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ABSTRACT 
 Benefits associated with machine learning are extensive. Industry is 
increasingly beginning to recognize the wealth of information stored in the data they are 
collecting. To sort through and analyze all of this data specialized tools are required to come 
up with actionable strategies. Often this is done with supervised machine learning algorithms. 
While these algorithms can be extremely powerful data analysis tools, they require 
considerable understanding, expertise, and a significant amount of data to use. Selecting the 
appropriate data analysis method is important to coming up with valid strategies based on 
the collected data. In addition, a characteristic of machine learning is the need to have large 
amounts of data to train a system’s behavior. Large quantities of data, thousands to millions 
of data points, ensure that automated machine learning algorithms have enough information 
on a range of situations it may encounter. However, many real-world applications simply do 
not occur with enough frequency to accumulate a large enough dataset in a reasonable 
amount of time. Examples include low volume manufacturing, medical procedures, and 
disaster events. As a result, these application areas, and others like them, are not able to 
harness the power of traditional machine learning approaches. This is unfortunate for these 
underserved areas because they are the type of complex interdependent processes that 
could benefit from enhanced understanding and modeling capability that machine learning 
models can provide.  
If there was a way to take the limited data available from these types of applications 
and apply machine learning strategies, valuable information could be gained. However, 
because of the differing natures of machine learning approaches, care needs to be taken 
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when selecting a strategy. Approaches like linear classification are simple and widely used for 
less demanding machine learning applications. However, assumptions of constant 
distributions and the constraint of linear combination of terms means that the method is not 
well suited to more complex processes. Decision trees are another machine learning 
approach that is popular in many domains. They are easy to understand graph like structures, 
lending themselves well to applications in medicine. However, decision trees suffer from 
overfitting and issues handling noisy incomplete data, which are often found in many real-
world applications. Support vector machines (SVMs) are another widely popular machine 
learning approach. They are inherently a binary classification method that projects complex 
multivariate problems into an n-dimensional space using a kernel. While SVMs are a popular 
and powerful tool, using a n-dimensional kernel can be complex and challenging. This 
challenge does not allow for investigation of the small data set issue easily. Neural networks 
are one of the most powerful machine learning tools. They are made up of neurons and 
synapses that activate based on certain inputs, much like the human nervous system. While 
they are a very powerful tool, they are very challenging to fully understand and dissect when 
trained. As a result, they are not a good option for investigating a machine learning algorithm 
for small data sets. Bayesian Networks (BN) are another widely used machine learning 
approach. They combine expert knowledge in the form of a network structure and prior 
probability distribution with Bayesian Statistics. The easily understandable network structure 
paired with flexible Bayesian Statistical methods lends itself well to investigating behaviors 
associated with small data sets for machine learning.  
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As a result, Bayesian Networks were selected as the method for investigating how to 
apply machine learning’s predictive abilities to small data set problems. This dissertation 
explores three research issues: 1) if small quantities of data can be used to construct a BN to 
accurately predict outcomes of a complex process, 2) if prior probabilities in a BN can be 
accurately modeled and/or modified for small data sets and 3) if likelihoods can be accurately 
calculated for small data sets. To address these issues, identification of where breakdowns 
due to data size occur, in a BN training process, must be identified. Identifying where and 
how these breakdowns occur will allow strategies to be developed to address them.  
The first part of this research developed Bayesian Networks (BNs) using only small 
amounts of data. Networks were constructed to predict assembly accuracy and completion 
time for workers conducting assembly operations and to model the suitability of a buyer’s car 
choice. The goal was to identify areas where using small data sets to train a BN may encounter 
issues. Data for the project was collected from two sources. The first from a study using 
augmented reality guided work instructions and the second from a popular machine learning 
database. The first data set contained data from 75 participants was analyzed for trends to 
construct a Bayesian Network. The second contained about 1,700 data points. To train the 
network a subset of around 40 points were used to train the network and the remained to 
test. For the first dataset, results indicated the network could predict assembly time with 
around seventy percent accuracy but was only able to achieve thirty-eight percent error 
count accuracy. While these results were encouraging, further analysis demonstrated the 
network was biased by priors greatly influenced by the number of data points in a category. 
In an attempt to solve this issue, PSO was explored as a means to tune network parameters 
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to increase network accuracy. However, results indicate that for a network with a higher 
degree of parameters like the car choice network there is not sufficient data to use this 
method or that the method need to be adapted to include more robust metrics. The results 
suggested that for more complex problems, a method of data simulation or generation 
should be explored to increase the training set size.  
Data generation work explored the feasibility of using Kriging and Radial Basis Function 
models to generate data for four different Bayesian Networks. The goals of the networks 
were to predict completion time for workers conducting assembly operations, predict the 
number of errors an assembly worker made, a buyer’s car choice, and the income level of an 
adult. Data for the project was collected from a human-subjects study that used augmented 
reality guided work instructions and from the UCI machine learning database. Small amounts 
of data from each of these datasets were used to train the different BNs. Each of these 
training datasets were fitted with a Kriging and a Radial Basis Function model. Once models 
were created, they were randomly sampled to produce a larger dataset for training. The four 
networks were then tested under multiple conditions including the use of PSO to tune 
network parameters. The first set of results looked at how varying the proportion of 
generated to original training data would impact network accuracy. Results showed that in 
some cases generated data could increase the accuracy of the trained networks. In addition, 
it showed that the varying quantities of original to generated data could also impact the 
classification accuracy. From here, the authors generated larger amounts of data. Networks 
trained using ten thousand, one-hundred thousand, and a million data points were tested. 
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Results showed that depending on the data set, increasing amounts of data did help increase 
accuracy for more complex network structures. 
Results from tuning network parameters using PSO showed that it can help to produce 
accurate networks that improve on baseline original data only performance. However, the 
PSO method in general increased the standard deviation of accuracy results and lowered the 
median accuracy. This suggests alternate PSO formulations are required, taking into account 
more information about the parameters is necessary to see further accuracy enhancements. 
Overall, the exploratory results presented in this dissertation demonstrate the feasibility of 
using meta-model generated data and PSO to increase the accuracy of small sample set 
trained BN. Further developing this method will help underserved areas with access to only 
small datasets make use of the powerful predictive analytics of ML. Moving forward future 
work will continue to refine the data generation methods and look at alternate prior 
optimization formulations. 
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CHAPTER 1: INTRODUCTION 
With the increasing prevalence of commodity sensors and computing devices data 
can now be collected for relatively inconsequential costs and effort. Collecting data on a 
manufacturing process, customer satisfaction, or disaster response can now lead to a wealth 
of information that companies are increasingly reluctant to ignore (Demirkan & Delen, 2013; 
Helma, Gottmann, & Kramer, 2000; Holzinger, n.d.; Huppertz & Holzinger, 2014; Malinova & 
Mendling, 2015; Marr, 2015; Sharma, Mithas, & Kankanhalli, 2014; Tan, Zhan, Ji, Ye, & Chang, 
2015; Waller & Fawcett, 2013; Wixom & Goul, 2014). Many organizations, like Amazon, 
Google, and Microsoft, are recognizing the importance of data and how it can give them a 
competitive edge to help improve their product offerings (Biewald, 2016; “Data is giving rise 
to a new economy,” 2017; Reese, 2016; Wilder, 2016). For example, Amazon has increased 
its participation in machine learning space related to predictive online ordering (Fingas, 2015; 
Henderson, 2017; Metz, n.d.). Google and Microsoft both are working on developing a wide 
range of tools to help companies make sense of legacy data (Etherington, 2017; Vincent, 
2017; Wilder, 2016). With the rise of the digital economy, data is being compared to oil as an 
economic engine and as a result becoming a fiercely guarded trade secret (“Data, data 
everywhere,” 2010; Rotella, 2012; Toonders, n.d.). 
While raw data collection is as simple as ever, making sense of that data and distilling 
actionable strategies from it can be a challenge. This is due to the magnitude of information 
collected on a daily basis that must be interpreted. To put this into perspective, in 2013 and 
2014 more data was created than in the entirety of human history (Marr, 2015). In order to 
make use of all that information to guide important decisions, strategies need to be employed 
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to sort through noise and produce something that humans can take action on (Holzinger, 
Dehmer, & Jurisica, 2014). This sorting or mining through the data is often accomplished by 
utilizing machine learning techniques that can make accurate predictions and forecasts based 
on trends, even in novel situations. Machine learning is defined as teaching a computer to 
perform a task without explicitly programming the rules for the task (Mitchell, 1997). Not 
only can these machine learning tools aid in decision making, they can also be used to 
understand how different decisions or events impact a system as a whole. This ability to make 
sense of complex situations with numerous variables is invaluable in today’s world where 
companies and government are operating on increasingly tight budgets. 
While there are numerous examples of machine learning being applied in industry, 
the process remains very domain expert driven. There exist numerous machine learning 
approaches and data mining strategies. Selecting the correct method is important to ensure 
the accuracy of any models created. In general, there are two categories of machine learning 
algorithms, supervised and unsupervised (Marr, 2017; MathWorks, 2017a, 2017b). In 
supervised machine learning an algorithm is presented with a data set. This data set contains 
points made up of variables corresponding to categorical labels. A supervised algorithm takes 
the labeled data points, and learns what variables often correspond to a certain label to make 
predictions for new data points (Bishop, 2006; MathWorks, 2017a). Supervised machine 
learning is one of the most popular and widely used mechanisms behind prediction systems 
used in industry and academia today (Gorman & Sproat, 2016; Papernot, Abadi, Erlingsson, 
Goodfellow, & Talwar, 2016; Ravi & Diao, 2015; Statistics, n.d.). Unsupervised learning is a 
less widely used machine learning domain in industry. In unsupervised learning, an algorithm 
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is given a set of unlabeled data. From the unlabeled data the algorithm looks for trends and 
groupings that can be used to categorize and make sense of a data set’s behavior (Bishop, 
2006; MathWorks, 2017b). Examples of unsupervised machine learning include many 
clustering algorithms like self-organizing maps (Kohonen, 1998; Zatarain-Cabada, Barrón-
Estrada, Angulo, García, & García, 2010) and mixture models (Bishop, 2006; Ferreira & 
Trierweiler, 2009; Gasiorek-Wiens et al., 2010; Hofmann, 2003).  
The lack of labels in unsupervised learning makes developing courses of action based 
on data more challenging. As a result, when trying to make sense of gathered data, supervised 
learning methods are more commonly employed. Popular supervised learning methods 
include linear classification, decision trees, support vector machines (SVM), neural networks, 
and Bayesian Networks. 
While using sensors to collect data is becoming more cost efficient, in some real-world 
cases one cannot often collect enough data points to use machine learning techniques. In 
some domains, like manufacturing, battlefield training, or medical procedures, events of 
interest may only happen a handful of times throughout the year. As a result, collecting 
thousands to millions of unique data points is not possible in a reasonable amount of time. 
One specific example highlighting this data volume issue is aircraft manufacturing. The 
process is very complex and involves many different collaborators from union labor to dozens 
of suppliers all impacting the finished product. Specifically, worker suitability can significantly 
impact assembly and manufacturing process outcomes. The ability to assign the correct 
worker to a job could provide a competitive edge by making sure their skills are suitably 
matched with a task (Ong, Ato, Umar, & Oshino, 2016). However, there might only be a 
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relatively small number of planes produced every month (i.e. 10-30), meaning there is not 
enough worker data to construct a model to predict competencies (BBC, 2015) until many 
years have passed. Such a dataset is traditionally not suitable for a machine learning 
approach.  The lack of data means there is not a way to accurately understand the 
relationships between variables and to predict how changes might impact the production 
process. As a result, these types of complex processes cannot make use of the powerful 
predictive analytics of machine learning. 
If a machine learning technique could be adapted for use on smaller data sets a wider 
range of applications could take advantage of this powerful analysis. The first step towards 
investigating machine learning for small data sets is selecting an algorithm or learning 
method. Each machine learning algorithm has unique characteristics, as a result, it is 
important to understand at least the high-level differences when selecting (Loyer, Henriques, 
Fontul, & Wiseall, 2016). Since supervised machine learning is the more well suited category 
for decision making, only popular methods from this category are discussed.  
Supervised Machine Learning 
 Supervised machine learning algorithms differ from unsupervised methods because 
they contain data points with categorical labels. The supervised algorithm, in general, takes 
labeled data points, learns what variables correspond to a certain label. They then make label 
predictions for new data points based on trends seen in the training data (Bishop, 2006; 
MathWorks, 2017a). Some of the most popular and widely used supervised methods are 
discussed below and evaluated for feasibility for use with small data sets. 
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Linear Classification 
 Linear Classification methods are some of the most basic classification methods. They 
remain popular for some straight forward prediction tasks (Babiloni et al., 2000; Dredze, 
Crammer, & Pereira, 2008; Loh, 2014; Naseem, Togneri, & Bennamoun, 2010; Vidal-Naquet 
& Ullman, 2003; Yu, Hsieh, Chang, & Lin, 2010; T. Zhang & Oles, 2001). Inherently, linear 
classification models the relationship between variables using a linear combination of input 
variables called basis functions. These basis functions can be nonlinear, but are fixed (Bishop, 
2006). 
 Fixing the basis functions allows for using nonlinear distributions to describe the 
behavior of the data, but results in issues as the behavior increases in complexity. In addition, 
the model resulting from a linear combination of non-linear functions can be challenging for 
non-domain experts to understand. This lack of understanding could negatively impact 
adoption of the method. 
Decision Trees 
 Decision Trees are another traditional machine learning approach (Bishop, 2006; 
Podgorelec, Kokol, & Rozman, 2002; Rokach & Maimon, 2015; Safavian & Landgrebe, 1991; 
Thomassey & Fiordaliso, 2006; Xhemali, J. Hinde, & G. Stone, 2009). They are used in a wide 
variety of fields from medical diagnosis (Podgorelec et al., 2002) to sales forecasting 
(Thomassey & Fiordaliso, 2006). The trees are used to represent different variable states and 
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what results when an attribute is assigned to a certain state (Safavian & Landgrebe, 1991). 
They are a widely popular method due to their easy to understand nature, since the logic of 
the decision-making method is evident based on the structure of the graph. An example 
decision tree for deciding to go fishing is shown in Figure 1. 
 While decision trees are a popular and easy to interpret method of machine learning, 
they are not well suited to model complex interdependent situations or noisy data. In 
addition, they are also prone to overfitting the model to the data (Bishop, 2006; Rokach & 
Maimon, 2015; Safavian & Landgrebe, 1991). This phenomenon is caused when the model 
too closely conforms to the data presented as an example to train on. As a result, it cannot 
handle new or novel situations very well. This overfitting issue could be a problem for small 
Figure 1. Decision Tree Example 
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data sets, because a selected model would have to deal with situations it has little to no 
information due to a small data set’s sparseness. 
Support vector machines (SVM) 
 Support vector machines (SVM) are another popular form of supervised machine 
learning (K. Y. Chen & Wang, 2007; Keerthi, Shevade, Bhattacharyya, & Murthy, 2000; Shin, 
Lee, & Kim, 2005; Widodo & Yang, 2007). SVMs are used in a wide variety of industries from 
bankruptcy detection (Shin et al., 2005), fault detection in machining applications (Widodo & 
Yang, 2007), and production output modeling (K. Y. Chen & Wang, 2007). Fundamentally, 
SVMs work by creating a decision boundary using a kernel in n-dimensional space. Data points 
falling on either side of the boundary are categorized accordingly. An example SVM decision 
boundary is displayed in Figure 2. 
Figure 2. Support Vector Machine Example (“MathWorks,” n.d.) 
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 Even though SVMs are inherently binary classifiers, they can be combined to produce 
powerful results. However, since they use complex functions to project into n-dimensional 
space they can be very complex to understand and very dependent on the parameters 
selected for projection (Bishop, 2006). In addition, for more complex problems the inherently 
binary classifiers accuracy can start to degrade. The complex nature of the logic behind the 
method and its difficulty with more complex processes suggest that SVMs may not be the 
best choice for exploring machine learning applications using small data sets. 
Neural networks 
 Neural networks are one of the most robust and powerful methods of supervised 
machine learning (Bernard, Chang, Popescu, & Graf, 2015; Hoffmann, 2005; Huang, Tsou, & 
Lee, 2006; Perry, Prosper, & Meyer-Baese, 2014; Ransing & Lewis, 1997; Rui & Bivens, 2007; 
Samarasinghe, 2007). These powerful tools are made up of nodes arranged in layers and 
connected by synapses that are activated depending on different situations. Often these 
layers are called the input, hidden, and output layers, see Figure 3. The synapses connecting 
the neurons are controlled by activation functions. These activation functions have 
parameters that are tuned to the data given to the model for training (Bishop, 2006; Haykin, 
1994). This results in activation of certain functions and neurons in response to certain inputs 
or stimuli. These networks are designed to model a human nervous system. 
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These powerful tools have been used in industries spanning from optimizing bio diesel 
production (Moradi, Dehghani, Khosravian, & Arjmandzadeh, 2013) to automated coastal 
threat assessment (Rhodes et al., 2007). While neural networks are one of the more advanced 
methods of machine learning, able to handle complex problems, they are unfortunately 
highly complex, difficult to understand and dissect. As a result, understanding the complex 
interplay between layers and neuros for small data sets would be a significant challenge. 
Bayesain networks 
Another popular machine learning approach is Bayesian Networks (BN), based on 
powerful Bayesian statistical theory (Bayes, 1763; Carmona, Castillo, & Millan, 2008; S. Jin, 
Liu, & Lin, 2012a; Liebert, 2000; Pearl, 1988; Percy & Kobbacy, 1996; Perry et al., 2014; 
Ropero, Flores, Rumí, & Aguilera, 2016; Uusitalo, 2006). An example network is shown in 
Figure 3. Neural Network Example (Kdnuggets, n.d.) 
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Figure 4. Bayesian Networks utilize the adaptive nature of Bayesian statistics to represent 
relationships between events in a compact, and easy to understand manner (Weber, Medina-
Oliva, Simon, & Iung, 2012). They also allow the incorporation of expert knowledge in the 
form of a prior distribution. Bayesian Networks are also very adept at handling incomplete or 
noisy data (S. H. Chen & Pollino, 2012). 
While Bayesian statistics and networks are very powerful predictive tools, they often 
require hundreds-of-thousands or millions of data points to accurately model complex 
situations. BN also require expert knowledge to create and train a network structure. This 
process is also not repeatable and can be highly dependent on the expert’s judgement 
(Bishop, 2006; Heckerman, 1995; Korb & Ann E. Nicholson, 2003; L, 1996; Liebert, 2000; 
Figure 4. Example Bayesian Network (“MathWorks,” n.d.) 
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Stephenson, 2000; Uusitalo, 2006; Weber et al., 2012). Even with the issues associated with 
BN, they are still an attractive option for investigating machine learning applications using 
small data sets. The pairing of expert knowledge with statistically derived values could 
provide the right mix of model transparency and the ability to tune parameters as necessary. 
Motivation 
Industry is increasingly recognizing the power of machine learning to help develop 
actionable strategies from data they have readily available (“Data, data everywhere,” 2010; 
“Data is giving rise to a new economy,” 2017; Marr, 2015; Rotella, 2012; Toonders, n.d.). 
While machine learning algorithms can be extremely powerful, utilizing them correctly 
requires expertise to select the correct strategy (Al-Jarrah, Yoo, Muhaidat, Karagiannidis, & 
Taha, 2015). In many real world applications, like low volume manufacturing (BBC, 2015), 
medical procedures (Coodman, 2016), or disaster situations (FEMA, 2017), enough data may 
not be available to use traditional machine learning approaches. However, if limited data 
available from these types of applications could be used a powerful decision making aid 
would be available to these applications. 
For this work, Bayesian Networks were selected as a method for investigating how to 
apply machine learning’s predictive abilities to small data set problems. This intuitive method 
combines an expert generated network structure with Bayesian Statistics (Bayes, 1763; 
Nielsen & Jensen, 2007). Work presented begins to address three research questions: 
1) How can small quantities of data can be used to construct a BN to accurately predict 
outcomes of a complex process? 
2) Can prior probabilities in a BN be accurately modeled and/or modified for small data 
sets? 
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3) How can likelihoods be accurately calculated for small data sets? 
When addressing these research questions, the first goal is to identify where issues occur in 
the BN training process. After identifying this, strategies can then be developed to address 
these problems helping to apply BN to a wider range of problems. 
Dissertation Organization 
The remainder of this dissertation is organized as follows. Chapter Two presents a 
detailed background of BNs. This chapter provides the reader with the necessary background 
information to understand both the problem area and the numerical methods used in the 
solution. Chapter Three contains a paper submitted to Elsevier’s Journal of Computers in 
Industry. The paper focuses on explaining the problem area associated with small data sets 
for machine learning. In addition, it details the attempt to overcome these problems by using 
Particle Swarm Optimization (PSO) to intelligently set BN prior probabilities. The paper also 
discusses the problems associated with using a BN for small data sets. Chapter Four focuses 
on testing the feasibility of using Kriging and Radial-Basis Function models to create additional 
training data for BN. This paper also apples the PSO methodology to intelligently set priors. 
Chapter Five presents conclusions drawn for the work and discusses future directions. 
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CHAPTER 2: BACKGROUND 
Statistical methods have long been used to help make sense of data and predict the 
likelihood of an event when provided with certain parameters. Statistical theory is used in 
areas spanning from reliability analysis to scheduling airline flights (Jacobs et al., 2012; Muller, 
2003). The reason statistical methods are used increasingly, especially today, is their ability 
to suggest courses of action based on previously collected data. These suggestions benefit 
from the ability to look at far more relationships between variables than humans can and 
provide decisions that are more unbiased (De Martino, Kumaran, Seymour, & Dolan, 2009; 
Hastie, 2001). Companies like Apple, Google, Amazon, and Netflix make use of statistical 
analysis every time they suggest a replacement word with auto correct, complete a search 
request, suggest a new product to order or show to watch. These real-time decisions are 
made possible by automated statistical analysis and machine learning algorithms. This type 
of customized real time decision making was unheard of twenty to thirty years ago and is 
made possible through using machine learning. In fact, machine learning is becoming such an 
integral part of future business plans and product offerings companies are willing to devote 
significant resources to their development. Netflix, in 2006, was an early adopter of machine 
learning and announced a one-million dollar prize to the team that could increase its movie 
recommendation algorithm by ten percent (Greene, 2006). More recently Google, Microsoft, 
Amazon, and Apple have all released their own machine learning programs (Christian, 2017; 
Frank, 2017; Lardinois, 2016; Simonite, 2016). Google has been a leading developer of 
machine learning technology (Simonite, 2016). Its ML programs like TensorFlow, SyntaxNet, 
and DeepMind are leading ML in the consumer realm (DeepMind - Google, n.d.; Google, n.d.). 
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Microsoft is also a player in the ML field, recently announcing a number of initiatives and a 
multimillion dollar investment in a new research lab dedicated to ML technology (Christian, 
2017; Etherington, 2017). While there is much work going on in ML for consumer computing 
applications, less has been done in more traditional fields like manufacturing (Vincent, 2017). 
Moving forward, leveraging this type of powerful analytics outside of the consumer realm is 
necessary to ensure that other industries can see benefit from this powerful technology (Al-
Jarrah et al., 2015; Gandomi & Haider, 2015; X. Jin, Wah, Cheng, & Wang, 2015; Stanisavljevic 
& Spitzer, 2016). 
Bayesian Network Applications 
Bayesian networks are powerful predictive tools. They are used extensively in industry 
and academia in areas from biological systems modeling to medical diagnosis (Aguilera, 
Fernández, Reche, & Rumí, 2010; Constantinou, Fenton, Marsh, & Radlinski, 2015; Molina, 
Bromley, Garcia-Arostegui, Sullivan, & Benavente, 2010; Yuan, Khakzad, Khan, & Amyotte, 
2015; D. Zhang, Yan, Yang, Wall, & Wang, 2013; L. Zhang, Wu, Skibniewski, Zhong, & Lu, 2014). 
Ke and Shen use Bayesian methods in a manufacturing setting to predict equipment failure 
times (Ke & Shen, 1999). They find that the ability to use an expert prior probably is very 
helpful for adjusting the model’s behavior and the selection of a prior can also help provide 
more information about the underlying system. Jones et al. develops a BN to predict the 
influencing factor of equipment failure for a preventative maintenance department (Jones, 
Jenkinson, Yang, & Wang, 2010). They found that through the incorporation of recorded 
process data and expert knowledge they were able to accurately model the failure process 
associated with manufacturing a carbon block. They attribute this directly to the ability of the 
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Bayesian Network to consider factors influencing the failure process. Saada et al. develop a 
Bayesian Network to predict and model pilot actions in a flight simulator (Saada, Meng, & 
Huang, 2014). They find that a Bayesian Network, when constructed properly, can accurately 
detect pilot error. The network can then predict how the error will impact the flight systems 
and attempt to apply corrections. 
Constantinou et al. uses Bayesian Networks for mental health diagnosis. They train 
the network using data collected from patient questionnaires. In total, they had just over one-
thousand responses, a relatively small data set. They indicated that human subject data was 
challenging to work with because it required careful cleaning and screening for trends. 
Network construction was made more challenging by the fact that, often, participants gave 
contradictory answers, potentially confusing the network. However, after careful data 
cleaning and network construction they developed a network that was able to accurately 
predict patient outcomes. Onisko et al. also develops a BN for medical diagnosis. However, 
they test the effect of manipulating training parameters (Oniśko & Druzdzel, 2013). They find 
that when there are large amounts of data, network accuracy is not impacted by a “fuzz 
factor” in training parameters. Vila-Frances et al. develops a BN to help doctors determine 
the cause of a patient’s chest pain. They train the network with just over a thousand points 
and test using around one hundred as a validation set. They find that when given a list of 
seventeen input variables the network could determine the correct diagnosis over ninety 
percent of the time, greatly reducing unnecessary hospitalizations. Veliknova et al. 
conceptualize a BN to help deliver personalized pregnancy care (Velikova, Van Scheltinga, 
Lucas, & Spaanderman, 2014). They describe the potential benefits of BN in medicine, but 
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hypothesize there is lack of interest due to distrust in a fully computerized system if the 
underlying mechanism is not fully understood. 
Eleye-Datubo et al. uses BN for predicting the risk associated with a marine evacuation 
scenario (Eleye-Datubo, Wall, Saajedi, & Wang, 2006). Their work focuses on using previous 
accident records to develop event probabilities that are encoded into a network structure. 
They find that a BN is a very effect tool for risk management due to its easily interpreted 
results. Ren et al. uses BN to model the risk associated with different operations on an 
offshore drilling rig (Ren, Jenkinson, Wang, Xu, & Yang, 2009). They use fuzzy probability 
curves to model the expected behavior between different influencing nodes in the network. 
They conclude that the flexibility and easy to manipulate nature of BN make them a very 
powerful tool for risk mitigation projects. Mascaro et al. uses BN to detect anomalies in 
shipping traffic to identify illegal activities (Mascaro, Nicholson, & Korb, 2011). Their data set 
consisted of over nine million rows of data that were mined for position information. They 
concluded that a BN was a better threat assessment tool than neural networks or support 
vector machines because of the ease of understanding. 
Bayesain networks for small sample sizes 
While there exist many examples of BN in industry and academia, there is limited use 
of Bayesian Networks in small data set domains. The limited work that exists detailing with 
relatively small data trained Bayesian Networks point to their ability to help accurately predict 
situations. Bouaziz, Zamaï, and Duvivier outlined a proposal for a using Bayesian Networks to 
predict equipment health on a semiconductor manufacturing line (Bouaziz, Zamaï, & Duvivier, 
2013). They state that BN are an attractive tool for modeling possible equipment issues 
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because of their ability to deal with incomplete data and incorporate domain expert 
knowledge when building a model. While they propose a robust framework for using BN for 
predictive detection, they stop short of completely validating and implementing their 
proposed system. This was due to the challenges associated with collecting adequate 
amounts of detailed process data to make accurate predictions for such a complex process. 
Arbelaez Garces, Rakotondranaivo, & Bonjour also propose a novel use of BN to help predict 
manufactured part acceptance by consumers (Arbelaez Garces, Rakotondranaivo, & Bonjour, 
2016). They construct a BN using a small set of sample data collected from Likert Scale 
questionnaires asking consumers about their acceptance of a product. They used BN because 
of their ability to capture process knowledge in a network structure that may be less defined 
numerically. Their work found that a small sample set was able help predict the acceptance 
of a product at an early stage of the design process. Work by Jin, Liu, and Lin uses’ optical 
sensor measurements to detect fixture faults in auto bodies and assess if the faults are 
outside tolerance (S. Jin, Liu, & Lin, 2012b). Their work shows that BN can accurately predict 
when a part is out of tolerance. They conclude that BN are powerful and flexible tools, but 
that large amounts of data are required in some cases to produce accurate predictions. Work 
by Yang and Lee detailed a Bayesian Network for diagnosing faults in manufactured 
semiconductors (Yang & Lee, 2012). Their work uses automated sensors to measure 
characteristics of each wafer to predict if the wafer is good or bad. They found that by using 
a BN they could understand interactions between predictor variables. They, also, noted that 
the large amount of data and the training cycles for the network could be prohibitive to its 
widespread adoption.  
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Mak, Afzulpurkar, et al. collected data form an automated soldering process using 
computer vision (Mak, Afzulpurkar, Dailey, & Saram, 2014). They used 330 samples to build 
a network that could predict when a faulty weld occurred. With their network, they could 
achieve 91% accuracy with a relatively small data set. However, while this data set was small 
for a traditional BN, the variation was very low. Using a small data set is easier with a low 
variation processes, which is not always the case. Dey and Stori used an even smaller data set 
to construct a BN (Dey & Stori, 2005). They collected 16 data points to predict variation in 
work piece hardness, stock size, and tool wear for a machining operation. Using their data, 
they achieved 80% accuracy. Although, again this work deals with consistent and repeatable 
machining data, which does not vary as much as say human subject data. Li, Chen, Chen, & 
Chang attempted to predict issues in the manufacturing process from a small set of 20 pilot 
runs (Li, Huang, Chen, & Chang, 2013). Due to the small sample size and complexity involved 
with the manufacturing process, they resolved to create a way to produce data based on the 
existing sample. Their results show that the simulated data could help predict where issues 
occurred on the manufacturing line. With their results, they envision their technique of data 
production could be helpful in small dataset manufacturing machine learning problems.  
Overall, the work presented above shows the potential of Bayesian Networks. 
However, in some cases collecting enough data to build an accurate model is a challenge. This 
work looks at identifying issues in the Bayesian Network training process for small data sets. 
From this analysis, actionable strategies are developed to help improve network accuracy and 
expand its use to underserved small data set domains. 
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Bayesian Statistics 
Powerful machine learning techniques using Bayesian Networks are made possible 
due to the resurgence of Bayesian statistical methods (Pearl, 1988). Bayes Theorem, shown 
in Equation 1, is unique from traditional statistical methods because it allows the 
incorporation of background information called the prior probability (Bayes, 1763). The term 𝑃(𝐴|𝐵), called the posterior probability, represents the probability of A given that B occurs. 
The goal is to use what is known to calculate this unknown value. To calculate it involves using 
what is known on the right side of the equation. The term 𝑃(𝐵|𝐴), reads the probability of B 
given A, is the likelihood of event B when A has already occurred in the population sample 
data. The term 𝑃(𝐴) is the prior probability of the event A happening anywhere in the 
population sample. The denominator term 𝑃(𝐵) is the probability of B occurring at any point 
in our population sample, which can be when A is observed or when A is not observed. Often 
in practice this term is dropped since the probability values are being compared and this term 
does not impact the results. 
𝑃(𝐴|𝐵) = 	𝑃(𝐵|𝐴)𝑃(𝐴)𝑃(𝐵)= 	 𝑃(𝐵|𝐴)𝑃(𝐴)𝑃(𝐵|𝐴)𝑃(𝐴) + 𝑃(𝐵|¬𝐴)𝑃(¬𝐴) (1) 
However, this term 𝑃(𝐵) in Equation 1 would be calculated by determining the probability of 
observing B when A is present or not present, as shown in the expanded formulation of 
Equation 1. 
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 The inclusion of a prior in Bayesian Statistics differs from traditional statistical 
likelihood-based approaches. These traditional approaches mainly estimate probabilities of 
events based on the observed sample population data (Orloff & Bloom, 2014). The 
introduction of the prior probability term allows for a correction or smoothing of the 
observed data described by the likelihood. Often this prior probability is thought of as an 
expert specified term. The combination of the prior and the likelihood give the posterior 
probability of an event occurring. Figure 5 shows an example of a possible likelihood 
distribution and a prior. Figure 5 shows the likelihood distribution, created from the data 
observed, with a strong probability of an event around x equals four. However, the prior 
distribution shows less certainty in the event happening at x equals four. The prior also has a 
wider variance than the likelihood distribution. The difference between distributions could 
be because the likelihood is over confident in the probability of an event occurring because 
the population data set that generated the distribution may not have included outlier data 
points. The prior distribution, created by an expert based on their experience, might consider 
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Figure 5. Likelihood and Prior Plot Example 
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that there may be outliers and thus decreases the probability of an event occurring at x equal 
to four. Using Bayes Theorem in Equation 1, the two distributions can be combined to provide 
a best estimate of the probability of an event occurring for a given x. Combining the likelihood 
and prior is a powerful strategy that allows for prediction of probabilities in areas where there 
is little data available, but experts know what the probabilities of certain events are (Pearl, 
1988).  
Bayesian Networks 
Conceptually, Bayes’ Theorem, is straight forward when there are few events and few 
variables. In a simple problem, to calculate the probability of an event, multiply the prior by 
the likelihood. However, determining the outcome is challenging when there are multiple 
events with multiple variables for each event. Representing the relationships between 
variables, becomes very complex, very fast. Helping to alleviate this problem, Bayesian 
Networks allow for the representation of dependencies and relationships between variables 
(Stephenson, 2000). This section describes the theory behind Bayesian Networks along with 
how to construct and solve for a network. 
Starting with an example, a quality control engineer is provided with a data set 𝐷 that 
describes technicians’ effectiveness at repairing armored vehicles. This data set is made up 
of 𝑛 data points with each data point having 𝐗 =	 {𝑣1 ……𝑣3} variables, see Equation 2. The 
variables in each data point represent data like vehicle type, technician experience, oil type 
used, repair time, use environment, etc. The engineer is tasked with coming up with a 
maintenance schedule assigning technicians to a vehicle, matching their skills with the type 
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of maintenance. The engineer must determine how to model the relationships between the 
variables to properly assign a technician to each repair. 
𝐷 = ⎩⎪⎨
⎪⎧𝐗1 = 	 {𝑣1 ……𝑣3}...𝐗: = 	 {𝑣1 ……𝑣3} (2) 
Looking at the data, as is, the engineer must work with a joint distribution to understand how 
all the data behaves. In short, the engineer cannot separate out what variables might impact 
another without looking at all the variables. To understand all the relationships between the 
variables, the engineer must calculate 23 different values, where 𝑖 is the number of variables 
for each data point. This requires significant computing power for large multivariate data sets 
and it can be difficult for a human to interpret these causal relationships to make informed 
decisions.  
If there was a way to visually represent the important causal relationships in the joint 
distribution, relationships between variables would be much easier to understand and 
Figure 6. Example Bayesian Network for Technician Selection 
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manipulate. Fortunately, Bayesian Networks provide a way to do just that through Directed 
Acyclic Graphs (DAGs) (Nielsen & Jensen, 2007). These graphs are made up of vertices and 
edges. Vertices, also known as nodes, represent the variables that make up the data points 
and are represented as ovals in Figure 6. Edges denote the causal relationships between the 
vertices and are represented as directed arrows in Figure 6, where the vertex at the tail of 
the arrow is said to cause the vertex at the end of the arrow. These graphs allow for the direct 
visual representation of different variable dependencies, eliminating the need to interpret 
complex joint probability distributions. An example DAG for the technician selection problem 
is shown in Figure 6. This graph shows three causal variables, technician experience, type of 
vehicle repair and type of vehicle. These variables are known to be independent of one 
another. Meaning that the value of experience does not impact the value of the vehicle 
variable. However, these three variables cause or impact the selection of a technician. 
Using the network topology displayed in Figure 6 the joint distribution can be 
rewritten as the product of individual probabilities. The general form of this equation shown 
in Equation 3. This equation denotes that instead of having to calculate the joint probability 
distribution to find out the probability of an event occurring, only the parents of a vertices 
need to be calculated, since only their values impact the result. Parent vertices, or nodes, are 
vertices at the start of a directed edge leading to a child, or dependent, node. In Figure 6, 𝑣=>?=@3=:A=, 𝑣@=?C3@, and 𝑣D=E3AF=  are parents of 𝑣G=AE. A parent-child network representation 
reduces the number of required values. The computed values now required are no more than 𝑖 ∗ 2I, where 𝑖 is the number of vertices and 𝑘 is the max number of parents of any vertex in 
the network. 
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𝑃K𝑣1, … . . , 𝑣3L = 	M𝑃K𝑣3N𝑝𝑎𝑟𝑒𝑛𝑡𝑠(𝑣3)L31 	 (3) 
Continuing with the technician selection example, the probability of an event occurring is 
given by Equation 4. In this equation, the probability of experience, repair, and vehicle are 
independent of other events because they have no parents. However, the probability of tech 
is dependent on its parents’ experience, repair and vehicle. Using collected data, the 
probabilities of the events in Equation 4 can be calculated to provide a numerical probability 
of an event. 
𝑃K𝑣=>?=@3=:A=, 𝑣@=?C3@ , 𝑣D=E3AF=, 𝑣G=AEL = 	𝑃K𝑣=>?=@3=:A=L𝑃K𝑣@=?C3@L𝑃(𝑣D=E3AF=)𝑃K	𝑣G=AEN𝑣=>?=@3=:A=, 𝑣@=?C3@, 𝑣D=E3AF=L (4) 
Before discussing how to solve for those event probabilities, it is important to mention that, 
in the example above, the network is already constructed. This, however, is not always the 
case. When creating a Bayesian Network to predict the probability of a given event there are 
four types of situations. 
1. Known network topology and known relationships between vertices 
2. Unknown network topology and unknown relationships between vertices 
3. Known network topology and unknown relationships between vertices 
4. Unknown network topology and known relationships between vertices 
Learning network structure, or topology, from data is an active research area and requires 
significant amounts of data to ensure that the topology is accurate. It is also considered more 
of an unsupervised machine learning problem. Due to this paper dealing with small data sets, 
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other methods are employed to construct the network topology. This work focuses on 
calculating the relationships between vertices after the topology has been set (i.e. variation 
3).  
Continuing again with the technician example from above, consider a very small data 
set 𝐷	consisting of four data points. The variables, or 𝑣3′𝑠, measured for each data point are 
experience level (high or low), repair type (easy or difficult), vehicle type (common or rare), 
and technician experience (novice or expert). Each of these data points were actual repairs 
that were assigned based on an expert service manager’s assessment of the situation. 
However, this service manager is retiring and the shop would like to capture their knowledge 
in an automated system. The data set gathered from the expert service manager’s 
assignments is: 𝐗1 = {ℎ𝑖𝑔ℎ, 𝑑𝑖𝑓𝑓𝑖𝑐𝑢𝑙𝑡, 𝑟𝑎𝑟𝑒, 𝑒𝑥𝑝𝑒𝑟𝑡}; 	𝐗` = {𝑙𝑜𝑤, 𝑒𝑎𝑠𝑦, 𝑟𝑎𝑟𝑒, 𝑛𝑜𝑣𝑖𝑐𝑒}; 𝐗d = {𝑙𝑜𝑤, 𝑒𝑎𝑠𝑦, 𝑐𝑜𝑚𝑚𝑜𝑛, 𝑛𝑜𝑣𝑖𝑐𝑒}; 𝐗f = {𝑙𝑜𝑤, 𝑒𝑎𝑠𝑦, 𝑐𝑜𝑚𝑚𝑜𝑛, 𝑛𝑜𝑣𝑖𝑐𝑒}. With these data 
points, the relationships between vertices in Figure 6 can be computed. To do that, a table of 
observed evidence must be created and grouped by prediction category, in this case the 
experience level of the technician assigned to the repair. In addition, the prior for each of the 
prediction categories must be computed. The prior calculation for discretized values is a 
simple probability calculation displayed in Equation 5, where 𝑛A is the total number of 
observations that appear in a specific category (i.e. novice or expert) and 𝑛: is the total 
number of obersvaitons in the data set 𝐷. Theoretically using this formulation, the prior 
probabilities for categories of a variable will sum to one. The prior probabilities for the 
vertices’ who’s value the network attempts to predict, in this case technician skill level, is 
shown in Table 1. 
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𝑃(𝑋) = 𝑛A𝑛: 	 (5) 
The prior probabilities in Table 1 indicate that if nothing is known about the structure of the 
network or anything else about the data points, that when a job comes in it would be assigned 
to a novice 75% of the time. This occurs since 75% of the data in our training data set is falls 
into the novice category. However, looking at the data points there is more information 
available to help better assign a job to a technician based on additional variables. Using these 
variable values, the likelihood of selecting a technician category can be calculated given some 
information about the event.       
Table 1. Technician Skill Level Prior Probabilities 
To calculate the likelihood of an event 
given some evidence, the network must know 
what evidence it must base a decision on. The levels of evidence the network sees in each 
category are shown in Table 2. Note that the data described in Table 2 has been discretized 
rather than using continuous distributions like shown in Figure 5. This discretization is the 
process of taking continuous values and separating them into categories with an upper and 
lower bound. Discretizing values into categories makes the numerical calculations for solving 
a Bayesian Network less computationally intensive. There are numerous ways to discretize 
values, but one of the most popular is Hierarchical Clustering (Kerber, 1992).  
  
Category Prior Probability 
Expert 1 4⁄ = 	 .25 
Novice 3 4⁄ = 	 .75 
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Table 2. Laplace Smoothing Likelihood Calculations for Evidence  
Technician 
Category 
Experience Repair Vehicle Count Likelihood Likelihood 
Non-Appearing 
Expert High  Difficu
lt 
Rare 1 (1 + 1) (1 + 2)k= 0.67 0 + 11 + 2 = 	0.33 
Novice Low Easy Rare 1 (1 + 1) (3 + 2)k= 0.4 0 + 13 + 2 = 	0.2 Novice Low Easy Common 2 (2 + 1) (3 + 2)= 0.6n  
 
Table 2 shows that using the training data set above, only one data point fell into the 
Expert technician category and there were three data points in the Novice category. The three 
data points in the Novice category exhibited two different evidence states or unique 
combinations of the experience, repair, and vehicle variables. The goal, then, is to turn these 
observed evidence levels into probabilities that guide decisions about what category of 
technician a data point falls into based on the observed variables. To do this, the likelihood 
of an event given some evidence must be computed. Two traditional methods are called 
Laplace Smoothing (Williams, 1995) and M-Estimate (Jiang, Wang, & Cai, 2007; Williams, 
1995). These methods are popular since they consider the probability of seeing a combination 
of evidence even if an event is not observed in the training data.  This is helpful during the 
testing stage where a network may encounter novel data combinations.  
The Laplace Smoothing equation is shown in Equation 6. This equation calculates the 
likelihood, the term 𝑃(𝐵|𝐴) in Equation 1, of evidence 𝜃 falling into class 𝑋 and is read the 
probability of 𝑋 given 𝜃. The term 𝑛A in this equation is the number of times a combination 
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of evidence or variables appears in a category. For the expert category in Table 2, this value 
would be one since there is only one recorded occurrence of the unique combination of the 𝐗1 = {ℎ𝑖𝑔ℎ, 𝑑𝑖𝑓𝑓𝑖𝑐𝑢𝑙𝑡, 𝑟𝑎𝑟𝑒, 𝑒𝑥𝑝𝑒𝑟𝑡}.	 
𝑃(𝑋|𝜃) = 	𝑛A + 1𝑛 + 𝑐 	 (6) 
The variable 𝑛 is the total number of combinations in the category. In the example shown in 
Table 2, this value would be one since there is only one data point in the expert category. In 
the novice category, however, this value would be three since there are three data points 
falling under this classification. The term 𝑐 is the number of categories. In the example above, 
this term would be two since there are two categories, expert and novice. The last term in 
the Laplace Smoothing equation is one. This is called the smoothing factor. Notice, in Table 
2, for the Expert category there is less observed evidence than in the novice. As a result, since 
there is less known about this category, the Likelihood that testing evidence could appear in 
this category unknown to the trained model it is higher than the Novice category, which 
contains more observations. This probability is represented as a “Likelihood Non-Appearing” 
column in Table 2. The M-Estimate method of calculating Likelihood is shown in Equation 7. 
This method has been shown, in some cases, to increase the accuracy of Bayesian Networks 
(Jiang et al., 2007). In this equation, the term 𝑛A is the number of times a combination of 
evidence or variables appears in a category. The term 𝑘 is the number of categories, 𝑝 is the 
prior probability for a category, and 𝑛 is the total number of combinations in the category. 
𝑃(𝑋|𝜃) = 	𝑛A + 𝑘 ∗ 𝑝𝑛 + 𝑘 	 (7) 
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After Likelihood calculations, the network is considered trained. New points can be passed 
into the network for classification. For example, consider a new repair having the following 
measured states 𝐗p = {𝑙𝑜𝑤, ℎ𝑎𝑟𝑑, 𝑐𝑜𝑚𝑚𝑜𝑛, ? }. The shop wants to know who to assign this 
repair to so they put it though the trained Bayesian Network. 
Table 3. Posterior Probability for Test Data Point 
Category Posterior Probability  𝑃(𝐸𝑥𝑝𝑒𝑟𝑡|𝑙𝑜𝑤, ℎ𝑎𝑟𝑑, 𝑐𝑜𝑚𝑚𝑜𝑛)  𝑃(𝐸𝑥𝑝𝑒𝑟𝑡)𝑃(𝑙𝑜𝑤, ℎ𝑎𝑟𝑑, 𝑐𝑜𝑚𝑚𝑜𝑛|𝐸𝑥𝑝𝑒𝑟𝑡)= 	0.25 ∗ 0.33	 ⟹ 	0.0825 𝑃(𝑁𝑜𝑣𝑖𝑐𝑒|𝑙𝑜𝑤, ℎ𝑎𝑟𝑑, 𝑐𝑜𝑚𝑚𝑜𝑛) 𝑃(𝑁𝑜𝑣𝑖𝑐𝑒)𝑃(𝑙𝑜𝑤, ℎ𝑎𝑟𝑑, 𝑐𝑜𝑚𝑚𝑜𝑛|𝑁𝑜𝑣𝑖𝑐𝑒)= 	0.75 ∗ 0.2	 ⟹ 0.15 
Table 3 contains the results of the Bayesian Network for the testing data point. The 
network predicts that the job should be given to a novice technician. Notice how much the 
prior probability impacts the result and how the network makes a prediction for a 
combination it has not encountered in the training data. Selecting an accurate prior is very 
important since it can greatly impact results. Selecting a prior probability is challenging with 
small amounts of data since little is known about the behavior of the data set numerically. 
Coming up with a way to have enough data in the network to accurately account for behaviors 
a network might encounter, especially with users, is very challenging. This work looks at how 
accurate a network is with a small amount of data and how that accuracy can be improved.  
Research Issues 
 Based on the literature review and analysis, three main research issues have been 
identified: 
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1. How can small quantities of data be used to construct a Bayesian Network to 
accurately predict outcomes of a complex process? 
Machine learning is a powerful analytic tool increasingly employed by industry 
to help solve challenging problems and identify complex relationships between 
variables. However, some applications do not produce enough data to make use of 
traditional machine learning methods. This research looks at how to use a machine 
learning approach well suited to small data sets, Bayesian Networks, to develop 
strategies for predictive modeling with limited data.  
2. How can prior probabilities in a Bayesian Network be accurately modeled and/or 
modified for small data sets? 
Prior probabilities are an integral part of constructing a Bayesian Network. 
They determine the probability of encountering an event in the absence of any other 
recorded evidence. With large data sets prior probabilities can be calculated with a 
high degree of confidence because the data set contains an adequate number of 
samples. This large number of samples often captures most of the behavior present 
in a process. However, small data sets contain less samples and may not capture all 
possible behaviors. As a result, prior probabilities may be skewed and impact the 
accuracy of the predictive network. In order to train a Bayesian Network with limited 
data, a strategy for calculating accurate prior probability distributions must be 
developed. 
3. How can likelihood probabilities in a Bayesian Network be accurately calculated for 
small data sets? 
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Likelihoods are another an integral part of constructing a Bayesian Network. They 
determine the probability of encountering an event in concert with other influencing 
variables. In large data sets, likelihood calculations are made accurate because the 
data set contains a variety of evidence level combinations the network can base 
decisions off of. In small data sets, there may only be a handful of evidence 
combinations recorded. This combined with a skewed prior distribution can 
negatively impact the prediction accuracy of a network. As such, alternate methods 
for calculating likelihood probabilities for small data sets need to be investigated. 
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CHAPTER 3:  MANIPULATING PRIOR PROBABILITES TO IMPROVE THE PERFROMANCE OF 
BAYESAIN NETWORKS WITH SMALL DATASETS 
This paper was originally submitted to Elsevier’s Journal of Computers in Industry. 
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Abstract 
Increasingly commercial companies including Google, Amazon and Apple are using 
machine learning (ML) to predict customer behaviour and market trends. As these ML 
methods mature, they will continue to help improve decision making across a wide variety of 
industries. Unfortunately, many ML methods require millions of known data points to train a 
system before its predictive capabilities can be realized. However, for a number of processes, 
only relatively small data sets are available (i.e. hundreds to thousands of points). This paper 
explores the issues a specific ML method, Bayesian Networks (BN), has when trained with 
small amounts of known data. Specifically, this work demonstrates that prior probabilities are 
one of the most critical factors affecting the accuracy of BNs with small datasets. This is shown 
through manual manipulation of these priors as well as computation through the solution of 
an optimization problem using Particle Swarm Optimization. Results of three network 
structures trained using two relatively small data sets are presented. These show that by 
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adjusting prior probabilities of the network, accuracy can be dramatically increased and 
decreased. Ultimately, as strategies outlined in the paper continue to develop they could help 
aid the implementation of BNs for a wider range of processes, helping underserved areas 
make use of powerful machine learning tools like BN. 
Introduction 
With the increasing prevalence of commodity sensors and computing devices data 
can now be collected for relatively inconsequential costs and effort. Collecting data on a 
manufacturing process, customer satisfaction, or disaster response can now lead to a wealth 
of information for those dedicated enough to search for it. Through analyzing multivariate 
relationships between measured variables in collected data, organizations can provide 
tremendous aids to their decision makers. These decisions are accomplished by utilizing 
machine learning techniques that can make accurate predictions and forecasts based on 
trends, even in novel situations. Not only can these machine learning tools aid in decision 
making, they can also be used to understand how different decisions or events impact a 
system as a whole. Companies like Amazon, Google, and Microsoft are using machine learning 
techniques to gain a competitive edge and help improve their product offerings (Biewald, 
2016; Reese, 2016; Wilder, 2016). One such popular machine learning approach is Bayesian 
Networks (BN), based on Bayesian statistical theory (Bayes, 1763). Bayesian Networks utilize 
the adaptive nature of Bayesian statistics to represent relationships between events in a 
compact, and easy to understand manner (Weber et al., 2012). The compact and easily 
interpretable mathematics behind a BN allows a user to understand variable relationships 
and how changes to networks might impact accuracy. Other machine learning methods often 
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lack this transparency, limiting discovery of possible accuracy improvements. While Bayesian 
statistics and networks are very powerful predictive tools, they often require hundreds-of-
thousands or millions of data points for training to accurately model complex situations. 
While using sensors to collect data is becoming more cost efficient, in real-world cases 
one cannot often collect enough data points to use machine learning techniques like BNs. In 
some domains, like product design, manufacturing or even military training, events of interest 
may only happen a handful of times throughout the year. As a result, collecting thousands to 
millions of unique data points is not possible. One specific example to illustrate this data 
volume issue is aircraft manufacturing. The process is very complex and involves many 
different collaborators from union labor to dozens of suppliers all impacting the finished 
product. Specifically, worker suitability can significantly impact assembly and manufacturing 
process outcomes. The ability to assign the correct worker to a job could provide a 
competitive edge by making sure their skills are suitably matched with a task (Ong et al., 
2016). However, there might only be a small number (i.e. 20-30) of planes produced every 
month (BBC, 2015). From a data generation perspective, this is not enough worker data to 
construct a model to predict competencies. Since BNs traditionally require thousands or 
millions of data points, this means that a BN is not an ideal option for low volume applications 
because of the limited data available for training the network.  The lack of data means there 
is not a way to accurately understand the relationships between variables, to predict how 
changes might impact the production process. As a result, these types of complex processes 
cannot make use of the powerful predictive analytics of BNs because of the lack of data. The 
work in this paper begins exploring how small quantities of data can be used to construct and 
 35 
potentially use a BN. Results presented are exploratory in nature and identify areas where 
issues occur when training a BN with small data sets. As a result, the authors do not expect 
the work to be generalizable, but to serve as a starting point for future development of more 
generally applicable methods. For the work two datasets were used. The first dataset was 
collected from a user study investigating potential benefits of augmented reality guided 
assembly on user performance. The second dataset was pulled from a popular machine 
learning database. Using this data three BN were constructed and trained. The goal of the 
first two networks was to predict how well a participant would perform on an assembly, in 
terms of errors and completion time. The third network aimed to categorizing the quality of 
a buyer’s car choice. This work was made challenging by the small number of data points 
available for training, around 40. Once the BNs were constructed and trained, analysis was 
performed on the results to see where predictive capabilities may have been present and 
where they fell short. After this analysis, a new method, involving Particle Swarm 
Optimization (PSO), was used to compute the prior probabilities of the BN in an attempt to 
increase network accuracy. Results presented take the first exploratory steps towards 
understanding the issues of using machine learning for a wider variety of applications where 
only small datasets are available. The following sections of the paper present the background 
of BNs, the methods used to collect data, how the data was used to construct a BN, and the 
result of testing the network. In addition, ideas for improving the accuracy of the network 
while still using small amounts of data are discussed. 
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Background 
Statistical methods have long been used to help make sense of data and predict the 
likelihood of an event when provided with certain parameters. Statistical theory is used in 
areas spanning from reliability analysis to scheduling airline flights (Jacobs et al., 2012; Muller, 
2003). The reason statistical methods are used increasingly, especially today, is their ability 
to suggest courses of action based on previously collected data. These suggestions benefit 
from the ability to look at far more relationships between variables than humans can and 
provide decision-making aids that are more unbiased (De Martino et al., 2009; Hastie, 2001). 
Bayesian Statistics 
Powerful machine learning techniques using Bayesian Networks are made possible 
due to the resurgence of Bayesian statistical methods (Pearl, 1988). Bayes Theorem, shown 
in Equation 8, is unique from traditional statistical methods because it allows the 
incorporation of background information through the use of prior probabilities (Bayes, 1763). 
The term 𝑃(𝐴|𝐵), called the posterior probability, represents the probability of A given that 
B occurs. To calculate it involves using what is known on the right side of the equation. The 
term 𝑃(𝐵|𝐴), reads the probability of B given A, is the likelihood of event B when A has 
already occurred in the population sample data. The term 𝑃(𝐴) is the prior probability of the 
event A happening anywhere in the population sample. The denominator term 𝑃(𝐵) is the 
probability of B occurring anywhere in the population sample data, which can be when A is 
either observed or not observed. Often in practice this term is dropped since the probability 
values are being compared and this term does not impact the results. For sake of space, this 
term is not explained. For a more in depth derivation see (Bayes, 1763).  
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𝑃(𝐴|𝐵) = 	𝑃(𝐵|𝐴)𝑃(𝐴)𝑃(𝐵) (8) 
The inclusion of a prior differs from traditional statistical likelihood based approaches. These 
traditional approaches mainly estimate probabilities of events based on the observed sample 
population data (Orloff & Bloom, 2014). The introduction of the prior probability term allows 
for a correction or smoothing of the observed data described by the likelihood. Often this 
prior probability is thought of as an expert specified term. The combination of the prior and 
the likelihood give the posterior probability of an event occurring. Using Bayes Theorem in 
Equation 8, the two distributions can be combined to provide a best estimate of the 
probability of an event occurring. Combining the likelihood and prior is a powerful strategy 
that allows for prediction of probabilities in areas where there is little data available, but 
experts know what the probabilities of certain events may be (Pearl, 1988).  
Bayesian Networks 
Conceptually, Bayes’ Theorem, is straightforward when there are few events and few 
variables. In a simple problem, to calculate the probability of an event, multiply the prior by 
the likelihood. However, determining classification is challenging when there are multiple 
events with multiple variables for each event. Representing the relationships between 
variables can quickly become very complex. Helping to alleviate this problem, Bayesian 
Networks allow for the representation of dependencies and relationships between variables 
(Stephenson, 2000). 
To understand the theory behind these networks, let us start with an example. A 
quality control engineer is provided with a data set 𝐷 that describes technicians’ effectiveness 
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at repairing vehicles. This data set is made up of 𝑛 data points with each data point having 𝐗 =	 {𝑣1 ……𝑣3} variables. The variables in each data point represent parameters such as 
vehicle type, technician experience, oil type used, repair time, and use environment. The 
engineer is tasked with coming up with a maintenance schedule assigning technicians to a 
vehicle as well as matching their skills with the type of maintenance required. The engineer 
must determine how to model the relationships between the variables to properly assign a 
technician to each repair. To test the accuracy of the model, the engineer splits the data into 
testing and training sets. The training set helps establish and build the BN behavior. The 
testing set is held out and run through the BN after it is created to see how well the BN 
predicts technician’s assignments recorded in the testing data. 
Bayesian Networks are powerful tools for this type of classification problem because 
they can be used to represent relationships between variable in an easy to understand 
manner through Directed Acyclic Graphs (DAGs) (Nielsen & Jensen, 2007). These graphs are 
made up of vertices and edges. Vertices, also known as nodes, represent the variables that 
make up the data points and are represented as ovals as shown in Figure 7. Edges denote the 
causal relationships between the vertices and are represented as directed arrows in Figure 7, 
where the vertex at the tail of the arrow is said to cause the vertex at the end of the arrow. 
A vertex at the end of the tail is considered a child, or probabilistically dependent, of its parent 
at the start of the directed edge. These graphs allow for the direct visual representation of 
different variable dependencies, eliminating the need to interpret complex joint probability 
distributions. An example DAG for the technician selection problem discussed earlier is shown 
in Figure 7. This graph shows three causal variables: technician experience, type of vehicle 
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repair and type of vehicle. These variables are known to be independent of one another, 
meaning that the value of experience does not impact the value of the vehicle type. However, 
these three variables cause or impact the selection of a technician. 
Using the 
network topology 
displayed in Figure 7 
the joint probability 
distribution can be 
rewritten as the 
product of individual 
probabilities. This 
greatly simplifies the calculations required to determine the technician skill level 
classification. The general form of this equation is shown in Equation 9. From a DAG 
perspective, Equation 9 shows that only probabilities of the parents of vertices need to be 
calculated to compute the resultant probability of output selection. In Figure 7, 𝑣=>?=@3=:A=, 𝑣@=?C3@, and 𝑣D=E3AF=  are parents of 𝑣G=AE. A parent-child network representation 
reduces the number of required values. 
𝑃K𝑣1, … . . , 𝑣3L = 	M𝑃K𝑣3N𝑝𝑎𝑟𝑒𝑛𝑡𝑠(𝑣3)L31 	 (9) 
Before discussing how to solve for those event probabilities, it is important to mention that, 
in the example above, the network is already constructed. This is not always the case. When 
 
Figure 7. Example Bayesian Network for Technician Selection 
 40 
creating a Bayesian Network to predict the probability of a given event there are four types 
of variations: 
1. Known network topology and known relationships between vertices 
2. Unknown network topology and unknown relationships between vertices 
3. Known network topology and unknown relationships between vertices 
4. Unknown network topology and known relationships between vertices 
Learning network structure, or topology, from data is an active research area and requires 
significant amounts of data to ensure that the topology is accurate. The focus of this work 
was to examine the issues of BNs with small data sets, specifically calculating the relationships 
between vertices after the topology has been set (i.e. variation 3).  
Continuing again with the technician example from above, consider a very small data 
set 𝐷	consisting of four data points. The variables, or 𝑣3′𝑠, measured for each data point are 
experience level (high or low), repair type (easy or difficult), vehicle type (common or rare), 
and technician experience (novice or expert). Each of these data points were actual repairs 
that were assigned based on an expert service manager’s assessment of the situation. 
However, this service manager is retiring and the shop would like to capture this knowledge 
in an automated system. The data set gathered from the expert service manager’s 
assignments is: 𝐗1 = {ℎ𝑖𝑔ℎ, 𝑑𝑖𝑓𝑓𝑖𝑐𝑢𝑙𝑡, 𝑟𝑎𝑟𝑒, 𝑒𝑥𝑝𝑒𝑟𝑡}; 	𝐗` = {𝑙𝑜𝑤, 𝑒𝑎𝑠𝑦, 𝑟𝑎𝑟𝑒, 𝑛𝑜𝑣𝑖𝑐𝑒}; 𝐗d = {𝑙𝑜𝑤, 𝑒𝑎𝑠𝑦, 𝑐𝑜𝑚𝑚𝑜𝑛, 𝑛𝑜𝑣𝑖𝑐𝑒}; 𝐗f = {𝑙𝑜𝑤, 𝑒𝑎𝑠𝑦, 𝑐𝑜𝑚𝑚𝑜𝑛, 𝑛𝑜𝑣𝑖𝑐𝑒}. With these data 
points, the relationships between vertices in Figure 7 can be computed. To do that, a table of 
observed evidence must be created and grouped by classification category, in this case the 
experience level of the technician assigned to the repair. In addition, a prior probability for 
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each of the classification categories must be computed. The prior calculation for discretized 
values is a simple probability calculation displayed in Equation 10, where 𝑛A is the total 
number of observations that appear in a specific category (i.e. novice or expert) and 𝑛: is the 
total number of observations in the data set 𝐷. Theoretically, using this formulation, the prior 
probabilities for categories of a variable will sum to one. 
𝑃(𝑋) = 𝑛A𝑛: 	 (10) 
Once the priors are computed and the data is sorted into classification categories, the 
probability of a new data point falling into a category can be calculated. To do this, the 
likelihood of an event given some evidence must be computed. Two traditional methods 
available are Laplace Smoothing (MacKay, 1998; Williams, 1995) and M-Estimate (Jiang et al., 
2007). These methods are popular since they consider the probability of seeing a combination 
of evidence even if an event is not observed in the training data.  This is helpful during the 
testing stage where a network may encounter novel data combinations.  
The Laplace Smoothing equation is shown in Equation 11. This equation calculates the 
likelihood, the term 𝑃(𝐵|𝐴) in Equation 8, of evidence 𝜃 falling into class 𝑋, or the probability 
of 𝑋 given 𝜃. The term 𝑛A in this equation is the number of times a combination of evidence 
or variables appears in a category. The variable 𝑛 is the total number of combinations in the 
category. The term 𝑐 is the number of categories. The last term in the Laplace Smoothing 
equation is one. This is called the smoothing factor. 
𝑃(𝑋|𝜃) = 	𝑛A + 1𝑛 + 𝑐 	 (11) 
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The M-Estimate method of calculating Likelihood is shown in Equation 12. This method has 
been shown, in some cases, to increase the accuracy of Bayesian Networks (Jiang et al., 2007). 
In this equation, the term 𝑛A is the number of times a combination of evidence or variables 
appears in a category. The term 𝑘 is the number of categories, 𝑝 is the prior probability for a 
category, and 𝑛 is the total number of combinations in the category. 
𝑃(𝑋|𝜃) = 	𝑛A + 𝑘 ∗ 𝑝𝑛 + 𝑘 	 (12) 
After Likelihood calculations, the network is considered trained. New points can be passed in 
for classification. The accuracy of a network is gauged by seeing how many testing set data 
points the network classifies correctly.  
Methods 
This section first describes the collection and creation of the small data sets. From there 
network construction, training, and the PSO prior optimization method are discussed. 
Data Collection and Processing 
To begin exploring the use of BNs for small dataset applications, the first requirement 
was data. In total three different datasets were collected and four different network 
structures trained. However, due to 
space constraints results for only 
three of the networks will be 
presented. The first dataset was 
collected from an assembly task using Augmented Reality guided work instructions 
Dataset # of 
Points 
Origin 
AR Assembly 75 User Study 
Car Choice 1,728 UCI Database 
Table 4. Datasets 
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(Nakanishi, Ozeki, Akasaka, & Okada, 2007; Richardson et al., 2014; X. Wang, Ong, & Nee, 
2016). In the study, participants were asked to assemble a mock aircraft wing made of wood 
components and metal fasteners. The study setup was designed to mimic a traditional work 
cell found in an aerospace manufacturing environment. The AR application recorded when a 
participant moved between steps using a time stamped log files which were parsed to 
calculate how long participants spent on each step and how long they took to complete the 
assembly. For detailed information on this study, please see previously published work 
(Hoover et al., 2016; MacAllister, Gilbert, Holub, Winer, & Davies, 2016; Richardson et al., 
2014). The other dataset, Car Choice, was pulled were pulled from the University of California 
Irvine (UCI) machine learning database (Asuncion & Newman, 2018). The Car Choice dataset 
represents a decision model created to describe the decision quality of a buyer’s car choice 
(Bohanec & Zupan, 1997). Table 4 shows the number of points in each dataset. Since the 
second dataset pulled from UCI was two orders of magnitude larger than the AR assembly 
dataset and since the goal of the work is to study very small datasets, training data was 
randomly pulled from the Car Choice set, around 2%. The leftover data was used for testing 
network accuracy. Since previous work showed that for small datasets the random 
assignment of testing and training data points can impact accuracy (MacAllister, Winer, & 
Miller, 2017), each dataset was randomly split into testing and training sets fifteen different 
times. These fifteen different splits were used to train and test the network to provide an 
average accuracy measure of performance. 
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Constructing the Bayesian Network 
The next step was to create a network DAG structure for each of the datasets. The 
dataset pulled from the UCI database has been previously cited in publications specifically 
looking at creating network structures. For that dataset, a commonly used structure found in 
academic literature was used (Salama & Freitas, 2013). However, since the AR Assembly data 
was a novel dataset, network construction required preliminarily analysis to understand 
relationships between variables. Linear regression models were created to show the strength 
of influence of variables upon each other and used to construct a DAG. An example network 
structure for predicting time using the AR Assembly data is shown in Figure 8. For more detail 
on network construction for the AR dataset please see previous work detailing the network 
construction process (MacAllister et al., 2017). This type of analysis was necessary due to the 
small data set, meaning research methods that construct network structure could not be 
used. While research in more automated network construction does not require as much 
expert input, it relies on having large amounts of data that can be used to learn relationships 
between variables. However, with small data sets there is often not enough data to make 
these relationships clear to an automated algorithm. In addition, solely relying on data to 
construct a network structure is still an active research area and some results indicate that 
networks constructed only from data are not as accurate as those including expert knowledge 
(Fenton, 2012; Masegosa & Moral, 2013; Zhou, Fenton, & Neil, 2014). As a result, when using 
a Bayesian Network approach expert understanding of a process is often necessary to help 
create a network structure when attempting to use small or even large data sets.  
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For all 
datasets, 
Hierarchical 
Clustering was 
used to group 
like values 
(Kerber, 1992). 
Grouping the data into clusters or categories makes the likelihood calculations less 
computationally intensive. In addition, discretized data works better with smaller data sets 
since there may not be enough data to construct a continuous probabilistic distribution. 
Clustering results for each of the Time network variables are shown in Figure 8. Each vertex 
has multiple categories, with lower and upper bounds. Discretizing the data requires a 
participant’s recorded numeric value for a variable to be assigned to a category where it fits 
inside the bounds. Each category 
houses multiple participant values 
that fall within its specific assigned 
range. As a result, instead of 
continuous values, categorical 
values are used for training 
networks. 
Predictor 
Category 
Evidence- 
Assembly 
Evidence- 
Picking 
Evidence 
Count 
Prior 
Time1 Assemb2 Picking1 1 0.053 
Time1 Assemb3 Picking2 1 
Time2 Assemb3 Picking2 18 0.632 
Time2 Assemb3 Picking3 5 
Time2 Assemb1 Picking5 1 
Time3 Assemb3 Picking3 4 0.158 
Time3 Assemb3 Picking2 2 
Time4 Assemb3 Picking3 1 0.053 
Time4 Assemb4 Picking3 1 
Time5 Assemb3 Picking3 1 0.105 
Time5 Assemb4 Picking4 2 
Time5 Assemb5 Picking3 1 
Table 5. Evidence Counts and Probabilities for 
Laplace Estimate 
 
Figure 8. Bayesian Network Structure 
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Training the Bayesian Network 
 Training the networks required calculating the likelihood of observing specific 
evidence states within a predictor category. The predictor vertices varied by network. Using 
the AR Assembly dataset two networks were constructed. One to predict total completion 
time and the other to predict the number of errors a participant made. For the Car Choice 
dataset, the suitability of the choice was the predictor variable. To calculate the likelihood of 
observing specific evidence, the number of times evidence combinations appeared were 
calculated for a predictor category. Table 5 is a representative example evidence combination 
table including frequency for the AR dataset when attempting to predict time. Once an 
evidence table is constructed for a network training can continue by using the number of 
observed combinations to calculate likelihood. 
Taking a closer look at the evidence counts column in Table 5, it is apparent that the 
training data is not evenly distributed across the time categories. The vast majority of the 
observed evidence exists in time category two. This suggests that the network does not have 
much information on the behavior of data points outside time category two. This lack of 
information outside suggests that the priors will be skewed and that the network will over 
assign the category with the most data. The propensity to over assign time category two is a 
direct result of the limited information available from the small data set. Since there is only a 
small number of points describing the system’s behavior, likelihood values will play only a 
small role in predicting a point’s category assignment, allowing the prior to drive assignments. 
This could end up causing the network to miscategorize points as time category two since it 
is by far the most frequently represented category and will have the largest prior. A larger 
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data set would contain more points to better ensure that more complete representation of 
the behavior of the recorded process is captured.  
Prior Manipulation Using Particle Swarm Optimization (PSO) 
Results of the work along the way suggested that prior probabilities greatly impacted 
BN classification accuracy when trained with small datasets. Consequently, the authors 
required a way to intelligently tune these priors in an attempt to increase network accuracy. 
This necessitated investigating different methods available that would allow this task to be 
accomplished. Characteristics of this tuning problem, such as a clear objective to increase the 
classification accuracy was well suited to using optimization. However, much like the ML 
method selection problem there exists a great number of optimization methods available 
with differing characteristics (Arbelaez Garces et al., 2016; N. Jin & Rahmat-Samii, 2007; 
Konak, Coit, & Smith, 2006; Marler & Arora, 2004; Martins & Lambe, 2013; Padovan & 
Manzan, 2014; Thornton, Hutter, Hoos, & Leyton-Brown, 2012; G. G. Wang & Shan, 2007). 
For this work, Particle Swarm Optimization (PSO) was selected. PSO fit the prior optimization 
problem well because the design space was unknown, the problem unconstrainted, and the 
initial problem formulation only seeks one goal, optimize the classification accuracy. 
Particle swarm optimization was developed by James Kennedy and Russell Eberhart 
in 1995 (Eberhart & Kennedy, 1995). The program is modeled after the flocking behavior of 
birds when in search of food or shelter as described by zoologist Frank Heppner. Flocks of 
birds use their own experiences and the knowledge of the flock when searching for shelter 
or food. This behavior forms the basis of the swarm characteristics in PSO. The particles use 
their own information (pBest) and the flock’s knowledge (gBest) to find the optimum solution 
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to an optimization problem.  The velocity update function is what influences the behavior of 
the particles within the swarm, pulling the swarm towards the optimum value. This velocity 
equation is the heart of the PSO algorithm. PSO was revolutionary when it first debuted but 
further research suggested that it could be improved upon using weighting factors to alter 
the original velocity update equation, shown in Equation 13 and 14. These methods such as 
using a weighting factor, or an inertial weight, improve the ability of PSO to find the optimum 
faster and more reliably. Another modified form, constriction PSO, improves basic PSO by 
allowing the swarm to find minimum values more quickly and with greater accuracy (Banks, 
Vincent, & Anyakoha, 2007; Carlisle & Dozier, 2001).  Constriction PSO also eliminates the 
need to bound the computed velocity vector to prevent over exploration of the design space. 
As such, constriction PSO was the method employed in this paper. Specifically, for this work 
the objective function goal of the PSO routine was to adjust the priors such that it would 
maximize the number of correct classifications with in the training set. 
𝑉x⃗3G=@z1,3 = 𝐾 ∗ |𝑉x⃗ 3G=@,3 + 	𝑐1 ∗ 𝑅? ∗ K𝑝𝐵𝑒𝑠𝑡?⃗?3 − 	 ?⃗?3L +	𝑐` ∗ 𝑅 ∗ K𝑔𝐵𝑒𝑠𝑡?⃗? −	 ?⃗?3L	 (13) 
 𝐾 =	2 N2 − 𝜙 − 𝜙` − 4𝜙Nk 											𝑤ℎ𝑒𝑟𝑒:	𝜙 = 	 𝑐1 + 𝑐`	𝑎𝑛𝑑	𝜙 > 4								 (14) 
Particles in the swarm were described by an n-dimensional vector. The dimensions of a 
particle’s position vector represent a classification category’s prior probabilities. For example, 
a Time network particle would be represented by a five-dimensional vector, since the Time 
node has five possible predictor categories. In a swarm of particles each represents a set of 
possible network priors. For this work a swarm size of ten was used. During the PSO process, 
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each particle is evaluated to see how accurately it’s priors classify the training points. This 
evaluation of particles happens repeatedly. After a particle is tested, Equation 13 is used to 
update its’ position based on the local and global best. The testing and update process repeat 
until the routine converges or a set number or iterations is reached. The process is considered 
converged when all particles’ objective functions are within a certain distance. For this work 
the update process repeated either until the swarm particles objective function values were 
within one-twentieth of each other or until ten iterations had been completed. After the PSO 
routine has concluded, prior values are taken from the particle that produced the most 
accurate classification accuracy on the training dataset. These priors are then used to 
compute the classification accuracy of the network using the testing data. 
Results and Discussion 
Manual Manipulation of Prior Probabilities 
After using a portion of the data to train the network, the remainder of the data was 
passed back through the network to 
gauge its accuracy at predicting either 
completion time, errors, or car choice 
suitability. The simplest metric of 
gauging the accuracy of the two networks, Laplace and M-Estimate, is looking at how often a 
network categorized a testing data participant correctly. Due to space constraints only the 
time and error prediction networks are shown for this first portion of the results. Table 6 
shows the overall accuracy for each of the likelihood methods when attempting to predict a 
Likelihood 
Method 
Accuracy – 
Time 
Accuracy – 
Errors 
Laplace 
Smoothing 
73% 38% 
M-Estimate 70% 38% 
Table 6. Bayesian Network Accuracy by Likelihood Method 
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participant’s time and errors from testing data. The table shows that Laplace Smoothing is 
slightly more accurate at predicting a participant’s time category. Though, both methods 
were fairly accurate at predicting time, even with such a small data set. However, both 
methods struggled to accurately predict a participant’s error category. For errors, each 
method was only slightly above the probability of randomly guessing between the three 
categories, which would be one-third. 
Table 7. Laplace Smoothing Confusion Matrix for Time Prediction 
 Predicted 
T1 
Predicted 
T2 
Predicted 
T3 
Predicted 
T4 
Predicted 
T5 
Actual 
Count 
Actual T1 0 1 0 0 0 1 
Actual T2 0 26 0 0 0 26 
Actual T3 0 6 0 0 0 6 
Actual T4 0 2 0 0 0 2 
Actual T5 0 1 0 0 1 2 
Predicted 
Count 0 36 0 0 1  
 
While the overall accuracy can present a macro measure of performance, it does not 
tell the whole story. Nor do the overall metrics help identify areas where using small data 
sets to train a BN may cause issues. If unable to determine where the training procedure falls 
short, the work would fail to complete its goal of conducting exploratory research into issues 
associated with small data sets. As a result, more generalizable methods could not be 
developed in the future. One such tool to increase detailed understanding of network 
performance is called a confusion matrix. A confusion matrix shows the difference in the 
actual category and the predicted category. Table 7 shows the confusion matrix for the 
Laplace Smoothing likelihood calculation when predicting time. The table shows that of 37 
training data points there were 36 data points predicted to fall into time category two. The 
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table also shows that in the training dataset, only 26 of the data points were actually in time 
category two, meaning as expected the network over predicted participants would fall into 
time category two range of completion times. In fact, all six data points that were actually in 
time category three were incorrectly predicted to be in time two. The overall network 
accuracy for time was only high because just over 60 percent of the data points, after 
hierarchal discretization, fell into the time category two. The network assigned a time 
category two to a point, due to the higher probability of being correct. This bias towards 
assigning to time category two is due to the large prior probability associated with the 
category. This prior bias was due to the small sample sizes in the other categories. The time 
confusion matrix showed that the large prior probability biased the network to assigning time 
category two. The errors confusion matrix in Table 8 also shows that this is an issue for errors. 
Error category one has a slightly higher prior probability than the other error categories. Even 
through the difference is about ten percent, it seems to be enough to bias the network’s 
assignment. In addition to the prior bias, the weak correlations found between evidence and 
predicted values for errors likely made predicting errors more challenging than time. To 
balance out the bias, either more data is needed to describe the evidence found in other 
categories, a different prior probability formulation is needed, or a different network 
structure that better describes the relationships between the data. A more balanced prior 
probability model would be less impacted by the imbalance in sample size. Moving forward, 
a distribution could be created from the data that better describes the prior probability for a 
given category. This could potentially be accomplished by using fuzzy logic curves, some type 
of optimization, or by simulating data. 
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Table 8. Laplace Smoothing Confusion Matrix for Error Prediction 
 Predicted E1 Predicted E2 Predicted E3 Actual Count 
Actual E1 13 0 0 13 
Actual E2 14 0 2 16 
Actual E3 7 0 1 8 
Predicted Count 34 0 3  
Before using an optimization method to set priors, first the accuracy results of 
manually manipulating priors are shown. Starting by manually altering priors will help 
validate the hypothesis that priors can greatly impact network prediction accuracy. If this 
theory holds true, then the result for optimizing priors using PSO are presented. Looking at 
using different priors, Table 9 takes the two largest priors categories 2 and 3 and divides them 
in half. The confusion matrix results are shown below. With the new prior the network is 
more accurate, 78 vs 73 percent, at predicting the time category of the user. The network is 
still able to predict all the time two categories accurately, but now it is able to pick up some 
points in category four and five. This shows that the large prior might have been forcing the 
network to select category two due to the imbalanced priors. When imbalance is corrected 
the network is more able to consider the likelihood not just the priors. 
Table 9. Time Categories Two and Three Half Reduced Prior - Time Confusion Matrix 
 Predicted 
T1 
Predicted 
T2 
Predicted 
T3 
Predicted 
T4 
Predicted 
T5 
Actual 
Count 
Actual T1 0 0 0 0 1 1 
Actual T2 0 26 0 0 0 26 
Actual T3 0 6 0 0 0 6 
Actual T4 0 1 0 1 0 2 
Actual T5 0 0 0 0 2 2 
Predicted 
Count 0 33 0 1 3  
The error confusion matrix in Table 10 shows how much of an impact a prior can have on 
predictions. For this table, the priors for error categories one and three were multiplied by 
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one half. With the original priors in Table 8, no points were classified as error category two. 
However, when the priors are rebalanced seventeen points are classified as category two. 
This more balanced prior for errors results an increased 43 percent error classification 
accuracy rate. 
Table 10. Time Categories Two and Three Half Reduced Prior - Error Confusion Matrix 
 Predicted E1 Predicted E2 Predicted E3 Actual Count 
Actual E1 7 6 0 13 
Actual E2 7 8 2 16 
Actual E3 4 3 0 8 
Predicted Count 18 17 2  
Since results above showed that prior manipulation may improve accuracy, the 
authors decided to further reduce the largest categories to see how the network responded. 
However, results showed diminishing returns. Multiplying time two and three priors by a 
quarter does not improve accuracy any more, but it does move more points out of the time 
two classification category. This shows that the prior can have a large influence on what 
category a point ends up in for small data sets and validates the hypothesis on prior accuracy 
influence mentioned above. Figuring out how to calculate this prior accurately with limited 
information is a good place to start with future research. 
While the time classification accuracy did not change substantially, the error accuracy 
did change slightly. The network was able to classify one more point correctly when error one 
and three categories were multiplied by one fourth. However, while the accuracy was 
increased the network started to over predict error category two. This suggests that the priors 
might need to be within an order of magnitude of each other to not bias the network. 
However, the prior probabilities should not be set to equal. A network trained with an equal 
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one fifth prior probability for time and a one third prior probability did not produce better 
results than the original skewed network. This further points to the importance of selecting 
an appropriate prior for small data sets when using BN. Setting the appropriate prior by hand, 
however, can prove challenging. This challenge calls for a more robust and mathematically 
rigorous means of determining a prior that can maximize the classification accuracy. To 
accomplish this the authors selected PSO. The PSO formulation described above seeks to 
intelligently find prior probabilities that maximize the number of correct classifications, thus 
increasing network accuracy. PSO 
was selected because this 
method works well with the 
unbonded optimization problem 
selecting priors presents. Moving 
forward, the rest of the results 
section is devoted to the results 
of using PSO to determine what 
priors best represent the data. 
PSO Optimization of Prior Probabilities 
The first results discussed are for the Time network. Figure 9 shows the results of the 
fifteen trial runs for both the original data trained network and the PSO prior optimized 
network. The histogram and box plot show that the original non-optimized network produces 
networks with a higher median accuracy value. This suggests that the PSO formulation did 
not increase the accuracy of the network as hoped. Table 11 shows the accuracy differences 
Figure 9. Time Network Accuracy Results 
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between the best original, best PSO, and worst PSO runs. The best original and PSO best share 
the same prior probability values and have identical classification accuracies. The worst PSO 
classification accuracy, however, displays different characteristics. The priors for this network 
are different in a number of categories. Particularly priors one and four are much larger than 
the previous best values. In addition, the objective function value differs between the PSO 
best and worst cases. When calculating the objective function value using the training data, 
the PSO worst case was able to categorize about twenty more percent of the training data 
points correctly than best PSO. This suggests that high performance on the training dataset 
does not carry over to the testing dataset, the measure of actual network accuracy. However, 
the best PSO has higher classification performance, represented by the objective function 
value, on the testing dataset. This could indicate that the PSO algorithm was over adjusting 
the priors for underrepresented categories one and four. This could also indicate that 
modifications to the PSO objective function are required to ensure that this over adjustment 
does not occur. In addition, the order of magnitude change between the PSO best and PSO 
worst priors indicates there is room to further refine the prior values using an alternate 
formulation. 
 Accuracy Obj Fcn 
Prior 
#1 
Prior 
#2 
Prior 
#3 
Prior 
#4 
Prior 
#5 
Original 
Best 73% - 0.05 0.63 0.16 0.05 0.11 
PSO 
Best 73% 0.76 0.05 0.63 0.16 0.05 0.11 
PSO 
Worst 49% 0.90 0.65 0.54 0.17 0.20 0.17 
Table 11. Time Network Best and Worst Prior Values 
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The results of the 
second network 
configuration, errors, are 
shown in Figure 10. The 
results in this case show that 
PSO does seem to slightly 
increase the median 
accuracy of the networks 
tested. It also helps limit the 
number of poorly performing networks. Looking at the adjusted prior values, the best 
original, best PSO, and worst PSO prior probabilities display similar characteristics as the Time 
Network results above. The best original and PSO both share similar prior probability values 
and have similar accuracies. In addition, the worst PSO case again produces a higher objective 
function value but a lower classification accuracy, suggesting a change to the PSO objective 
function is needed. Another piece of evidence that lends credibility to this argument is that 
the confusion tables of the networks being produced by the PSO method tend to have the 
majority of points fall into one category. Similar to the bias mentioned above. Even if this 
categorization bias produces a highly accurate network, it is not ideal since the network is 
very likely to only produce on type of classification. This one classification network is non-
ideal for real world scenarios since the determination will not be dynamic. As a result, moving 
forward an objective function formulation that promotes accuracy and balance is necessary. 
Figure 10. Error Predicting Network Results 
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Potentially, finding a way to include metrics like precision and recall in the objective function 
could help balance out network categorization bias when tuning parameters with PSO.  
Results for the final network configuration are shown in Figure 11 The histogram and 
box plots shown in the figure indicate that for this dataset PSO using original data does not 
improve the results of the network accuracy. Since this network uses a larger number of 
factors to predict an outcome, the time network only had two, errors three and car choice six 
parameters, than the 
two networks above, 
this decrease could be 
due to the limited 
amount of data 
available. The small 
amount of data used, 
around 40 points, might 
mean that the PSO 
routine does not have 
enough information to use when compiling the objective function value. This claim is 
bolstered by the best original, best PSO, and worst PSO results table. Notice, in Table 12, both 
the PSO best and worst were able to reach around one-hundred percent classification 
accuracy on the training set when calculating the objective function. This suggests that there 
are not enough points in the training dataset to allow the PSO routine to do its job. For larger 
networks that could mean tuning parameters with PSO requires more training data due to 
Figure 11. Car Choice Network Results 
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the network’s increased complexity. If more data is added to allow PSO to compute a more 
robust objective function, results may appear similar to or surpass the Time and Error 
network accuracy results above. 
 
Overall, the results 
presented in this section show 
that manipulating the priors by 
hand can dramatically impact 
the classification accuracy of 
the network. These results, also suggested that setting the correct prior is not a straight 
forward task. This led to the development of a simple PSO method to intelligently set these 
priors. However, testing the PSO method showed that in many cases it does not dramatically 
improve network accuracy. The authors believe that the simplistic nature of the PSO method 
could be forcing the priors to balanced values (i.e. same orders of magnitude). In some cases, 
this balance is not in line with the data. As a result, a more robust PSO prior tuning method 
should be developed and tested that takes into account imbalances in the data. 
Conclusion and Future Work 
Bayesian Networks are a very powerful tool for modeling and predicting complex 
relationships between variables. They provide a transparent way to map and understand 
variable relationships and how changes to networks might impact accuracy. This level of 
transparency and understanding is often lacking in many other machine learning methods, 
limiting discovery of possible accuracy improvements. While these powerful tools have been 
 Accuracy Obj Fcn 
Prior 
#1 
Prior 
#2 
Prior 
#3 
Original 
Best 72% - 0.54 0.44 0.02 
PSO 
Best 26% 1.0 0.49 0.51 0.0 
PSO 
Worst 4% 1.0 0.56 0.49 0.94 
Table 12. Car Choice Best and Worst Prior Values 
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shown to have applications in a wide variety of fields, thousands or millions of data points 
are often required. This means that for some applications Bayesian Networks are not a viable 
option. This paper explored using Bayesian Networks to predict assembly accuracy and 
completion time for workers conducting assembly operations and to model the suitability of 
a buyer’s car choice. The goal of the work was to identify areas where using small data sets 
to train a BN may encounter issues. This exploratory research conducted on a small scale will 
hopefully lead to more generalizable methods for training BN using small data sets in the 
future. Data for the project was collected from two sources. The first from a study using 
augmented reality guided work instructions and the second from a popular machine learning 
database. The first data set contained data from 75 participants was analyzed for trends to 
construct a Bayesian Network. The second contained about 1,700 data points. To train the 
network a subset of around 40 points were used to train the network and the remained to 
test. For the first dataset, results indicated the network could predict assembly time with 
around seventy percent accuracy but was only able to achieve thirty-eight percent error 
count accuracy. While these results were encouraging, further analysis demonstrated the 
network was biased by priors greatly influenced by the number of data points in a category. 
In an attempt to solve this issue, PSO was explored as a means to tune network parameters 
to increase network accuracy. However, results indicate that for a network with a higher 
degree of parameters like the car choice network there is not sufficient data to use this 
method or that the method need to be adapted to include more robust metrics. Overall, the 
results suggest that for more complex problems, a method of data simulation or generation 
should be explored to increase the training set size. 
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In the future, the authors will explore the ability to simulate data using the small 
collected data set as a seed. Using generated data grounded in user harvested data, powerful 
Bayesian Network tools can be deployed in non-traditional domains. Being able to use the 
powerful predictive tools of Bayesian Networks in areas like predictive maintenance or 
military training applications could help more accurately assign technicians to tasks, 
improving success rates. In the end, the work presented above provides the first steps 
towards coming up with a strategy to begin using Bayesian Networks in areas where only 
small data sets are available. 
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Abstract 
Machine Learning (ML) is increasingly being used by companies like Google, Amazon 
and Apple to help identify market trends and predict customer behavior. Continuous 
improvement and maturing of these ML tools will help improve decision making across a 
number of industries. Unfortunately, before many ML strategies can be utilized the methods 
often require large amounts of data. For a number of realistic situations, however, only 
smaller subsets of data are available (i.e. hundreds to thousands of points). This work 
explores this problem by investigating the feasibility of using meta-models, specifically Kriging 
and Radial Basis Functions, to generate data for training a BN when only small amounts of 
original data are available. This paper details the meta-model creation process and the results 
of using PSO for tuning parameters for four network structures trained using three relatively 
small data sets. Results show that augmenting limited existing datasets with meta-model 
generated data can dramatically affect network accuracy. Overall, the exploratory results 
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presented in this paper demonstrate the feasibility of using meta-model generated data to 
increase the accuracy of small sample set trained BN. Further developing this method will 
help underserved areas with access to only small datasets make use of the powerful 
predictive analytics of ML. 
Introduction 
The rise of commodity sensors and economical computing devices has reduced the cost 
and effort associated with data collection. A wealth of information can now be collected on 
manufacturing operations, customers, or even disaster responses. All of this data can provide 
valuable insights to those willing to analyze it. Organizations and decision makers willing to 
analyze the relationships between a multitude of variables can gain tremendous insight into 
previously complicated decisions. These insights can be accomplished by utilizing machine 
learning techniques. ML methods can help use trends in collected data to make predictions 
and forecasts, even in novel situations. In addition to being a decision-making aid, these ML 
tools can help facilitate understanding of systems as a whole, forecasting how different 
decisions may impact an overall operation. Early adopters of ML techniques like Google, 
Amazon, and Microsoft are already using machine learning to their competitive advantage by 
improving their understanding of customers and their products (Biewald, 2016; Reese, 2016; 
Wilder, 2016). One example of a widely utilized ML approach is Bayesian Networks (BN) 
(Bayes, 1763). Bayesian Networks combine flexible Bayesian statistical methods with an easy 
to understand network structure that represents relationships between variables in a concise 
and transparent manner (Weber et al., 2012). The transparency of BNs, due to their easily 
understood mathematics and compact representation of variable relationships, allows users 
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to understand how changes within a system might impact the network’s behavior. This type 
of discovery is often limited for other ML methods due to lack of transparency, reducing the 
ability to improve the methods’ accuracy. While ML tools such as Bayesian networks are very 
powerful, large quantities of data are often required (i.e. hundreds-of-thousands or millions 
points) to accurately capture behaviors of complex processes. 
Even while sensor data is becoming more economical and prevalent, in many common 
applications sufficient data cannot be collected to utilize ML techniques. In many domains 
like engineering design, high-precision and/or custom manufacturing or even military 
exercises, data collection events occur infrequently throughout the year. Consequently, 
collecting the thousands or millions of data points required for ML is not feasible. Take, for 
example, aircraft manufacturing. Producing such a complex piece of engineered machinery 
often involves a number of different collaborators including unionized labor and suppliers. 
The intertwined performance of the collaborators ultimately impacts the final product. 
Selecting the right workers for each of the intertwined jobs is important to ensure the success 
of assembly and manufacturing outcomes. A competitive edge could be gained by ensuring 
workers with the most suitable skills are assigned to a job (Ong et al., 2016). From a data 
collection perspective, however, the limited quantity of planes (i.e. 20-30) produced a month 
does not provide adequate amounts of worker data required for a model to quantify 
suitability (BBC, 2015). Due to data requirements, for such a low volume task, BNs would not 
be an ideal option. This is due to the limited amounts of data available to model the network’s 
behavior. Limited data restricts the model’s ability to understand the connections between 
variables and anticipate how changes might impact the overall system. As a result, low 
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volume process that could benefit from the powerful analytics of BN cannot use the tool 
because of limited data. Work presented takes an exploratory look at how small datasets can 
be utilized to build accurate BNs. Results provided are intended to be exploratory. As a such, 
results are not expected to be considered generalizable, rather the goal is to start addressing 
the limited dataset problem in the hope that it leads to more generalizable methods. In the 
work presented, three different datasets were used. Two of the datasets were collected from 
a widely used university machine learning database. The other dataset was gathered from a 
user study looking at the benefits of augmented reality work instructions. Using these 
gathered datasets, in total four BNs were created. For the data gathered from the AR study, 
the goal was to correctly categorize a participant’s errors and completion time on the 
assembly. For the university database collected information, one of the network’s goals was 
to predict the quality of a buyer’s car choice. The second university dataset aimed to classify 
the income level of a census respondent. A small initial training size of around 40 points made 
the work challenging. Due to such a small sample size, usually incompatible with BNs, the 
authors explored the feasibility of using Kriging and Radial Basis Functions (RBF) to augment 
or increase the original dataset. To gauge the feasibility of this approach, results are 
presented for networks trained using various amounts of generated data. The sections below 
give an overview of BNs, describe the data collection methods, describe BN construction, and 
present network testing results. 
Background 
Analyzing data using statistical methods has for many years helped researchers and 
practitioners understand the relationships between variables within a dataset. Applications 
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of statistical analysis can be found in areas spanning from scheduling flights to predicting the 
reliability of a system (Jacobs et al., 2012; Muller, 2003). With the vast amounts of 
information being collected today, these types of tools become invaluable when attempting 
to forecast outcomes for decision making using legacy data. Forecasts built using collected 
data have the capability to take into account more interactions between factors than the 
human mind can comprehend. In addition, it can also provide predictions that are more 
unbiased  (De Martino et al., 2009; Hastie, 2001). 
Bayesian Statistics 
The resurgence of Bayesian statistical models is partially related to the explosion of 
interest in machine learning research (Pearl, 1988). The theorem underpinning Bayesian 
statistical methods is provided in Equation 15. Bayes Theorem, as it is known, differs from 
more previously popular statistics because the prior probability allows background 
knowledge to be inserted into the probabilistic prediction model (Bayes, 1763). In Equation 
15, the portion on the left side is called the posterior probability, or 𝑃(𝐴|𝐵). This term 
represents the probability of some event A occurring given some evidence B is observed. On 
the left side of the equation is the likelihood and prior probability. The likelihood, 𝑃(𝐵|𝐴), 
represents some evidence state B occurring given some event A. The prior probability, 𝑃(𝐴), 
is the probability of some event A occurring. The last term, 𝑃(𝐵), represents the probability 
of some event B happening at any point in the collected data. 
𝑃(𝐴|𝐵) = 	𝑃(𝐵|𝐴)𝑃(𝐴)𝑃(𝐵) (15) 
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Traditionally, a prior term is not included in more commonly used statistical methods. More 
traditional statistical tools compute probabilities based solely on the collected data (Orloff & 
Bloom, 2014). However, by adding this prior probability term corrections can be made to 
observed data allowing it to more accurately model a system. Frequently, the prior 
probability term is considered expert set parameter. By fusing the data driven likelihood and 
the expert specified prior, a more accurate probability estimate of some event occurring can 
be predicted. This combination of terms, expert experience and data driven, results in a 
robust method for predicting events where only limited information is available (Pearl, 1988).  
Bayesian Networks 
When only dealing with a handful of events and variables, Bayes’ Theorem can be easily 
understood. However, as more variables and events are encountered keeping track of all the 
necessary calculations plus the relationships becomes more difficult. One way to help 
mitigate this problem is to use Directed Acyclic Graphs (DAGs) to show all the variable 
dependencies (Nielsen & Jensen, 2007; Stephenson, 2000). DAGs consist of elements called 
edges and vertices or nodes. Nodes are the actual variables that make up the datasets and 
edges represent the casual relationships between them. Utilizing DAGs, it is no longer 
necessary to interpret the complex joint probability distributions between variables, rather 
only the relations that matter are represented. This also simplifies the required posterior 
probability calculations, by only using combinations of individual probabilities. Equation 16 
shows the formulation using only the probabilities of individual parent vertices to compute 
the overall probability value.  
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𝑃(𝑣1 …… , 𝑣3) =M𝑃K𝑣3N𝑝𝑎𝑟𝑒𝑛𝑡𝑠(𝑣3)L31 (16) 
Prior probability calculation on the other hand is often more straight forward. Often the 
method of prior calculation is a simple probability that sums to one across a category of 
evidence. The last term, likelihood, was computed for this work using the Laplace Smoothing 
method (MacKay, 1998; Williams, 1995). The Laplace method is popular because it accounts 
for the possibility of an event even if it is not found in the training data, a benefit when 
working with small datasets. A network is trained once the structure has been set and the 
likelihoods and priors have been computed. After training, novel points may be passed into 
the network to test its accuracy. Overall accuracy of a network is judged by how many points 
it classifies correctly.  
Methodology 
The goal of the methodology section is to explain to the reader the collection of the small 
datasets and how the Kriging and RBF models were used to generated additional training 
data. After data collection and creation are described, the methodology then moves to a 
description of network training and testing. 
Data Collection and Processing 
Exploring generated data’s impact on BN accuracy, first required data collection. For 
the work three datasets were collected and analyzed. The AR assembly dataset was collected 
from a user study where participants were asked to assemble a mockup of an aircraft wing 
using Augmented Reality (Nakanishi et al., 2007; Richardson et al., 2014; X. Wang et al., 2016). 
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The mock wing was made of metal fasteners and wooden components. It was designed 
to resemble an actual aerospace work cell. During the study the Augmented Reality 
application collected data like operation duration, number of participant steps, and total 
completion time. A more detailed description of the study can be found in previous academic 
publications (Hoover et al., 2016; MacAllister et al., 2016; Richardson et al., 2014). The Car 
Choice and Census datasets were gathered from the machine learning database website at 
the University of California Irvine (UCI) (Asuncion & Newman, 2018). The Car Choice dataset 
models a buyer’s car choice decision based on quality (Bohanec & Zupan, 1997). The Census 
dataset was pulled from a subset of census responses in the 1990’s. The goal of the dataset 
is to predict the income level of a respondent (Kohavi & Becker, 1996). The size of each of the 
datasets is displayed in Table 13. Notice that the datasets gathered from UCI were much 
larger than the AR study dataset. 
Since focus of the work is working 
with very small datasets, Car Choice 
and Census datasets were down 
sampled. Around two percent of the Car Choice data was randomly selected for training. For 
the Census data, a randomly selected .1% subset was used for training. Data remaining was 
used to test network accuracy. Each of the networks were trained fifteen different times 
using randomly allocated training datasets. Data was split into testing and training sets fifteen 
different times because results from previous work showed when using small datasets the 
assignment of points can impact network results (MacAllister et al., 2017). Creating fifteen 
different networks allowed conclusions to be based off of average performance metrics. 
Dataset # of 
Points 
Origin 
AR Assembly 75 User Study 
Car Choice 1,728 UCI Database 
Census 48,842 UCI Database 
Table 13. Datasets 
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Data Generation 
After splitting the data into training and testing sets, metamodels were created using 
Kriging and RBF formulations. Kriging and RBF meta-models were selected because of their 
ability to capture non-linear behavior present in datasets. Non-linear behavior is inherent in 
human performance data, like those used in this research. These types of models allowed the 
authors to fit a mathematical function to the limited data available. This mathematical 
description of the datasets behavior was then used to produce more data for training. After 
the networks were trained with generated data the testing data was then used to gauge 
network performance. Looking at the network performance shows if network accuracy 
increases when augmenting training with generated data. For this portion of the work, Kriging 
and RBF models were selected to model the data because of their ability to efficiently 
describe the behavior of small datasets. This quality has been displayed repeatedly in many 
optimization publications (Kleijnen, 2009). For each of the fifteen different training datasets 
both Kriging and RBF models were fit to the data.  
Kriging 
Kriging 
models were fit to 
each set of 
datasets using the 
ooDACE MatLab 
toolbox 
(Couckuyt, 
Figure 12. Kriging Model Fit to Limited Training Data 
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Dhaene, & Demeester, 2014). Figure 12 shows a Kriging model fit to the AR assembly data. 
The black points in Figure 12 are the actual data points. Models fit to these points allow the 
entire domain to be approximated, especially in areas where little original data exists. 
However, in some portions of the model there exists large flat areas where little to no actual 
data exists. This suggests the approximation in some areas may be more of an extrapolation 
than interpolation. This could mean that the model does not adequately capture dataset 
behavior in this area, which has the potential to negatively impact network accuracy when 
trained using generated data. 
Mathematically Kriging models are inherently a way to fit a weighted regression model 
to a collection of data points (Bohling, 2005; Lovison, 2007). This model can then be used to 
approximate behavior of a dataset where little to no data is present. The goal of a Kriging 
model process is to find some function that approximates the behavior of the dataset while 
minimizing the discrepancy between predicted and expected values. 
𝑌(𝜃)∗ = 	𝜆3 ∗ 𝑌(𝜃3):31 (17) 
The basic formulation of a Kriging model is shown in Equation 17. 𝑌(𝜃)∗ represents the 
expected value of a data point inserted into the model. This prediction is generated using a 
weighted summation of all the points describing a dataset’s behavior. The weights, or 𝜆3  
values, represent the influence a point in the data set has on a point that is being predicted. 
Usually these weights decrease the further away a point is from the predicted position 𝜃. 𝑌(𝜃3) represents the function selected to approximate the data’s behavior. Common 
functions include linear, exponential, and Gaussian. Selecting this function is a critically 
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important step in the Kriging process, especially when the data exhibits non-linear behavior. 
If non-linear behavior is approximated with a linear function, model predictions could be 
inaccurate. 
𝜎`(𝜃) = 𝐸[|𝑌(𝜃)∗ − 𝑌(𝜃)|`] → 0	 (18) 
Once a function is selected, the goal is to solve for 𝜆3′𝑠 in Equation 17 that minimize the 
variance between the predicted and actual values. This difference between expected and 
actual values, or 𝜎`,  describes how well a model fits the data. The lower the 𝜎` value shown 
in Equation 18, the better the model fit. 
Each of the Kriging models developed used a Gaussian correlation function to build the 
mathematical representation and to compute the expected vs actual values as shown in 
Equations 17 and 18. Gaussian correlation functions are popular in metamodeling for 
engineering design applications and surface reconstruction (Krishnamurthy, 2005; Simpson, 
Peplinski, & Koch, n.d.). For this application, and in many others, it was used to ensure a 
smooth fit to the data and to minimize the impact of any noise in real-world datasets. 
Gaussian correlation functions also are very adept at fitting any potential non-linearities 
present in the data. In addition, ooDACE provides a plot of errors at each point on the model, 
but these were 
excluded due to 
space 
constraints. The 
low error values 
in the plots Figure 13. RBF Model Fit to Limited Training Data 
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suggest the created models fit the data available relatively accurately. During testing many 
of the models produced mean-squared errors of less than one to the negative tenth. 
However, looking at the example models and the data points available, there are large areas 
with limited data. This suggests that in some areas of the model, the mathematical 
approximation may be inaccurate. This inaccuracy could result in poor quality generated data, 
negatively impacting network classification when using generated training data.  
Radial Basis Functions (RBF) 
Values generated using Radial Basis Functions were created using an RBF MatLab tool box 
(Chirokov, 2006). Figure 13 shows an example RBF model fit to AR Assembly data. The red 
points in Figure 13 are the actual data points. Like Kriging, Radial Basis Functions (RBFs) are 
also inherently a way to fit a weighted regression model to a collection of data points 
(Buhmann, 2000). However, RBFs incorporate a shape factor that allows the mathematical 
behavior of the model to be closely tuned to dataset behavior.  The basic formulation of an 
RBF is shown in Equation 19. The goal of the process is to find weights, or 𝜆3’s, that minimize 
the difference between the model and the actual points 𝑛. This difference is predicted by the 
basis function 𝜑. 
𝑌(𝜃) = 	𝜆3𝜑(|𝜃 − 𝜃3|)			:31 (19) 
One commonly used basis function is Gaussian. This type of basis function deals well with 
noisy data and does a good job of smoothing out noise in a collected data set. In addition, the 
Gaussian function is popular due to its ability to mathematically capture non-linearities in a 
dataset. What differentiates, RBF from Kriging is that RBF, in general, tend to perfectly 
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capture rather than approximate dataset behavior. RBF have great flexibility to match very 
random fluctuations in dataset behavior. As a result, RBFs can be tuned to high degrees of 
accuracy. However, additional data usually necessitates a completely new model because of 
the high degree of customization. The Gaussian formulation is shown below in Equation 20, 
where 𝜀 is a user specified shape factor. The shape factor is a contributing factor to the high 
degree of accuracy exhibited by RBF. Increasing or decreasing the shape factor changes the 
width of the selected distribution contributing to how well the formulation fits the available 
data. 𝜑(𝜃 − 𝜃3) = 𝑒(||)	 (20)	 
Like the Kriging models, each of the RBF models used a Gaussian correlation function. 
However, the RBF model was tuned to fit the data using the shape parameter, resulting in a 
mesh that very closely described the data’s behavior. As with the graph of the Kriging model 
above, the RBF model contains areas with limited real data points. This suggests that in some 
areas of the model, the approximation again may be more of an extrapolation than 
interpolation. In addition, randomly sampling the design space could adversely impact the 
distribution of data in each category. This could negatively impact the generated data’s ability 
to represent the system by skewing prior probabilities. To deal with this possibility the 
authors theorized that PSO could help identify the best priors to use for a category. This is 
explored in greater detail in the results section.  
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Network Construction 
After data collection and generation, the next step in the process involved creating a DAG 
for the four networks. For the two UCI datasets network structures were pulled from previous 
academic publications that dealt with network creation (J Cheng, 2001; Jie Cheng, Hatzis, & 
Page, 2001; Salama & Freitas, 2013). For the AR assembly dataset, there were no preexisting 
network structures. In order to construct a network preliminary regression analysis was 
conducted to determine the strongest relationships between variables. The resulting network 
structure for the Time AR Assembly data network is displayed in Figure 14. See previous 
publications for greater 
detail on the network 
construction (MacAllister et 
al., 2017).  
To create the categories, 
like those seen in Figure 14, 
Hierarchical Clustering was used to discretize the data (Kerber, 1992). Using clustering to 
group the data with like values makes the likelihood computation step less resource 
intensive. Discretized data, also, is more suited to working with small datasets because 
enough data may not be present to create a continuous distribution model. 
Clustering results in Figure 14 show that each node contains five categories. Each of these 
have lower and upper bounds. By discretizing the data, a participant is placed within the 
category where its specific variable value fits inside the bounds. Each of the categories are 
Figure 14. Bayesian Network Structure 
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assigned to the participants that fall inside its bounds.  This discretization means that 
categories, not continuous variables, are used to train a network. 
Training the Bayesian Networks 
Once the data was discretized, training the network necessitated computing the number 
of observed evidence combinations within a predictor node’s categories. Predictor nodes 
varied by network. The predictor nodes for the two AR user study data networks were errors 
made on the assembly and completion time. The predictor node for the Car Choice dataset 
was the car choice suitability. Finally, for the Census dataset income category was the 
predictor variable. Table 14 contains the likelihood evidence counts for the AR Time network.  
Looking at the counts in Table 
14, it’s evident that some 
categories and combinations 
contain more evidence than 
others. Specifically, a large 
portion of the evidence falls into 
the time two category. As a 
result, the network knows little 
about behavior outside of this category. In addition, with the bulk of the data falling into time 
category two the prior for this category becomes much larger than the others. This could bias 
the network into assigning time category two due to limited information resulting from a 
small dataset. Only having a small dataset means that there are very few likelihood evidence 
combinations. This could result in the prior playing an outsized role in determining 
Predictor 
Category 
Evidence- 
Assembly 
Evidence- 
Picking 
Evidence 
Count 
Prior 
Time1 Assemb2 Picking1 1 0.053 
Time1 Assemb3 Picking2 1 
Time2 Assemb3 Picking2 18 0.632 
Time2 Assemb3 Picking3 5 
Time2 Assemb1 Picking5 1 
Time3 Assemb3 Picking3 4 0.158 
Time3 Assemb3 Picking2 2 
Time4 Assemb3 Picking3 1 0.053 
Time4 Assemb4 Picking3 1 
Time5 Assemb3 Picking3 1 0.105 
Time5 Assemb4 Picking4 2 
Time5 Assemb5 Picking3 1 
Table 14. Likelihood Table for Time Network 
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classification, resulting in miscategorized points. The issues pointed out in Table 2, like limited 
evidence states and over represented categories, are very common for small datasets. As the 
datasets become larger a wider variety of points and evidence states are often introduced. 
This greater degree of evidence ensures that the BN has enough data of adequately model 
the system.  
By generating data based on a Kriging or RBF model, a wider variety of evidence states 
can be represented. Due to space constraints all of those evidence combination tables are 
not shown for the other three networks. However, for larger data sets, such as those 
generated using Kriging and RBF, more evidence combinations are generally present. More 
states are represented in the Bayesian Network could allow it to better predict events it 
encounters. The next section explores how well Bayesian Networks trained with generated 
data perform, to see if this theory holds. 
Prior Manipulation Using Particle Swarm Optimization (PSO) 
Previous work on BN for small datasets suggested that prior probabilities can have a large 
impact on BN when trained with limited amounts of data (MacAllister, Miller, & Winer, 2018). 
As a result, an intelligent way to set priors to increase network accuracy was required. The 
bounds of the problem, like a concrete objective to achieve greater classification accuracy, 
suggested that optimization methods were well suited to the problem. However, due to the 
wide variety of methods available care had to be taken to select the right one (Arbelaez 
Garces et al., 2016; N. Jin & Rahmat-Samii, 2007; Konak et al., 2006; Marler & Arora, 2004; 
Martins & Lambe, 2013; Padovan & Manzan, 2014; Thornton et al., 2012; G. G. Wang & Shan, 
2007). Ultimately, Particle Swarm Optimization (PSO) was the method selected after 
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reviewing the options. PSO was selected since its characteristics aligned well with the 
unknown design space, lack of problem constraints, and the singular goal of increasing 
classification accuracy. 
PSO was initially conceived in 1995 by James Kennedy and Russell Eberhart (Eberhart & 
Kennedy, 1995). At a high level the PSO method mimics flocking behavior of birds. When in 
search of food or shelter these birds use both their own experience and the experience of the 
flock to fulfill their goals. The combination of personal and group knowledge to accomplish a 
goal is the inspiration of the PSO routines swarm behavior. Particles in the swarm use both 
the flock knowledge called the global best (gBest) and their own knowledge (pBest) to find 
the best solution to a problem. As the knowledge of gBest and pBest changes the particles 
change their search paths. Overtime this sharing of information guides the swarm to the best-
known solution to a problem. The equation that updates the search path, known as the 
velocity equation, is the cornerstone of PSO. Since its debut in 1995 PSO has been the topic 
of much research and improvement. More recent research has shown the accuracy of the 
method can be improved by adding weighting and constriction factors to the velocity 
equation (Banks et al., 2007; Carlisle & Dozier, 2001). The velocity equation with weight and 
constriction factors used in this paper is shown in Equation 21 and 22. For this work the 
overall optimization goal of the swarm was to select priors that resulted in the highest 
number of correct category assignments within the training dataset. 𝑉x⃗3G=@z1,3 = 𝐾 ∗ |𝑉x⃗ 3G=@,3 + 	𝑐1 ∗ 𝑅? ∗ K𝑝𝐵𝑒𝑠𝑡?⃗?3 − 	 ?⃗?3L +	𝑐` ∗ 𝑅 ∗ K𝑔𝐵𝑒𝑠𝑡?⃗? −	 ?⃗?3L	 (21) 
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𝐾 =	2 N2 − 𝜙 − 𝜙` − 4𝜙Nk 											𝑤ℎ𝑒𝑟𝑒:	𝜙 = 	 𝑐1 + 𝑐`	𝑎𝑛𝑑	𝜙 > 4								 (22) 
When implementing the PSO method, the swarm was represented by a multidimensional 
vector. Slots in this vector represented the prior probabilities for a predictor node. Take the 
Time network, a particle for this network would have a 5D vector. This is because the Time 
network has five different categories a participant can fall into, thus five prior probabilities. 
The swarm as a whole is made of up these individual particles, each representing a potential 
combination of priors. The results presented below use a swarm size of ten particles. Each of 
these particles are repeatedly tested to gauge its accuracy. This accuracy is then used to 
update the pBest and gBest values, which drive the swarm’s behavior through the update 
function shown in Equation 21. This update process repeats until the PSO method reaches an 
accuracy threshold or a set number of updates occur. At the termination of the update loop, 
the prior values from the best performing particle are selected. In this case the best 
performing particle produces the highest network accuracy when using the training dataset. 
To gauge the overall network accuracy, the optimized priors are used to classify the testing 
data. 
Results and Discussion 
Following data preparation and creation of the BN topologies, the networks were ready 
for testing. This involved running fifteen different datasets, each containing training and 
testing data, for each one of the four corresponding BNs constructed. Data used for training 
a network during each run was either original, Kriging generated, RBF generated, or a 
combination of original and generated. The average accuracy of these fifteen runs was used 
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to gauge how precise each BN performed. Average results across a number of runs were used 
since previous work suggested that when using small datasets the distribution of data has an 
effect on classification accuracy (MacAllister et al., 2017). By taking the average classification 
accuracy the impact of these slight changes can be minimized when assessing overall 
outcomes. 
The first portion of results looks at how different proportions of generated and original 
data mixed together in the training dataset can impact network accuracy. A 25% (~10 
generated pts.), 50% (~20 generated pts.), and a 50/50 (~40 generated pts.) mix of generated 
data points were added to the approximately 40 original training data points to create the 
test sets. 
The testing 
results of the first 
network tested are 
shown in Figure 15. 
Each figure 
contains a 
histogram of the 
overall accuracy for 
the 15 different 
test runs using 
various amounts of 
generated and 
Figure 15. Time Network - Original and Generated Testing Results – Max: 80.5%; 
Max Median: 69.4%; Max STD: 0.18  
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original data. In addition, the graphs contain a box plot that shows the distribution and the 
median of the results. For the Time network trained with the AR dataset, using only original 
testing and training data, the baseline maximum was 78%, the maximum median was 69%, 
and the standard deviation of the results was 0.07. The baseline result came from training 
and testing a network using only original data points. Using these baseline accuracy metrics, 
improvements resulting from adding generated data can be gauged. Results in Figure 15 show 
that both Kriging and RBF generated data added to original training data could help increase 
network accuracy slightly. Specifically, Kriging variations 25% and 50% increased maximum 
accuracy to 80.5%. For RBF, the 50/50 variation increased accuracy to 80.5%, slightly over the 
baseline of 78%. However, both generated data types increased the standard deviation of 
results. These results show that some networks produce higher accuracy values, but not all 
trained networks are more accurate than the baseline. In order to increase classification 
accuracy, these high accuracy networks could be hand selected and used as a classifier and 
the lower performing networks discarded. Practically speaking, fifteen networks are not 
needed in the real-world. It is only necessary to have one highly accurate network to perform 
classifications. By adding a mix of generated data to the original data, such a high-quality 
network can be produced, potentially saving significant amounts of time and money for 
industry. 
The results above show that adding generated data to original training data can help 
increase accuracy. However, when generating data there is the potential to skew the prior 
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distribution. As such, the 
authors wanted a way to 
intelligently set the priors 
in a way that maximizes 
the classification accuracy 
of the networks. The 
method selected for this 
task was PSO. The goal of 
the method is to find prior 
probabilities that 
maximize the 
classification accuracy of 
a network. This method 
was selected because its’ 
characteristics fit well 
with the problem 
formulations unbounded 
optimization 
requirements. 
 Figure 16 shows the 
results of using PSO to 
attempt to optimize 
Figure 17. Car Choice Network - Original and Generated Data Testing Results 
- Max: 73%; Max Median: 71.2%; Max STD: 0.18 
Figure 16. Time PSO Network - Original and Generated Testing Results – 
Max: 80.5%; Max Median: 60.5%; Max STD: 0.27 
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priors for the Time network. Although there are still accuracies above the previous threshold 
of 78%, PSO does not seem to increase the accuracy of the network over and above the 
previous results. It actually, decreases the median network accuracy and increases the 
standard deviation of the results. This suggests that the PSO method in this case is not well 
suited to help provide additional accuracy gains.  
Results for the next network, Car Choice, are shown in Figure 17. For this network, 
academic literature suggests that when using a naïve network structure a reasonable 
accuracy is around 86% (Jie Cheng & Greiner, 1999; Jie Cheng et al., 2001). The results in 
Figure 17 show that using only around two percent of the data a network can achieve a 
maximum accuracy of 73%. This result is encouraging, showing that even when only small 
amounts of data are available, a somewhat accurate network can be created. Unlike the Time 
network, however, network 
accuracy seems to degrade 
as more generated points 
are added to the training 
dataset (following the 
histograms from left to 
right). This could  
suggest that after a 
certain point, adding 
additional generated data 
Figure 18. Car Choice Network - Original and Generated Data Testing 
Results - Max: 72.5%; Max Median: 10.2%; Max STD: 0.32 
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may stop increasing classification accuracy.  
Looking at the PSO results for the Car Choice network in Figure 18, it appears that the 
number of high performing networks increases for the 50/50 variant but does not increase 
the overall accuracy metrics. This coupled with the lack of accuracy gains using PSO seen in 
the Time network results could suggest that the PSO formulation needs further modifications. 
Currently, the PSO implementation used is fairly basic. Modifying the formulation to include 
additional terms that give higher weight to better represented categories could help improve 
results. 
Due to space constraints the distributions of the other two networks, Errors and Census, 
are not shown. However, Table 15 shows the maximum accuracy results for all networks 
along with baseline network accuracies when only using original data for training and testing. 
The table shows that for Time and Error networks mixing generated and original data can 
slightly improve 
accuracy. For the 
Time network 
adding 25% 
Kriging generated 
data to the 
original 
approximately 40 training points slightly improved the classifications of the network. Results 
from testing the Error network show that adding 50% RBF generated data and manipulating 
the priors using PSO increased network classification accuracy. Overall, the error testing 
 Baseline 
Maximum 
Baseline 
Median Max 
Generated 
Maximum 
Generated 
Median Max 
Time 78% (Original) 
70% 
(Original) 
80.5% 
(25% Kriging) 
69.4% 
(25% RBF) 
Errors 47.7% (Original PSO) 
40.5% 
(Original PSO) 
51.7% 
(50% RBF PSO) 
38.7% 
(25% RBF PSO) 
Car 
Choice 
72.4% 
(Original) 
71.2% 
(Original) 
73% 
(50/50 RBF) 
71.7% 
(25% Kriging) 
Census 78% (Original) 
76.4% 
(Original) 
78% 
(25% Kriging/RBF) 
76.2% 
(Multiple) 
Table 15. Maximum Accuracy Results from Generated and Original Training Mix 
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accuracy is much less than the other three networks. This could suggest that the error 
network structure does not describe relationships between the data well. While the accuracy 
results for errors are less than hoped, the network and data still are representative of a real-
world problem and worth including in the results. Results for all four network structures, 
while not overwhelming, do show that it is feasible to use generated data to increase network 
classification accuracy. In addition, it shows that in some cases the data generation method 
used to increase accuracy might depend on the network structure since Time and Errors show 
maximum accuracy gains from two different forms of data generation. 
While the results above show promise, the next step is to gauge if generating even greater 
amounts of data improves accuracy further. Since the approximations (Kriging or RBF) were 
already available as analytical expressions, creating more data is a real-time operation. For 
this section of the results 
10,000, 100,000, and 
1,000,000 data points were 
generated using Kriging 
and RBF generated models. 
Original data was not 
added to the training set 
since the order of 
magnitude increases in 
training data means the 
Figure 19. Time Network - 10K, 100K, and 1 Million Generated Points - 
Max: 83.7%; Max Median: 65.7%; Max STD: 0.12 
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influence of the original would have been 
minimal or non-existent. 
Figure 19 shows the results of generating 
varying amounts of synthetic data to train the 
fifteen different networks. Each of the three RBF 
training size variants were able to produce a 
network that was 83.7% accurate. A slight 
increase over the previous best of 80.5% and the 
original baseline of 78%. However, the results 
suggest that for the Time network generating 
additional data might not prove beneficial. 
Figure 20 shows the results of using PSO to attempt to tune the priors. Results show that 
the tuning was able to produce a maximum accuracy of 82.5%, an improvement over the 
baseline as well as the previous mixed original generated data network. However, this 
maximum is less than the 83.5% obtained by the 10K, 100K, and 1 million RBF generated data 
trained networks. This again suggests the PSO method, as formulated, is not as beneficial as 
generating additional data. The increase in standard deviation for all the PSO network results 
also alludes to the fact that the PSO method may require improvements.  
Figure 20. Time PSO Network - 10K, 100K, and 1 
Million Generated Points - Max: 82.5%; Max 
Median: 61.9%; Max STD: 0.27 
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The results for the next 
dataset, Car Choice, are shown 
in Figure 21. For this network, 
as the number of data points 
increases so does the median 
accuracy for both Kriging and 
RBF, the opposite of the results 
seen for the Time networks. 
This could be due to the larger 
number of causal variables in 
the Car Choice network (six) 
than the Time network (two). Greater numbers of variables often require more data to 
establish the behavior of the network. For the Car Choice network, using one-hundred 
thousand Kriging generated points a maximum accuracy of 92.4% can be reached, surpassing 
the 86% accuracy see in previous academic work (Jie Cheng & Greiner, 1999; Jie Cheng et al., 
2001). This result is encouraging because it shows that it is feasible to use meta-models to 
generate additional training data for BN. Potentially, allowing refinements to this method to 
open up ML techniques to underserved areas with only small amounts of data. The PSO 
results for Car Choice, shown in Figure 22, are similar to those for the Time network. While 
the maximum accuracy for all runs was near the non-PSO maximum accuracy, using PSO 
seems to greatly increase the standard deviation of the results, as illustrated by the box plots.   
Figure 21. Car Choice Network - 10K, 100K, and 1 Million Generated 
Points - Max: 92.4%; Max Median: 92.1%; Max STD: 0.08 
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Again, this degradation in behavior when PSO is 
applied suggests that an alternate formulation 
should be investigated. With the current 
formulation, all prior categories are given the 
same weight. If the PSO method was adjusted to 
weight more common categories more heavily 
during the tuning of priors, network accuracy 
might be able to be increased. 
Again, due to space constraints the graphs for 
Error and Census networks are not displayed. 
However, Table 16 shows the maximum accuracy 
results for all networks tests along with baseline 
network accuracies when only using original data for training and testing. The table shows 
that when the 
mix of generated 
original data 
and large-
scale data 
generation are 
tabulated 
Time, Error, 
and Car Choice 
 
Baseline 
Maximum 
Baseline 
Median 
Max 
Generated 
Maximum 
Generated 
Median Max 
Time 78% 
(Original) 
70% 
(Original) 
83.7%  
(10K RBF) 
69.4% 
(25% RBF) 
Errors 47.7% 
(Original PSO) 
40.5% 
(Original PSO) 
51.7% 
(50% RBF PSO) 
38.7% 
(25% RBF PSO) 
Car 
Choice 
72.4% 
(Original) 
71.2% 
(Original) 
92.5% 
(100K Kriging) 
92.1% 
(100K Kriging) 
Census 78% 
(Original) 
76.4% 
(Original) 
78% 
 (25% Kriging/RBF) 
76.2% 
(Multiple) 
Figure 22. Figure 10. Car Choice PSO Network - 
10K, 100K, and 1 Million Generated Points - Max: 
92.1%; Max Median: 52.9%; Max STD: 0.27 
Table 16. Maximum Accuracy Results 
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experience accuracy gains. Specifically, Car Choice sees the highest gain, jumping from 
around 72% to 92%. 
One theory that did not show promise, though, was using PSO to tune prior probabilities. 
In general, the results show that PSO does not surpass the accuracy metrics of using purely 
generated data. This type of result when using PSO was also seen in previous work 
(MacAllister et al., 2018). In addition, PSO tuning priors seems to increase the standard 
deviation of results and reduce the median accuracy value of the 15 testing runs, except for 
the Error network. This increase of poorly performing networks coupled with the existence 
of high performing networks leads the authors to believe that a more sophisticated method 
of PSO is required to manipulate the priors, one that takes into account more complex 
relations between variables. 
Conclusions and Future Work 
Bayesian Networks are a very powerful tool for modelling and predicting complex 
relationships between variables. They provide a transparent way to map and understand 
variable relationships and how changes to networks might impact their accuracy. Their easily 
understandable network structure paired with flexible Bayesian Statistical methods lends 
itself well to investigating behaviors associated with small data sets for machine learning. 
Greater understanding of how to adapt machine learning tools like BN to use with small 
datasets will ultimately help underserved areas like small volume manufacturing or military 
applications utilize the powerful predictive analytics of machine learning. The work in this 
paper took initial steps towards this goal by exploring the feasibility of using Kriging and Radial 
Basis Function models to generate data for four different Bayesian Networks. The goal of the 
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network was to predict completion time for workers conducting assembly operations, predict 
the number of errors an assembly worker made, a buyer’s car choice, and the income level 
of an adult. Data for the project was collected from a human-subjects study that used 
augmented reality guided work instructions and from the UCI machine learning database. 
Small amounts of data from each of these datasets were used to train the different BNs. Each 
of these training datasets were fitted with a Kriging and a Radial Basis Function model. Once 
models were created, they were randomly sampled to produce a larger dataset for training. 
The four networks were then tested under multiple conditions including the use of PSO to 
tune network parameters. The first set of results looked at how varying the proportion of 
generated to original training data would impact network accuracy. Results showed that in 
some cases generated data could increase the accuracy of the trained networks. In addition, 
it showed that the varying quantities of original to generated data could also impact the 
classification accuracy. From here, the authors generated larger amounts of data. Networks 
trained using ten thousand, one-hundred thousand, and a million data points were tested. 
Results showed that depending on the data set, increasing amounts of data did help increase 
accuracy for more complex network structures. 
Results from tuning network parameters using PSO showed that it can help to produce 
accurate networks that improve on baseline original data only performance. However, the 
PSO method in general increased the standard deviation of accuracy results and lowered the 
median accuracy. This result leads the authors to believe that an alternate PSO formulation 
taking into account more information about the parameters is necessary to see further 
accuracy enhancements. Overall, the exploratory results presented in this paper demonstrate 
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the feasibility of using meta-model generated data to increase the accuracy of small sample 
set trained BN. Further developing this method will help underserved areas with access to 
only small datasets make use of the powerful predictive analytics of ML. Moving forward the 
authors will continue to refine the data generation methods and look at alternate prior 
optimization formulations.  
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CHAPTER 5: CONCLUSIONS AND FUTURE WORK 
Bayesian Networks are a very powerful tool for modelling and predicting complex 
relationships between variables. They provide a transparent way to map and understand 
variable relationships and how changes to networks might impact their accuracy. Their easily 
understandable network structure paired with flexible Bayesian Statistical methods lends 
itself well to investigating behaviors associated with small data sets for machine learning. 
Greater understanding of how to adapt machine learning tools like BN to use with small 
datasets will ultimately help underserved areas like small volume manufacturing or military 
applications utilize the powerful predictive analytics of machine learning. The work in this 
dissertation took initial steps towards this goal by exploring the feasibility of using Kriging and 
Radial Basis Function models to generate data for four different Bayesian Networks. The goal 
of the network was to predict completion time for workers conducting assembly operations, 
predict the number of errors an assembly worker made, a buyer’s car choice, and the income 
level of an adult. Data for the project was collected from a human-subjects study that used 
augmented reality guided work instructions and from the UCI machine learning database. 
Small amounts of data from each of these datasets were used to train the different BNs. Each 
of these training datasets were fitted with a Kriging and a Radial Basis Function model. Once 
models were created, they were randomly sampled to produce a larger dataset for training. 
The four networks were then tested under multiple conditions including the use of PSO to 
tune network parameters. The first set of results looked at how varying the proportion of 
generated to original training data would impact network accuracy. Results showed that in 
some cases generated data could increase the accuracy of the trained networks. In addition, 
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it showed that the varying quantities of original to generated data could also impact the 
classification accuracy. From here, the authors generated larger amounts of data. Networks 
trained using ten thousand, one-hundred thousand, and a million data points were tested. 
Results showed that depending on the data set, increasing amounts of data did help increase 
accuracy for more complex network structures. 
Results from tuning network parameters using PSO showed that it can help to produce 
accurate networks that improve on baseline original data only performance. However, the 
PSO method in general increased the standard deviation of accuracy results and lowered the 
median accuracy. This result leads the authors to believe that an alternate PSO formulation 
taking into account more information about the parameters is necessary to see further 
accuracy enhancements.  
In the end, the work demonstrated that when only small quantities of data are 
available it is possible to build an accurate BN. The answer to research question one appears 
to be a combination of data generation and optimization. The second research question 
asked how best to set priors when only small quantities of data are available. Results from 
the work presented above show that using data generated from meta-models can help 
compute accurate priors. Also, in some cases priors can be tuned using Particle Swarm 
Optimization. Although, results suggest this method is very sensitive to the objective function 
formulation. Research question three asked how to best set likelihood values for small 
datasets. Results show that data generation via meta-models, which in turn add more 
likelihood values to the dataset, can be a valid strategy for increasing BN accuracy.  
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Overall, the exploratory results presented in this paper demonstrate the feasibility of 
using meta-model generated data to increase the accuracy of small sample set trained BN. 
Further developing this method will help underserved areas with access to only small datasets 
make use of the powerful predictive analytics of ML. Moving forward the authors will 
continue to refine the data generation methods and look at alternate prior optimization 
formulations. 
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