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Abstract
We consider the Robin boundary value problem div(A∇u) = divf + F in Ω, C1
domain, with (A∇u − f) · n + αu = g on Γ, where the matrix A belongs to VMO(R3),
and discover the uniform estimates on ‖u‖W 1,p(Ω), with 1 < p <∞, independent on α. At
the difference with the case p = 2, which is simpler, we call here the weak reverse Ho¨lder
inequality. This estimates show that the solution of Robin problem converges strongly
to the solution of Dirichlet (resp. Neumann) problem in corresponding spaces when the
parameter α tends to ∞ (resp. 0).
1 Introduction and statement of main result
This paper is concerned with the second order elliptic operator of divergence form with
Robin boundary condition. In a bounded domain (open, connected set) Ω in Rn with f ∈
Lp(Ω), F ∈ Lr(p)(Ω) and g ∈W−
1
p
,p
(Γ), consider the following problem{
Lu = divf + F in Ω,
(A∇u− f) · n+ αu = g on Γ
(1.1)
where
L = div(A∇) (1.2)
with A(x) = (aij(x)) is an 3× 3 matrix with real-valued, bounded, measurable entries satis-
fying the following uniform ellipticity condition
µ|ξ|2 ≤ A(x)ξ · ξ ≤
1
µ
|ξ|2 for all ξ, x ∈ Rn and some µ > 0.
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Here n is the outward unit normal vector on the boundary.
We want to study the well-posedness of the problem (1.1), precisely, the existence, unique-
ness of weak solution of (1.1) in W 1,p(Ω) for any p ∈ (1,∞) and the bound on the solution,
uniform in α. Assuming α ≥ 0 a constant or a smooth function, the proof of existence of a
unique solution provided A ∈ VMO(R3) uses Neumann regularity results for elliptic prob-
lems; the interested reader is referred to [4] for details. The case α ≤ 0 corresponds to the
so-called Steklov eigenvalue problem. A recent survey on this topic can be seen in [10] and
the references therein. That being said, our main interest in this work is to obtain precise
estimates on the solution, in particular uniform estimates in α.
Note that, formally, α = ∞ corresponds to the Dirichlet boundary condition whereas
α = 0 gives the Neumann boundary condition. In both Dirichlet and Neumann cases, we
have the classical W 1,p estimate of the solution. And so for the Robin problem as follows:
‖u‖W 1,p(Ω) ≤ C(α)
(
‖f‖Lp(Ω) + ‖F‖Lr(p)(Ω) + ‖g‖W−
1
p ,p(Γ)
)
,
where C(α) depends also on p and on Ω. Such well-posedness results on Robin boundary
value problem for arbitrary domains can be found, for example, in [3]. But the continuity
constant depends on α whereas the constant in Dirichlet (and Neumann) estimate has no α.
So it is natural to expect we may obtain α-independent bound of the solution of problem
(1.1). That is, if we let α tend to ∞, we show rigorously that we get back the solution of
the Dirichlet problem. The case when α goes to 0 is relatively easier to handle (though not
trivial) assuming the compatibility condition of the Neumann problem.
The purpose of this article is to estimate the continuity constant C(α) uniformly with
respect to α. Among the vast literature on Robin boundary value problem and various related
questions to study, we did not find any reference concerning the question of behavior of the
solution on the parameter α in the existing literature so far, even for Laplacian.
One of the main motivation comes from the Stokes (and also the Navier-Stokes) problem
with Navier slip boundary condition{
−ν∆u+∇π = f , div u = 0 in Ω
u · n = 0, 2 [(Du)n]τ + αuτ = 0 on Γ.
(1.3)
where the function α refers to the friction coefficient. Here, to understand the behavior of
the solution with respect to the friction coefficient is an important question to study (see
[7], [14]). Obtaining bound uniform in α in this case leads to study the limit problem: the
solution of the Navier-Stokes equations with Navier boundary condition converges strongly
in W 1,p(Ω) to the solution of the Navier-Stokes-Dirichlet problem as α tends to ∞ (see [1]).
This observation may further enable us to recover informations concerning the solutions of
the Navier-Stokes problem with Dirichlet boundary condition. Observe that the above Stokes
system reduces to the problem (1.1) in the simplest case, replacing the Stokes operator by
Laplacian and the Navier boundary condition by Robin. To work with the full Navier-Stokes
system with the complicated boundary condition was at the beginning quite cumbersome,
thus we concentrated on the simpler scalar version. Surprisingly we found that this is itself
an interesting question and still difficult to answer.
Here is our main result. Throughout this work, the following assumption on α will be
considered which we do not mention each time:
α ∈ Lt(p)(Γ) and α ≥ α∗ > 0 on Γ (1.4)
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where t(p) defined by 

t(p) = 2 if p = 2
t(p) = 2 + ε if 32 ≤ p ≤ 3, p 6= 2
t(p) = 23 max{p, p
′}+ ε otherwise
(1.5)
where ε > 0 is arbitrary, satisfies t(p) = t(p′).
Also let F ∈ Lr(p)(Ω) where
r(p) =


3p
p+3 if p >
3
2
any arbitrary real number > 1 if p = 32
1 if p < 32 .
(1.6)
Theorem 1.1. Let Ω be a C1 bounded domain in R3, p ∈ (1,∞), f ∈ Lp(Ω), F ∈ Lr(p)(Ω),
g ∈ W−
1
p
,p(Γ) and α ∈ Lt(p)(Γ). Suppose that the coefficients of the operator L, defined in
(1.2), are symmetric and in VMO(R3). Then the solution u ∈W 1,p(Ω) of (1.1) satisfies the
following estimate:
‖u‖W 1,p(Ω) ≤ Cp(Ω, α∗)
(
‖f‖Lp(Ω) + ‖F‖Lr(p)(Ω) + ‖g‖W−
1
p ,p(Γ)
)
(1.7)
where the constant Cp(Ω, α∗) > 0 is independent of α.
Notice that, with above estimate result, we immediately get that the solution of the
Robin problem (1.1) converges strongly to the solution of Dirichlet boundary problem in the
corresponding spaces as α goes to ∞. To prove the above theorem, we first obtain the result
for F = 0, g = 0 and p > 2 and then for p < 2 using duality argument; And finally for F 6= 0,
g 6= 0. Essentially we want to utilise the α-independent L2 gradient estimate (which follows
from the variational formulation) to yield Lp gradient estimate. The main tool in the proof
for p > 2 is a weak reverse Ho¨lder inequality (wRHI) for gradient satisfied by the solution of
the homogeneous problem, shown in Theorem 2.9. Note that for Lipschitz domain, the weak
reverse Ho¨lder inequality is only true for certain values of p, even for Dirichlet boundary
condition. It was first proved by Giaquinta [8, Proposition 1.1, Chapter V] in the case
of Dirichlet condition, on smooth domain and for Laplace operator which follows from an
argument by Gehring [5]. wRHI in the case of B(x, r) ⊂ Ω follows from the classical interior
estimate for harmonic functions. But in the case when x ∈ Γ, some suitable boundary Ho¨lder
estimate is required. In the present paper, to treat the operator in divergence form with
VMO-coefficients, we use an approximation argument from the constant coefficient operator
case, found in [2]. In the case of Neumann problem and for general second order elliptic
operator, the proof of wRHI has been done in [6, section 4] in Lipschitz domain; Whereas the
sketch of the proof for Neumann problem in smooth domain has been given in [13, p. 914].
We obtain the similar result for Hs-bound (on Lipschitz domain) for s ∈ (0, 12) in Theorem
2.15 and W 2,p-estimate (on C1,1 domain) in Theorem 3.1.
2 Related results and Proof of Theorem 1.1
To prove Theorem 1.1, we start with studying the existence result. Only the case n = 3
has been discussed here for the sake of clarity but all the results are true for n = 2 as well
and the exact same proofs follow with the necessary modifications.
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Theorem 2.1 (Existence result in W 1,p(Ω), p ≥ 2). Let Ω be a C1 bounded domain in
R3 and p ≥ 2. Suppose that the coefficients of the operator L, defined in (1.2), are symmetric
and in VMO(R3). Then for any f ∈ Lp(Ω), F ∈ Lr(p)(Ω) and g ∈W−
1
p
,p
(Γ), there exists a
unique solution u ∈W 1,p(Ω) of Problem (1.1).
Remark 2.2. For p = 2, Ω Lipschitz is sufficient to show the existence of solution u ∈ H1(Ω).
Proof. It is trivial to see that u ∈ W 1,p(Ω) is a solution of (1.1) iff u ∈W 1,p(Ω) satisfies the
following variational formulation:
∀ϕ ∈W 1,p
′
(Ω),
∫
Ω
A∇u · ∇ϕ+
∫
Γ
αu ϕ =
∫
Ω
f · ∇ϕ−
∫
Ω
Fϕ + 〈g, ϕ〉Γ (2.1)
where 〈·, ·〉Γ denotes the duality between W
− 1
p
,p(Γ) and W
1
p
,p′(Γ). Note that the boundary
integral
∫
Γ αu ϕ is well defined. For p = 2, the bilinear form
∀ u, ϕ ∈ H1(Ω), a(u, ϕ) =
∫
Ω
A∇u · ∇ϕ+
∫
Γ
αu ϕ
is clearly continuous. Also, due to the ellipticity hypothesis on A(x) and by Friedrich’s
inequality and the assumption α ≥ α∗ > 0 on Γ, we may have
a(u, u) =
∫
Ω
A∇u · ∇u+
∫
Γ
α|u|2 ≥ C(α∗, µ) ‖u‖
2
H1(Ω)
which shows that the bilinear form is coercive on H1(Ω). And the right hand side of (2.1)
defines an element in the dual of H1(Ω). Thus, by Lax-Milgram lemma, there exists a unique
u ∈ H1(Ω) satisfying (2.1). So we obtain the existence of a unique solution of (1.1) in H1(Ω).
Now for p > 2, since Lp(Ω) →֒ L2(Ω), Lr(p)(Ω) →֒ L6/5(Ω),W−
1
p
,p(Γ) →֒ H−
1
2 (Γ) and
Lt(p)(Γ) →֒ L2(Γ), there exists a unique u ∈ H1(Ω) solving (1.1). It remains to show that
u ∈W 1,p(Ω).
(i) 2 < p ≤ 3. Since u ∈ H1(Ω) →֒ L4(Γ) and α ∈ L2+ε(Γ), we have αu ∈ Lq1(Γ) where
1
q1
= 14 +
1
2+ε . But using the Sobolev embedding L
q1(Γ) →֒W
− 1
p1
,p1(Γ) with p1 =
3
2q1 (since
q1 >
4
3)
i.e.
1
p1
=
2
3
(
1
4
+
1
2 + ε
)
,
Neumann regularity result (cf. [4]) implies u ∈ W 1,p1(Ω) since Ω is C1. If p1 ≥ p, we are
done. Otherwise, u ∈W 1,p1(Ω). Hence, u ∈ Ls1(Γ) where
1
s1
=
1
p1
−
1− 1p1
2
=
3
2p1
−
1
2
as p1 < p ≤ 3. Then αu ∈ L
q2(Γ) where 1q2 =
1
s1
+ 12+ε . But, L
q2(Γ) →֒ W
− 1
p2
,p2(Γ) with
p2 =
3
2q2 i.e.
1
p2
=
2
3
(
1
4
+
1
2 + ε
−
1
2
+
1
2 + ε
)
=
2
3
(
2
2 + ε
−
1
2
+
1
4
)
.
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If p2 ≥ p, then as before, we have u ∈ W
1,p(Ω). Otherwise, u ∈ W 1,p2(Ω). Proceeding
similarly, we get u ∈W 1,pk+1(Ω) with
1
pk+1
=
2
3
(
k + 1
2 + ε
−
k
2
+
1
4
)
.
(where in each step, we assumed that pk < 3). Now choosing k = ⌊
1
ε −
1
2⌋ + 1 such that
pk+1 ≥ 3 ≥ p (where ⌊a⌋ stands for the greatest integer less than or equal to a), we obtain
u ∈W 1,p(Ω).
(ii) p > 3. From the previous case, we obtain u ∈ W 1,3(Ω) which gives u ∈ Lq(Γ) for
all 1 < q <∞. But α ∈ L
2
3
p+ε(Γ) implies αu ∈ L
2
3
p(Γ) →֒ W−
1
p
,p
(Γ). Therefore, using same
reasoning as before, from the Neumann regularity result, we get u ∈W 1,p(Ω) . 
Next we discuss the estimate of the solution of problem (1.1) for p > 2 with F = 0 and
g = 0, independent of α.
Theorem 2.3 (W 1,p(Ω) estimate, p ≥ 2 with RHS f). Let Ω be a C1 bounded domain
in R3, p ≥ 2 and f ∈ Lp(Ω). Suppose that the coefficients of the operator L, defined in (1.2),
are symmetric and in VMO(R3). Then the solution u ∈ W 1,p(Ω) of (1.1) with F = 0 and
g = 0, satisfies the following estimate:
‖u‖W 1,p(Ω) ≤ Cp(Ω, α∗) ‖f‖Lp(Ω) (2.2)
where the constant Cp(Ω, α∗) > 0 is independent of α.
The proof of the above theorem is similar to that of Neumann problem [6], once we have
the wRHI. Since Ω is C1, there exists some r0 > 0 such that for any x0 ∈ Γ, there exists a
coordinate system (x′, x3) which is isometric to the usual coordinate system and a C
1 function
ψ : R2 → R so that,
B(x0, r0) ∩ Ω =
{
(x′, x3) ∈ B(x0, r0) : x3 > ψ(x
′)
}
and
B(x0, r0) ∩ Γ =
{
(x′, x3) ∈ B(x0, r0) : x3 = ψ(x
′)
}
.
In some places, we may write B instead of B(x, r) where there is no ambiguity and
aB := B(x, ar) for a > 0. Also we use the usual notation to denote the average for any
integrable function f on a domain ω:
−
∫
ω
f :=
1
|ω|
∫
ω
f := f.
We first prove the following weak reverse Ho¨lder inequality for some p = 2 + ε, ε > 0
whose proof is straight forward but this is not sufficient to deduce Theorem 2.3.
Lemma 2.4. Let Ω be a C1 bounded domain in R3 and L be the operator defined in (1.2).
For any B(x, r) with the property that 0 < r < r08 and either B(x, 2r) ⊂ Ω or x ∈ Γ, the
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following weak Reverse Ho¨lder inequalities hold: for some ε > 0,
(i) if B(x, 2r) ⊂ Ω,

 ∫
B(x,r)
|∇v|2+ε


1/2+ε
≤ C

 ∫
B(x,2r)
|∇v|2


1/2
(2.3)
whenever v ∈ H1(B(x, 2r)) satisfies Lv = 0 in B(x, 2r).
(ii) if x ∈ Γ,

 ∫
B(x,r)∩Ω
(|v|2 + |∇v|2)
2+ε
2


1/2+ε
≤ C

 ∫
B(x,2r)∩Ω
(|v|2 + |∇v|2)


1/2
(2.4)
whenever v ∈ H1(B(x, 2r) ∩ Ω) satisfies{
Lv = 0 in B(x, 2r) ∩ Ω
A∇v · n+ αv = 0 on B(x, 2r) ∩ Γ.
(2.5)
The constants C > 0 in the above estimates are independent of α.
Proof. The proof of the weak Reverse Ho¨lder inequality for Robin problem follows the similar
argument as for the Dirichlet problem, established in [8].
case(i) : 2B ⊂ Ω.
Since v satisfies the equation div(A(x)∇)v = 0 in 2B, we can have the following Caccioppoli
inequality, ∫
B
|∇v|2 ≤
C
r2
∫
2B
|v − v|2, v =
1
|2B|
∫
2B
v
for some constant C > 0 independent of α. Now using the following Sobolev-Poincare´ in-
equality, for any w ∈W 1,p(Ω), p > 1,
‖w − w‖Lp∗ (Ω) ≤ C‖∇w‖Lp(Ω), w =
1
|Ω|
∫
Ω
w
where p∗ is the Sobolev exponent, we obtain,
∫
B
|∇v|2 ≤
C
r2

 ∫
2B
|∇v|q˜


2/q˜
with q˜ = 6/5 (this value comes from the dimension n = 3). Upon normalizing both sides, we
can write, 
 1
r3
∫
B
|∇v|2


1/2
≤ C

 1
r3
∫
2B
|∇v|q˜


1/q˜
.
Here note that in R3, |B| = cr3. Then setting g = |∇v|q˜ and q = 5/3 = 2/q˜, we have,
1
r3
∫
B
gq ≤ C

 1
r3
∫
2B
g


q
.
Hence, [8, Proposition 1.1] with f = 0 and θ = 0 implies, for some ε > 0,

 −∫
B
|∇v|2+ε


1/2+ε
≤ C

 −∫
2B
|∇v|2


1/2
.
case(ii) : x ∈ Γ.
We follow the same path of the above interior estimate. First we want to prove a Caccioppoli
type inequality for the problem (2.5) up to the boundary. For that, let η ∈ C∞c (2B) be a
cut-off function such that
0 ≤ η ≤ 1, η ≡ 1 on B and |∇η| ≤
C
r
.
Now multiplying (2.5) by η2v and integrating by parts, we get,∫
2B∩Ω
A∇v · ∇(η2v) +
∫
∂(2B∩Ω)
αη2v2 = 0
which yields,
µ
∫
2B∩Ω
η2|∇v|2 +
∫
2B∩Γ
αη2v2 ≤
∫
2B∩Ω
η2A(x)∇v · ∇v +
∫
2B∩Γ
αη2v2 = −2
∫
2B∩Ω
ηv∇v · ∇η.
Using Cauchy’s inequality on the right hand side, we obtain,
∫
2B∩Ω
|∇v|2η2 +
∫
2B∩Γ
αη2v2 ≤ 2

1
4
∫
2B∩Ω
η2|∇v|2 + 4
∫
2B∩Ω
v2|∇η|2

 .
Simplifying the above estimate gives∫
2B∩Ω
|∇v|2η2 +
∫
2B∩Γ
αη2v2 ≤ C
∫
2B∩Ω
v2|∇η|2,
which yields the Caccioppoli-type inequality, up to the boundary,∫
B∩Ω
|∇v|2 +
∫
B∩Γ
αv2 ≤
∫
2B∩Ω
|∇v|2η2 +
∫
2B∩Γ
αη2v2 ≤
C
r2
∫
2B∩Ω
v2. (2.6)
But we also have,
‖v‖2H1(B∩Ω) ≤ C

 ∫
B∩Ω
|∇v|2 +
∫
B∩Γ
v2

 ≤ C(α∗)

 ∫
B∩Ω
|∇v|2 +
∫
B∩Γ
αv2

 .
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Hence, using (2.6), we obtain,
∫
B∩Ω
(|v|2 + |∇v|2) ≤
C(α∗)
r2
∫
2B∩Ω
|v|2 ≤
C(α∗)
r2

 ∫
2B∩Ω
(|v|2 + |∇v|2)q˜/2


2/q˜
with q˜ = 6/5 so that (q˜)∗ = 2. Thus,
1
r3
∫
B∩Ω
(|v|2 + |∇v|2) ≤
C(α∗)
r5

 ∫
2B∩Ω
(|v|2 + |∇v|2)q˜/2


2/q˜
= C(α∗)

 1
r3
∫
2B∩Ω
(|v|2 + |∇v|2)q˜/2


2/q˜
.
Now setting,
g(y) =
{
(|v|2 + |∇v|2)q˜/2 if y ∈ 2B ∩ Ω
0 if y ∈ 2B \ Ω
and q = 2/q˜, we obtain,
1
r3
∫
B
gq ≤ C(α∗)

 1
r3
∫
2B
g


q
.
Once again [8, Proposition 1.1] with f = 0 and θ = 0 implies, for some ε > 0,
 −∫
B
gq+ε


1/q+ε
≤ C

 −∫
2B
gq


1/q
i.e. 
 ∫
B∩Ω
(|v|2 + |∇v|2)(q+ε)q˜/2


1/q+ε
≤ C

 ∫
2B∩Ω
(|v|2 + |∇v|2)


q˜/2
or equivalently, for some s > 2,
 ∫
B∩Ω
(|v|2 + |∇v|2)s/2


1/s
≤ C

 ∫
2B∩Ω
(|v|2 + |∇v|2)


1/2
.

Next we prove wRHI for all p > 2. For that we state the following boundary Ho¨lder
estimate for L under Robin boundary condition.
Theorem 2.5. Let Ω be a C1 bounded domain in R3, p > 1 and γ ∈ (0, 1). Suppose that the
operator L defined in (1.2) has constant and symmetric coefficients and{
Lv = 0 in B(Q, r) ∩Ω
A∇v · n+ αv = 0 on B(Q, r) ∩ Γ
8
for some Q ∈ Γ and 0 < r < r0, Then for any x, y ∈ B(Q, r/2) ∩ Ω,
|v(x) − v(y)| ≤ C
(
|x− y|
r
)γ ∫
B(Q,r)∩Ω
|v|p


1/p
(2.7)
where C > 0 depends only on Ω, p and the ellipticity constant µ, but independent of α.
Proof. Follows from classical regularity theory (for example, see [9, Theorem 8.27]). 
Now the weak reverse Ho¨lder inequality for any p > 2 is proved in the case of constant
coefficients.
Lemma 2.6. Let Ω be a C1 bounded domain in R3 and p ≥ 2. Suppose that L, defined in
(1.2), has constant and symmetric coefficients. Then for any B(x, r) with the property that
0 < r < r08 and either B(x, 2r) ⊂ Ω or x ∈ Γ, the following weak Reverse Ho¨lder inequalities
hold:
(i) if B(x, 2r) ⊂ Ω, 
 ∫
B(x,r)
|∇v|p


1/p
≤ C

 ∫
B(x,2r)
|∇v|2


1/2
(2.8)
whenever v ∈ H1(B(x, 2r)) satisfies Lv = 0 in B(x, 2r).
(ii) if x ∈ Γ,

 ∫
B(x,r)∩Ω
|∇v|p + |v|p


1/p
≤ C

 ∫
B(x,2r)∩Ω
|∇v|2 + |v|2


1/2
(2.9)
whenever v ∈ H1(B(x, 2r) ∩ Ω) satisfies{
Lv = 0 in B(x, 2r) ∩ Ω
A∇v · n+ αv = 0 on B(x, 2r) ∩ Γ( if x ∈ Γ).
The constant C > 0 at most depends on Ω, p and the ellipticity constant µ.
Proof. Since A is symmetric and positive definite, by a change of coordinate system, we may
assume that L = ∆ (although we may consider the full operator and all the results hold true
as well).
The proof we will follow has been used for elliptic equations with Neumann boundary
condition in [13], just after the statement of Theorem 4.1.
case(i) : B(x0, 2r) ⊂ Ω.
The weak reverse Ho¨lder inequality (2.8) holds for any p ≥ 2, by the following well-known
interior estimates for Harmonic functions, even when Ω is Lipschitz:
sup
B(x0,r)
|∇v| ≤ C

 ∫
B(x0,2r)
|∇v|2


1/2
.
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case(ii) : x0 ∈ Γ.
From the interior gradient estimate for harmonic function, we can write (eg. see [11, Lemma
1.10])
|∇v(x)| ≤
3
δ(x)
sup
B(x,cδ(x))
|v|
for any x ∈ B(x0, r) ∩ Ω where δ(x) = d(x,Γ) and c > 0 is chosen such that B(x, 2cδ(x)) (
B(x0, 2r) ∩Ω. From [11, Remark 1.19], we may then write
|∇v(x)| ≤
C
δ(x)

 ∫
B(x,cδ(x))
|v|2


1/2
.
Now for fixed y ∈ B(x, 2cδ(x)), let u(x) = v(x) − v(y). Then Lu = 0 in B(x, 2cδ(x)) and
thus we may write from the above argument,
|∇u(x)| ≤
C
δ(x)

 ∫
B(x,cδ(x))
|u|2


1/2
which gives, along with the boundary Ho¨lder estimate (2.7),
|∇v(x)| ≤
C
δ(x)

 ∫
B(x,cδ(x))
|v(z)− v(y)|2dz


1/2
=
C
δ(x)1+
3
2

 ∫
B(x,cδ(x))
|v(z) − v(y)|2dz


1/2
≤
C
δ(x)1+
3
2

 ∫
B(x,2cδ(x))
(
|z − y|
r
)2γ ∫
B(x0,2r)∩Ω
|v|2

dz


1/2
≤
C
δ(x)1+
3
2

 ∫
B(x0,2r)∩Ω
|v|2


1/2
1
rγ

 ∫
B(x,2cδ(x))
|z − y|2γdz


1/2
. (2.10)
Let us now calculate the last integral in the last inequality. Substituting w = z−y4cδ(x) , we get∫
B(x,2cδ(x))
|z − y|2γdz ≤ C
∫
B(0,1)
w2γ(δ(x))2γ+3dw
= C (δ(x))2γ+3
1∫
0
2π∫
0
r2γr2 dr dθ
= C (δ(x))2γ+3
2π
2γ + 3
≤ Cγ(δ(x))
2γ+3.
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Plugging the value of the above integral in (2.10), along with the Sobolev inequality, we then
obtain
|∇v(x)| ≤
Cγ
(δ(x))1+
3
2

 ∫
B(x0,2r)∩Ω
|v|2


1/2
1
rγ
(δ(x))γ+
3
2
= Cγ
(δ(x))γ−1
rγ
r−3/2

 ∫
B(x0,2r)∩Ω
|v|2


1/2
≤ Cγ
(δ(x))γ−1
rγ
r1−3/2

 ∫
B(x0,2r)∩Ω
|v|6


1/6
≤ Cγ
(
r
δ(x)
)1−γ ∫
B(x0,2r)∩Ω
|∇v|2 + |v|2


1/2
.
Since γ ∈ (0, 1) is arbitrary, we thus have,
|∇v(x)| ≤ Cγ
(
r
δ(x)
)γ ∫
B(x0,2r)∩Ω
|∇v|2 + |v|2


1/2
.
Finally it yields choosing γ so that pγ < 1,

 ∫
B(x0,r)∩Ω
|∇v|p


1/p
≤ Cp

 ∫
B(x0,2r)∩Ω
|∇v|2 + |v|2


1/2
.
This completes the proof. 
A function f in BMO(Rn) is said to be in VMO(Rn) if
lim
r→0
sup
x0∈Rn
1
rn
∫
B(x0,r)
|f − f | dx = 0
where f = 1|B(x0,r)|
∫
B(x0,r)
f .
To treat the elliptic operator with VMO coefficients, we prove the following approxima-
tion argument, found in [2].
Lemma 2.7. Let Ω be a C1 bounded domain in R3. Suppose that the coefficients of operator
L, defined in (1.2), are symmetric and in VMO(R3). Then there exists a function h(r) and
some constants C > 0, c > 0 with the following properties:
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i) lim
r→0
h(r) = 0;
ii) for any v ∈ H1 solution of{
Lv = 0 in B(x, 8r) ∩ Ω
A∇v · n+ αv = 0 on B(x, 8r) ∩ Γ
(2.11)
with x ∈ Ω and 0 < r < cr0, there exists a function w ∈W
1,p(B(x, r) ∩Ω) such that for any
p > 2,

 ∫
B(x,r)∩Ω
|∇v −∇w|2 + |v − w|2


1/2
≤ h(r)

 ∫
B(x,8r)∩Ω
|∇v|2 + |v|2


1/2
(2.12)

 ∫
B(x,r)∩Ω
|∇w|p + |w|p


1/p
≤ C

 ∫
B(x,8r)∩Ω
|∇v|2 + |v|2


1/2
, (2.13)
where the constant C > 0 depends at most on Ω, p, α∗, µ and A.
Proof. Let us fix x0 ∈ Ω and 0 < r < cr0 where 0 < c << 1 is such that Lemma 2.6 can be
applied suitably. Let v ∈ H1(B(x0, 8r) ∩ Ω) be a weak solution of (2.11). Consider{
div(B∇w) = 0 in B(x0, 4r) ∩ Ω
(B∇w) · n+ αw = (A∇v) · n+ αv on ∂(B(x0, 4r) ∩ Ω)
(2.14)
where B = (bij)1≤i,j≤3 are the constants given by
bij =
1
|B(x0, 8r)|
∫
B(x0,8r)
aij(x) dx.
So, w ∈ H1(B(x0, 4r) ∩ Ω) is a weak solution of (2.14) if for all ϕ ∈ H
1(B(x0, 4r) ∩ Ω),∫
B(x0,4r)∩Ω
B∇w · ∇ϕ+
∫
∂(B(x0,4r)∩Ω)
αw ϕ =
∫
B(x0,4r)∩Ω
A∇v · ∇ϕ+
∫
∂(B(x0,4r)∩Ω)
αv ϕ.
The existence of w ∈ H1(B(x0, 4r)∩Ω) follows immediately from the regularity of v. It then
follows ∫
B(x0,4r)∩Ω
B∇(v − w) · ∇ϕ+
∫
∂(B(x0,4r)∩Ω)
α(v − w)ϕ =
∫
B(x0,4r)∩Ω
(B −A)∇v · ∇ϕ.
Next we show that w satisfies estimates (2.12) and (2.13).
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To see (2.12), choosing ϕ = v −w, by ellipticity and Cauchy inequality, we obtain
µ
∫
B(x0,4r)∩Ω
|∇(v − w)|2 +
∫
∂(B(x0,4r)∩Ω)
α|v − w|2
≤
∫
B(x0,4r)∩Ω
|(B −A)∇v||∇(v − w)|
≤ Cε
∫
B(x0,4r)∩Ω
|(B −A)∇v|2 + ε
∫
B(x0,4r)∩Ω
|∇(v − w)|2.
But we also have the equivalence of norm,
‖v − w‖2H1(B(x0,4r)∩Ω) ≤ C

 ∫
B(x0,4r)∩Ω
|∇(v − w)|2 +
∫
B(x0,4r)∩Γ
|v − w|2


≤ C(α∗)

 ∫
B(x0,4r)∩Ω
|∇(v −w)|2 +
∫
B(x0,4r)∩Γ
α|v − w|2


where the above constant C > 0 depends on Ω and α∗ but is independent of r and α. This
gives 
 ∫
B(x0,4r)∩Ω
|∇v −∇w|2 + |v − w|2


1/2
≤ C

 ∫
B(x0,4r)∩Ω
|(B −A)∇v|2


1/2
≤ C

 ∫
B(x0,4r)∩Ω
|∇v|2q


1/2q
 ∫
B(x0,4r)∩Ω
|B −A|2q
′


1/2q′
.
Defining
h(r) = C sup
x0∈Ω

 ∫
B(x0,4r)∩Ω
|B −A|2q
′


1/2q′
the last inequality yields
 ∫
B(x0,4r)∩Ω
|∇v −∇w|2 + |v − w|2


1/2
≤ h(r)

 ∫
B(x0,4r)∩Ω
|∇v|2q


1/2q
≤ h(r)

 ∫
B(x0,8r)∩Ω
|∇v|2 + |v|2


1/2
.
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Note that in the last line, we used L2+ε weak reverse Ho¨lder inequality (i.e. for some q > 1) for
v which follows from Lemma 2.4. It is known from John-Nirenberg inequality that h(r)→ 0
as r → 0. Indeed, John-Nirenberg inequality says, for any BMO-function f ,∫
B
eM |f−f | ≤ Crn
for some constant C > 0 depending only on n. Since A ∈ VMO(R3), by definition we get
that h(r)→ 0.
Finally, to see (2.13), note that (B∇w) · n+ αw = 0 on B(x0, 4r) ∩ Γ. Thus, by Lemma
2.6, we obtain, for any p ≥ 2,

 ∫
B(x0,r)∩Ω
|∇w|p


1/p
≤ C

 ∫
B(x0,4r)∩Ω
|∇w|2 + |w|2


1/2
≤ C

 ∫
B(x0,4r)∩Ω
|∇v|2 + |v|2


1/2
+ C

 ∫
B(x0,4r)∩Ω
|∇(v − w)|2 + |v − w|2


1/2
≤ C

 ∫
B(x0,8r)∩Ω
|∇v|2 + |v|2


1/2
.
This shows that in fact w ∈W 1.p(B(x0, r) ∩ Ω) which completes the proof. 
With Lemma 2.7 at our hand, we may use the following approximation theorem, motivated
from the paper of Caffarelli and Peral [2] and proved in [6], to finish the proof of the weak
reverse Ho¨lder inequality for VMO coefficient.
Theorem 2.8. Let E ⊂ Rn be any open set and F : E → Rn locally square integrable. Let
p > 2. Suppose there exists some constants β > 1, C > 1 and ε > 0 such that for every cube
Q with 2Q = Q(x0, 2r) ⊂ E, there exists a measurable function RQ on 2Q satisfying

 1
|Q|
∫
Q
|RQ|
p


1/p
≤ C

 1
|βQ|
∫
βQ
|F |2


1/2
(2.15)
and 
 1
|Q|
∫
Q
|F −RQ|
2


1/2
≤ ε

 1
|βQ|
∫
βQ
|F |2


1/2
. (2.16)
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Let 2 < q < p. Then, there exists ε0 = ε0(C,n, p, q, β) such that if ε < ε0, we have
 1
|Q|
∫
Q
|F |q


1/q
≤ C1

 1
|2Q|
∫
2Q
|F |2


1/2
(2.17)
where C1 > 0 depends only on C,n, p, q, β.
Theorem 2.9. Let Ω be a C1 bounded domain in R3 and p ≥ 2. Suppose that the coefficients
of operator L, defined in (1.2), are symmetric and in VMO(R3). Then for any B(x, r) with
the property that 0 < r < r08 and either B(x, 2r) ⊂ Ω or x ∈ Γ, the weak Reverse Ho¨lder
inequalities (2.8) and (2.9) hold with constant C > 0 independent of α.
Proof. Let h(r) be same as in Lemma 2.7 and choose q such that 2 < q < p. Let ε0 be the
same as in Theorem 2.8 and then we choose r0 small enough such that sup
0<r<r0
h(r) < ε0.
Let v ∈ H1(B(x0, 8r) ∩ Ω) be a weak solution of{
Lv = 0 in B(x0, 8r) ∩ Ω
A∇v · n+ αv = 0 on B(x0, 8r) ∩ Γ
where 0 < r < r08 and either B(x0, 2r) ⊂ Ω or x0 ∈ Γ. To apply Theorem 2.8, take
E = B(x0, 8r) and B(x, r) is any ball with B(x, 2r) ⊂ E. Then the proof divides in the
following cases:
i) if B(x, r) ∩ Ω = ∅, we take F = 0 = RB ,
ii) if B(x, r) ⊂ Ω, set F = ∇v and RB = ∇u,
iii) if B(x, r) ∩ Ω 6= ∅ and B(x, r) ∩ (Ω)c 6= ∅, we further consider the two situations:
– if x ∈ Ω, set
F = (∇v, v)χΩ and RB =
{
(∇w,w) on B(x, r) ∩ Ω,
0 on B(x, r) ∩ Ωc;
– if x /∈ Ω, by a geometric observation, it is easy to find a ball B˜ = B(y, 2r) such that
y ∈ Γ and B ⊂ B˜ ⊂ E, we then set
F = (∇v, v)χΩ and RB˜ =
{
(∇w,w) on B(y, 2r) ∩ Ω,
0 on B(y, 2r) ∩ Ωc.
The estimates (2.15) and (2.16) now follow from (2.13) and (2.12). This finishes the proof.

Now to complete the proof of Theorem 2.3, we also need the following lemma which is
proved in [6, Theorem 2.2].
Lemma 2.10. Let Ω be a bounded Lipschitz domain in R3 and p > 2. Let G ∈ L2(Ω) and
f ∈ Lq(Ω) for some 2 < q < p. Suppose that for each ball B with the property that |B| ≤ β|Ω|
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and either 2B ⊂ Ω or B centers on Γ, there exist two integrable functions GB and RB on
2B ∩ Ω such that |G| ≤ |GB |+ |RB | on 2B ∩ Ω and
 1
|2B ∩ Ω|
∫
2B∩Ω
|RB |
p


1/p
≤ C1



 1
|γB ∩ Ω|
∫
γB∩Ω
|G|2


1/2
+ sup
B⊂B′

 1
|B′ ∩ Ω|
∫
B′∩Ω
|f |2


1/2


(2.18)
and 
 1
|2B ∩ Ω|
∫
2B∩Ω
|GB |
2


1/2
≤ C2 sup
B⊂B′

 1
|B′ ∩ Ω|
∫
B′∩Ω
|f |2


1/2
(2.19)
where C1, C2 > 0 and 0 < β < 1 < γ. Then we have,
 1
|Ω|
∫
Ω
|G|q


1/q
≤ C



 1
|Ω|
∫
Ω
|G|2


1/2
+

 1
|Ω|
∫
Ω
|f |q


1/q

 (2.20)
where C > 0 depends only on C1, C2, n, p, q, β, γ and Ω.
Proof of Theorem 2.3. Given any ball B with either 2B ⊂ Ω or B centers on Γ, let
ϕ ∈ C∞c (8B) is a cut-off function such that 0 ≤ ϕ ≤ 1 and
ϕ =
{
1 on 4B
0 outside 8B
and we decompose u = v + w where v,w satisfy{
Lv = div(ϕf) in Ω
A∇v · n+ αv = ϕf · n on Γ
(2.21)
and {
Lw = div ((1− ϕ)f) in Ω
A∇w · n+ αw = (1− ϕ)f · n on Γ.
(2.22)
Multiplying (2.21) by v and integrating by parts, we get,∫
Ω
A(x)∇v · ∇v +
∫
Γ
α|v|2 =
∫
Ω
ϕf · ∇v
which gives
‖∇v‖L2(Ω) ≤
1
µ
‖ϕf‖L2(Ω). (2.23)
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and since α ≥ α∗ > 0 on Γ,
‖v‖2H1(Ω) ≤ C(Ω, α∗)

‖∇v‖2L2(Ω) +
∫
Γ
α|v|2

 ≤ C(Ω, α∗) ‖ϕf‖L2(Ω)‖∇v‖L2(Ω).
This yields the complete L2-estimate
‖v‖H1(Ω) ≤ C(Ω, α∗) ‖ϕf‖L2(Ω). (2.24)
(i) First we consider the case 4B ⊂ Ω. We want to apply Lemma 2.10 with G =
|∇u|, GB = |∇v| and RB = |∇w|. It is easy to see that
|G| ≤ |GB |+ |RB |.
Now we verify (2.18) and (2.19). For that, using (2.23) we get,
1
|2B|
∫
2B
|GB |
2 =
1
|2B|
∫
2B
|∇v|2 ≤
1
|2B ∩ Ω|
∫
Ω
|∇v|2 ≤
C(Ω, α∗)
|2B ∩ Ω|
∫
Ω
|ϕf |2
≤
C(Ω, α∗)
|8B ∩ Ω|
∫
8B∩Ω
|f |2
where in the last inequality, we used that |8B ∩ Ω| ≤ |Ω|. This gives the estimate (2.19).
Next, from (2.22), we observe that Lw = 0 in 4B. Hence, by the weak reverse Ho¨lder
inequality in Theorem 2.9 (using 2B instead of B), we have

 1
|2B|
∫
2B
|∇w|p


1/p
≤ C

 1
|4B|
∫
4B
|∇w|2


1/2
which implies together with (2.23),

 1
|2B|
∫
2B
|RB |
p


1/p
≤ C

 1
|4B|
∫
4B
|∇w|2


1/2
≤ C



 1
|4B|
∫
4B
|∇u|2


1/2
+

 1
|4B|
∫
4B
|∇v|2


1/2


≤ C

 1
|4B|
∫
4B
|G|2


1/2
+ C(Ω, α∗)

 1
|8B ∩ Ω|
∫
8B∩Ω
|f |2


1/2
.
This gives (2.18). So from Lemma 2.10, it follows that

 1
|Ω|
∫
Ω
|∇u|q


1/q
≤ Cp(Ω)



 1
|Ω|
∫
Ω
|∇u|2


1/2
+

 1
|Ω|
∫
Ω
|f |q


1/q


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for any 2 < q < p where Cp(Ω) > 0 does not depend on α.
Because of the self-improving property of the weak Reverse Ho¨lder condition (2.3), the
above estimate holds for any q ∈ (2, p˜) for some p˜ > p also and in particular, for q = p, which
clearly implies (2.2).
(ii) Next consider B centers on Γ. We apply Lemma 2.10 now with G = |u|+ |∇u|, GB =
|v|+ |∇v| and RB = |w|+ |∇w|. Obviously, |G| ≤ |GB |+ |RB | and again by (2.24),
1
|2B ∩ Ω|
∫
2B∩Ω
|GB |
2 ≤
1
|2B ∩Ω|
∫
2B∩Ω
(|v|2 + |∇v|2) ≤
1
|2B ∩ Ω|
‖v‖2H1(Ω)
≤
C(Ω, α∗)
|2B ∩ Ω|
∫
Ω
|ϕf |2
≤
C(Ω, α∗)
|8B ∩ Ω|
∫
8B∩Ω
|f |2
which yields (2.19). Also w satisfies the problem{
Lw = 0 in 4B ∩Ω
A∇w · n+ αw = 0 on 4B ∩ Γ.
So by the weak reverse Ho¨lder inequality in Theorem 2.9 and the estimate (2.23), we can
write,
 1
|2B ∩ Ω|
∫
2B∩Ω
|RB |
p


1/p
≤

 1
|2B ∩ Ω|
∫
2B∩Ω
((|w| + |∇w|)2)p/2


1/p
≤ C

 1
|4B ∩ Ω|
∫
4B∩Ω
(|w|2 + |∇w|2)


1/2
≤ C



 1
|4B ∩ Ω|
∫
4B∩Ω
(|u|2 + |∇u|2)


1/2
+

 1
|4B ∩ Ω|
∫
4B∩Ω
(|v|2 + |∇v|2)


1/2


≤ C

 1
|4B ∩ Ω|
∫
4B∩Ω
|G|2


1/2
+ C(Ω, α∗)

 1
|8B ∩ Ω|
∫
8B∩Ω
|f |2


1/2
which yields (2.18). Thus we have,

 1
|Ω|
∫
Ω
(|u|+ |∇u|)q


1/q
≤ Cp(Ω, α∗)



 1
|Ω|
∫
Ω
|u|2 + |∇u|2


1/2
+

 1
|Ω|
∫
Ω
|f |q


1/q


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for any 2 < q < p where Cp(Ω, α∗) > 0 does not depend on α. This completes the proof
together with the previous case. 
The next proposition will be used to study the complete estimate of the Robin problem
(1.1). The result is not optimal and will be improved in Proposition 2.13.
Proposition 2.11 (W 1,p(Ω) estimate, p > 2 with RHS F ). Let Ω be a C1 bounded
domain in R3, p > 2, and F ∈ Lp(Ω). Suppose that the coefficients of the operator L, defined
in (1.2), are also symmetric and in VMO(R3). Then the unique solution u ∈ W 1,p(Ω) of
(1.1) with f = 0 and g = 0, satisfies the following estimate:
‖u‖W 1,p(Ω) ≤ Cp(Ω, α∗) ‖F‖Lp(Ω) (2.25)
where the constant Cp(Ω, α∗) > 0 is independent of α.
Proof. The result follows using the same argument as in Theorem 2.3 and hence we do not
repeat it. 
Proposition 2.12 (W 1,p(Ω) estimate with RHS f). Let Ω be a C1 bounded domain in
R3, p ∈ (1,∞) and f ∈ Lp(Ω). Suppose that the coefficients of the operator L, defined in
(1.2), are also symmetric and in VMO(R3). Then there exists a unique solution u ∈W 1,p(Ω)
of (1.1) with F = 0 and g = 0, satisfying the following estimate:
‖u‖W 1,p(Ω) ≤ Cp(Ω, α∗) ‖f‖Lp(Ω) (2.26)
where the constant Cp(Ω, α∗) > 0 is independent of α.
Proof. The existence of a unique solution and the corresponding estimate for p > 2 is done
in Theorem 2.1 and Theorem 2.3 respectively. Now suppose that 1 < p < 2. We first discuss
the estimate and then the existence of a solution.
(i) Estimate I: Let g ∈ C∞0 (Ω) and v ∈ W
1,p′(Ω) be the solution of Lv = div g in Ω
and ∂v∂n + αv = 0 on Γ. Since p
′ > 2, from Theorem 2.3, we have
‖v‖W 1,p′ (Ω) ≤ Cp(Ω, α∗)‖g‖Lp′ (Ω).
Also if u ∈ W 1,p(Ω) is a solution of (1.1) with F = 0, g = 0, using the weak formulation of
the problems satisfied by u and v, we have∫
Ω
f · ∇v =
∫
Ω
g · ∇u
which gives,
|
∫
Ω
g · ∇u| ≤ ‖f‖Lp(Ω)‖∇v‖Lp′ (Ω) ≤ ‖f‖Lp(Ω)‖v‖W 1,p′ (Ω)
and hence,
‖∇u‖Lp(Ω) = sup
06=g∈Lp′ (Ω)
|
∫
Ω∇u · g|
‖g‖Lp′ (Ω)
≤ Cp(Ω, α∗)‖f‖Lp(Ω).
19
(ii) Estimate II: Next we prove that
‖u‖Lp(Ω) ≤ Cp(Ω, α∗)‖f‖Lp(Ω). (2.27)
For that, from Proposition 2.11, we get for any ϕ ∈ Lp
′
(Ω), the unique solution w ∈W 1,p
′
(Ω)
of the problem {
Lw = ϕ in Ω
A∇w · n+ αw = 0 on Γ
satisfies
‖w‖W 1,p′ (Ω) ≤ Cp(Ω, α∗) ‖ϕ‖Lp′ (Ω).
Therefore using the weak formulation of the problems satisfied by u and w, we obtain,∫
Ω
u ϕ =
∫
Ω
udiv(A(x)∇)w = −
∫
Ω
A(x)∇u · ∇w +
∫
Γ
uA∇w · n = −
∫
Ω
f · ∇w
which implies
‖u‖Lp(Ω) = sup
06=ϕ∈Lp′ (Ω)
|
∫
Ω u ϕ|
‖ϕ‖Lp′ (Ω)
≤ Cp(Ω, α∗) ‖f‖Lp(Ω).
This completes proof of the estimate (2.26).
(iii) Existence and uniqueness: The uniqueness of solution of (1.1) follows from (2.26).
For the existence, we will use a limit argument. Let {fk} ∈ C
∞
0 (Ω) such that
fk → f in L
p(Ω)
and uk ∈W
1,p′(Ω) be the unique solution of{
Luk = div fk in Ω
(A∇uk − fk) · n+ αuk = 0 on Γ
(2.28)
Note that uk ∈W
1,p(Ω) since p′ > 2. Also from (i) we have,
‖uk‖W 1,p(Ω) ≤ Cp(Ω, α∗) ‖fk‖Lp(Ω)
and
‖uk − uℓ‖W 1,p(Ω) ≤ Cp(Ω, α∗) ‖fk − fℓ‖Lp(Ω).
Thus it follows uk − uℓ → 0 in W
1,p(Ω) as k, ℓ → ∞ i.e. {uk} is a Cauchy sequence in
W 1,p(Ω). Then as W 1,p(Ω) is a Banach space, there exists u ∈W 1,p(Ω) such that
uk → u in W
1,p(Ω)
satisfying
‖u‖W 1,p(Ω) ≤ Cp(Ω, α∗) ‖f‖Lp(Ω).
Clearly u also solves the system (1.1). 
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Proposition 2.13 (W 1,p(Ω) estimate with RHS F ). Let Ω be a C1 bounded domain in
R3, p ∈ (1,∞), F ∈ Lr(p)(Ω) and g ∈W−
1
p
,p
(Γ). Suppose that the coefficients of the operator
L, defined in (1.2), are symmetric and in VMO(R3). Then the solution u ∈W 1,p(Ω) of the
problem {
Lu = F in Ω
A∇u · n+ αu = g on Γ
(2.29)
satisfies the following estimate:
‖u‖W 1,p(Ω) ≤ Cp(Ω, α∗)
(
‖F‖Lr(p)(Ω) + ‖g‖W−
1
p ,p(Γ)
)
(2.30)
where the constant Cp(Ω, α∗) > 0 is independent of α.
Proof. It suffices to prove the estimate since the existence and uniqueness of u follows from
the same argument as in Proposition 2.12.
(i) Estimate I: Let f ∈ C∞0 (Ω) and v ∈ W
1,p′(Ω) be the weak solution of Lv = div f
in Ω and (A∇v − f) · n+ αv = 0 on Γ. By Proposition 2.12, we then have
‖v‖W 1,p′ (Ω) ≤ Cp(Ω, α∗)‖f‖Lp′ (Ω).
Also, if u ∈ W 1,p(Ω) is a solution of (2.29), from the weak formulation of the problems
satisfied by u and v, we get∫
Ω
f · ∇u =
∫
Ω
A(x)∇u · ∇v +
∫
Γ
αuv = −
∫
Ω
Fv + 〈g, v〉Γ .
This implies
|
∫
Ω
f · ∇u| ≤ ‖F‖Lr(p)(Ω)‖v‖L(r(p))′ (Ω) + ‖g‖W−
1
p ,p(Γ)
‖v‖
W
1
p ,p
′
(Γ)
≤ Cp(Ω)
(
‖F‖Lr(p)(Ω) + ‖g‖W−
1
p ,p(Γ)
)
‖v‖W 1,p′ (Ω)
since 1(p′)∗ =
1
p′ −
1
3 =
1
(r(p))′ for p >
3
2 and W
1,p′(Ω) →֒ L∞(Ω) when p < 32 . Thus,
‖∇u‖Lp(Ω) = sup
06=f∈Lp′ (Ω)
∣∣∫
Ω∇u · f
∣∣
‖f‖Lp′ (Ω)
≤ Cp(Ω, α∗)
(
‖F‖Lr(p)(Ω) + ‖g‖W−
1
p ,p(Γ)
)
.
(ii) Estimate II: Next we prove the following bound as done in (2.27):
‖u‖Lp(Ω) ≤ Cp(Ω, α∗)
(
‖F‖Lr(p)(Ω) + ‖g‖W−
1
p ,p(Γ)
)
(2.31)
except that we do not need to assume p < 2 here as in (2.27). For any ϕ ∈ Lp
′
(Ω), there
exists a unique w ∈W 1,p
′
(Ω) solving the problem{
Lw = ϕ in Ω
A∇w · n+ αw = 0 on Γ
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and satisfying
‖w‖W 1,p′ (Ω) ≤ Cp(Ω, α∗)‖ϕ‖Lp′ (Ω).
(For p < 2 the above estimate can be proved by the exact same argument as in Proposition
(2.12)). Finally we may write,∫
Ω
u ϕ =
∫
Ω
u Lw =
∫
Ω
Lu w −
∫
Γ
(A∇u · n)w +
∫
Γ
u(A∇w) · n =
∫
Ω
Fw − 〈g,w〉Γ
which yields as before
‖u‖Lp(Ω) ≤ Cp(Ω, α∗)
(
‖F‖Lr(p)(Ω) + ‖g‖W−
1
p ,p(Γ)
)
and thus we obtain (2.31). 
Proof of Theorem 1.1. Let u1 ∈W
1,p(Ω) be the weak solution of{
div(A(x)∇u1) = divf in Ω
(A∇u1 − f) · n+ αu1 = 0 on Γ
given by Proposition 2.12 and u2 ∈W
1,p(Ω) be the weak solution of{
div(A∇u2) = F in Ω
A∇u2 · n+ αu2 = g on Γ
given by Proposition 2.13. Then u = u1 + u2 is the solution of the problem (1.1) which also
satisfies the estimate (1.7). 
Next we prove uniform Hs bound for s ∈ (0, 12 ).
Proposition 2.14. Let Ω be a Lipschitz bounded domain in R3, g ∈ L2(Γ) and α is a
constant. Suppose that the coefficients of the operator L, defined in (1.2), are symmetric and
in VMO(R3). Then the problem{
Lu = 0 in Ω
A∇u · n+ αu = g on Γ
(2.32)
has a solution u ∈ H3/2(Ω) which also satisfies the estimate
‖u‖H3/2(Ω) ≤ C(Ω)‖g‖L2(Γ). (2.33)
Proof. A solution u ∈ H1(Ω) of the problem (2.32) satisfies the variational formulation:
∀ϕ ∈ H1(Ω),
∫
Ω
A(x)∇u · ∇ϕ+
∫
Γ
αuϕ =
∫
Γ
gϕ.
Multiplying the above relation by α and substituting ϕ = u, we get
α
∫
Ω
A(x)∇u · ∇u+ ‖αu‖2L2(Γ) = α
∫
Γ
gu ≤ ‖g‖L2(Γ)‖αu‖L2(Γ)
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and thus
‖αu‖L2(Γ) ≤ ‖g‖L2(Γ).
Now from the regularity result for Neumann problem [12, Theorem 2], we obtain
‖u‖
H
3
2 (Ω)
≤ C(Ω)‖g − αu‖L2(Γ) ≤ C(Ω)‖g‖L2(Γ)
which gives the required estimate. 
Theorem 2.15 (Hs(Ω) estimate). Let Ω be a Lipschitz bounded domain in R3, s ∈ (0, 12)
and α is a constant. Then for g ∈ Hs−
1
2 (Γ), the problem (2.32) has a solution u ∈ H1+s(Ω)
which also satisfies the estimate
‖u‖H1+s(Ω) ≤ C(Ω)‖g‖Hs−
1
2 (Γ)
.
Proof. We obtain the result by interpolation between H1(Ω) and H
3
2 (Ω) regularity results in
Theorem 2.1 and Proposition 2.14 respectively. 
3 Estimate for strong solution
Theorem 3.1 (W 2,p(Ω) estimate). Let Ω be a C1,1 bounded domain in R3, p ∈ (1,∞) and
α be a constant. Then for F ∈ Lp(Ω) and g ∈W 1−
1
p
,p
(Γ), the solution u of the problem

∆u = F in Ω,
∂u
∂n
+ αu = g on Γ
(3.1)
belongs to W 2,p(Ω) and satisfies the following estimate:
‖u‖W 2,p(Ω) ≤ Cp(Ω, α∗)
(
‖F‖Lp(Ω) + ‖g‖
W
1− 1p ,p(Γ)
)
(3.2)
where the constant Cp(Ω, α∗) > 0 is independent of α.
Remark 3.2. We can in fact show the existence of u ∈ W 2,p(Ω) for more general α, not
necessarily constant; in particular for α ∈W 1−
1
q
,q
(Γ) with q > 32 if p ≤
3
2 and q = p otherwise.
Proof. For the given data, there exists a unique solution u of (3.1) in W 1,p(Ω), by Theorem
1.1. Then it can be shown that in fact u belongs to W 2,p(Ω) by Neumann regularity result
using bootstrap argument. But concerning the estimate, we do not obtain a α independent
bound on u, using the estimate for Neumann problem. So we consider the following argument.
As Γ is compact and of class C1,1, there exists an open cover Ui i.e. Γ ⊂ ∪
k
i=1Ui and
bijective maps Hi : Q→ Ui such that
Hi ∈ C
1,1(Q), J i := H−1i ∈ C
1,1(Ui), Hi(Q+) = Ω ∩ Ui and Hi(Q0) = Γ ∩ Ui
where we denote
Q = {x = (x′, x3); |x
′| < 1 and |x3| < 1}
Q+ = Q ∩ R
3
+
Q0 = {x = (x
′, 0); |x′| < 1}.
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Then we consider the partition of unity θi corresponding to Ui with supp θi ⊂ Ui. So we can
write u =
∑k
i=0 θiu where θ0 ∈ C
∞
c (Ω). It is easy to see that vi = θiu ∈ W
2,p(Ω ∩ Ui) and
satisfies: 

∆vi = θiF + 2∇θi∇u+ u∆θi =: fi in Ω ∩ Ui
∂vi
∂n
+ αvi = g +
∂θi
∂n
u =: hi on ∂(Ω ∩ Ui).
Precisely, we have, for all ϕ ∈W 1,p
′
(Ω ∩ Ui),∫
Ω∩Ui
∇vi · ∇ϕ+ α
∫
Γ∩Ui
viϕ = −
∫
Ω∩Ui
fiϕ+
∫
Γ∩Ui
hiϕ (3.3)
where fi ∈ L
p(Ω) and hi ∈W
1− 1
p
,p
(Γ). Now to transfer vi|Ω∩Ui to Q+, set wi(y) = vi(Hi(y))
for y ∈ Q+. Then,
∂vi
∂xj
=
∑
k
∂wi
∂yk
∂J ik
∂xj
.
Also let ψ ∈ H1(Q+) and set ϕ(x) = ψ(J
i(x)) for x ∈ Ω ∩ Ui. Then ϕ ∈ H
1(Ω ∩ Ui) and
∂ϕ
∂xj
=
∑
l
∂ψ
∂yl
∂J il
∂xj
.
Thus, putting these in (3.3), we obtain under this change of variable, for all ψ ∈ H1(Q+),∫
Q+
akl(x)
∂wi
∂yk
∂ψ
∂yl
+ α
∫
Q0
wiψ = −
∫
Q+
f˜iψ +
∫
Q0
h˜iψ (3.4)
with akl(x) =
∑
j
∂Jik
∂xj
∂Jil
∂xj
|detJac Hi|, f˜i = fi ◦ J
i and h˜i = hi ◦ J
i. Here det Jac Hi denotes
the determinant of the Jacobian matrix of Hi. Note that akl ∈ C
0,1(Q+), f˜i ∈ L
p(Q+) and
h˜i ∈ W
1/p′,p(Q0). Also (3.4) is a Robin problem of the form (1.1) for wi on Q+, since wi
vanishes in a neighbourhood of ∂Q+ rQ0.
For notational convenience, in this last part, we omit the index i i.e. we simply write w
instead of wi. Now denoting ∂j =
∂
∂xj
, we see that zi := ∂iw, i = 1, 2 solves the following
problem {
div(A∇zi) = div(f˜ei)− div(∂iA∇w) in Q+
(A∇zi − f˜ei) · n+ αzi = −(∂iA∇w) · n+ ∂ih˜ on Q0
(3.5)
where ei is the unit vector with 1 in i
th position Thus, we can apply Theorem 1.1 for the
above system and may conclude
‖zi‖W 1,p(Q+) ≤ Cp(Q+)
(
‖f˜‖Lp(Q+) + ‖∂iA(x)∇w‖Lp(Q+) + ‖∂ih˜‖W−
1
p ,p(Q0)
)
which yields, for all i, j = 1, 2, 3 except i = j = 3,
‖∂2ijw‖Lp(Q+) ≤ Cp(Q+)
(
‖f˜‖Lp(Q+) + ‖w‖W 1,p(Q+) + ‖h˜‖
W
1
p′
,p
(Q0)
)
. (3.6)
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Now to show the estimate for ∂233w, we can write from the equation (3.4) (omitting the index
i),
∂233w =
1
a33
(
f˜ − aij ∂
2
ijw − ∂iaij ∂jw
)
in Q+.
But since J is an one-one map, a33 6= 0 and thus together with (3.6), we obtain the same
estimate (3.6) for ∂233w. Therefore, we can conclude, for all i = 1, ..., k,
‖v‖W 2,p(Ω∩Ui) ≤ Cp(Ω)
(
‖F‖Lp(Ω) + ‖g‖
W
1− 1p ,p(Γ)
+ ‖u‖W 1,p(Ω)
)
and consequently (3.2), using W 1,p-estimate result. 
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