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Abstract 
We introduce a system of "classical" polynomials of simultaneous orthogonality, study the differential equation of 
third order, recurrence relation and precise the ratio asymptotic and zeros distribution of polynomials. 
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I. Introduction 
Let p 1, ]~2, ..., ~p be positive Borel measures on the real line with the supports A 1, A 2, ' " ,  A p 
and ~--(n l ,n2,  . . . ,  rip) a vector-index (nj ~> 0). The polynomial of simultaneous orthogonality 
Q. associated with ri is defined by the following simultaneous orthogonality relations: 
f Q,(x)xkd~(x)=O, k=0,  1, n j -  1, j= l ,  2, . . . ,p,  (1) 
) 
where degQ~ ~< n := nl + ri2 -k- "'" + rip. The relations (1) are well known in simultaneous rational 
(Hermite-Pad6) approximations for a systems of Markov functions (see for example 1-21, 10, 18, 19-1). 
The polynomials Q~ are also known as vector orthogonal polynomials [12, 24-1. For p = 1 we have 
the usual orthogonal polynomials. In this case one class of polynomials i of special interest. This is 
the class of classical orthogonal polynomials well known by their applications. Recently new 
classes of "classical" orthogonal polynomials were introduced and investigated in connection with 
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some physical models (see the surveys [20, 2, 8] and the references there). The term "classical" is 
usually associated with some specific properties of orthogonal polynomials: differential equation of 
second order, Pearson equation for the weight-function, recurrence relation for the derivatives of 
polynomials and so forth. In the case of polynomials of simultaneous orthogonality there is 
nogeneral agreement of what is "classical". For p = 2 one class of "classical" polynomials of 
simultaneous orthogonality was introduced in [11]. The polynomials of [11] are orthogonal with 
respect o linear functionals defined on the set of polynomials, but these functionals are not positive 
definite and we have not really the simultaneous orthogonality relations (1) with respect o positive 
measures/~ and/~2- Another approach was proposed in [17]. In this paper we extend the class of 
[-17], obtain the differential equation of third order, study the recurrence relations and precise the 
ratio asymptotic and zeros distribution of polynomials. 
2. Polynomials of simultaneous orthogonality 
In this section we recall some properties of polynomials of simultaneous orthogonality (see the 
complete proofs in [21]). First note that for a given vector-index ti a polynomial Q, always exist but 
is not unique even if we add a normalization condition. There are two general cases where the 
polynomial is unique (up to constant factor). This is the so-called Angelesko case and Nikishin case. 
For Angelesko case the supports Aj of measures/~1,/~2, . . . , /% are disjoint and one can prove that 
polynomial Q, has exactly nj simple zeros on the interval A j, j = 1,2, . . . ,p.  This implies the 
following: 
Lemma 1. I f  Aic~Aj = O for i,j = 1 ,2 , . . . ,p  then for all ~ = (nl ,nz, . . . ,np)  one has 
fA Qn(x)x"~dlz j ~: O, j = 1, 2, . . . ,p .  
J 
The statement of lemma means some normality of the table of polynomials and implies the 
uniqueness property. In this paper we are interested in the case p = 2 and in the sequence of 
polynomials Qn associated with the sequence of indexes 
(0,0), (1,0), (1, 1), (2, 1), (2,2), (3,2), ... (2) 
In this case the polynomials are defined by only one parameter n = nl + n2. We shall denote them 
by Q,, n = 0,1, 2, .... If n = 2k then ~i = (k, k) and Q, = Qk,k, for n = 2k + 1 we have vi = (k + 1, k) 
and Q, = Q k+ 1,k. In this case the Lemma 1 implies the next one: 
Lemma 2. The monic polynomials Q. associated with the sequence of indexes (2) satisfy a third order 
recurrence relation 
Q,(z) = (z + d.)Q._l(z)  + e,Q.-z(Z) + r.Q.-a(Z). (3) 
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Indeed, suppose n = 2k, then ~ = (k,k). If we put P = (z + d)Q, -1  + eQ, -2  + rQ , -3 ,  then P is 
a polynomial of degree n. It is "quasi-orthogonal": 
I :o, I. v--o,...,k-3. 
JA 1 Jz J  2 
So we have to find the coefficients d, e, r to make P orthogonal to x k- ~ on A~ and to x k-z,  x k- 1 on 
A2. It is possible by Lemma 1. By uniqueness we have P = Q,. The proof is the same for 
n = 2k + 1. In general case the recurrence relation is of order (p + 1) [21]. 
It is not difficult to calculate the coefficients of recurrences (3) from orthogonality relations (1). 
Let us introduce the notations 
and 
A(kJ) = fa Qk 'k (X)xkdp i ' J=  1, 2, A~3)= fA 
j 1 
Qk,k(X)xk + l dpl  
B(kJ) = I .  Qk'k- l (X)Xk- J+l  dl2j' j = 1, 2; 
j,a J 
Suppose n = 2k, then we have from Lemma 2: 
QR,k(Z) = (Z + d2k)Qk,k-l(Z) + ezkQk- l ,k - l (Z )  + r2kQk-l,k-2(Z). 
To calculate r2k we multiply this relation by x k-2 and take the integral over A2. To get e2k we 
multiply the same relation by x k- ~ and take the integral over A 1. Thus we obtain 
B(I_) 
r2k A(1) • 
k-1  
A(k2) ) A (2-) 1 
A(2_) 1 r2k+l B(2), 
B(3)-- fa Qk'k- I (x)xkdp2" 
2 
(4) 
(5) 
e2k + 1" (6) 
B(R2) ( Bk(') 
r2k = B(2) , e2k = B(1) 
k-1  k - i  
In the same way we get: 
A(1) ( 
r2k+l- -  A(k~ 1, e2k+l--- 
(B(k3)_l B(k3'N~ A(k2)l 
d2k = I "~-  e2k, 
(A (k3_)1 A(k3)~ B (1) 
d2k+ 1 = - A~.I) -- - -  
3. A systems of "classical" polynomials of simultaneous orthogonality, p = 2 
We consider two intervals A1 = [a,0], d 2 = [0,1] ( - -1 ~<a<0)  and two measures #1,/~2 
defined by 
dl~l = Ih(x) ldx on A1 and d/~2 = Ih(x) ldx on A2 
where h(x) = (x - a) '(x - 1)axr(a, fl,7 > - 1). The intervals A1 and A1 have one common end 
point z = 0. As was shown in I-5] this situation is a model for a general one of two disjoint intervals. 
Let Q, = Q.(a, fl, y lz) be the sequence of polynomials of simultaneous orthogonality associated 
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with the sequence of index (2). Our main tool to study polynomials Q, is the Rodrigues formula for 
them. Let B(z)  = z(z - a)(z - 1) and n = 2k, then one can verify that the function 
1 d k 
F(z)  - h(z~) dz k [h (z )Bk(z ) ]  
is a polynomial of degree n = 2k simultaneously orthogonal with index (k, k) [17, 21]. So for monic 
polynomial of simultaneous orthogonality Qk,~ we have 
1 1 d k 
Qk,k(Z) : Qk,k(~, fl, 7 [Z) -- Mk h(z) dz k [h (z )Bk(z ) ] '  (7) 
where Mk is the leading coefficient of polynomial F(z).  To calculate Mk we note that B(z )h ' ( z )  = 
A(z)h(z) ,  where A(z)  := c~(z - 1)z + 19(z - a)z + 7(z - a)(z - 1), degA = 2. Then 
d j 
~xj  [ Bkh]  = Bk- jp jh  
with Pj(x) polynomial in x. The next derivative in this relation gives 
P j~I  = (k _ j )~tp j  ~_ BP~ + PA 
It implies degPj = 2j and if a) is the leading coefficient of Pj(x) then a)+ 1 = (3k - j  + s)aj, 1°o = l, 
ao = 1. Thus we obtain: 
Mk = (3k + s)(3k - 1 + s)..- (2k + 1 + s), (8) 
where s = ~ + fl + 7. For the case n = 2k - 1 we have to modify the formula (7). Indeed, one can 
verify that the function 
1 d k-1 
a(z )  - h (z )dz  k 1 [h (z )Bk - l ( z ) (  z - t)] 
is a polynomial of degree n = 2k - 1, quasi-orthogonal with respect o/ t l  and/z2, that is, G(x)  is 
orthogonal to 1,x ,x  2, . . . ,  x k-2 on A1 and on A2. By choosing the constant  properly one can 
make it really orthogonal. To do it we introduce the notations: 
;o f/ C~ j )= x JBk(x ) lh (x ) ldx ,  D~J)= x JBk(x )  lh (x ) ldx ,  (9) 
j = 0, 1, 2. Then the good choice of the constant  is 
t = t k := c~l - ) l /C (° )  1 . 
Thus for the monic polynomial Q~.k-1 we have 
1 1 d k-1 
Qk,k-  1 (Z) ~- Qk,k- 1(0~, fl, 7]Z) = Nk h(z) dz k- 1 [h(z) Bk -  l (z)(  z - tk)], (10) 
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where Nk is the leading coefficient of G(z) and tk is defined above. One can calculate Nk in the same 
way as Mk and one has 
Nk = (3k -- 2 + s)(3k - 3 + s) ... (2k + s), (11) 
where as above s = ~ + fl + 7- Note that the polynomials defined by a Rodrigues formula are 
known in the investigations ofpolynomials ystems [3, 1, 13, 16]. Our contribution is to investigate 
their properties in connection with simultaneous orthogonality. 
Remarks. The function h(z) is analytic with the branch points a, 0, 1, ~ .  In formulas (7) and (10) we 
choose the branches properly. This weight-function also satisfy the generalized Pearson differential 
equation B(z)h ' (z)  = A(z)h(z) .  
4. Differential equation 
The following theorem may be considered as a justification of term "classical" for polynomials of 
simultaneous orthogonality Q,(e, fl, y): 
Theorem 1. 2 For ~ = fi = y = 0 the polynomial Ok,k(X) satisfies the differential equation 
x (x  - 1)(x - a)Y ' "  + (6x  2 - 4(a + 1)x + 2a)Y"  
+ (k - 1)(k + 2)( - 3x + a + 1)Y' - 2k(k 2 + 3k + 2)Y = 0. 
Proof. The differential equation can be written as 
BY ' "+2B'Y"+B"Y '  k (k+l )B"Y ' -2k(k+l ) (k+2)Y=O,  
2 
where as above B(x)  = x (x  - a)(x - 1). Let Yk = [Bk(x)] (k) = MkQk,k and 
P = By;," + 2B'y'k' + B"y'k 
k(k + 1) k(k + 1) 
- -  B " y 'k = (By'k)" - -  B " y 'k . 
2 2 
Then P is a polynomial of degree 2k with leading coefficient 2Mkk(k + 1)(k + 2). If we prove that 
P(x)  is orthogonal to 1, x, x z, ..., x k- 1 on A 1 and A2 then by uniqueness we can conclude that 
P = 2k(k + 1)(k + 2)yk and theorem follows. One has (integration by part): 
f,~ (By'k) 'x~dx = (B'y'kx~) A and f,j B"y'kX~dx = (B"ykx ~) 
2 We realized, after submitting this paper for publication, that he differential equation i  the general case was given in 
[133. 
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for v = 0, 1,2, . . . ,  k - 1 and A = A1,A2. It implies for the same v: 
f~P(x )x~dx=IB 'Y [ ' -k (k  + B'yk I xv 
A 
The orthogonal ity follows from the following: 
Lemma 3. For all k >1 1 
[B'y~, k (k+l )  B"yk] [2  x=,,o.1 =0.  
Proof. for k = 1 we have B'y ' I -  B"y~ = B 'B" -B"B '= 0 so the lemma holds. Suppose by 
induction that the lemma is valid for k - 1, that is 
B'[Bk-X] (k) k (k -1 )B ' [Bk - t ] tk -X)=O for x = a,0, 1. 
2 
Then we get from the Leibnitz formula: 
Yk = [BBk-1]  (k) = B[Bk-1]  (k) d- Clk B ' [Bk - l j (k -X)  + C2B"[Bk-1]  (k-2) 
+ CaB"'[Bk-1] (k-a), 
y~, = [BBk- I](k+ l) = B[Bk-1](k+ l) + C~+ I B'[Bk-1] (k) + C2+ IB"[Bk-1] (k-l) 
-t- I-~k+ 1 '1"3  l~,,,[Bk-1](k-2) 
Polynomials B(x) and [Bk-l(x)] (k-j) have zeros at x = a, 0, 1 fo r j  i> 2 and so 
2 = B'y~,_ 1 ~ B'yk-1 = O. 
1 
The lemma and the theorem are proved. [] 
5. Recurrence relations 
In this section we study the coefficients of recurrence relations (3) for the introduced polynomials 
Q,(z) = Q,(a, fl, ~[z). Our conclusions is: 
Theorem 2. The recurrence relations for Q,(~, fl, 71z) are limit periodic with period 2, more precisely 
a+l  2 a+l  2 
d2k-*d (2) . -  x2, d2k+l ~d(X) :  = xx, 
9 3 9 3 
4 
eEk~e ( : ) :=-~(a  2 -a+l ) ,  
4 
e2k+ 1 -~ e tl) := -- 8-~ ( a2 -- a + 1), 
r2k--.rt2):= ~---~B(x2), r2k+l--.rtl):---- ~---~B(x1), 
where Xx,X2 are the solutions of the equation B'(x) = 0 with a < xl < 0 and 0 < x2 < 1. 
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Proof. Using the notations (9) and formulas (7) and (10) we can calculate A~ j), B(k j), j = 1, 2, 3: 
A~t)_ ( -  1)kk!c~O) ' A~Z)_(-1)kk!D~O) ' A~a)=( -1 )k (k+l ) !c~2)  ' 
Mk Mk 2Mk 
F(0) t~(2) to(1) g,(i) 
__  t - ' k -  l * ' "k -1  " Jk -  l " - "k -1  B(k 1) ( - -  1)k-lk! 
' 
n(1) r~(O) D~°)_IC~I _) Btk2) = ( - -  1 )k - l (k -  1)! "-'k-X'.~k-1 -- i 
Nk C(°_) 1 ' 
__  t ' k - l~ 'k -1  - -  t . . , k_ l t~ ,k_ l  Bk ~31 (_  1)k-lk! t-(o) n (2)  ,..~1) n(1)  
Nk C~°_) 1
This allow us to get the asymptotic of recurrence coefficients. We need the following lemma: 
Lemma 4. The followin9 asymptotics holds (j = 0, 1, 2) 
• (2nS(X l )  x~ i/2 C~J)~xl Ih(x~)l [B (x1) ]  k _ . ~ ~ ) j  , 
• (2~B(xz)  ~t/2 
D(kJ)~xJ2 Ih(x2)[ [ B (x2) ]k  _ - -  kB"(x2)J ' 
where as above xa,x2 are the solutions of the equation B'(x) = 0 with a < xl  < 0 and 0 < x2 < 1. 
Proof. We use the Laplace method for asymptotics of integrals (see [9]). We have for example: 
:= f ;  xJBk(x)lh(x)ldx = Bk(xl) f ;  xJ lh(x)lexp[kl°g(B(x)/B(xx))]dx" C~ j) 
The functions 9j(x) = x~lh(x)l, f (x )  = log(B(x)/B(xl)) satisfy the conditions of Laplace method 
([9, p. 66]) and we get 
C~J )=Bk(x l )L , / -~+~+O . (12) 
~ w 
For the coefficients of asymptotic d(j ), d~ j) we use the formulas [9]: 
d(J)= ~/-a2rt  b(oJ), 
d]j) _ 1 [b(j ) aZF(3/2) _ az(aab]j ~ + a4b(oJ))F(5/2) + (1/2)b~oJ)a~F(7/2)], ( -- az)5t z 
wheref(x)  = a2(x -  xl)  2 + aa(x -  xl)  3 + a4(x -  xl)  4 + ... and 9j(x) = b(o j) + b]S)(x- xl)  + 
b(zJ)(x - xx) 2 + ... The same is valid for D(k s), we have to replace [a,0] by [0, 1] and xl by x2. The 
lemma follows after a correct calculation. [] 
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To get the limits of recurrence coefficients we apply the formulas (4)-(6), (8), (11) and the 
asymptotics of C~ j), D~ ~). Really the first term of asymptotic in (12) is sufficient o calculate the 
limits, only for ezk we use the second term and the following relation 
r(°)r{2) F(1)F(1) 4nB2k+2(Xl) = 2(~2 (~2))  
"--~k t-~k --  t-~k t -~k  [B , t (X1) ]2  Ih (xx) l  + o . 
The theorem is proved. Note that the limits of recurrence coefficients do not depend on e,//, 7. [] 
Remark. For a =-  1 the statement of theorem was used in [6]. 
6. Asymptotic of ratio. Zeros distribution 
For general Angelesko system the distribution of zeros of polynomials of simultaneous ortho- 
gonality was investigated in [14]. The measures of distribution of zeros are the solutions of some 
equilibrium problem for their complex logarithmic potentials (see [14, 21]). As was shown in [5] 
this equilibrium potential problem can be reduced to investigation of an associated algebraic 
function. The strong or power asymptotics of polynomials of simultaneous orthogonality was 
studied in [4, 7, 23]. The method of investigation is based on some extremal problems in the Hilbert 
spaces of analytic functions. All these results are valid for the system { Q,(~,/~, 7]z)}. In this section 
we use Theorem 2 to precise the asymptotics of ratio Q,+ 1/Q,. First note that we can obtain from 
(3) the third order recurrence for polynomials Q,, Q,_ 2, Q n-4, Qn-6: 
Qn(z) = R~nl)(z)Qn-2 q- R~,Z)(z)Q,-4 + R(,3'(z)Q,-6, (13) 
where R~, j), j = 1, 2, 3 are rational functions in z. The advantage of these recurrences is that there 
are limit periodic with period 1. More precisely, using Theorem 2 one can verify that Vz ~ C 
limR~ ~) = Px(z):= [z 2 - (2/3)(1 + a)z - (1/27)(a 2 - 10a + 1)], 
limR~ z) = P2(z):= (2/9)3[(a 3 - 4a 2 + a) + ( -  2 + 3a + 3a 2 - 2a3)z], 
l imR, ~3) = P3(z):= - 2(2/27)3(a 2 - 2a 3 + a4). 
Thus, one can associate with (13) the following algebraic function 
w 3 - Pl(z)w 2 - P2(z)w - P3 = 0. (14) 
The function w(z) has the branch points at a, 0, 1, and at the point z,, where [18] 
1 (a+l )  3 
Za-9  aZ_a  + 1 
All these branch points are of second order. One branch of w(z) has a poles of order 2 at infinity 
and two others branches have there a simple zeros. If we denote its by W o(Z), w l(Z), and w3 (z) then 
Wo(Z) is meromorphic n extended complex plane C with the cuts over [a,0] and [za, 1], wl(z) is 
holomorphic in C with the cut over [a,0] and Wz(Z) is holomorphic in C with the cut over [z,, 1]. 
All these facts can be proved by analysis of equation for w (see [17]). Now we are able to state. 
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Theorem 3. Vz ¢ [a, 0] w [Za, 1], 
lim Qk,k(Z) -- lira Qk+l,k(Z) 
k--*oc 0k l ,k- l(z) k-~oo Qk,k- l (Z)  
and 
- wo(z )  
lim Q2k __ (z + d(2))Wo(Z) + r (2) lim --Q2k+l _ (z + d(n)Wo(Z) + r (1) 
k~o~Q2k-i Wo(Z)+e (2) ' k-~ Q2k Wo(z)+e (1) 
Proof. To prove the first relation we can use the result on asymptotics of polynomials of 
simultaneous orthogonality from [4] (really we use only one part of the general result). According 
to this result there is an algebraic function of third order ~(z), such that outside the interval [a, 1] 
one has 
lim Qk,k(Z) -- 490(Z), 
k-.,~ Qk 1,k-l(Z) 
where 4~ 1 (z) is the branch of ~(z) with the double pole at infinity. If we go to limit (n ---, o~) in the 
recurrence (13) we obtain immediately 
~0 3 -- p1~2- -  P2~o-  P3 =0" 
So @o(Z) = Wo(Z) and the statement follows. In the same way we obtain the asymptotics of ratio 
Q, + 2/Q,, n is odd. For the second line of asymptotics of the theorem we use the recurrence (3) and 
Theorem 2. [] 
According to general result of [ 14] the zeros of polynomials Qk, k and Q k + 1, k are concentrated on 
two intervals [a, 0] and [za, 1]. The zeros distribution does not depend on ~, fl, 7 and it is defined by 
the functions wl and w2 on intervals [a,0] and [0, 1] respectively. Note that the limit of ratio 
Q,+ I /Q, does not exist. Eq. (14) was already introduced in [18] and used in [5] in connection with 
some vector continued fractions. 
Remark 1. It is possible to get the exact asymptotics of polynomials Qk,k, Qk,k-1 using the 
Rodrigues formulas (7), (10) and Darboux method (see [17] for the case a = - 1). The result is of 
the same form as in the general case: 
Ok,k(z)  = Ck[wo(z ) ]kF (z ) [1  + = + 
where Ck, B, are a constants, F(z), G(z) are analytic in the exterior of two intervals [a,0] and 
[za, 1]. These functions can be calculated exactly and thus the full asymptotics for our classical 
systems of polynomials may be given. In this section we restricted our attention to the asymptotics 
of ratio of polynomials by simplicity of presentation. 
Remark 2. It is interesting to compare the results, on asymptotics of ratio with Poincarb theorem 
for recurrence equations (see [15 ]). The statement of Poincar~ theorem is essentially the following: 
If the coefficients a~, j) of recurrence quation 
Y. + a~l~Y._, + a.t2)y._2 + .-. + a~d'y~-d = 0 
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have a limit a~, j) ~ a ~j), j = 1, 2 , . . . ,  d and all zeros of characteristic equation 
w a + a(1)w a-1 + a(Z)w a-2 + ... + a (d) = 0 (15) 
are of different modulus, then for each solution Y, there is a limit of ratio 
Y, 
lim - w, 
n-'*oO Yn-- 1 
where w is one of the zeros of algebraic equation (15). There are two difficulties of application of this 
theorem in our case. First is the choice of zero w of associated algebraic equation (that is the choice 
of the branch of associated algebraic function). The second is connected with the curves of equal 
modulus of the algebraic function w(z). Our conjecture is that in the case of limit periodic 
recurrences of the type (3) the equality lim Y.  + 1 (z ) /Y , ( z )  = wj(z), n E A with the same branch wj(z)  
holds on the resolvent set of associated ifference operator. 
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