The trajectory of a single protein in the cytosol of a living cell contains information about 12 its molecular interactions in its native environment. However, it has remained challenging to 13 accurately resolve and characterize the diffusive states that can manifest in the cytosol using 14 analytical approaches based on simplifying assumptions. Here, we show that multiple intracellular 15 diffusive states can be successfully resolved if sufficient single-molecule trajectory information is 16 available to generate well-sampled distributions of experimental measurements and if 17 experimental biases are taken into account during data analysis. To address the inherent 18 experimental biases in camera-based and MINFLUX-based single-molecule tracking, we use an 19 empirical data analysis framework based on Monte Carlo simulations of confined Brownian 20 motion. This framework is general and adaptable to arbitrary cell geometries and data acquisition 21 parameters employed in 2D or 3D single-molecule tracking. We show that, in addition to 22 determining the diffusion coefficients and populations of prevalent diffusive states, the timescales 23 of diffusive state switching can be determined by stepwise increasing the time window of 24 averaging over subsequent single-molecule displacements. Time-averaged diffusion (TAD) 25 analysis of single-molecule tracking data may thus provide quantitative insights into binding and 26 unbinding reactions among rapidly diffusing molecules that are integral for cellular functions.
Introduction 30
The ability to probe the positions and motions of single molecules in living cells has made 31 single-molecule localization and tracking microscopy a powerful experimental tool to study the Molecular displacements were computed as the Euclidean distance between subsequent 153 localizations of the same molecule using a distance threshold of 2.5 µm. Displacements were 154 linked into a trajectories and considered for further analysis only if at least 3 subsequent (i.e. 155 localizations in adjacent frames) displacements were available. In addition, if two or more 156 localizations were present in the cell simultaneously during the length of the trajectory, the 157 trajectory was discarded. These steps minimized miss-assignment of two or more molecules to the 158 same trajectory (37) . 159 To obtain apparent diffusion coefficients for a given trajectory, its Mean Squared (1) 162 where N is the total number of localizations in the trajectory and xn is the position of the molecule 163 at time point n. The apparent diffusion coefficient, D* was then computed by 164 * = 2• •∆
(2) 165 where m = 2 or 3 is the dimensionality and Δt =25 ms is the camera exposure time used in all our 166 experiments and simulations. We note that the so-estimated single-step apparent diffusion 167 coefficients and displacements do not directly take into account static and dynamic localization 168 errors (18), or the effect of confinement within the bacterial cells. We instead account for these 169 effects through explicit simulation of experimental data, as described in the following section. Monte Carlo Simulations for Camera-Based Tracking 173 Calculation of the apparent diffusion coefficients for a large number of tracked molecules 174 will result in a distribution of values even if molecular diffusion is governed by a single diffusive 175 state. In addition, for confined diffusion within small bacterial cell volumes, the movement of 176 molecules is restricted in space. Such confinement results in an overall left shift of the apparent 177 diffusion coefficient distributions for a given diffusive state (Fig 2a, dashed lines) . The shape of 178 the confined distribution is dependent on the size and shape of the confining volume. therefore limits the detection efficiency of fast diffusing molecules (Fig 2b) . 228 We simulated N = 5000 single-molecule trajectories for each of the 64 input diffusion 229 coefficients to obtain 5000 apparent diffusion coefficient estimates and 5 x 5000 = 25,000 230 molecular displacements (3D data) or 11 x 5000 = 55,000 molecular displacements (2D data). The we split diffusive states into two states with equal population fractions and diffusion coefficient 258 20% above and below the original value. We considered all state combination and splitting 259 possibilities. We used each trial vector as a starting point for non-linear least-squares fitting of 5 separate subsets of the data (using the 'fmincon' function in MATLAB). In each case, the quality 261 of the fit (quantified as the residual sum of squares) was found by comparing the quality of the fit 262 with respect to the remaining subsets (data cross-validation). The average residual sum of squares 263 was used to quantify the quality of the fit corresponding to a given trial vector. This method yielded 264 multiple trial vectors given the number of diffusive states.
265
For each number of diffusive states, only the trial vector with the best quality of fit was 266 retained. The optimal number of states was then determined by identifying the last trial vector for 267 which adding an additional state resulted in at least a 5% improvement in the quality of the fit.
268
Finally, this trial vector was then used as the starting point to fit the full data set using non-linear 
Modeling State Transition Simulation 301
To address the effect of a dynamic equilibrium between two diffusive states, we simulated 302 trajectories for which one or more state transitions take place during a single-molecule trajectory.
303
3D state-switching trajectories were simulated with track lengths of 5 displacements. 2D
304
MINFLUX state-switching trajectories were simulated with track lengths of 99 displacements. We (4).
314
Thus, the time spent in a given state is given by
where the value of p(t) was a value between 0 and 1 randomly chosen from a uniform distribution.
317
This process was repeated, allowing the molecule to switch back and forth between the two states, 318 until the total amount of time reached the total length of the trajectory. State-switching trajectories 319 were then simulated for camera-based or MINFLUX-based tracking as described above. is best described by anomalous diffusion due to glass-like properties of the bacterial cytoplasm 368 (44).
369
The experimentally measured distributions of apparent diffusion coefficients are fit well 370 using a single diffusive state with D = 11.3 µm 2 /s (for eYFP, Fig. 3a) and D = 15.0 µm 2 /s (for 371 mEos3. 2, Fig. 3b ). The close agreement between simulations and experiment confirms that the with other cellular components. We also note that there is a small (6% or less) stationary 378 (<0.5 µm 2 /s) population for both fluorescence proteins. We find small numbers of stationary 379 trajectories in all of our single-molecule tracking datasets, which indicates that even freely 380 diffusing cytosolic proteins may become immobilized. However we did not find that that these 381 stationary molecules exhibit any subcellular preference. To determine whether diffusion coefficients are more accurately estimated by 2D or by 3D 400 tracking, we repeated the 3D DHPSF simulations using the standard PSF. We generated simulated 401 distributions of apparent 2D diffusion coefficients in the same way as for the 3D data (Materials 402 and Methods). However, the simulated 2D trajectories had twice as many displacements as the 3D 403 trajectories to provide an equivalent total photon count over the course of a trajectory. We found 404 that the resulting 2D apparent diffusion coefficient distributions are broader and their peaks are 405 systematically right-shifted compared to their 3D equivalents (Fig. 4a) . The increased left-shift of 406 the 3D distribution is due to the additional confinement of the molecule's motion in the z-407 dimension that is not measured in 2D tracking. 408 We then performed numerical fitting of simulated 2D tracking data to estimate the diffusion 409 coefficient. We found that there is a slight increase in accuracy when fitting 2D data compared to 410 3D data for a single diffusive state, particularly for fast diffusion. (Fig. 4b,c) . The improved 411 accuracy of 2D tracking may be due to the decreased similarity of the 2D distributions for fast 412 diffusion coefficients (Fig. S1) , which enables more accurate parameter estimation. (14), and short-lived ribosome binding of EF-P(13).
437
To test the resolving capability of single-molecule tracking, we simulated mixed 438 distributions of 3D displacements or apparent diffusion coefficients that contain two different 439 diffusive states. We then fit these distributions to obtain the unconfined diffusion coefficients and 440 relative population fractions of each diffusive state. By systematically varying the diffusion 441 coefficients, we assessed the error in the optimized fitting parameters for various combinations.
442
We examined both equal (50:50) and unequal population fractions (80:20) . In all cases, the 443 distributions were based on 5000 trajectories with five displacements each. We found that the 444 errors in the optimized fitting parameters increased when the diffusion coefficients were similar, 445 as evidenced by the wedge-shaped diagonal (Fig. 5a) . Slight differences in diffusion rate are thus 446 more readily resolved for slowly diffusing molecules than for faster moving ones. We reason that 447 the ability to resolve fast diffusive states is further compromised by the confinement effect, which 448 causes the distributions of apparent diffusion coefficients to become more similar in the high 449 diffusion coefficient limit (Fig. 2c) . imaging session. Thus, 5,000 trajectories can be obtained even for proteins expressed at low levels.
463
For highly expressed proteins up to 100,000 trajectories can be obtained. We therefore repeated 464 our analysis using distributions based on 100,000 trajectories. As expected, the errors in the 465 parameter estimates decreased (~7% on average) when fitting the now more thoroughly-sampled 466 distributions (Fig. S3 in the Supporting Material) . Therefore, the resolving capability improves 467 when additional measurements are available to sample the shape of experimental distributions. 
474
To test whether the above results may be extrapolated to more complex state distributions, 475 we simulated a few selected examples of mixed distributions containing three and four diffusive 476 states, maintaining N = 5000 total trajectories in each case. We found that three states can be 477 simultaneously resolved as long as their diffusion coefficients are sufficiently different and their 478 population fractions are similar ( Fig. S4a in the Supporting Material) . Again, the errors in the 479 fitting parameters increase for faster (i.e. more similar) diffusion coefficients (Fig. S4b) . In the 480 case of a 4-state population, the distribution is best fit with a 3-state results, even when the values 481 of the diffusion coefficients are well separated (Fig. S4c) . Specifically, the two fastest states are 482 combined into a single state with a correspondingly larger population fraction. The 3-and 4-state 483 simulations thus recapitulate the trends observed for binary diffusive state mixtures.
484
To test whether 2D tracking is also more discriminating when multiple diffusive states are 485 present, we constructed simulated 2-state distributions of apparent diffusion coefficients based on 486 2D data. Again, we observed only a slight increase in the accuracy of the fitting (~3%) for the 2D 487 fitting compared to 3D for a two state fitting (Fig 5b) . We therefore conclude that 2D and 3D 488 single-molecule tracking are roughly equivalent in their ability to resolve different diffusive states. 489 We note however that 3D single-molecule localization microscopy has the additional advantage 490 of providing more detailed spatial information on the subcellular locations of diffusing molecules,
491
which may provide important additional information in select cases. We also note that the above 492 analysis only pertains to diffusion of cytosolic proteins. The diffusion of membrane proteins is 493 subject to different confinement effects that may make it more appropriate to track in 3D (5). however, molecules may frequently bind to or dissociate from cognate interaction partners and 499 thereby transition between different diffusive states. The time-resolution for making single-step 500 displacement measurements (~25 ms) is shorter than the time resolution for determining apparent 501 diffusion coefficients (~5 • 25 ms = ~125 ms). We therefore hypothesized that, in the presence of 502 diffusive state switching, more accurate parameter estimates may be obtained by fitting single-step 503 displacement distributions. To test this hypothesis, we simulated distributions for two states, D1 = 504 1 µm 2 /s and D2 = 10 µm 2 /s, that can interconvert on timescales comparable to a single-molecule 505 trajectory. We then gradually decreased the average diffusive state switching time T = (k1) -1 + (k2) -
506
To fit the single-step displacement distributions, we generated a library of simulated single-step 508 displacement distributions as described before for apparent diffusion coefficients (Fig. S2) . Both 509 the apparent diffusion coefficient distributions and single-step displacement distributions were 510 then fit with their respective library. To quantify the overall accuracy of the fit, we averaged the 511 relative errors of all fitting parameters (in this case the diffusion coefficients D1 and D2 and the 512 population fractions f1 and f2 = 1 -f1. We found that, in the limit of infinitely long switching times 513 (no state transitions), both approaches produce parameter estimates with similar accuracy (Fig.   514   6a,b and Fig. S5 in the Supporting Material). As the average switching time is decreased, the 515 mean relative errors start to increase for both methods. Importantly, fitting distributions of apparent 516 diffusion coefficients produced parameter estimates that deviated sooner from the ground truth (as namely Ni = 2, 3, …, 6 and P=1…S.
553
Based on these sets of observables, we generated five new apparent diffusion coefficient 554 libraries corresponding to the five different values of Ni (on average our experimental 3D 555 trajectories are 5 displacements long). The state-switching trajectories were then re-analyzed using 556 Eqn 7 and fit with the corresponding library. Again, we used the mean relative error over all fitting 557 parameters to quantify the overall accuracy of the fit for each value of Ni (Fig. 6c) parameter fitting results (Fig. 6d) . Based on these results, we conclude that the timescale of displayed similar trends as those referenced to the ground truth ( Fig. 6e) . 574 It is clear that the dynamic range of TAD analysis improves if trajectories contain a large 575 number of displacements. However, in camera-based tracking of fluorescent fusion proteins, only 576 N = 5 or N =12 displacements can be observed on average for 3D and 2D tracking, respectively.
577
Longer trajectories can be acquired using chemical dyes (24, 56, 57) after which the mean % error increases linearly as a function of Ni. Ni,T and T are linearly correlated 600 (Fig. 7ab) . Second, the slope of the initial linear increase and the switching rate 1/T are linearly 601 correlated as well (Fig 7ac) . Based on these linear relationships, we conclude that the timescale of switching times of 0.2 and 2 ms are not included.
618
Since the ground truth is not accessible by experiment, we repeated the above analysis by 620 referencing all parameter estimates to the parameters obtained at Ni = 3 ( Fig. 7d) . Ni = 3 621 corresponds to a time resolution of 600 µs. The curves obtained by plotting the mean % deviation 622 from the Ni = 3 parameter estimates vs. Ni displayed the same characteristic linear increases as a 623 function of Ni. The onset of the linear increase Ni,T and the slope of the linear increase still 624 correlated linearly with T and 1/T, respectively (Fig. 7def) . These results show that the switching 625 rate between two diffusive states can be reliably determined by TAD analysis of 2D and 3D single-626 molecule tracking data.
628

Conclusions
629
In this work, we present and test a robust analysis method for estimating diffusive state 
