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ABSTRACT
Heuristic-based search techniques have been increasingly used
to automate different aspects of software testing. Several studies
suggest that variable interdependencies may exist in branching
conditions of real-life programs, and these dependencies result in
the need for highly precise data values (such as of the form i=j=k) for
code coverage analysis. This requirement makes it very difficult for
Genetic Algorithm (GA)-based approach to successfully search for
the required test data from vast search spaces of real-life programs.
Ariadne is the only Grammatical Evolution (GE)-based test data
generation system, proposed to date, that uses grammars to exploit
variable interdependencies to improve code coverage. Ariadne has
been compared favourably to other well-known test data generation
techniques in the literature; however, its scalability has not yet been
tested for increasingly complex programs.
This paper presents the results of a rigorous analysis performed
to examine Ariadne's scalability. We also designed and employed
a large set of highly scalable 18 benchmark programs for our ex-
periments. Our results suggest that Ariadne is highly scalable as
it exhibited 100% coverage across all the programs of increasing
complexity with significantly smaller search costs than GA-based
approaches, which failed even with huge search budgets.
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• Software and its engineering → Search-based software en-
gineering; Software testing and debugging; •Computingmethod-
ologies → Genetic algorithms;
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1 INTRODUCTION
Software testing is an important aspect of software quality assur-
ance, but it can be a laborious task to manually test a software
system. Multiple studies have shown that manual testing can con-
sume up to 50% of the overall development budget [9, 35]. These
high costs can be reduced by eliminating/minimizing the need for
human involvement from the testing process.
Many researchers [1, 3, 4, 31] have been investigating the use of
metaheuristic techniques to automate different aspects of software
testing. This field of study is often referred to as Search Based
Software Testing (SBST). SBST, in general, involves using a heuristic-
based search technique to find the required test data (set of inputs
values) that can satisfy a pre-selected test adequacy criterion e.g.
branch coverage. It has been reported in various surveys [2, 3] that,
in the field of SBST, Genetic Algorithms (GAs) [21] are the most
commonly used search algorithms and branch coverage is the most
widely adopted adequacy criterion.
Variable interdependencies often exist in the branching condi-
tions of real-life programs, e.g. a branching condition may include
a condition predicate to check if two variables have equal or re-
lated values. These facts are well established as several research
studies have reported similar findings. For example, Elshoff [15]
analyzed 120 PL/I programs and revealed that 98% of their total
conditional statements included less than two operators and 62%
of all the operators were comparison operators. This large per-
centage of comparison operators strongly suggest the presence
of dependencies among variables. This is reinforced by another
study [12] in which 50 COBOL programs were examined and it was
observed that 64% of the total condition predicates were equality
checks and 87% of the total predicates included less than 3 variables.
These studies also indicate that the branching conditions of real-life
programs are often simple in structure and contain only a small
number of variables and operators.
The presence of variable interdependencies in branching con-
ditions can make it very tough for any GA-based approach to
evolve/find test data, particularly in cases where search spaces are
vast; as, it may require highly precise values (e.g. of the form x=y=z)
to satisfy these conditions. To the best of our knowledge,Ariadne [5]
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is the only system that has the ability to exploit these variable in-
terdependencies in the process of data generation. Ariadne is a
Grammatical Evolution (GE) [37, 43] based test data generator that
uses a simple attribute grammar (detailed in Section 3) to exploit
the dependencies.
GE is a grammar-based GA that separates the search space from
the solution space. It has successfully been employed to solve differ-
ent software engineering problems from a variety of domains. The
list includes, but is not limited to, software project scheduling [13],
software effort estimation [8], integration and test order prob-
lem [29], software product line testing [28], game development [41],
failure reproduction [24] and vulnerability testing [23, 45].
It was reported in [5] that Ariadne significantly outperformed the
existing techniques of [32, 33] and [20] both in terms of effectiveness
(i.e. coverage percentage) and efficiency (i.e. number of fitness
evaluations). However, an in-depth analysis of the technique is
required to verify its scalability as no prior work has been done
to investigate how if performs for increasingly complex testing
problems.
In this paper, we present the results of our rigorous study carried
out to examine the scalability of GE-based test data generation
approach (i.e. Ariadne) in a comparison with GA-based data gener-
ation approach. The outcomes of this empirical study are twofold
as it not only investigates the scalability of Ariadne but it also vali-
dates the results presented both in [5] and [32] on a substantially
larger set of test problems. Moreover, a set of highly tunable syn-
thetic benchmark programs is made available to facilitate future
comparisons. Our benchmarks are designed while keeping in mind
the suggestions made in [30] and they comply with many of their
suggested criteria of an ideal benchmark suite. The list includes, but
is not limited to, tunably difficult, relevant, fast (in regard to fitness
evaluation), easy to implement and reproduce, precisely defined
and accessible to other implementers.
For the sake of our experimentation, we designed and employed
a large set of 18 numeric benchmark programs. Note that Ariadne
is also shown to be capable of handling programs requiring other
complex input data structures as Anjum & Ryan [5] successfully
generated test data for such real-world programs. Our synthetic
programs represent a wide variety of test problems ranging from
very simple to very complex. These programs are highly scalable
as their complexity can be controlled by tuning some complexity-
decisive features (detailed in Section 4.1). Furthermore, condition-
decision coverage is adopted as the test adequacy criterion, which is
an extended and thus more challenging variant of branch coverage.
The results of our detailed study suggest that the GE-based
test data generation approach is highly scalable as it continued
to achieve a 100% coverage across all testing problems of increasing
complexity. Our results also show that Ariadne exhibited this high
coverage while consuming very small search budgets. On the other
hand, the GA-based approach (even after consuming huge search
budgets) was only able to achieve a 100% coverage for some simpler
programs as it continued to fail for increasingly complex testing
problems.
This paper begins with an overview of search-based test data
generation approaches (Section 2), followed by an introduction
to Ariadne: A GE-based test data generation approach (Section 3).
Finally, in Section 4, we empirically evaluate and compare the per-
formances (in terms of scalability) of both GA-based and GE-based
test data generation approaches on a large selection of synthetic
benchmark problems.
2 SEARCH-BASED SOFTWARE TESTING
Structural testing is a critical component in software quality as-
surance and it inspects the internal structure of a software system.
There are multiple test adequacy criteria each of which has certain
conditions for adequacy/fulfilment. For example, condition-decision
coverage is a testing criterion which requires that every branching
condition (also referred to as decision node) as well as every condi-
tion predicate in the program must result in both possible outcomes
of TRUE and FALSE, at least once. A test adequacy criterion, if met,
ensures the absence of particular types of errors/ defects in the
code and it usually requires the program to be executed with a set
of input values (test suite).
Manually designing/finding a test suite for code coverage analy-
sis is a labor intensive task as the human testes has to design the
test suite that can result into a 100% coverage (also referred to as
full coverage). In a try to reduce the testing costs, researchers have
been working to reduce (if not eliminate) the need for human inter-
vention from the process of test data generation since 1960s [44].
Since then it has been a subject of increasing interest for the re-
searchers [19]. In [44], a random search mechanism was used to
find the required test suite from the domain of all possible inputs of
the program under test. One of the major benefits associated with
random search is its simplicity but its scalability can be a problem
when dealing with significantly complex testing problems.
A relatively more advanced SBST paradigm found in the litera-
ture is static test data generation. In this approach, some mathemat-
ical system is employed to find the test suite. Symbolic Execution
(SE) is one example of static test data generation, in which a math-
ematical model is established by replacing the program variables
with some symbolic values. The solution of this model is a set of
input values that can fulfil the chosen adequacy criteria [10, 11, 42].
In other words, SE tries to resolve variable interdependencies and
other constraints using some mathematical functions and as a re-
sult it can successfully find the test data required to execute (cover)
certain parts of the program (code). Major shortcomings associated
with SE include handling of pointers, loops, procedure calls and
complexity of constraints. Some other techniques such as domain
reduction [14] and dynamic domain reduction [36] have also been
proposed to better address some of the difficulties associated with
SE, but handling of pointers and loops remains an open problem.
Dynamic test data generation is a further refined test data gen-
eration paradigm that is proposed in the literature. This paradigm
is based on the idea of actually running the program under test
and observing its behavior. The execution behavior of the program
is then used to direct the search towards the required test data.
This paradigm was first presented in [34] and was later further
improved/extended by various researchers [16, 25–27]. All these
techniques were based on some Local Search Algorithms (LSAs)
and consequently involved the risk of stalling out in the presence
of some local minima.
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In order to avoid some of the inherent drawbacks of LSAs, some
global search based techniques have also been proposed which
majorly include GA-based techniques [22, 32, 33, 40, 48, 49] and
simulated annealing-based techniques [46, 47]. GA-based test data
generation approach (also referred to as Evolutionary Testing is
detailed in the next subsection. Further, some Memetic Algorithm
(MA)-based techniques [7, 18, 20] have also been successfully de-
ployed to combine the advantages associated with both LSAs and
GAs.
SBST techniques, in general, focus on one coverage goal at a time.
For example, the coverage of one condition or branch (decision) is
targeted at a time when trying to achieve the condition-decision
coverage. This is referred to as the current test objective However,
some proposed approaches including whole test suite generation [17,
18] andmany-objective optimization [6, 38, 39] target multiple goals
simultaneously.
2.1 Evolutionary Testing
Evolutionary Testing (ET) is a search-based testing paradigm in
which a GA is employed to find the required test data from the
domain of all possible inputs of the program under test. All individ-
uals in a GA population represent possible solutions (test data in
this case) and their fitness is measured by observing the execution
behavior of the program under test when run with the respective
test data. Note that, because the goal is to generate a set of test data,
multiple individuals (and often multiple runs) are required. The
execution pattern is monitored by means of code instrumentation
which goes hand in hand with GA's fitness/objective function as
both are designed in accordance with the choses adequacy criteria.
Multiple variations of fitness functions are proposed in the liter-
ature, but most of them calculate the fitness score based on one or
both of two criteria i.e. branch distance and control flow informa-
tion. We refer the interested reader to [25] and [48] for the detailed
description of branch distance and approximation level (a form of
control flow information) respectively.
In one of the earliest works on ET, Xanthakis et al. [49] used
a fitness function that was purely based on the criteria of branch
distance. Later, Jones et al.[22] and Pargas et al. [40] proposed
the use of control flow information in the calculation of fitness
scores. The fitness function proposed in [22] used the control flow
information only for the testing of loops (as it was primarily based
on branch distance); whereas, the fitness function proposed in [40]
was exclusively based on control flow information. To combine
the benefits associated with both of the above mentioned fitness
criteria, Wegener et al. [48] proposed a hybrid mechanism for the
calculation of fitness scores.
3 ARIADNE: GE-BASED TEST DATA
GENERATION
Ariadne [5] is a GE-based ET technique that uses a simple attribute
grammar (presented in Section 3.2) to exploit variable dependencies
and other commonly found characteristics of condition predicates to
improve the automatic test data generation. The overall mechanical
process of Ariadne is shown in Fig. 1. Amajor distinguishing feature
of Ariadne is the use of GE as a search mechanism, while other ET








































Figure 1: System Flow Diagram of Ariadne: A GE-based test
data generator.
Ariadne linearly selects its first/next-uncovered target from the
list of all search objectives (o1 to on ). In case of condition-decision
coverage, the list separately includes TRUE and FALSE outcomes of
both the branching nodes (b1 to bl ) and the condition predicates (c1
to cm ). The GE-based search process continues until either the cur-
rent objective is satisfied or the allowed search budget is exhausted.
In case of a successful run, the found/evolved test data (set of input
values) is stored as a part of final test suite. After every GE run, the
system also checks and logs any accidental coverage which is quite
common in ET. This is where a test branch other than the current
objective is accidentally found.
Some search objectives may remain uncovered at the end of a
complete Ariadne run. These targets may stay unachieved because
of two major reasons. Firstly, they can be simply infeasible and
secondly, they can be unreachable by the used search mechanism.
The effectiveness and efficiency of any ET technique can be measured
in terms of percentage of achieved target and total number of fitness
evaluations, respectively. In this paper, we have used both of these
measures to compare the performance of different ET technique.
3.1 Grammatical Evolution
GE is a type of GA that uses a problem specific grammar to separate
search space (genotype) from solution space (phenotype). Its me-
chanical process is presented as Fig. 2 which has an added step of
(grammar-based) genotype-to-phenotype mapping as compared to
a conventional GA. In is worth noting that the operations of selec-
tion, crossover and mutation are performed on the genotype while
the fitness of every individual is measured using its phenotype.
A grammar comprises four basic elements i.e. terminals (T), non-
terminals (N), productions rules (P) and a start symbol (S). Terminals
are the only constructs that can appear in the phenotype as they
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Figure 2: An overview of steps involved in Grammatical Evo-
lution.
represent the solution domain. Non-terminals on the other hand, are
intermediate constructs which are linked to sets of production rules.
These production rules govern the mapping process as they list the
choices for further expansion of the respective non-terminals into
other terminals and non-terminals. The start symbol, as clear from
the name, simply tells from where to start the mapping process. A
sample grammar with all four of its elements is shown in Fig. 3.
The genotype is simply a binary string that represents a list of
integers. GE consumes these integers (one-by-one) to make choices
among available production rules. The following mod-based for-
mula is used to make these choices in the mapping process:
Rule = (integer value) mod (# of selection choices for the non-terminal
at hand)
For example, if the non-terminal of <operator> is to be expanded
while it is linked with the following set of production rules:




And the next integer value to be consumed is 49, then 49 mod 4=1.
So the production rule # 1 will be selected i.e. (<operator> ::= * ). A
complete (genotype-to-phenotype) mapping example is shown in
Fig. 3.
3.2 Grammar
Grammar design lies at the heart of Ariadne as it enables the system
to exploit commonly found characteristics of condition predicates
in the evolutionary process. This section presents the design of
attribute grammar used by Ariadne.
The starting point in this case is the non-terminal of <start>
which is linked to only one production rule as follows:
<start>::=<var1><var2><var3> · · · <varN> (1)
where N stands for the number of input variables required by the
program under test. Hence, the expansion of <start> results in
the production of a separate non-terminal for each of the input
variables. Each of these non-terminals is further linked to a set of
production rules of the form:
<varM>::= 0|1| − 1| <rand> | <depvar1> | <depvar2> | . . . |
<depvarM−2> | <depvarM−1>
(2)
The first three production rules i.e. 0, 1 and −1 enable the gram-
mar to generate test data that can quickly satisfy the commonly
found zero, positive and negative value checks, respectively. The
next production rule (i.e. <rand>) is responsible for the generation
of 32 bit signed random numbers.
All the remaining production rules (of the form <depvarX> )
help the grammar to exploit variable interdependencies as they
give input variables a chance to produce values dependent on some
previously generated values. To actually generate these dependent
values, the non-terminals of the form <depvarX> are further ex-
panded using the following set of production rules:
<depvarX>:= varX |(varX + 1)|(varX − 1) (3)
wherevarX refers to the previously generated xth input value. The
newly generated value after this expansion will be either the same
or ±1 of a previously generated value. These interdependent input
values (generated by the function of grammar) can quickly satisfy
comparisons (<, ≤, >, ≥, ,, =) in condition predicates. A complete
example of a (grammar-based) genotype to phenotype mapping for
a program requiring three input variables is shown in Fig. 3. It is
worth mentioning that Ariadne uses the same generic design of
grammar for all the testing problems; only the number of input
variables is adjusted as per the program under test.
3.3 Fitness Function
Ariadne computes the fitness of an individual using a simple control
flow based objective function described below in Equation 4.
f itness(current_tarдet, current_individual) =
control_distance(current_tarдet, current_individual)
(4)
Recall from Section 2.1 that this fitness measure is very similar that
adopted in [40] and also to the measure of approximation level used
in [48].
To determine the fitness of an individual, an instrumented ver-
sion of the program under test is executed with the phenotype of
the respective individual. Recall from Section 3.2 that the pheno-
type represents a set of input values generated by the function of
thr grammar. The code of the program is instrumented to keep a
track of its traversal pattern and the count of the traversed criti-
cal nodes is used as a fitness value. Those nodes which must be
executed/traversed to reach the current objective are considered
critical.
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Figure 3: An example with the genotype on the top, gram-
mar on the right and themapping sequence on the left. Note
that the only required changes to the grammar for different
problems are the number of variables and the number of de-
pendency rules, but these are all of the same form.
4 EMPIRICAL STUDY
In this section, we present the results of our empirical study per-
formed using a large set of synthetic programs which includes 18
benchmark problems1 of varying complexity. The complexity of
these testing problems was varied by tuning some complexity-
decisive features of programs as described below. The inspiration
for creating such synthetic programs is taken from [32] where the
effect of varying complexity (i.e. scalability) was studied for both
GA-based and random test data generation techniques. We perform
a rigorous study to examine the scalability of GE-based test data
generation approach (i.e. Ariadne) in comparison with GA-based
test data generation.
4.1 Test Functions and Experimental Setup
We created a set of synthetic benchmark programs containing 18
numeric problems of varying complexity. These benchmarks were
developed while taking into account the desired characteristics of
an ideal benchmark suite [30] as discussed above in Section 1. The
complexity of these benchmark programs was varied by controlling
the complexity-decisive features of nesting complexity and condition
complexity. Nesting complexity here refers to the maximum nesting
depth of branching nodes in the control flow of the program and
condition complexity refers to the number of condition predicates
in each branching/decision node.
For the sake of our detailed experiments, we created testing
problems with every possible combination of both complexities,
where nesting complexity ∈ {0, 1, 2, 3, 4, 5} and condition complex-
ity ∈ {1, 2, 3}. We started by constructing the least complex program
1In order to facilitate future comparisons we have made available the source code at
http://bds.ul.ie/?page_id=390/.
which is then extended to create the more complex ones. In other
words, we kept the common parts intact among all the programs of
varying complexities in order to better investigate the scalability of
both test data generation techniques. It is otherwise possible that a
smaller program, based on the nature of its branching conditions,
can be a more difficult (coverage testing) problem when compared
to a larger program containing relatively easy-to-satisfy branching
conditions. The same reason also motivated the choice of synthetic
benchmark programs as the branching conditions of real-life pro-
grams may also differ in nature. We also kept the number of input
variables as 10 across all the benchmark programs for the sake
of consistency. From here on, we will use the shorthand notation
of comp(nesting_complexity, condition_complexity) to refer to
the problems of respective complexities.
An example of a synthetic program with nesting complexity of 3
and condition complexity of 2 (i.e. comp(3,2)) is shown in Fig. 4. The
outermost branching node is considered to be at the 0th level of
nesting depth. So, this example program (having nesting complexity
of 3) contains branching nodes with 4 levels of nesting depth while
each of these branching nodes contains 2 condition predicates (as
the condition complexity is 2). It is worth noting that the branching
conditions contain a rich set of variable interdependencies (by
virtue of relational operators of <, ≤, >, ≥, ,, =) which makes them










	 	 	 {
	 	 	 /*	Branch	#	5	*/
	 	 	 if	(e	>=	c	&&	f	==	e)	/*	Node	containing	Conditions	#	7	and	8	*/
	 	 	 	 {
	 	 	 	 /*	Branch	#	7	*/
	 	 	 	 }
	 	 	 else
	 	 	 	 {
	 	 	 	 /*	Branch	#	8	*/
	 	 	 	 }
	 	 	 }
	 	 else
	 	 	 {
	 	 	 /*	Branch	#	6	*/












Figure 4: The code of comp(3,2). It contains a total of 24 cov-
erage objectives i.e. 8 branches andTRUE&FALSE outcomes
of 8 condition predicates.
In order to set up the experiments, we first conducted a small
set of experiments to identify some appropriate settings for GA/GE
runs. We noticed that many of the smaller (less complex) programs
achieved a full coverage very quickly; however, a maximum of 300
generations with a population size of 200 were found reasonable for
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Figure 5: Coverage plots comparing the performance of GE-based approach i.e. Ariadne (with 32 bit signed integers as input
values) and GA-based approach (with each of 8, 16 and 32 bit signed integers as input values) on the benchmark programs with
nesting complexities of 0 to 5 and condition complexity of 1.
all of our experiments. The operators of crossover and mutation (i.e.
One Point Crossover and Bit Mutation) as well as their probabilities
(i.e. crossover: 0.9, mutation: 0.05) were kept the same as that of [5].
4.2 Detailed Analysis and Discussion
We performed 200 independent runs of Ariadne for all the bench-
mark functions and presented their mean performance. For all
these experiments, the type of input variables was set to 32 bit
signed integers.With this setting, the search space for each of the in-
put values becomes huge i.e. from−2, 147, 483, 648 to 2, 147, 483, 647.
We also repeated the same set of experiments with GA-based test
data generation approach i.e. without the additional mapping step
of GE as explained in Section 3.1.
In our initial experiments, the GA-based test data generation was
found to be very ineffective as well as inefficient when compared
to Ariadne. These results were very similar to the ones originally
reported in [5]. So, in order to make the GA-based approach more
comparable with Ariadne, we additionally performed the same
set of experiments with each of 16 bit and 8 bit signed integer
variables. In other words, the testing problems were made easier by
constraining the search spaces of input variables to only −32, 768
to 32, 767 (i.e. 16 bit) and −128 to 127 (i.e. 8 bit) when compared
to the enormous search space of −2, 147, 483, 648 to 2, 147, 483, 647
(i.e. 32 bit). Ariadne only ever uses 32 bit numbers.
The mean performances over 200 runs for all the benchmark
functions with condition complexities of 1, 2 and 3 are shown in
Figs. 5, 6 and 7 respectively. The search costs i.e. the number of
fitness evaluations are shown on horizontal axis and the percentage
of achieved coverage is shown on vertical axis. Note that a loga-
rithmic scale is used on the horizontal axis as the search costs
associated with GA-based test data generation were often an order
of magnitude larger than that of Ariadne.
It can be seen in Fig. 5 that the first benchmark program (i.e.
comp(0,1)), being a very simple testing problem, was fully covered
very quickly in all the settings. On the other hand, the next two
programs (i.e. comp(1,1) and comp(2,1)) were covered only by Ari-
adne and GA-based approach with 8 bit input variables (which
has a substantially smaller search space). For the rest of the three
programs, only Ariadne was able to achieve a 100% coverage. It is
worth noting that GA-based approach was not able to achieve a full
coverage even after consuming huge search budgets of hundreds
of thousands of fitness evaluations, while Ariadne achieved a full
coverage (with 32 bit input variables) on a multiple times smaller
search cost of around a thousand fitness evaluations only. Ariadne
performed so well because it was able to exploit the presence of
variable interdependencies by the function of its grammar.
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Figure 6: Coverage plots comparing the performance of GE-based approach i.e. Ariadne (with 32 bit signed integers as input
values) and GA-based approach (with each of 8, 16 and 32 bit signed integers as input values) on the benchmark programs with
nesting complexities of 0 to 5 and condition complexity of 2.
The performance gap between all four settings seems to grow
with the complexity of the benchmark programs. The GA-based
approach (with all three settings of 8 bit, 16 bit and 32 bit input
variables), seems to become both less effective and less efficient with
the increasing complexity of the testing problems. These results
are also in-line with the findings made by [32] as they also verify
that the GA-based approach may perform poorly for these kinds of
complex problems and maymiss achieving a 100% coverage by wide
margins. Our results very clearly show that only Ariadne scaled up,
as it continued to achieve a 100% coverage in all 200 runs for each
of these programs with increasing complexity.
The GA-based approach with 32 bit input variables performed
poorly as the only requirements it ever satisfied were satisfied in the
early stages of test data generation process. This happened mainly
because of two reasons; firstly, it becomes particularly difficult for
the GA-based approach to find the required test data from the vast
search space and the probability of satisfying a set of conditions
purely by chance becomes extremely slim. Secondly, when the GA-
based system fails to find the test data that can satisfy a particular
branching condition, no further nested conditions under that branch
can be reached. Both these factors cause the line (coverage) for GA
(with 32 bit input variables) to get flat soon in the coverage plots.
Another interesting and related trend that the readers can also
visually observe in the coverage plots is the discontinuous jumps
in the percentage coverage. There was often an immediate jump
in the very beginning of the coverage plot. This happens because
when the program is executed with some random input values at
the very start of the evolutionary search process, it results in TRUE
or FALSE outcomes of all the conditions/decisions that are reached
initially. As these TRUE and FALSE outcomes are encountered for
the first time in the search process, they are all logged as covered
targets in the record. This phenomenon results in an initial jump
in the coverage plot. The immediate jumps in the later parts of the
coverage plots also appear for similar reasons. That is, whenever
a new branching condition is satisfied, it may open new part of
program (which comes under it) for the coverage. In this case too
(just like the above case), TRUE or FALSE outcomes of some of the
newly exposed conditions/decisions will be recorded as covered
targets. This again, appears as a jump on the coverage plots.
It can be seen in Figs. 6 and 7 that very similar trends are repeated
in the coverage plots of programs with condition complexities of 2
and 3, respectively. The GA-based approach was able to achieve
a 100% coverage for some of the simpler problems (i.e. the ones
having nesting complexities up to 2) only in the case of 8 bit input
variables. On the other hand, Ariadne exhibited a 100% coverage
in all 200 runs for each of these benchmark problems. Ariadne
also continued to achieve a full coverage with dramatically smaller
search costs. For example, in the case of comp(5,3) (which is the
1219





















































































































































































































































Figure 7: Coverage plots comparing the performance of GE-based approach i.e. Ariadne (with 32 bit signed integers as input
values) and GA-based approach (with each of 8, 16 and 32 bit signed integers as input values) on the benchmark programs with
nesting complexities of 0 to 5 and condition complexity of 3.
complex most testing problem used in this study), Ariadne achieved
a 100% coverage in just around ten-thousand fitness evaluations;
whereas, the GA-based approach was not able to achieve a 100%
coverage even after consuming millions of fitness evaluations.
To conclude, the GE-based test data generation approach i.e.
Ariadne was found to be highly scalable as compared to the GA-
based test data generation approach. As, it not only retained a 100%
coverage across all the benchmark programs but it also managed
to do so while consuming significantly smaller search budgets.
5 CONCLUSION AND FUTUREWORK
We have presented the results of a rigorous empirical study aimed
at investigating the scalability of Ariadne in a comparison with
GA-based test data generation approach. We compared the results
of both approaches against a large set of 18 benchmark programs
which cover a wide range of complexities. These synthetic programs
are designed (and made available for future comparisons) using the
suggestions from the literature regarding an ideal benchmark suite.
The results of our detailed analysis show that Ariadne is highly
scalable as it attained a 100% coverage in all 200 runs for each of our
benchmarks while consuming significantly small search budgets.
In contrast, the GA-based approach showed very poor performance
and (in most of the cases) missed achieving a 100% coverage by
wide margins despite consuming huge search budgets.
This paper is the first to examine and investigate the scalability
of GE-based test data generation approach. Although we have used
a large set of benchmarks programs which represent a fairly wide
variety of testing problems, we believe that there is a lot of potential
to further analyze and investigate the performance of Ariadne in
new testing environments. We are also actively working towards
testing Ariadne's scalability and examining its performance on a
collection of significantly large real-world programs.
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