Event picking is used in many steps of seismic processing. We present an automatic event picking method that is based on a new attribute of seismic signals, the instantaneous traveltime. The calculation of the instantaneous traveltime consists of two separate but interrelated stages. First, a trace is mapped onto the time-frequency domain. Then the time-frequency representation is mapped back onto the time domain by an appropriate operation. The computed instantaneous traveltime equals the recording time at those instances at which there is a seismic event, a feature that is used to pick the events. We analyze the concept of the instantaneous traveltime and demonstrate the application of our automatic picking method on dynamite and Vibroseis field data.
INTRODUCTION
Event picking is an important step in seismic processing. It is used in static corrections, velocity analysis, seismic tomography, amplitude versus offset (AVO) analysis, and geological interpretation. By event, here, we mean a lineup on a number of traces of a seismic record that indicates the arrival of new seismic energy. The arrival of such new seismic energy is denoted by a discontinuity in the values of one or more attributes that characterize the various layers of the subsurface.
The recognition of seismic events is usually based on some measure of coherency or similarity from trace to trace (Marfurt et al., 1998; Bienati and Spagnolini, 1998) . The underlying assumption is that when a wave reaches the receiver line, it will produce approximately the same effect on all neighboring receivers. If the wave is strong enough to override other energy arriving at the same time, the traces will look similar during the interval in which this wave arrives. Therefore, coherence is considered a necessary condition for the recognition of any event.
Image processing techniques are also very popular for event picking (Bondár, 1992) . Seismic sections are considered as images and seismic events can be thought of as edges on the seismic image. Edge detection or edge linking algorithms are therefore used to detect events usually after edge-preserving filtering (Bondár, 1992) or multiresolution analysis (Maroni et al., 2001 ) of the image. Other features used to recognize seismic events are amplitude standout, which refers to an increase in amplitude due to the arrival of coherent energy, wave signature, dip moveout and normal moveout (Garotta, 1971) .
In this paper, we propose a new methodology for automatic event picking based on a new attribute of seismic signals, which we call instantaneous traveltime. Our approach is based on the assumption that a recorded trace consists of the superposition of sufficiently concentrated signals that arrive at different times. A time-frequency decomposition allows the separation of those signals and the calculation of the traveltimes of different events within a trace. The computed traveltimes are initially time and frequency dependent but the dependency on the frequency is dropped by an appropriate operator. Testing this approach on simple synthetic and field data examples reveals its properties and shows promising results for automated seismic event picking.
METHODOLOGY
The approach utilizes a number of signal analysis techniques both in the time and frequency domains. We describe them below.
The mean and instantaneous traveltime attributes
We first define the quantity τ (ω) for a signal u(t) as
where U is the Fourier transform of u(t) and Im{ } denotes the imaginary part. The rationale behind this seemingly arbitrary definition is that for the ideal case in which u(t) is a delta function occurring at time t 0 , i.e. u(t) = aδ(t − t 0 ), τ (ω) equals the time of occurrence of the delta function for all frequencies, namely τ (ω) = t 0 .
If u(t) is a band-limited delta function, then τ (ω) does not equal t 0 but rather is approximately equal to t 0 , within the bandwidth of u(t) (see Figure 1(a) ). Consequently, the dependence of τ (ω) on frequency can be dropped by simply averaging τ (ω) within the bandwidth of u(t). In the case that u(t) is indeed a signal that signifies an event, such as the band-limited spike of Figure 1(a) , averaging over the frequencies within the bandwidth of the signal yields a meaningful number, namely the time of occurrence of the event. On the other hand, if u(t) is random noise or even insufficiently spiky, then τ (ω) varies considerably with frequency (Figures 1(b) , 1(c)). In this case, averaging of τ (ω) yields a meaningless number. This feature can be used to identify events in the seismic data.
The quantity τ (ω) is essentially the derivative of the phase of U (ω) with respect to frequency, also referred to as group delay or envelope delay. In fact it has been used Traveltime picking Stoffa et al. (1974) to compute a continuous phase curve and circumvent the phase-wrapping problem in homomorphic deconvolution. However, we prefer to use the term traveltime for reasons that are explained below.
If we assume a signal consisting of two spikes at t 1 and t 2 , respectively, i.e., u(t) = a 1 δ(t − t 1 ) + a 2 δ(t − t 2 ), we get
where λ 1 , λ 2 are coefficients that depend on ω, a 1 , a 2 and t 2 − t 1 and λ 1 + λ 2 = 1. In general, for a signal u(t) = a n δ(t − t n ), then
where λ n (ω) = 1. In other words, τ (ω) is a weighted sum of the times of arrivals of the different signals. By dropping the dependence on the frequency, we get the mean traveltime of the arrivals of u(t). We note that the calculation of the derivative dU dω can be unstable for sharp variations with frequency. It is therefore preferable to compute this quantity as the Fourier transform of itu(t). In addition, it is generally a good idea to employ some kind of smooth division (for instance, like the one described by Fomel (2007a) ) when dividing dU dω over U to avoid instability caused by small values of U (ω).
From the above discussion, it is clear that the mean traveltime attribute is not much of use, if it is to be computed on the whole trace. The Fourier transform used in equation 1 performs an integration over the observed time interval. The localized temporal information is therefore lost. What is needed is a time-frequency transform to replace the Fourier transform in equation 1 such that the traveltime attribute becomes localized in time as well. In this way, different arrivals are isolated from one another and the computed traveltimes are more accurate. The instantaneous traveltime τ (t) is therefore defined as
where U (t, ω) now denotes an appropriate time-frequency transform and S ω is an appropriate operator or mapping from the frequency domain into a single number.
In the above definition, we intentionally let the time-frequency transform as well as the mapping S ω undefined as different transforms and/or operators may be more effective depending on the type of data under examination. We also note that only the forward transform is employed in equation 4 and not the inverse. This allows for more flexibility on the choice of the transform used to capture the nonstationary behavior of the seismic traces as the transform need not have an inverse.
In the next two subsections, we discuss these two issues, namely the choices of the time-frequency transform and the mapping operator.
Time-frequency transform
In principle any time-frequency representation can be used for the calculation of the instantaneous traveltime. An obvious choice is the short-time Fourier transform. However the short-time Fourier transform suffers from the time-frequency resolution limitation and therefore the length of the window used for its calculation significantly depends on the frequency content of the windowed data. It is therefore not appropriate for our problem.
Another alternative is provided by Liu et al. (2011) . Their method essentially computes a series representation of a nonstationary, temporally bounded signal using the same basis functions as the Fourier series. This series representation is therefore similar to the Fourier series, however, the series coefficients are allowed to be timevarying.
In particular, if φ k (t) = e ikω 0 t denote the basis functions of the Fourier series expansion for a signal s(t) with support T = 2π ω 0 , then s(t) is represented as
where
and x, y denotes the usual dot product of the L 2 space of functions with period T .
We note that equation 5 is equivalent to the L 2 -minimization problem:
Instead of using equation 6 to calculate constant Fourier series coefficients, Liu et al. (2011) calculate time-varying coefficients, c k (t), which are the solution of the L 2 -minimization problem:
Apart from the time-varying character of the coefficients, c k (t), in equation 7, equations 6 and 7 are also different in another significant way: in equation 6, the minimization is performed between the signal and its series representation, while in equation 7, the minimization is performed between the signal and every frequency component separately.
The coefficients, c k (t), can be computed by solving the regularized least-squares problem:
where R is the regularization operator (Liu et al., 2011) . Using such an approach enforces smoothness on the coefficients, c k (t), which ensures the solution of the underdetermined problem 7 (Fomel, 2007b) .
The mapping operator
To illustrate the effect the mapping operator has on the computation of the instantaneous traveltime, we use the simple synthetic signal shown in Figure 2 (a). This signal consists of three events at 0.4, 1.2 and 1.4 s. Figures 2(b) and 2(c) depict the time frequency representation of the test signal using the formulation of equation 8 and the computed τ as a function of time and frequency. It is evident that for a significant part of the frequency band, τ (t, ω) is a smooth function of ω; in fact, it is almost constant. In particular, the three curves at about 0.4, 1.2 and 1.4 s are contour lines of τ (t, ω) = t. This means that for this particular time-frequency transformation, the mapping operator can be a simple averaging operator. It would be prudent, however, to average τ (t, ω) over the frequencies in the bandwidth of the signal.
For most data, the bandwidth of signals is varying with time. It therefore makes sense to estimate the effective bandwidth as a function of time. In order to choose the frequency band automatically, we suggest any data-driven criterion, such as an estimate of the instantaneous frequency or some weighted mean of the frequency. An obvious choice is
where c(t, ω) are the time-and frequency-varying coefficients of the time-frequency transform, which we call local frequency. Equation 9 has been used by Lovell et al. (1993) as an estimate of the instantaneous frequency (Taner et al., 1979; Barnes, 1992) or the dominant frequency (Liu et al., 2011) . Similarly, we can define an estimate of the variance of the local frequency as
Having estimated the local frequency, µ ω (t), and its variance, σ 2 ω (t), we may now estimate the effective bandwidth, BW(t), as
In Figures 2(b) and 2(c), the dashed lines denote the effective bandwidth.
The result of the averaging operation is shown in Figure 3(b) , in which τ (t, ω) is averaged over the frequencies in its effective bandwidth. (Figure 3(a) is the same as Figure 2 (a) and shown here just to illustrate the agreement between the actual arrivals and the picked arrivals.) Parameter τ (t) equals the recording t (dashed line) at the times of arrival of the spikes, namely at t 1 = 0.3996, 1.1991 and 1.3978 s. It should be noted that although there are actually no arrivals between two consecutive arrivals, τ (t) is not zero in that interval. This is due to the smooth division we Figure 3(c) shows the difference τ (t)−t. This difference equals 0 at the times of arrival of the two spikes. However not all zeros of τ (t) − t are of interest; rather, only the zero crossings from positive to negative values yield valid traveltimes. Positive maxima of τ (t) − t (as in t ≈ 0.3, 1.1, 1.3) denote an imminent arrival of a signal. Let's assume a strong (compared to neighboring events) event at some time t 0 . According to equation 3, τ (t) is a weighted some of the times of arrivals around t. The closer t is to the imminent arrival at t 0 > t, the more the value of τ (t) will be biased towards the value t 0 . Therefore τ (t) will be greater than t, i.e., t < τ (t) < t 0 . For t > t 0 , the value of τ (t) will still be biased towards t 0 , therefore t 0 < τ (t) < t. In fact, the higher the energy of the arriving signal at some time t 0 compared with that of neighboring events, the closer the value of τ (t 0 ) to t 0 will be. Accordingly, an event is identified by the non-zero values of the function
where H is the Heaviside step function and δ is the Dirac delta. This function is zero if τ (t) = t as imposed by the Dirac delta factor as well as if τ (t) = t but τ (t) is increasing as imposed by the Heaviside step factor.
APPLICATION TO FIELD DATA
We used the instantaneous traveltime attribute to pick events from two field datasets. The first dataset is dataset 6 from Yilmaz (2001) shown in Figure 4 . This is a 48-trace shot gather with 100 m trace spacing and sampling interval 4 ms. The source used to acquire this dataset was dynamite. We applied the proposed method to the raw data without performing any type of preprocessing to evaluate our method's behavior and consistency across offsets in raw and noisy data. Indeed, there are more than one different refraction arrivals close to the first breaks like the strong linear event with a velocity of about 1.5 km/s, which looks like a refraction from a deeper layer, and two reflections at about 1.5 s and 2.7 s. The arrivals computed using the instantaneous traveltime attribute are shown as red spikes in the figure.
In this application, we effectively applied an automatic picking tool to raw twodimensional seismic data without imposing any consistency requirements over offset. Our objective was to measure the capability of this attribute in mapping reflections. The figure shows that the instantaneous traveltime attribute misses many of the first breaks due to the complexity of the waveforms of the early arrivals. The proposed method is therefore not suitable for picking first breaks, although the instantaneous traveltime can be used for automatic first-break picking, if applied appropriately (Saragiotis and Alkhalifah, 2012) . Nevertheless, the first reflection is clearly well picked at most traces as is the 1.5 km/s refraction. The second reflection is picked only at traces 18 to 30. Overall, the trends of the different arrivals are present in Figure 4 despite the raw nature of the data. The second dataset is dataset 2 from Yilmaz (2001) and is shown in Figure . It is a 120-trace shot gather with 100 ft trace spacing and sampling interval 4ms. The source used to acquire this dataset is Vibroseis. Regarding this second dataset, we can make almost the same remarks as about the first one. Although the first breaks are identified, they are not accurately determined. As mentioned previously, first breaks can be identified accurately even in Vibroseis data (Saragiotis and Alkhalifah, 2012) . However, other events are properly picked, including the reflections at about 1.5 and 1.8 s.
We reiterate that for both datasets, picking is performed without any preprocessing of the data and by applying the method to each trace separately, without taking into account information from neighboring traces. Such information is expected to enhance the picking performance significantly and is the subject of ongoing research.
Finally, the computational efficiency of the proposed method depends largely on the computational efficiency of the time-frequency transform and the operator that maps the time-frequency domain to the time domain. The algorithm by Liu et al. (2011) has the advantage of being easily parallelizable. Recently, efficient algorithms for computing time-frequency transforms, as for example in (Brown et al., 2010) , have been introduced. Such efficient algorithms are expected to increase the computational efficiency of the proposed method.
Dataset 6 from (Yilmaz, 2001 ) and picked events (red). For displaying purposes, AGC has been applied on the data.
CONCLUSIONS
We have presented a novel approach to automatic event picking in seismic data. This method does not require a specification of optimal empirical parameters, such as window lengths or reference waveforms. It is based on the instantaneous traveltime, a new attribute. The instantaneous traveltime is computed from the seismic data by first transforming the data into a time-frequency domain to capture the nonstationary behavior of the data. Then, the time-frequency representation of the data is mapped back onto the time domain. The time-frequency transform as well as the mapping operation may be chosen depending on the data at hand. Furthermore, the timefrequency transform need not have an exact inverse transform, a fact which allows for a wider range of choices on such transforms.
We have applied this approach to synthetic and field data (dynamite and Vibroseis) to investigate the behavior of the algorithm. We find that its performance is promising. Although the presented method cannot be used for first-break picking per se, the instantaneous traveltime attribute can be used for such a task. To improve the accuracy of the proposed method, information on adjacent traces may be used to further constrain the event-picking and/or edge-linking algorithms. Traveltime picking (Yilmaz, 2001 ) and picked events (red). For displaying purposes, AGC has been applied on the data.
