In allusion to the phenomenon of stagnation and precocity during evolution in ant colony optimization (ACO) 
Introduction
The traveling salesman problem (TSP) is an important study topic, where a traveling salesman wants to travel all cities but each city can only be visited once. TSP involves the task of determining a route among a given set of nodes with the shortest possible length, which the salesman takes. In recent years, some methods have been presented for solving the traveling salesman problem by researchers in various fields such as artificial intelligence, biology, mathematics, physics, and operations research. Although it is easily formulated, it involves all aspects of combinatorial optimization and has served and continues to serve as a benchmark problem to which to apply new algorithms [1] [2] [3] [4] , including evolutionary methods, neural networks(NN), tabu search, simulated annealing(SA), genetic algorithm(GA), ant colony optimization(ACO), particle swarm optimization(PSO), and swarm intelligence(SI).
ACO is known as the ant system which was proposed by Dorigo to solve the traveling salesman problem. Since then, some algorithms based on the ACO are presented, such as the ant colony system, the rank-based AS and KCC-Ants [5] . These algorithms are all based on the idea of updating the pheromone information to search the shortest route. With the rapid increasing of large-scale, TSP is becoming too complex to get the much satisfied results by using the single method. So it is necessary to utilize several optimization algorithms for solving all kinds of the TSP.
In this paper, we propose a new optimization method, called dual population parallel ant colony optimization (DPPACO) algorithm to solve the traveling salesman problem. In the proposed DPPACO algorithm, the ants are separated into soldier ant population and worker ant population which evolve separately by parallel method and exchanges information timely. The dynamic equilibrium between solution diversity and convergence speed is achieved by using the effect of the soldier ant's distribution to worker ants' movement choice. We implement the proposed method using TSP data sets. The DPPACO algorithm improves the better global searching ability, higher convergence speed and solution diversity.
Traveling salesmen problem（TSP）
The TSP is one which has commanded much attention of mathematicians and computer scientists specifically because it is so easy to describe and so difficult to solve. The problem can simply be stated as: a search for the shortest closed tour that visits each city once and only once. The TSP can be represented by a complete directed graph G = (N, A) , where N is a set of n nodes (vertices), also called cities, and A is a set of arcs and D= ij d is the cost (distance) matrix associated with each arc(i,j)  A. The cost matrix D can be either symmetric or asymmetric. The TSP is the problem of finding a shortest closed tour visiting each of the n=| N | nodes of G exactly once. The distances between the cities are independent of the direction of traversing the arcs, that is, dij =dji for every pair of nodes in symmetric TSP. In the asymmetric TSP at least for one pair of nodes(i, j) we have dij ≠dji. All the TSP instances used in the empirical studies presented in this paper are taken from the TSPLIB benchmark library.
Define the variables [6] [7] [8] :

This follows from the fact that the TSP can be formulated by the following generalization of a well known integer program formulation for the classical TSP.
Objective function:
The constraints are written as follows:
In these formulations, the objective function (1) represents the total cost to be minimized. Constraints (2) ensure that each position j is occupied by only one city, while constraint (3) guarantees that each city 'i' is assigned to exactly one position. Constraint (4) represents the integrality constraints of variables zero-one ij (5) assures that in the final route each city will be visited once and that no sub-routes will be formed.
Ant Colony Optimization (ACO)
Ant colony algorithm (ACO) was introduced by Marco Dorigo in the early 1991. It is a branch of newly developed form of artificial intelligence called swarm intelligence, which studies ''the emergent collective intelligence of groups of simple agents". ACO is a metaheuristic inspired by the behaviour of real ants in their search for the shortest path to food sources. When ants move, ants will leave a chemical pheromone trail on the ground. Ants tend to choose the paths marked by the strongest pheromone concentration. The indirect communication between the ants via pheromone trails enables them to find shortest paths between their nest and food sources s [9] . The ACO algorithm is an essentially system based on agents that simulates the natural behaviour of ants, including the mechanisms of cooperation and adaptation.
ACO algorithm consists of a number of cycles (iterations) of solution construction. During each iteration, a number of ants construct complete solutions by using heuristic information and the collected experiences of previous groups of ants. These collected experiences are represented by the pheromone trail which is deposited on the constituent elements of a solution. Small quantities are deposited during the construction phase while larger amounts are deposited at the end of each iteration in proportion to solution quality. Pheromone can be deposited on the components and/or the connections used in a solution depending on the problem [10] [11] [12] . In the ACO algorithm, the ACO simulates the optimization of ant foraging behaviour. The ACO procedure is illustrated in Figure 1 .
Figure 1. Searching procedure of the ACO
Ants are insects which live together. Since they are blind animals, they find the shortest path from nest to food with the aid of pheromone. The pheromone is the chemical material deposited by ants, which serves as critical communication media among ants, thereby guiding the determination of the next movement. On the other hand, ants find the shortest path based on intensity of pheromone deposited on different paths. Generally, intensity of pheromone and the length of the path are used to simulate ant system. Initially, n ants are placed on m nodes randomly. Then, in each construction step, each ant moves to a node it has not yet visited based on a probabilistic decision. When it completes a tour, it lays a substance called pheromone trail on the edges [13] . In ACO algorithm, we define a list of nodes which the kth ant cannot choose as the next node. This list is called Tabuk, which includes all the customer nodes which have been visited by the kth ant until the current state in addition to all the depots except the one which the current tour has been started form [14] . Assume that there are n cities, m ants and the initial pheromone on each edge is set to a very small positive constant s0. Each ant randomly starts at a city and visits the other cities according to the transition rule. After the ants complete their routes, the system evaluates the length of the routes. Then, the system uses the pheromone update rule to update the pheromone information. The learning procedure is to update the pheromone information repeatedly .
(1) Transition rule While the k th ant is at city r, the next city s is selected from the unvisited cities set k r J according to the following equation [15] : which is defined as the inverse of the distance from city r to city u, k r J is the set of cities that remain to be traveled by the k th ant in the i th group, the parameter  controls the relative importance of the pheromone versus the heuristic information, q is a random constant deciding the k th ant in the i th group to choose the normal exploitation way or the biased exploitation way and q 0 is a constant between 0 and 1.
(2) Pheromone update rule In order to improve future solutions, the pheromone trails of the ants must be updated to reflect the ants' performance and the quality of the solutions found. An ant deposits pheromone trails on the arcs it traveled to update the pheromone trails. Trail updating includes local updating of trails after individual solutions have been generated and global updating of the best solution route after a predetermined number of solutions m has been accomplished. This is done with the following local trail updating equation: This updating rule indicate that the pheromone increments only relate to the current search of the ant colony, which means that history experience is ignored and the valuable solutions have not been reinforced enough. This process is repeated for a predetermined number of iterations and the best solution from all of the iterations is presented as an output of the ACO and should represent a good approximation of the optimal solution for the problem.
DPPACO algorithm
In the nature, ants are divided into four kinds: queen ant, male ant, soldier ant, worker ant. The basic ant colony algorithm is only to imitate the worker ant behavior of finding food [16] . In this paper, the process of finding food of soldier ant population and worker ant population is imitated to construct a dual population parallel ant colony optimization (DPPACO) algorithm. In the DPPACO algorithm, they are same with the essence of soldier ant and worker ant. They will leave chemical pheromone in the search. They are different with the moving strategy. The moving regular of soldier ant are same with worker ant in the basic ant colony algorithm. The soldier ant acquires the elicitation of pheromone and path expectation, the worker ant acquires the elicitation of pheromone and path expectation, and is influenced by the distributing of worker ant. So the basic idea of the DPPACO is: the ants are divided into soldier ant population and worker ant population, and they exchange the choiceness solutions and information regularly in the process of completing search independently. The diversity of solutions is guaranteed. In order to realize the proposed DPPACO algorithm, two basic problems must be solved in this paper. The first one is how to confirm the exchange information condition, and the second one is the exchange information content and form. The information is exchanged once for every some generations of iterative in general, which is intuitionistic and expedient to implement. But the high frequent exchange will lead the proposed method which is similar to single population ant colony optimization and the exchange times are too few to show the advantages of DPPACO. The exchange content reflects mainly in the pheromone distributing and the times of selection exchange (T) are between 5and 10. Because the pheromone in a single population will tend be consistent with the algorithm. In general, the rules of distributing pheromone in different population are not the same, so some pheromone in excellent solutions of one population can spread into the other population, which can breakdown the state of stagnancy with bigger probability by the other population's ants. At the same time, the scale of every population can be different and optimize parameters in every population can be not same as well. The flow chart of the proposed DPPACO algorithm is shown in Figure 2 . 
Experiment results

Parameters configuration
To demonstrate the performance of our proposed DPPACO algorithm, we have implemented the proposed algorithm using MATLAB 2009 with 17 datasets of the traveling salesman problem from TSPLIB. According to TSPLIB, the distance between any two cities is computed by the Euclidian distance and then rounded off after the decimal point in this paper.
Selecting the best values for the parameters of the DPPACO could be a complicated problem itself, because changing the value of any parameter could affect the optimum value of the others. In our work, we implemented a set of experiments on the test problem. For each problem, the algorithm was run for ten times and the average answer and time were registered. So the final selected parameters are shown in Table 1 . 
Experimental results
To verify the effectiveness and efficiency of the proposed DPPACO algorithm, the GA, ACO and DPPACO algorithms are performed on 17 TSP benchmark instances from TSPLIB with cities scale from 48 to 14051. All algorithms were run 20 times for each instance and the results presented the best solutions found. The number of cities in each instance is the number following the letters that name the instances, for example, in eil51 the number of cities is 51. In each time, we evolved 1000 generations. The results are listed in Table 2. (2) eil51; Cost=426 
Conclusion
In this paper, a dual population parallel ant colony optimization algorithm was proposed, namely the DPPACO algorithm, for the solving the traveling salesman problem. The proposed DPPACO algorithm separated the ants into soldier ant population and worker ant population which evolve separately by parallel method and exchanges information timely. The dynamic equilibrium between solution diversity and convergence speed is achieved by using the effect of the soldier ant's distribution to worker ants' movement choice. We also have made experiments using the 17 data sets obtained from the TSPLIB and have compared the experimental results of the proposed method with the methods of GA,PSO and ACO. As a result of the experiments we can see that the best solution quality of the DPPACO algorithm is really better than those of the GA, PSO, ACO respectively by testing the 17 data sets obtained from the TSPLIB with cities scale from 48 to 14051, and have compared the experimental results of the proposed method with the algorithm s of the GA, PSO, ACO. The experimental results demonstrate that the proposed algorithm has a better global searching ability, higher convergence speed and solution diversity.
