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Resum
En el present Treball de Final de Grau es presenta un dels problemes me´s comuns
en la robo`tica de servei, resoldre tasques complexes. Aquest problema s’ha intentat
resoldre proposant un nou me`tode basat en arquitectures cognitives.
Aix´ı doncs, s’ha implementat una arquitectura cognitiva basada en Soar. Supo-
sant un robot de servei dotat de mu´ltiples habilitats com desplac¸ar-se, recone`ixer
objectes, etc. El robot, utilitzant aquestes habilitats, ha de completar una tasca
complexa donada en llenguatge natural que requereix aquestes habilitats per a ser
resolta. Gra`cies a l’arquitectura implementada pot resoldre-la. Soar actua com
a raonador que selecciona en cada moment l’accio´ a ser executada pel robot per
completar la tasca.
Aquest sistema ha estat testejat en el robot de servei REEM en entorns dome`stics
i els resultats obtinguts mostren que l’arquitectura implementada permet resoldre
tasques complexes com per exemple “bring me a drink”. A me´s a me´s, tambe´ es
demostra la gran canviabilitat de l’arquitectura i la seva capacitat de ser instal·lada
en qualsevol robot independentment del seu hardware.
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Resumen
En el presente Trabajo Final de Grado se presenta uno de los problemas ma´s co-
munes en la robo´tica de servicio, resolver tareas complejas. Este problema se ha
intentado resolver proponiendo un nuevo me´todo basado en arquitecturas cogniti-
vas.
As´ı pues, se ha implementado una arquitectura cognitiva basada en Soar. Su-
poniendo un robot de servicio dotado de mu´ltiples habilidades como desplazarse,
reconocer objetos, etc. El robot, utilizando estas habilidades, tiene que completar
una tarea compleja dada en lenguaje natural que requiere de estas habilidades
para ser resuelta. Gracias a la arquitectura implementada puede resolverla. Soar
actu´a como razonador que selecciona en cada momento la accio´n a ser ejecutada
por el robot para completar la tarea.
Este sistema ha sido probado en el robot de servicio REEM en entornos dome´sticos
y los resultados obtenidos muestran que la arquitectura implementada permite re-
solver tareas complejas como por ejemplo “bring me a drink”. Adema´s, tambie´n se
demuestra la gran cambiabilidad de la arquitectura y su capacidad de ser instalada
en cualquier robot independientemente de su hardware.
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Abstract
In this Final Degree Project it is presented one of the most common problems
related to service robotics, solving complex tasks. To solve this problem a new
method based on cognitive architectures is proposed.
Therefore, a cognitive architecture based on Soar has been implemented. Assu-
ming a a humanoid service robot is equipped with a set of simple action skills
including navigating, grasping, recognizing objects or people, among others. The
robot, using these skills, must complete a complex task (defined as the conca-
tenation of several of those basic skills) encoded as a voice command in natural
language. Thanks to the implemented architecture the robot is able to complete
the task. Soar acts as the reasoner that selects the current action the robot must
do, moving it towards the goal.
This system has been tested on the human size humanoid robot REEM in a home
environment. The results support that the implemented architecture is capable of
solving complex tasks such as “bring me a drink”. In addition, this project also
demonstrates the changeability of the architecture and its property to be installed
on any robot regardless of its hardware.
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Cap´ıtol 1
Contextualitzacio´ del projecte
1.1 Informacio´, context i descripcio´ del treball
Aquest treball de final de grau forma part del projecte REEM@IRI, una iniciativa
formada per l’empresa PAL Robotics amb la col·laboracio´ de l’Institut de Robo`tica
i Informa`tica Industrial (IRI) de la Universitat Polite`cnica de Catalunya (UPC) i
l’associacio´ AESS Estudiants. L’objectiu d’aquesta iniciativa e´s formar un equip
amb el propo`sit de participar en la competicio´ de robo`tica RoboCup amb el robot
humanoide REEM1.
La RoboCup2 e´s un projecte fundat amb el propo`sit de promoure, mitjanc¸ant una
competicio´ anual, l’educacio´ i la investigacio´ de temes referents a la intel·lige`ncia
artificial i la robo`tica. D’entre les diferents compete`ncies en les quals esta` divi-
dida la competicio´, la intencio´ del projecte REEM@IRI e´s participar en la Robo-
cup@Home3. Aquesta te´ com a objectiu promoure el desenvolupament de robo`tica
humanoide de servei per a futures aplicacions dome`stiques mitjanc¸ant tot un seguit
de proves de benchmark. Aquests desafiaments permeten avaluar el rendiment i les
capacitats dels robots participants en un entorn familiar realista no estandarditzat.
Aquest treball final de grau esta` definit amb el propo`sit d’implementar un nou
me`tode per resoldre una de les proves de la RoboCup@Home anomenada Endu-
ring General Purpose Service Robot. Aquesta prova avalua les capacitats del robot
de representar i raonar sobre l’escenari; interpretar, planificar i executar una tasca
complexa; i recone`ixer la parla. El robot en aquesta prova ha de completar una
tasca seleccionada de forma aleato`ria d’una gran llista predefinida. L’ordre selec-
cionada e´s dita al robot en llenguatge natural per un a`rbitre. Dos exemples reals
1pal-robotics.com/en/robots/REEM
2www.robocup2014.org
3www.robocupathome.org
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de possibles tasques demanades so´n “Bring me a drink”o “Go to reception, find a
person and introduce yourself”.
La gran dificultat del problema plantejat resideix principalment en dos factors. El
primer e´s el fet que l’ordre e´s expressada en llenguatge natural amb informacio´
mancant necessa`ria per poder resoldre la prova. Per tant, el robot ha de poder
identificar la informacio´ mancant, demanar-la i entendre la resposta. El segon
factor e´s la gran quantitat de possibles tasques diferents que el robot ha de poder
resoldre.
Allunyant-nos del mo´n de la competicio´, en un futur no molt llunya` la idea de
robots humanoides de servei ajudant a les cases deixara` de ser un concepte de
cie`ncia-ficcio´ per passar a e´sser una realitat. En aquest futur escenari, e´s clar, que
els robots hauran de poder entendre i completar una gran quantitat de possibles
tasques resolent tots els possibles entrebancs que puguin trobar-se. Equipats amb
la nova arquitectura que es plantejara` en aquest treball final de grau podrien
aconseguir-ho.
En conclusio´, aquest treball final de grau esta` dirigit a resoldre una de les proves
de la RoboCup@Home, i els membres de l’equip REEM@IRI seran qui l’utilitzin
i els seus principals beneficiaris. Tot i aix´ı, com ja s’ha vist, aquesta arquitectura
podria ser utilitzada per empreses productores de futurs robots de servei. En
aquest cas, els beneficiaris serien aquestes empreses, les quals podrien augmentar
la intel·lige`ncia dels seus robots; i les persones que comprin aquests robots, en
tenir a la seva disposicio´ robots capac¸os de resoldre un major nombre de tasques
complexes.
1.2 Abast
Aquest treball final de grau definira` i implementara` una arquitectura cognitiva
basada en Soar4 per la resolucio´ de tasques complexes suposant un robot de ser-
vei dotat de les habilitats descrites a la Figura 1.1 com desplac¸ar-se, recone`ixer
objectes, etc. El robot haura` de completar una tasca complexa dita en llenguatge
natural que requereix aquestes habilitats per a ser resolta. El raonador Soar5 haura`
de seleccionar en cada moment l’accio´ a ser executada pel robot per a completar la
tasca. La implementacio´ es fara` sobre l’entorn ROS6 (Robot Operating System),
el sistema operatiu esta`ndard de robots actualment. Aquest sistema sera` provat
en el robot humanoide de servei REEM.
Es partira` del supo`sit que el robot en el qual se li aplique´s aquesta arquitectura
4sitemaker.umich.edu/soar/home
5sitemaker.umich.edu/Soar/home
6www.ros.org
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ja tindria implementat tot el conjunt d’habilitats requerides per a la resolucio´ de
totes les possibles tasques demanades, com per exemple, navegacio´ i reconeixement
de persones. En consequ¨e`ncia, no s’entrara` en aquests temes.
Tambe´ s’ha definit un extens conjunt espec´ıfic de goals possibles que l’arquitec-
tura ha de poder resoldre (veure Ape`ndix B i C). Aquesta, de fet, e´s la llista
oficial de goals demanats en la competicio´ Robocup@Home. Intenta reproduir
les tasques me´s comunes que se li poden encarregar a un robot de servei en un
ambient dome`stic. Aquests goals estan definits per una accio´ que el robot ha de
realitzar sobre un u´nic objecte determinat (”grasp a coke”), una u´nica localitzacio´
espec´ıfica (”navigate to the kitchen table”) i/o una u´nica persona concreta (”bring
me a drink”).
Originalment, la resolucio´ del problema plantejat en aquest treball es va orientar
des de l’equip REEM@IRI com un projecte de col·laboracio´ entre un company de
l’equip i jo. Dintre de REEM@IRI, tota la part del parsing de veu sera` realitzada
pel meu company i l’autor d’aquest treball estara` encarregat de la resta. Tot i aix´ı,
en aquest treball final de grau tota la part que realitzara` el meu company sera` refeta
per mi amb llibreries i plantejament completament diferents. Aix´ı doncs, tot el
software entregat al final del treball haura` estat realitzat per mi.
HABILITATS
Habilitat Descripcio´
Go to Anar a un lloc
Introduce himself Parlar sobre si mateix
Follow person Seguir la persona enfront del robot
Search objects Buscar objectes enfront del robot
Search person Buscar una persona per la zona actual
Grasp object Agafar un objecte
Deliver object
Lliurar un objecte a la persona o
localitat enfront del robot
Memorize person Memoritzar persona enfront del robot
Exit apartment Sortir de la casa
Recognize person Recone`ixer persona enfront del robot
Point at an object Apuntar a un objecte
Taula 1.1: Taula de descripcio´ d’habilitats implementades en el raonador
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1.2.1 Objectius
Els objectius d’aquest treball so´n la definicio´ i implementacio´ d’una arquitectura
cognitiva basada en Soar que compleixi les segu¨ents caracter´ıstiques:
• Ser capac¸ de recone`ixer satisfacto`riament la parla (ASR7) i fer una posterior
ana`lisi gramatical de la frase (parsing). Aquesta ana`lisi ha de permetre
identificar l’accio´ demanada a realitzar. Tambe´ ha de retornar informacio´ de
les localitzacions, persones i/o objectes mencionats en l’ordre.
• Ser capac¸ de recone`ixer informacio´ no disponible necessa`ria per la correcta
realitzacio´ de la tasca demanada. Un cop e´s identificada, demanar-la.
• Ser capac¸ de planificar la sequ¨e`ncia d’habilitats a executar per tal de resoldre
la tasca requerida.
• Poder resoldre de forma no aleato`ria quina e´s la segu¨ent accio´ a executar en
un punt on l’arquitectura cognitiva no te´ suficient informacio´ per decidir-la.
• Poder executar les habilitats del robot i recollir una realimneacio´ d’aquestes.
• Ser eficient i ra`pida pero` tambe´ altament canviable. Ha de ser capac¸ de
poder utilitzar una nova habilitat nome´s definint-la, sense que sigui necessari
canviar la resta de l’arquitectura.
• Ser capac¸ de treballar de forma agno`stica al robot, e´s a dir, aquesta arqui-
tectura ha de poder funcionar en qualsevol robot.
1.2.2 Obstacles i riscs
Durant el proce´s de realitzacio´ d’aquest treball hom pot trobar-se amb diferents
obstacles per causes derivades de o externes al treball, aix´ı com els riscos que
comporten.
D’una banda, e´s possible que apareguin un conjunt d’obstacles derivats de les
eines utilitzades al llarg del treball que suposin un risc pel correcte funcionament
del programari desenvolupat. Un exemple d’aquests seria mancances en el progra-
mari de simulacio´ que no permetin certes funcionalitats que el robot real s´ı tingui.
Aquest obstacle en concret suposaria el risc de no poder fer una bona fase de test
i, com a consequ¨e`ncia, tenir un codi amb possibles errors. En cas de trobar aquest
tipus d’obstacles es realitzarien programes de test exclusius propis per completar
aquestes possibles mancances (mocks).
D’altra banda, tambe´ podrien apare`ixer obstacles externs al treball que supo-
sin un risc per a la correcta realitzacio´ d’aquest. Aquests obstacles principalment
7Automatic Speech Recognition
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vindrien donats per la no disponibilitat de recursos necessaris, com el robot RE-
EM. Aquest obstacle en concret podria suposar el risc de perdre l’oportunitat de
poder introduir aquesta arquitectura en un robot real. Per solucionar aquest tipus
d’obstacles es buscarien alternatives, com per exemple, altres robots.
L’u´ltim gran risc que comporta aquest projecte e´s el fet que s’implementara` amb un
entorn de programacio´ desconegut per mi, ROS. Treballar en un framework
desconegut suposa un gran risc en tant que no s’esta` familiaritzat amb la forma
d’interactuar amb ell i, per tant, suposa no tenir una imatge clara dels passos
a seguir en la implementacio´ ni el temps que comportaran. Aquest fet podria
traduir-se a una mala planificacio´ temporal i de costos.
1.3 Compete`ncies te`cniques
En aquest apartat es justifica el desenvolupament de les compete`ncies te`cniques
associades al treball. Tambe´ s’especifica el nivell de profunditat treballat de cada
compete`ncies i les parts on s’ha tractat.
• CCO1.1: Avaluar la complexitat computacional d’un problema,
cone`ixer estrate`gies algor´ısmiques que puguin dur a la seva reso-
lucio´, i recomanar, desenvolupar i implementar la que garanteixi
el millor rendiment d’acord amb els requisits establerts. [Bastant]
Al llarg del treball s’han avaluat els diferents mo`duls a implementar i s’-
han adaptat les llibreries, algoritmes i llenguatges de programacio´ utilitzats
d’acord a para`metres d’eficie`ncia, robustesa i canviabilitat. A me´s a me´s, s’-
ha millorat l’eficie`ncia dels algoritmes implementant-los sobre un framework
espec´ıfic per a robots amb el llenguatge me´s adient per cada cas (compi-
lats o interpretats). Aquesta compete`ncia s’ha treballat en tots els mo`duls
implementats.
• CCO2.1: Demostrar coneixement dels fonaments, dels paradigmes
i de les te`cniques pro`pies dels sistemes intel·ligents, i analitzar,
dissenyar i construir sistemes, serveis i aplicacions informa`tiques
que utilitzin aquestes te`cniques en qualsevol a`mbit d’aplicacio´. [En
profunditat] Aquesta compete`ncia s’ha treballat sobretot en els mo`duls Ex-
tractor sema`ntic i Raonador. En el mo`dul Extractor sema`ntic s’han aplicat
paradigmes d’aprenentatge automa`tic per entrenar el parser. El submo`dul
Soar esta` implementat sobre una arquitectura cognitiva on se li han defi-
nit totes les habilitats del robot. En aquest submo`dul tambe´ s’han aplicat
te`cniques pro`pies dels sistemes intel·ligents com Sub-goal capacity i Chunking
ability.
• CCO2.2: Capacitat per a adquirir, obtenir, formalitzar i represen-
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tar el coneixement huma` d’una forma computable per a la resolucio´
de problemes mitjanc¸ant un sistema informa`tic en qualsevol a`mbit
d’aplicacio´, particularment en els que estan relacionats amb as-
pectes de computacio´, percepcio´ i actuacio´ en ambients o entorns
intel·ligents. [Bastant] Aquesta compete`ncia s’ha treballat molt en desen-
volupar software a ser integrat en un robot. El software implementat utilitza
coneixement extret dels sensors del robot i defineix una representacio´ del mo´n
a partir d’aquesta informacio´. Aquesta compete`ncia s’ha treballat sobretot
en el mo`dul Raonador.
• CCO3.1: Implementar codi cr´ıtic seguint criteris de temps d’e-
xecucio´, eficie`ncia i seguretat. [Bastant] Tot el codi implementat en
aquest treball e´s altament eficient. Es pot comprovar l’eficie`ncia del codi en
el v´ıdeo presentat de la demo “bring me a drink”. En aquest v´ıdeo s’ob-
serva l’alta velocitat d’execucio´ de l’arquitectura. Aquesta compete`ncia s’ha
treballat en tots els mo`duls implementats.
1.4 Estat de l’art
Des de les primeres implementacions de robots fa me´s de 50 anys, la robo`tica ha
estat aplicada principalment en sistemes industrials amb el propo`sit d’augmentar
la produccio´. Els robots utilitzats eren els coneguts robots industrials.
En les u´ltimes de`cades ha aparegut la necessitat i voluntat de poder aplicar la
robo`tica en altres camps. Com a consequ¨e`ncia, a finals dels anys 80 va apare`ixer
el terme robots de servei. Aquests robots e´s caracteritzen per treballar en entorns
no controlats canviants i per tenir una forta interaccio´ amb les persones.
Segons la Federacio´ Internacional de Robo`tica8 (IFR), un robot de servei e´s un
robot que opera de manera parcial o totalment auto`noma, per realitzar serveis u´tils
per al benestar dels humans i de l’equipament, excloent operacions de manufactura.
En altres paraules, els robots de servei so´n la implementacio´ moderna d’un dels
grans somnis de la humanitat que e´s tenir robots personals/assistents.
Tal com ja s’ha descrit, els robots de servei comparteixen l’espai de treball amb les
persones i interactuen amb elles. E´s clar doncs, que un dels factors imprescindibles
que es te´ en compte e´s la interaccio´ robot-persona (HRI)[26, 17]. HRI e´s l’estudi
de la interaccio´ entre robots i persones que intenta definir la forma d’interaccio´
f´ısica i social me´s correcte entre ells. En aquest treball la interaccio´ robot-persona
es fara` mitjanc¸ant la parla amb l’objectiu de ser el me´s intu¨ıtiva i fa`cil possible
per a les persones.
8www.ifr.org
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E´s important remarcar que l’arquitectura que s’implementara` en aquest treball
e´s la primera arquitectura cognitiva per a la resolucio´ de tasques complexes en
robo`tica de servei que contempla tot el proce´s des que s’escolta l’ordre fins a la
finalitzacio´ de la tasca. Per tant, no hi ha productes similars o relacionats. En els
segu¨ents punts es realitza una ana`lisi de l’estat de l’art dels diferents components
que formaran part d’aquesta arquitectura.
1.4.1 Reconeixement automa`tic de la parla
El reconeixement automa`tic de la parla (ASR) [31] e´s una disciplina de la in-
tel·lige`ncia artificial que consisteix a traduir la parla a text. Durant els u´ltims
anys ha experimentat un gran creixement gra`cies a la introduccio´ d’aquesta tec-
nologia en el sector de la telefonia.
Actualment, hi ha un gran nombre de ASRs disponibles. Alguns d’aquests so´n
APIs pu´bliques, com la Google’s Web Speech API 9 i la Microsoft Speech API 10.
Tambe´ hi ha un gran nombre de programari open source com Sphinx [32] i Julius
[1]. Per contra, tambe´ existeix una llarga llista de programari privatiu, com Nuance
Dragon11.
Els sistemes de reconeixement de veu de propo`sit general moderns es basen en
Models ocults de Markov (HMM)[14, 22]. Aquests so´n models estad´ıstics que de
sortida retornen una sequ¨e`ncia de s´ımbols o quantitats. Els HMM s’utilitzen en
el reconeixement de veu, ja que la veu pot ser tractada com un senyal definit a
trossos o un senyal estacionari de curta durada. Altres raons que fan els HMM po-
pulars so´n la possibilitat de ser entrenats de forma automa`tica, la seva simplicitat
i computacionalment factibles d’utilitzar.
Histo`ricament tambe´ s’ha aplicat l’algoritme ‘time warping’ per fer reconeixement
de veu [12]. Aquest algorisme permet mesurar la similitud entre dues sequ¨e`ncies
que poden variar en temps o velocitat. Tot i aix´ı, aquest sistema ha estat desplac¸at
per l’enfocament basat en models ocults de Markov.
Per u´ltim, a finals de 1980 va sorgir la idea d’utilitzar xarxes neuronals per re-
cone`ixer la parla [23]. Aquest enfocament te´ una gran taxa de reconeixements
amb e`xit en unitats curtes de temps com fonemes individuals i paraules soles. Tot
i aix´ı, rarament te´ e`xit reconeixent frases llargues a causa de la seva dificultat de
modelar depende`ncies temporals. A difere`ncia dels HMM, les xarxes neuronals
no fan suposicions sobre caracter´ıstiques estad´ıstiques distintives. Actualment les
xarxes neuronals en ASRs nome´s s’utilitzen per fer preprocessament de les dades,
per exemple, s’utilitzen per fer reduccio´ de la dimensio´ d’aquestes [9].
9www.goo.gl/lA0Pfd
10www.goo.gl/aW0ULH
11www.nuance.es/dragon/index.htm
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Es va consultar a l’expert Matthew Walter12 del MIT13 quina tecnologia utilitzar
per introduir l’ASR en l’arquitectura i va recomanar la llibreria Google speech
recognition. Els principals avantatges que ofereix aquesta llibreria so´n la seva
fa`cil integracio´, utilitzacio´ i alta fiabilitat de resultats. Tot i aix´ı, aquesta, reque-
reix acce´s a Internet per funcionar. Aquest fet no resulta cap inconvenient per
l’arquitectura que s’implementara`, ja que els robots en els quals s’introduiria es
mouen en entorns que disposen de punts d’acce´s a Internet.
1.4.2 Comprensio´ del llenguatge natural
La comprensio´ del llenguatge natural (NLU) [30] e´s una disciplina de la intel·lige`ncia
artificial que s’ocupa de la comprensio´ lectora d’una ma`quina. De forma equiva-
lent als ASRs, durant els u´ltims anys la comprensio´ del llenguatge natural ha
experimentat un gran creixement gra`cies a la introduccio´ d’aquesta tecnologia en
el sector de la telefonia.
Moltes estrate`gies i enfocaments diferents han estat realitzats per intentar resoldre
aquest problema. Un gran nombre d’aquestes estrate`gies es discuteixen a [4].
Una de les solucions me´s comunes e´s fer u´s d’ontologies de depende`ncia sema`ntica
com WordNet [25] o corpus com VerbNet [28]. Una altra solucio´ molt comuna con-
sisteix en aplicar principis d’aprenentatge automa`tic (machine learning). Aquesta
solucio´ planteja entrenar un model capac¸ d’estructurar el text introdu¨ıt a partir
d’exemples de texts ja estructurats [29]. Per altra banda, hi ha altres enfocaments
completament diferents que fan u´s de la informacio´ sensorial del robot per a poder
realitzar una millor comprensio´ [37, 3].
Per introduir NLU en l’arquitectura s’utilitzara` la tecnologia h2sl. Aquest paquet
proporciona el codi font d’un conjunt de llibreries i executables que converteixen
l’entrada de text de forma lliure a una insta`ncia de llenguatge estructurat. Aquest
paquet esta` basat en grafs distribu¨ıts de corresponde`ncia [10]. h2sl tambe´ ha
estat recomanat per Matthew Walter per la seva pote`ncia i fa`cil comunicacio´ amb
les llibreries Google speech recognition. A me´s a me´s, aquestes llibreries ofereixen
una interf´ıcie gra`fica per visualitzar els resultats que facilitara` la fase de test i la
comprensio´ per part de futurs usuaris de l’arquitectura.
1.4.3 Sistemes de raonament
Els enfocaments t´ıpics per al control general dels robots de servei es basen princi-
palment en ma`quines d’estat, on tots els passos necessaris per aconseguir completar
12people.csail.mit.edu/mwalter/
13Massachusetts Institute of Technology
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una tasca so´n especificats i coneguts pre`viament pel robot. En aquests controla-
dors, es crea de forma exhaustiva la llista d’accions possibles que el robot pot
fer, aix´ı com tots els passos necessaris per executar-les. El problema amb aquest
enfocament e´s que tot ha de ser pre`viament especificat, impedint aix´ı que el robot
pugui respondre davant de noves situacions o de noves tasques.
Una alternativa a les ma`quines d’estat e´s l’u´s de planificadors [36]. Els planificadors
decideixen en temps real la millor sequ¨e`ncia d’habilitats a ser executades per tal
d’assolir l’objectiu, generalment amb enfocaments probabil´ıstics. Un enfocament
diferent de l’u´s de planificadors e´s l’u´s d’arquitectures cognitives. Aquests sistemes
intenten imitar alguns dels processos del cervell per tal de generar una decisio´ [33,
2, 13, 15, 21, 19, 7].
Hi ha diverses arquitectures cognitives disponibles: Soar [20], ACT-R14 [2, 35],
CRAM15 [5], SS-RICS16 [15]. De tots elles, nome´s CRAM i SS-RICS han estat
dissenyades espec´ıficament per a ser aplicades en robots. CRAM i SS-RICS ja han
estat utilitzats per a la resolucio´ de tasques complexes, com per exemple, cuinar
pastissos [6]. Per altra banda, tot i que Soar no esta` pensat per ser aplicat en
robots, ha estat utilitzat per implementar tasques molt senzilles de navegacio´ [8].
A la Taula 1.2 es realitza una comparativa me´s detallada.
Es pot veure que, de tots elles, nome´s CRAM i SS-RICS han estat dissenyades
espec´ıficament per a ser aplicades en robo`tica. Tot i aix´ı, CRAM nome´s e´s capac¸
de construir i executar plans predissenyats, e´s a dir, CRAM e´s incapac¸ de resoldre
noves situacions no esperades. Per tant, limita les accions que el robot pot executar
a aquelles que han estat predefinides. Per aquests motius, l’arquitectura CRAM
ha estat descartada. Per altra banda, SS-RICS ha estat descartat per la seva gran
complexitat en tenir poc temps per finalitzar aquest treball.
Finalment, descartades les dues arquitectures orientades a robots, s’ha escollit
utilitzar l’arquitectura Soar, i no ACT-R, en aquest treball. Aquesta decisio´ s’ha
14Adaptive Control of Thought—Rational
15Cognitive Robotic Abstract Machine
16Symbolic and Subsymbolic Robotic Intelligence Control System
Orientat a
Raonament
simbo`lic
Control de baix
nivell
Complexitat de la
programacio´
Soar Cognicio´ Complet Complex Simple
CRAM Robot Simple Integrat Complex
ACT-R Cognicio´ Complet Complex Complex
SS-RICS Robot Simple Integrat Complex
Taula 1.2: Taula comparativa de diverses arquitectures cognitives.
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pres pel fet que Soar e´s una arquitectura cognitiva general capac¸ de seleccionar
l’accio´ requerida per a l’actual situacio´ i meta sense tenir una llista predefinida
de plans o situacions. A me´s a me´s, no te´ una gran complexitat en comparacio´ a
l’arquitectura ACT-R.
1.5 Recursos
Aquest treball fara` u´s d’un conjunt de recursos hardware, software i humans.
Hardware
• REEM, el robot humanoide de servei creat per l’empresa PAL Robotics.
(Figura 1.2)
• Asus Xtion acoblada al robot per poder fer deteccio´ d’objectes i persones.
• Ordinador Pavilion dv6.
Software
• Ubuntu 12.04
• Els editors de text Sublime Text i Vim.
• El framework ROS (Robot Operating System) pel desenvolupament del softwa-
re.
• El simulador multi-robot per entorns interiors i exteriors anomenat Gazebo.
(Figura 1.1a)
• L’eina Rviz per la visualitzacio´ 3D del entorn. Mostra el que el robot esta`
veient, pensant i fent. (Figura 1.1b)
• L’arquitectura cognitiva Soar.
• Tot el software integrat en el robot REEM, per exemple, reconeixedor d’ob-
jectes i persones; mo`duls de navegacio´, etc.
• ShareLaTeX, un editor online de LATEX.
• El software de control de versions Subversion.
• El programari de gestio´ de refere`ncies Mendeley.
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Humans Membres del projecte REEM@IRI experts en els camps de la robo`tica
i la intel·lige`ncia artificial. Aquest conjunt de professionals aportaran feedback al
llarg del projecte.
1.5.1 Sistema operatiu robo`tic (ROS)
ROS e´s l’actual sistema operatiu esta`ndard per robots. Aquest proporciona eines
que faciliten molt la implementacio´ de software per robots. Entre les diferents
eines que proporciona destaquen: abstraccio´ de maquinari, control de dispositius
de baix nivell, implementacio´ de funcionalitats d’u´s comu´, pas de missatges entre
processos i gestio´ de paquets. A me´s a me´s, tambe´ proporciona eines per visualitzar
i depurar el codi.
ROS esta` organitzat com una xarxa de nodes i arestes. Cada node e´s un execu-
table el qual esta` connectat amb altres nodes. Qualsevol node del sistema es pot
connectar a qualsevol node, veure la informacio´ que esta` enviant i publicar infor-
macio´ a la xarxa. Els dos conceptes necessaris per comprendre la implementacio´
d’aquest treball so´n: nodes, messages i topics.
• Node: Un node e´s un executable que utilitza ROS per comunicar-se amb
altres nodes.
• Message: Els nodes es comuniquen entre ells mitjanc¸ant messages. Cada
missatge conte´ la informacio´ que es vol enviar a altres nodes.
• Topic: Els topics, en una xarxa, representarien les arestes que connecten els
nodes entre si. Els topics so´n canals pels quals s’envien els missages. Els
nodes poden publicar missatges en un topic, aix´ı com subscriure’s a un per
rebre missatges.
(a) Simulador Gazebo (b) Visor Rviz
Figura 1.1: Algunes de les eines utilitzades
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Figura 1.2: Robot REEM
• Service: Els serveices so´n una altra manera que els nodes es poden comu-
nicar entre si. Aquests permeten als nodes enviar sol·licituds i rebre una
resposta.
1.5.2 Robot REEM
El robot utilitzat per provar el sistema desenvolupat e´s el robot REEM, un robot
humanoide de servei creat per l’empresa PAL Robotics. El seu pes e´s d’aproxima-
dament 90 kg, te´ 22 graus de llibertat i una autonomia d’aproximadament 8 hores.
Aquest robot utilitza OROCOS per a les operacions en temps real i ROS per la
implementacio´ d’habilitats. Entre altres habilitats, pot recone`ixer i comprendre
objectes, detectar rostres i seguir una persona. El robot esta` equipat amb un pro-
cessador Core 2 Duo i un ordinador ATOM, que proporcionen tota la pote`ncia de
ca`lcul necessa`ria per dur a terme tot el control. Aixo` vol dir que tots els algoris-
mes necessaris per planificar i dur a terme totes les habilitats s’executen dintre del
robot. A me´s a me´s, per tal de poder fer una millor deteccio´ d’objectes i persones
s’ha afegit un sensor Kinect a la versio´ comercial.
1.6 Identificacio´ de lleis i regulacions
Aquest treball final de grau fa u´s d’una gran quantitat de fonts i recursos. Aquests
estan coberts per un seguit de llice`ncies que afecten directament el treball i s’hau-
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ran de tenir en compte. En aquest apartat es descriu el conjunt de lleis i regulacions
que cobreixen cadascuna de les fonts i recursos d’aquest treball.
Aquest treball complira` tot aquest conjunt de lleis i regulacions.
1.6.1 Ana`lisi de les lleis i regulacions de les fonts i recursos
REEM@IRI Tal com s’ha descrit anteriorment, aquest treball forma part del
projecte REEM@IRI. Per tant, les lleis i regulacions del projecte REEM@IRI afec-
ten directament a aquest treball. Aquestes defineixen que tot el codi del projecte
REEM@IRI e´s privat i nome´s poden tenir-hi acce´s els seus membres.
Pal Robotics Aquest treball fara` u´s del robot REEM i del programari que hi
e´s integrat. Tot aquest software e´s de l’empresa Pal Robotics i e´s propietari. Tot
i aix´ı, hi ha un conjunt de paquets de codi pu´blic per a ROS sota les llice`ncies
Creative Commons BY-NC-ND 3.0 i BSD.
IRI Aquest treball tambe´ fara` u´s de llibreries pro`pies de l’Institut de Robo`tica
i Informa`tica Industrial (IRI). Aquestes llibreries estan cobertes per la llice`ncia
GNU Lesser General Public License.
Soar Soar esta` protegit per la llice`ncia BSD.
Google speech recognition Aquest treball tambe´ fara` u´s de les llibreries de
Google speech recognition. Aquestes llibreries estan lligades a la llice`ncia MIT
License.
h2sl L’arquitectura implementada utilitzara` la llibreria h2sl per introduir el
NLU. Aquesta esta` coberta per la llice`ncia GNU Lesser General Public.
ROS Tal com s’ha detallat anteriorment, aquest treball es desenvolupara` sobre
el framework ROS. El conjunt de llibreries que formen ROS estan cobertes per les
llice`ncies BSD17 modificada i Apache License 2.0.
Robo`tica de servei La robo`tica de servei e´s estandarditzada pel comite` ISO/TC
184/SC 2 Robots and robotic devices. Aquest comite` defineix temes com vocabu-
lari, requeriments de seguretat en entorns robotitzats i me`todes de test.
17Berkeley Software Distribution
14 CAPI´TOL 1. CONTEXTUALITZACIO´ DEL PROJECTE
1.6.2 Descripcio´ de les llice`ncies identificades
Creative Commons BY-NC-ND 3.0 License
Creative Commons e´s una organitzacio´ sense a`nim de lucre que ofereix a autors i
creadors poder compartir volunta`riament el seu treball, lliurant llice`ncies i eines
lliures. Aquestes llice`ncies defineixen l’u´s i benefici que en poden fer els usuaris i
els drets que es reserven els autors.
La llice`ncia Creative Commons BY-NC-ND 3.0 18 estableix el segu¨ent:
• Compartir: Es pot copiar i redistribuir el material en qualsevol mitja` o
format.
• Reconeixement. S’ha de recone`ixer adequadament l’autoria, proporcionar
un enllac¸ a la llice`ncia i indicar si s’han fet canvis. Pot fer-ho de qualsevol
manera raonable, pero` no d’una manera que suggereixi que te´ el suport del
llicenciador o el rep per l’u´s que fa.
• No Comercial: No es pot utilitzar el material per a una finalitat comercial.
• Sense ObraD erivada: Si es remescla, transforma o crea material a partir
del material cobert, no es pot difondre.
Llice`ncia BSD
La llice`ncia BSD pertany al grup de llice`ncies de programari lliure que imposen
restriccions mı´nimes sobre la redistribucio´ de programari cobert. La llice`ncia obliga
als autors que el codi font i els binaris que distribueixin han de tenir escrit el
copyright i les condicions de la llice`ncia. Per altra banda, estableix que l’usuari te´
dret a utilitzar lliurement el codi sense necessitat de mantenir la llice`ncia.
Llice`ncia BSD modificada
Ja s’ha explicat anteriorment les caracter´ıstiques de la llice`ncia BSD. Tot i aix´ı,
la llice`ncia que utilitza ROS e´s una versio´ de BSD modificada, la BSD 3-Clause
License19.
En el cas de ROS, la llice`ncia fixa que e´s obligatori indicar que s’utilitza software
desenvolupat a la Universitat de Califo`rnia en la publicitat que faci refere`ncia a
material que utilitza contingut cobert per aquesta llice`ncia.
18creativecommons.org/licenses/by-nc-nd/3.0/
19opensource.org/licenses/BSD-3-Clause
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GNU Lesser General Public License
Aquesta llice`ncia va ser creada per la Free Software Foundation, una organitzacio´
fundada amb el propo`sit d’impulsar el programari lliure i en particular el projecte
GNU.
La GNU Lesser General Public License20 permet la llibertat de compartir i mo-
dificar el programari cobert per ella, assegurant que el programari e´s lliure per a
tots els usuaris. Altres activitats que no siguin co`pia, distribucio´ o modificacio´ no
estan cobertes en aquesta llice`ncia i estan fora del seu abast.
Apache License 2.0
Aquesta llice`ncia va ser creada per la Apache Software Foundation (ASF) fundada
amb l’objectiu de donar suport a projectes Apache.
La Apache License 2.0 21 permet a l’usuari usar el programari per a qualsevol
propo`sit, distribuir-lo, modificar-lo, i generar versions modificades d’aquest. La
llice`ncia no exigeix que el material derivat es distribueixi utilitzant la mateixa
llice`ncia, ni tan sols que s’hagi de distribuir com a programari lliure. Nome´s
exigeix que es notifiqui als receptors del nou programari que s’ha fet servir codi
protegit amb la llice`ncia Apache.
MIT License
La MIT License22 concedeix permı´s, de forma gratu¨ıta, a qualsevol persona que ob-
tingui una co`pia d’aquest programari i arxius de documentacio´ associats a aquest.
Atorga el dret d’utilitzar, copiar, modificar, fusionar, publicar, distribuir, sublli-
cenciar i / o vendre co`pies del programari cobert sense limitacions.
20opensource.org/licenses/lgpl-license
21www.apache.org/licenses/LICENSE-2.0.html
22opensource.org/licenses/MIT
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Cap´ıtol 2
Metodologia de treball
La metodologia que s’aplicara` en aquest treball sera` una metodologia a`gil [24].
Actualment aquestes metodologies so´n molt utilitzades i companyies com IBM1,
Amazon i Google les apliquen. Estan basades en el desenvolupament iteratiu i
incremental. Aix´ı doncs, el treball es realitzara` mitjanc¸ant un seguit d’iteraci-
ons. Cada una d’elles esta` dividida en ana`lisi, implementacio´, test, integracio´ i
documentacio´. (Veure Figura 2.1)
Aplicar metodologies a`gils permetra` tenir una major proximitat amb el tutor aix´ı
com una capacitat de resposta me´s alta envers a obstacles i demandes del tutor.
Per altra banda, tambe´ reduira` el risc de tenir una mala planificacio´ temporal i de
costs. Aixo` e´s gra`cies al fet que les metodologies a`gils permeten revisar i adaptar
dina`micament la planificacio´ inicial.
A continuacio´ es defineixen breument les quatre iteracions en les quals esta` dividit
el treball, la definicio´ completa es descriu a la Seccio´ 2.3.1.
Set Up En la primera iteracio´ es realitzara` un set-up del sistema aix´ı com un
autoaprenentatge del diferent programari que s’utilitzara` al llarg del treball.
ASR La segona consistira` en desenvolupar el mo`dul de ASR, encarregat del
reconeixement de la parla. Aquest traduira` el senyal de veu de l’ordre a text.
Extractor sema`ntic A la tercera iteracio´ s’implementara` l’extractor sema`ntic,
encarregat de fer una ana`lisi gramatical d’una frase, identificant aix´ı el rol de cada
paraula en l’oracio´ (verb, subjecte, etc).
1International Business Machines
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Figura 2.1: Diagrama metodologia a`gil definida
Raonador Finalment, a l’u´ltima iteracio´ es desenvolupara` el raonador, encarre-
gat d’anar seleccionant les accions a executar al llarg de la realitzacio´ de la tasca.
Al final de cada iteracio´ es realitzara` una reunio´ amb el director per tal d’obtenir
una realimentacio´ que ajudi a una millor execucio´ del treball.
2.1 Eines de seguiment
Al llarg del treball s’utilitzaran un conjunt d’eines per facilitar el seu seguiment.
En primer lloc, es fara` u´s d’eines per tal de poder mantenir una comunicacio´
constant amb el tutor aix´ı com amb possibles terceres persones amb les quals fos
necessari contactar. Amb aquest objectiu, es fara` servir el correu electro`nic i
Skype.
Per l’emmagatzemat i la comparticio´ d’arxius es fara` u´s del servei d’allotjament de
fitxers en el nu´vol Dropbox. Tambe´ s’utilitzara` Mendeley2 com a programari
de gestio´ de refere`ncies.
Finalment, s’utilitzara` Subversion com a software de control de versions amb
l’objectiu de mantenir una co`pia de seguretat de les diferents versions del progra-
ma.
2.2 Me`tode de validacio´
El me`tode de validacio´ constara` de diferents fases. L’ordre en que` estan definides
e´s l’ordre en el qual han estat executades.
2www.mendeley.com
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1. Comprovar el correcte funcionament del codi a la consola de l’ordinador.
2. Introduir el codi del programa en l’eina de simulacio´ gazebo3 proporcionada
pel framework ROS. Aquest simulador ofereix un entorn virtual controlat de
simulacio´ amb condicions ideals.
3. Realitzar proves en el robot humanoide REEM en entorns controlats un cop
el resultat e´s l’esperat.
4. Sotmetre el robot a proves en entorns reals no controlats.
2.3 Planificacio´ temporal
En aquest cap´ıtol es defineixen les tasques a realitzar i la planificacio´ temporal del
treball.
2.3.1 Descripcio´ de les tasques
Definicio´ del projecte
La primera tasca e´s la definicio´ del projecte que forma part de l’assignatura Gestio´
de Projectes. S’ha definit el treball segons els para`metres: abast, planificacio´
temporal, pressupost i sostenibilitat, i estat de l’art.
Iteracions del treball
Com ja s’ha comentat, aquest treball es desenvolupara` amb metodologies a`gils.
Aix´ı doncs, el treball es realitzara` mitjanc¸ant un seguit d’iteracions detallades
a continuacio´. Cadascuna d’elles esta` dividida en ana`lisi, implementacio´, test,
integracio´ i documentacio´.
Tal com s’ha definit en el me`tode validacio´ del treball (Seccio´ 2.2), la part de test
de cada iteracio´ estara` formada per les fases de test en: consola de l’ordinador,
simulador Gazebo i finalment en el robot humanoide de servei REEM.
L’ordre en que` estan definides les iteracions e´s l’ordre en el qual seran executades.
Set Up inicial. Aquesta primera iteracio´ consistira` en instal·lar i configurar tot
el programari necessari per poder comenc¸ar a desenvolupar el treball. Tambe´,
3wiki.ros.org/gazebo
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es realitzara` un autoaprenentatge del framework ROS aix´ı com de les diferents
llibreries que s’utilitzaran per a la implementacio´ del treball.
ASR. Aquesta iteracio´ te´ com a objectiu desenvolupar el mo`dul ASR encarregat
del reconeixement automa`tic de la parla. Aquest mo`dul, en l’arquitectura final,
tindra` la funcio´ de transformar les ones sonores de l’ordre pronunciada al robot
per veu a paraules.
Extractor sema`ntic. La tercera iteracio´ consistira` en implementar el mo`dul
encarregat de fer una ana`lisi gramatical d’una frase per tal d’identificar el rol de
cada paraula en l’oracio´ (verb, subjecte, etc). El mo`dul desenvolupat en aquesta
iteracio´ servira` per poder identificar l’accio´ demanada a realitzar en la comanda
verbal al robot. Tambe´ indicara` les localitzacions, persones i/o objectes mencionats
en l’ordre.
Raonador. L’u´ltima iteracio´ sera` destinada a desenvolupar el sistema de rao-
nament cognitiu. Aquest sera` l’encarregat d’anar seleccionant les accions que el
robot ha de realitzar per tal de completar la tasca demanada amb e`xit.
Redaccio´ final de la memo`ria
En aquesta tasca es realitzara` la documentacio´ final del treball. Consistira` en
agrupar tota la documentacio´ elaborada fins al moment i acabar de perfilar-la.
Preparacio´ de la presentacio´
En l’u´ltima fase del treball s’escriura` el guio´ i el material de suport de la presentacio´
final. Tambe´ es realitzaran un seguit d’assajos per tal de trobar possibles millores
de la presentacio´ i practicar el temps de duracio´ d’aquesta.
2.3.2 Estimacio´ del temps
A continuacio´ es mostra una definicio´ del temps estimat per completar les tasques
definides.
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ESTIMACIO´ DEL TEMPS PER TASCA
Tasca Temps [h]
Definicio´ del projecte 80
It0: Set Up inicial 85
It1: ASR 100
It2: Extractor sema`ntic 110
It3: Raonador 150
Redaccio´ final de la memo`ria 15
Preparacio´ de la presentacio´ 25
TOTAL 565
Taula 2.1: Taula d’estimacio´ del temps per tasca.
2.3.3 Pla d’accio´ i valoracio´ d’alternatives
Els motius que podrien provocar desviacions en la planificacio´ inicial so´n els
segu¨ents:
• En la fase de test s’arriba a la conclusio´ que una part de l’arquitectura
desenvolupada ha de ser replantejada, i, per tant, refeta. Aquest entrebanc
es traduiria a un consum major del temps previst per aquella fase, provocant
aix´ı un endarreriment en la planificacio´ inicial. Tambe´ podria suposar un
augment de la utilitzacio´ dels recursos humans en haver d’anar a parlar amb
professionals del sector per tal d’arribar a un nou enfocament del problema.
• El robot no esta` disponible. Aquest fet afectaria la fase de test de cadascuna
de les iteracions, impossibilitant fer proves en el robot. En aquest cas, com
a alternativa, les proves nome´s es realitzarien en consola i simulacio´. No
suposaria una despesa extra dels recursos.
• El robot no es comporta com s’espera. E´s molt comu´ que codi que funciona
en simulacio´, en el robot, en canvi, no ho faci. En el robot un gran nombre
de factors poden provocar el malfuncionament de l’algorisme, per exemple,
algun dels sensors no funciona correctament, condicions adverses de llum o,
fins i tot, difere`ncies entre les configuracions del robot de simulacio´ i el real.
Aquestes adversitats podrien provocar un augment del temps de test, provo-
cant aix´ı un retard en les tasques posteriors i una despesa extra del recurs
robot REEM. Per minimitzar aquest risc, es fara` sempre u´s del programari
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rviz 4 prove¨ıt pel framework ROS. Aquest software permet monitoritzar el
que el robot esta` veient, processant i realitzant en temps real.
Les metodologies a`gils permeten revisar i adaptar dina`micament la planificacio´
inicial. Aix´ı doncs, si les diferents fases esmentades en la Seccio´ 2.3.1 tenen una
durada diferent de l’estimada, es modificara` la planificacio´. En el cas que una tasca
duri me´s de l’esperat provocara` un retard en les segu¨ents tasques. Per contra, si
una tasca es completa amb un temps inferior a l’estipulat a la planificacio´, s’iniciara`
a l’acte la segu¨ent. Per altra banda, si el motiu de la desviacio´ ve donat per culpa
d’algun recurs extern al treball, s’ometra` temporalment la tasca que requereixi
aquell recurs o es buscaran alternatives al recurs mancant.
El total d’hores estimades requerides per completar aquest treball so´n 570 hores.
Aquestes han estat calculades a partir de l’estimacio´ total de la Seccio´ 2.3.2 me´s
les hores aproximades de reunions amb el tutor que es duran a terme en finalitzar
cada tasca. La durada d’aquest treball e´s d’aproximadament 18 setmanes, aix´ı
doncs, sera` necessa`ria una dedicacio´ de 31.6 hores setmanals. Aix´ı, aquest treball
i la seva planificacio´ so´n assolibles.
2.3.4 Diagrama de Gantt
Figura 2.2: Diagrama de Gantt des de l’inici del treball a finals de marc¸.
4wiki.ros.org/rviz
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Figura 2.3: Diagrama de Gantt des d’inicis d’abril fins a la finalitzacio´ del treball.
2.3.5 Planificacio´ final
Com es pot observar en el diagrama de Gantt de la planificacio´ inicial, en el
moment de la fita de seguiment (24/04/2014), s’hauria d’haver estat realitzant la
fase de test de la iteracio´ ASR. Tot i aix´ı, s’han dedicat me´s hores setmanals que
les establides inicialment i en aquell punt el treball (30/05/2014) estava en la fase
d’integracio´ de la iteracio´ Extractor sema`ntic. Per tant, aquest treball anava un
mes avanc¸at respecte a la planificacio´ inicial.
Tal com es va indicar inicialment, la metodologia d’aquest treball esta` basada en
metodologies a`gils. Aquestes permeten revisar i adaptar dina`micament la plani-
ficacio´ inicial. Per aquest motiu, es va adaptar la planificacio´ inicial tenint en
compte l’estat del treball en aquell punt. A continuacio´ es mostra el diagrama de
Gantt de la nova planificacio´.
Figura 2.4: Diagrama de Gantt de la planificacio´ que finalment s’ha seguit.
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Aquesta nova planificacio´ atorga me´s temps del definit inicialment en les fases me´s
cr´ıtiques restants. Per exemple, anteriorment es disposava de 23 dies per realitzar
la iteracio´ Raonador, i es va canviar a 28. A me´s a me´s, tambe´ es va ampliar el
nombre de dies per preparar el guio´ i el material de suport per la lectura; i per
finalitzar la documentacio´ del treball.
Aquests canvis respecte a la planificacio´ inicial no afecten la definicio´ d’objectius.
2.4 Metodologia final
No s’ha produ¨ıt cap canvi respecte a la metodologia proposada inicialment, ja que
aquesta ha perme`s tenir una major proximitat amb el tutor aix´ı com una capacitat
de resposta me´s alta envers a obstacles i imprevistos. Per altra banda, tambe´ ha
ajudat a reduir el risc de tenir una incorrecta planificacio´ temporal i de costs inicial
gra`cies al fet que les metodologies a`gils permeten revisar i adaptar dina`micament
la planificacio´ inicial.
Tampoc s’ha canviat el me`tode de validacio´. S’han aplicat totes les fases que es
van proposar.
Cap´ıtol 3
Pressupost
Tal com s’ha detallat en la Seccio´ 1.5, sobre recursos del treball, per dur a terme
aquest projecte es fara` u´s d’un seguit de recursos hardware, software i humans.
Part d’aquests recursos tenen un cost. En aquest cap´ıtol es fara` una estimacio´
d’aquests costs aix´ı com del cost de les despeses generals del treball. Per calcular
el cost de software i hardware es tindra` en compte la seva amortitzacio´. Per altra
banda, per calcular el cost dels recursos humans es considerara` la ca`rrega de treball
definida en la planificacio´ (31.6 hores setmanals).
3.1 Estimacio´ dels costos
Els recursos hardware i software es faran servir de forma constant al llarg de tot el
desenvolupament del treball. En consequ¨e`ncia, aquests recursos no s’han dividit
en cadascuna de les diferents tasques que es van definir en la planificacio´.
3.1.1 Hardware
COST HARDWARE
Producte Preu Unitats Vida Util Amortitzacio´
Robot REEM∗ 0 e 1 4 anys 0 e
Asus Xtion∗ 0 e 1 3 anys 0 e
Ordinador
Pavilion dv6
999 e 1 4 anys 70.55 e
TOTAL 999 e 70.55 e
Taula 3.1: Taula de descripcio´ del cost del hardware.
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3.1.2 Software
COST SOFTWARE
Producte Preu Unitats Vida Util Amortitzacio´
Ubuntu 12.04 0 e 1 1 any 0 e
Sublime Text 0 e 1 1 any 0 e
Vim 0 e 1 1 any 0 e
ROS 0 e 1 1 any 0 e
Gazebo 0 e 1 1 any 0 e
Soar 0 e 1 2 anys 0 e
Software robot
REEM∗ 0 e
1 0.5 anys 0 e
ShareLaTeX 0 e 1 1 any 0 e
Subversion 0 e 1 1 any 0 e
Mendeley 0 e 1 1 any 0 e
TOTAL 0 e - - 0 e
Taula 3.2: Taula de descripcio´ del cost del software.
3.1.3 Recursos humans
Aquest projecte el desenvolupara` nome´s una persona. Com a consequ¨e`ncia, aques-
ta persona haura` de fer el paper de totes les persones que estarien involucrades
en un projecte d’aquestes caracter´ıstiques. S’ha suposat que en aquest treball hi
participaria: Cap de projecte, amb un sou de 50e/hora; Programador, amb
un sou de 35e/hora; i Tester, amb un sou de 30e/hora.
∗ Cedit per l’empresa PAL Robotics
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COST RECURSOS HUMANS
Tasca Rol Temps [h] Preu
Cap de projecte 70 3500 e
Definicio´ del Programador 10 350 e
projecte Tester 0 0 e
Total 80 3850 e
Cap de projecte 5 250 e
It0: Programador 70 2450 e
Set Up inicial Tester 10 300 e
Total 85 3000 e
Cap de projecte 10.52 526 e
It1: Programador 73.70 2576 e
ASR Tester 15.78 473.40 e
Total 100 3575.40 e
Cap de projecte 11.56 578 e
It2: Programador 81.10 2832.20 e
Extractor sema`ntic Tester 17.34 526.20 e
Total 110 3930.40 e
Cap de projecte 15.78 589 e
It3: Programador 110.54 3866.10 e
Raonador Tester 23.67 710.10 e
Total 150 5165.20 e
Cap de projecte 14 700 e
Redaccio´ final Programador 1 35 e
de la memo`ria Tester 0 0 e
Total 15 735 e
Cap de projecte 23 1150 e
Preparacio´ de Programadror 2 70 e
la presentacio´ Tester 0 0 e
Total 25 1220 e
TOTAL 565 21476 e
Taula 3.3: Taula de descripcio´ del cost de recursos humans
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3.1.4 Despeses generals
A me´s del cost dels recursos analitzats, tambe´ hi ha un seguit de despeses generals
que s’originaran durant la realitzacio´ del treball. Les despeses analitzades en aquest
apartat so´n: lloguer, aigua, electricitat, ADSL i transport. Per fer el ca`lcul del
preu de cada despesa lligada al treball s’ha calculat el cost/hora de cada despesa
i s’ha multiplicat pel nombre d’hores establertes a la planificacio´ inicial.
DESPESES GENERALS
Concepte Preu Temps Total
Lloguer, aigua,
electricitat
865 e/mes 565 hores 678.78 e
ADSL 45 e/mes 565 hores 35.31 e
Transport 35 e/mes 6 mesos 210 e
TOTAL ACUMULAT 924.09 e
Taula 3.4: Taula de descripcio´ del cost de despeses generals.
3.1.5 Cost total
Finalment, s’ha sumat el cost dels quatre conjunts de recursos anteriorment ana-
litzats i aplicat el I.V.A per estimar un preu total d’aquest treball final de grau.
(S’aplica un I.V.A de tipologia general del 21%)
COST TOTAL PER CONCEPTE
Concepte Cost
Software 0 e
Hardware 70.55 e
Recursos Humans 21476 e
Despeses Generals 924.09 e
Subtotal 22470.64 e
I.V.A (21%) 4718.83 e
TOTAL 27189.47 e
Taula 3.5: Taula de descripcio´ del cost total del treball.
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3.2 Control de seguiment de costos
Establir un seguiment del cost del treball sera` molt important per tal de verificar si
el cost final e´s similar al del pressupost definit. Aix´ı doncs, al final de cada iteracio´
s’analitzara` i calculara` el cost real en hores. El cost real del treball s’obtindra` de la
suma de costs calculats al final de cada iteracio´. En el cas que durant el seguiment
es detecti que no s’esta` complint el pressupost establert, s’hauran de reajustar els
objectius i la planificacio´ inicials per tal de compensar els costs en les segu¨ents
tasques. Fos aquest el cas, sempre s’intentaria respectar el ma`xim les definicions
establertes d’objectius i planificacio´.
3.3 Viabilitat econo`mica
Aquest treball no te´ viabilitat en termes de beneficis per dos factors principals.
El primer e´s que, tal com ja es va explicar, aquest treball es desenvolupa en el
marc del projecte d’investigacio´ REEM@IRI, una iniciativa sense a`nim de lucre.
El segon fet e´s que el resultat d’aquest treball no derivara` a un producte comercial
i, per tant, no es recuperaran els costs que suposa el seu desenvolupament.
Tot i aix´ı, l’empresa PAL Robotics que ha cedit el robot REEM s´ı que podria treure
un gran benefici econo`mic d’aquest treball tot continuant amb el desenvolupament
final de l’arquitectura. L’arquitectura que s’implementara` podria permetre millo-
rar la intel·lige`ncia dels seus robots i, en consequ¨e`ncia, tenir una major possibilitat
de venda dels seus robots. Per tant, aquest projecte seria econo`micament viable
per a aquesta empresa.
En la Seccio´ 4.2 s’analitza de forma expl´ıcita l’impacte econo`mic del treball.
3.4 Pressupost final
En la Seccio´ 2.3.5 es descrivia la planificacio´ final del treball, la qual recollia tota
una seria de modificacions respecte a la proposta inicial. Aquests canvis no han
tingut afectacio´ sobre els costs, ja que el treball ha estat dut a terme en el mateix
temps que aquell estipulat inicialment (en quantitat d’hores dedicades).
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Cap´ıtol 4
Sostenibilitat i compromı´s social
Un robot equipat amb l’arquitectura cognitiva que s’implementa en aquest treball
ha de ser capac¸ d’entendre i completar tasques complexes ordenades en llenguatge
natural. A me´s a me´s, l’escalabilitat d’aquesta arquitectura ha de permetre produir
robots capac¸os d’ajudar en mu´ltiples entorns i situacions noves. En consequ¨e`ncia,
aquest treball podria tenir una gran repercussio´ social, econo`mica i ambiental.
4.1 Impacte social
Un dels entorns, sino´ el principal, on un robot de servei podria ajudar e´s a les cases.
Un robot dotat de la capacitat de recollir elements i desar-los, netejar superf´ıcies
i, eventualment, avisar de situacions d’emerge`ncia com ara un incendi, suposa
una gran ajuda. La introduccio´ en les cases d’un robot amb aquestes habilitats
significaria una millora directa de la qualitat de vida de molta gent. Per exemple,
seria molt beneficio´s per la gent gran que viu sola, qui sovint te´ grans dificultats
en la realitzacio´ de les activitats de la vida dia`ria a la llar.
Un altre entorn d’introduccio´ d’aquests robots de servei e´s en fires i exposicions,
aeroports, centres comercials, i espais pu´blics en general. Aix´ı, els robots ajudarien
i informarien els visitants/clients de les diferents activitats i espais disponibles.
Resulta evident que la prese`ncia de robots en aquests entorns tambe´ suposaria un
gran impacte social.
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4.2 Impacte econo`mic
Per analitzar l’impacte econo`mic que podria suposar aquest treball, un bon cas
d’estudi e´s el del robot aspirador Roomba1 de l’empresa iRobot. Roomba ha tingut
una gran acceptacio´ social i s’han venut me´s de 8 milions d’unitats des de la seva
sortida en el mercat fa 10 anys.
Roomba nome´s oferia fins fa ben poc la possibilitat d’aspirar el terra. En canvi,
l’arquitectura que s’implementa en aquest treball ha de permetre a un robot de
servei ser capac¸ de realitzar tasques com servir begudes en un acte, rebre clients
a una oficina, guiar persones per la ciutat, etc. Tenir robots dotats d’aquestes
habilitats podria traduir-se a un gran increment en les compres de robots de servei
per part de particulars, entitats i empreses. Per altra banda, la utilitzacio´ d’aquests
robots com a eina de ma`rqueting tambe´ podria suposar un augment de les vendes
en altres sectors. Aix´ı doncs, es pot veure que aquest treball podria provocar un
gran impacte econo`mic.
4.3 Impacte ambiental
Com ja s’ha apuntat, aquest treball tambe´ podria tenir un impacte ambiental. Per
exemple, aquests robots podrien ser u´tils en cas de desastres naturals ajudant a
la recuperacio´ de l’entorn. El cas me´s recent e´s el desastre a la central nuclear de
Fukushima. A me´s a me´s, en aquestes situacions on s’han de realitzar tasques molt
perilloses pels humans, es podrien enviar robots assignats als cossos d’emerge`ncia.
Tal com s’ha explicat en l’impacte econo`mic, aquest treball podria significar un
gran increment en la compra de robots de servei. Aquest fet provocaria un augment
de la produccio´ de robots i, com a consequ¨e`ncia, una major quantitat de residus
tecnolo`gics. Per la qual cosa, aquest treball podria provocar de forma indirecta un
impacte ambiental negatiu.
Tot i aquest possible impacte negatiu indirecte, l’arquitectura plantejada en aquest
treball e´s “robot agnostic”, e´s a dir, es pot introduir en qualsevol robot. Per tant,
no depe`n de cap hardware espec´ıfic. Aquesta caracter´ıstica es tradueix en que` es
podrien produir nous robots amb components sobrants d’anteriors produccions o
inclu´s amb components reciclats d’anteriors robots. Aix´ı doncs, aquesta propietat
de l’arquitectura permetria disminuir l’empremta ecolo`gica de possibles futures
produccions en massa de robots de servei.
1www.irobot.com/global/es/roomba range.aspx
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4.4 Control de sostenibilitat
Tal com s’ha analitzat en els apartats anteriors, aquest treball podria provocar
un gran impacte en l’a`mbit social, econo`mic i ambiental. E´s per aixo`, que e´s
important proposar un seguit de sistemes de control per tal d’intentar quantificar
els efectes en sostenibilitat del treball.
Per tal de quantificar l’impacte social es podria realitzar una enquesta amb
l’objectiu de mesurar l’acceptacio´ en la realitzacio´ de tasques d’aquests robots de
servei en diferents entorns pu´blics i privats. Per altra banda, tambe´ es podria fer
un estudi introduint aquests robots en diferents cases i analitzar la millora de la
qualitat vida dels seus habitants.
L’impacte econo`mic que aquest treball podria provocar e´s principalment un
augment de les vendes en el sector de la robo`tica, pero` tambe´ un augment de les
vendes en sectors que utilitzin aquests robots com a eina de ma`rqueting. Per tal
de poder fer un primer estudi de l’impacte econo`mic que es podria produir, es
planteja el segu¨ent experiment. En dues fires similars s’estableixen dos expositors
ide`ntics d’una mateixa marca. En un d’ells s’hi posa un comerciant i en l’altre un
robot de servei equipat amb l’arquitectura implementada. En finalitzar el dia es
fa un recompte del nombre de visites en cada un dels dos estancs aix´ı com una
enquesta per tal d’analitzar la quantitat de visitants de cada fira que recorden la
marca exposada.
Finalment, e´s dif´ıcil quantificar l’impacte ambiental indirecte del treball fina-
litzat. Tot i aix´ı, l’impacte directe s´ı que es podria quantificar. Per fer-ho, es
proposa realitzar simulacions de possibles pertorbacions medi ambientals per tal
de mesurar els efectes de la introduccio´ d’aquests robots en l’ajuda a la recuperacio´
del medi afectat.
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Cap´ıtol 5
Descripcio´ de l’arquitectura
cognitiva
L’arquitectura implementada en aquest treball es compon d’una interf´ıcie i de tres
mo`duls principals connectats entre si (veure Figura 5.1). En primer lloc, una
ordre de veu e´s rebuda pel robot i es tradueix a text mitjanc¸ant l’u´s d’un sistema
de reconeixement de veu automa`tic en el mo`dul ASR. A continuacio´, el mo`dul
Extractor sema`ntic divideix el text rebut en estructures gramaticals i es genera
un goal o objectiu a partir d’elles. Posteriorment, el goal e´s compilat en el mo`dul
Raonador i s’envia a l’arquitectura cognitiva Soar. Aquest mo`dul va seleccionant
l’habilitat que el robot ha d’executar en cada instant de temps (veure Taula 1.1).
La Interf´ıcie rep l’habilitat seleccionada i l’executa mitjanc¸ant els nodes d’accio´ del
sistema operatiu del robot. Finalment, la interf´ıcie captura el resultat de l’execucio´
de l’habilitat i li envia al mo`dul Raonador per tal que pugui actualitzar el nou
estat del seu entorn.
Figura 5.1: Diagrama de l’arquitectura
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Per facilitar la comprensio´ de la interaccio´ entre els diferents mo`duls aix´ı com el
comportament complet de l’arquitectura, s’exemplificara` tot el proce´s suposant
que es diu al robot l’ordre “bring me a drink”. Es pot veure l’execucio´ d’aquest
exemple en v´ıdeo en el link: http://youtu.be/piCqb2O7rtU.
5.1 Mo`dul ASR
Per tal de permetre la comunicacio´ mitjanc¸ant la veu, el sistema incorpora un
reconeixedor automa`tic de la parla (ASR). Aquest mo`dul s’encarrega de processar
els senyals de veu i retornar-los com una cadena text per una posterior ana`lisi
sema`ntica. Per tant, aquest mo`dul proporciona una interaccio´ natural huma`-robot
(HRI).
La Figura 6.2 mostra la interf´ıcie gra`fica del mo`dul ASR.
Exemple: Tal com s’ha indicat, la comanda verbal al robot e´s “bring me a
drink”. Aquest mo`dul rep la senyal sonora de veu i retorna la cadena de text
<bring me a drink>.
5.2 Mo`dul Extractor sema`ntic
El mo`dul Extractor sema`ntic e´s l’encarregat de processar les oracions imperatives
rebudes en forma de text des del mo`dul ASR i aix´ı identificar el rol gramatical de
cada paraula en l’oracio´ (verb, subjecte, etc).
Cada ordre pot esta` formada per una o me´s oracions. Cada oracio´ representa
una subordre. Aquest mo`dul extreu les subordres contingudes en el text a partir
dels connectors gramaticals. Els connectors possibles so´n: la conjuncio´ (“and”), la
part´ıcula de transicio´ (“then”) o signes de puntuacio´. Cal tenir en compte pero`,
que ate`s que l’oracio´ analitzada prove´ del mo`dul ASR, tots els signes de puntuacio´
han estat pre`viament omesos. Tot i aix´ı, tambe´ s’ha implementat la separacio´ de
subordres per signes de puntuacio´, ja que futurs usuaris de l’arquitectura podrien
preferir entrar l’ordre directament en format text en comptes de per veu.
L’arquitectura implementada permet dos tipus d’oracions (subordres):
• Categoria I L’oracio´ representa una habilitat espec´ıfica del robot. Per
exemple, “go to the kitchen then search a person and introduce yourself”.
Les accions permeses en una subordre so´n les definides en la Taula 1.1.
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• Categoria II L’oracio´ no e´s prou espec´ıfica per falta d’informacio´ necessa`ria
o per contenir categories de paraules en lloc d’objectes espec´ıfics. Per exem-
ple, “bring a coke to someone” o “bring me a drink”. El primer exemple no
inclou informacio´ sobre qui e´s el receptor de la beguda. En el segon exemple
no s’identifica quina beguda s’esta` demanant. A me´s a me´s, a difere`ncia
de les oracions de Categoria I, la subordre no especifica quina habilitat s’ha
d’executar per a completar la tasca demanada.
S’ha suposat que les ordres sempre s’expressen amb frases imperatives, ja que el que
s’espera e´s que el robot realitzi una o me´s accions. Les accions a ser realitzades pel
robot sempre es detecten a partir dels verbs perque` en frases imperatives els verbs
han de ser accions. D’altra banda, tambe´ s’ha aplicat l’hipo`tesis simplificadora que
qualsevol subordre implicara` al robot en la realitzacio´ d’una accio´ sobre un u´nic
objecte determinat (“grasp a coke”), una u´nica localitzacio´ espec´ıfica (“navigate
to the kitchen table”) i/o una u´nica persona concreta (“bring me a drink”).
Aix´ı doncs, cada subordre esta` composta per la segu¨ent informacio´ principal:
• Quina accio´ s’ha de dur a terme;
• Quina localitzacio´ e´s rellevant per a l’accio´ determinada (si n’hi ha).
• Quin objecte e´s rellevant per a l’accio´ determinada (si n’hi ha).
• Quina persona e´s rellevant per a l’accio´ determinada (si n’hi ha).
Finalment, aquest mo`dul envia la informacio´ de cada subordre formada per aquests
quatre camps al mo`dul Raonador.
Exemple: Aquest mo`dul rep l’ordre “bring me a drink” i la ‘parseja’ (analitza
sinta`cticament). Envia al mo`dul Raonador : accio´: bring; localitzacio´: null;
objecte: drink; persona: persona davant el robot.
5.3 Mo`dul Raonador
Aquest mo`dul esta` dividit en dos submo`duls: mo`dul Compilador i mo`dul Soar.
Aquests, so´n descrits en els segu¨ents apartats.
5.3.1 Compilador
El submo`dul Compilador rep la informacio´ enviada pel mo`dul Extractor sema`ntic
i la transforma en goals comprensibles pel submo`dul Soar.
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Aix´ı doncs, primerament aquest submo`dul rep la informacio´ emesa pel mo`dul
Extractor sema`ntic. Tal com s’ha explicat anteriorment, aquesta informacio´ e´s
un conjunt d’estructures (una per cada subordre que forma la comanda) on cada
una conte´ la descripcio´ de l’accio´ ha ser realitzada i informacio´ de la localitzacio´,
objecte i/o persona involucrats en l’accio´.
Posteriorment, en el cas que una o me´s d’aquestes estructures provingue´s d’una
oracio´ de Categoria II, e´s possible qui hi hagi informacio´ necessa`ria que hi manca.
Per tant, aquest mo`dul identifica possible informacio´ mancant necessa`ria, i la
sol·licita. Per exemple, en l’orde “point at a drink”, el mo`dul identificara` que no
s’ha especificat quina beguda en concret s’ha d’apuntar i la demanara`.
Tambe´ e´s possible que falti informacio´ sobre la localitzacio´ de l’objecte que interve´
en la tasca. Primerament, aquesta informacio´ es busca en una ontologia del robot
on es llisten les localitzacions dels objectes de l’entorn. En el cas que l’objecte
buscat no es trobi en l’ontologia, se li demana la seva localitzacio´ a la persona. Cal
destacar que aquesta informacio´ e´s necessa`ria perque` actualment el robot REEM
no te´ cap algoritme implementat de cerca d’objectes.
Finalment, un cop obtinguda tota la informacio´ necessa`ria, els objectius es com-
pilen i s’envien al mo`dul Soar.
Exemple: Aquest mo`dul rep el segu¨ent missatge enviat pel mo`dul Extractor
sema`ntic: accio´: bring; localitzacio´: null; objecte: drink; persona: persona
davant el robot. Posteriorment, aquest mo`dul demana informacio´ sobre quina
beguda es desitja; la persona respon ’coke’. Finalment, un cop processada la
resposta, compila el goal com un estat del mo´n on l’objecte coke esta` entregat a
la persona que ha donat l’ordre.
5.3.2 Soar
El submo`dul Soar e´s l’encarregat de determinar quines habilitats han de ser execu-
tades per tal d’assolir el goal compilat. Un bucle dins de Soar selecciona l’habilitat
que ha d’executar el robot en cada moment per apropar-se un pas me´s al goal.
Cada vegada que se selecciona una habilitat, una peticio´ d’execucio´ d’aquella habi-
litat e´s enviada a la Interf´ıcie. Un cop finalitzada l’execucio´ de l’habilitat, Soar rep
de la Interf´ıcie si l’habilitat s’ha executat correctament o no. A partir d’aquesta
informacio´, Soar actualitza l’estat del mo´n i selecciona una nova habilitat. Aquest
proce´s es va repetint fins que s’assoleix el goal.
Exemple: En la primera iteracio´ aquest mo`dul selecciona l’habilitat: go to kitc-
hen table. Un cop executada la primera habilitat, la Interf´ıcie retorna que l’exe-
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cucio´ ha estat satisfacto`ria i aquest mo`dul actualitza l’estat del mo´n definint que
el robot es troba davant de la taula de la cuina. En la segona iteracio´ selecciona:
search coke. Un cop rep el missatge que l’habilitat s’ha executat correctament,
actualitza l’estat del mo´n definint que la ’coke’ s´ı es troba sobre la taula. Seguida-
ment selecciona l’accio´ grasp coke. Un cop rep el missatge que l’execucio´ ha estat
satisfacto`ria, actualitza l’estat del mo´n definint que ara el robot ja te´ la “coke”.
Un cop agafada la beguda, selecciona l’accio´ go to the person, rep el missatge d’e-
xecucio´ satisfacto`ria i actualitza el mo´n. Finalment, selecciona l’habilitat deliver
coke. Executada correctament l’habilitat, l’estat actual del mo´n (s’ha entregat
la beguda a la persona) coincideix amb el goal (“bring me a coke”) i, per tant,
finalitza l’execucio´ de l’ordre i espera fins a rebre una nova per tornar a comenc¸ar
tot el proce´s.
5.4 Interf´ıcie Soar – Nodes d’accio´
Aquesta interf´ıcie e´s l’encarregada de gestionar la comunicacio´ entre el submo`dul
Soar i els Nodes d’accio´. Aquesta interf´ıcie e´s necessa`ria perque` no existeix una
implementacio´ de Soar per ROS. Aix´ı doncs, aquesta interf´ıcie e´s l’encarregada
de capturar les habilitats proposades per Soar a ser executades i cridar al Node
d’accio´ que implementa l’habilitat. A me´s a me´s, tambe´ s’encarrega de capturar
el feedback de l’execucio´ de l’habilitat i enviar-la a Soar per tal de que` pugui
actualitzar l’estat actual del mo´n.
5.5 Nodes d’accio´
Els Nodes d’accio´ so´n les peces modulars de programari que implementen les ha-
bilitats del robot (veure Taula 1.1). Per executar una habilitat del robot nome´s
s’ha de cridar al node que implementa aquella habilitat passant-li els para`metres
corresponents. Un cop realitzada l’execucio´, aquest retorna si l’execucio´ ha estat
satisfacto`ria o no.
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Cap´ıtol 6
Implementacio´ de l’arquitectura
En aquest cap´ıtol es descriu la implementacio´ de l’arquitectura. La figura 6.1
mostra el diagrama de la implementacio´.
6.1 Representacio´ del mo´n
La representacio´ del mo´n esta` dividida en els coneixements del robot del seu entorn
i del tractament d’aquesta informacio´ dintre del submo`dul Soar.
Hi ha cinc tipus d’informacio´ que el robot codifica del mo´n per tal de poder operar
correctament.
1. Un mapa de l’entorn en que` el robot ha de treballar. Aquest mapa es fa
servir per navegar pels llocs. Per tant, el mapa tambe´ conte´ la informacio´
sobre els llocs en els quals pot realitzar accions. Exemple de localitzacions
inclouen sales espec´ıfiques com kitchen o dining room. Tambe´ conte´ objectes
Figura 6.1: Diagrama de la implementacio´ de l’arquitectura
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fixos espec´ıfics amb els quals pot interactuar com per exemple kitchen table,
trash bin o entry door.
2. Una ontologia que conte´ totes les accions, noms d’objectes, noms de perso-
nes i noms de llocs que el robot pot entendre a trave´s del mo`dul Extractor
sema`ntic. Aquesta ontologia inclou quines accions so´n aplicables a quins
elements (llocs, persones, objectes), la ubicacio´ per defecte d’alguns objectes
i la categoria d’alguns objectes i llocs (per exemple, un objecte podria ser
classificat com begudes o aliments; mentre que una ubicacio´ podria ser un
seient, una habitacio´ o una taula).
3. Una base de dades amb els models dels objectes que el robot e´s capac¸ de
recone`ixer. Es tracta d’una base de dades de models 2D/3D dels objectes.
4. Una base de dades de les cares que el robot e´s capac¸ de recone`ixer.
A part d’aquesta informacio´, l’arquitectura tambe´ necessita una representacio´ de
l’estat actual del mo´n pro`pia pel submo`dulSoar. Aquest estat es defineix com
una base de dades simple, dins de l’arquitectura cognitiva, amb el coneixement
actual sobre l’estat del mo´n, incloent-hi l’estat del robot, objectes, localitzacions
i persones. La informacio´ que conte´ e´s nome´s la necessa`ria per establir si un goal
ha estat completat.
• robot
– identificador del robot
– localitzacio´ actual
– localitzacio´ apuntada
– s’ha presentat a si mateix?
– objecte actualment agafat
• objecte
– identificador de l’objecte
– localitzacio´ actual
– ha estat apuntat?
– ha estat localitzat?
– ha d’agafar-se i ha estat agafat?
• localitzacio´
– ha estat apuntada?
• persona
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– identificador de la persona
– localitzacio´ actual
– ha estat localitzada?
– ha estat reconeguda?
– esta` en la localitzacio´ actual del robot?
– se li a preguntat el nom?
– objecte entregat a la persona
6.2 Mo`dul ASR
Aquest mo`dul esta` implementat en c++ i utilitza la llibreria LCM 1 per la comu-
nicacio´. Aquest mo`dul llegeix l’entrada del micro`fon seleccionat en la interf´ıcie
en pitjar el boto´ press and hold to record. L’arxiu d’a`udio que conte´ la comanda
e´s introdu¨ıt en la llibreria Google speech recognition (veure Seccio´ 1.4.1) i aques-
ta retorna el string (cadena de text) corresponent a la traduccio´ d’a`udio a text.
El funcionament d’aquesta llibreria no e´s pu´blic, aix´ı doncs, la part de traduccio´
de l’ordre de veu a una oracio´ escrita e´s una caixa negre. Cal destacar que el
string retornat no conte´ signes de puntuacio´, ja que so´n un element artificial de
l’escriptura. Finalment, publica aquest string en un channel de LCM anomenat
SPEECH RECOGNITION OUTPUT en el qual el mo`dul Extractor sema`ntic esta`
subscrit.
Exemple: Aquest node llegeix del micro`fon l’ordre ”bring me a drink”. Genera el
fitxer d’a`udio i l’introdueix a la llibreria Google speech recognition la qual retorna
el string <bring me a drink>;. El mo`dul publica aquest string en el channel
SPEECH RECOGNITION OUTPUT.
6.3 Mo`dul Extractor sema`ntic
Aquest mo`dul anomenat NLU esta` implementat en c++ i utilitza la llibreria LCM
per la comunicacio´. Aquest mo`dul va rebent noves ordres verbalitzades al robot a
trave´s channel SPEECH RECOGNITION OUTPUT on el node ASR hi publica.
Aquest node utilitza h2sl (veure Seccio´ 1.4.2) per analitzar sinta`cticament les or-
dres. h2sl esta` basat en grafs distribu¨ıts de corresponde`ncia [10] expressat com
1Lightweight Communications and Marshalling
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una combinacio´ ponderada de caracter´ıstiques. Per definir els pesos de les carac-
ter´ıstiques del model s’ha hagut d’entrenar a base d’exemples. Aquests exemples
han de contenir el mo´n del model i una orde en llenguatge natural parsejada. En la
Figura 6.3 es mostra un exemple d’un fitxer d’entrenament. Cada fitxer d’entrena-
ment es converteix a un annotated parse tree tal com es pot veure en la Figura 6.3.
Per entrenar el NLU s’ha utilitzat un total de 33 exemples. Un cop entrenat, h2sl
genera un model i el guarda. Aquest model es carrega en iniciar l’arquitectura.
Cada nova ordre que arriba al mo`dul e´s parsejada amb h2sl seguint el complex
algoritme probabil´ıstic descrit en detall a [16]. Un cop la comanda esta` parsejada
(analitzada sinta`cticament), l’obtencio´ de l’accio´ e´s immediata perque` e´s el nucli
del sintagma verbal. El segu¨ent pas e´s l’obtencio´ dels seus complements (objecte,
localitzacio´ i/o persona). Per tal d’aconseguir-ho, es realitza una combinacio´ de
dos me`todes:
1. Una ontologia permet identificar quines paraules de l’oracio´ so´n objectes,
persones o llocs. Aquesta ontologia forma part del coneixement ba`sic del
robot i e´s gestionada pel mateix robot. L’arquitectura implementada hi te´
acce´s.
2. Depende`ncies entre les paraules en l’oracio´. h2sl en estar basat en grafs
distribu¨ıts de corresponde`ncia expressats com una combinacio´ ponderada de
caracter´ıstiques, permet identificar quines parts de l’oracio´ estan connectades
entre si i, en aquest cas, identificar quins connectors tenen. Per tant, permet
detectar quins substantius dintre del sintagma verbal actuen com a objectes
directes i, inclu´s, objectes indirectes i adverbis de lloc.
Finalment, en aquest punt l’ordre ja ha estat parsejada en subordres i per ca-
da subordre s’han identificat els camps definits anteriorment (accio´, localitzacio´,
objecte i/o persona), es genera un message de ROS amb el segu¨ent format:
Figura 6.2: Interf´ıcie gra`fica ASR
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Figura 6.3: Exemple fitxer d’entrenament, analisi sinta`ctic del fitxer i taula de
traduccio´ dels acro`nims
\textit{string} action
\textit{string} localization
\textit{string} object
\textit{string} person
Aquest message es capturat pel node de ROS gpsrAs (submo`dul Compilador).
Exemple: Aquest mo`dul rep l’ordre <bring me a drink> i l’introdueix a la
llibreria h2sl. Aquesta llibreria realitza un ana`lisi sinta`ctic de l’ordre. Detecta
que bring com el nucli del sintagma verbal; drink com l’objecte directa i; me com
l’objecte indirecta. Finalment, genera un message amb els camps: action: bring;
localization: null; object: drink; person: referee.
6.4 Mo`dul Raonador
Aquest mo`dul e´s un node de ROS anomenat gpsrAs. Aquest node recull el message
del mo`dul Extractor sema`ntic. Quan aquest node esta` actiu, va capturant la
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sortida generada pel mo`dul Extractor sema`ntic(goals). Cada nou goal que captura
l’inserta en una cua de goals pendents; quan acaba un goal, desempila de la cua
el segu¨ent goal ha ser realitzat amb ordre FIFO. Per cada goal executa el script
GenerateGoalScript (submo`dul Compilador) el qual compila el goal. Un cop el
goal esta` compilat, s’inicia l’execucio´ de submo`dul Soar.
6.4.1 Compilador
Aquest submo`dul forma part del node gpsrAs. Cada cop que aquest node rep un
nou goal executa aquest submo`dul per tal que el compili. Aquest submo`dul esta`
implementat en Python.
Primerament, quan aquest node rep un nou missatge fa la comprovacio´ de si hi
ha informacio´ mancant necessa`ria. La informacio´ mancant es pot donar per dos
casos:
1. En comptes d’un objecte concret la persona ha dit una categoria.
2. Per a l’accio´ demanada, e´s necessari algun camp (objecte, localitat i/o per-
sona) que no s’ha donat.
Cas 1 Aquest cas e´s detectat mirant a l’ontologia si l’objecta donat e´s un objecte
concret o una categoria. En el cas que es detecti que e´s una categoria, s’identifica
la informacio´ del camp objecte com a necessa`ria i mancant. En consequ¨e`ncia,
genera` una pregunta on s’informa la persona de tots els objectes de la categoria
donada i se li pregunta que a quin es refaria. Per realitzar aquesta pregunta, s’envia
una peticio´ al node del robot encarregat de la parla del robot amb la pregunta en
format string. Posteriorment, el node encarregat de la parla retorna un string amb
la resposta de la persona. Un cop ha rebut la resposta, busca si e´s un objecte va`lid
en l’ontologia. En el cas que sigui un objecte va`lid es guarda. En cas contrari, es
torna a fer la pregunta.
Cas 2 Aquest cas es detecta amb unes plantilles predefinides on per cada possible
goal s’identifica quina informacio´ e´s necessa`ria. Un cop detectada la informacio´
mancant, es demana. En els dos casos, un cop la persona a respo`s, es realitza una
comprovacio´ de la resposta buscant l’objecte, localitzacio´ o persona en l’ontologia.
En cas que no existeixin s’informa la persona i se li torna a preguntar.
Un cop es te´ tota la informacio´ mancant, es realitza la compilacio´ de l’ordre. Per
fer-ho, aquest node te´ pre`viament definides un seguit de plantilles que li permeten
fer la traduccio´ del missatge rebut a goals de Soar. Hi ha dos tipus de plantilles:
plantilles generals que s’aplicant a qualsevol ordre; i plantilles espec´ıfiques que
s’apliquen a ordres concretes. Aix´ı doncs, un cop rebut un missatge, s’agafa l’accio´
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ha ser realitzada i es busca les plantilles necessa`ries per compilar l’ordre. Un cop
obtingudes, introdueix la informacio´ respectiva de l’objecte, localitat i/o persones
involucrades en l’ordre. Finalment, es publica la sortida de les plantilles (goal
compilat) en un arxiu anomenat “initialize-gp.Soar¨ı es guarda en l’arquitectura
Soar.
Exemple: Seguint l’exemple definit anteriorment, en l’ordre “bring me a drink”,
el node gpsrAs captura un nou goal amb els camps: action: bring; localization:
null; object: drink; person: referee. Un cop rebut el goal, comprova en la seva
ontologia si “drink”e´s un objecte concret. En veure que e´s una categoria d’objectes,
i no un objecte concret, identifica la informacio´ del camp object com a necessa`ria
i mancant. En consequ¨e`ncia, envia una peticio´ al node encarregat de la parla del
robot amb la pregunta on informa la persona de totes les begudes de la categoria
“drink¨ı li pregunta que quina desitja. El node encarregat de la parla del robot
retorna la resposta, string <coke>. A continuacio´, comprova en l’ontologia que
’coke’ s´ı que e´s un objecte concret i es guarda. Tambe´ busca la localitzacio´ de
la ’coke’ en l’ontologia. En aquest punt, ja te´ tota la informacio´ necessa`ria per
compilar l’ordre. Per tant, busca les plantilles necessa`ries per l’accio´ “bring” i
genera el goal en el fitxer initialize-gp.Soar com un estat del mo´n on l’objecte coke
esta` entregat a la persona que ha donat l’ordre. A continuacio´ es mostra el goal
compilat:
sp {gp*propose*initialize-gp
(state <s> ^superstate nil
- ^name)
-->
(<s> ^operator <op> +)
(<op> ^name initialize-gp)
}
sp {gp*apply*initialize-gp
(state <s> ^operator.name initialize-gp)
-->
(<s> ^name gp
^location <l0> <l1> <l2> <l3> <l4> <l5> <l6> <l7> <l8> <l9> <l10> <l11> <l12> <l13> <l14> <
l15> <l16> <l17> <l18> <l19> <l20> <l21> <l22> <l23> <l24> <l25> <l26> <l27> <l28>
^robot <r>
^object <obj1>
^person <pers1>
^desired <d>)
(<l0> ^id 0 ^pointed-at no) (<l1> ^id 1 ^pointed-at no) (<l2> ^id 2 ^pointed-at no)
(<l3> ^id 3 ^pointed-at no) (<l4> ^id 4 ^pointed-at no) (<l5> ^id 5 ^pointed-at no)
(<l6> ^id 6 ^pointed-at no) (<l7> ^id 7 ^pointed-at no) (<l8> ^id 8 ^pointed-at no)
(<l9> ^id 9 ^pointed-at no) (<l10> ^id 10 ^pointed-at no) (<l11> ^id 11 ^pointed-at no)
(<l12> ^id 12 ^pointed-at no) (<l13> ^id 13 ^pointed-at no) (<l14> ^id 14 ^pointed-at no)
(<l15> ^id 15 ^pointed-at no) (<l16> ^id 16 ^pointed-at no) (<l17> ^id 17 ^pointed-at no)
(<l18> ^id 18 ^pointed-at no) (<l19> ^id 19 ^pointed-at no) (<l20> ^id 20 ^pointed-at no)
(<l21> ^id 21 ^pointed-at no) (<l22> ^id 22 ^pointed-at no) (<l23> ^id 23 ^pointed-at no)
(<l24> ^id 24 ^pointed-at no) (<l25> ^id 25 ^pointed-at no) (<l26> ^id 26 ^pointed-at no)
(<l27> ^id 27 ^pointed-at no) (<l28> ^id 28 ^pointed-at no)
(<r> ^pointedAtLoc -1
^introduced no
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^locId 27
^id 1
^obj1Id -1)
(<obj1> ^delivered no
^pointed no
^locId 6
^toBeGrasped no
^grasped no
^found no
^id 6)
(<pers1> ^followed no
^memorized no
^locId 27
^obj1Id -1
^recognized no
^askedName no
^near no
^found no
^id 5)
(<d> ^name bring-to
^person <pp>
^object <ii>
^robot <rr>)
(<pp> ^obj1Id 6
^id 5)
(<ii> ^delivered yes
^id 6)
(<rr> ^id 1)
}
6.4.2 Soar
Aquest submo`dul forma part del node gpsrAs. Cada cop que aquest node a compi-
lat un nou goal executa aquest submo`dul per tal de planificar i completar el goal.
Aquest submo`dul esta` implementat en el llenguatge propi de Soar.
Aquest submo`dul executa l’arquitectura Soar. En l’arquitectura Soar s’han de-
finit pre`viament totes les habilitats que el robot pot realitzar (veure Taula 1.1).
Aquestes es codifiquen com una llista d’operadors. Per tant, per a cada habilitat
possible es defineix:
• Una norma que proposa l’operador. Aquesta conte´ el nom i els atributs
corresponent.
• Una regla que envia la sortida que el robot executi aquesta habilitat si s’ac-
cepta el seu operador. Aquesta sortida conte el nom de l’habilitat juntament
amb la informacio´ complementaria. Per exemple, si l’habilitat e´s ’grasp’, la
sortida contindra` ’grasp’ me´s l’objecte a ser agafat.
• Una o diverses regles que estableixen com afecta l’execucio´ de l’habilitat
definida en el mo´n.
En la Figura 6.4 es mostra un exemple de definicio´ d’una l’habilitat. L’exemple
correspon a l’habilitat grasp.
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Figura 6.4: Definicio´ de l’habilitat grasp
L’estructura de Soar es basa en un bucle on en cada iteracio´ es decideix la segu¨ent
habilitat ha ser executada. L’Algorisme 1 mostra el pseudocodi del bucle de Soar.
Primerament, es comproven totes les normes que proposen un operador. Totes les
propostes so´n tractades alhora i es comparen en termes de prefere`ncies. Es selecci-
ona la proposta que te´ una major prioritat, i s’executara` l’operador corresponent
a la proposta. E´s important destacar que totes les regles proposades so´n tractades
com si fossin disparades al mateix instant de temps, en paral·lel.
Un cop seleccionada l’habilitat que el robot ha d’executar (la corresponent a la
proposta seleccionada), es genera com a sortida l’ordre que el robot ha d’executar
aquella habilitat. Aquesta sortida conte´ l’habilitat i l’objecte, lloc i/o persona
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Algorisme 1 Bucle Soar
1: goal ← not accomplished
2: while goal not accomplished do
3: proposals← TestProposals()
4: selectedProposal←MaxPriority(proposals)
5: GenerateOutput(selectedProposal)
6: while notFeedbackRecived do nothing
7: end while
8: if feedback = success then
9: UpdateWorld(selectedProposal)
10: goal← TestGoalAccomplished()
11: else
12: Failed(selectedProposal)
13: end if
14: end while
involucrada en l’habilitat. Soar requereix un estat del mo´n actualitzat per tal de
decidir la segu¨ent habilitat ha ser executada. Aix´ı doncs, l’estat del mo´n s’actua-
litza despre´s de cada execucio´ d’una habilitat.
El mo´n podria ser canviat pel robot o per altres agents existents (persones, altres
robots, etc). Els canvis realitzats en el mo´n pel robot es reflecteixen directament
en el resultat de l’execucio´ de les seves habilitats. Per aplicar aquests canvis al
mo´n, un cop l’ordre ha sigut enviada, s’espera una resposta de la Interface que
contingui el resultat de l’execucio´ de l’habilitat. En cas que l’habilitat s’hagi
executat correctament, s’apliquen les regles que modifiquen l’estat del mo´n. En
cas que hagi fallat, es torna a proposar aquella habilitat. Es torna a proposar la
mateixa habilitat perque` el robot on s’ha realitzat l’experimentacio´ (REEM) no e´s
capac¸ de retornar el perque` ha fallat l’execucio´ d’una habilitat i, per tant, l’execucio´
pot haver fallat per una gran quantitat de motius diferents. Aix´ı doncs, s’ha definit
que quan una habilitat falla es torna a proposar aquesta mateixa habilitat fins a
un total de tres cops. Si els tres cops falla, s’intenta proposar una nova habilitat
disminu¨ıt la prioritat de l’habilitat que s’ha intentant executar tres cops.
Per altra banda, quan els canvis en el mo´n so´n causats per altres agents que no so´n
el robot so´n molt dif´ıcils de detectar i tractar. Per detectar-los seria necessari que el
robot estigue´s equipat amb un software que li permete´s detectar canvis en l’entorn,
pero` aquest treball no entrara` en aquest tema per la gran complexitat d’aquest
software. Aix´ı doncs, en descone`ixer els possibles canvis en el mo´n fets per altres
agents, el robot podria fallar l’execucio´ d’una habilitat perque` no coincideix el mo´n
real amb el representat en l’arquitectura. Aquesta situacio´ provocaria l’execucio´
d’una altra habilitat que tractaria de resoldre l’impasse2. Per exemple, en el cas en
2Cas en que` no es pogue´s decidir la millor accio´ a realitzar amb el coneixement disponible
perque` no hi ha cap proposta d’operador amb una major prioritat que les altres
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que` el robot s’envia a una posicio´ on es creu que es troba un objecte amb el qual
es vol interactuar pero` en arribar a aquella posicio´ l’objecte no hi e´s. Per resoldre
aquest impasse, es disparara` l’habilitat de cercar d’objectes per tal d’esbrinar la
nova posicio´ de l’objecte.
Tambe´ pot passar que no hi hagi un pla per aconseguir el goal. Soar te´ imple-
mentats diversos mecanismes per a resoldre aquestes situacions. En aquest treball
s’han activat els dos primers mecanismes. L’u´s de Reinforcement learning es pro-
posa com a mecanisme ha ser analitzat en un treball futur.
1. Sub-goal capacity: [18] Permet que el robot trobi una manera de sortir
d’un impasse amb les habilitats disponibles per tal d’intentar apropar-se al
goal.
2. Chunking ability: [18, 11, 34] Permet la produccio´ de noves regles que aju-
den el robot a adaptar-se a noves situacions i poder executar nous objectius
mai afrontats abans.
3. Reinforcement learning: [27] Juntament amb les dues caracter´ıstiques
anteriors, ajuda el robot a aprendre a realitzar en menys passos objectius
executats anteriorment.
Finalment, es compara l’estat del mo´n actual amb l’estat desitjat (goal). En el cas
que siguin igual, s’ha assolit el goal. En el cas contrari, s’inicia una nova iteracio´.
En aquest treball s’han definit un total de deu habilitats diferents descrites a la
Taula 1.1. En cada iteracio´ de decisio´ d’una habilitat es proposen un total de 77
normes.
Exemple: Aquest exemple correspon a l’estat en que` el robot ja esta` davant de
la beguda i la detectada. Primerament, es generen totes les propostes. L’habilitat
grasp e´s una de les proposades, ja que compleix totes les condicions: el robot no
te´ cap objecte a la ma` i esta` davant de l’objecte ha ser agafat pre`viament detec-
tat. Tambe´ es proposen altres habilitats com desplac¸ar-se a una altra localitzacio´
perque` tambe´ compleixen els requisits necessaris. Tot i aix´ı, grasp te´ una prioritat
major i en consequ¨e`ncia s’executa el seu operador apply. Aquest operador genera
una sortida amb l’ordre grasp juntament amb l’identificador de l’objecte ha ser
agafat. Aquesta sortida la captura la Interface. Un cop la Interface ha executat
l’accio´, retorna el seu resultat. Soar rep el resultat i en cas que sigui success s’exe-
cuta l’actualitzacio´ del mo´n on es defineix que ara el robot te´ la beguda i l’objecte
ja ha estat agafat. En el cas que fos aborted es tornaria a proposar l’habilitat fins
a un ma`xim de tres cops. Finalment, es comprova que l’estat actual del mo´n no
e´s el mateix que el desitjat i, per tant, s’inicia una nova iteracio´ del bucle de Soar.
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6.5 Interf´ıcie Soar – Nodes d’accio´
Aquesta interf´ıcie esta` implementada en Python i gestiona la comunicacio´ entre
el submo`dul Soar i els Nodes d’accio´. Per poder comunicar-se amb Soar aquesta
interf´ıcie genera un kernel amb Soar com a agent. L’Algorisme 2 mostra el seu
pseudocodi.
En cada iteracio´ del bucle es capturen totes les sortides generades pel submo`dul
Soar i es processen. Per una banda el name de la sortida e´s l’habilitat a ser exe-
cutada, i el parameter e´s la informacio´ associada (objecte, localitzacio´ o persona).
Un cop processada la sortida, es crida el Node d’accio´ que implementa l’execucio´
de l’habilitat amb els para`metres corresponents. Finalment, en el cas que sigui
success es retorna que s’ha completat l’ordre i, per contra, en el cas que falli, es
retorna que s’ha produ¨ıt un error.
6.6 Nodes d’accio´
Els Nodes d’accio´ so´n ActionServers. Els ActionServers so´n nodes de ROS que
permeten a nodes(clients) fer peticions d’execucio´ a altres nodes(servers) i rebre
un missatge amb el feedback de l’execucio´ de la peticio´. Cada vegada que el sistema
Soar proposa una habilitat per a ser executada, la Interf´ıcie la rep i genera una
peticio´ al ActionServer a ca`rrec de l’habilitat proposada. En finalitzar l’execucio´
de l’habilitat, el server retorna un feedback sobre el resultat de l’execucio´ (success
o aborted). Aquesta retroalimentacio´ e´s capturada per la Interf´ıcie.
Algorisme 2 Pseudocodi Interf´ıcie
1: kernel ← CreateKernel()
2: agent ← CreateAgent(kernel)
3: LoadProductions(agent,SoarPath)
4: goal ← not accomplished
5: while goal not accomplished do
6: agent.RunTilOutput()
7: agent.Commands() . Captura sortida de Soar
8: i ← agent.GetNumberOfCommands()
9: while i 6= 0 do
10: command ← command.GetCommand(i)
11: feedback ← Execute(command) . Crida Nodes d’accio´ de l’habilitat
12: agent.AddStatus(feedback) . Retorna el feedback a Soar
13: i ← i-1
14: end while
15: end while
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Experimentacio´ i resultats
7.1 Execucio´ completa
Per tal de comprovar el correcte funcionament de l’arquitectura s’ha introdu¨ıt el
robot en un entorn dome`stic i se li han dit un conjunt d’ordres de Categoria I i II.
A continuacio´ es mostren algunes d’aquestes ordres:
Categoria I. Oracio´ completa sense informacio´ mancant.
– “Go to the kitchen, find a Coke and grasp it”
Sequ¨e`ncia d’accions realitzades pel robot: understand command, go to
kitchen, search for coke, grasp coke
– “Go to reception, find a person and introduce yourself ”
Sequ¨e`ncia d’accions realitzades pel robot: understand command, go to
reception, search person, go to person, introduce yourself
– “Find the closest person, introduce yourself and follow the person in
front of you”
Sequ¨e`ncia d’accions realitzades pel robot: understand command, search
person, go to person, introduce yourself, follow person
Categoria I amb errors Oracio´ completa sense informacio´ mancant amb
errors.
– “Go to the sun”
Sequ¨e`ncia d’accions realitzades pel robot: inform: location sun not de-
fined
– “Go to reception, find a person and introduce yourself”pero` no hi ha
cap persona
Sequ¨e`ncia d’accions realitzades pel robot: understand command, search
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person, search person, search person, inform: unable to find a person
Categoria II Oracio´ amb informacio´ mancant necessa`ria.
– “Carry a snack to a table”
Sequ¨e`ncia d’accions realitzades pel robot: understand command, ask
questions, acknowledge all information, go to location, search snack,
grasp snack, go to table, deliver snack
– “Bring me a drink”(Figura 7.1)
Sequ¨e`ncia d’accions realitzades pel robot: understand command, ask
questions about which drink, acknowledge all information, go to locati-
on, search energy drink, grasp energy drink, go to origin, deliver energy
drink
Categoria II amb errors Oracio´ amb informacio´ mancant necessa`ria amb
errors.
– “Bring me a cow”
Sequ¨e`ncia d’accions realitzades pel robot: inform: object cow not defi-
ned
– “Bring me a drink”pero` no hi ha cap beguda
Sequ¨e`ncia d’accions realitzades pel robot: understand command, ask
questions about which drink, acknowledge all information, go to locati-
on, search energy drink, search energy drink, search energy drink, in-
form: unable to find the energy drink
Dels resultats obtinguts durant la fase d’experimentacio´ es conclou el segu¨ent. No
es pot afirmar que la sequ¨e`ncia d’accions sigui l’o`ptima dagut de la naturalesa
cognitiva de Soar. Tot i aixo`, s´ı es pot garantir la finalitzacio´ de la tasca orde-
nada, ja que l’arquitectura continuara` proporcionant passos fins que aconsegueixi
completar-la.
Es pot veure l’execucio´ de l’exemple Bring me a drink que s’ha anat detallant al
llarg del treball en el link: http://youtu.be/piCqb2O7rtU
7.2 Incloure noves habilitats
Actualment els robots de servei evolucionen a gran velocitat. Les millores de
software i hardware so´n constants gra`cies a la recerca del sector i els robots de
servei adquireixen noves habilitats molt frequ¨entment. Per aquest motiu e´s ba`sic
que l’arquitectura implementada sigui suficientment canviable com per poder afegir
noves habilitats nome´s definint el seu comportament en el mo`dul Raonador i no
haver de canviar res me´s.
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Figura 7.1: Sequ¨e`ncia d’accions realitzades pel robot REEM per l’ordre sense errors
”Bring me a drink”: Escoltar l’ordre, sol·licitar informacio´ que falta i recone`ixer
resposta, go to kitchen, look for objects, detect energy drink, grasp coke, return
to master, deliver energy drink.
Per tal d’estudiar aquesta caracter´ıstica s’ha realitzat el segu¨ent experiment: “Fer
que el robot sigui capac¸ d’utilitzar una nova habilitat: point to the OBJECT”, on
OBJECT e´s qualsevol objecte. A continuacio´ es descriu l’u´nic pas realitzat per
introduir aquesta nova habilitat:
Tal com s’ha definit anteriorment, el submo`dul Soar e´s l’encarregat de seleccionar
les habilitats a ser executades en cada pas. Per tant, aquest mo`dul ha de ser
actualitzat amb la definicio´ de la nova habilitat. Per fer-ho s’ha de definir:
1. Norma que proposa l’operador
2. Regla que envia la sortida que el robot executi aquesta habilitat si s’accepta
el seu operador. Aquesta sortida conte el nom de l’habilitat juntament amb
l’objecte ha ser apuntat.
3. Una o diverses regles que estableixen com afecta el mo´n apuntar a un objecte.
Un cop completat aquest pas (veure Figura 7.2b) el robot ja e´s capac¸ d’utilitzar
aquesta nova habilitat per completar goals. Per comprovar-ho, es va crear un
mo´n amb una coke a la cuina. En aquest mo´n se li va demanar al robot “go to
the kitchen, point the coke and grasp the coke”dos cops. El primer cop no es
va introduir la nova habilitat i l’execucio´ del goal va fallar en no poder arribar
a l’estat desitjat del mo´n. El segon cop s´ı que es va introduir la nova habilitat i
el robot va completar el goal realitzant la segu¨ent sequ¨e`ncia d’accions: go to the
kitchen, search coke, point coke, grasp coke. (veure Figura 7.2a)
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(a) Sortida de l’ordre (b) Denicio´ de l’habilitat point at
Figura 7.2: Sortida de l’ordre “go to the kitchen, point the coke and grasp the
coke” & Denicio´ de l’habilitat point at
En conclusio´, aquest experiment demostra que aquesta arquitectura e´s prou can-
viable per a poder introduir noves habilitats sense haver de modificar cap aspecte
anterior de l’arquitectura. Nome´s s’ha de definir la nova habilitat en el submo`dul
Soar.
7.3 Incloure nous goals
Una de les grans caracter´ıstiques d’aquesta arquitectura e´s la facilitat de definir
nous goals ha ser resolts pel robot sense haver de codificar nous plans ni noves habi-
litats. Per tal d’estudiar aquesta caracter´ıstica s’ha realitzat el segu¨ent experiment:
“Fer que el robot sigui capac¸ de completar el nou goal: empty the LOCATION,
on LOCATION e´s qualsevol espai de la casa”. A continuacio´ es descriuen tots els
passos realitzats per introduir aquest nou goal:
1. En primer lloc, la grama`tica de l’extractor sema`ntic ha de ser actualitzada.
Aquest pas e´s necessari per poder fer que el robot entengui la nova orde. Aix´ı
doncs, ha d’introduir-se la paraula “empty”en la grama`tica i identificar-la
com una accio´ a realitzar.
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2. El segon pas consisteix a definir l’estat del mo´n desitjat per aquest goal. Tal
com s’ha definit anteriorment, el submo`dul Compilador e´s l’encarregat de
produir el goal en un format comprensible per Soar. Per tant, aquest mo`dul
ha de ser actualitzat amb la definicio´ del nou estat desitjat. Per fer-ho s’ha
d’afegir en el Compilador l’existe`ncia d’un nou goal anomenat “empty” i
definir-lo com un estat del mo´n on no es troba cap objecte en una localitat
donada.
Un cop completats aquests dos passos el robot ja e´s capac¸ de resoldre aquest nou
goal. Per comprovar-ho, es va crear un mo´n amb una taula a la cuina amb una
melmelada sobre d’ella. Tambe´ es va definir una nova localitzacio´ anomenada
“trash bin”on el robot ha de desar tots els objectes retirats. En aquest mo´n se
li va demanar al robot “empty the kitchen table”. La sequ¨e`ncia de les accions
realitzades pel robot va ser la segu¨ent: go to the kitchen table, search objects,
grasp marmalade, go to the trash bin, deliver marmalade. (Figura 7.3)
En resum, e´s clar ara, que aquesta arquitectura e´s prou flexible i canviable per
compilar nous goals nome´s realitzant dues actualitzacions simples sense haver de
codificar nous plans ni noves habilitats.
Figura 7.3: Sortida de l’ordre “empty the kitchen table”
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7.4 Robot agnocstic
L’arquitectura implementada e´s robot agnostic, e´s a dir, que tota l’arquitectura
pot ser instal·lada en qualsevol robot sense necessitat de modificar-la, no depe`n
del hardware. La demostracio´ e´s teo`rica. Les u´niques parts de l’arquitectura que
interactuen de forma directa amb el robot so´n el ASR i la Interf´ıcie. A me´s a me´s,
ROS (el framework utilitzat) garanteix abstraccio´ del hardware.
Aix´ı doncs, per garantir que es pugui instal·lar l’arquitectura en un robot donat,
nome´s e´s necessari que aquest garanteixi que el mo`dul ASR tingui acce´s al micro`fon
i que les habilitats del robot proporcionin les entrades i sortides adequades en el
format esperat per l’arquitectura.
Cap´ıtol 8
Conclusions i futures
investigacions
En aquest treball final de grau s’ha implementat una arquitectura cognitiva ba-
sada en Soar per la resolucio´ de tasques complexes. Suposant un robot de servei
dotat de mu´ltiples habilitats com desplac¸ar-se, recone`ixer objectes, etc. El robot,
utilitzant aquestes habilitats, gra`cies a aquesta arquitectura, pot completar una
tasca complexa donada en llenguatge natural que requereix aquestes habilitats per
a ser resolta. Aquesta implementaico´ suposa un nou enfocament per la resolucio´
de tasques complexes en la robo`tica de servei.
L’enfocament cognitiu de l’arquitectura permet evitar haver de fer planificacio´ en
el sentit cla`ssic. Aquest enfocament esta` basat en solucionar la situacio´ donada en
cada moment, no planifica tota l’execucio´ de la tasca. L’arquitectura va resolent
la solucio´ actual pas a pas fins a aconseguir completar el goal (si e´s realitzable).
Aquest comportament tan huma` permet al robot poder-se adaptar a nous gols i
situacions fa`cilment perque` no necessita informacio´ completa pre`via de l’entorn;
cada cop que es troba amb un problema actua en consequ¨e`ncia per solucionar-lo.
L’arquitectura original Soar no pot detectar si un goal e´s realitzable o no. Si no
ho e´s, Soar continuara` intentant completar-lo i, en consequ¨e`ncia, seguira` enviant
infinites ordres d’execucio´ d’habilitats al robot. En la implementacio´ d’aquest
treball s’ha restringit el conjunt de possibles goals (veure Ape`ndix B i C) que pot
rebre el robot en el mo`dul Extractor Sema`ntic. Aix´ı doncs, aquesta arquitectura
garanteix que totes les ordres acceptades per l’arquitectura so´n realitzables.
Tota l’arquitectura e´s completament robot agno`stic i, per tant, pot ser adaptada
a qualsevol altre robot (veure Seccio´ 7.4). A me´s a me´s, afegir i eliminar habi-
litats e´s tan fa`cil com definir l’estat final del mo´n desitjat, tal com s’ha vist en
la Seccio´ 7.3. Aquestes caracter´ıstiques fan aquesta arquitectura extremadament
adaptable i fa`cil d’implementar en qualsevol robot. En el cas d’introduir-se en un
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nou robot s’hauria d’actualitzar l’ontologia d’objectes i localitzacions, la grama`tica
del NLU i el Compilador amb les noves possibles ordres, definir les habilitats del
robot a Soar i finalment definir la crida de les habilitats en la interf´ıcie.
En els experiments realitzats en entorns reals s’ha detectat que els punts me´s cr´ıtics
so´n la deteccio´ automa`tica de la parla i el reconeixement d’objectes. Aquest fet e´s
dona perque` aquests dos sistemes depenen de l’escala del mo´n coneguda pel robot.
Com me´s gran e´s el coneixement del robot del mo´n, major e´s la taxa d’error
d’aquests sistemes. La deteccio´ automa`tica de la parla es veu afectada perque` el
volum de vocabulari augmenta i en consequ¨e`ncia la probabilitat de confusio´ del
sistema augmenta, disminuint aix´ı la taxa de reconeixements correctes. El mateix
efecte es produeix amb el reconeixement d’objectes, en augmentar el nombre de
possibles objectes a recone`ixer decrementa la taxa de reconeixement.
La implementacio´ actual pot millorar-se en termes de robustesa resolent dos prin-
cipals problemes. El primer ve donat quan una habilitat no es pot completar de
forma satisfacto`ria temporalment (per exemple, el robot no e´s capac¸ d’arribar a
una posicio´ en l’espai perque` esta` ocupada). En aquest cas l’execucio´ de l’habili-
tat retornara` que ha fallat i l’arquitectura implementada no te´ forma de descobrir
el motiu de la fallida. Per tant, no e´s capac¸ de resoldre el problema de forma
directa. Aquest desconeixement provoca que l’arquitectura detecti que l’estat del
mo´n no ha canviat i torni a intentar seleccionar la mateixa accio´. Aquest com-
portament podria provocar un bucle infinit de reintents que s’ha evitat limitant
els reintents a 3. El segon problema ve provocat per la impossibilitat de resoldre
tasques on l’ordre conte´ errors (per exemple, “deliver the coke to yourself”). Les
versions futures de l’arquitectura haurien d’incloure aquesta funcio´ mitjanc¸ant la
inclusio´ d’ontologies sema`ntiques i relacions com Wordnet [25] i VerbNet [28], fent
l’extraccio´ sema`ntica me´s robusta.
Finalment, tambe´ es podria extendre aquest treball explotant al ma`xim la funcio-
nalitat Reinforcement Learning de Soar per a goals me´s complexos que involucrin
un gran nombre de passos. Aquesta funcionalitat permetria minimitzar el nombre
de passos proposats per assolir un goal, apropant-se aix´ı al camı´ o`ptim.
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Ape`ndix A
Glossari d’abreviatures
ACT-R: Adaptive Control of Thought—Rational
API: Application Programming Interface
ASR: Automatic Speech Recognition
BSD: Berkeley Software Distribution
CMU: Carnegie Mellon University
CRAM: Cognitive Robotic Abstract Machine
HMM: Hidden Markov Model
HRI: Human–robot interaction
IBM: International Business Machines
IFR: International Federation of Robotics
IRI: Institut de Robo`tica i Informa`tica Industrial
LCM: Lightweight Communications and Marshalling
MIT: Massachusetts Institute of Technology
NLU: Natural Language Understanding
ROS: Robot Operating System
SS-RICS: Symbolic and Subsymbolic Robotic Intelligence Control System
UPC: Universitat Polite`cnica de Catalunya
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Ape`ndix B
Llista de possibles goals de
Categoria I
En aquest ape`ndix es llisten tots els possibles goals de Categoria I que l’arquitec-
tura implementada pot recone`ixer i resoldre.
Move to the LOCATION, then go to the LOCATION and exit the apartment.
Move to the LOCATION, then move to the LOCATION and leave the apartment.
Move to the LOCATION, then move to the LOCATION and exit the apartment.
Move to the LOCATION, then navigate to the LOCATION and leave the apart-
ment. Move to the LOCATION, then navigate to the LOCATION and exit the
apartment. Navigate to the LOCATION, then go to the LOCATION and leave
the apartment. Navigate to the LOCATION, then go to the LOCATION and exit
the apartment. Navigate to the LOCATION, then move to the LOCATION and
leave the apartment. Navigate to the LOCATION, then move to the LOCATION
and exit the apartment. Navigate to the LOCATION, then navigate to the LO-
CATION and leave the apartment. Navigate to the LOCATION, then navigate to
the LOCATION and exit the apartment. Go to the LOCATION, get the ITEM,
and leave the apartment. Go to the LOCATION, get the ITEM, and exit the
apartment. Go to the LOCATION, take the ITEM, and leave the apartment. Go
to the LOCATION, take the ITEM, and exit the apartment. Go to the LOCATI-
ON, grasp the ITEM, and leave the apartment. Go to the LOCATION, grasp the
ITEM, and exit the apartment. Move to the LOCATION, get the ITEM, and leave
the apartment. Move to the LOCATION, get the ITEM, and exit the apartment.
Move to the LOCATION, take the ITEM, and leave the apartment. Move to the
LOCATION, take the ITEM, and exit the apartment. Move to the LOCATION,
grasp the ITEM, and leave the apartment. Move to the LOCATION, grasp the
ITEM, and exit the apartment. Navigate to the LOCATION, get the ITEM, and
leave the apartment. Navigate to the LOCATION, get the ITEM, and exit the
apartment. Navigate to the LOCATION, take the ITEM, and leave the apartment.
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Navigate to the LOCATION, take the ITEM, and exit the apartment. Navigate
to the LOCATION, grasp the ITEM, and leave the apartment. Navigate to the
LOCATION, grasp the ITEM, and exit the apartment. Go to the LOCATION,
introduce yourself, and leave the apartment. Go to the LOCATION, introduce
yourself, and exit the apartment. Go to the LOCATION, tell something about
yourself, and leave the apartment. Go to the LOCATION, tell something about
yourself, and exit the apartment. Move to the LOCATION, introduce yourself,
and leave the apartment. Move to the LOCATION, introduce yourself, and exit
the apartment. Move to the LOCATION, tell something about yourself, and leave
the apartment. Move to the LOCATION, tell something about yourself, and exit
the apartment. Navigate to the LOCATION, introduce yourself, and leave the
apartment. Navigate to the LOCATION, introduce yourself, and exit the apart-
ment. Navigate to the LOCATION, tell something about yourself, and leave the
apartment. Navigate to the LOCATION, tell something about yourself, and exit
the apartment. Go to the LOCATION, memorize the person, and recognize him.
Go to the LOCATION, ask the person’s name, and recognize him. Move to the
LOCATION, memorize the person, and recognize him. Move to the LOCATION,
ask the person’s name, and recognize him. Navigate to the LOCATION, memori-
ze the person, and recognize him. Navigate to the LOCATION, ask the person’s
name, and recognize him. Go to the LOCATION, introduce yourself, and follow
the person in front of you. Go to the LOCATION, tell something about your-
self, and follow the person in front of you. Move to the LOCATION, introduce
yourself, and follow the person in front of you. Move to the LOCATION, tell
something about yourself, and follow the person in front of you. Navigate to the
LOCATION, introduce yourself, and follow the person in front of you. Navigate
to the LOCATION, tell something about yourself, and follow the person in front
of you. Memorize the person, follow the person in front of you, and leave the
apartment. Memorize the person, follow the person in front of you, and exit the
apartment. Ask the person’s name, follow the person in front of you, and leave the
apartment. Ask the person’s name, follow the person in front of you, and exit the
apartment. Find a person, retrieve the ITEM from the LOCATION, and leave the
apartment. Find a person, retrieve the ITEM from the LOCATION, and exit the
apartment. Find a person, bring the ITEM from the LOCATION, and leave the
apartment. Find a person, bring the ITEM from the LOCATION, and exit the
apartment. Go to the LOCATION, find a person, and retrieve the ITEM from the
LOCATION. Go to the LOCATION, find a person, and bring the ITEM from the
LOCATION. Move to the LOCATION, find a person, and retrieve the ITEM from
the LOCATION. Move to the LOCATION, find a person, and bring the ITEM
from the LOCATION. Navigate to the LOCATION, find a person, and retrieve
the ITEM from the LOCATION. Navigate to the LOCATION, find a person, and
bring the ITEM from the LOCATION. Memorize the person, follow the person in
front of you, and leave the apartment. Memorize the person, follow the person in
front of you, and exit the apartment. Ask the person’s name, follow the person in
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front of you, and leave the apartment. Ask the person’s name, follow the person
in front of you, and exit the apartment. Go to the LOCATION, find a person, and
introduce yourself. Go to the LOCATION, find a person, and tell something about
yourself. Move to the LOCATION, find a person, and introduce yourself. Move to
the LOCATION, find a person, and tell something about yourself. Navigate to the
LOCATION, find a person, and introduce yourself. Navigate to the LOCATION,
find a person, and tell something about yourself. Get the ITEM, bring it to the
LOCATION, and introduce yourself. Get the ITEM, bring it to the LOCATION,
and tell something about yourself. Get the ITEM, carry it to the LOCATION, and
introduce yourself. Get the ITEM, carry it to the LOCATION, and tell somet-
hing about yourself. Take the ITEM, bring it to the LOCATION, and introduce
yourself. Take the ITEM, bring it to the LOCATION, and tell something about
yourself. Take the ITEM, carry it to the LOCATION, and introduce yourself.
Take the ITEM, carry it to the LOCATION, and tell something about yourself.
Grasp the ITEM, bring it to the LOCATION, and introduce yourself. Grasp the
ITEM, bring it to the LOCATION, and tell something about yourself. Grasp the
ITEM, carry it to the LOCATION, and introduce yourself. Grasp the ITEM, carry
it to the LOCATION, and tell something about yourself. Go to the LOCATION,
get the ITEM, and bring it to the LOCATION. Go to the LOCATION, get the
ITEM, and carry it to the LOCATION. Go to the LOCATION, take the ITEM,
and bring it to the LOCATION. Go to the LOCATION, take the ITEM, and carry
it to the LOCATION. Go to the LOCATION, grasp the ITEM, and bring it to the
LOCATION. Go to the LOCATION, grasp the ITEM, and carry it to the LOCA-
TION. Move to the LOCATION, get the ITEM, and bring it to the LOCATION.
Move to the LOCATION, get the ITEM, and carry it to the LOCATION. Move
to the LOCATION, take the ITEM, and bring it to the LOCATION. Move to the
LOCATION, take the ITEM, and carry it to the LOCATION. Move to the LOCA-
TION, grasp the ITEM, and bring it to the LOCATION. Move to the LOCATION,
grasp the ITEM, and carry it to the LOCATION. Navigate to the LOCATION,
get the ITEM, and bring it to the LOCATION. Navigate to the LOCATION, get
the ITEM, and carry it to the LOCATION. Navigate to the LOCATION, take
the ITEM, and bring it to the LOCATION. Navigate to the LOCATION, take
the ITEM, and carry it to the LOCATION. Navigate to the LOCATION, grasp
the ITEM, and bring it to the LOCATION. Navigate to the LOCATION, grasp
the ITEM, and carry it to the LOCATION. Go to the LOCATION, detect the
ITEM, and get it. Go to the LOCATION, detect the ITEM, and take it. Go to
the LOCATION, detect the ITEM, and grasp it. Go to the LOCATION, find the
ITEM, and get it. Go to the LOCATION, find the ITEM, and take it. Go to the
LOCATION, find the ITEM, and grasp it. Go to the LOCATION, identify the
ITEM, and get it. Go to the LOCATION, identify the ITEM, and take it. Go
to the LOCATION, identify the ITEM, and grasp it. Move to the LOCATION,
detect the ITEM, and get it. Move to the LOCATION, detect the ITEM, and
take it. Move to the LOCATION, detect the ITEM, and grasp it. Move to the
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LOCATION, find the ITEM, and get it. Move to the LOCATION, find the ITEM,
and take it. Move to the LOCATION, find the ITEM, and grasp it. Move to the
LOCATION, identify the ITEM, and get it. Move to the LOCATION, identify
the ITEM, and take it. Move to the LOCATION, identify the ITEM, and grasp
it. Navigate to the LOCATION, detect the ITEM, and get it. Navigate to the
LOCATION, detect the ITEM, and take it. Navigate to the LOCATION, detect
the ITEM, and grasp it. Navigate to the LOCATION, find the ITEM, and get
it. Navigate to the LOCATION, find the ITEM, and take it. Navigate to the
LOCATION, find the ITEM, and grasp it. Navigate to the LOCATION, iden-
tify the ITEM, and get it. Navigate to the LOCATION, identify the ITEM, and
take it. Navigate to the LOCATION, identify the ITEM, and grasp it. Go to
the LOCATION, then go to the LOCATION and leave the apartment. Go to
the LOCATION, then go to the LOCATION and exit the apartment. Go to the
LOCATION, then move to the LOCATION and leave the apartment. Go to the
LOCATION, then move to the LOCATION and exit the apartment. Go to the
LOCATION, then navigate to the LOCATION and leave the apartment. Go to
the LOCATION, then navigate to the LOCATION and exit the apartment. Move
to the LOCATION, then go to the LOCATION and leave the apartment.
Ape`ndix C
Llista de possibles goals de
Categoria II
En aquest ape`ndix es llisten tots els possibles goals de Categoria II que l’arqui-
tectura implementada pot recone`ixer i resoldre.
Bring a drink to a table. Bring a drink to a shelf. Bring a drink to a door. Bring
a drink to an appliance. Bring a snack to a seat. Bring a snack to a table. Bring
a snack to a shelf. Bring a snack to a door. Bring a snack to an appliance. Bring
the kitchenary to a seat. Bring the kitchenary to a table. Bring the kitchenary
to a shelf. Bring the kitchenary to a door. Bring the kitchenary to an appliance.
Bring some food to a seat. Bring some food to a table. Bring some food to a shelf.
Bring some food to a door. Bring some food to an appliance. Carry a drink to
a seat. Carry a drink to a table. Carry a drink to a shelf. Carry a drink to a
door. Carry a drink to an appliance. Carry a snack to a seat. Carry a snack to
a table. Carry a snack to a shelf. Carry a snack to a door. Carry a snack to an
appliance. Carry the kitchenary to a seat. Carry the kitchenary to a table. Carry
the kitchenary to a shelf. Carry the kitchenary to a door. Carry the kitchenary to
an appliance. Carry some food to a seat. Carry some food to a table. Carry some
food to a shelf. Carry some food to a door. Carry some food to an appliance. Get
me a drink. Get me a snack. Get me the kitchenary. Get me some food. Give me
a drink. Give me a snack. Give me the kitchenary. Give me some food. Point at a
seat. Point at a table. Point at a shelf. Point at a door. Point at an appliance. Go
to an exit. Move to an exit. Navigate to an exit. Detect a drink. Detect a snack.
Detect the kitchenary. Detect some food. Find a drink. Find a snack. Find the
kitchenary. Find some food. Bring a drink to a seat.
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