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THE SEPARATION PROPERTIES FOR CLOSURES OF
TORIC ORBITS
O. V. CHUVASHOVA
Abstract. A subset X of a vector space V is said to have the ”Separa-
tion Property” if it separates linear forms in the following sense: given
a pair (α, β) of linearly independent forms on V there is a point x on
X such that α(x) = 0 and β(x) 6= 0. A more geometric way to express
this is the following: every homogeneous hyperplane H ⊆ V is linearly
spanned by its intersection with X. The separation property was first
asked for conjugacy classes in simple Lie algebras.
We give an answer for orbit closures in representation spaces of an
algebraic torus. We consider also the strong and the weak separation
properties. It turns out that toric orbits well illustrate these concepts.
1. Introduction
1. Let V be a vector space over a field k and G be a connected reductive
algebraic group. Consider a linear action G : V . Properties of the closure
of an orbit Gv ⊂ V can be sorted into four groups:
(1) ”combinatorial” (the number of orbits in Gv, the graph of the orbit
adherence relation, . . .),
(2) geometrical (the smoothness, the normality, the Cohen-Macaulay
property, types of singularities, . . .),
(3) topological (the contractibility, the simple connectedness, the compu-
tation of homologies and cohomologies, higher homotopy groups, . . .),
(4) properties of the embeddingGv ⊂ V (the dimension of the linear span,
hyperplane sections, a description of the ideal defining the variety, . . .).
In this paper we consider the separation properties. In our opinion they
belong to the most natural properties of the fourth group.
Definition 1. A subset X of a vector space V has the separation property
(briefly (SP)) if for any pair of linearly independent linear functions α, β ∈
V ∗ there exists a point x ∈ X such that α(x) = 0 and β(x) 6= 0.
In other words, the separation property for X ⊂ V means that
H ∩ X 6⊆ H ′ for any pair H 6= H ′ of homogeneous hyperplanes in V . Or,
equivalently, for any homogeneous hyperplane H the intersection H ∩ X
linearly spans H.
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For projective spaces we have a similar definition: a subset Y ⊂ P(V ) has
the separation property if for any pair D 6= D′ of hyperplanes in P(V ) we
have D ∩ Y 6⊆ D′.
Remark 1. Let α ∈ V ∗ and Hα be the corresponding hyperplane. If either
X ∩Hα is empty or X ∩Hα is zero or X ⊆ Hα, then it is easy to see that
X has not (SP).
For the first time the separation property was asked by J. C. Jantzen in
connection with the paper of A. Premet [5]:
Question. Let k be an algebraically closed field, G be a simple algebraic
group, and g be its tangent algebra. Is it true that the minimal nilpotent
orbit of the adjoint action in g has the separation property?
The answer was obtained in the work [4]. It is affirmative for all simple
groups except for Sp2n.
Example 1. Consider the Lie algebra sl2. Here the minimal nilpotent orbit
consists of the following matrices:
M =
{(
a b
c −a
)
: a2 + bc = 0
}
.
It is easy to see that M has not the separation property. In fact, b = 0
implies a = 0 for a matrix from M .
The notions of the ”strong” and the ”weak” separation properties also
were introduced in [4].
Definition 2. A closed affine cone X ⊆ V of dimension ≥ 2 has the strong
separation property (briefly (SSP)) if for any linear subspace W ⊆ V of
codimension 2 we have codimXW ∩X = 2.
There is a similar definition for a closed projective subvariety. A closed
subvariety Y ⊆ P(V ) has the strong separation property if for any linear
subspace L ⊆ P(V ) of codimension 2 we have codimYL ∩Y = 2.
Remark 2. The strong separation property for a closed projective subvariety
Y ⊆ P(V ) (closed affine cone X ⊆ V ) implies the separation property.
Proof. Consider the projective case. Suppose that (SP) does not hold. This
means that there exist two different hyperplanes Hα and Hβ in P(V ) such
that Hα ∩ Y ⊆ Hβ. Then (Hα ∩ Hβ) ∩ Y = Hα ∩ Y has the codimension
≤ 1 in Y (see [6, Th. 1.6.4]) and (SSP) does not hold.
In the affine case it is sufficient to notice that (SP) (resp. (SSP)) for a
closed affine cone is equivalent to (SP) (resp. (SSP)) for its projectivization.

The next example shows that (SP) does not imply (SSP).
Example 2. Consider the subvariety of degenerate matrices in the space of
all 2× 2 matrices:
N =
{(
a b
c d
)
: ad− bc = 0
}
.
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It has not (SP) as it contains the subspace a = b = 0. By direct calculation
it is easy to check that N has (SP). (It also follows from Theorem 3 of this
work. Consider the linear action T = (k∗)3 : k4, (t1, t2, t3)(x1, x2, x3, x4) =
(t1x1, t3x2, t1t2x3, t2t3x4). Note that N is isomorphic to T (1, 1, 1, 1).)
Definition 3. A subset X of a vector space V has the weak separation
property (briefly (WSP)) if for any pair of homogeneous hyperplanesH 6= H ′
we have H ∩X 6= H ′ ∩X (in the set-theoretical sense).
The definition of the weak separation property for a subset of a projective
space is similar.
It is obvious that the separation property implies the weak separation
property.
Example 3. It is easy to check that the subvariety M of nilpotent matrices
in sl2 has (WSP) and has not (SP). (This also follows from Theorems 3 and 4
of this work. Consider the linear action T = (k∗)2 : k3, (t1, t2)(x1, x2, x3) =
(t1t2x1, t
2
1x2, t
2
2x3). Note that M is isomorphic to T (1, 1, 1).)
The following theorems are proved in [4].
Theorem [4, Th. 1]. Let G be a connected semisimple group and V (λ) be
its Weyl module corresponding to a highest weight λ with numerical marks
ni. Denote by Omin ⊂ V (λ) the orbit of a highest vector. Then:
(1) Omin satisfies (SSP) ⇐⇒ λ is a fundamental weight;
(2) Omin satisfies (SP) ⇐⇒ ni ≤ 1 for any i;
(3) Omin satisfies (WSP) ⇐⇒ ni ≤ 2 for any i.
Theorem [4, Th. 2]. Let G : V be an irreducible representation of a
connected semisimple group G. If Omin satisfies (SP), then any G-orbit in
V satisfies (SP).
Theorem [4, Th. 3]. Suppose that char k = 0 and G : V is an irreducible
representation of a semisimple group G. Then a generic G-orbit in V sat-
isfies (SP).
2. The aim of this work is to investigate the separation properties for
closures of toric orbits in vector and projective spaces over an algebraically
closed field. This is a primary generalization of Theorem [4, Th. 1] to the
case of reducible representations of reductive groups.
Let T be an algebraic torus, Λ be the lattice of characters of T , and V be
a vector space over an algebraically closed field k. Consider a linear action
T : V , where
t(x1, . . . , xn) = (χ1(t)x1, . . . , χn(t)xn).
Let Σ be the semigroup in Λ generated by the characters χ1, . . . , χn and K
be the cone in Λ⊗Z Q generated by Σ.
Theorem 3. The orbit closure X = T (1, . . . , 1) ⊂ V satisfies (SP) if and
only if the following conditions hold:
(1) the cone K is strictly convex;
(2) Q+χi is an edge of K for any i;
(3) Q+χi 6= Q+χj for i 6= j.
For a projective action of a torus we have:
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Theorem 3’. The orbit closure X = T (1 : . . . : 1) ⊂ P(V ) satisfies (SP) if
and only if the following conditions hold:
(1) the point χi is a vertex of the convex hull conv{χ1, . . . , χn} for any i;
(2) χi 6= χj for i 6= j.
The proofs are based on the fact that if the separation property fails on
some pair of hyperplanes, then there exist such T -invariant hyperplanes. To
prove this statement we introduce the notion of the characteristic variety of
a subset X ⊂ V (or X ⊂ P(V )):
Ch(X) = {(〈α〉, 〈β〉) ∈ P(V ∗)× P(V ∗) | α(x) = 0 =⇒ β(x) = 0 ∀x ∈ X}.
After that we prove:
Theorem 2. Suppose that an affine subvariety X ⊂ V is irreducible, is not
contained in a homogeneous hyperplane, meets any homogeneous hyperplane
and dimX > 1. Then Ch(X) is closed in P(V ∗)× P(V ∗).
Finally we apply the fact that an algebraic torus acting on a projective
variety has a fixed point. More precisely:
Proposition 3. If X does not satisfy (SP) and Ch(X) is closed, then there
exists a pair (〈α〉, 〈β〉) ∈ Ch(X) such that α, β are T -semiinvariant and
linearly independent.
Proposition 3 allows to simplify the proof of the criterion of the separation
property for SL2-orbits of binary forms obtained in the thesis of K. Baur.
Theorem [1, Th. 3.4]. Let f ∈ k[x, y]n. Then the orbit Of = SL2f satisfies
(SP) if and only if f has a linear factor of multiplicity one.
For the weak separation property we obtain the following theorems.
Theorem 4. The orbit closure X = T (1, . . . , 1) ⊂ V satisfies (WSP) if and
only if the following conditions hold:
(1) the cone K is strictly convex;
(2) there are no more then one characters χi in the interior of any face of
K (in particular, Q+χi 6= Q+χj for i 6= j).
Theorem 4’. The orbit closure X = T (1 : . . . : 1) ⊂ P(V ) satisfies (WSP)
if and only if there are no more then one characters χi in the interior of any
face of the convex hull conv{χ1, . . . , χn} (in particular, χi 6= χj for i 6= j).
Finally we consider the strong separation property.
Theorem 5. Suppose that the orbit closure X = T (1, . . . , 1) ⊂ V is a cone;
then X satisfies (SSP) if and only if X = V (i.e., the weights χ1, . . . , χn are
linearly independent).
Theorem 5’. The orbit closure X = T (1 : . . . : 1) ⊂ P(V ) satisfies (SSP) if
and only if X = P(V ) (i.e., the weights χ1, . . . , χn are affinely independent).
I am grateful to my adviser Ivan V. Arzhantsev for the subject of this
work, the permanent support, and numerous remarks and ideas. I also thank
Dmitri A. Timashev for important comments and detection of a gap in the
preliminary version of the text.
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2. Hypersurfaces
Proposition 1. Let S ⊂ V be a hypersurface. Then
(1) S does not satisfy (SP) ⇐⇒ S can be defined by an equation xn2 +
x1F = 0 in some coordinate system for some n ∈ N and F ∈ k[V ];
(2) S does not satisfy (WSP) ⇐⇒ S can be defined by an equation
xn1 + x
m
2 + x1x2F = 0 in some coordinate system for some n,m ∈ N and
F ∈ k[V ];
(3) a homogeneous hypersurface S does not satisfy (SSP) ⇐⇒ S can be
defined by an equation x1F1+x2F2 = 0 in some coordinate system for some
homogeneous polynomials F1, F2 ∈ k[V ] of the same degree.
Proof. Let S be defined by an equation P = 0. We may assume that P has
no multiple factors. Since the field k is algebraically closed, it follows that
P is defined uniquely up to a constant.
(1) If P has the form xn2 + x1F in some coordinate system, then
S ∩Hx1 ⊆ Hx2 and S has not (SP).
Conversely, if S has not (SP), then we can choose a coordinate system such
that S ∩Hx1 ⊆ Hx2 . This means that P (0, x2, . . .) = 0 implies x2 = 0. By
Hilbert’s nullstellentsatz, we have xl2 = P (0, x2, . . .)f(x2, . . .). This implies
P (0, x2, . . .) = cx
n
2 for some n ∈ N, n ≤ l, and c ∈ k
∗. Then P = cxn2 + x1F .
(We may assume that c = 1.)
(2) If P has the form xn1 + x
m
2 + x1x2F in some coordinate system, then
S ∩Hx2 = S ∩Hx1 and S has not (WSP).
Conversely, if S has not (WSP), then we can choose a coordinate system
such that S ∩Hx2 = S ∩Hx1 . Statement (1) implies that in this coordinate
system P = xn1 + x2F1 = x
m
2 + x1F2 (up to the proportionality of the basis
vectors). This implies P = xn1 + x
m
2 + x1x2F .
(3) If P has the form x1F1 + x2F2 in some coordinate system, then the
subspace in V defined by the equations x1 = 0, x2 = 0 has the codimension
one in S and S has not (SSP).
Conversely, if S has not (SSP), then we can choose a coordinate system
such that the subspace in V defined by the equations x1 = 0, x2 = 0 has the
codimension ≤ 1 in S (this implies that this subvariety is contained in S).
The ideal generated by the polynomials x1, x2 is radical, so, by Hilbert’s
nullstellentsatz, P = x1F1 + x2F2. 
Denote by I(X) the ideal of a closed affine subvariety X ⊆ V .
Proposition 2. Let X ⊆ V be a closed affine subvariety. Then
(1) X does not satisfy (SP) if and only if X is contained in a hyperpsurface
S such that S does not satisfy (SP);
(2) X does not satisfy (WSP) if and only if X is contained in a hyper-
surface S such that S does not satisfy (WSP).
Proof. Suppose that X has (SP) (resp. (WSP)). It is evident that any subset
Z in V such that X ⊆ Z has (SP) (resp. (WSP)).
Now we shall prove the converse implication. Suppose that X has not
(SP). Then there exist linearly independent α, β ∈ V ∗ such that
Hα ∩ X ⊆ Hβ. By Hilbert’s nullstellentsatz, this holds if and only if
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βn = f + gα for some n ∈ N, g ∈ k[V ], f ∈ I(X). Let S be the zero set of
f . Then X ⊆ S and, by Proposition 1, S has not (SP).
Suppose that X has not (WSP). Then there exist linearly independent
α, β ∈ V ∗ such that Hα ∩ X = Hβ ∩ X. Let F be the hypersurface in V
defined by the equation α(x)β(x) = 0. The equality Hα ∩ X = Hβ ∩ X
is equivalent to two equalities: Hα ∩ X = F ∩ X and Hβ ∩ X = F ∩ X.
They hold if and only if rad(I(X), α) = rad(I(X), αβ) and rad(I(X), β) =
rad(I(X), αβ) (here (I(X), f) is the ideal generated by I(X) and f). We
have
αk = f1 + g1αβ,
βl = f2 + g2αβ
for some k, l ∈ N, f1, f2 ∈ I(X), g1, g2 ∈ k[V ]. Summing these equations,
we get f1 + f2 = α
k + βl − αβ(g1 + g2). Let S be the zero set of the
polynomial f1 + f2. Then S contains X and, by the previous proposition,
has not (WSP). 
Remark 3. Let us remark that the analogous statement does not hold for
(SSP). In fact, let X be a closed affine cone of dimension ≥ 2 and f ∈ I(X)
be a homogeneous polynomial. Then the homogeneous hypersurface defined
by the equation x1f(x) = 0 contains X and has not (SSP). Moreover, we
shall give an example of a closed affine cone having (SSP) and containing in
an irreducible hypersurface such that this hypersurface has not (SSP).
Example 4. Let X ⊂ V be a closed irreducible affine cone of codimension
≥ 2 having (SSP). There exist homogeneous coprime f, p ∈ I(X). Consider
the subspaceW = V ⊕k2 (x, y are coordinates in the last two items). Denote
by S the hypersurface in W defined by the equation fxm + py = 0 (where
deg p = deg f +m− 1) and by Y the closed affine cone X ⊕ k2 ⊂W . Then
S has not (SSP) and is irreducible. Note that Y ⊂ S.
We shall prove that Y has (SSP). It is sufficient to prove that X ⊂ V
has (SSP) implies X ′ = X ⊕ k ⊂ V ′ = V ⊕ k has (SSP). Assume the
converse. Let (SSP) fail for X ′ on the subspace U ′ ⊂ V ′ defined by equations
α′ = α+ az = 0, β′ = β+ bz = 0, where z is a coordinate in the second item
of V ⊕ k.
The first case. Let α and β be not proportional. Here
dim(X ∩Hα ∩Hβ) = dim(X
′ ∩Hα′ ∩Hβ′ ∩Hz) ≥ dimX
′ − 2 = dimX − 1
and we obtain a contradiction with the fact that X has (SSP).
The second case. If α = cβ, then U ′ can be defined by the equations
α = 0, z = 0. As (X ′ ∩Hz) ∩Hα = X ∩Hα has the codimension 2 in X
′,
we have a contradiction.
Proposition 2’. Let Y ⊆ P(V ) be a closed projective subvariety. Then
(1) Y does not satisfy (SP) if and only if Y is contained in a hypersurface
R such that it does not satisfy (SP);
(2) Y does not satisfy (WSP) if and only if Y is contained in a hypersur-
face R such that it does not satisfy (WSP).
Proof. Consider the vector space V and the closed affine cone X ⊆ V over
Y . The cone X has (SP) (resp. (WSP)) if and only if Y has (SP) (resp.
(WSP)).
THE SEPARATION PROPERTIES 7
(1) If Y ⊆ R and R has not (SP), then X ⊆ S, where S is the affine cone
over R in V and S has not (SP). This implies that X has not (SP).
Conversely, if X has not (SP), then, by Proposition 1, there exists a
hypersurface S ⊂ V such that X ⊆ S and S has not (SP). Let S be defined
by the equation f = 0, where f ∈ I(X). By Proposition 1, f has the form
xn2 + x1F in some coordinate system. As the ideal I is homogeneous, the
homogeneous component of degree n of this equation belongs to I(X). This
component has the form xn2 + x1F
′. Hence the corresponding projective
hypersurface contains Y and has not (SP).
(2) If Y ⊆ R and R has not (WSP), then X ⊆ S, where S is the affine
cone over R in V and S has not (WSP). This implies that X has not (WSP).
If X has not (WSP), then, by Proposition 1, there exists a hypersurface
S ⊂ V such that X ⊆ S and S has not (WSP). Let S be defined by f = 0,
where f ∈ I(X). By Proposition 1, f has the form xn1 +x
m
2 +x1x2F in some
coordinate system. As the ideal I(X) is homogeneous, the homogeneous
components of degrees n and m of this equation belong to I(X). If n = m,
then this component has the form xn1 + x
n
2 + x1x2F
′ and corresponding
projective hypersurface contains Y and has not (WSP). If n 6= m, then these
components have the forms xn1 + x1x2F1 and x
m
2 + x1x2F2. Consider the
polynomial (xn1+x1x2F1)
m+(xm2 +x1x2F2)
n. This homogeneous polynomial
of degree mn belongs to I(X) and the projective hypersurface defined by it
has not (WSP). 
It was proved in [4] that the strong separation property is a property
of open type in the following sense. Recall that a family of d-dimensional
subvarieties in P(V ) is a closed subvariety F ⊂ B×P(V ), where B is an alge-
braic variety such that the projection prB induces the surjective morphism
p : F → B and any fiber of this morphism has the dimension d.
Proposition [4, Prop. 6]. Let p : F → B be a family of d-dimensional closed
subvarieties in P(V ). Then the subset {b ∈ B | p−1(b) satisfies (SSP)} is
open in B.
The following example shows that the weak separation property and the
separation property are not properties of open type.
Example 5. Consider the closed family of hypersurfaces F ⊂ P(V ) × k
defined by the equation b(xm1 + x
m
2 ) + x1x2P = 0, where b ∈ k and the
hypersurface R ⊂ P(V ) defined by the equation P = 0 has (SP) (degP =
m− 2). Then, by Proposition 1, the set p−1(b) has not (WSP) if b 6= 0. The
set p−1(0) has (SP), as it contains the subset R having (SP).
The author does not know an example of such family of subvarieties with
an irreducible fiber over any point b ∈ B.
3. Characteristic varieties
Let X be a subset in a vector space V .
Definition 4. The characteristic variety Ch(X) of a subset X is the subset
in P(V ∗)× P(V ∗) consisting of the following pairs:
Ch(X) = {(〈α〉, 〈β〉) ∈ P(V ∗)× P(V ∗) | α(x) = 0 =⇒ β(x) = 0 ∀x ∈ X}.
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Definition 5. The weak characteristic variety Chw(X) of a subset X is the
subset in P(V ∗)× P(V ∗) consisting of the following pairs:
Chw(X) = {(< α >,< β >) ∈ P(V ∗)× P(V ∗) | α(x) = 0 ⇐⇒
β(x) = 0 ∀x ∈ X}.
Remark 4. (1) If φ : P(V ∗)×P(V ∗)→ P(V ∗)×P(V ∗) is the symmetry with
respect to the diagonal, i.e., φ((〈α〉, 〈β〉)) = (〈β〉, 〈α〉), then Chw(X) =
Ch(X) ∩ φ(Ch(X));
(2) the diagonal D = (〈α〉, 〈α〉) ⊆ Chw(X) ⊆ Ch(X);
(3) X satisfies (SP) ⇐⇒ Ch(X) = D;
X satisfies (WSP) ⇐⇒ Chw(X) = D;
We shall need the following theorem.
Theorem 1. [3, Th. 4.5] Let φ : X → Y be a dominant morphism of
irreducible varieties and r = dimX − dimY . Suppose that for any closed
irreducible subvariety W ⊆ Y any irreducible component of φ−1(W ) has the
dimension dimW + r. Then φ is an open morphism.
Theorem 2. Suppose that an algebraic subvariety X ⊂ V is irreducible, is
not contained in a homogeneous hyperplane, meets any homogeneous hyper-
plane and dimX > 1. Then Ch(X) and Chw(X) are closed.
Remark 5. If the conditions of the theorem hold for any irreducible compo-
nent Xi of a subvariety X ⊂ V , then Ch(X) = ∩Ch(Xi) is closed.
Proof. Consider the closed subvariety
M = {(〈α〉, 〈β〉, x) ∈ P(V ∗)× P(V ∗)×X | α(x) = 0}.
Let φ : M → P(V ∗) × P(V ∗) be the projection along the third component.
Consider the open subset L = {(〈α〉, 〈β〉, x) ∈ M : β(x) 6= 0} in M . Note
that Ch(X) = P(V ∗) × P(V ∗) \ φ(L). Thus we need to prove that φ(L) is
open. We shall show that φ is an open morphism applying Theorem 1.
(1) The variety M is irreducible. We prove this in Lemma 1 below.
(2) The morphism φ is surjective. Indeed, φ(M) = {(〈α〉, 〈β〉) | ∃ x ∈ X :
α(x) = 0}. But X meets any homogeneous hyperplane.
(3) LetW ⊆ P(V ∗)×P(V ∗) be closed and irreducible. We have φ−1(W ) =
(W×X)∩R, where R ⊂ P(V ∗)×P(V ∗)×V is defined by the equation α(x) =
0. Therefore φ−1(W ) is a hypersurface in the irreducible variety W ×X and
any irreducible component of φ−1(W ) has the dimension dimX+dimW −1
(φ−1(W ) is not empty as X meets any hyperplane and φ−1(W ) does not
coincide with W ×X as X is not contained in a hyperplane).
Thus the morphism φ is open. This proves Theorem 2. 
Lemma 1. Under the conditions of Theorem 2 the variety M is irreducible.
Proof. It is sufficient to prove that the variety M ′ ⊆ V ∗×X, M ′ = {(α, x) :
α(x) = 0}, is irreducible.
(1) Consider the variety L ⊆ V ∗ × V , L = {(α, v) : α(v) = 0}, and
the projection ψ : L → V . The morphism ψ′ : L \ ψ−1(0) → V \ (0) is
a vector bundle. Indeed, fix a basis in V and the dual basis in V ∗. Let
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Ui = {v ∈ V : xi 6= 0}. Then ψ
′−1(Ui) ∼=W ×Ui, where W is a vector space
of dimension n−1 and the isomorphism is defined by the following formula:
(a1, . . . , ai−1, ai+1, . . . , an), (x1, . . . , xn))→
((a1, . . . , ai =
−1
xi
∑
j 6=i
ajxj, . . . , an), (x1, . . . , xn)).
(2) Let Z =M ′ \ ψ−1(0) = ψ′−1(X \ {0}). The map ψ′′ : Z → X \ {0} is
also a vector bundle. The variety X is irreducible, consequently, X \ {0} is
irreducible and Z is irreducible.
(3) We have M ′ = Z ⊔ Y , where Y is isomorphic to V ∗ and closed, Z
is irreducible. Let M ′ = ∪Mi, where Mi are the irreducible components
of M ′. It can be assumed that Z ⊆ M1, Y ⊆ M2. This yields that there
are no more then two irreducible components. If Y 6= M2, then M2 =
Y ∪ (M2 ∩ Z) and we have a contradiction with the irreducibility of M2.
Hence Y is an irreducible component of M ′. Further, M ′ is a hypersurface
in the irreducible variety X × V ∗ and dimMi = dimM
′. At the same time
dimM ′ = n + dimX − 1 > n and dimY = n. So we have a contradiction.
This means that M ′ is irreducible. 
Now we give some examples when the conditions of Theorem 2 do not
hold and Ch(X) is not closed.
Example 6. (1) X is a line 〈v〉 ⊂ kn, n ≥ 2 (here Ch(X) contains the open
subset{(〈α〉, 〈β〉) | α(v) 6= 0} of P(V ∗)×P(V ∗));
(2) X is the subvariety in k3 defined by the equations x1 = 1 and x2 = x3
(indeed, Ch(X) contains the subset {(〈α = a1x1 + a2x2 + a3x3〉, 〈β〉) | a1 6=
0, a2 + a3 = 0}, the pair (〈x2 − x3〉, 〈x1〉) is contained in its closure and is
not contained in Ch(X));
(3) X ⊂ V = k2 is defined by the equation x1x2 = 0 (here Ch(X)
contains the open subset {(〈α = a1x1 + a2x2〉, 〈β〉) | a1 6= 0, a2 6= 0} of
P(V ∗)×P(V ∗)).
Theorem 2 implies the similar theorem for a subset in a projective space
(the definition of the characteristic variety in the projective case is analo-
gous).
Theorem 2’. Suppose that an algebraic subvariety Y ⊂ P(V ) is irreducible
and is not contained in a hyperplane. Then Ch(Y ) and Chw(Y ) are closed.
Proof. Let X ⊂ V be the cone corresponding to Y . Note that Ch(X) =
Ch(Y ). Applying Theorem 2 to X, we conclude that Ch(X) is closed. 
4. The case of a T -invariant subvariety
Let T be an algebraic torus linearly acting on a vector space V and
X be a T -invariant subset in V . Then Ch(X) is a T -invariant subset in
P(V ∗)× P(V ∗).
Proposition 3. If X has not the separation property and Ch(X) is
closed, then there exists a pair (〈α〉, 〈β〉) ∈ Ch(X) such that α, β are T -
semiinvariant and linearly independent.
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Proof. Fix a T -semiinvariant basis {x1, . . . , xn} in V
∗. Let λi be the weight
of xi.
There exists a pair (〈α〉, 〈β〉) ∈ Ch(X) such that 〈α〉 6= 〈β〉. Consider the
action T : T (〈α〉, 〈β〉). For an action of a torus on a projective variety there
exists a fixed point. Denote it by (〈α′〉, 〈β′〉). If 〈α′〉 6= 〈β′〉, then there is
nothing to prove. Now let 〈α′〉 = 〈β′〉.
There exists a one-parameter subgroup γ : k∗ → T such that
lim
s→0
γ(s)(〈α〉, 〈β〉) = (〈α′〉, 〈α′〉)
(see [2, Sec. 2.3]).
Let (α1, . . . , αn) be the coordinates of α, and (β1, . . . , βn) be the coor-
dinates of β. We may assume that α′ = (α′1, . . . α
′
n), where α
′
i = αi if
〈γ, λi〉 = minj : αj 6=0〈γ, λj〉, and α
′
i = 0 in another case, and the formula
for β′ is analogous (here 〈· , ·〉 is the natural pairing between the lattice of
one-parameter subgroups and the lattice of characters ). Let β′ = cα′.
We have (〈α〉, 〈β − cα〉) ∈ Ch(X) and
lim
s→0
γ(s)(〈α〉, 〈β − cα〉) = (〈α′〉, 〈β′′〉) ∈ Ch(X).
Note that the supports of the vectors α′, β′′ do not intersect. (Here the
support of a vector v is the set of basis vectors along which v has non-
zero coordinates; the support of 〈v〉 is the support of v.) Thus we obtain
T (〈α′〉, 〈β′′〉)∩D = ∅ and the desired point is a T -fixed point in T (〈α′〉, 〈β′′〉).

Corollary 1. Let T : V and all λi be different. Let {ǫi} be a T -semiinvariant
basis in V , {xi} be the dual basis in V
∗, and X ⊂ V be a closed irreducible
affine T -invariant subvariety. Then X does not satisfy (SP) ⇐⇒ X is
contained in a hypersurface of the form xni + xjF = 0 for some i 6= j,
F ∈ k[V ] and n ∈ N.
Proof. We have to prove that the separation property fails on a pair of T -
semiinvariant linear functions.
(1) IfX is contained in a homogeneous hyperplane, then X is contained in
a T -invariant homogeneous hyperplane and (SP) fails on a T -semiinvariant
pair.
(2) If X does not meet a homogeneous hyperplane, then there exist
f, g ∈ k[X], such that fg = 1. If the functions f and g are not T -
semiinvariant, then we consider their weight decompositions. Since k[X] has
no zero divisors, it follows that after the multiplication in the left side of the
equality we obtain the sum of weight functions with different weights. There
exists a one-parameter subgroup having different pairing with all weights
from the weight decompositions of f and g. This one-parameter subgroup
defines the order on weight functions. The products of the highest and the
lowest terms can not be cancelled, so we have a contradiction. Thus X does
not meet a T -invariant homogeneous hyperplane.
(3) If dimX = 1, then either X is a curve of T -fixed points or X is
a closure of an orbit of a one-dimensional torus. In the first case X is
contained in the subspace defined by the equations xi = 0, where λi 6= 0.
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In the second case (SP) fails on any pair of coordinate functions xi, xj such
that either λi = 0 or λi, λj 6= 0.
(4) If X is not contained in a homogeneous hyperplane, meets any homo-
geneous hyperplane and dimX > 1, then, by Theorem 2, Ch(X) is closed
and, by Proposition 3, (SP) fails for X on a pair of T -semiinvariant func-
tions. 
5. Application to binary forms
Let char k = 0. Consider the vector space k[x, y]n of binary forms of
degree n, where SL2 acts by the natural way and k
∗ acts by homotheties.
K. Baur proved the following theorem in [1].
Theorem [1, Th. 3.4]. Let f ∈ k[x, y]n. Then the orbit Of = SL2f satisfies
(SP) if and only if f has a linear factor of multiplicity one.
We give the proof of this theorem here. Corollary 1 allows to simplify it
(see Proposition 4 below).
The proof consists of some lemmas.
Lemma 2. Suppose that the orbit Of satisfies (SP). Then f has a linear
factor of multiplicity one.
Proof. Suppose that any linear factor of f has the multiplicity no less then
two. Note that this property holds for any h(x, y) = h0x
n + h1x
n−1y +
. . . + hny
n ∈ Of . Then (SP) fails for Of on the pair of linear functions
α(h) = h0, β(h) = h1. Indeed, if h0 = 0 for some h ∈ Of , then h is divisible
by y. This implies that h is divisible by y2 and h1 = 0. 
Lemma 3. The orbit Of satisfies (SP) if and only if the closure k∗Of
satisfies (SP).
Proof. If Of has (SP), then k∗Of has (SP) (as Of ⊂ k∗Of ).
Suppose that Of has not (SP), namely there exist homogeneous hyper-
planes H 6= H ′ such that H ∩ Of ⊂ H
′. Then H ∩ tOf = t(H ∩ Of ) ⊂ H
′
for any t ∈ k∗ and H ∩ k∗Of ⊂ H
′. By Lemma 4 below, it follows that
H ∩ k∗Of = H ∩ k∗Of ⊂ H
′ and k∗Of has not (SP). 
Lemma 4. [4, Lemma 3(c)] Let G : V be an irreducible representation of
a connected algebraic group G, H ⊂ V be a homogeneous hyperplane, and
X ⊂ V be a constructive G-invariant subset. Then H ∩X = H ∩X.
Proposition 4. The orbit Oxyn−1 satisfies (SP).
Proof. It is sufficient to prove that
X = k∗SL2xyn−1 = GL2xyn−1 = {(ax+ by)(cx+ dy)
n−1 | a, b, c, d ∈ k}
has the separation property (see Lemma 3). For a point h = (ax+ by)(cx+
dy)n−1 ∈ X we have
hm = aC
m−1
n−1 c
m−1dn−m + bCmn−1c
mdn−m−1 =
=
(n − 1)!cm−1dn−m−1(mad+ (n−m)bc)
m!(n −m)!
.
If the separation property does not hold, then X is contained in a hyper-
surface of the form hki + hjF = 0, where F is a polynomial in the variables
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hm (see Corollary 1). Putting in this equation coordinates of points from
X, we get a polynomial in the variables a, b, c, d identically equal to zero.
This implies that hki is divisible by hj (as a polynomial in a, b, c, d). It is
easy to see that this can not be true for any i, j, k. 
The following lemma combining with Lemma 3 completes the proof of the
Theorem.
Lemma 5. If f ∈ k[x, y]n has a linear factor of multiplicity one, then
k∗Of ⊇ Oxyn−1 .
Proof. We may assume that f has the form x(y + a2x) . . . (y + anx). Let
γ(t) be the diagonal matrix
(
t 0
0 t−1
)
∈ SL2. We have
tn−2γ(t)f = x(y + t2a2x) . . . (y + t
2anx)→ xy
n−1 as t→ 0.

Remark 6. Lemma 3 implies the similar result for the action
SL2 : P(k[x, y]n). Let f ∈ P(k[x, y]n). Then the orbit Of = SL2f satisfies
(SP) if and only if f has a linear factor of multiplicity one.
6. The closure of a toric orbit in a vector space
Let T be an algebraic torus and Λ be the lattice of its characters. Consider
a linear action T : V , where t(x1, . . . , xn) = (χ1(t)x1, . . . , χn(t)xn). Let Σ
be the semigroup in Λ generated by the characters χ1, . . . , χn and K be the
cone in Λ⊗Z Q generated by Σ.
We are interested in the question if X = Tv has the separation property.
If the vector v has a zero coordinate, then X is contained in a homogeneous
hyperplane and has not (SP). If any coordinate of v is non-zero, then, up to
the proportionality of the basis vectors, we may assume that v = (1, . . . , 1).
It can also be assumed that the kernel of inefficiency of the action T : V is
finite (i.e., dimX = dimT , or the cone K is bodily).
Lemma 6. [7, Lemma 4.1]Let X = T (1, . . . , 1). The ideal I(X) is generated
(as a vector space) by all binomials of the form xa11 · . . . · x
an
n − x
b1
1 · . . . · x
bn
n ,
where
∑
aiχi =
∑
biχi, ai, bi ∈ Z+.
Now we give an algorithm for a construction of a finite system of binomials
defining X. Denote by W the sublattice in Zn defined by the system of
equations
∑
ciχi = 0, where ci ∈ Z. To any point c = (c1, . . . , cn) of this
sublattice we put in correspondence the binomial xa11 · . . . ·x
an
n −x
b1
1 · . . . ·x
bn
n ,
where ai = ci, bi = 0 if ci > 0, and bi = |ci|, ai = 0 otherwise. Such binomials
vanish on X. Consider an octant DI = {c ∈ Z
n | ci ≥ 0 if i ∈ I, ci ≤ 0 if
i 6∈ I}. Then W ∩ DI is a finitely generated semigroup. Let us construct
a system of generators of W ∩ DI (for example, if d1, . . . , dk ∈ W ∩ DI
is a system of generators of the cone Q+(W ∩ DI), then the set
{
∑
sidi | 0 ≤ si ≤ 1} ∩DI generates W ∩DI). Now we consider the union
of such systems of generators of the semigroups W ∩ DI over all octants
and prove that the corresponding set of binomials generates the ideal I(X).
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Indeed, the element xI1+J1−xI2+J2 belongs to the ideal generated by xI1−xI2
and xJ1 − xJ2 :
xI1+J1 − xI2+J2 = xJ1(xI1 − xI2) + xI2(xJ1 − xJ2)
(here I1, I2, J1, J2 are ordered sets of n non-negative integers and x
J =
xc11 . . . x
cn
n , where J = (c1, . . . , cn), ci ∈ Z+). Hence the binomials cor-
responding to the constructed system of generators of W as a semigroup
generate the ideal I(X).
Theorem 3. The orbit closure X = T (1, . . . , 1) satisfies (SP) if and only if
the following conditions hold:
(1) the cone K is strictly convex;
(2) ∀i Q+χi is an edge of K;
(3) Q+χi 6= Q+χj if i 6= j.
Remark 7. It is easy to see that these conditions are equivalent to the fol-
lowing:
(a) χi 6∈< χ1, . . . , χi−1, χi+1, . . . , χn >Q+ for any i;
(b) −χi 6∈< χ1, . . . , χi−1, χi+1, . . . , χn >Q+ for any i.
Proof. (1) If K contains a line, then there exist c1, . . . , cn ∈ Z+ such that
ci 6= 0 for some i and
∑
ciχi = 0. Therefore X is contained in a hypersurface
xc11 · . . . · x
cn
n = 1 and does not meet the hyperplane xj = 0, where cj 6= 0.
Consequently, X has not (SP).
(2) If Q+χi is not an edge of K, then there exist c1, . . . , cn ∈ Z+ such that
ciχi =
∑
j 6=i cjχj, ci ∈ N. If χi = 0, then X does not meet the hyperplane
xi = 0 and has not (SP). If χi 6= 0, then there exists cj 6= 0, j 6= i. This
means that x ∈ X,xj = 0 implies xi = 0 and (SP) does not hold. The case
Q+χi = Q+χj can be proved by the same arguments.
(3) Now we prove the converse implication. Consider the case dimT = 1.
The set {χ1, . . . , χn} satisfies the conditions of the theorem only if dimV =
1. In this case X = V if χ1 6= 0 and X = {1} if χ1 = 0 and X has (SP).
Now let dimX > 1. Note that X is not contained in a hyperplane (oth-
erwise there exist i 6= j such that χi = χj) and meets any hyperplane (since
K is strictly convex and χi 6= 0 for any i, it follows that 0 ∈ X). Hence, by
Theorem 2, Ch(X) is closed. If X has not (SP), then, by Corollary 1, X is
contained in the hypersurface xli + xjF for some i 6= j, F ∈ k[V ], l ∈ N. By
Lemma 6, it follows that xli − x
c1
1 . . . x
cn
n ∈ I(X) for some c1, . . . , cn ∈ Z+,
cj > 0, i.e., lχi =
∑
cmχm. If l ≤ ci, then since χj 6= 0, we have a
contradiction with condition (1). Otherwise we have a contradiction with
χi 6∈< χ1, . . . , χi−1, χi+1, . . . , χn >Q+. 
Corollary 2. Let the orbit closure X = T (1, . . . , 1) be defined by
p1 = 0, . . . , pm = 0, where pi are binomials, and Si be the hypersurface
defined by pi = 0. Then the following conditions are equivalent:
(1) X does not satisfy (SP);
(2) there exists i such that Si does not satisfy (SP);
(3) there exists i such that pi has either the form x
c1
1 . . . x
cn
n − 1, where
ck ≥ 0 and some cj > 0, or the form x
ci
i − x
c1
1 . . . x
ci−1
i−1 x
ci+1
i+1 . . . x
cn
n , where
ck ≥ 0, ci > 0.
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Proof. The implications (3)⇒ (2) and (2)⇒ (1) are obvious.
Suppose that among pi there are no equations of such form. We shall
prove that X has (SP) applying Theorem 3.
(a) The cone K is strictly convex and χi 6= 0 for any i since 0 ∈ X.
(b) Suppose that Q+χi is not an edge of K or Q+χi = Q+χj. This
means that some equation of the form xcii = x
c1
1 . . . x
ci−1
i−1 x
ci+1
i+1 . . . x
cn
n , where
ck ≥ 0, ci > 0 and some cj > 0, j 6= i, vanishes on X. On the other hand,
(0, . . . , xi = 1, . . . , 0) ∈ X and we have a contradiction. By Theorem 3, it
follows that X has (SP) and the implication (1)⇒ (3) is proved. 
Example 7. Let T = (k∗)3. Consider the 5-dimensional representation of T
with the characters χ1 = (1, 0, 0), χ2 = (1, 1, 0), χ3 = (0, 1, 2), χ4 = (0, 2, 1),
χ5 = (1, 0, 1). (On the picture below we draw the corresponding cone K.)
Then X = T (1, 1, 1, 1, 1) can be defined by the equations

x31x3 = x2x
2
5,
x31x4 = x
2
2x5,
x2x3 = x4x5.
The characters of this representation satisfy the conditions of Theorem 3
(and the equations do not satisfy the conditions of Corollary 2). Thus X
has the separation property.
q
q
q
q
0
χ1
ε1
❍❍❍❍❍❍❍❍❍❍❥
q
q
q ε2
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✟✯
q
q
q
ε3
✟
✟
✟
✟
✟
✻
❤❤❤❤❤❤❤❤❤❤❤❤
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✭✭
✑
✑
✑
✑
✑
✓
✓
✓
✓
✓
✓
✭ ✭
✭
q
χ4
q
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qχ5
q
χ2
◗
◗
◗
◗
◗
◗
❙
❙
❙
❙
❙
❤❤❤❤❤
❅
❅
❅
❅
❅
Remark 8. Note that an orbit of a torus has not (SP) (xi 6= 0 on T (1, . . . , 1)).
Remark 9. We say that a variety Y ⊂ V is binomial if Y can be defined by
a system of binomials. In particular, the closure of an orbit of a torus is
binomial. Moreover, it is easy to see that a binomial variety is the closure of
some toric orbit if and only if it is irreducible. The following example shows
that the statement of Corollary 2 does not hold for an arbitrary binomial
variety.
Example 8. Consider the binomial variety Y ⊂ k4 defined by the equations

x1x2 = x3x4,
x1x3 = x2x4,
x1x4 = x2x3.
Any hypersurface xixj = xlxm has (SP). It is easy to check that (SP)
(and even (WSP)) for Y fails on the functions x1− ax2 and x1− bx2, where
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a, b 6= ±1, a 6= b (since Y is an union of four coordinate axes and the lines
x1 = ±x2 = ±x3 = ±x4 with an even number of minuses).
Theorem 4. The orbit closure X = T (1, . . . , 1) satisfies (WSP) if and only
if the following conditions hold:
(1) the cone K is strictly convex;
(2) there are no more then one characters χi in the interior of any face of
K (in particular, Q+χi 6= Q+χj for i 6= j).
Proof. (1) If K contains a line, then there exist c1, . . . , cn ∈ Z+ such that
cj , ck 6= 0 for some j 6= k and
∑
ciχi = 0. Consequently, X is contained in
the hypersurface xc11 · . . . ·x
cn
n = 1 and does not meet the hyperplanes xj = 0
and xk = 0. Therefore X has not (WSP).
(2) Let condition (2) do not hold, i.e, there are two characters (let us
assume that they are χ1, χ2) in the interior of the face of K generated by
{χi | i ∈ I}. Then there exist ci, di > 0 such that c1χ1 =
∑
i∈I ciχi and
d2χ2 =
∑
i∈I diχi. We have
X ∩Hx1 = ∪i∈IX ∩Hxi = X ∩Hx2
and X has not (WSP).
(3) Let us prove the converse implication. Consider the case dimT = 1.
The cone K satisfies the conditions of the theorem if and only if either
dimV = 1 or dimV = 2 and t(x1, x1) = (x1, t
mx2), where m 6= 0. In the
first case X has (SP) and it is easy to see that in the second case X has
(WSP).
Now let dimT ≥ 2. Assume the converse. Let the cone K satisfy the
conditions of Theorem 4 and the weak separation property fails for X on
linearly independent functions α = a1x1+ . . .+ anxn, β = b1x1+ . . .+ bnxn.
If M is a cone generated by some edges of K and δ is a linear function,
then denote by δM the restriction of δ to the subspace in V defined by the
equations xi = 0, where χi 6∈M .
Remark 10. Let L be a proper face of K and W ⊂ V be the subspace
defined by the equations xi = 0, where χi 6∈ L. Note that X ∩W is the
closure of the T -orbit of the point with the coordinates xi = 1 for χi ∈ L and
xi = 0 for χi 6∈ L. Since the characters of the representation T : V satisfy the
conditions of the theorem, it follows that the characters of the representation
T : W satisfy the same conditions. By inductions over dimV , we may
assume that X ∩W ⊂W has (WSP). Since HαL ∩X ∩W = HβL ∩X ∩W ,
it follows that αL and βL are linearly dependent.
Remark 11. If the linear functions α˜(x) = a1x1+ . . .+ai−1xi−1+ai+1xi+1+
. . . + anxn and β˜(x) = b1x1 + . . . + bi−1xi−1 + bi+1xi+1 + . . . + bnxn are
proportional for some i, then for x ∈ X we have α(x) = 0 ⇐⇒ β(x) =
0 ⇐⇒ α˜(x) = 0 and xi = 0. There exists a one-parameter subgroup
γ : k∗ → T such that 〈γ, χr〉 6= 〈γ, χj〉 for r 6= j. Hence there exists a
non-zero root of the equation a1t
〈γ,χ1〉 + . . . + ant
〈γ,χn〉 = 0. Thus we have
a contradiction.
The first case. Suppose that χi 6= 0 for any i
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Step 1. Suppose that α(x) = aixi + ajxj and β(x) = bixi + bjxj. Note
that aixi + ajxj = 0 and bixi + bjxj = 0 if and only if xi = 0, xj = 0. Since
χi 6= χj, it follows that there exists x ∈ T (1, . . . , 1) such that α(x) = 0 and
we have a contradiction.
Step 2. Suppose that α(x) = aixi+ ajxj + amxm and β(x) = bixi+ bjxj +
bmxm, where χm belongs to the interior of K.
1. If ai = bi = 0 or aj = bj = 0, then we have a contradiction (see Step 1).
2. If ai = 0, bi 6= 0, then there exists a one-parameter subgroup γ : k
∗ → T
such that γ(s)α → α′, γ(s)β → β′, where the supports of α′ and β′ do not
intersect. Since Chw(X) is closed, it follows that (〈α′〉, 〈β′〉) ∈ Chw(X)
and T (〈α′〉, 〈β′〉) ∩ D = ∅. There exists a T -stable point (〈xl〉, 〈xr〉) ∈
T (〈α′〉, 〈β′〉). Consequently, X is contained in a hypersurface of the form
xcl + x
d
r + xlxrF for some l 6= r, c, d ∈ N, F ∈ k[X]. Lemma 5 implies that
the binomials xcl − x
c1
1 . . . x
cn
n and x
d
r − x
d1
1 . . . x
dn
n belong to I(X) for some
cl, dl such that cr, dl > 0 and cχl =
∑
ciχi, dχr =
∑
diχi. If c ≤ cl or
d ≤ dr, then this contradicts condition (1). Otherwise χl and χr belong to
the interior of the same face of K and we also have a contradiction. The
cases when ai 6= 0, bi = 0 or aj = 0, bj 6= 0 or aj 6= 0, bj = 0 can be
considered by the same way.
3. Now let ai, bi, aj , bj 6= 0. It can be assumed that ai = bi = 1. There exists
a one-parameter subgroup γ : k∗ → T such that 〈γ, χi〉 = n1 > 〈γ, χm〉 =
n2 > 〈γ, χj〉 = 0. The equations
sn1 + ams
n2 + aj = 0 (∗)
and
sn1 + bms
n2 + bj = 0 (∗∗)
have the same roots up to multiplicities. If all roots of one equation have
the multiplicity one, then all roots of another equation have the multiplicity
one and the equations are proportional. A multiple root s0 of (∗) is a root
of its derivative and satisfies the equation
sn1−n20 = −
amn2
n1
.
(If n1 is divisible by char k, then either am = bm = 0 and this is Step 1 or
n2 is divisible by char k. In the second case we replace n1 by
n1
char k
, n2 by
n2
char k
, and aj, am, bj , bm by the roots of degree char k and obtain similar
equations.) Putting obtained formulæ in (∗), we get
sn20 (−
amn2
n1
) + ams
n2
0 + aj = 0.
This implies
sn20 = −
ajn1
am(n1 − n2)
(if am = 0 or n1 − n2 is divisible by char k, then n1 is divisible by char k
and we repeat the previous arguments). Also, we have
sn10 =
ajn2
n1 − n2
.
Note that s0 is a root of (∗∗). Putting obtained formulæ in (∗∗), we get
amajn2 − bmajn1 + bjam(n1 − n2) = 0.
THE SEPARATION PROPERTIES 17
Since (∗∗) also has a multiple root, then, by the same arguments, we have
the symmetric equation
bmbjn2 − ambjn1 + ajbm(n1 − n2) = 0.
Summing the obtained equations, we get (aj − bj)(am − bm) = 0. Thus we
have a contradiction with Remark 11.
Step 3. Consider the case of arbitrary α, β. In the case dimT = 2 we have
a contradiction with Step 2.
Now let dimT > 2. We say that K˜ is a subcone of K if K˜ is generated
by a finite number of vectors from K. Note that the interior of a subcone
is contained in the interior of one of the faces of K. Consider the subcone
K ′ of K generated by the characters χi such that ai 6= 0 or bi 6= 0. Since
αK ′ and βK ′ are not proportional, it follows that there exists a face L1 of
codimension 1 in K ′ such that αL1 and βL1 are not proportional. If χm is
contained in the interior of L1, then χm is contained in the interior of K.
Indeed, assume the converse. Let χi be an interior point of a proper face
of K and χi belong to the interior of L1. Then L1 is contained in this face
of K. By Remark 10, the linear functions αL1 and βL1 are proportional
and we have a contradiction. For the same reason, there exists a face L2 of
codimension one in L1 such that αL2 and βL2 are not proportional. Thus
we can find a 2-dimensional face Lr with this property. There exists a one-
parameter subgroup γ : k∗ → T such that γ(s)α → αLr , γ(s)β → βLr as
s → 0. Since Chw(X) is closed, it follows that (〈αLr 〉, 〈βLr 〉) ∈ Chw(X)
and we can apply Step 2.
The second case. Suppose that χi = 0 for some i (we may assume that
i = 1). If a1 = b1 = 0, then consider the image X
′ ⊂ W of X under the
projection along the first basis vector (here W is a subspace defined by the
equation x1 = 0). The characters of the representation T : W are non-
zero and satisfy the conditions of the theorem. The first case implies that
X ′ ⊂ W has (WSP). But (WSP) fails for X ′ ⊂ W on the restriction on W
of the functions α, β. This is a contradiction.
Let a1 or b1 be not equal to zero. By Remark 10, it follows that the
vector (ai, bi) is proportional to the vector (a1, b1) for i 6= m. Thus the
linear functions α′ = a1x1 + . . .+ am−1xm−1 + am+1xm+1 + . . .+ anxn and
β′ = b1x1+ . . .+ bm−1xm−1+ bm+1xm+1+ . . .+ bnxn are proportional. This
contradicts to Remark 11. 
Theorem 5. Suppose that the orbit closure X = T (1, . . . , 1) ⊂ V is a cone;
then X satisfies (SSP) if and only if X = V (i.e., the weights χ1, . . . , χn are
linearly independent).
Proof. Let X 6= V and xa11 . . . x
an
n − x
b1
1 . . . x
bn
n ∈ I(X), where there exists i
with ai 6= bi. We may assume that ai = 0 or bi = 0 for any i. Let a1 > 0.
Since X is a cone, it follows that there exists bi > 0 and
X ∩Hx1 = ∪i: bi>0(X ∩ Vi),
where Vi = Hx1 ∩ Hxi. This implies that there exists i such that
dimX ∩ Vi = dimX ∩Hx1 and X ∩ Vi has the codimension ≤ 1 in X. 
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Remark 12. The proof of Theorem 5 is true for any cone which is contained
in a binomial hypersurface, in particular, for binomial cones.
Question. Let X be a closed irreducible T -invariant subvariety in a T -
module V such that X has not (WSP) (resp. (SSP)). Is it true that (WSP)
(resp. (SSP)) for X fails on a pair of T -semiinvariant linear functions?
7. The closure of a toric orbit in a projective space
Let T : P(V ), t(x1 : . . . : xn) = (χ1(t)x1 : . . . : χn(t)xn). We are interested
in the question if Y = Tw (w ∈ P(V )) has the separation properties. As in
the previous section we may assume that w = (1 : . . . : 1). It also can be
assumed that the kernel of inefficiency of the action T : P(V ) is finite, i.e.,
dimX = dimT .
Theorem 3’. The orbit closure X = T (1 : . . . : 1) satisfies (SP) if and only
if the following conditions hold:
(1) the point χi is a vertex of the convex hull conv{χ1, . . . , χn} for any i ;
(2) χi 6= χj for i 6= j.
Proof. Consider the action T × k∗ : V , where
(t, s)(x1, . . . , xn) = (sχ1(t)x1, . . . , sχn(t)xn).
The weights of this representation are χ′i = χi + λ, where λ(t, s) = s. Then
T (1 : . . . : 1) = P(T × k∗(1, . . . , 1)),
and X = T (1 : . . . : 1) = P(T × k∗(1, . . . , 1)). We shall apply Theorem 4 to
T × k∗(1, . . . , 1).
The cone K is strictly convex since ci ≥ 0 and
∑
ciχ
′
i = 0 implies
ci = 0 for any i. Further, χ
′
i is an edge of K (i.e.,
χ′i 6∈< χ
′
1, . . . , χ
′
i−1, χ
′
i+1, . . . , χ
′
n >Q+) if and only if χi is not contained in the
convex hull of the set {χ1, . . . , χi−1, χi+1, . . . , χn}. Finally, Q+χ
′
i 6= Q+χ
′
j
is equivalent to χi 6= χj. 
Remark 13. If any hyperplane section of X ⊂ P(V ) is reduced (i.e., it is
a sum of prime divisors), then X has (SP) (see [4, Lemma 2]). If X is
the orbit of a highest vector in an irreducible representation of a reductive
group, then this condition is equivalent to (SP) (see [4, Prop. 5]). This is
not true for an orbit closure of a torus. Consider the action of the torus
T = (k∗)2 : P(k4), (t1, t2)(x0 : x1 : x2 : x3) = (t1t
2
2x0, t1t2x1, t
3
1x2, t
2
2x3).
The orbit closure of the point (1 : 1 : 1 : 1) is the hypersurface defined by
the equation x0x
2
1 = x2x
2
3. It has (SP) and its intersection with Hx0 is not
reduced.
Theorem 4’. The orbit closure X = T (1 : . . . : 1) satisfies (WSP) if and
only if there are no more then one χj in the interior of any face of the convex
hull conv{χ1, . . . , χn} (in particular, χi 6= χj for i 6= j).
Proof. The proof is similar to the proof of Theorem 3’. 
Theorem 5’. The orbit closure X = T (1 : . . . : 1) ⊂ P(V ) satisfies (SSP) if
and only if X = P(V ) (i.e., the weights χ1, . . . , χn are affinely independent).
Proof. The proof follows from Theorem 5. 
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