Abstract. We define the notion of the extrinsic Itô projection of a stochastic differential equation (SDE) on a submanifold. This allows one to systematically develop low dimensional approximations to high dimensional SDEs in a differential geometric setting. We consider the example of approximating the non-linear filtering problem with a Gaussian distribution and show how the Itô projection leads to improved approximations in the Gaussian family. We briefly discuss the approximations for more general families of distribution. We perform a numerical comparison of our projection filters with the classical Extended Kalman Filter to demonstrate the efficacy of the approach.
Introduction
In this paper we consider two notions of projecting a stochastic differential equation (SDE) onto a manifold M . We will call the two approaches Stratonovich projection and the extrinsic Itô projection.
The purpose of these projection methods is to transform an infinite dimensional SDE to a finite dimensional SDE which can then be solved numerically. We will benchmark the performance of these two competing projection techniques using a non-linear filtering problem. We will also compare the performance of our approach to comparable established approaches to non-linear filtering.
To explain the idea, let us first consider projecting an ordinary differential equation (ODE) onto a manifold M ⊆ R r . An ODE can be thought of as defining a vector field in R r . At every point x ∈ M we can use the Euclidean metric to project the vector at x onto the tangent space T x M . In this way one obtains a vector field on M which can be thought of as a new ODE on M that approximates the full ODE in R r . We now wish to consider projecting stochastic differential equations onto a manifold. One possible answer has been proposed previously which we shall call the Stratonovich projection. The Stratonovich projection is obtained by simply applying the projection operator to the coefficients of the SDE written in FiskStratonovich-McShane [9, 18, 15] (Stratonovich from now on) calculus form. No optimality result has been derived for the Stratonovich projection, it has simply been derived heuristically from the deterministic case. Nevertheless, it appears to be a good approximation in practice and it has been used to find good quality numerical solutions to the non-linear filtering problem (See [8] , [7] , [3] , [4] ).
It is obvious to anyone with experience of stochastic differential equations on manifolds that simply applying the projection operator to the coefficients of the SDE written in Itô form will not work. This is because solutions to the projected equation don't stay on the manifold. Nevertheless we will be able to obtain a modification of this idea, which we will call the extrinsic Itô projection, which does give a well defined SDE on the manifold. We will show elsewhere how this extrinsic Itô projection can be derived from an optimality argument and so this new projection is in some sense an optimal approximation of the original SDE on the manifold. The extrinsic Itô projection is described in Section 2. We prove directly that it is a well-defined stochastic differential equation. For the benefit of the reader, we include a brief review of stochastic differential equations on manifolds in Subsection 2.1.
Having defined the extrinsic Itô projection, we can apply it to find approximate solutions to difficult stochastic differential equations. In particular we will apply it to the non-linear filtering problem. This application is discussed in Section 3. We will derive general projection formulae for the non-linear filtering problem. We will then apply this to the problem of approximating a non-linear filter using a Gaussian distribution. A reader who is unfamiliar with non-linear filtering will want to consult Subsection 3.1 for a brief review.
Gaussian approximations to non-linear filters are widely used in practice [5] . In particular the Extended Kalman Filter is a popular approximation technique. Other Gaussian approximations exist such as Assumed Density Filters and filters derived from the Stratonovich projection. Our theory indicates that all these classical techniques can be improved upon by using the extrinsic Itô projection (at least over small time intervals). We confirm this with a numerical example.
The utility of the projection method is by no means restricted to the filtering problem nor to such simple approximations as Gaussian filters. Our previous work shows how the Stratonovich projection can be used to generate far more sophisticated filters and it is clear that the idea of projection should be widely applicable in the study of SDEs and ODEs. Nevertheless by focussing on Gaussian filters we can examine in detail the idea that there may be many useful ways of approximating an SDE on a submanifold and examine in detail the relative performance of the extrinsic Itô projection. The point we wish to emphasize is that the extrinsic Itô projection is able to tell us something new even about the well-worn topic of approximating the non-linear filtering problem using Gaussian distributions.
Note that the development of the extrinsic Itô projection does not invalidate previous work using the Stratonovich projection, it merely indicates that alternative approximations are possible. In a future paper we will consider in what sense the extrinsic Itô projection is an optimal approximation over a small time horizon. As we will show in that paper, the notion of optimality for a finite dimensional approximation to an SDE is far more subtle than the comparable notion for ODEs. This theoretical analysis will explain why the extrinsic Itô projection gives the excellent results demonstrated numerically in this paper, but will also provide an explanation for why there are occasions when the Stratonovich projection is still a superior approach.
Projecting stochastic differential equations

Itô SDEs on manifolds
It is well known that one can write SDEs on manifolds in Stratonovich form. However, in our experience there seems to be some confusion about whether one can, or should, write SDEs on manifolds in Itô form. Itô himself in [11] defined the notion of an SDE on a manfiold using Itô calculus. Nevertheless we believe it may be useful to the non-expert if we explicitly define an Itô SDE on a manifold and explain the motivation behind the definition.
Given a n-dimensional manifold M , we can write down stochastic differential equations in a neighbourhood U of a point x by choosing a chart φ : U → R n and then writing the stochastic differential equation in local coordinates. The equation written in local coordinates will depend upon the choice of chart φ. Thus the data for a stochastic differential equation locally consists of: 1. A vector valued Brownian motion W t (the theory can also be extended to continuous semi-martingale integrators, but we will use Brownian motion for simplicity) 2. A chart φ 3. The coefficient functions a, b of a stochastic differential equation written in local coordinates:
To define a stochastic differential equation over the entire manifold we will need local data of this form for a complete atlas of charts. Where charts overlap, we will need some compatibility conditions on these local SDEs. The "correct" compatibility condition should be chosen so that the solutions of the SDE in one chart φ are mapped to the solutions of the SDE in another chart, Φ by the transition function τ = Φ • φ −1 . Since this requirement is expressed in terms of the solutions to a stochastic differential equation it is a mathematically complex requirement. We would prefer to write the requirement in terms of the much simpler data of the coefficients of our stochastic differential equation. We can informally calculate the correct compatibility condition on the coefficients using Itô's lemma.
Let (W t , φ, a, b) be the data for the SDE in one chart, and (W t , Φ, A, B) be the data in another chart. We will suppose that W t takes valued in R m and will write W α for the components of W t . Similarly, X i , a i , b i α are the components of the vectors X, a and the tensor b. We have chosen to label indices such that Roman indices run from 1 through to n (the dimension of our manifold) and Greek indices run from 1 through to m (the dimension of the process W t ).
We can now write out the SDE (3) in full detail in local coordinates as:
We will write τ i for the components of τ and will use coordinates x i for R n . With this notation in place we can apply Itô's lemma to write out an SDE for τ (X t ) as follows:
Here With these conventions in place we can rewrite our SDE for τ (X) as:
Note that all the terms on the right are evaluated at X. With all these preliminaries we can now formally define what we mean by a Stochastic differential equation on a manifold M . Definition 1. An Itô SDE on a manifold consists of the initial conditions together with an equivalence class of quadruples (W t , φ, a, b) under the equivalence relation ∼ defined by
The first condition could be written in more general terms, but for simplicity we assume pathwise equality between the two Brownian motions. Rather less formally, one might say that an Itô SDE is an SDE whose coefficients obey Itô's lemma when one changes coordinates.
The definition we have chosen for an Itô SDE is exactly analogous to the common definition of a vector field on a manifold as a set of coordinate functions that transform in a particular way when one changes coordinates.
As is well known, when writing SDEs on R n one can choose to write the equation in either Itô or Stratonovich form. We could attempt to define SDEs on manifolds using Stratonovich equations. In this case the local data would be a pair (W t , φ, a, b) where W t and φ are as before but now a, b are the coefficients of the Stratonovich equation:
Rather than use Itô's lemma in our informal derivation, we would now use the chain rule. The end result is the following definition: Definition 2. A Stratonovich SDE on a manifold consists of the initial conditions together with an equivalence class of quadruples (W t , φ, a, b) under the equivalence relation ∼ defined by
As we know, if the coefficients of the SDEs are smooth enough, Stratonovich SDEs and Itô SDEs on R n are essentially equivalent, i.e. an Itô SDE can be transformed to an SDE in Stratonovich form which has the same solutions and vice versa. One sees immediately that Itô SDEs and Stratonovich SDEs on manifolds are essentially equivalent in precisely the same sense.
Since the chain rule is rather simpler than Itô's lemma, the definition of a Stratonovich SDE is rather simpler than that of an Itô SDE. In addition, we can easily replace the complicated index notation with coordinate free notation. We will write T x X to denote the tangent space at a point x of a manifold X. We will write f * : T x X → T f (x) Y to denote the differential of a smooth map between manifolds f : X → Y . We can then rewrite Eq. (1) more elegantly as:
Thus the transformation rule for the coefficients in this case is precisely the same as the transformation rule for the coefficients of a vector field. This allows one to devise alternative definitions for stochastic differential equations in terms of vector fields without needing to mention the less attractive details about equivalence relations.
Projecting SDEs
Let M be a submanifold of R r with chart ψ : U → R n for some open neighbourhood in M and inverse φ = ψ −1 . Given an SDE defined on R r , we would like to approximate solutions in R r with solutions to an SDE defined on M .
and a chart ψ : U → R n for some neighbourhood in N ⊆ M we define the Stratonovich projection of the SDE to be:
where:
where Π is the projection of R r onto φ * (R n ) defined by the Euclidean metric.
Because we know that the projection of vector fields can be defined similarly, and because we know that the coefficients of Stratonovich SDEs transform like vector fields, we see that the definition above defines a Stratonovich SDE on M . Indeed, if one is willing to accept that projection of vector fields onto a submanifold is well-defined, then one could define the projection of a Stratonovich SDE as the projection of the coefficient functions. For an Itô SDE one cannot simply apply projection to the coefficient functions because the coefficients of an Itô SDE on a manifold do not transform like vector fields.
The Stratonovich projection of an Itô SDE is trivially defined by the recipe: 
and a chart ψ : U → R n for some neighbourhood in N ⊆ M we define the extrinsic Itô projection of the SDE to be:
where ∇ is the gradient operator defined on R n .
We will discuss the motivation for this definition in detail in a future paper. For now we will simply remark that it can be derived by searching for the optimal approximation over a small time horizon in the metric defined on R n . We call it the extrinsic Itô projection because the optimality is defined via the use of the metric on the extrinsic space R n rather than using the Riemannian metric of the sub-manifold. As we will show in subsequent papers [2] , there is an alternative notion of the intrinsic Itô projection which one may consider. Defining the intrinsic Itô projection is best done using the differential geometric language of 2-jets. Introducing this machinery now would take us too far afield, which is why we have given only this brief motivation for the definition. We will show in our future work that the notion of "optimality" is far more subtle for SDEs than for ODEs. For example, there are occasions where the Stratonovich projection actually out-performs the extrinsic Itô projection.
The Stratonovich projection is manifestly well-defined. We must work harder for the extrinsic Itô projection. Write φ i for the inverse of x i . Write (P i ) xi = (x i ) * Π φi(xi) for the projection map associated with the chart x i . Note that P 1 = τ * P 2 . If the SDE in R n has Itô coefficients a and b then the Itô projected SDE w.r.t the coordinates x i is:
What we want to show is that equation (2) for x 2 transformed using τ gives the equation (2) for x 1 . With this in mind we transform equation (2) for x 2 using τ to obtain an equation for Z = τ (Y ):
We now simplify this using the following identities:
This last identity is the chain rule. So by the product rule we have:
for vectors Y . This allows us to rewrite (3) as follows:
We can now use the fact that P 1 (φ 1 * ) is the identity and again use the identity P 1 = τ * P 2 to simplify this. Two unwanted terms cancel leaving use with equation:
This is (2) for x 1 as claimed.
We also want to show that the extrinsic Itô projection is distinct from the Stratonovich projection. We will show this in the next sections by explicitly computing examples. Moreover we will demonstrate numerically that the extrinsic Itô projection gives superior results to the Stratonovich projection when applied to non-linear filtering.
Application of the Projection to Non-linear Filtering
The Kushner Stratonovich equation
We suppose that the state X t ∈ R n of a system evolves according to the equation:
where f and σ are smooth R n valued functions and W t is a Brownian motion. We suppose that an associated process, the observation process, Y t ∈ R d evolves according to the equation:
where b is a smooth R d valued function and V t is a Brownian motion independent of W t . Note that the filtering problem is often formulated with an additional constant in terms of the observation noise. For simplicity we have assumed that the system is scaled so that this can be omitted.
The filtering problem is to compute the conditional distribution of X t given a prior distribution for X 0 and the values of Y for all times up to and including t.
Subject to various bounds on the growth of the coefficients of this equation, the assumption that the distribution has a density p t and suitable bounds on the growth of p t one can show that p t satisfies the Kushner-Stratonovich equation:
where E p denotes the expectation with respect to the density p and the forward diffusion operator L * t is defined by:
where a = σσ T . In the event that the coefficient functions f and b are all linear and σ is a deterministic function of time one can show that so long as the prior distribution for X is Gaussian, or deterministic, the density p will be Gaussian at all subsequent times. This allows one to reduce the infinite dimensional equation (5) to a finite dimensional stochastic differential equation for the mean and covariance matrix of this normal distribution. This finite dimensional problem is known as the Kalman filter.
For more general coefficient functions, however, equation (5) cannot be reduced to a finite dimensional problem [10] . Instead one might seek approximate solutions of (5) that belong to some given statistical family of densities. This is a very general setup and includes, for example, approximating the density using piecewise linear functions to derive a finite difference approximation or approximating the density with Hermite polynomials to derive a spectral method. Other examples include exponential families (considered in [7, 8] ) and mixture families (considered in [3, 4] ).
Our projection theory tells us how one can find good approximations on a given statistical family with respect to a given metric on the space of distributions. We illustrate this by writing down the extrinsic Itô projection of (5) for the L 2 and Hellinger metrics onto a general manifold 3 .
We will then examine some numerical results regarding the very specific case of seeking approximate solutions using Gaussian distributions. The idea of approximating the solution to the filtering problem using a Guassian distribution has been considered by numerous authors who have derived variously, the extended Kalman filter [16] , assumed density filters [13] and Stratonovich projection filters [8] . We will be able to derive extrinsic Itô projection filters which outperform all these other filters (assuming performance is measured over small time intervals using the appropriate Hilbert space metric).
Itô projections
The extrinsic Itô projection filter in the L 2 direct metric Let us suppose that the density p lies in L 2 and so we can use the L 2 norm to measure the accuracy of an approximate solution to equation (5) . For a discussion on conditions under which a unnormalized version of p is in L 2 (Zakai Equation) see for example [1] .
We wish to consider an m-dimensional family of distributions p parameterized by m real valued parameters θ 1 , θ 2 , . . ., θ m . For example we will consider the 2 dimensional Gaussian family:
Note that we have chosen to follow differential geometry convention and use upper indices for the coordinate functions θ i so we have been careful to distinguish powers from indices using brackets.
More formally, an m-dimensional family is given by a smooth embedding
Let us write:
This defines the induced metric tensor on the manifold φ(R m ). We will write g ij for the inverse of the matrix g ij . The projection operator Π φ(θ) is then given by
We can now write down the extrinsic Itô projection of (5) with respect to the L 2 metric. It is:
and
Example 1.
Consider as a test case the 1-dimensional problem with f (x, t) = 0, σ(x, t) = 1 and b(x, t) = x + x 3 for some small constant . This problem is a perturbation of a linear filter so one might expect that a Gaussian approximation will perform reasonably well at least for small times. Thus we will use the 2 dimensional manifold of Gaussian distributions given in equation (7).
We first calculate the metric tensor g ij which is diagonal in this case:
This is easily inverted to compute g ij . We compute the expectation E p (b):
One can now see that computing the projection equation will simply involve integrating a number of terms of the form a polynomial in x times a Gaussian.
The end result is:
dYt.
The extrinsic Itô projection filter in the Hellinger metric The Hellinger metric is a metric on probability measures. In the case of two probability density functions p(x) and q(x) on R n , that now need only be in L 1 , the Hellinger distance is given by the square root of:
In other words, up to the constant factor of 1 2 the Hellinger metric corresponds to the L 2 norm on the square root of the density function rather than on the density itself (as in the previous subsection). The Hellinger metric has the important advantage of making the metric independent of the particular background density that is used to express measures as densities. The L 2 direct distance introduced earlier does not satisfy this background independence. Now, to compute the extrinsic Itô projection with respect to the Hellinger metric we first want to write down an Itô equation for the evolution on √ p.
Applying Itô's lemma to equation (5) we formally obtain:
A family of distributions now corresponds to an embedding
The tangent space is spanned by the vectors:
We define a metric on the tangent space by:
We write h ij for the inverse matrix of h ij . The projection operator with respect to the Hellinger metric is:
We can now write down the extrinsic Itô projection of (5) with respect to the Hellinger metric. It is:
Example 2. We may repeat example 1 but projecting using the Hellinger metric. We first calculate the metric tensor h ij which is diagonal also in this case:
This is easily inverted to compute h ij . We obtain the following SDEs: dYt.
Note that this satisfies the important check that when is zero, this reduces to the Kalman filter.
Other Gaussian Approximate Filters
We will show in a subsequent paper that the filters above are in some sense optimal with respect to the relevant Hilbert space metric. Neverthless many other Gaussian approximate filters have been proposed in the past. We will briefly review a number of different Gaussian approximate filters that can be found in the literature and calculate the relevant stochastic differential equations for our example 1. We will then compare the performance of these filters numerically.
The Stratonovich projection filter Instead of using the extrinsic Itô projection, one can use the Stratonovich projection.
Example 3. General formulae for performing the Stratonovich L 2 projection are given in [3] . In the specfic case of example 1 the resulting Itô SDEs are: dYt.
Example 4. General formulae for performing the Stratonovich Hellinger projection are given in [7] . In the specfic case of example 1 the resulting SDEs are: 
The Extended Kalman Filter The Extended Kalman Filter (EKF) is a heuristically derived method of finding approximate solutions to the filtering problem based on the idea of linearising the problem and then using the solution to the linear problem. In particular one assumes that the solution can be well approximated by a Gaussian distribution. For the EKF see [12, 1] . A definition and heuristic derivation is given in [5] (which is based, in turn, on the derivation given in [16] ). The EKF can be shown to work well on condition that the initial position of the signal is approximated well, the non-linearities of f are small, b is injective and the observation noise is small [17] . Moreover, the EKF is widely used in practice, see [5] for references to applications.
Example 5. For the example problem b(x) = x + x 3 the EKF is:
Assumed density filters Assumed density filters (ADFs) provide a finite dimensional method of finding approximate solutions to the filtering problem. They have been considered in, for example, [13] , [14] and [8] .
The general setup is to consider a statistical family π(·, η) of probability measures parameterized by some coordinates η = (η 1 , . . . , η m ). This parameterization is not arbitrary. It must be chosen in such a way that, for elements of the statistical family, the values of η correspond to the expectations of some twice differentiable scalar functions {c 1 , . . . , c m } defined on R n .
where for brevity we are using the abbreviation E ηt for E π(·,η) . For example one might take the statistical family of normal distributions parameterized by its fist and second moments η 1 and η 2 , so c
Given a statistical family parameterized in this way, we define the Itô ADF to be:
This is motivated by the fact that under the conditions used to derive equation (5), we have that the c i -moments of π t , the true solution to the filtering problem, satisfy the Itô equation:
Thus if it were true that the true density was a member of our chosen statistical family then the Itô ADF would certainly be satisfied. One just hopes that the Itô ADF will continue to give a reasonable approximation even though we know that the true density isn't a member of the chosen statistical family.
With a similar motivation we define the Stratonovich ADF to be:
Example 7. The family of normal distributions is an exponential family, therefore the Stratonovich assumed density filter is equivalent to the Stratonovich projection filter in the Hellinger metric.
Numerical Results
We simulated the example problem b(x) = x + x 3 for all of the above approximate filters with = 0.05. We also computed an "exact" solution using a finite difference method with a fine grid. We define the L 2 residual to be the L 2 distance between the approximate solution and the "exact" solution. We define the Hellinger residual similarly.
In Figure 1 we see the L 2 residuals for the various methods. As predicted by our theory the extrinsic Itô projection in the L 2 metric results in the lowest residuals. The Stratonovich projection in the L 2 metric comes a close second. The projection methods based on optimizing the Hellinger metric perform the worst.
For the Hellinger metric, we have plotted the ratio of the Hellinger residual for each method to the residual of the Itô Hellinger projection method. This is because the residuals themselves are too difficult to distinguish visually. The result is shown in figure 2 . Over short time periods the expected value of this ratio should be greater than 1 for all the competing methods. This is born out by the numerical experiments. Note that we do not have a theory over which method will perform better in the longer term and so the fact that this relative residual eventually drops below 1 for both the Itô ADF and the Stratonovich projection does not contradict our theoretical results. Having said that, this behaviour does appear to be fairly consistent for our simple example problem. We see therefore that our "greedy" approach of finding the best residual in the short term will not necessarily lead to the best long term result.
Conclusion
We have defined a new way to approximate a high dimensional SDE with a lower dimensional SDE on a submanifold. This approximation is based on a new notion of projeciton, the extrinsic Itô projection method. We show that this projection leads to an SDE on the submanifold and briefly discuss its optimality property compared to the classic Stratonovich projection used previously in similar contexts.
We then apply this Itô projection to nonlinear filtering. We project the infinite dimensional stochastic PDE of the optimal filter on a finite dimensional Gaussian family. Our explicit calculations show that the extrinsic Itô projection gives rise to new filters for both the L 2 and Hellinger metrics, and shows in particular that the Itô projection is different from the Stratonovich projection.
Numerical results show that our extrinsic Itô projection filters often out perform existing filters over small time horizons. The difference between the extrinsic Itô projection and the Stratonovich projection approaches is small in practice and will be small whenever the extrinsic Itô projection provides a good approximation. Thus the Stratonovich projection approach can be justified in practice and arguably has the merit of being slightly simpler to calculate. Importantly, as we will demonstrate in a subsequent paper, unlike the heuristic arguments used to justify existing Gaussian filters, we can show that our filters are in some sense "optimal" for the given Hilbert space metric. 
