We investigate the decay of quantum electrodynamical (QED) vacuum in arbitrary spacedependent electric fields. In particular, we analyze the resonance peaks of the positron emission spectrum for the external fields with subcycle structure. For this, we study the transmission probability in the framework of the scattering approach to vacuum pair production. In under-the-barrier scattering regime, we show that the width of a transmission resonance can be enhanced when the effective scattering potential contains multiple wells. Such a broadening in the resonance width corresponds to a decrease in the tunneling time. This may be relevant for observing the vacuum decay at shorter time scales before the external field is adiabatically turned off. In above-the-barrier scattering regime, we give a set of coupled differential equations for the numerical computation of the Bogoliubov coefficients.
I. INTRODUCTION
The decay of vacuum into electron-positron pairs under the influence of an external electric field is a remarkable prediction of QED [1] [2] [3] . In a constant electric field E 0 , Schwinger found the vacuum decay rate per unit volume per unit time as [3] :( = c = 1)
where m and q are the electron's mass and charge respectively. The threshold intensity for the electric field to create an appreciable amount of pairs is E cr ∼ m 2 /q = 10 18 V/m. The experimental verification has been long coming because of such a high threshold. In the near future, it is hoped that advances in strong laser pulses will bring us close to intensities as great as 10 −3 E cr [4] . This value is however, still far from the observational regime due to the nonperturbative nature of the phenomenon: the exponent in (1) contains the inverse of power of E 0 .This makes the decay rate in such a background strongly suppressed. Consequently, there have been investigations on lowering the pair production threshold by a combination of multiple pulses with varying time scales, intensities and polarizations [5] [6] [7] [8] [9] [10] [11] . These efforts accumulated valuable results. For instance, the focusing of multiple Gaussian beams to a single focal point gives rise to a significant reduction in the threshold energy [5] . The subcycle structure of the time dependent electric fields plays an important role in the context of prolific pair production. It has been observed that pair creation rate can be enhanced when a fast varying weak pulse is superimposed with a slowly varying strong pulse [7] . The investigation of time-alternating fields with additional parameters such as the carrier phase and the chirp revealed that strong interference effects may occur for the certain modes of the created pairs [8, 12, 13] . * cdumlu@metu.edu.tr
On the other hand, the discussion of vacuum decay in spatially inhomogeneous fields was mainly considered for the cases, where the external field is represented by a smooth steplike barrier [14] [15] [16] [17] [18] [19] , or by a single potential well [20, 21] . In the latter case transmission resonances occur in the positron emission spectrum [20] . Such resonances widely appear in the scattering problems when the external potential supports quasi-bound states with complex energies [22] . These states are metastable; they decay in time due to the imaginary part of their energy. A metastable state in an external electric field may be thought of as a quasi-particle excitation of the vacuum with complex energy = ω − iΓ. In general, the real part of the energy gives the position of the resonance peak in the spectrum and, it matches with the bound state energy level of the well in the effective scattering potential. The imaginary part of the energy gives the resonance width Γ ∼ ∆ ω, and sets a natural timescale for the problem. This timescale is given by t t ∼ 1/Γ and corresponds to tunneling escape rate of the trapped states from the well [23] . In the time limit t > t t , when a metastable state decays into continuum, vacuum decay rate is identified with the transmission probability.
In the case where potential well supports multiple quasi-bound states, one might be tempted to think that t t is dominated by the state with the smallest imaginary energy. On the other hand, it was recently shown that t t is in fact characterized by the collective contribution of each quasi-bound state such that t t ≈ 1/ n Γ n [24] . One important consequence of this is that the positron spectrum with larger resonance peaks may be resolved at relatively shorter time scales. In conjunction with this, we show that the width of the resonance peaks in the transmission probability can be significantly enhanced if the effective scattering potential contains multiple wells. Such an enhancement in the resonance width could be relevant for the observation of vacuum decay at shorter time scales with lower intensities and therefore, subcycle structure of the electric field must be taken into consideration. This however presents difficulties as far as the practical applications are concerned. One main restriction is that in order to talk about the tunneling time, one must either assume the intensity of the external field remains constant over a timescale which is larger than t t , or the variation in the intensity with respect to time is negligible. On the other hand, in realistic pulse configurations the scale of spatial and temporal variation are of the same order, which is set by the laser frequency. To be able to work with a time-independent electric field, we consider a static source such as a charge distribution ρ( r) in equilibrium. A real example of such a system would be an ionic crystal with charged layers. For instance, in ferroelectric crystalline structures an alternating electric field exists in the plane perpendicular to the atomic layers, where the electrostatic potential satisfies periodic boundary conditions [25] . The charge density on the layers could be as high as to give an electric field intensity of ∼ 10 −7 E cr . However in those systems the dispersion relation for quasi-particle excitations is generally nonlinear in momentum, so it remains doubtful whether such crystal structures can be modeled as the QED vacuum for Dirac particles as in the case of graphene [26] .
In the remainder of this work we will assume an idealized scenario where background field is purely spacedependent. In the first part of the Sec. II, we work out the transmission probability in an arbitrary external potential in the framework of the scattering approach to vacuum decay. We use the semiclassical approximation to find a closed form expression for the transmission probability, when the energy is below the barrier. Our result is general and simple to use, and may be applied to the other areas such as graphene based superlattices, where transmission resonances are important [27] [28] [29] . In the remainder of Section II, we compare the transmission spectrum for the single and triple well configurations and show that in the latter case specific resonance widths can be broadened by adjusting the width of the wells. Following this we present the equations which are suitable for numerical integration of the Bogoliubov coefficients, when the energy is above the barrier. We compare the analytical and the numerical results for an exactly solvable case. The final section contains our comments and conclusions. In an Appendix, we lay out the rules for obtaining the general form of the transmission probability and give the explicit results for a symmetric scattering potential with up to six barriers.
II. BARRIER SCATTERING
In the S-matrix formalism, vacuum decay rate for spinor QED is given in terms of the Bogoliubov coefficients α(z) and β(z), which satisfy the constraint |α(z)| 2 + |β(z)| 2 = 1. Obtaining these coefficients can be reduced to a scattering problem where one needs to solve the Schrödinger-like equation:
In the chiral representation of the gamma matrices, ∓ signs above correspond to the positive and negative helicity solutions of the Dirac equation respectively. For our purposes it is sufficient to consider the solutions with positive eigenvalue. In the Coulomb gauge, we consider a static source, where the electric field is given by
(Henceforth we set p ⊥ = 0). The asymptotic form of the solutions to (2) is represented by plane waves:
The arrows indicate the form of the eigensolutions in the asymptotic limit z → ±∞ respectively. The asymptotic momenta are denoted by p and q. Note that the transmission and reflection probabilities are given by |T (ω)| 2 = 1/ |I| 2 and |R(ω)| 2 = |R| 2 / |I| 2 respectively when the transmitted amplitude is set to unity. These probabilities are related to the vacuum decay rate which is given via P ≈ |β(−∞)| 2 dω. For this, one needs to make the identification
|β(−∞)| 2 for the steplike barriers , such as the Sauter field A 0 (z) = E 0 /k tanh kz, where the unitarity rela-
Here, E 0 is the field intensity and k represents the inverse width. For a symmetric double barrier potential the unitarity relation is
The analytic form of |T (ω)| 2 and |R(ω)| 2 is obtainable for the potentials where (2) is exactly solvable. For more complicated field configurations the numerical techniques becomes essential. A conventional method involves integrating the Bogoliubov coefficients on the real axis through the use of a quantum Kinetic or a Riccati-type differential equation [30, 31] ,
In spatially inhomogeneous fields computation of (4) becomes exceedingly difficult because in principle, there can be an arbitrary number of turning points i.e zeros of p(z) on the real axis. More specifically, for supercritical potentials (|q|Max [A 0 (z)] > 2m) there can be at least a single pair of zeros on the real axis in under-the-barrier scattering regime where ω < m + |q| Max [A 0 (z)]. To see this, it is useful to define the effective scattering potential as
The turning points are given by V (z tp ) = −m 2 . These points move into complex z plane to form complex conjugate pairs as the parameter ω is increased (Fig. 1) . The value ω = m + |q| Max [A 0 (z)] represents the barrier top. For energies above the barrier, all the turning points are located on the complex plane and (4) can be integrated without difficulty. 
A. Semiclassical formalism and under-the-barrier scattering
In under-the-barrier scattering regime, the effective potential with an arbitrary shape may contain multiple barriers. Transmission and reflection amplitudes can be obtained in the framework of semiclassical approximation. For this, one needs to analytically continue the WKB solutions across the barriers in the scattering potential. The WKB ansatz for (2) with positive helicity is given as
Here, a and b are the constant coefficients of incoming and outgoing solutions in the region of interest. The coefficients which are located on the left and on the right side of a single potential barrier must be related in a way that the value of the Dirac current along z remains unchanged. We may write the conserved current along z in terms of the positive and negative helicity solutions such that J 3 = dω s j 3 s where s denotes the helicity index. The positive helicity current j 3 + can be written as
Upon substitution of (5) into (6) we obtain
The energy is of the order p 0 (z) ∼ p 3 (z), thus in the parameter regime where ∂ 3 p 3 (z)/p 2 3 (z) 1 we may write
We label the constant multipliers of (5) by a l and b l to the left of the barrier and by a r and b r to the right. The set coefficients a l and b l are related to the a r and b r by using a set of analytic continuation rules across potential barrier [32] . Doing so we may write the solutions as
where z 1 and z 2 are the turning points of the barrier (z 2 > z 1 ). The coefficients a r and b r are
Here S 1 and S 2 are the Stokes constants. The exponent is given as K = −i z2 z1
. The Stokes constants can be determined up to a phase by imposing
which yields
It is convenient to write (10) in the matrix form,
For the set of eigensolutions in (3), we may invert the matrix in (13) and write
The connection matrix M in the above equation satisfies det M = 1. The phase ϕ is associated with the Stokes' constant. This can be determined by matching the exact solutions of (2) for the parabolic barrier with the WKB ansatz in (5) . In the first-order approximation, we have [33] 
The coefficient of the transmitted wave is represented by the exponentially large part of the solution φ r . After fixing this coefficient, one can get the transmission and reflection probabilities for a multi-barrier potential by the successive application of (14) . Regardless of the unitarity relation, we may write the vacuum decay rate in an arbitrary external field in the form |β(−∞)| 2 = 1/(1 + f (ω)) where f (ω) consists of phase integrals. The application of (14) for an external field with a single pair of turning points in the scattering potential (Sauter field) yields f 1 (ω) = e 2K . The accuracy of the semiclassical formula is well assured if E 0 /k m. This also corresponds to the parameter regime where the amplitude becomes supercritical.
Obtaining a semiclassical formula for the vacuum decay rate becomes increasingly tedious as the number of barriers increases, yet the calculation is straightforward. Here, we carry out the calculation for a double barrier potential with four turning points(z 1 ..z 4 ). In the Appendix we simply give out the rules for an arbitrary potential with n barriers. Before proceeding we label φ such that φ l j and φ p(z ) . Applying the connection matrix we get
. (16) The solution to the right of the first barrier is obtained by simply continuing the above solution across the potential well,
where
Setting a 
In the beginning, had we chosen the coefficient of φ 
and compare it with (19) . Here, d is the offset and W is the amplitude. Despite the fact that (20) has a cusp at z = 0, it can be smoothed out for the values k d. Fig.  2 shows the transmission resonances for the Woods-Saxon potential in such parameter regime. The agreement between the exact result and semiclassical formula is remarkable; the WKB result accurately yields the widths and the positions of the resonance peaks. For n pairs of turning points we may get a useful formula for f n (ω) (see Appendix for the details) which, in the leading order, can be written as :
where the index i refers to turning point pair and the phase L j connects the two consecutive pairs. It is understood that ϕ j represents the phase for each barrier. Note that the lower-order exponentials can be safely neglected if the resonance peaks are not too close to each other. We will make use of (21) in the next section to discuss the effect of multiple wells on the transmission resonance.
B. Multiple well potentials and transmission resonances
In order to work with a time-independent electric field in vacuum we consider a static source. In the simple case where the external field is constant, the source could be given as seperated and oppositely charged parallel plates. A simple setup to achieve more complicated field configurations can be imagined as an array of charged rings in static equilibrium, which is centered along the z axis. In the following, we assume the shape of the electric field in the vacuum region can be modeled by an effective potential A 0 (z), which is represented by the parameters E 0 and k. To see the effect of multiple wells in the effective scattering potential V (z), we write A 0 (z) as:
In the following we compare the transmission resonances of the single well configuration,
with the triple-well configuration(see Fig. 4 ) which is given as
In Fig. 3 , we plot the phase terms in f (ω) for the chosen electric fields by using (21) . In general, the increasing number of oscillatory terms opens up new channels for the transmission resonance. Some of the resonance peaks are strongly suppressed due to increasing number of the exponential terms. On the other hand, when zeroes of the oscillatory terms overlap at specific channels, resonance widths get amplified. To see where such overlapping may occur, semiclassical formula (21) is particularly instructive. Upon inclusion of the lower-order exponentials in the definition, specific resonance widths can be enhanced. For the triple-well potential considered here, this could be achieved by adjusting the value of d, which determines the width of the larger well in the middle. This adjustment brings two neighboring resonance peaks together as depicted in Fig. 3 . Here, It should be emphasized that the number of such closely spaced resonance peaks increases with the number of the wells and therefore the broadening effect is directly related to the shape of the effective scattering potential. Moreover, the resonance width shows extreme sensitivity to the field parameters. The adiabaticity parameter which is defined as γ = mk qE0 , is especially useful in seeing this. If one keeps the ratio k/E 0 fixed by changing E 0 and k the same amount, positions of the resonance peaks for a symmetric double barrier potential remain almost intact, but the change in the resonance widths is dramatic.
C. Above-the-barrier-scattering and Riccati qquation
As the value of ω is increased the turning points start moving into complex plane. Generally, this happens in a fashion that the turning points which determine the phases L j get close, coalesce and then they get shifted to complex plane in the form of complex conjugate pairs (Fig.1) . During this process, L j and therefore phase terms in f (ω) show no discontinuity. We may still use the connection matrix in (14) as long as e 2K 1 and L j ϕ j /2 + ϕ j+1 /2. As one keeps increasing ω, turning points that govern the exponential terms will also approach to each other and, eventually the WKB approximation will break down. Close to the barrier top, the connection formula may be remedied by going to higher orders in the approximation [35, 36] . This requires closed form of the phase integrals which is obtained by using a suitable contour. The next leading-order phase inte-grals yield complicated expressions in terms of the elliptic functions for the potential in (22) , but as the energy gets closer to the barrier top, one needs in general the higher order terms to get the desired accuracy. This makes the whole analysis cumbersome, and in the case of more complicated field configurations, closed form expressions for the integrals may not even exist. [14] . The dashed red curve is obtained by numerical integration of (26) . We perform the computation in over-barrier-scattering regime (ω > m + E0/k) which is located beyond the elastic scattering regime ( E0/k − m ≤ ω ≤ E0/k + m). The field parameters are m = 1, E0 = .5, k = .1. The integration can satisfactorily be optimized to yield accuracy performance up to 8-9 significant figures.
Above the barrier, all the turning points form complex conjugate pairs. This is reminiscent of scattering in a time-dependent electric field. In this regime the Bogoliubov coefficients can be computed numerically via WKBlike ansatz:
where now the coefficients a and b depend on the position. Inserting (25) into (2) and imposing the consistency relation
we have
The numerical integration can be performed after setting the coefficient of the transmitted wave to unity. The asymptotic values of the coefficients are related to Bogoliubov coefficients as |α(−∞)| 2 = 1/ |a(−∞)| 2 and
In Fig. 5 we compare the analytical result for the Sauter field with the numerical integration. Our numerical investigation with several electric field profiles reveals that at the barrier top, |β(−∞)| 2 starts with a value of the order of unity and decays sharply. The use of (26) for various values of E 0 and k shows the width of the decay is very sensitive to k, where E 0 in general shifts the location of the barrier top. No resonance peaks are expected in this region nevertheless, relative locations of the turning points may allow for observable interference effects [37] .
III. CONCLUSION
In this paper, we have investigated the energy spectrum of the positrons produced by a spatially inhomogeneous external field with subcycle structure. We have given approximate formulas for the transmission probability in under-the-barrier-scattering regime, where we have found that the number of resonance peaks increases with the increasing number of wells in the effective scattering potential, and certain resonance peaks may be broadened by fine-tuning of the width of the wells. This could be relevant for lowering the time interval needed to keep the external field on, before a positron is spontaneously emitted. In above-the-barrier scattering regime numerical integration of the Bogoliubov coefficients can be performed without difficulty. Close to the barrier top, transmission probability is at the order of unity and it sharply falls off, where the decay width is determined by the inverse width of the external field. In this respect, a comparison of the total vacuum decay probability for a purely space-dependent and a time dependent field with the same field parameters might be appealing. As far as both space and time dependent electric fields are concerned, the interplay between the temporal and the spatial profile of the external field may become particularly important, when the resonant tunneling time becomes comparable to the timescale set by the laser frequency. This work was supported by TÜBİTAK through Grant No. 112C008. I would like to thank T. Birol, G. Dunne, and B. Tekin for valuable comments and suggestions.
IV. APPENDIX: TRANSMISSION PROBABILITY FOR AN EXTERNAL POTENTIAL WITH AN ARBITRARY NUMBER OF BARRIERS
We formulate the general form of f n (ω) inductively through the procedure outlined in Sec. II and, give the rules to obtain all the terms in f n (ω) for n pairs of turning points. The total number of terms of in f n (ω) is given by 4
n−1 so we will not be writing the explicit form f (ω) for a higher number of turning point pairs; nevertheless it is useful to go one step further and write the result for three pairs of turning points. 
The general form of f n (ω) is composed of two main parts f n e (ω) and f n o (ω), the first of which is given by purely exponential terms whereas the second contains oscillatory terms. Our first observation is (I) : The general form of f e (ω) can be written as the sum:
. (28) where summation over each index i j is implied. The exponents that appear in (28) represent all the possible distinct j-tuple sums, which are constructed from the the set s n K = {K 1 , K 2 ...K n }, where j runs from 1 to n. In the remaining part f n o (ω), each term has a oscillatory part cos (Y (L)), which is multiplied by an exponential factor. Here, the argument Y (L) can be composed of any the distinct m-tuple combination ofL's which is constructed from the set s ñ L = (2L n−1 , .., 2L 2 , 2L 1 ), where 1 ≤ m ≤ n − 1 (we assume there are n − 1 wells in an effective potential with n barriers.) For instance, the terms in f o (ω) for n = 4 and m = 2 can be written as
The coefficients X 2,1
− represent the exponential factors that are fixed by by the argument of the cosine they multiply. Note that the argument of the cosine includes all the possible sign permutation ofL's except for the first entry. We may write the general form f o (ω) as:
Here, we have used the double index i s j where s fixes the sign in front of each L ij that appears in the argument. Each sum is to be performed over (i 1 , i j ) and s as well to include all the sign permutations. In the following we show how to determine the factors in the summations. (IV) : If there are neighboring elements such as L k andL k+1 , the factors they introduce have a common exponent K k+1 . The form of the composite factor where the common exponent appears depends on the relative signs of theL k andL k+1 . There are two possible cases. In the first caseL k andL k+1 carry the same sign in the argument and the common factor is given by e 2K k+1 + 1. If the signs are opposite, one has e 2K k+1 . We may write this as
This applies to any arrayL a =L k +L k+1 −L k+2 +... with an arbitrary number of neighboring terms. According to III and IV, we may infer the total number of exponents and the square root terms that are introduced to X 
where m i is the number of elements in ith arrayL 
(VI) : The complementary part X c n (K) emerges as the sum
Similar to (30) , the exponents in each sum above appear as all the distinct j-tuple sums from the set s c K . Using II-VI one can in principle completely determine X m n (K). The steps I-VI presented here help us to consistently reproduce all the elements of f (ω) for any n without having to use the connection matrix for an arbitrary scattering potential.
We will now show f (ω) can be greatly simplified if one considers only the leading-order terms. This requires organizing the terms which are multiplied with the leading-order exponential e 
To obtain the closed form of the series note that the terms in the parentheses above can be written in the factorized form 
A comparision between (44) and the full formula for f (ω) for the external field (24) shows that neglecting lowerorder exponentials shifts resonance positions by a tiny amount and, introduces a small shrinking in the resonance widths. Nevertheless (44) is quite useful for practical purposes since it may accurately yield the tunneling probability if there are no neighboring transmission resonances in the domain of interest.
in its own right. Here, it is worth mentioning that if n is even, f n (ω) seems to have an overlapping transmission resonance at y = 1 at every order in x. Thus for symmetric potentials with an even number of turning point pairs(or at least up to n = 6), broadening in specific resonance widths might be expected as the number of the wells increases.
