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ABSTRACT 
The algebraic Riccati equation can be solved by finding a certain invariant subspace 
of a related Hamiltonian matrix. G. Ammar and V. Mehrmann devised a method for cal- 
culating this invariant subspace that exploits the Hamiltonian structure of the matrix by 
using unitary, symplectic similarity transformations. This paper discusses a class of meth- 
ods that find the invariant subspace by using symplectic similarity transformations that are 
not necessarily unitary. The method of Ammar and Mehrmann is a special case. 
1. INTRODUCTION 
The algebraic Riccati equation (ARE) 
XKX-XA-ATX-N=O, X,K,A,NER’=~~, K=KT, N=NT, 
is a nonlinear matrix equation that is of central importance in control theory and 
signal processing. It arises, for example, in the solution of the quadratic regulator 
problem of control theory [7]. Under mild conditions on the coefficient matrices, 
the ARE has a unique symmetric, positive-definite solution. It is this solution that 
is needed in order to solve the quadratic regulator problem. 
The ARE can be transformed into a matrix eigensystem problem; every so- 
lution of the ARE is associated with an n-dimensional invariant subspace of the 
Hamiltonian matrix 
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M = [ ; _;T ] E lR2nx2n. 
Under mild conditions this matrix has exactly n eigenvalues in the left half plane. 
The n-dimensional invariant subspace associated with the left-half-plane eigen- 
values is the one that yields the positive definite solution of the ARE. 
The idea of solving the ARE by finding the eigenstructure of M has been 
around for many years. The most successful instance of this approach has been 
the method of Laub [8], which uses the QR algorithm to produce an orthonor- 
ma1 basis for the desired invariant subspace. Although this method represents a 
major improvement over previously used methods, it is not entirely satisfactory 
in one respect: The QR algorithm does not exploit the considerable structure of 
the matrix M. A method that exploits the structure would be expected to yield 
faster algorithms that require less storage space. Recently Ammar and Mehrmann 
[l] proposed a new approach that uses unitary, symplectic similarity transforma- 
tions to preserve the Hamiltonian structure. Actually it is the symplectic property 
that preserves the Hamiltonian stucture. The unitary property has nothing to do 
with the structure, but it does guarantee backward stability. The development of 
Ammar and Mehrmann makes essential use of the unitary property. It is at least 
of theoretical interest, and possibly of practical interest as well, to ask whether 
the development can be carried through without assuming that the transforming 
matrices are unitary. The main purpose of this paper is to show that it can. Thus 
we develop a whole class of methods, of which the Ammar-Mehrmann method 
is a special case, that use symplectic similarity transformations to calculate the 
invariant subspace associated with the left-half-plane eigenvalues of M. We feel 
that we have also clarified and simplified the development. 
Although this class of algorithms is promising, whether or not any of them 
will ultimately outperform the QR approach remains an open question. There are 
still technical difficulties to be overcome. We discuss these problems briefly in 
Section 5. 
Other work along these lines is the Paige-Van Loan reduction to a condensed 
form [9], the Hamiltonian QR algorithm of Byers [5], and the SR algorithm [3, 
41. The work of Paige and Van Loan produced only a partial solution to the prob- 
lem; however, it was a crucial precursor to the work of Ammar and Mehrmann 
[ 1, 21 and to this paper as well. Byers’s algorithm has limited applicability. So 
far it can be applied only to problems for which either K or N has rank one. 
These correspond to control problems having either a single input or a single out- 
put. The SR algorithm uses symplectic, nonunitary similarity transformations to 
solve the problem while preserving the Hamiltonian structure. It is fast because 
it employs a condensed form that is much sparser than the one that is used in this 
paper (Paige-Van Loan form). However, the sparser form is not obtained with- 
out cost: the algorithm includes elimination steps that sometimes require large 
multipliers; consequently it is unstable. 
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2. DEFINITIONS AND BASIC PROPERTIES 
A matrix M E R 2nx2n is called Hamiltonian if 
M= [ $ ST], A,K,NERnxn, K=KT, andN=NT. (I) 
In this paper we have restricted our attention to real matrices for convenience. The 
extension to complex matrices is straightforward. 
Introducing the matrix 
where In is the n x n identity matrix, we note that M is Hamiltonian if and only 
if JM = (JM)T. 
It is easy to show that the eigenvalues of a Hamiltonian matrix are symmet- 
rically placed with respect to the imaginary axis. That is, if X is an eigenvalue, 
so is -x. Under the mild assumptions of stabilizability and detectability of the 
underlying control problem and nonnegative-definiteness of K and N, the Hamil- 
tonian matrix M has no eigenvalues on the imaginary axis [9]. Therefore M has 
exactly n eigenvalues in the open left half plane. As we have already stated, it 
is the invariant subspace associated with the left-half-plane eigenvalues that we 
seek. 
We can obtain this invariant subspace by computing a similarity transforma- 
tion of M to block upper triangular form G-i MG = U, where 
and the eigenvalues of Vii E lR nXn lie in the left half plane. The desired invariant 
subspace is then the space spanned by the first n columns of the transforming 
matrix G. Laub’s method [8] accomplishes this via the QR algorithm, which 
destroys the Hamiltonian structure in the process. We can preserve the structure 
by insisting that G be symplectic. 
A matrix S E lR2nx2n is called symplectic if 
STJS = J, (4) 
where J is as in (2). The set of symplectic matrices is a multiplicative group. It 
is a simple matter to prove that if G is symplectic and M is Hamiltonian, then 
G-l MG is also Hamiltonian. 
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The following two classes of symplectic matrices will be used in our develop- 
ment. 
Let G E IEZ”‘” be nonsingular. Then 4 = diag{GmT, G} E R22nx2n is 
symplectic. In particular we will make use of matrices of the form 
(5) 
where G is a nonsingular matrix in BX(n-j)x(n-j). Matrices of this form can be 
used to annihilate elements of vectors in #X2”; specifically, given z E B?2n, G E 
B(n--j)x(n--l) can be chosen so that Gj E J22nx2n annihilates x~+~, . . .,x, or 
x7X+,7+2, ’ . . 7 ~2~. For example, G could be taken to be a Householder reflector or 
a Gaussian elimination matrix. 
The other class of symplectic matrices that we will use is the class of symplec- 
tic rotators 
%=[; 21, (6) 
where C = diag{lj_i,c,I,_j} E JXnXn, S = diag{O~_l,s,O,_~} E BYXn, 
and c2 + s2 = 1. One easily checks that Qj is symplectic.’ A matrix of the 
form (6) can be used as a Givens rotation to annihilate the entry xn+j of a vector 
x E lR2n. 
Note the different roles played by the two different types of transformation. 
A similarity tranformation by a matrix of the form (5) transforms the blocks of a 
Hamiltonian matrix (1) without mixing them. In contrast, a similarity transforma- 
tion by a symplectic rotator (6) mixes the blocks of (1). 
3. CONDENSED FORMS 
In most applications of the QR algorithm, the matrix is reduced to a condensed 
form, usually upper Hessenberg form, before the QR iterations are begun. The 
standard reduction to upper Hessenberg form, when applied to a Hamiltonian ma- 
trix, destroys the Hamiltonian structure. A reduction to a condensed, Hessenberg- 
like form that does not destroy the structure would be welcome. This is what Paige 
and Van Loan attempted in [9]. They came up with the following form, which we 
call the Paige-Van Loan, or PVL, form. We say that a Hamiltonian M of the form 
‘In fact the submatrix c --s 
[ 1 s c can bereplaced by any submatrix whose determinant is 1, and 
&j Will still be symplectic. 
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(1) is in Paige-Van Loan (PVL) form if A is upper Hessenberg (that is, aij = 0 if 
i > j + 1) and K is diagonal. This form is not entirely satisfactory, as we shall 
see below. 
We describe a general procedure (a family of algorithms) for reducing a matrix 
to PVL form. The reduction is achieved in n - 1 steps. We will describe the jth 
step, which introduces the desired zeros in the jth column of the matrix. Assume 
that in the first j - 1 steps, symplectic similarity transformations have been applied 
to M to obtain 
where the first j - 1 columns of A^ are zero below the first subdiagonal, and the first 
j - 1 columns and rows of matrix g are zero except possibly along the diagonal. 
The jth step consists of three transformations: 
1. Compute nonsingular G E R”-j x n--j so that 
G-l kj+1j [ i&j T= ij+lj,o I 1”‘) , 1 [ ( ) . . . ) 
o T 
1 
. 
From this G, construct symplectic &j of the form (5) and perform the 
similarity transformation M^ + GU’M!&j. Update 5’ by the assignment 
S c S&. [Note that &j is constructed so that it does not alter that first 
__ 
j -2 rows or columns of matrices A, K, and N. Thus the zero structure 
of M that was assumed before the iteration remains intact. In addition the 
entries &z,j,. . . , k,+ and k&+2,. . . , ij,n have been set to zero.] 
2. Let 
r _I 
be a plane rotator such that 
From this Q construct a symplectic rotator &j of the form (6). Perform the 
symplectic similarity tranformation M^ c QFIG&, and update 5’ by the 
assignment S + SQj. [This transformation sets kj+l,j and ij,j+i to zero 
without disturbing any of the zeros that were created previously.] 
1050 A. C. RAINES III AND D. S. WATKINS 
3. Compute nonsingular G E R”-j ‘n-j so that 
G-l [&j+l,jr 9 . .) &n,j IT= [tij+l,j,O,.e.,O]T. 
From this G, construct symplectic Gsj = diag{lj, G, 13, GvT} and perform 
the similarity transformation M^ + ggl GGaj. Update S by the assignment 
S + SC2,j. [This transformation sets the entries &j+a,j, . . . , ii,,j to zero 
without disturbing the zeros that were created previously. The jth step is 
now complete.] 
After n - 1 steps the matrix has been transformed to PVL form. Notice that 
in the final step transformations 1 and 3 introduce no new zeros, so they can be 
skipped. 
Note that prior to the first iteration we set S to be the 2n x 2n identity ma- 
trix. The subsequent steps applied to this yield the desired S. Also note that the 
first column of each symplectic transformation utilized in 1 through 3 is er = 
[lo ... O]*. Hence the first column of the final S is el . 
The reduction presented in [9] is the special case in which the matrices G in 
transformations 1 and 3 are taken to be Householder reflectors. 
Paige and Van Loan [9] also introduced a Schur-Hamiltonian form 
in which T is upper triangular and has all of its eigenvalues in the left half plane. 
They proved that every Hamiltonian matrix that has no purely imaginary eigenval- 
ues can be transformed to Schur-Hamiltonian form by a unitary, symplectic sim- 
ilarity transformation [9, Theorem 3.11. The Schur-Hamiltonian form obviously 
has a real analogue in which T is quasitriangular. Both the real and complex forms 
are instances of the block-triangular form (3), so they readily yield the desired 
invariant subspace. However, the proof in [9] is nonconstructive; indeed, there 
can be no finite construction (direct algorithm) that yields the Schur-Hamiltonian 
form. At best one can hope for an iterative method, for example a QR-like algo- 
rithm, that yields this form in the limit. 
Paige and Van Loan (and, subsequently, others) have searched for a QR-like 
algorithm that preserves the PVL form and converges to the Schur-Hamiltonian 
form. So far the search has been unsuccessful. On the other hand, there is a slightly 
more condensed form for which a structure-preserving QR algorithm is known. 
A Hamiltonian matrix M of the form (1) is said to be in Hamiltonian Hessenberg 
form if A is upper Hessenberg and K = diag(0, . . . ,O, /c,~}. This is just the 
special case of the PVL form obtained by requiring that the first n - 1 diagonal 
entries of K be zero. The algorithm that preserves this form is the Hamiltonian 
QR algorithm of Byers [5]. This algorithm “usually” converges to the real variant 
of the Schur-Hamiltonian form. (See also the partial generalizations given in [ 111.) 
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It is not surprising that there would be a structure-preserving QR algorithm 
for the Hamiltonian Hessenberg form but not for the PVL form, for the former is 
a true Hessenberg form. To see this, note that the similarity transformation that 
reverses the last n rows and columns transforms a Hamiltonian Hessenberg matrix 
into an upper Hessenberg matrix. In contrast, the same transformation applied to 
a matrix in PVL form yields a matrix whose Hessenberg structure is disturbed by 
a string of nonzeros running down the main antidiagonal. 
In light of these facts it is not surprising that much effort has been expended 
trying to find a method for reducing Hamiltonian matrices to Hamiltonian Hes- 
senberg form rather than PVL form. It is easy to do this if K has rank one [5], 
but in general the problem has proved intractible. In [l] Ammar and Mehrmann 
showed why: The Hamiltonian Hessenberg form can be achieved only by similar- 
ity transformations of a very special form. The results in [I] apply only to unitary, 
symplectic similarity transformations. Our generalizations to the nonunitary case 
are given in the following section. 
4. REDUCTION TO HAMILTONIAN HESSENBERG FORM 
The theorems in this section are the principal results of the paper. 
Throughout the rest of the paper we will be considering similarity transfor- 
mations of the form M^ = S-lMS. We will denote the ith column of 5’ by si 
throughout. 
It is well known that when a matrix is transformed to the ordinary Hessenberg 
form by a similarity transformation, the first column si plays a major role, and so 
do the Krylov subspaces that si generates. The same is true in the Hamiltonian 
Hessenberg case. The nth Krylov subspace 
K 7 (Sl) MSl) . 1 . , M”%l) 
is particularly important. Generically K will have dimension n. We focus on this 
case first. 
A subspace Z E IR’” is called isotropic if xT Jy = 0 for all x, y E 2, where J 
is as in (2). A maximal (n-dimensional) isotropic subspace is called Lagrungiun. 
The space spanned by the first n columns of a symplectic matrix is Lagrangian, as 
is the space spanned by the last n columns. This is an immediate consequence of 
the definition of symplectic. 
THEOREM 1. Let M E EZ2nx2n be Hamiltonian, let S E lR2nx2n be symplec- 
tic, and suppose M = 9’ MS is in Hamiltonian Hessenberg form. Supposefur- 
ther that Ic = (sl, Msl, . . . , M”-‘~1) has dimension n. Then K is Lugrangian. 
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Proof. If we can show that for j = 1,. . . ,q (sl,Msl,. . . ,MjF1sl) = 
(Sl , . . . , sj), we will be done. For then K = (si , . . . , s,), which is Lagrangian 
because it is the span of the first n columns of a symplectic matrix. 
The equality of the subspaces can be established by induction on j, using the 
first n - 1 columns of the equation MS = Sz. We omit the proof, which is just 
the same as in the ordinary upper Hessenberg case because the Hamiltonian upper 
Hessenberg matrix M^ has the same form as an ordinary upper Hessenberg matrix 
in its first n - 1 columns. n 
Theorem 1 shows why it is so hard to achieve Hamiltonian Hessenberg form. 
We cannot get it unless the first column of the transforming matrix is very special. 
As was already pointed out in [l], K is Lagrangian only if the n - 1 equations 
s;rJM2i-1sl = 0, i = 1,. . . ,?I - 1, 
are satisfied The set of vectors si satisfying these equations is a small subset of 
R2”. 
The next theorem is a converse to Theorem 1. It says that if we perform a 
reduction to PVL form using an si whose nth Krylov space K is Lagrangian, then 
the PVL form will in fact be Hamiltonian Hessenberg. Before stating the theorem 
precisely, we isolate a key fact in the following lemma. 
LEMMA 2. Suppose M E B2nx2n is Hamiltonian, S E R2nx2n is sym- 
plectic, and S-’ MS = M^ is in PVL form. Then rk,+j,j = ST JMsj for j = 
1 ,“‘, 72. 
Proof. Forj = l,... ,n we have Msj = (MS)ej = (Sz)ej = S&j, 
where 7itj denotes the jth column of G. Therefore, for j = 1, . . . , n - 1, we have 
i+1 
s:JMsj = s~TJS+,~ = ~jTJ~n+j&+j,j + C ST JSifk,j, 
i=l 
As an immediate consequence of the symplectic property J = ST JS we have 
ST Js,+~ = 1 and ST Jsi = 0 for i = 1, . . . , j + 1. Thus ST JMsj = riL,+j,j. H 
THEOREM 3. Let M E lR2nx2n be Hamiltonian, let S E lR2nx2n be sym- 
plectic, and suppose icr^ = S-l MS is in PVL form. Suppose firther that K = 
(s~,Mslr..., Mn-lsI) is Lagrangian. Then 
(a) iM^ is in Hamiltonian Hessenberg form, 
@) (sl,Msl,...r M%Q) = (sl, . . . , sj), j = 1,...,72. 
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Proof. We will use induction to show that for j = 1, . . . , n - 1, 
and 
(Sl,... ,Mhl) = (Q,...,Sj+1). 
Given j 5 n - 1, suppose that for lc 5 j - 1, 
%,+,+,k = 0 and (Sl,. . . ,hf”Sl) = (Sl,. . . ,Sk+l) 
Then we must show that 
h+j,j = 0 and (~1, . . ..Mjsl) = (sl,...,~~+~). 
We do not argue the case j = 1 separately, because the following argument covers 
that case as well. From Lemma 2 we have riL n+j,j = .sr JMsj. If we can show 
that sj E K and Msj E K, we will have r?~,+j,j = 0, because K is isotropic. 
By the inductive assumption (~1, . . . , Mj-lsl) = (sl, . . . , sj), so we have sj E 
(a,... , Mj-‘sl) C K. Consequently Msj E (Msl,. . . ,Mjsl) C K as well. 
We conclude that k,+j,j = 0. 
Since sj E (~1,. . . , Mj-‘sl), let 
sj = (~0~1 + . . . + c+~M+~~~. 
Since s.j $! (sr, . . . , sj_1) = (~1,. . . , Mj-‘s1), we have “j-1 # 0. Hence 
Msj = aoMs~ + . . . + CY.+M%~, “j-1 # 0. 
Also, equating jth columns of MS = SM^ and using the fact that r?~,+~,~ = 0, 
we get 
Msj = S& = s17iL1,~ + szr!~~,~ + . . . + s~+~T?x~+~,~. 
Combining our two expressions for Msj, we find that 
sj+lf$+l,j = aoMsl + . . . + aj-lM~sl - sl& j - . . - sjfij,j. (1) 
Sincesi E (si,... ,Mi-‘sl) fori = l,... , j, we see that (1) reduces to 
LI 
%lmj+l,j = -/Jh, 
i=o 
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where ~j = o~j-1 # 0. Since sr, Msl, . . , Mjsl are linearly independent, we 
conclude that r$+i,j # 0. Thus sj+l E (si, . . . , Mjs~). This proves that 
+I,... ,Sj+1) c (Sl,... , Mjsl), but since si,. . . , sj+i are linearly indepen- 
dent, we must have (~1,. . . , sj+l) = (sl,. . . , MjsI). W 
Theorems 1 and 3 together generalize part (i) of Theorem 2.6 of [l] and the 
equivalent result Proposition 4.4 of [2]. Our results are stronger in two ways: In 
[l] and [2] S was assumed to be unitary as well as symplectic. Also, we have 
shown that every transformation to PVL form whose first column sr generates a 
Lagrangian Krylov subspace will actually transform the matrix to Hamiltonian- 
Hessenberg form. In contrast, [l] and [2] show only that there exists a transfor- 
mation to Hamiltonian-Hessenberg form having sr as its first column. 
The Nongeneric Case 
So far we have considered the generic case, in which K has dimension n. We 
now turn to versions of Theorems 1 and 3 for the nongeneric case. The follow- 
ing theorem generalizes Theorem 1. The proof is essentially the same as that of 
Theorem 1. 
THEOREM 4. Let M E lR22nx2n be Hamiltonian, let S E R2nx2n be symplec- 
tic, suppose K = (~1, Msl, . . . , M”-lsl) has dimension k 5 n, and suppose 
M = S-l MS is in PVL form with &+j,j = 0 for j = 1, . . . , k - 1. Then K is 
isotropic. 
An important difference between the generic and nongeneric cases is that when 
the dimension of K is less than n, K: is necessarily invariant under M. In the 
following theorem, which extends Theorem 3, we focus on the invariance; we do 
not insist that the dimension of K be less than n. 
THEOREM 5. Let M E lR2nx2n be Hamiltonian, let S E lR2nx2n be sym- 
plectic, and suppose M^ = S-l MS is in PVL form. Suppose further that K = 
(sl,Msl,..., M”-‘~1) is isotropic and invariant. Let k denote the dimension of 
K. Then 
(a) riL,+j,j = 0, j = 1,. . . , k, 
(b) (si, Msl,. . . , Mj-‘sl) = (Q,. . . ,sj), j = 1,. . . , k. 
Proof The proof is the same as the proof of Theorem 3 up to the point at 
whichourinductionobtainsK = (sl,...,Mk-‘sl) = (sl,...,sk).Atthispoint 
we have ti,+j,j = 0 for j = 1,. . . , k - 1. Now we can exploit the invariance 
of )c to obtain &+k,k = 0. Indeed, since M^ = S-l MS and the first k columns 
of S span an invariant subspace, we have rQ = 0 for i = k + 1,. . . ,2n and 
j = l,..., 5. In particular, &+k,k = 0. (We also obtain &k+l,k = 0, but that 
is all. All other entries in the block were already known to be zero, since %? is in 
PVL form.) n 
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5. ALGORITHMS FOR FINDING THE DESIRED SUBSPACE 
In light of the difficulty of arriving at Hamiltonian Hessenberg form, Ammar 
and Mehrmann [l] devised an algorithm that attempts to skip over this form and get 
directly to the invariant subspace associated with the left-half-plane eigenvalues. 
In this section we outline a class of algorithms that generalizes their algorithm. 
The main purpose of this section is to round out the paper by illustrating the role 
played by Theorem 5 in this development. 
We lay out the basic outline first; then we discuss it. Let M E #22nx2n be 
a Hamiltonian matrix that has no purely imaginary eigenvalues. We seek the n- 
dimensional invariant subspace L associated with the eigenvalues in the left half- 
plane. The basic algorithm is as follows. 
(1) Calculate the eigenvalues of M. Let Xn+l, . . . , AZ, denote the eigenvalues 
that lie in the right half plane. 
(2) S+I2n. 
(3) Repeat until satisfied: 
(a) x + cr(A4 - X,+i)(M - Xn+a) ... (M - /\sn)ei, where a is any 
convenient scaling factor. 
(b) Let S1 be any symplectic matrix whose first column is a multiple of 
Z, and perform the similarity transformation z = SC1 lMSr . 
(c) Let 5’2 be a symplectic matrix whose first column is ei such that z = - 
S;’ MS2 has PVL form. 
(d) S +- S%S2, M + M. 
Discussion 
There are efficient algorithms for performing step 1. Ammar and Mehrmann 
suggested Van Loan’s square-reduced method [lo]. Another possibility is the SR 
algorithm [3,4]. In spite of its instability, it is adequate for finding just the eigen- 
values. It is typically more accurate than the square-reduced method, which yields 
only half-precision accuracy because it squares a matrix, and it is fast. Both of 
these methods respect the Hamiltonian structure of M. 
In preparation for discussing step 3(a), consider the Jordan canonical form of 
M: J = V-lMV, where J = diag(J1,. . . , Jzs}. Each Ji is a Jordan block 
associated with an eigenvalue pi, and we can further stipulate that ~1, . . . , p, lie 
in the left half plane and pL,+l, . . . , pg, lie in the right half plane. The submatrices 
diag{ J1, . . . , Js} and diag{ Js+l, . . . , Jzs} of J are both n x n. Letting zfi denote 
the ith column of V, we see that ~1,. . . , ~2, are a complete set of generalized 
eigenvectors of M. The subsets ~1,. . . , vn and uu,+i,. . . , vz, are associated with 
the left-half-plane eigenvalues and right-half-plane eigenvalues, respectively. In 
particular, (vi, . . . , v,) is C, the invariant subspace that we seek. 
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Now consider step 3(a). The eigenvalues &+I,. . . , Xsn are the same as 
l&+1,*.., pss, except that the Xi are repeated according to algebraic multiplic- 
ity and the p; are repeated according to geometric muliplicity. The vector ei has 
a unique representation 
el = PIVI + . . . + P2n2)2nr 
where the pi will generically be nonzero. One easily checks that applying the 
operators M - &+I, . . . , M - X2, in step 3(a) to form z has the effect of anni- 
hilating the coefficients Pn+i, . . . , /?zn. In other words, 2 has zero components in 
the directions of w,+i, . . . ,vzn: 
2 = ylvl + . . . + +ynv,. 
This means that z E L. Since C is invariant, the nth Krylov subspace K = 
(x, Mx, . . . , M”-‘z) must also lie in L. We would like to be able to say that 
K = C. 
Generically all of the coefficients pi in the representation of x will be nonzero. 
Infact,fori=l,... , n, yi # 0 if and only if ,& # 0. Using the Jordan form of M, 
it is easy to show that if yi # 0 for each coefficient associated with a generalized 
eigenvector ui that is of highest grade with respect to its eigenvalue, and if M 
is nonderogatory (~1, . . . , ps are distinct), then K has dimension n. Thus, under 
these assumptions, K = C. 
It is easy to see that L: is Lagrangian. If one considers the unitary, symplectic 
similarity transformation Q-l MQ to Schur-Hamiltonian form [9, Theorem 3.11 
or its real analogue, then the first n columns of Q span ,C. Recalling that the space 
spanned by the first n columns of a symplectic matrix is Lagrangian, we conclude 
that LZ is Lagrangian. 
If K = L, then x is a vector whose nth Krylov subspace is Lagrangian and 
invariant. Therefore, by Theorem 5, if we transform M to PVL form by a sym- 
plectic similarity transformation whose first column is x or a multiple of x, the 
resulting matrix M = SW1 MS will satisfy rjL,++ = 0 for i = 1, . . . , n. That is, 
M^ has the block upper triangular form (3). More importantly, the first n columns 
of the transforming matrix S span C, so we can read L: from S. 
Steps 3(b), 3(c), and 3(d) perform the indicated similarity transformation. The 
transformation Si for step 3(b) can be built up as follows. In order that the first 
column of Si be proportional to 2, we require that S,‘x = 6ei for some scalar 6. 
We build SC’ as a product SC1 = 4;’ S-‘G,‘, where Gb and Ot have the form 
(5) with j = 0, and &? has the form (6) with j = 1. 8;’ transforms x to a vector 
that has zeros in positions n + 2, . . . , n, Q-l creates a zero in position n + 1, and 
Gtl creates zeros in positions 2, . . , n. 
Step 3(c) uses the reduction to PVL form outlined in Section 3. 
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At the end of step 3, we have, in theory, the desired invariant subspace. How- 
ever, we have indicated in the outline that step 3 may have to be repeated several 
times. The reason for this is that the theoretical result is often not realized in prac- 
tice due to roundoff errors. The effects of roundoff errors will be discussed below, 
but first we will consider the question of deflation. 
Deflation 
In principle (ignoring roundoff errors) the algorithm always produces an x that 
lies in L. However, we had to make some additional assumptions in order to get 
K = L. If these assumptions are violated, K: will be a proper subspace of L, 
and the resulting G will not have the desired form. Nevertheless some progress 
will have been made. Suppose K has dimension Ic < n. Since it is a subspace 
of L, it is isotropic, so Theorem 5 implies that 7FL,+i,i = 0 for i = 1,. . . , k. 
Furthermore, as we noted in the proof of Theorem 5, we will have &+l,lc = 
0 because (sl,..., sk) = K, which is invariant. Since ~1,. . . , Sk lie in L, we 
can save these columns, deflate the problem by removing the first Ic rows and 
columns of M^, and then work on finding the rest of L. If we wish to retain the 
HamilEnian structure, we must also remove rows and co&mns n + 1, . . . , n + k 
from M. This is permissible, for the pattern of zeros in M implies that the space 
(Sl,... ,%L,SZn,..., s2+_k+l) is also invariant. This can be seen most easily by 
performing the similarity transformation that reverses the last n rows and columns 
of the matrix. In this reversed form there is a zero in position (n - Ic + 1, n - k) 
(due to the fact that &+l,k = 0). In fact every entry in the block {(i, j) 1 i > 
n - k + 1, j 5 n - k} is zero. Thus the last Ic rows and columns can be deflated 
from the matrix. These correspond to rows and columns n + 1, . . . , n + k in the - 
unreversed matrix M. Thus we deflate to obtain the matrix 
- - 
M=_ 4 N 
[ 1 K -AT ’ 
where A consists of the southeast (n - Ic) x (n - Ic) submatrix of A, and likewise 
for g and fi. We now continue by applying the basic algorithm to G. 
The set of right-half-plane eigenvalues of Ecan be found either by recomput- 
ing them or by discarding some of the right-half-plane eigenvalues of M, which 
were computed previously. The first procedure is conceptually simpler and more 
reliable, since it does not require any decision as to which eigenvalues are to be 
discarded. 
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The Effects of Roundoff Errors 
We conclude the paper with a few remarks about roundoff errors. In practice 
the entries ti,++ that are supposed to be zero will fail to be exact zeros because of 
roundoff errors. If the entries &+i,i are close enough to zero (within a prescribed 
tolerance), we can simply set them to zero. However, it will often happen that 
some of the entries &+i,i are far enough from zero that they cannot be set to zero 
without compromising the stability of the algorithm. In this case we repeat step 
3 on the matrix M^ in order to drive the entries 7fL n+i,i closer to zero. Thus the 
algorithm is essentially iterative in nature. 
The tolerance mentioned in the previous paragraph should also be used when 
deciding whether to deflate. If for i = 1, . . . , k all of the entries a,+i,i are ef- 
fectively zero with respect to the prescribed tolerance, and if the same is true of 
uk+l,k, then rows and columns 1,. . . , lc and n + 1, . . . , n + k should be deflated 
from the problem. 
Now we show how the algorithm, when applied iteratively, is related to the 
power method. Some of the roundoff errors are committed in the calculation of 
x n+l,..., Xzn in step 1. Still more are made when z is calculated in step 3(a). 
In principle x should lie in L, but due to these roundoff errors the components in 
the directions of uu,+i, . . . , 122~ will not quite be zero. In order to see how these 
components can be annihilated by applying the algorithm iteratively, let us view 
the computation of x as one step of the power method. 
We have x = ap(M) ei, wherep(M) = (M - X,+r)(M - X,+2). . . (1M - 
Xsn). Thus we have applied one step of the power method with the matrix p(M), 
which has n nearly zero eigenvalues corresponding to the n right-half-plane eigen- 
values of M. This step nearly annihilates the right-half-plane components. We 
could make these components even smaller by replacing x with p(M)x, that is, 
by taking a second step of the power method. As we shall presently see, this is 
exactly what happens when we apply the basic algorithm iteratively. After the 
similarity transformation M = S-‘MS, which we view as a change of coordi- 
nate system, we apply step 3(a) to M. Thus we calculate P = Bp(M)el. This is 
an operation in the transformed coordinate system. To see what this would amount 
to in the original coordinate system, note that the vector x is proportional to the 
first column of the transforming matrix S. Thus the change of coordinates, which 
maps x to S-lx, transforms x to a multiple of ei, say pei. We conclude that the 
operation p(%?)e, is equivalent to /3_ip( M) x in the original coordinate system. 
Thus this is a second iteration of the power method. 
Next we consider the backward stability of the algorithm. The algorithm of 
Ammar and Mehrmann [l] is the special case in which all of the transformations 
of the type (5) [used in steps 3(b) and 3(c)] are taken to be Householder reflectors. 
Thus in this case all of the similarity transformations are orthogonal. It follows 
from the general stability analysis of Wilkinson [ 121 that this special case is (norm- 
wise) backward stable (as was already pointed out in [ 11). Notice that the stability 
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does not hinge on the stability of the method used to calculate the eigenvalues, as 
these are used only as shifts. Thus one can use an unstable algorithm such as the 
SR algorithm without compromising the stability of the overall algorithm. 
As far as we know, the only way to guarantee backward stability uncondi- 
tionally is to use only orthogonal transforming matrices. However, there are less 
expensive alternatives that can give satisfactory results in practice. For example, 
one can use Gaussian-elimination transformations with pivoting in place of re- 
flectors to save a factor of two in the flop count. It is also possible to construct 
hybrid algorithms that mix reflectors and Gaussian-elimination transformations. 
A Gaussian elimination is used whenever the multipliers are small enough to be 
considered safe; otherwise a reflector is used. Strategies of this type were applied 
successfully to the nonsymmetric eigenvalue problem in [6]. 
Finally we look at some practical difficulties that have been encountered. We 
have found that, regardless of whether we are using reflectors or Gaussian elimi- 
nations with pivoting, the algorithm works well on small, random matrices. Typi- 
cally only one or two iterations are needed. However, once the matrix gets bigger 
than about 20 x 20, the number of iterations required grows dramatically, and 
many deflations take place. The emergence of deflations can be painfully slow 
and can significantly increase the number of iterations. A procedure for acceler- 
ating impending deflations would be welcome. We are proceeding with research 
along these lines. 
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