We propose a neural network for unsupervised anomaly detection with a novel robust subspace recovery layer (RSR layer). This layer seeks to extract the underlying subspace from a latent representation of the given data and remove outliers that lie away from this subspace. It is used together with an encoder and a decoder. The encoder maps the data into the latent space, from which the RSR layer extracts the subspace. The decoder then smoothly maps back the underlying subspace to a "manifold" close to the original data. We illustrate algorithmic choices and performance for artificial data with corrupted manifold structure. We also demonstrate competitive precision and recall for image datasets.
Introduction
Finding and utilizing patterns in visual data is a common task for computer vision systems. However, there is often some anomalous visual information that does not follow a common pattern. Anomaly detection, that is, identifying data points that "do not conform to expected behavior" [1] , is thus an important task. In many computer vision applications, there is no ground truth available to distinguish anomalous images from normal images. Thus anomalous images need to be detected in an unsupervised fashion. For example, one may need to remove anomalous images from a set of images obtained by a search engine without any prior knowledge about how a normal image should look [2] . Similarly, one may need to remove anomalous frames from a video obtained by a camera without any prior knowledge on normal frames [3] . In these examples, the only assumptions are that normal data points appear more often than anomalous ones and have a simple underlying structure which is * Equal contribution. unknown to the user.
Some early methods for anomaly detection relied on Principal Component Analysis (PCA) [4] . Here one assumes that the underlying unknown structure of the normal samples is linear. However, PCA is sensitive to anomalousities and will often not succeed in recovering the linear structure or identifying the outliers [5, 6] . More recent ideas of Robust PCA (RPCA) [6, 7] have been considered for some specific problems of anomaly detection or removal [8, 9] . RPCA assumes sparse corruption, that is, few elements of an image set or frames of a video are corrupted. This assumption is natural for some special problems in computer vision, in particular, background subtraction [6, 7, 10] . However, a natural setting of anomaly detection with hidden linear structure may assume that a large portion of the data points are fully corrupted. In this case the whole data matrix is not sparsely corrupted. The mathematical framework that addresses this setting is referred to as robust subspace recovery (RSR) [5] .
While Robust PCA and RSR try to extract linear struc-ture or identify outliers lying away from such structure, the underlying geometric structure of many real datasets is nonlinear. Therefore, one needs to extract crucial features of the nonlinear structure of the data while being robust to outliers. In order to achieve this goal, we propose to use an autoencoder (composed of an encoder and a decoder) with an RSR layer. We refer to it as RSRAE (RSR autoencoder). Fig. 1 illustrates the general structure of RSRAE. It aims to robustly and nonlinearly reduce the dimension of the data in the following way. The encoder first maps the data into a high-dimensional space, unlike a normal encoder that maps the data into a low-dimensional space. The enforced RSR layer plays a role in learning the hidden low-dimensional linear structure of the embedded normal data points. The decoder maps the data from this robust low-dimensional subspace back to a "manifold" sufficiently close to the original dataset. Ideally, the encoder maps the normal data to a linear space and any anomalies lie away from this subspace. In this ideal scenario, anomalies can be removed by an RSR method directly applied to the data embedded by the encoder. Since the linear model for the normal data embedded by the encoder is only approximate, we do not directly apply RSR to the embedded data. Instead, we minimize a sum of the reconstruction error of the autoencoder and the RSR error for the data embedded by the encoder. We apply an alternating procedure, so that the parameters of the three different components (encoder, RSR layer and decoder) are optimized in turn.
We next review works that are directly related to this simple procedure. We then highlight the original contributions of this paper and describe the structure of the rest of the paper.
Related works
Several recent works have used autoencoders for anomaly detection. Autoencoders tend to maintain the main structure in the data and often produce large reconstruction errors for outliers, which help identify them. The earliest work on anomaly detection by large reconstruction error of an autoencoder is [2] . It applies an iterative and cyclic scheme, where in each iteration, an inlier set is determined and used for updating the parameters of the autoencoder. Aytekin et al. [11] apply 2 normalization for the latent code of the autoencoder and also consider the case of multiple modes for the normal samples. Instead of using the reconstruction error, they apply k-means clustering for the latent code, and identify outliers as points whose latent representations are far from all the cluster centers. Zhong et al. [12] also use an autoencoder with clustered latent code, but they fit a Gaussian Mixture Model using an additional neural network. Restricted Boltzmann Machines (RBMs) are similar to autoencoders. Zhai et al. [13] define "energy functions"
for RBMs that are similar to the reconstruction losses for autoencoders. They identify anomalous samples according to large energy values.
The above works are designed for datasets with a small fraction of outliers. However, when this fraction increases, outliers are often not distinguished by high reconstruction errors or low similarity scores. In order to identify them, additional assumptions on the structure of the normal data need to be incorporated. For example, Zhou and Paffenroth [8] decompose the input data into two parts: low-rank and sparse (or column-sparse). The low-rank part is fed into an autoencoder and the sparse part is imposed as a penalty term with the 1 -norm (or 2,1 -norm for column-sparsity).
In this work, we use a term analogous to the 2,1 -norm. This term can be interpreted as the sum of absolute deviations from a latent subspace. However, we do not decompose the data a priori, but minimize an energy combining this term and the reconstruction error. Minimization of the single term is known as least absolute deviations in RSR [5] . This energy is rotation invariant and its minimization was first suggested for RSR and related problems in [14, 15, 16] . The robustness to outliers of this energy, or of relaxed versions of it, was studied in [17, 18, 19, 20, 21, 22, 23] . In particular, Maunu et al. [23] established its well-behaved landscape under special, though natural, deterministic conditions. Under similar conditions, they guaranteed fast subspace recovery by a simple algorithm that aims to minimize this energy.
Stochastic generative models such as variational autoencoders (VAEs) [24] and generative adversarial networks (GANs) [25] are also used for anomaly detection. Those methods are usually associated with a score function, similar to the reconstruction error used for autoencoder-based models.
An and Cho [26] proposed a VAE-based method for detecting anomalies according to high reconstruction probability. Vasilev et al. [27] applied VAE for anomaly detection of MRI data in the diffusion space (q-space).
Zenati et al. [28] explore GAN-based methods for anomaly detection, that simultaneously learn encoder, generator and discriminator during training. Their procedure reduces the test time since it eliminates the need for recovering a latent representation. A combination of reconstruction and discrimination losses is used to determine whether a sample is anomalous. A similar idea is used in [29] , where the score is the "fake-class probability".
Another idea which directly affects this work is an addition of a linear self-expressive layer to an autoencoder [30] . Such a layer is helpful for extracting useful latent features to tackle unsupervised subspace clustering problems. By imposing the self-expressiveness, the autoencoder is robust to an increasing number of clusters. Although selfexpressiveness also improves robustness to noise and out-liers, [30] aims at clustering and thus its goal is different than ours. Furthermore, their self-expressive energy does not explicitly consider robustness, while ours does. Lezama et al. [31] consider a somewhat parallel idea of imposing a loss function to increase the robustness of representation. However, their goal is to increase the margin between classes and their method only applies to a supervised setting in anomaly detection, where the normal data is multi-modal.
There are many kernel and manifold-learning methods for anomaly detection. Some of them were reviewed in [1] . However, they are not as competitive as the methods reviewed here and are not directly relevant to our work.
Contribution of this work
This work introduces an RSR layer within an autoencoder. In this way, it enforces an outliers-robust linear structure in the embedding obtained by the encoder. Instead of directly removing outliers according to this enforced structure, which may only be approximate in practice, an outliers-robust energy is used as a regularizer. That is, we suggest minimizing an energy, which is a sum of two components: recovery error obtained by the autoencoder, which expresses the accuracy of the nonlinear dimension reduction, and a robust energy, which is the sum of absolute deviations from the latent subspace (the linear structure mentioned above). We design an architecture which is simple to implement. The RSR layer is not limited to a specific design of RSRAE but can be put into any welldesigned autoencoder structure. The combination of an autoencoder with the RSR layer incorporates robustness into the new network.
For the optimization of the total energy we advocate an alternating minimization, though other methods, such as gradient descent applied to the total energy function, are also possible. For the alternating minimization procedure, the epoch time is comparable to other autoencoder structure. Furthermore, our experiments show that RSRAE obtains competitive performance in unsupervised anomaly detection tasks.
Performance guarantees for our method are difficult. We establish instead some preliminary analysis for RSR within GAN. More precisely, we show that a linear WGAN intrinsically incorporates RSR in some special settings, although it is unclear how to impose a linear RSR layer similarly to RSRAE. We further discuss some pure mathematical works that seem relevant to our work and its extensions.
Structure of the Rest of Paper
The rest of the paper is organized as follows. Section 2 explains the proposed RSRAE by providing details on the RSR layer and the total energy function. Section 3 demonstrates the performance of the proposed method for two artificial datasets. Using these sets, it also validates the choice of norm in the energy function. Section 4 briefly presents and discusses relevant mathematical analysis (proofs are in the appendix). Section 5 illustrates the effectiveness of our method using image data. Section 6 summarizes this work and mentions future directions. The appendix contains proofs of the two propositions stated in this work and complimentary numerical details to the ones stated in the main body of work.
RSR layer for outlier removal
The main structure of RSRAE is illustrated in Fig. 2 . Here E denotes an encoder and D denotes a decoder. Let
be the input data, which is contained in the Euclidean space R M . The latent code
The RSR layer is a linear transformation A ∈ R d×D that reduces the dimensionality to d. That is,
, which lies in the original ambient space R M . We can write the forward maps in a compact form
Ideally, we would like to optimize RSRAE so it only maintains the underlying structure of the normal data. We assume that the original normal data lies on a d-dimensional "manifold" in R D and thus the RSR layer embeds its latent code into R d . In this ideal optimization setting, the similarity between the input and the output of RSRAE is large whenever the input is normal and small whenever the input is anomalous. Therefore, by thresholding any good similarity measure or the reconstruction error, one may distinguish between normal and anomalous data points.
In practice, the matrix A and the parameters of E and D are obtained by minimizing a loss function, which is a sum of two parts: the reconstruction loss from the autoencoder and the loss from the RSR layer. For p > 0, an 2,p reconstruction loss for the autoencoder is
In order to motivate our choice of RSR loss, we review a common formulation for the original RSR problem. In this problem one needs to recover a linear subspace, or equivalently an orthogonal projection P onto this subspace. Assume a dataset {y (t) } N t=1 and let I denote the identity matrix in the ambient space of the dataset. The goal is to find an orthogonal projector P of dimension d whose subspace robustly approximates this dataset. The least q-th power deviations formulation for q > 0, or least absolute deviations when q = 1, seeks P that minimizes the loss function [5] 
The solution of this problem is robust to some outliers when q ≤ 1 [19, 22] ; furthermore, q < 1 can result in a wealth of local minima and thus q = 1 is preferable [19, 22] . A similar loss function to (3) for RSRAE is
where A T denotes the transpose of A, I d denotes the d × d identity matrix and · F denotes the Frobenius norm. Here λ 1 , λ 2 > 0 are predetermined hyperparameters, though we later show that one may solve the underlying problem without using them. We note that the first term in the weighted sum of (4) is close to (3) as long as A T A is close to an orthogonal projector. To enforce this requirement we introduced the second term in the weighted sum of (4). In Section 2.1 we discuss further properties of the RSR energy and its minimization, though this discussion may not generalize to the minimization of the combined energy discussed next.
To emphasize the effect of outlier removal, we take p = 1 in (2) and q = 1 in (4). That is, we use the l 2,1 norm, or the formulation of least absolute deviations, for both reconstruction and RSR. The loss function of RSRAE is the sum of the two loss terms in (2) and (4), that is,
Although it is possible to directly minimize L RSRAE with predetermined λ 1 and λ 2 via auto-differentiation, we propose using alternating minimization. This procedure backpropagates the three terms L 1 AE , L RSR1 , L RSR2 and accordingly updates the parameters of RSRAE. It is independent of the values of the parameters λ 1 and λ 2 and we may thus ignore them. Note that the additional gradient step with respect to the RSR loss just updates the parameters in A. Therefore it does not significantly increase the epoch time of a standard autoencoder for anomaly detection. We summarize our procedure for RSRAE anomaly detection with alternating minimization in Algorithm 1. In doing this we denote the vectors of parameters of the encoder and decoder by θ and ϕ, respectively.
We clarify some guidelines for choosing default parameters, which we follow in all reported experiments. We set Divide input data into batches 3: for each batch do
end if 13: end for 14: end for 15: for t = 1, . . . , N do 16: Calculate similarity between
if similarity ≥ T then
18: x (t) is anomalous 21: end if 22: end for 23: return Normality labels for t = 1, . . . , N AE , RSR1 and RSR2 to be zero. In general, we use networks with dense layers (see Section 3). However, special kinds of data suggest different layers. For example, for image data we use convolutional layers (see Section 5) . In general, we prefer to use tanh as the activation function due to its smoothness. However, for data that does not lie in the unit cube, we use a leaky ReLU function. The network parameters and the elements of A are initialized be to i.i.d. standard normal. The learning rate is chosen so that there is a sufficient improvement of the loss values after each epoch. For relatively simple examples (see Section 3) we perform batch gradient descent, that is, we apply one batch that includes the whole data, and set a large number of epochs. On the other hand, for the larger image data of Section 5 we take a small batch size and a smaller number of epochs. Instead of fixing T , we report Area Under Curve (AUC) and Average Precision (AP) scores for different values of T . Our default choice for similarity is cosine similarity (see Section 5). However, due to the geometric structure of the artificial data in Section 3, we used negative squared 2 distance between x (t) andx (t) as "similarity". At last, we remark that we executed RSRAE using TensorFlow with few adapted codes written in Keras. We report results of experiments implemented on a Linux machine with 64GB RAM and four GTX1080Ti GPUs.
Further discussion of the RSR term
In theory, appropriate minimization of only the first term in (4) is sufficient to minimize (4). This result is stated rigorously in Proposition 2.1 and proved in the appendix.
We remark that while the minimization in (6) is intractable, [22] proposes a heuristic to solve it with some weak guarantees and [23] proposes an algorithm with guarantees under some conditions. However, such a minimization is even more difficult when applied to the combined energy in (5), instead of (4). Therefore, we find it necessary to impose the condition that A is close to a projection.
Demonstration of RSRAE for artificial data
We explore the performance of RSRAE and modified versions of it on two artificial datasets of corrupted manifolds. In the first case we observe the difference of RSRAE from a simple least squares autoencoder. In the second case we observe the effect of some changes of the RSRAE loss function, in particular, the removal of the RSR term.
A corrupted Swiss roll example
We assume corrupted data whose normal part is embedded in a Swiss roll 1 , which is a two-dimensional manifold in R 3 . More precisely, the normal part is obtained by mapping 1,000 points uniformly sampled from the rectangle
The anomalous part is obtained by i.i.d. sampling of 900 points from an isotropic Gaussian distribution in R 3 with zero mean and standard deviation 2 in any direction. Fig. 3a illustrates such a sample, where the normal part is in green and the anomalous part is in blue.
We construct RSRAE with the following structure. The encoder is composed of fully-connected layers of sizes 3, 32, 64 and 128. The decoder is composed of fully connected layers of sizes 128, 64, 32 and 3. Each fully connected layer is activated by the leaky ReLU function with α = 0.2. The intrinsic dimension for the RSR layer is d = 2.
For comparison, we construct an autoencoder with the same network structure as the RSRAE but with the meansquare-error (MSE) loss function for reconstruction (p = 2 in (2)) and with no RSR loss. Throughout the paper, we refer to such an encoder (with possibly different network structure) by MSEAE. We optimize both models with 10,000 epochs and a batch gradient descent using Adam [32] with a learning rate of 0.01.
The reconstructed data (X) from MSEAE and RSRAE are plotted in Figs. 3b and 3c , respectively. Note that Fig. 3c has a larger axis range from that of Figs. 3a and 3b . Therefore, a truncated version ofX from RSRAE is plotted in Fig. 3d . We note that the set of reconstructed normal points in RSRAE seem to lie on the original manifold, whereas the reconstructed normal points by MSEAE seem to only lie near, but often not on the Swiss roll manifold. More importantly, the anomalous points reconstructed by RSRAE seem to be sufficiently far from the set of original anomalous points, unlike the reconstructed points by MSEAE. Therefore, RSRAE can better distinguish anomalies using the distance between the original and reconstructed points, where small values are obtained for normal points and large ones for anomalous ones.
Figs. 3e and 3f demonstrate this claim. They plot the histograms of the distance between the original and reconstructed points when applying MSEAE and RSRAE, where distances for normal and anomalous points are distinguished by color. Clearly, RSRAE distinguishes normal and anomalous data better than MSEAE.
An example of two intersecting curves
We consider data points that lie on two intersecting curves in R 2 , where one curve is "more significant", that is, it contains more points than the other. The points on the more significant curve are normal and the points on the less significant curve are anomalous. We generate the curves as follows. We randomly form two orthogonal lines in R 2 . We independently sample 1,000 normal points from a standard normal distribution on the first line. We consider the following possible number of anomalous points: 100, 300, 500, 700 and 900. For any fixed number, we independently sample this number of points from a standard normal distribution on the second line. To make the setting nonlinear, we transform each data point (s, t) to (sin(s), sin(t)). As a result, we get data points that lie on two intersecting curves in R 2 . An example with 100 anomalous points is illustrated in Fig. 4 .
We examine here the effect of various modifications of the energy on the reconstruction by RSRAE. In particular, Illustration of a dataset generated along two intersecting curves, where one curve is more significant. There are 1,000 blue points on the more significant curve and 100 orange points on the other curve.
we try to address the natural question of whether the use of the loss function in (2) with p = 1, or even p = 2, is sufficient for good recovery or whether the addition of the RSR loss in (2) significantly improves the recovery. We also examine the difference between an alternating implementation vs. auto-differentiation of the combined energy.
We train RSRAE with the following structure. The encoder is composed of fully-connected layers of sizes 3, 32 and 32, and the decoder is composed of fully-connected layers of sizes 32, 32 and 3. Each fully-connected layer in RSRAE is activated by the tanh function. The RSR loss assumes the intrinsic dimension d = 1.
We consider the following loss functions for fitting the autoencoder:
• L We optimize each loss function 10 times with random initialization of the network parameters. The learning rate is 0.001, the number of epochs is 500 and batch gradient descent is applied. We compute both the AUC and AP scores and report them in Fig. 5 (precise scores also appear in the appendix). We first note that when using L 
Related theory for RSR penalty
Section 3 demonstrated the effectiveness of the RSR layer in removing outliers in artificial cases. The idea of an RSR layer may impose robustness for many other unsupervised learning frameworks which incorporate nonlinear dimension reduction. While it is extremely difficult to guarantee the performance of the resulting anomaly detection even for simple cases, it is very important to establish re- First, we show that Wasserstein-GAN (WGAN) [33, 34] has an energy function (the 1-Wasserstein distance) which intrinsically relates to the RSR loss. We find this relationship interesting and relevant to anomaly detection via neural networks.
Let W p denote the p-Wasserstein distance in R D for some p ≥ 1. That is, for two distributions µ, ν in R D ,
where Π(µ, ν) is the set of joint distributions with µ, ν as marginals. The following proposition (proved in the appendix) implies that minimizing W p for Gaussians is closely related to minimizing the loss function (3).
Proposition 4.1. Let p ≥ 1 and µ ∼ N (m X , Σ X ), where m X ∈ R D and Σ X is the covariance matrix that has full rank D. Then
Note that a WGAN is trained to minimize the W 1 distance between the target data distribution and the generated distribution. Note also that the objective function in (10) is essentially (3). Therefore, the above proposition with p = 1 implies that if the target data is drawn from a Gaussian distribution in the ambient space and if WGAN has a linear generator whose input is a d-dimensional Gaussian, then WGAN learns the d-dimensional RSR subspace of the target data.
Unfortunately, when the generator of the WGAN is nonlinear, the behavior of WGAN is intractable. Furthermore, it is unclear how to incorporate an RSR layer within WGAN or GAN. At last, training a WGAN is not exactly the same as minimizing the W 1 distance [34] , since it is difficult to impose the Lipschitz constraint for a neural network. Indeed, in general, GAN-based anomaly detection is not competitive (see e.g. the results from GAN models in [35] and in [28] ). A proper design of GAN-based anomaly detection is left for future work.
Next, we review some pure mathematical work that we find relevant to this discussion. We note that a complex network can represent a large class of functions. Consequently, for a sufficiently complex network, minimizing the loss function in (2) results in minimum value zero. In this case the minimizing "manifold" contains the original data, including the outliers. On the other hand, the RSR loss term imposes fitting a subspace that robustly fits only part of the data and thus cannot result in minimum value zero. Nevertheless, imposing a subspace constraint might be too restrictive, even in the latent space. A seminal work by Peter Jones [36] studies optimal types of curves that contain general sets. This work relates the construction and optimal properties of these curves with multiscale approximation of the underlying set by lines. It was generalized to higher dimensions in [37] and to a setting relevant to outliers in [38] . These works suggest loss functions that incorporate several linear RSR layers from different scales. Nevertheless, their pure setting does not directly apply to our setting. We leave further theoretical developments and implementation for future work.
Numerical experiments with image data
We test our method on two image datasets: MNIST [39] and Fashion-MNIST [40] . Both are composed of 28 × 28 grayscale images, which are categorized according to 10 classes. There are 60,000 training images and 10,000 test images. We only use the set of test images. In each experiment we fix a class with label I ∈ {0, 1, · · · , 9} and let the normal images be all the test images in class I (there are around 1000 test images in each class). We fix c ∈ {0.1, 0.3, 0.5, 0.7, 0.9} and randomly sample c × 1,000 images from the rest of classes. Therefore the fraction of outliers is approximately c.
In Section 5.1 we review the benchmarks used for comparison and the experimental setting. In Section 5.2 we report and discuss the numerical results.
Benchmarks and setting
We compare RSRAE with the following benchmarks.
2 Normalized Autoencoder (NAE) [11] : NAE is similar to MSEAE, but it also imposes 2 normalization of the latent code. It achieved state-of-the-art results for unsupervised anomaly detection with multi-modal normal data. We run NAE with a single class and thus omit its k-means step.
Deep Autoencoding Gaussian Mixture Model (DAGMM) [12] : DAGMM is a deep autoencoder model. It optimizes an end-to-end structure that contains both an autoencoder and an estimator for Gaussian Mixture Model. It achieved state-of-the-art results on unsupervised anomaly detection for network attack data.
Deep Structured Energy-Based Models (DSEBMs) [13] : The energy function of DSEBMs is outputted by a deep neural network. It is used as negative similarity instead of the reconstruction error. DSEBMs achieved state-of-theart results for unsupervised anomaly detection with image data.
Geometric Transformations (GeoTrans) [35] : GeoTrans applies dozens of geometric transforms to the given images and consequently creates a self-labeled dataset, where the labels are the types of transformations. Its anomaly detection is based on Dirichlet Normality score according to the softmax output from a classification network for the labels. It is a relatively new and effective method.
We adapt the network structures of DSEBMs, DAGMM and GeoTrans from [35] 2 and slightly modified their codes to adapt to our data and machine. Since there is no available code for NAE, we implemented it on our own, where we adapted the autoencoder structure of Deep Convolutional Embedded Clustering (DCEC) [41] 3 by adding 2 normalization. For both NAE and RSRAE, we use the cosine similarity.
For RSRAE, we adapt the convolutional layers from DCEC [41] but impose the activation function to be tanh. Also, batch normalization is applied for each convolutional layer to be consistent with the other methods. The intrinsic dimension for RSR is chosen to be 10 since it is approximately the intrinsic dimension of the MNIST data [42] . Additional details appear in the appendix.
For each experiment, the RSRAE model is optimized with Adam using a learning rate of 0.00025 and 200 epochs. The batch size is 128 for each gradient step.
Results
We summarize the precision and recall of our experiments by the AP and AUC scores. We remark that we did not record precision-recall-F1 scores [11, 12] since it requires a choice of threshold, which is unclear in practical scenarios when the outlier ratio is unknown.
We average these scores over 10 runs with different random initialization. For brevity of presentation, we also average the scores among all classes. Fig. 6 presents the averaged results for MNIST (detailed tables for each class and outlier ratio are reported in the appendix). On average, RSRAE consistently outperforms the other methods. We remark though that for the digits 4 and 5 GeoTrans often performs better than RSRAE and for the digit 1 NAE sometimes performs better than RSRAE. DAGMM does not perform well and it may be too difficult to train the estimation network for image data (it was tested before on network attack data).
For Fashion-MNIST, we average the results, while excluding the class "sandals" and present them in Fig. 7 (complete tables are in the appendix). We exclude "sandals" for two reasons. First of all, the images of "sandals" look anomalous as they are too sparse. Second of all, the AUC score for RSRAE is extremely small and this is not the case for other classes. This suggests that RSRAE treats "sandals" as outliers. For all the other classes, RSRAE shows very competitive performance. The only other method which has a similar performance as RSRAE, when excluding "sandals", is DSEBMs, but RSRAE performs better with large ratios of outliers. If "sandals" is included, then overall DSEBMs performs better.
Conclusion and future work
We construct a simple but effective RSR layer within the autoencoder structure for anomaly detection. It is easy to use and adapt. We have demonstrated competitive results for image data and believe that it can be useful in may other computer vision applications.
There are several directions for further exploration of the RSR loss in unsupervised deep learning models for anomaly detection. First, we are interested in theoretical guarantees for RSRAE. A more direct subproblem is understanding the geometric structure of the "manifold" learned by RSRAE. Second, as mentioned earlier, [36, 37, 38] suggest the use of several RSR layers in a multiscale fashion. It is interesting to explore this direction and its theoretical justification. Third, one may try to incorporate an RSR layer in other neural networks for anomaly detection that use nonlinear dimension reduction. We hope that some of these methods may be easier to directly analyze than our proposed method. At last, we are curious about successful incorporation of robust metrics for more complex models such as GANs. In Figure 6 : The AUC and AP scores for MNIST. particular, we wonder about extensions of the theory established here for WGAN when considering a more general setting.
A. Supplemental details A.1. Proof of Proposition 2.1
Let A be an optimizer of (6) and P denote the orthogonal projection onto the range of A T A . Note that P can be written asÃ TÃ , whereÃ is a d × D matrix composed of an orthonormal basis of the range of P . Therefore, being an optimum of (6), A satisfies
On the other hand, the definition of orthogonal projection implies that
That is, equality is obtained in (11) and (12). This equality and the fact that P is a projection on the range of
Since
which further implies that
Combining this observation (A A T A = A ) with the constraint that A has a full rank, we conclude that A A
A.2. Detailed results for the intersected curves in Section 3.2 Table 1 reports the numerical results for the example of intersecting curves described in Section 3.2. The constant c in this table represents the outlier ratio. Table 1 : Averaged AUC and AP scores for the example of intersecting cures. The averages are taken over 10 runs. The dataset is the same for all 10 runs, but the network parameters are randomly initialized for each run.
A.3. Proof of Proposition 4.1
We denote the subspace L in the left hand side of (10) by L in order to distinguish it from the generic notation L for subspaces. We arbitrarily fix a random variable X ∼ N (m X , Σ X ), that is, X has density µ. We also arbitrarily fix π ∈ Π(µ, ν). We note that
The inequality in (16) holds since X is fixed and
Therefore, almost surely, Y takes values in the d-dimensional affine subspace {y ∈ R D : y − m Y ∈ range(Σ Y )}. Furthermore, we note that equality in (16) is achieved when Y = P L X.
We conclude the proof by showing that m X ∈ L .
Indeed, (17) implies that the orthogonal projection of X ∼ N (m X , Σ X ) onto L results in a random variable with distribution ν ∼ N (m X , P L Σ X P L ). By the above observation about the optimality of Y = P L X, the density of this distribution is the optimal solution of (9). To prove (17), we assume without loss of generality that m X = 0. Denote the orthogonal projection of the origin onto the affine subspace L by m L and let
We note L 0 is a linear subspace, m L is orthogonal to L 0 and thus there exists a rotation matrix O such that
and
For any x ∈ R D we note that µ(x) = µ(−x) since µ is Gaussian. Using this observation, other basic observations and the notation Ox = (
The inequality in (20) follows from the fact that for p ≥ 1, the function · p 2 is convex as it is a composition of the convex function · 2 : R d → R + and the increasing convex function (·)
Integrating the left and right hand sides of (20) over
Since L is a minimizer among all affine subspaces of rank d of
, equality is obtained in (21) . Consequently, equality is obtained, almost everywhere, in (20) . Therefore, L = L 0 and the claim is proved.
We remark that the above proposition holds for any p ≥ 1. However, the only interesting case is p = 1, since there is no p-Wasserstein GAN for p = 1. For the case p = 1, the above proposition implies intrinsic relation between the RSR energy and WGAN when the generator of the WGAN is linear. If, however, the generator of a WGAN is nonlinear, its output is not necessarily Gaussian, no matter if the noise is Gaussian. It will be interesting to impose a "linear condition" similar to the RSR layer. However, it is unclear to us how to do this.
A.4. RSRAE structure used in Section 5
For RSRAE, the encoder consists of three convolutional layers:
• Conv1: 5 × 5 kernels with 32 output channels, strides 2, and zero padding; followed by batch normalization and tanh;
• Conv2: 5 × 5 kernels with 64 output channels, strides 2, and zero padding; followed by batch normalization and tanh;
• Conv3: 3 × 3 kernels with 128 output channels, strides 2, and no padding; followed by batch normalization and tanh.
The output of the encoder is flattened as a vector of dimension 1,152. For the RSR layer, A ∈ R 10×1,152 . For the decoder, first there is a dense layer that maps the output of the RSR layer into a vector of dimension 1,152, which is reshaped into a tensor of dimension 3 × 3 × 128, activated by tanh. It is then followed by three deconvolutional layers:
• Deconv1: 3 × 3 kernels with 64 output channels, strides 2, and no padding; followed by batch normalization and tanh;
• Deconv2: 5 × 5 kernels with 32 output channels, strides 2, and zero padding; followed by batch normalization and tanh;
• Deconv3: 5 × 5 kernels with 1 output channel, strides 2, and zero padding; followed by tanh.
A.5. Detailed results for MNIST in Section 5
The following tables report the AUC and AP scores of RSRAE and different benchmarks for MNIST. Each table reports the results for a specific constant c, where c represents the approximate outlier ratio. Table 6 : MNIST c = 0.9
A.6. Detailed results for Fashion-MNIST in Section 5
The following tables report the AUC and AP scores of RSRAE and different benchmarks for Fashion-MNIST. Each table reports the results for a specific constant c, where c is approximate outlier ratio. Table 11 : Fashion MNIST c = 0.9
