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By using Riccati transformation, new oscillation criteria are given for forced second order
differential equations with mixed nonlinearities, which improve and generalize results in
the literature. An (α+1)-degree functional is involved for oscillation, which is widely used
in variational theories. Examples, including a forced Duffing equation, are given.
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1. Introduction
In this paper, we are concerned with oscillation for the second order forced differential equation with mixed
nonlinearities
(
r(t)|y′(t)|α−1y′(t))′ + p(t)|y(t)|α−1y(t)+ m∑
j=1
qj(t)|y(t)|βj−1y(t) = e(t), t ≥ t0, (1)
where r, p, qj (1 ≤ j ≤ m), e ∈ C([t0,∞),R) with r(t) > 0 and 0 < α < β1 < β2 < · · · < βm are real numbers, p, qj
(1 ≤ j ≤ m) and emight change signs.
By a solution of Eq. (1), we mean a function y(t) ∈ C1([Ty,∞),R), where Ty ≥ t0 depends on the particular solution,
which has the property that r(t)|y′(t)|α−1y′(t) ∈ C1[Ty,∞) and satisfies Eq. (1). We restrict our attention to the nontrivial
solutions y(t) of Eq. (1) only, i.e., to solutions y(t) such that sup{|y(t)| : t ≥ T } > 0 for all T ≥ Ty. A nontrivial solution
of Eq. (1) is called oscillatory if it has arbitrarily large zeros, otherwise, it is said to be non-oscillatory. Eq. (1) is said to be
oscillatory if all its nontrivial solutions are oscillatory.
We note that when qj(t) ≡ 0, 1 ≤ j ≤ m, Eq. (1) turns into the half-linear differential equation(
r(t)|y′(t)|α−1y′(t))′ + p(t)|y(t)|α−1y(t) = e(t), t ≥ t0, (2)
I This research was partially supported by the NSF of China (Grant 10771118,10801089).∗ Corresponding author.
E-mail address: zhwzheng@126.com (Z. Zheng).
0893-9659/$ – see front matter© 2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2009.01.018
Z. Zheng et al. / Applied Mathematics Letters 22 (2009) 1096–1101 1097
when p(t) ≡ 0 andm = 1, Eq. (1) reduces to the quasi-half-linear differential equation(
p(t)|y′(t)|α−1y′(t))′ + q(t)|y(t)|β−1y(t) = e(t), t ≥ t0, (3)
Oscillation criteria for Eq. (2) (or Eq. (3)) and its special case (without forcing term)(
r(t)|y′(t)|α−1y′(t))′ + p(t)|y(t)|α−1y(t) = 0, t ≥ t0, (4)
are widely studied by many authors (see [1–19] for details) since the foundation work of Elbert [10]. Many of these results
are involved the integral of the coefficients modeled on the criteria either due to Wintner [13] or due to Kamenev [14] for
linear equations.
On the other hand, the half-linear differential equation (4) has similar properties to linear differential equation, for
example, the Sturm comparison theorem and separation theorem (see Elbert [10], Li and Yeh [17] for details) are still true
for Eq. (4). In particular, the Riccati type equation (related to (4) by the substitutionw = r|y′|α−1y′/|y|α−1y)
w′ + p(t)+ αr−1/α(t)|w|(α+1)/α = 0 (5)
and the (α + 1)-degree functional
R(y) :=
∫ b
a
[
p(t)|y|α+1 − r(t)|y′|α+1] dt (6)
play the same role as the classical Riccati equation and quadratic functional in the linear oscillation theory. (The proof of the
relationship between (4), (5) and (6) is based on the recently established Picone’s identity, see [11].)
When α = 1, Eq. (2) is reduced to the forced linear differential equation(
r(t)y′(t)
)′ + p(t)y(t) = e(t), t ≥ t0. (7)
In paper [1], Wong proved the following result for Eq. (7).
Theorem 1.1. Suppose that for any T ≥ t0, there exist T ≤ s1 < t1 ≤ s2 < t2 such that e(t) ≤ 0 for t ∈ [s1, t1] and e(t) ≥ 0
for t ∈ [s2, t2]. Let D(si, ti) = {u ∈ C1[si, ti] : u(t) 6= 0, t ∈ (si, ti), and u(si) = u(ti) = 0} for i = 1, 2. If there exists
u ∈ D(si, ti) such that
Ri(u) :=
∫ ti
si
[p(t)u2(t)− r(t)(u′(t))2]dt > 0, i = 1, 2. (8)
Then Eq. (7) is oscillatory.
This result involves the ‘‘oscillatory interval’’ of e(t) and Leighton’s variational principle for Eq. (7). Recently, using a
similar method, Wong’s result was extended to Eq. (2) by Li and Cheng [2] with a positive and nondecreasing function
φ ∈ C1([t0,∞),R). Here we list the main result of Li and Cheng [2].
Theorem 1.2. Suppose that for any T ≥ t0, there exist T ≤ s1 < t1 ≤ s2 < t2 such that e(t) ≤ 0 for t ∈ [s1, t1] and e(t) ≥ 0
for t ∈ [s2, t2]. Let D(si, ti) = {u ∈ C1[si, ti] : u(t) 6= 0, t ∈ (si, ti), and u(si) = u(ti) = 0} for i = 1, 2. If there exist
H ∈ D(si, ti) and a positive, nondecreasing function φ ∈ C1([t0,∞),R) such that∫ ti
si
H2(t)φ(t)p(t)dt >
(
1
α + 1
)α+1 ∫ ti
si
r(t)φ(t)
|H(t)|α−1
(
2|H ′(t)| + |H(t)|φ
′
φ
)α+1
dt (9)
for i = 1, 2. Then Eq. (2) is oscillatory.
However, we note that the inequality (9) has no relation to the (α + 1)-degree functional (6), and Theorem 1.2 cannot
be applied when α > 1, since |H(t)|α−1 is the denominator of the fraction on the right-hand side integral of (7), and
H(si) = H(ti) = 0. Moreover, an implicative condition is not stated directly in papers [1,2], that is p(t) ≥ 0 in the selected
intervals. Without this hypothesis, no information on oscillation can be obtained.
The purpose of this paper is to obtain new oscillation criteria to the differential equation (1), these oscillation criteria are
closely related to the (α + 1)-degree functional (6), which improve and generalize the results mentioned above. Examples
are given to illustrate the effectiveness of our main results.
2. Main results
Firstly, we give an inequality, which is a transformation of Young’s Inequality.
Lemma 2.1 (See [20]). Suppose X and Y are nonnegative, then
γ XY γ−1 − Xγ ≤ (γ − 1)Y γ , γ > 1, (10)
where equality holds if and only if X = Y .
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Now, we will give our main results.
Theorem 2.2. Assume that for any T ≥ t0, there exist T ≤ s1 < t1 ≤ s2 < t2 such that qj(t) ≥ 0 (1 ≤ j ≤ m) for
t ∈ [s1, t1] ∪ [s2, t2] and
e(t)
{≤ 0 t ∈ [s1, t1]
≥ 0 t ∈ [s2, t2]. (11)
Let D(si, ti) =
{
u ∈ C1[si, ti] : uα+1(t) > 0, t ∈ (si, ti), and u(si) = u(ti) = 0
}
for i = 1, 2. If there exist H ∈ D(si, ti) and a
positive function φ ∈ C1([t0,∞),R) such that∫ ti
si
φ(t)
[(
p(t)+
m∑
j=1
Qj(t)
)
Hα+1(t)− r(t)
(
|H ′(t)| + |H(t)φ
′(t)|
(α + 1)φ(t)
)α+1]
dt > 0 (12)
for i = 1, 2. Then Eq. (1) is oscillatory, where
Qj(t) = α−α/βjβj[m(βj − α)](α−βj)/βj [qj(t)]α/βj |e(t)|(βj−α)/βj , 1 ≤ j ≤ m (13)
with the convention that 00 = 1.
Proof. Suppose on the contrary that there is a nontrivial non-oscillatory solution. We assume that y(t) > 0 on [T0,∞) for
some T0 ≥ t0. Set
w(t) = φ(t) r(t)|y
′(t)|α−1y′(t)
|y(t)|α−1y(t) , t ≥ T0. (14)
Then differentiating (14) and making use of Eq. (1), it follows that for all t ≥ T0, we have
w′(t) = φ
′(t)
φ(t)
w(t)− α |w(t)|
(α+1)/α
(r(t)φ(t))1/α
− φ(t)
[
p(t)+
m∑
j=1
qj(t)|y|βj−α − e(t)|y(t)|α−1y(t)
]
. (15)
By the assumption, we can choose t1 > s1 ≥ T0 so that e(t) ≤ 0 on the interval I1 = [s1, t1]. For given t ∈ I1, set
Fj(x) = qj(t)xβj−α − e(t)mxα , 1 ≤ j ≤ m, we have F ′j (x∗j ) = 0, F ′′j (x∗j ) > 0, where x∗j =
[
−αe(t)
m(βj−α)qj(t)
]1/βj
. So Fj(x) obtains it
minimum on x∗j and
Fj(x) ≥ Fj(x∗j ) = Qj(t). (16)
So (15) and (16) imply thatw(t) satisfies
φ(t)
(
p(t)+
m∑
j=1
Qj(t)
)
≤ −w′(t)+ φ
′(t)
φ(t)
w(t)− α |w(t)|
(α+1)/α
(r(t)φ(t))1/α
. (17)
Integrating (17) from s1 to t1, using the fact that H(s1) = H(t1) = 0, we obtain∫ t1
s1
φ(t)
(
p(t)+
m∑
j=1
Qj(t)
)
Hα+1(t)dt ≤
∫ t1
s1
Hα+1(t)
{
−w′(t)+ φ
′(t)
φ(t)
w(t)− α |w(t)|
(α+1)/α
(r(t)φ(t))1/α
}
dt
= −Hα+1(t)w(t) |t1s1 +
∫ t1
s1
(α + 1)Hα(t)H ′(t)w(t)dt
+
∫ t1
s1
Hα+1(t)
{
φ′(t)
φ(t)
w(t)− α |w(t)|
(α+1)/α
(r(t)φ(t))1/α
}
dt
=
∫ t1
s1
(α + 1)Hα(t)
[
H ′(t)+ H(t)φ
′(t)
(α + 1)φ(t)
]
w(t)
−α
∫ t1
s1
Hα+1(t)
|w(t)|(α+1)/α
(r(t)φ(t))1/α
dt
≤
∫ t1
s1
(α + 1)|Hα(t)|
[
|H ′(t)| + |H(t)φ
′(t)|
(α + 1)φ(t)
]
w(t)
−α
∫ t1
s1
Hα+1(t)
|w(t)|(α+1)/α
(r(t)φ(t))1/α
dt. (18)
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Let
X =
[
α
(r(t)φ(t))1/α
]α/(α+1)
|Hα(t)w(t)|, γ = 1+ 1
α
,
Y = (αφ(t)r(t))α/(α+1)
[
|H ′(t)| + |H(t)φ
′(t)|
(α + 1)φ(t)
]α
,
by Lemma 2.1 and (18), we have∫ t1
s1
φ(t)
(
p(t)+
m∑
j=1
Qj(t)
)
Hα+1(t)dt ≤
∫ t1
s1
φ(t)r(t)
[
|H ′(t)| + |H(t)φ
′(t)|
(α + 1)φ(t)
]α+1
dt,
which contradicts with (12) for i = 1. On the other hand, if y(t) is a negative solution for t ≥ T0 > t0, we define the
Riccati transformation as (14), we obtain (15) also. In this case, we choose t2 > s2 ≥ T0 such that e(t) ≥ 0 on the interval
I2 = [s2, t2]. For given t ∈ I2, set x(t) = −y(t) and Fj(x) = qj(t)xβj−α − e(t)mxα , 1 ≤ j ≤ m, we have Fj(x) ≥ Fj(x∗j ) = Qj(t).
The remaining parts are similar, and we can obtain a contradiction with (12) for i = 2. This completes the proof of
Theorem 2.2. 
Corollary 2.3. If φ(t) ≡ 1 in Theorem 2.2, and (12) is replaced by
Ri(H) :=
∫ ti
si
[(
p(t)+
m∑
j=1
Qj(t)
)
Hα+1(t)− r(t)|H ′(t)|α+1
]
dt > 0 (19)
for i = 1, 2. Then Eq. (1) is oscillatory.
If φ(t) ≡ 1, and qj(t) ≡ 0, 1 ≤ j ≤ m, we obtain the following useful corollary for Eq. (2).
Corollary 2.4. Assume that for any T ≥ t0, there exist T ≤ s1 < t1 ≤ s2 < t2 such that p(t) ≥ 0 for t ∈ [s1, t1] ∪ [s2, t2] and
e(t) satisfies (11). Let D(si, ti) be defined as in Theorem 2.2. If there exists H ∈ D(si, ti) such that
Ri(H) :=
∫ ti
si
[
p(t)Hα+1(t)− r(t)|H ′(t)|α+1] dt > 0 (20)
for i = 1, 2. Then Eq. (2) is oscillatory.
Remark 2.5. Corollary 2.4 is closely related to the (α + 1)-degree functional (6), so Theorem 2.2, Corollaries 2.3 and 2.4
are generalizations of Theorem 1.1, and improvements of Theorem 1.2, since the positive constant α in Theorem 2.2,
Corollaries 2.3 and 2.4 can be selected as any number lying in (0,∞).
Remark 2.6. The hypothesis (11) in Theorem 2.2, Corollaries 2.3 and 2.4 can be replaced by the following condition
e(t)
{≥ 0 t ∈ [s1, t1]
≤ 0 t ∈ [s2, t2]. (21)
The conclusions still true for these cases.
Remark 2.7. There is no sign restriction on p(t) on the selected intervals, but p(t) must not be negative excessively. An
implicative condition is p(t)+∑mj=1 Qj(t) ≥ 0.
Remark 2.8. We do not assume that ρ ′(t) ≥ 0 as in the paper of Li and Cheng [2].
3. Examples
Now we give three examples to illustrate the efficiency of our results.
Example 3.1. Consider the forced Duffing equation
y′′ + y+ y3 =  sin3 t, t ≥ 0. (22)
We note that Eq. (22) is a special case of Eq. (1) with α = 1, β = 3, and r = p ≡ 1, q ≡ , e(t) =  sin3 t . Since the
mixed nonlinearities, Theorems 1.1 and 1.2 cannot be applied to this case. However, we can obtain oscillation for Eq. (22)
with H(t) = sin t and φ(t) ≡ 1. For any T ≥ 0, choose n sufficiently large so that npi = 2kpi ≥ T and s1 = 2kpi and
t1 = (2k+ 1)pi . It is easy to verify that Q (t) = 3 3√||/4 sin2 t , and
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R1(H) =
∫ t1
s1
[
(p(t)+ Q (t))Hα+1(t)− r(t)|H ′(t)|α+1] dt
=
∫ (2k+1)pi
2kpi
[(
1+ 3 3√||/4 sin2 t) sin2 t − cos2 t] dt
=
∫ pi
0
3 3
√||/4 sin4 tdt > 0.
So we have R1(H) > 0. Similarly, for s2 = (2k + 1)pi and t2 = (2k + 2)pi , we can show that R2(H) > 0. So Eq. (22) is
oscillatory by Corollary 2.3 and Remark 2.6. Moreover, we note that y = sin t is a solution of Eq. (22), which is oscillatory.
Example 3.2. Consider the following forced half-linear differential equation[
(2+ cos t)|y′(t)|α−1y′(t)]′ + K1|y(t)|α−1y(t)+ K2y(t) = − sin t (23)
for t ≥ 1, where α = 1/3. When K2 ≡ 0, with H(t) = sin t and φ(t) ≡ 1, Li and Cheng [2] obtain oscillation for Eq.
(23) when K1 ≥ 5( 32 )4/3
.= 8.585. However, it cannot deal with Eq. (23). Using Corollary 2.3, we obtain the oscillation of
Eq. (23) when K1 > 2. In fact, we obtain Q (t) = 3 3√|K2|/4 sin2/3 t . For any T ≥ 1, we choose n sufficiently large so that
npi = 2kpi ≥ T and s1 = 2kpi and t1 = (2k+ 1)pi . It is easy to verify that
R1(H) =
∫ t1
s1
[(p(t)+ Q (t))Hα+1(t)− r(t)|H ′(t)|α+1]dt
=
∫ (2k+1)pi
2kpi
[(
K1 + 3 3
√|K2|/4 sin2/3 t) sin4/3 t − (2+ cos t)| cos t|4/3] dt
=
∫ (2k+1)pi
2kpi
[
(K1 − 2) sin4/3 t + 3 3
√|K2|/4 sin2 t] dt > 0 for K1 > 2.
Similarly, for s2 = (2k+ 1)pi and t2 = (2k+ 2)pi , we can show that R2(H) > 0. So Eq. (23) is oscillatory by Corollary 2.3 for
K > 2.
Example 3.3. Consider the following forced quasi-linear differential equation(
t−λ|y′(t)|α−1y′(t))′ + K1t−λ|y(t)|α−1y(t)+ K2t−9λ/5|y(t)|β−1y(t) = sin1/3 t (24)
for t ≥ 1, where K1, K2, λ > 0 are constants and α = 5/3 > 1, β = 3, so Theorems 1.1 and 1.2 cannot be applied to this
case. However, we conclude that Eq. (24) is oscillatory for K1 + µ > 34 (1+ 3λ/8)8/3pi , where µ =
9K5/92
55/944/9
. Since the zeros
of the forcing term − sin t are npi , let H(t) = sin t and φ(t) = tλ. We compute that Q (t) = µt−λ sin4/27 t . For any T ≥ 1,
we choose n sufficiently large so that npi = 2kpi ≥ T and s1 = 2kpi and t1 = (2k+ 1)pi . It is easy to verify that∫ t1
s1
φ(t)(p(t)+ Q (t))Hα+1(t)dt =
∫ (2k+1)pi
2kpi
(
K1 + µ sin4/27 t
)
sin8/3 tdt
> (K1 + µ)
∫ (2k+1)pi
2kpi
sin3 tdt = (K1 + µ)
∫ pi
0
sin3 tdt = 4
3
(K1 + µ),∫ t1
s1
φ(t)r(t)
[
|H ′(t)| + |H(t)φ
′(t)|
(α + 1)φ(t)
]α+1
dt =
∫ (2k+1)pi
2kpi
[
| cos t| + 3λ| sin t|
8t
]8/3
dt
<
∫ (2k+1)pi
2kpi
(1+ 3λ/8)8/3dt = (1+ 3λ/8)8/3pi.
So we have that (12) is true for i = 1. Similarly, for s2 = (2k + 1)pi and t2 = (2k + 2)pi , we can show that (12) is true for
i = 2. So Eq. (24) is oscillatory for (K1 + µ) > 34 (1+ 3λ/8)8/3pi by Theorem 2.2 and Remark 2.6.
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