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ABSTRACT
Context. Time-distance helioseismology is one of the primary tools for studying the solar meridional circulation, especially in the
lower convection zone. However, travel-time measurements of the subsurface meridional flow suffer from a variety of systematic
errors, such as a center-to-limb variation and an offset due to the position angle (P-angle) uncertainty of solar images. It has been
suggested that the center-to-limb variation can be removed by subtracting east-west from south-north travel-time measurements. This
ad hoc method for the removal of the center-to-limb effect has been adopted widely but not tested for travel distances corresponding
to the lower convection zone.
Aims. We explore the effects of two major sources of the systematic errors, the P-angle error arising from the instrumental misalign-
ment and the center-to-limb variation, on the acoustic travel-time measurements in the south-north direction.
Methods. We apply the time-distance technique to contemporaneous medium-degree Dopplergrams produced by SOHO/MDI and
SDO/HMI to obtain the travel-time difference caused by meridional circulation throughout the solar convection zone. The P-angle
offset in MDI images is measured by cross-correlating MDI and HMI images. The travel-time measurements in the south-north and
east-west directions are averaged over the same observation period (May 2010 to Apr 2011) for the two data sets and then compared
to examine the consistency of MDI and HMI travel times after applying the above-mentioned corrections.
Results. The offsets in the south-north travel-time difference from MDI data induced by the P-angle error gradually diminish with
increasing travel distance. However, these offsets become noisy for travel distances corresponding to waves that reach the base of
the convection zone. This suggests that a careful treatment of the P-angle problem is required when studying a deep meridional
flow. After correcting the P-angle and the removal of the center-to-limb effect, the travel-time measurements from MDI and HMI are
consistent within the error bars for meridional circulation covering the entire convection zone. The fluctuations observed in both data
sets are highly correlated and thus indicate their solar origin rather than an instrumental origin. Although our results demonstrate that
the ad hoc correction is capable of reducing the wide discrepancy in the travel-time measurements from MDI and HMI, we cannot
exclude the possibility that there exist other systematic effects acting on the two data sets in the same way.
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1. Introduction
The meridional circulation is a large-scale flow in the merid-
ional plane of the Sun that overall has an antisymmetric profile
about the equator. Surface meridional flow can be determined
by direct Doppler shift measurements (e.g., Duvall 1979; Hath-
away 1996; Ulrich 2010) or by tracking photospheric features
(e.g., Komm et al. 1993; Hathaway & Rightmire 2010). The
surface meridional flow is poleward with a peak speed of 10–
20 m s−1 at midlatitudes. The subsurface meridional circulation
can be measured with helioseismic methods, for example, the
Fourier-Legendre method (Braun & Fan 1998), mode eigenfunc-
tion perturbation analysis (Woodard et al. 2013), ring-diagram
analysis (Haber et al. 2002), and time-distance analysis (Giles
et al. 1997). However, it has been a challenging task to obtain a
precise measurement of the deep meridional flow because of the
small signal-to-noise level (Braun & Birch 2008) and a plethora
of systematic errors (e.g., Gizon 2003; Duvall & Hanasoge 2009;
Larson & Schou 2015). Near the surface, local helioseismic mea-
surements of meridional circulation generally agree with the sur-
face measurements mentioned above. However, the various he-
lioseismic methods disagree about the subsurface structure of
the meridional circulation (Zhao et al. 2013; Schad et al. 2013;
Jackiewicz et al. 2015; Rajaguru & Antia 2015). Since the large-
scale meridional circulation plays a critical role in flux-transport
dynamo models, resolving this issue is a priority (e.g., Charbon-
neau 2014; Cameron et al. 2016). An additional complication
is introduced by the variation of the meridional circulation with
solar activity levels (e.g., Chou & Dai 2001; Beck et al. 2002;
Gizon 2004; Zhao & Kosovichev 2004).
The space-based instrument Michelson Doppler Imager on
board the Solar and Heliospheric Observatory (SOHO/MDI,
Scherrer et al. 1995) and its successor the Helioseismic and
Magnetic Imager on board the Solar Dynamical Observatory
(SDO/HMI: Scherrer et al. 2012; Schou et al. 2012) have col-
lected nearly uninterrupted observations of the Sun over two
decades since 1996. While MDI recorded the Doppler shift of
the Ni i 6768 Å spectral line at a cadence of 60 seconds, HMI
measures that of the Fe i 6173 Å line at a 45-second cadence. Nu-
merical simulations suggest that HMI Doppler velocity signal is
formed at 150–200 km when taking into account the limited spa-
tial resolution of the instrument (Fleck et al. 2011; Nagashima
et al. 2014) and the MDI Doppler velocity signal is formed about
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25 km higher than HMI (Fleck et al. 2011). There is an overlap
of one year between the two missions. These contemporaneous
data observed at different spectral lines offer an excellent oppor-
tunity to assess the reliability of the measurement of the deep
meridional flow and facilitate examining the systematic errors in
time-distance helioseismology.
It has been reported that there is an error in MDI position
angle (P-angle) due to instrumental misalignment (Giles et al.
1997; Giles 2000; Beck & Giles 2005). This P-angle error causes
a leakage of the solar rotation signal into the meridional flow
measurement and produces a 0.5-second offset in south-north
travel-time differences for near-surface measurements. An early
estimate of the MDI P-angle error was obtained by Evans (1999)
who compared MDI images with observations from the Mount
Wilson Solar Observatory and found that MDI images are rolled
by 0.32◦ ±0.05◦ with respect to the Mount Wilson images. Later
on, smaller values, 0.19◦ ± 0.04◦ and 0.22◦ ± 0.03◦, were ob-
tained by cross-correlating MDI and GONG images using ob-
servations from May 2000 and the Mercury transit in Novem-
ber 1999, respectively1. Hathaway & Rightmire (2010) took a
different approach and deduced a P-angle offset of 0.21◦ from
the cross-equatorial signal of the surface meridional flow mea-
sured by tracking photospheric features. Recently, Schuck et al.
(2016) compared MDI magnetograms with those from HMI dur-
ing June 2010 and reported a time-dependent offset between the
two cameras varying from 0.18◦ to 0.23◦. Since a small P-angle
misalignment could yield a noticeable offset in the south-north
travel-time measurement, a P-angle correction has to be carried
out when comparing results of meridional flow from different
instruments.
Another major source of systematic errors in time-distance
analysis is the center-to-limb effect, which is an additional vari-
ation that is a function of the center-to-limb angle superimposed
on the travel-time differences. Duvall & Hanasoge (2009) ex-
tended the study of Giles (2000) of time-distance measurements
of deep meridional flow but stumbled across a center-to-limb
variation instead. Zhao et al. (2012) reported that different ob-
servables (with different formation heights in the solar atmo-
sphere) have different center-to-limb variations. Since the so-
lar rotation rate does not change along the equator, the east-
west travel-time measurement with longitude would be expected
to capture the center-to-limb variation. Thus, they adopted an
ad hoc method to remove the center-to-limb effect by subtracting
east-west measurements from south-north measurements. In that
work, this correction method was examined for travel distances
less than 3.84◦ (heliocentric degree) and brought the diverse
measurements of meridional flow using different observables to
a remarkable consistency. Zhao et al. (2013) further applied the
empirical method to travel-time measurements from MDI and
HMI data but not in a concurrent period. They found that the
travel-time measurements from MDI data are roughly compara-
ble to those from HMI for travel distances ranging from 2◦ to 38◦
after the removal of the center-to-limb effect. The cause of the
center-to-limb variation is still unclear, but might perhaps be ex-
plained, to some extent, by the asymmetry between the upflows
and downflows in the near-surface granular convection (Baldner
& Schou 2012). Considering the important role of center-to-limb
variations in studying the deep meridional flow, it is necessary to
scrutinize this empirical correction method for waves that probe
the entire convection zone.
1 MDI Calibration Notes and Known Problems (roll angle error from
GONG comparisons; 2000), http://soi.stanford.edu/data/cal
In this study, we apply the time-distance technique to con-
temporaneous Dopplergrams taken by MDI and HMI to examine
the aforementioned systematic errors. In Sect. 2, we describe the
data preparation, measurement of the P-angle offset, and travel-
time measurement. The influences of the P-angle error and the
center-to-limb variation on travel-time differences are presented
in Sect. 3, and the implications of the results are discussed in
Sect. 4.
2. Data and analysis
We analyze full-disk Dopplergrams from the MDI and HMI
medium-` data in the 1-yr period from 1 May 2010 to 30 April
2011, which is the overlap interval between the two missions.
The MDI images are retrieved from the mdi.vw_v data series
in the Joint Science Operations Center (JSOC) data system
while HMI images are from the hmi.vw_v_45s data series. The
mdi.vw_v data are not corrected for image distortion (see Lar-
son & Schou 2015) nor are they corrected for modulation trans-
fer function (MTF) variation across the field of view (see Tarbell
et al. 1997; Korzennik et al. 2004). We select dates with a duty
cycle of more than 75%. In addition, if changes of keywords
CDELTn and CROTA2 in a single day are greater than 5×10−3 arc-
sec pixel−1 and 0.3◦, respectively2, that date will be discarded.
After the preliminary reduction including the Fourier filtering
(described below), we compute the mean value and standard de-
viation of pixels within a 90% radius of the solar image for each
frame. Any day in which these numbers exceed empirical thresh-
olds (5 m s−1 for the mean and 70 m s−1 for the standard devi-
ation) is investigated by hand to further reject suspicious data3.
Because a number of MDI images are missing or of poor quality
in the last few months of its mission, only 288-day contempora-
neous data are selected for this study.
The medium-` images from both data sets have an image
scale of ∼10 arcsec pixel−1 or ∼0.6 heliographic degree pixel−1
at the disk center. These images result from Gaussian-weighted
binning of the full-resolution Dopplergrams and are sensitive to
solar p-modes up to harmonic degree ` = 300 (Kosovichev et al.
1997). Most of the background patterns in the Dopplergrams,
such as the solar rotation and the velocity of the observer, are
removed by subtracting a simple moving average of 1 hr for
each pixel. A high-pass temporal filter tapered by a half-cycle
raised-cosine function between 1.5 and 2 mHz is further applied
to remove unwanted signals such as granulation and supergran-
ulation. Most of the f modes are removed as well because of
this high-pass filter. Also, a low-pass filter tapered between 6.5
and 7 mHz is used because of a low-` artifact at ∼7.4 mHz in
HMI Dopplergrams. No Fourier-filter in the spatio-temporal do-
main (e.g., phase-speed filter) is applied in this study to avoid
the spreading of the magnetic field, where a masking procedure
is performed in the following analyses to exclude active regions.
Fig. 1 shows comparisons of m-averaged power spectra be-
tween MDI and HMI for selected frequencies and harmonic
degrees. The power spectra are computed from spherical har-
monic decomposition of one-day tracked Dopplergrams (the im-
age tracking is described in Sect. 2.2). Although the noise level
2 The two threshold values roughly correspond to half a pixel at the
edge of the solar images and help pick out two days of data due to
changes in MDI focus position and five days of data when either of the
instruments was rotating.
3 This step picks out two days of data due to MDI tuning changes. In
future work the steps of checking keywords and statistical numbers will
be replaced by examining the event tables of the instruments directly,
which would be a more straightforward method to exclude the bad data.
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Fig. 1. Comparisons of m-averaged power spectra between MDI (blue)
and HMI (red) obtained from one-day tracked Dopplergrams. The upper
panels show the power as a function of frequency at selected harmonic
degrees: (a) ` = 100 and (b) ` = 300. The lower panels show the power
as a function of harmonic degree at selected frequencies: (c) 3.0 mHz
and (d) 4.0 mHz. Selected modes have been labeled. The power is nor-
malized by the square of the number of frames.
of HMI is slightly higher than that of MDI for ` > 200, the pro-
files from both data sets are generally in line with each other. The
difference between the two profiles could be due to different for-
mation heights and thus different sensitivities to the p-mode os-
cillations. The MTFs of the two instruments may also contribute
to the deviation in their spectral amplitudes. The differences be-
tween the power spectra of the HMI and MDI Doppler obser-
vations, combined with (potential) ` and frequency dependence
of the phase-shift between Doppler observations from HMI and
MDI, may play a role in causing the difference in the center-
to-limb variations in travel times measured from MDI and HMI
observations. A detailed investigation of the interplay between
formation heights, p-mode spectra, and the center-to-limb varia-
tions is beyond the scope of this article.
2.1. P-angle offset
The P-angle of HMI data is known to be accurate to a few thou-
sandths of a degree by virtue of the Venus transit of 5–6 June
2012 (Couvidat et al. 2016). A further analysis of HMI data of
the Mercury transit on 9 May 2016 using a similar method shows
that the roll difference between the results of the two events is
less than 0.003◦, and we therefore assume that the roll angle of
the HMI instrument is correct. We then determine the P-angle
offset of MDI by comparing MDI images to contemporaneous
HMI images. Doppler signals of solar p-mode oscillations ob-
tained from the preliminary analysis are favored over magne-
tograms4 because different formation heights might change the
character of derived magnetic fields (Evans 1999) and, in ad-
dition, the correlation depends on the field strength in the ana-
lyzed areas (Liu et al. 2012). We add a set of incremental angles
4 In fact we have also tried using the MDI 96-minute magnetograms
compared with HMI magnetograms but the fluctuations in the measured
offsets are somewhat larger than using the MDI 60-second Doppler-
grams compared with HMI Dopplergrams; the MDI 60-second magne-
tograms only have a duty cycle less than 10% in this period so we try
using the 96-minute magnetograms instead.
Fig. 2. (a) P-angle offset δP of MDI with respect to HMI (front camera)
as a function of time. The horizontal dashed line indicates the median
value of δP in this period. (b) Maximum values of Pearson correlation
coefficients corresponding to the measurements in panel (a). (c) The
keyword CROTA2 (nominal P-angle with sign reversed) for MDI (blue)
and HMI (red) in the meantime.
to the nominal P-angle of MDI with a step size of 0.01◦ over
the range 0.1◦–0.3◦ and remap the P-angle adjusted MDI im-
ages to have the same Carrington longitude, solar tilt angle B0,
nominal P-angle, and spatial resolution as that of HMI at the
disk center. The Pearson correlation coefficients are then com-
puted between the remapped MDI and HMI images using pixels
within the center-to-limb angle of 60 heliocentric degrees. The
maximum value of the correlation coefficients and the offset in
P-angle producing the strongest correlation are measured by fit-
ting a parabola through the three closest points to the correlation
coefficient peak. The above procedures are repeated for the 1-yr
long data at 30-minute intervals.
Fig. 2a and 2b show the MDI P-angle offset δP with respect
to HMI (front camera) and the maximum value of the Pearson
correlation coefficients determining the δP as a function of time,
respectively. The keyword CROTA2 (nominal P-angle with sign
reversed by its definition) from the MDI and HMI data records in
the corresponding period are also plotted in Fig. 2c. The MDI in-
strument was nominally aligned with the solar rotation axis since
the deployment of SOHO spacecraft in 1996 and started to flip
180◦ every three months as of mid-2003. Accordingly, MDI’s
CROTA2 is a fixed value of 0◦ or 180◦ alternately after mid-2003.
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But the flight operation of SOHO spacecraft was changed so
that the spacecraft pointed to the ecliptic pole starting 29 Octo-
ber 20105. This implies that MDI’s CROTA2 is no longer a fixed
value after this point. The measured δP gradually drifts between
0.18◦ and 0.24◦ for the most part in this period. Clearly, some
of the sudden changes in δP coincide with the alteration of the
SOHO spacecraft operation, though not all of the discontinuities
in Fig. 2a are concurrent with those in Fig. 2c. Also, the discon-
tinuity of δP jumping from 0.21◦ to 0.23◦ in the middle of June
appeared in the one month’s measurement of the relative roll
angle between MDI and HMI (side camera) magnetograms per-
formed by Schuck et al. (2016, , Fig. 1). The standard deviation
of δP in an individual day is ∼0.002◦ but rises to ∼0.003◦ in the
last few months. Also, the correlation coefficients start drifting
when CROTA2 deviates from constant values.
We have made an attempt to calibrate the notorious image
distortion of the MDI instrument to maximize the correlation co-
efficients. The correction for the elliptic distortion is performed
as in Korzennik et al. (2004, , appendix), where the required pa-
rameters are the CCD tilted angle α, the rotation angle β describ-
ing the direction around which the CCD is tilted, and the effec-
tive focal length feff . With the values in their work (α = 2.59◦
and β = 56◦), the calibration greatly enhances the correlation co-
efficients for the periods when SOHO was flipped but lowers the
coefficients for alternate periods instead. As a compromise, we
adopt the values α = 1.8◦ and β = 50◦ to improve correlations
without causing notable harm for non-flipping periods, but the
correlations are not as good as the results with their values for
flipping periods. The value of feff and the calibration parameters
for cubic distortion are taken from a recent study by Larson &
Schou (2015). The calibration of MDI image distortion applied
here helps achieve a better correlation and smaller fluctuations
in the measured δP. However, it does not account for the discon-
tinuities and long-term variation of δP.
In this work we only apply a constant P-angle correction of
0.21◦ (the median value of δP in this period) to MDI images.
The residuals of time-varying δP are relatively small and have
little effect on our final results.
2.2. Acoustic travel time measurement
The full-disk Dopplergrams of solar p-mode oscillations derived
from the preliminary reduction are mapped onto heliographic
coordinates using equidistant cylindrical projection where both
the heliographic longitude and latitude are evenly spaced with a
map scale of 0.6◦ pixel−1. The interpolation method used for the
mapping is the bicubic spline (e.g., Press et al. 1992, , § 3.6).
For MDI images, an additional P-angle correction is applied
while remapping. Along with the mapping procedure, every 24-
hr time series of images is tracked relative to the midday to re-
move the solar differential rotation at the surface (Chou et al.
1999). The surface rotation rate adopted for each latitude λ is
451.5−65.3 sin2 λ−66.7 sin4 λ nHz (Schou et al. 1998, , Table 2,
derived from Ulrich et al. (1988)). Each resulting data cube has
the size of 120◦ × 120◦× 24hr.
To probe a subsurface meridional flow, we utilize a common-
midpoint deep-focusing scheme (Duvall 2003), in which the
cross-correlation function (CCF) between pairs of points is com-
puted in an arc-to-arc geometry to improve the signal-to-noise
ratio. In order to determine the correct separation distance ∆ be-
tween pairs of points, two arcs in the opposite direction with a
5 SOHO Ancillary Data: Attitude,
http://sohowww.nascom.nasa.gov/data/ancillary/#attitude
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Fig. 3. Left: Schematic plot of an arc-to-arc geometry in the polar pro-
jection with a travel distance of 40◦ and an arc size of 30◦ as an example.
The end points (solid points) on the two arcs all have the same distance
of 20◦ from the central point (cross symbol). The solid lines connect-
ing pairs of points show the great circles. Right: Same configuration
as in the left panel but rotating the coordinates to a different latitude
and transforming into cylindrical projection. Whereas the distances and
azimuths between points are preserved during the coordinate transfor-
mation, the arcs in the right panel are stretched due to the distortion
introduced by the projection. The cross-correlation functions between
pairs of end points connected by the great circles are computed, aver-
aged over different pairs of points, and then assigned to the central point.
The number of points on the arc shown here is less than in real cases for
clarity.
subtended angle of 30◦ and a distance of ∆/2 from the central
point are first laid in the polar projection as shown in the left
panel of Fig. 3. This ensures that the distances and azimuths be-
tween these points are correct since all the lines passing through
the center in this projection are great circles. The arc length of
the interval between adjacent points is set to be ∼0.6◦ in polar
projection. The coordinates are then rotated and transformed into
equidistant cylindrical projection such that the central point is at
the desired location and the two arcs are in the south-north direc-
tion (or in the east-west direction for measurements of center-to-
limb variations) as shown in the right panel of Fig. 3. For points
not on the grid pixels, cubic convolution interpolation (Keys
1981) is used instead of bicubic spline to reduce the computa-
tional burden. After acquiring the desired points in each frame,
the CCFs between pairs of opposite points on the two arcs are
computed, averaged, and then associated with the central points.
The above procedure is repeated for different central points with
a step size of 0.6◦ in longitude and latitude, and for different
travel distances ∆ covering 6◦–50.4◦ in 0.6◦ increments. The arc-
averaged CCFs are further averaged over ±15◦ longitude for the
south-north case or ±15◦ latitude for the east-west case, and then
averaged over 288 days.
If any of the paired points is within an active region, the
CCF of this pair is excluded in the average to avoid the influ-
ence of magnetic fields on the travel-time measurements (Liang
& Chou 2015a). In practice if the field strengths within an area
of 4 × 4 pixels nearest to the location of interest are greater than
a certain threshold value (discussed below), the related CCF is
discarded. The daily magnetograms for determining the active
regions are derived in much the same way as in Liang & Chou
(2015a) but with a P-angle correction for MDI data. A thresh-
old of 50 G is also used to identify the active regions for MDI,
but a smaller threshold of 35 G is used for HMI since the mag-
netic signal of MDI data is greater than that derived from HMI
data by a factor of ∼1.4 (Liu et al. 2012). The difference in the
number of masked pixels between MDI and HMI is less than
10%. Liang & Chou (2015a) showed that the difference between
the travel-time measurements with a threshold of 35 G and 50 G
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is less than 0.04 seconds during the solar maximum. Therefore
the masking procedure used here is not expected to be a major
source of systematic error.
The northward and southward (or eastward and westward)
phase travel times are determined by fitting a Gabor wavelet
to a 20-minute interval in the vicinity of the first skip in 288-
day averaged CCF (Kosovichev & Duvall 1997; Duvall et al.
1997). More precisely, the group travel time computed from the
ray approximation is used as the reference time to determine the
fitting window, and the position of CCF’s peak closest to it is
used as the initial guess for the phase time in the nonlinear least-
squares fitting. Details of the fitting window position are pro-
vided in Appendix A. The differences between southward and
northward phase travel times δτSN (or differences between east-
ward and westward travel times δτEW) are then taken for each
∆ and latitude (or longitude). Here the subscript notations of δτ,
SN and EW, indicate the convention of southward minus north-
ward travel times and eastward minus westward travel times, re-
spectively. Therefore a positive value of δτSN in general corre-
sponds to a northward flow for a near-surface measurement.
3. Results
The P-angle error of MDI data gives rise to an offset in the
δτSN from MDI. In order to investigate its influence, we com-
pute the δτSN from MDI without correcting the P-angle as well.
The travel-time offsets are obtained by subtracting the P-angle
corrected δτSN from the uncorrected δτSN. Fig. 4 shows the
offsets for selected latitudes as a function of travel distance.
The negative values correspond to a systematic southward flow
presumably leaked from the rotation signal because of an ad-
ditional counter-clockwise rotation of the camera with respect
to the fixed Sun. Evidently, the magnitude of these offsets de-
creases with travel distance. Since the equatorial angular veloc-
ity in the convection zone is roughly independent of radius, the
equator-crossing flow induced by the P-angle error should be
proportional to the distance from the center of the Sun (Giles
2000, , § 6.2.3) and hence weaker in the deeper layers. To il-
lustrate the point, we assume a constant differential rotation rate
Ω = 450 nHz in the convection zone and a simple model of the
leaking flow velocity
u = Ω r sin θ sin(δP) θˆ, (1)
where r is the distance from the Sun’s center, θˆ is the unit vector
in the direction of increasing polar angle θ, and δP is set to be
0.21◦. The travel-time difference arising from this leaking flow in
the ray approximation (Kosovichev & Duvall 1997) is estimated
as
δτSN = −2
∫
Γ
1
c2
u · dl, (2)
where the line integral is calculated along the ray path Γ in the
south-north direction across the equator, and c is the sound speed
from the solar model S (Christensen-Dalsgaard et al. 1996). The
result of the ray approximation shown in Fig. 4 is qualitatively
in agreement with observations. This result demonstrates a fea-
sible way to discern whether a cross-equatorial signal is caused
by a real south-north flow or merely an error in P-angle. In the
lower convection zone, these curves deviate from each other and
have greater errors. This indicates that without a proper treat-
ment of the P-angle problem, a systematic error of the same or-
der of magnitude as the meridional flow may be introduced for
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Fig. 4. Offsets between P-angle corrected and uncorrected δτSN mea-
sured from MDI data as a function of travel distance ∆. A negative value
corresponds to a southward flow owing to the P-angle error. The offsets
in δτSN are averaged over 10◦ bands around selected latitudes as labeled
in the legend. Gaussian smoothing, with FWHM=7.2◦ in ∆, is applied
here. The errors of only one curve, computed from the standard errors
of the mean within each 7.2◦ segment, are shown with dashed lines
and those of other curves are similar. The black solid line is a ray ap-
proximation of travel-time differences arising from a simple model of
the leaking flow described in the text. The corresponding radii of lower
turning points from the ray approximation are indicated at the top.
the measurement of meridional circulation even in the lower con-
vection zone. Similarly, we examine the offsets in δτEW but find
that the P-angle correction has almost no effect on δτEW since
a roll angle of 0.21◦ only results in a 0.37% leakage from the
meridional flow (∼0.04 m s−1) and a reduction of the tangential
speed of the solar rotation by a factor of 7 × 10−6 (∼0.01 m s−1).
The comparison of δτSN between MDI and HMI after MDI’s
P-angle has been corrected is shown in Fig. 5. The antisym-
metric part of the east-west travel-time differences, 〈δτEW〉antisym,
representing the center-to-limb variation of MDI and HMI, are
plotted in Fig. 6. These δτs are averaged over four different
ranges of travel distances and binned with an interval of 7.2◦
in latitude (or longitude). Obviously, the δτSNs are dominated
by the center-to-limb variation throughout the entire convection
zone since they both have the same order of magnitude. Also,
they grow with travel distance and become so large for merid-
ional circulation at the base of convection zone that is at odds
with our current theoretical picture of the Sun (Duvall & Hana-
soge 2009). A similar phenomenon is, unsurprisingly, found in
GONG data (Kholikov et al. 2014). In addition, the large-scale
center-to-limb variation in MDI and HMI are quite unlike each
other. The discrepancies between the two data sets are several
times larger than the error bars at mid- and high latitudes. De-
spite the disagreement at large scales, their small-scale variations
are fairly consistent.
To explore the systematic errors further, the symmetric part
of the east-west travel-time differences 〈δτEW〉sym is plotted for
both data sets in Fig. 7. Since the Dopplergrams have been
tracked with the differential rotation rate at the surface, the over-
all nonzero signals are caused by the difference between the sur-
face and internal solar rotation and are expected to be constant
values along the equator. However, the 〈δτEW〉sym from MDI and
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Fig. 5. Comparisons of δτSN between MDI (blue) and HMI (red)
without center-to-limb correction as a function of latitude for differ-
ent ranges of travel distances. A P-angle correction of 0.21◦ is applied
to the MDI observations. The range of travel distances and their corre-
sponding radii of the lower turning point from the ray approximation are
indicated in each panel; the shallowest is shown at the top and the deep-
est at the bottom. The data values are binned every 7.2◦ in latitude. The
error bars give the standard error of the mean in each binning interval.
HMI are neither constant with longitude nor in agreement, thus
revealing another systematic variation. This systematic effect
only appears in the east-west direction, as the δτSN does not have
a symmetric component on the order of one second. Although
the systematic error in 〈δτEW〉sym does not affect the meridional
flow measurement, it has an impact on the time-distance mea-
surement of the solar rotation.
The removal of the center-to-limb variation is carried out
by subtracting 〈δτEW〉antisym from δτSN as suggested by Zhao
et al. (2012). The comparison of center-to-limb corrected δ˜τSN
between MDI and HMI is shown in Fig. 8. This ad hoc cor-
rection reduces the discrepancies between the two data sets to
within one standard error in all travel-distance ranges, and sig-
nificantly altered the magnitudes and even the signs of δτSN. We
note that 〈δτEW〉antisym is much greater than the desired signal
δ˜τSN, especially for the measurements of flows in the lower con-
vection zone. Also the error bars in the lower panels of Fig. 8 are
as large as the signals after averaging over 288 days data and a
large range of travel distances. Both the considerable magnitude
of the center-to-limb variation and the low signal-to-noise ratio
for measurements at large distances demonstrate the difficulty of
obtaining an accurate travel-time measurement of deep merid-
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Fig. 6. Same as Fig. 5, but the travel-time differences are measured in
the east-west direction and antisymmetrized about the central meridian.
ional flow. The error bars at high latitudes in the top panel of
Fig. 8 are rather large because of the effects of foreshortening in
combination with the spatial sampling (Beck & Giles 2005): for
short distance cases, both of the paired points used to compute
the CCF are close to the high-latitude areas and the number of
points on the arc is small as well. We also note a small nonzero
signal at equator, whose value is well within the error bar though.
This nonzero δ˜τSN at the equator is unlikely to be caused by an
instrumental pointing issue because the trend is not the same as
that in Fig. 4. It would be of interest if this nonzero signal still ex-
ists after averaging additional data since the cross-equatorial flux
transport plays a role in some solar dynamo models (Cameron
et al. 2013).
To scrutinize the consistency between MDI and HMI at small
scales, the δ˜τSN without binning is shown in Fig. 9. Noticeably,
the small-scale fluctuations of δ˜τSN from the two data sets match
each other closely for all travel-distance ranges. For a quantita-
tive comparison of the fluctuations, the scatter plots of travel-
time differences from MDI versus HMI are shown in Fig. 10.
Both the corrected and uncorrected travel-time differences are
plotted for comparison. The slopes and offsets of the linear fits
to the scatter plots represent the large-scale systematics of the
center-to-limb variation and P-angle error respectively. The P-
angle correction to MDI images removes the 0.37-sec offset
while the center-to-limb correction adjusts the slope to unity, that
is to say, MDI and HMI results are consistent at large scales after
the two major corrections. On the other hand, the coherence of
small-scale fluctuations is indicated by high correlations (0.93)
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Fig. 7. Same as Fig. 6, but the symmetric part of the east-west travel-
time differences are shown instead of the antisymmetric part.
between MDI and HMI, which suggests that these fluctuations
are of solar origin since they are present in both data sets. Un-
like the significant influence of corrections on large scale, the ef-
fect of the corrections on the Pearson correlation coefficients is
inconsequential. In this work we do not smooth the δτEW when
applying center-to-limb correction. In other words, the δ˜τSN con-
sists of the fluctuations both from δτSN and δτEW. The persis-
tence of the correlation after the center-to-limb correction im-
plies that the degree of consistency of δτEW in small scale is as
high as that of δτSN.
4. Summary and discussion
By comparing the time-distance measurements from MDI data
with those from HMI data, we explore the influences of two
major systematic errors, the MDI P-angle misalignment and the
center-to-limb variation, on the acoustic travel-time differences
arising from meridional circulation. The methods for correcting
the systematics are examined, assuming that contemporaneous
data from different instruments should give the same meridional
flow measurement in spite of different observation heights in the
solar atmosphere.
We determine the P-angle drift δP of MDI by cross-
correlating medium-` Dopplergrams from MDI with those from
HMI (front camera) and found a temporal variation. Some of the
discontinuities in the time-varying δP are related to the changes
of the SOHO spacecraft flight operation. The δP leads to a travel-
distance-dependent offset in the south-north travel-time differ-
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Fig. 8. Same as in Fig. 5 but the center-to-limb variation of both data
sets have been removed by subtracting 〈δτEW〉antisym from δτSN; the ver-
tical scales are different from Fig. 5.
ences δτSN from MDI. This travel-time offset decreases with in-
creasing travel distance. Also, the offsets at different latitudes are
in line with each other in this regime. However, these offsets be-
gin to fluctuate and depart from each other as the lower turning
points to which the travel distances correspond reach the lower
convection zone. This indicates that a P-angle problem should
be handled with caution for the deep meridional flow measure-
ments, otherwise it would introduce a systematic error of the
same order of magnitude as the meridional flow in the convec-
tion zone.
The δτSN measured from MDI and HMI data are dominated
by large-scale center-to-limb variations, which grow with travel
distance and have different patterns for MDI and HMI. The anti-
symmetrized east-west travel-time differences 〈δτEW〉antisym rep-
resent the center-to-limb variation to a large extent. After sub-
tracting 〈δτEW〉antisym from δτSN, the center-to-limb corrected
δ˜τSN from MDI and HMI agree with each other within the 288-
day error bars. In Zhao et al. (2012), they only examined the
center-to-limb correction at a near-surface layer with 10 days of
data. Our results show that this ad hoc method seems to be valid
throughout the entire convection zone, even at the base, which
gives us the confidence in the correction and measurement of
the deep meridional flow. In addition, the small-scale fluctua-
tions in both data sets are highly correlated, which implies that
they are of solar origin. The highly correlated fluctuations be-
tween MDI and HMI data are also observed in the measure-
ments of supergranulation (Švanda et al. 2013; Williams et al.
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Fig. 9. Same as in Fig. 8, but for δ˜τSN without binning in latitude. The
small-scale fluctuations of both data sets match each other very well,
indicating their solar origin.
Fig. 10. Left: Scatter plot of δτSN from HMI (y-axis) vs. MDI (x-axis)
for all available latitudes and travel distances ranging from 10.2◦ to 45◦.
The center-to-limb variation and MDI P-angle error are not corrected.
Right: Same as in the left panel but with corrections to the center-to-
limb variation and the MDI P-angle. The red lines refer to linear func-
tions that fit the data points assuming equal errors in both coordinates
(Press et al. 1992, , § 15.3). The Pearson correlation coefficients, rxy,
between the two data sets and the fitted linear functions are labeled in
each panel.
2014) and in a direct comparison of Dopplergrams as shown in
Sect. 2.1 and in Howe et al. (2011a). Most of these fluctuations
should be ascribed to realization noise due to the stochastic ex-
citation of acoustic waves by turbulent convection, but they may
also include scattering by intermediate-scale convection (Gizon
& Birch 2004).
The shallowest measurements of δ˜τSN, shown in the top
panel of Fig. 8, exhibit some irregular features at high latitudes.
One likely cause is that the medium-` data have little p-mode
power for waves traveling in the near-surface layers. In addi-
tion, the foreshortening effect reduces the image resolution at
high latitudes as mentioned in Sect. 3. As a consequence, the
δ˜τSN, merely averaged over 288 days in this work, are severely
influenced by realization noise at high latitudes for the shallow
measurements. We also note that a rapid change in δτ at high
latitudes appears in the GONG data analysis by Kholikov et al.
(2014). They suggested that the possible causes for the varia-
tions at high latitudes are either a systematic effect resulting from
the solar B0 variation or the use of the center-to-limb correction
method.
In the course of data analysis we find that the MDI δτ
give inconsistent results when the SOHO spacecraft was “upside
down”, which had been reported in the past (Duvall & Hana-
soge 2009; Howe et al. 2011b; Liang & Chou 2015a,b). Fig. 11
shows the δ˜τSN from MDI and HMI averaging over the periods
when SOHO was flipped (CROTA2 > 170◦; 151 days) and upright
(CROTA2 < 10◦; 137 days), respectively. Comparing Fig. 11 to
the third panel in Fig. 8, it appears that the discrepancies of δ˜τSN
between the two data sets largely come from the MDI flipped
periods. While the calibration of MDI image distortion does im-
prove the correlation between MDI and HMI, the inconsistency
due to the instrument flipping remains unresolved. This system-
atic error would become conspicuous when multiple-year data
are utilized in which the noise level would be much lower than
this work. Besides, it is inconvenient that MDI instrument al-
ways flipped in the periods when the solar tilt angle B0 is close to
zero, which places one in a dilemma of choosing between large-
B0 images or images for which MDI is flipped when studying a
long-term variation of meridional circulation with time-distance
analysis. It would be useful in future work to develop a better
model of MDI image distortion and of MDI point-spread func-
tion (PSF), which may help understand the physical origin of
this systematic error. In particular, the imperfect knowledge of
the MDI PSF has been shown to be a limitation for high-degree
modes (Korzennik et al. 2004, 2013). It might also be useful to
better understand the Doppler calibration and height sensitivity
for the two instruments.
Although our study shows a remarkable degree of consis-
tency between MDI and HMI, some limitations and caveats in
this work have to be addressed. First, this comparison cannot rule
out the systematic errors affecting both data sets in the same way.
Second, it had been estimated that a reliable measurement for
the meridional circulation at the base of the convection zone re-
quires more than one decade of continuous observations (Braun
& Birch 2008). Thus, the signal-to-noise ratio of our 288-day
measurement is far from enough to show that the ad hoc correc-
tion suffices for the deep meridional flow measurement. Finally,
in this article we have not studied time-varying systematic errors,
such as the error related to the annual variation of solar B0 an-
gle (González Hernández et al. 2006; Zaatri et al. 2006) and the
long-term variation of the center-to-limb effect (Liang & Chou
2015b), which would require longer contemporaneous data sets.
Hence, it would be worth comparing more than a decade of
GONG data with the MDI or HMI data in future work.
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Fig. 11. Comparison of δ˜τSN between MDI (blue) and HMI (red) using
data in the periods when SOHO spacecraft was “upright” (upper) and
“upside down” (lower). The data are averaged over the travel-distance
range 20.4◦–34.2◦ as in the third panel of Fig. 8. Unlike in the non-
flipping periods, the discrepancies between the two curves become no-
ticeable in the flipping periods.
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Appendix A: Position of the fitting window
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Fig. A.1. Examples of 288-day averaged cross-correlation function ob-
tained from MDI (left) and HMI (right) as a function of distance, ∆, and
time lag, τ. They are computed in the south-north direction and aver-
aged over ±15◦ longitude and ±15◦ latitude. A 20-minute window that
isolates the first-skip branch of the cross-correlation function is used
in the fitting (20 data points for MDI and 27 data points for HMI). In
both panels, the blue curve represents the fitted phase time and the red
curves indicate the border of the fitting window for each ∆. The center
positions of the fitting window and the fitted phase times for every 3◦ of
travel distance are listed in Table A.1.
Table A.1. Center positions of the fitting window and the fitted phase
times
∆ τ
(ray)
g τ
(MDI)
ctr τ
(HMI)
ctr τ
(MDI)
ph τ
(HMI)
ph
(deg) (min) (min) (min) (min) (min)
6 44.79 47.5 47.25 44.44 44.42
9 52.55 55.5 54.75 52.02 52.02
12 58.84 61.5 61.50 58.49 58.49
15 64.17 66.5 66.75 63.81 63.80
18 68.82 71.5 71.25 68.50 68.49
21 72.94 75.5 75.75 72.61 72.61
24 76.62 79.5 78.75 76.31 76.31
27 79.95 82.5 82.50 79.65 79.64
30 82.97 85.5 85.50 82.66 82.66
33 85.71 88.5 88.50 85.40 85.39
36 88.23 90.5 90.75 87.89 87.88
39 90.53 93.5 93.00 90.18 90.18
42 92.63 95.5 95.25 92.32 92.31
45 94.58 97.5 96.75 94.29 94.28
48 96.43 98.5 99.00 96.21 96.21
51 98.20 100.5 100.50 97.94 97.93
54 99.90 102.5 102.75 99.63 99.63
57 101.53 104.5 104.25 101.21 101.19
60 103.08 105.5 105.75 102.74 102.73
Notes. The group time, τ(ray)g , based on the ray approximation is used
as the reference time to determine the fitting window. Modes with fre-
quency of 3.33 mHz are used in the ray approximation. Because the
theoretical τ(ray)g are roughly half a period (2.5 minutes) smaller than
the observed group times (the center position of the fitted Gaussian en-
velope) for travel distances in this regime, we round off the τ(ray)g plus
2.5 minutes to the nearest grid point as the center position of the fitting
window, τctr. The position of CCF’s peak closest to τ
(ray)
g is used as the
initial guess for the phase time, τph, in the fitting. The fitted τph for the
CCFs in Fig. A.1 are listed in the table for comparison.
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