Visual heading estimation is subject to periodic patterns of constant (bias) and variable (noise) error. The nature of the errors, however, appears to differ between studies, showing underestimation in some, but overestimation in others. We investigated whether field of view (FOV), the availability of binocular disparity cues, motion profile, and visual scene layout can account for error characteristics, with a potential mediating effect of vection. Twenty participants (12 females) reported heading and rated vection for visual horizontal motion stimuli with headings ranging the full circle, while we systematically varied the above factors. Overall, the results show constant errors away from the fore-aft axis. Error magnitude was affected by FOV, disparity, and scene layout. Variable errors varied with heading angle, and depended on scene layout. Higher vection ratings were associated with smaller variable errors. Vection ratings depended on FOV, motion profile, and scene layout, with the highest ratings for a large FOV, cosine-bell velocity profile, and a ground plane scene rather than a dot cloud scene. Although the factors did affect error magnitude, differences in its direction were observed only between participants. We show that the observations are consistent with prior beliefs that headings align with the cardinal axes, where the attraction of each axis is an idiosyncratic property.
Introduction
The central nervous system is able to estimate heading (i.e., the direction of horizontal linear selfmotion) from optic flow information (Gibson, 1950) .
Optic flow refers to the pattern of motion generated as reflections of objects in the field of view (FOV) move across the retina when we move. For movement along a straight path, this pattern radially expands from a single point along the direction of heading-the focus of expansion (FOE) . Heading can be estimated by localizing this point. When the FOE lies outside the FOV, the direction of heading cannot be derived from the FOE, but may be estimated from the direction of vectors represented in the optic flow Lappe, Bremmer, & Van den Berg, 1999) .
Although errors in heading estimation are generally in the order of a few degrees (Telford, Howard, & Ohmi, 1995; W. H. Warren & Kurtz, 1992; W. H. Warren, Morris, & Kalish, 1988) , systematic patterns in both constant (bias) and variable (noise) errors have been reported (Crane, 2012; Cuturi & MacNeilage, 2013; de Winkel, Katliar, & Bülthoff, 2015 , 2017 . It has been proposed that these errors have a neurophysiological cause: Visual optic flow cues are processed in the dorsal medial superior temporal (MSTd) area of the brain, and the distribution of preferred directions among neurons in this area has been found to be skewed toward lateral directions (Gu, Fetsch, Adeyemo, DeAngelis, & Angelaki, 2010; Saito, Yukie, Tanaka, Hikosaka, Fukada, & Iwai, 1986) . It has also been shown that this could lead to constant errors away from the fore-aft axis (overestimation) and to smaller variable errors for heading angles closer to the cardinal axes (Gu et al., 2010) . From an evolutionary perspecCitation: de Winkel, K. N, Kurtz, M., & Bülthoff, H. H. (2018) . Effects of visual stimulus characteristics and individual differences in heading estimation. Journal of Vision, 18(11):9, 1-17, https://doi.org/10.1167/18.11.9.
tive, such skew in the distribution of preferred directions could be advantageous because we mostly move along the direction of our gaze (Cuturi & MacNeilage, 2013) .
However, whereas some studies indeed find that heading estimates are biased away from the fore-aft axis (overestimation; Cuturi & MacNeilage, 2013; Telford & Howard, 1996; R. Warren, 1976) , other studies report biases toward the fore-aft axis (underestimation; d 'Avossa & Kersten, 1996; de Winkel et al., 2015; van den Berg & Brenner, 1994a ). This result is not readily explained by the observations on preferred directions in neural populations. Moreover, recent work has suggested that the direction of bias may differ between individuals (de Winkel et al., 2015 (de Winkel et al., , 2017 ).
An assessment of previous studies shows a considerable variability in the characteristics of the visual stimuli that were used, suggesting that the choice of visual stimulus may affect errors in heading estimation. In the present study, we investigate empirically whether and how various characteristics of the visual stimulus affect errors in heading estimation. In the following, we list general properties of visual stimuli and discuss previous findings on how each of these properties may affect errors in heading estimation.
Field of view
A salient difference between stimuli used in different studies is the size of the FOV. The equipment used in past studies varied between head-mounted displays (Hummel, Cuturi, MacNeilage, & Flanagin, 2016) , projection screens (de Winkel et al., 2015 (de Winkel et al., , 2017 Gu, DeAngelis, & Angelaki, 2007) , LCD screens (Crane, 2014; Cuturi & MacNeilage, 2013) , and plain monitors (d 'Avossa & Kersten, 1996; W. H. Warren & Kurtz, 1992) , varying in resolution and display size. Due to these differences, the FOV ranged from 408 by 328 (W. H. Warren & Kurtz, 1992) to 1608 by 1008 (Johnston, White, & Cumming, 1973) , horizontal by vertical, respectively, with most current studies employing a FOV of around 1008 by 808 (Butler, Campos, & Bülthoff, 2015; Crane, 2014; Cuturi & MacNeilage, 2013) .
The FOV may affect heading estimation by means of the FOE: When the FOE is outside the FOV, heading cannot be estimated by locating the FOE. In this case, the central nervous system may estimate heading by triangulation of vectors based on reference points in the optic flow (Koenderink & van Doorn, 1987) . For small FOV, constant errors predominantly indicate bias toward the fore-aft axis (Li, Peli, & Warren, 2002; W. H. Warren & Kurtz, 1992) , and variable errors are increased compared to larger FOV (Crowell & Banks, 1993; Gu et al., 2007; MacNeilage, Banks, Berger, & Bülthoff, 2007) .
Stereopsis
A second difference between studies is the availability of binocular disparity cues, and thus the possibility of stereopsis. Some studies presented stimuli without stereoscopic disparity cues-either monocular (Banks, Ehrlich, Backus, & Crowell, 1996; Crowell & Banks, 1993) or binocular, but with the same image for both eyes (de Winkel, Weesie, Werkhoven, & Groen, 2010; Johnston et al., 1973) . Other studies presented stimuli with binocular disparity cues, using either active stereo glasses (de Winkel et al., 2015 (de Winkel et al., , 2017 Fetsch, Turner, DeAngelis, & Angelaki, 2009) or anaglyph glasses (Crane, 2012; Butler, Smith, Campos, & Bülthoff, 2010) .
The availability of disparity cues in optic flow stimuli provides an additional source of information for the observer, especially in terms of depth order. The depth order reflects the relative distance of objects in the environment and can be used to distinguish between self-motion and eye movement or random movements in the optic flow. The ability to make this distinction may improve localization of the FOE, and thereby reduce error in heading estimates. Interestingly, most studies reporting overestimation of heading used stimuli with disparity (Crane, 2012; Cuturi & MacNeilage, 2013; Telford & Howard, 1996) whereas studies without disparity primarily report underestimation (Johnston et al., 1973; Li et al., 2002; W. H. Warren & Kurtz, 1992) . However, the availability of disparity cues is not a perfect predictor for the direction of the bias (de Winkel et al., 2015; R. Warren, 1976) . Variable errors are smaller when stereoscopic depth cues are available (van den Berg & Brenner, 1994b) .
Scene layout
Various visual scenes have been used throughout studies, differing in both content and layout. Most studies used either a variation of a random dot cloud or star field stimulus (Butler et al., 2010; Crane, 2012; W. H. Warren & Kurtz, 1992) , but differed considerably with respect to the objects that the clouds consisted of: Gaussian blobs (Butler et al., 2010) , frontoparallel triangles (Crane, 2012; Cuturi & MacNeilage, 2013; Gu et al., 2010) , circles (de Winkel et al., 2010) , round particles (de Winkel, 2015 (de Winkel, , 2017 , single pixels (W. H. Warren & Kurtz, 1992) , or even human figures (MacNeilage et al., 2007) . Likewise, studies also differed with respect to the scene layout: Some included a ground plane (Royden, Banks, & Crowell, 1992 ; W.
H. Warren & Kurtz, 1992; de Winkel et al., 2015 de Winkel et al., , 2017 , whereas others did not (Crane, 2012; Cuturi & MacNeilage, 2013; Gu et al., 2007) . Early research has shown that basic optic flow patterns are sufficient for perceiving heading and that heading judgments are largely independent of three-dimensional (3-D) layout and density of dots (W. H. Warren et al., 1988) . However, similar to the presence or absence of binocular disparity cues, the presence or absence of a ground plane affects the type and amount of information from which the observer can judge heading. Koenderink and van Doorn (1987) pointed out that reference points in the visual scene support distance judgment of self-motion when knowledge about the layout of the points is available. This is, for example, the case when the points lie in a plane. In this case, the availability of more reference points helps to resolve uncertainty in the motion parallax and could affect error in heading estimates. Li and colleagues (2002) found that textured ground planes reduce constant error for small FOVs. Moreover, heading estimation could be affected by ground planes because the horizon adds a prominent cue to the scene. For instance, van den Berg and Brenner (1994a) found a bias toward the fore-aft axis when the depth of the horizon was reduced. Most studies reporting a bias away from the fore-aft axis used clouds of dots (Crane, 2012; Cuturi & MacNeilage, 2013; Hummel et al., 2016) , while studies reporting a bias toward the fore-aft axis mostly relied on displays with a ground plane (de Winkel et al., 2015; Li et al., 2002; W. H. Warren & Kurtz, 1992) .
Motion profile
As a final factor, we consider the stimulus motion profile. Some studies have used constant velocity profiles (Johnston et al., 1973; Li et al., 2002; W. H. Warren & Kurtz, 1992) , whereas others have used variable velocity profiles (Crane, 2012; Cuturi & MacNeilage, 2013; Telford & Howard, 1996) . The latter, featuring acceleration and deceleration phases, may be considered more naturalistic, as self-motion in the real world has similar characteristics (Butler et al., 2015) . Most studies reporting overestimation used raised cosine-bell velocity profiles (Crane, 2012; Cuturi & MacNeilage, 2013; Hummel et al., 2016) , whereas most studies reporting underestimation use constant velocity profiles (Johnston et al., 1973; Li et al., 2002; W. H. Warren & Kurtz, 1992) . However, there are again exceptions to this pattern (de Winkel et al., 2015 (de Winkel et al., , 2017 R. Warren, 1976) . Butler and colleagues (2015) report that heading estimates are more precise for raised cosine-bell velocity profiles than for constant velocity profiles.
Vection
Taken together, the above factors suggest another possible factor that may affect heading estimation errors. Whereas FOV, stereopsis, scene layout, and motion profile may have direct effects on heading estimation, these factors have also been found to affect vection, which is the visually induced sensation of selfmotion. When vection is rated higher, observers feel more present in the displayed scene and the scene feels more compelling to them (Riecke, Schulte-Pelkum, Avraamides, Heyde, & Bülthoff, 2006) . With more compelling vection, observers are more likely to interpret a visual stimulus as reflective of self-motion rather than object motion (Palmisano, 1996) . Peripheral vision, and therefore the size of the FOV, strongly affects vection (Habak, Casanova, & Faubert, 2002) . Although FOVs of around 608 are sufficiently large to induce vection (Andersen & Braunstein, 1985; Pretto, Ogier, Bülthoff, & Bresciani, 2009) , displays with larger FOVs or even floor projection improve vection nonetheless (Trutoiu, Streuber, Mohler, Schulte-Pelkum, & Bülthoff, 2008) . Similarly, stereoscopic displays have been shown to induce more compelling vection (Palmisano, 1996 (Palmisano, , 2002 Ziegler & Roy, 1998) . More realistic scene layouts may also improve vection: The presence of a ground plane was shown to affect vection (Brandt, Wist, & Dichgans, 1975; Nakamura & Shimojo, 1999) , and more naturalistic scenes were also shown to increase vection (Riecke et al., 2006) . Finally, motion profiles with variable velocity have been shown to more effectively induce vection than constant velocity profiles (Palmisano, Allison, & Pekin, 2008) .
Since vection may be considered a reflection of the compellingness of a visual stimulus as indicative of selfmotion, and the perceived direction of motion depends on the interpretation of the visual stimulus' causality, vection may have a mediating role on the nature of errors in heading estimation.
Present study
Although the above factors each appear to affect errors in heading estimation predominantly in a particular direction, none of the factors alone forms a perfect predictor. The interpretation of the findings of previous studies is further complicated by the fact that whereas a particular factor may have been systematically varied, other factors were kept constant, with different choices for these constants between studies. We hypothesize that the size of the FOV, stereopsis, scene layout, and motion profile each affect errors in heading estimation, and that vection acts as a mediating variable. In an experiment, we presented participants with optic flow stimuli with heading angles ranging the full circle in 16 equidistant steps, and asked them to report heading and vection, while we systematically varied the factors mentioned above. Using path analyses, we determined whether the above factors affect the nature of errors in visual heading estimation.
Methods

Ethics statement
The study was conducted in accordance with the Declaration of Helsinki. Participants were employees of the Max Planck Institute in Tübingen, Germany, or were recruited from the institute's participant database. Written informed consent was obtained from all participants prior to participation. The experiment was approved by the ethical committee of the faculty of Behavioural, Management, and Social Sciences of the University of Twente in Enschede, the Netherlands (Request number 17217).
Participants
Measurements of 20 participants (12 female) were obtained in the study. Participants had a mean age of 25.80 years (SD ¼ 3.53), ranging from 22 to 38 years. All subjects had normal or corrected-to-normal vision.
Equipment
The experiment was conducted in the virtual environment of the BackproLab at the Max Planck Institute in Tübingen, Germany. The setup consisted of a large back projection screen, spanning over 2.16 m horizontally and 1.62 m vertically, and a single SXGAþ projector (Christie Mirage Sþ3K DLP; Christie, Cypress, CA) with a resolution of 1400 by 1050 pixels. Participants were seated at an eye-height of around 1.33 m and a distance of around 1.10 m in front of the projection screen (Figure 1 ). Stereoscopic stimuli were displayed using active 3-D glasses (NVIDIA 3D Vision Pro LCD shuttered glasses; NVIDIA, Santa Clara, CA). The resulting setup filled a field of view of about 908 horizontally by 508 vertically. During the experiment, participants' heads were stabilized using a chin rest. The view of the participants was masked so that only the screen and devices for response collection were visible. A fixation cross was not implemented because it would allow participants to adopt a strategy where elements of the scene are tracked relative to this point, rather than provide estimates of their heading. Heading estimates were collected using a pointer device. The pointer device consisted of a stainless steel rod of about 15 cm, connected to a potentiometer. Participants held the rod at the long end and aligned the short end such that it pointed in the direction of the perceived heading ( Figure 1 , left panel). The rod could be freely rotated on the horizontal plane and provided a , 0.18 resolution. Vection ratings were collected using a numerical keypad, attached to the pointer device ( Figure 1 , right panel). 
Task and stimuli
We used optic flow stimuli that simulated linear translation in the horizontal plane with different headings. Heading direction and properties of the visual stimulus were varied across trials. For each experimental trial, participants were tasked to indicate the perceived heading using the pointer device, and to report the strength of vection using the numerical keypad. The heading estimates obtained from the pointer device were practically continuous circular data (resolution , 0.18); vection was measured on a 7-point scale, where a score of 1 ¼ absence of a feeling of selfmotion, and 7 ¼ compelling sensation of self-motion.
Properties of the visual scene were varied by manipulating the two-level factors FOV, disparity (stereopsis), scene (scene layout), and profile (motion profile). The levels of the factor FOV varied between an unrestricted (dummy coded ''1'') and a restricted view (''0''). For the unrestricted view, the FOV was 908 (horizontal) 3 508 (vertical); for the restricted view, the edges of the simulation were masked digitally, resulting in an FOV of 458 3 508.
Stereopsis was manipulated by generating visual stimuli with (''1'') or without disparity information (''0'') in conjunction with active 3-D glasses. Participants wore the glasses throughout the experiment.
The two types of visual scene were either a random dot cloud (''1'', Figure 2 , left panel) or a random dot ground plane (''0,'' Figure 2 , right panel). Dots in both types of stimuli were limited-lifetime particles with a lifetime of 1 s, randomly distributed in either a rectangular volume or along the ground plane. The rectangular volume had dimensions of 10 3 10 3 10 m, and the ground plane was 10 3 10 m. Dot density in the cloud was 10 dots/m 3 and dots had a size of 5 cm. Dot density in the plane was 50 dots/m 3 and dots had a size of 2.5 cm. Dimensions, size, and density of the dots were based on pilot sessions. They were chosen so that their size, number, and the resulting impression of depth were comparable across conditions. Dots in both scenes were bright gray on a dark gray background to improve the efficacy of the stereoscopic display and prevent ghosting.
Translations of the camera through the virtual environment either had a motion profile with constant velocity (''0'') or a variable velocity motion profile (''1''). The constant motion profile had a velocity of 0.075 m/s; the variable velocity profile v(t) was In each experimental condition, heading was varied as a covariate. Headings were sampled from the range of possible headings (61808) in 16 evenly spaced steps (622.58), starting at 6168.758 (i.e., [-168.75, -146.25, -123.75, . . .] ). The cardinal axes were omitted because errors for these headings cannot be unambiguously classified as under-or overestimations. Positive angles represented clockwise or rightward directions, and negative angles represented counterclockwise or leftward directions. There were three repetitions of each type of stimulus, resulting in 2 4 3 16 3 3 ¼ 768 experimental trials.
Stimuli were generated using the Unity game engine (Unity Technologies, San Francisco, CA, version Unity 4.2.0f4) and were controlled during the experiment using Simulink (MathWorks, Natick, MA).
Procedure
Prior to the experiment proper, participants were informed about the experimental goals and procedures. After participants provided written informed consent, they were seated in front of the screen and asked to place their head on a chinrest. Once seated, they were familiarized with the setup. Thirty practice trials were conducted to ensure their understanding of the task and to familiarize them with the experiment. Feedback was given if large errors were noticed by the experimenter. The order of conditions and headings in the practice trials was identical for all participants. During the actual trials, conditions and headings were presented in random order. Participants were tasked to provide their heading estimates and vection ratings at the end of each trial as accurately as possible. After confirming their responses by button press, they could initiate the next trial via an additional button press. The experiment was divided in two sessions of 90 min each, with short breaks every 12 min. The sessions were completed on two different days to ensure alertness and minimize strain on the participant.
Definitions
We define constant errors as the angular difference between response r and stimulus heading h (in radians):
Here, ArgðÁÞ is the argument of the complex number, yielding an angle, and i is the imaginary unit. We interpret values further away from the fore-aft axis than the stimulus heading angle as overestimations.
To analyze variable errors, we calculated the angular standard deviation m over r n as obtained in the n repetitions of each experimental condition as
Responses that appeared to be shifted 1808 relative to the stimulus (see Exploratory data analysis section) were treated as outliers and omitted from this calculation, because they would inflate the estimated value of m unnecessarily. Conditions for which not enough observations remained to estimate the standard deviation were also excluded from further analyses.
Results
The data analysis was divided in two parts. First an exploratory data analysis was performed, and second the hypotheses put forward in the Introduction were assessed using path analyses.
Exploratory data analysis
The exploratory analysis suggested that heading estimates followed a bimodal distribution. Specifically, responses appeared to be either similar to the stimulus heading, or shifted by 1808 (prad). Figure 3 below illustrates this observation. To test this formally, we fitted a unimodal and a bimodal model to the data and compared their fits using the adjusted Akaike Information Criterion (AIC c ). In the unimodal model, responses r were considered a Von Mises distributed random variable: r ; Mðl; jÞ ð5Þ with mean l and concentration parameter j as
Here atan is the four-quadrant inverse tangent and h is the heading angle. The model parameters for l, b 0 , and b 1 reflect the constant error in heading estimates. Specifically, they reflect a constant offset and the strength of the bias, respectively. The parameters for j, c 0 , and c 1 reflect the constant and periodic part of the variable error. This model was adopted from (de Winkel et al., 2015 (de Winkel et al., , 2017 . The corresponding density function is specified as
where f M represents the Von Mises density function. The bimodal model was a mixture of the above model and a version of the same model where the mean l was shifted by 1808 (prad), with parameter P inv that specifies the weight of the nonshifted component. The density function is
The model parameters b 0 , b 1 , c 0 , c 1 , and P inv were treated as free parameters, and their values were estimated by minimizing the model negative loglikelihood (i.e., by the method of maximum-likelihood; Fisher, 1925) . Parameter b 1 , indicative of the direction of constant errors, was smaller than 1 (indicating underestimation of heading angle) for five out of 18 participants (Participants 4, 5, 8, 9 , and 18), and larger than 1 (indicating overestimation) for the others. All estimated coefficients are available in Supplementary  Table S1 .
Comparison of the model adjusted AIC c (Supplementary Table S2 ) scores indicated that responses should indeed be treated as coming from a bimodal distribution for 15 out of 18 participants. Within this group, the minimum difference between AIC c scores was 89.83, providing decisive evidence in favor of the bimodal model (p ¼ 3.12 3 10 -20 ; Motulsky & Christopoulos, 2004) . For the remaining participants (Participants 1, 12, and 14), responses were unimodal. The percentage of shifted trials varied between individuals, ranging from 0% to 24.22% (186 out of 768 trials), with an average of 3.16%, and totaled 485 out of 13,824 trials.
The model fits also indicated an inability to perform the task and/or that data collection was corrupted for Participants 11 and 13, with circular standard deviations exceeding 308 and, for Participant 13, a parameter estimate of b 1 near 0, which implies that responses were not related to the stimulus. These two participants were excluded from further analysis.
Path analyses
The hypothesized relations between characteristics of the visual stimuli, vection, and constant/variable errors in heading estimation, as well as possible relations between these variables and observations made on component membership in the exploratory data analysis, were assessed by performing path analyses. Path analysis is a form of structural equation modeling (SEM; Kline, 2004) . This is a family of models and methods used to estimate relationships between measured and latent (i.e., unobserved) variables, where variables can simultaneously function as cause and effect, allowing one to explicitly model mediating effects. Path analysis is a special case of SEM, in which there are no latent factors.
For each of the dependent variables component membership, constant error, and variable error, the path model had the same structure. The dependent variables were predicted from (a) the dichotomous variables (factors) FOV, disparity, profile, and scene layout; (b) the continuous variable heading; (c) the interactions between heading and the dichotomous variables; and (d) vection rating. Vection rating was itself also predicted by the dichotomous variables, and thus functioned as a mediating variable. The model has 5 degrees of freedom (df) that correspond to the omission of paths that specify interaction effects between heading and the factors on vection. The path model structure is presented in Figure 4 .
The model was fitted separately for each dependent variable. The reason for this is that the datasets differed: For the analysis of component membership, only data from Participants 5 and 7 were included, as these were the only participants for whom there was at least a single shifted responses in each experimental condition. Data from all the participants were used to model constant error, but responses from the distribution shifted by 1808 (as per the exploratory data analysis) were omitted. For the analysis of variable errors, circular standard deviations were calculated over the responses to the three repetitions of condi- tions, thus reducing the number of data points by a factor of three. Because the data included in the analysis of the dependent variables differed, the coefficients for the regression of vection may also differ slightly.
To account for the interpersonal variability observed in the exploratory analysis, the models for constant and variable error were fitted separately for participants who were found to either over-or underestimate heading, as per the exploratory data analysis.
Because of the sinusoidal nature of the relationship between h and errors in heading estimation, the value of h was transformed into sin 2h before being used in the analysis of component membership and constant error, and into sin 2h j j for the analysis of variable error, reflecting the behavior of a model used in previous work (de Winkel et al., 2015 (de Winkel et al., , 2017 . Interaction terms between the transformed h variables and each of the factors were included to specifically address the hypotheses on the nature of errors in heading estimation.
The transformed values of h as well as the interaction terms were initially included to predict both the dependent variable and the vection rating. However, these models did not provide a very good fit and suggested that vection rating was not affected by these variables. Because these relations were also not specifically hypothesized, they were not included in the version of the models presented here.
Path analyses were conducted in R (R Foundation for Statistical Computing, Vienna, Austria, version 3.4.3) using the lavaan package (Rosseel, 2012 ). An Rmarkdown document with the path analysis scripts is available as Supplementary Appendix S1.
As a guide for interpretation of the results and the translation of coefficients presented in Table 1 into the models in Figure 5 , consider the following example on how constant errors and variable errors m are calculated for the group of participants who overestimated heading, for the condition where the scene has a level of 1 (dot cloud), and the other factors have level 0. The example uses only coefficients that were found to be significant in the analysis. Constant errors for the dot cloud scene (SCN ¼ 1) are composed of the intercept, the periodic effect of heading, and the interaction between heading and scene: ¼ -2.018 þ (9.847 þ 2.355) sin 2h. The analysis of m was performed on log-transformed data (m T ); therefore, we performed the inverse operation to calculate the standard deviations in degrees. For the present example, the function describing the variable error is: m ¼ exp(2.031 -0.240 þ (0.337 þ 0.358) sin 2h j j). The resulting predictions on mean and standard deviation correspond to the blue line and shaded area in the panel with code ''0001'' of Figure 5 at the end of the section.
Component membership
An analysis of component membership was performed to assess whether the bimodal nature of the responses that was observed for the majority of participants could be related to experimental manipulations. The model was fitted to the data of Participants 5 and 7, as these were the only participants who had at least a single shifted response in all experimental conditions. Responses that were classified as being shifted by 1808 relative to the stimulus were given a score of 0 for component membership; responses that were not shifted were given a score of 1. To model this dichotomous dependent variable, the lavaan package uses a probit link function. The model was fitted to the data of the two participants individually, yielding 10 df (5 3 2) and 1536 observations. The v 2 test indicated that the null hypothesis that the model fits the theory should not be rejected: v 2 (10) ¼ 5. (Kline, 2005) . Component membership was affected by scene layout for one participant (Participant 5) and by vection rating for both participants. For scene layout, the significant case had a coefficient of -1.047, indicating that the dot cloud stimulus was more likely to yield responses from the shifted distribution than the ground-plane stimulus. The average coefficient for vection rating was 0.172 (0.121, 0.222), indicating that nonshifted responses were associated with higher vection ratings.
Vection rating itself was found to be affected by FOV and scene layout for one of the two participants (Participant 5). An unrestricted FOV increased the vection rating by 0.751, compared to the restricted condition, and the dot cloud increased vection ratings by 0.345, compared to the dot ground plane condition. . Experimental data and model fits for each experimental condition, split by those participants who were found to overestimate (blue) or underestimate (orange) heading in the exploratory data analysis. Each panel shows the data of a single experimental condition, which is specified by the four-digit code in the top left of the panel. The code corresponds to the level of the disparity, FOV, profile, and scene factors, in that order. The fitted models take into account only those parameters that were found to differ from zero (see Table 1 ). Note that whereas the magnitude of the heading-dependent bias varies between conditions, the sign of the bias does not change within the groups. Data for the two groups was offset by 638 relative to the actual stimulus heading to improve visibility of the data points.
An overview of all estimated coefficients and the R code to run the analyses are available as supplementary materials in Supplementary Table S3 and Supplementary Appendix S1, respectively.
Constant error
The second analysis was aimed at assessing whether the nature of constant errors was affected by characteristics of the visual stimulus. Here, coefficients for interactions between factors and heading angle reflect changes in the nature of the relation between heading angle h and constant errors brought about by the different levels of the factor. The model was fitted to the data of two groups separately, where the groups correspond to participants who were found to either over-(Group 1) or underestimate (Group 2) heading in the exploratory analysis, excluding trials where responses appeared shifted. Combined, this yielded a total of 10 df (5 3 2) and 13,339 (Group 1: 9,758, 13 participants; Group 2: 3581, five participants) observations. The v 2 test indicated that the null hypothesis that the model fits the theorized relations should not be rejected: v 2 (10) ¼ 6.562, p ¼ 0.766. Overall model fit indices indicated that the model fitted the data well: RMSEA ¼ 0.000, CFI ¼ 1.000, SRMR ¼ 0.003 (Kline, 2004) .
For Group 1, the regression for constant error yielded an R 2 of 0.141 and residual variance of 236.870; for Group 2 these values were 0.038 and 249.270. The regressions for vection yielded R 2 values of 0.080, 0.013 and residual variances of 1.560, 2.576, for Groups 1 and 2, respectively.
For Group 1, the periodic effect of h had a coefficient of 9.847. Interaction effects with h were observed ðpð z j jÞ , 0:05Þ for FOV (-1.494), disparity (-5.694), and for scene (2.355). Hence, the composite coefficient for the effect of h and its interactions ranged between 3.004 and 12.202. This indicates positive bias, regardless of experimental condition. For Group 2, the coefficient for h was not significant, but interactions were found between h and FOV (-1.509), disparity (-4.050) and scene (-2.079). The composite coefficient for h and its interactions thus ranged -7.638 to 0.00, indicating that this group underestimated heading in some conditions, and did not show apparent bias in others. Notably, the coefficient for the factor scene had an opposite sign in the latter group. No mediating effects of vection were found.
The results for the regression of vection showed that all the factors affected the ratings for participants in Group 1 (FOV: 0.106, disparity: -0.100, profile: 0.166, scene: -0.672). For Group 2, FOV (0.232) and scene (-0.267) affected the ratings. All coefficients are presented in Table 1 , and effects for all conditions are visualized as the thick lines in Figure 5 . A more detailed overview of coefficients and p values is available in Supplementary Table S4 .
Variable error
To test the hypotheses on the relation between the visual stimuli and variable errors in heading estimation, we fitted a path model with circular standard deviations as the dependent variable. Circular standard deviations were calculated over the three repetitions of each condition, excluding trials where responses appeared shifted. The standard deviation data m were logtransformed before analysis to make their distribution approximately normal. The transformed variable is designated m T . The model was again fitted separately to the data of participants who over-(Group 1) and underestimated (Group 2), as per the exploratory analysis. Combined, there were a total of 10 df (5 3 2) and 4,536 (Group 1: 3,312, 13 participants; Group 2: 1,224, five participants) observations. The v 2 test indicated that the null-hypothesis that the model fits the theorized relations should not be rejected: v 2 (10) ¼ 4.736, p ¼ 0.908. Overall model fit indices indicated that the model fitted the data well: RMSEA ¼ 0.000, CFI ¼ 1.000, SRMR ¼ 0.003 (Kline, 2004) .
For Group 1, the regression for variable error yielded an R 2 and a residual variance of 0.039 and 0.721, respectively, and for Group 2, these values were 0.046 and 0.866; the regression for vection yielded R 2 and residual variances for Group 1 of 0.129, 0.958 and of 0.022, 1.512 for Group 2.
Variable errors were found to be affected by scene layout for both groups: The coefficient in Group 1 was -0.240, and -0.541 in Group 2, indicating that variable errors were smaller for the dot cloud scene. Heading angle h was found to affect the size of the error in Group 1, with a coefficient of 0.337, and an interaction effect between h and scene was present in both groups (0.358, 0.776, for Groups 1 and 2, respectively). This indicates that for those who overestimate heading angle, a heading dependency of variable errors is visible for all factors, and it is amplified for the dot cloud scene. For the group of participants who underestimated heading angle, a heading dependency of variable errors was only visible for the dot cloud scene. No mediating effect of vection was found.
The findings of the regression for vection rating were approximately equal to those of the path model for constant error. All the factors affected the ratings for Group 1 (FOV: 0.107, disparity: -0.097, profile: 0.166, scene: -0.668), and for Group 2, FOV (0.228) and scene (-0.263) affected the ratings. All coefficients are presented in Table 1 , and effects for all conditions are visualized as the shaded areas in Figure 5 . A more detailed overview of coefficients and p values is available in Supplementary Table S5 . Table 1 translate into models, and shows the models' correspondence to the data in separate panels for each experimental condition, and split by the grouping of participants who over-or underestimated heading in the exploratory analysis.
Analysis of individual differences
Given that the manipulations of experimental factors provided only a partial explanation of variability in the direction of biases in heading estimation, but could not explain the sign of the bias, we formulated the additional hypothesis that the direction of bias in heading estimates is an idiosyncratic property. To test this hypothesis, we defined a simple Bayesian observer model. According to the model, responses come from a posterior distribution PðhjxÞ, which is proportional to the product of a likelihood function PðxjhÞ and a prior P(h):
The likelihood function expresses the probability of an internal heading estimate given a stimulus, which was modeled as a nonbiased Von Mises probability density function with concentration parameter j x . The prior expresses beliefs on how probable the occurrence of any stimulus is. The general shape of the prior was derived from previous research showing that visual estimation of orientation is biased toward the cardinal axes (Girshick, Landy, & Simoncelli, 2011) . Specifically, we used an equal-weights convex combination of four Von Mises functions, with peaks (component means) aligned with the north (N), east (E), south (S), and west (W). Here north and south lie on the fore-aft axis, with north equivalent to straight ahead; and east and west lie on the interaural axis. The peakedness of each component, as expressed by concentration parameters j i (with i ¼ N, E, S, W), was allowed to vary. Because biases in heading estimation are symmetrical around the origin, we imposed the additional constraint that j E ¼ j W . The general shape of the prior is visualized in Figure 6 .
Consistent with the findings of the exploratory analysis, it was found that for those participants who overestimated heading angle, the data were best described using a prior with twin peaks on the interaural axis (j E,W ¼ 11.05) and a minor contribution of the north peak (j N ¼ 0.86); for those who underestimated heading angle, the data were best described using a prior with peaks on the fore-aft axis (j N ¼ 4.67; j S ¼ 3.44).
An analysis of individual data provided strong evidence that a model with peaks on the interaural axis provided the best explanation for four of the participants (DAIC c ! 59.19; median j E,W ¼ 5.99, average R 2 ¼ 0.372); a model with peaks on the fore-aft axis best explained the data for three other participants (DAIC c ! 8.50; medians j N ¼ 4.05, j S ¼ 3.22, average R 2 ¼ 0.092). For the remaining 11 participants, the data were best described by a model with four peaks (DAIC c ! 10.47; medians j E,W ¼ 5.90, j N ¼ 2.23, j S ¼ 0.37, average R 2 ¼ 0.222). The patterns of bias resulting from the different priors are illustrated in Figure 7 .
Discussion
Previous research has consistently shown that visual heading estimation is subject to constant and variable errors with a periodic nature. However, the magnitude and direction (under-vs. overestimation) of these errors appear to differ between studies. Based on a review of the literature, we identified the FOV, availability of binocular disparity cues, motion profile characteristics, and scene layout as factors that could potentially explain these differences. In addition, we hypothesized that vection has a mediating effect on these errors. In an experiment, we varied the factors systematically and collected heading estimates and vection ratings. The data were then analyzed by fitting path models to the data, which allowed us to determine empirically if and how these factors affect vection ratings and errors in heading estimation, and whether vection has a mediating effect. Below, we discuss the observations made in the exploratory and confirmatory data analyses and relate them to the literature.
Vection
Vection refers to a visually induced sensation of selfmotion. It has been shown to exhibit low-pass filter characteristics, such that the intensity of the experience builds up gradually over time (Bos, Bles, & Groen, 2008) . In general, exposure times exceed those of the stimuli used in the present experiment (Dichgans & Brandt, 1978) . However, because the stimuli were reported as compelling and vection-inducing during pilot sessions, a mediating role of vection was nevertheless deemed plausible.
A mediating effect of vection was modeled by including vection ratings in the path models both as a predictor for the dependent variables, and as a dependent variable; itself being predicted from the factor variables that characterized the visual stimuli. In contrast to the hypotheses, no mediating effects of vection were found for errors in heading estimation. We did find that incidental responses that were shifted by 1808 were associated with lower vection ratings in the analysis of component membership. This result is discussed in detail in the following section on component membership.
The effects of the factor variables on vection ratings were consistent between the different path models. The specific findings were also mostly consistent with previous literature: It was found that a larger FOV increased vection ratings (Habak et al., 2002; Pretto et al., 2009 ) and that a ground-plane scene increases vection ratings over a dot cloud scene (Brandt et al., 1975; Nakamura & Shimojo, 1999; Riecke et al., 2006) ; for those participants who overestimated heading angle, a cosine-bell motion profile increased vection ratings compared to a constant velocity motion profile (Palmisano et al., 2008) .
The effect of the availability or absence of binocular disparity cues was also significant. However, in contrast to earlier literature (Palmisano, 1996 (Palmisano, , 2002 Ziegler & Roy, 1998) , the present findings suggested that higher vection ratings are obtained for 2-D than for 3-D stimuli, whereas it is generally assumed that stereoscopic displays enhance vection due to their higher degree of ecological validity. Although the effect was small, we speculate that it may be caused by switching between 2-D and 3-D stimuli on a trial-to-trial basis randomly, which requires participants to adjust to the presence of disparity cues every time they are presented.
Component membership
Visualizations of raw data suggested that responses of a majority of participants were occasionally in the direction opposite to the stimulus heading angle. This observation was corroborated by a comparison of the fit of a unimodal and a bimodal model of the responses, which provided decisive statistical evidence for bimodality of responses for 15 out of 18 participants. Such inversions have also been reported in a number of other recent studies (Crane, 2012; Cuturi & MacNeilage, 2013; Hummel et al., 2016) , and are thought to reflect different interpretations of the causality of visually perceived motion: An observer can perceive him-or herself as being stationary in a moving visual scene, or may perceive the actually moving scene as stable and him-or herself as moving through the scene. For any given fixed stimulus motion direction, the two causal interpretations thus translate into opposite response directions (Brandt, Dichgans, & Koenig, 1973; Fischer & Kornmüller, 1930) .
We investigated whether the interpretation of the visual stimulus was associated with the experimental manipulations. This analysis was, however, complicated by the fact that participants differed considerably in their susceptibility to the effect, with inversions occurring on average in only 3.16% of the trials, ranging between 0% and 24.22%. For only two participants (Participant 5: 24.22% of trials, Participant 7: 11.72%), inversions of direction were observed at least once in each experimental condition. Analysis of their data indicated vection affected the interpretation of the visual stimulus. Specifically, inversions were associated with lower vection ratings, which is consistent with the aforementioned different interpretations of stimulus causality.
It is interesting to note that the dot cloud scene had a negative effect on component membership, thus increasing the probability of inversions, whereas it had a positive effect on vection ratings for one of the two participants. Given that vection itself had also a positive effect on component membership, this suggests that the scene variable may have opposite direct and indirect effects on the inferred causality of visual stimuli. Although this finding may be a chance result, it could also indicate that vection and scene layout affect inferred causality via separate pathways.
Constant error
To explain differences between studies reporting overestimation of heading angle (Crane, 2012; Cuturi & MacNeilage, 2013; de Winkel et al., 2017; Hummel et al., 2016; Telford et al., 1995; Telford & Howard, 1996; R. Warren, 1976) and other studies that report underestimation of heading angle (d 'Avossa & Kersten, 1996; de Winkel et al., 2015; Johnston et al., 1973; Li et al., 2002; Llewellyn, 1971; van den Berg & Brenner, 1994a) , we hypothesized that characteristics of the visual stimulus determine the nature of the bias. These hypotheses are reflected in interaction effects between the factor variables and stimulus heading angle included in the path models: When the coefficient for any of these interactions is significant, this implies that the effect of heading angle changes depending on the level of the factor.
Exploratory data analyses indicated that heading estimates predominantly showed underestimation (i.e., bias toward the fore-aft axis) for five (out of 18) participants. This suggested there could be cluster effects, and we therefore fitted and evaluated the path models for two groups that included participants who either over-or underestimated.
FOV, availability of disparity information, and scene layout affected the size of the constant error for both groups. The interpretation of the coefficients, however, differs for the two groups.
If we consider the experimental condition with a small FOV, no disparity information, constant velocity motion profile, and ground plane visual scene as the reference condition, we find that participants from the group who tended to overestimate in the exploratory analysis indeed show a considerable positive heading dependent bias that is similar to the findings in a previous study by our group using the same response method (de Winkel et al., 2017) . This bias increased for the dot cloud scene, and reduced when the FOV was enlarged or disparity information was made available. These findings may be explained by the effect of these factors on observers' ability to localize the FOE: For larger FOV, less FOE lie outside the visual field, allowing observers to estimate heading by localization of this point rather than by triangulation (Koenderink & van Doorn, 1987) , and disparity cues offer information about the depth order, potentially helping participants to resolve uncertainty in the motion parallax (Koenderink & van Doorn, 1987) . The finding of smaller heading dependent errors for the ground plane scene may have a cause similar to that of disparity, as the layout of the scene was more readily apparent than for the dot cloud scene, thus offering more easily accessible information about the depth order.
In the group of participants who generally underestimated heading, there was no notable bias in the reference condition, but negative additive biases were found for the large FOV, the availability of disparity information, and the dot cloud scene. Consequently, the model fits indicate that whereas the coefficients for FOV and disparity information had comparable sizes in both groups, a larger FOV and disparity information reduced bias for participants who overestimate heading, but actually increased bias for participants who tended to underestimate heading. This finding may reflect an overcompensation.
Although the factors were found to affect the magnitude of bias in both groups, the sign of the bias was not found to change depending of experimental condition. This supports the notion that the nature of constant errors is an idiosyncratic property (de Winkel et al., 2015) . We investigated this further by fitting a Bayesian observer model to the data of individual participants. Bayesian models formalize how sensory estimates may interact with prior knowledge to form perceptions. In the present implementation of the model, constant errors in heading estimation were attributed to a prior with peaks aligned with the cardinal axes; individual differences in the concentration of the peaks would then account for the direction of constant errors. It should be noted that because the prior is constant and independent of the sensory estimates, it cannot account for the effects that manipulation of the factors had on the errors. Instead, in a Bayesian framework, differences in the magnitude of constant errors would manifest as effects of experimental manipulations on the noise of the sensory estimates. The model fits showed that for the majority of participants who overestimated heading angle, the data were adequately described using a prior with peaks on the interaural axis, possibly with the addition of a small contribution from a peak at straight ahead for a subset of these participants. For the remainder of the participants, constant errors were best described using a prior with peaks on the fore-aft axis.
As we generally move in the direction of our gaze, the prior probability of heading angles may be expected to peak at straight ahead rather than at the interaural axes. Nevertheless, similar results have been reported previously (Cuturi & MacNeilage, 2013) . These authors argue that the findings are consistent with population vector decoding of neural activity in area MSTd. Lateral directions have been found to be overrepresented in the distribution of preferred directions for neurons in this population (Fernandez & Goldberg, 1976; Gu et al., 2010) , and computational work has shown that this may bias heading estimates toward the lateral axes, and increases sensitivity to deviations from straight-ahead motion. As such, the priors that were estimated for each participant in the present experiment may reflect individual differences in the distribution of preferred directions in the MSTd area, rather than a knowledge of behavioral statistics per se.
Taken together, the findings fit in with those of previous studies reporting either over- (Crane, 2012; Cuturi & MacNeilage, 2013; de Winkel et al., 2017; Hummel et al., 2016; Telford et al., 1995; Telford & Howard, 1996; R. Warren, 1976) or underestimation (d 'Avossa & Kersten, 1996; de Winkel et al., 2015; Johnston et al., 1973; Li et al., 2002; Llewellyn, 1971; van den Berg & Brenner, 1994a) , and suggest that different conclusions regarding the nature of the errors resulted both from the specific choice of stimulus characteristics and averaging over groups of participants, with heading being either predominantly overestimated or underestimated in the sample.
Variable error
In previous work, variable errors in heading estimation have been found to be minimal around the cardinal axes, and to increase for heading angles further away from these axes (e.g., Crane, 2012 Crane, , 2014 Cuturi & MacNeilage, 2013; de Winkel et al., 2015 de Winkel et al., , 2017 . Overall, this result is supported by the findings of the present study.
Variable errors were found to be affected by scene layout for both groups of participants, with smaller errors for the dot cloud scene than for the ground plane scene. Variable error was found to be the smallest around the cardinal axes for participants who tended to overestimate heading angle, and this effect was increased for the dot cloud scene. Participants who underestimated heading showed a heading dependency of the size of the variable error for dot cloud scene stimuli. The size of the variable errors was similar to previous studies (de Winkel et al., 2015 Winkel et al., , 2017 .
Limitations
Although the present study was aimed at evaluating the effects of visual stimulus characteristics on heading estimation, the list of varied factors was not exhaustive: Previous studies also differ with respect to the presence (Crane, 2012; d'Avossa & Kersten, 1996; Li et al., 2002; Telford & Howard, 1996; Telford et al., 1995; van den Berg & Brenner, 1994a; R. Warren, 1976; W. H. Warren & Kurtz, 1992) or absence (Telford & Howard, 1996; Telford et al., 1995) of a fixation point; the nature of the objects in the visual scene, varying with respect to density, shape, luminance, and lifetime; speed of the visual motion, ranging from centimeters (e.g., Hummel et al., 2016) to tens of meters per second (e.g., Johnston et al., 1973) ; and the response method, where studies employed physical pointer devices (e.g. de Winkel et al., 2015 de Winkel et al., , 2017 , virtual dials (e.g., Cuturi & MacNeilage, 2013; Hummel et al., 2016) , and even written (Hummel et al., 2016) and verbal (Crane, 2012) estimates. It is plausible that these factors affect heading estimates.
It should nevertheless be noted that factors that were not considered cannot explain the observed interpersonal variability in sign of the errors, simply because this variability was observed only between individuals. This is consistent with the notion that errors in heading estimation have a strong idiosyncratic component. Consequently, even for a fixed experimental condition, different conclusions on the sign of heading estimation errors will be drawn when a sample of participants either predominantly under-or overestimates heading, which can explain contrasting findings on the sign of constant errors in two subsequent studies that used identical visual stimuli (de Winkel et al., 2015 (de Winkel et al., , 2017 .
Conclusion
We conclude that whereas characteristics of the visual stimulus affect the magnitude of both constant and variable errors, there is a strong idiosyncratic component to the nature of errors in heading estimation. Vection was found to have a small effect on variable errors. Future neurophysiological studies may address whether the observed differences in the direction of constant errors are consistent with individual differences in the distribution of preferred directions in cortical area MSTd.
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