This paper proposes an improved algorithm to compute the regions of stability for limit cycles of piecewise affine systems. Instead of using convex optimization algorithms, such as solving linear matrix inequalities and sum-of-square programming, the genetic algorithm (GA) is used to obtain the final results. With the help of GA, both the constraints and objective functions can be nonconvex. As a result, larger guaranteed regions of stability are achieved. On the basis of the impact map and Lyapunov stability theory, the stability conditions are analyzed. Algorithm-friendly criteria, both convex and nonconvex, are developed. Randomly generated solutions are usually infeasible; hence, we generate the initial GA population by convex optimization. To improve the initial population's diversity, we use multiple convex objective functions to produce different initial solutions. Other application-specific parts of GA, such as computing the fitness of solutions, are also introduced in detail. A sample system is analyzed to illustrate the effectiveness of the proposed method.
Introduction
Piecewise affine (PWA) systems are a subset of hybrid dynamic systems. PWA systems can be used to model nonlinear behavior, such as switching, saturation, delay, dead zones, gaps, and hysteretic. PWA systems can also be used to approximate general nonlinear systems. Except for equilibrium points [1] , [2] , the steady state of PWA systems may also be limit cycles. Some limit cycles are introduced by nonlinear controllers [9] . Some other limit cycles are intentioned oscillations, such as soft-switching DC-AC converters [10] , [12] . The numerical solutions of limit cycles can be acquired by stroboscopic mapping [6] , and the local stability of limit cycles can be checked by linearizing the associated Poincaré map. However, checking the global stability and computing the region of stability are difficult.
Stability analysis is an essential step in designing a PWA system. A region of stability is a set of states that converge to a specific equilibrium point or limit cycle. This region is the stable working range of the corresponding PWA system. In a global stable system, the region of stability refers to the entire state space. If a system is not globally stable or if multiple stable equilibrium points and limit cycles are present, the entire region of stability is usually an irregularly shaped subregion of the state space. Obtaining the entire region of stability is difficult. Hence, most methods focus on computing a guaranteed region of stability. Guaranteed regions of stability are useful for many applications. However, they are only acceptable if the regions are sufficiently large. Otherwise, the designed system is conservative.
By using the impact map, i.e., the map from one switching surface to the next switching surface, Gonçalves analyzed both global and local stabilities of limit cycles [3] - [6] . The solution was computed by solving linear matrix inequalities (LMIs). However, the criteria are conservative, and the sizes of results are not considered. Thus, the resultant regions are very small compared with the entire regions of stability. In [8] , [11] , transverse linearization was employed to analyze regions of stability for limit cycles of hybrid dynamical systems. The result was obtained by sum-of-square (SoS) programming.
Both LMI solving and SoS programming are convex optimization methods. Their constraints should be convex and the target is minimizing convex objective functions. Nonconvex constraints must be relaxed to convex constraints, which leads to conservative results. Furthermore, nonconvex objectives, such as maximizing the volume of resultant regions of stability, cannot be addressed. This paper proposes an improved algorithm for computing the regions of stability for limit cycles of PWA systems. On the basis of the impact map, criteria softer than the ones in [4] are proposed. Some criteria are convex, whereas the others are not. On the basis of the convex conditions, with different convex objective functions, different guranteed regions of stability are obtained by convex optimization. Using these regions as the initial population, the final results are obtained by genetic algorithm (GA). Owing to the GA, both the constraints and objective functions need not to be convex. With the proposed algorithm, the resulting guaranteed regions of stability become larger than the result of existing methods.
The rest of this paper is organized as follows. In Section 2, the model, notations, and the problem are introduced. In Section 3, algorithm-friendly criteria of stability are proposed. The algorithm is introduced in Section 4. In Section 5, an example system is analyzed. Section 6 concludes this paper. Finally, some proofs are given in the Appendix.
Problem Description

Model and Limit Cycle
PWA systems are characterized by a set of affine linear systems as follows:
where n x ∈ � is the state of the system,
In the state space, the switching occurs at some switching surfaces consisting of ( 1 n − ) dimensional hyperplanes:
, and N is the number of switching surfaces. Of each i C , at least one element should be nonzero, i.e., In this paper, it is assumed that the concerned limit cycle is already known. The algorithm for computing the limit cycles of PWA systems is described in [6] . For a system with multiple stable limit cycles, the algorithm can be applied to each of them respectively. 
as these switching surfaces, where
Without loss of generality, we let ,0
. Thus, when the limit cycle reaches i S , the next switching surface the limit cycle passes is ,0 i S .
Impact Map
Denote 0 n m × as the n m × matrix whose all entries are zero, and n I as the n n × identity matrix. Define , Q is an n n × unitary matrix, and R is an 1 n × upper triangular matrix. That is, all the elements are zero except the one in the first row. Assume
, then the following two statements are equivalent: 
, and
( , ) i x t Φ is the state that starts at x , and run for time t in the affine subsystem i without switching. The impact map is defined as the map from one switching surface to the next switching surface. Assume that an initial state on the switching surface i is
After ( ) 
and
where ( )
H t is defined as the limitation where
The value of ( ) i H t only depends on t. Thus, the impact map can be regarded as a linear transformation parametrized by the switching time. Additional information on the impact map is described in [6] .
Problem
Given the impact map, the following Lyapunov function could be constructed: Ω corresponds to an ( 1 n − ) dimensional ellipsoid on the corresponding switching surface. All states in these ellipsoids converge to the limit cycle. The shapes and sizes of these ellipsoids are determined by i P . The target is finding eligible 1 2 , , , k P P P  , and optimizing the sizes of the corresponding ellipsoids. 2 For all i ∆ ∈ Ω , trajectories starting at
Minimum Mahalanobis Distance
Under the matrix P, the minimum Mahalanobis distance from S to the original point is defined as
Applying Lagrange multiplier method to (11), the augmented function is
The value of (11) is minimum when
The solution of (13) is:
The minimum value of T x Px can be obtained by substituting (14) into (11) . We have [ ]
hence we have
By substituting (16) into (15), we obtain [ ]
If 1 m = , (17) can be further simplified, and it is a concave function of the variable P. However, it is neither convex nor concave when 1 m > .
Switching Time
On a switching surface, if multiple states pass the same future switching surface after the same time, they belong to the same ( 2 n − ) dimensional hyperplane. This property is a basis for later analysis and is proven in this section.
Assume the state
S ; its next switching surface is , i j S , and its switching time is t. Therefore, we obtain
(18)
By substituting (5) into (18), we attain
If t is known, the only variable at the left side of (19) is ∆ , and the right side is a constant. Define ] By substituting (21) into (17), we write the condition as
, , i j t g ∈ �; thus,(22) is equivalent to
On the basis of the Schur complement method, (23) is equivalent to
where 0 P  means P is a positive definite matrix. This LMI of the variable i P is a convex constraint.
Condition 2 Assumption 1. For all 0
x in the following set:
the following inequalities holds:
Theorem 2. Under Assumption 1 and Condition 1, if
Proof. The proof is given in the Appendix. ( )
The result in (17) can be applied herein. 
However, Assumption 1 can be omitted when computing initial solutions with convex optimization. The assumption can be checked in the GA and will not influence the correctness of the final results.
According to Theorem 2, if Assumption 1 holds, and
. The result of (24) can be applied to (30) directly.
Condition 3
Condition 3 can be written as
where
One of the sufficient conditions of (31) is as follows:
It is a convex constraint of the variable i P . The other parts of GA, such as crossover, mutation, selection, and termination, are not the main concerns of this paper. Related research is fairly mature and can be easily applied herein. Thus, the studies are omitted in this paper.
Objective Functions of Optimization
Objective functions are necessary in both convex optimization and GA. Proper objective functions help attain better results. For convex optimization, the objective functions must be convex. By contrast, for GA, the objective functions could be any real-valued functions.
In many cases, the regions of stability with maximum volumes are preferred. 
Gridding the Time Interval
Checking all the values in the switching time sets During solving, using a relatively large gridding step can increase the speed significantly. In most cases, such strategy does not influence the correctness of the solutions. Lastly, to ensure correctness, we must check the solutions with a sufficiently small gridding step. If checking failed, we can either decrease the initial gridding step, or shrink the final solutions to satisfy the criteria.
Assume the gridding step is
In practice, d from 100 to 1000 can be used as the large step, and should be larger than 10000 for the final checking. After gridding, (24), (30) and (35) to generate the convex constraints. 4 With each convex objective function, solve a convex optimization problem, and a group of i P matrices is obtained. 
Computing Initial Populations
Representing the Solutions
In GA, only the shapes of the ellipsoids determined by Except for computing the fitness, all the other genetic operators can be easily applied to these lists of real numbers. Furthermore, only the shape information is stored; after mutation and crossover, the resultant solutions are usually applicable.
Computing the Fitness
To compute the fitness for a candidate solution, an optimized γ should be obtained. With γ known, the i P matrices can be easily reconstructed, and the value of the objective functions can be computed. The process is as follows: 
, such that (28) holds. This step is for Assumption 1. Step 8 is repeated until inequality (35) does not hold, or , we can compute the fitness, i.e., value of the objective function, which depends on the application. The only requirement is that its result should be a real number, such as the total volume of ellipsoids determined by i P.
Notably, when steps 3 and 4 are repeated, only the new i t − and i t + are necessary to be checked. The old ones are already checked in previous iterations.
 
An Example
The example is a biological application known as neural oscillator [4] . It is a fourth-order system with states 
The result in
4
� is difficult to illustrate directly; therefore, the result is shown as projections to different subspaces. In (Figure 1(a) ). However, the projections on the corresponding switching surface are still third-order ellipsoids (Figure 1(b) ). Notably, in Figure 1 Compared with the result of [4] , the resulting guaranteed region of stability is much larger.
Conclusion
This paper introduces an improved algorithm for computing the regions of stability for limit cycles of PWA systems. With softer constraints developed, multiple feasible solutions are obtained by convex optimization. To overcome the shortcoming of convex optimization, the final solution is obtained by GA. With the proposed method, the resulting guaranteed regions of stability are larger than the results of existing methods. Given the proposed method, when designing a new PWA system, the stability conditions are easier to be satisified, and the parameters of the system could be less conservative.
Appendix A
Proof of Proposition 1
When x = Π∆, we obtain
and ( 1) ( 1)
When 0 Cx = and T x Π = ∆, we have ( ) ( 1) ( 1)
Q is a unitary matrix; therefore,
Assume r is the first element of R. 
By substituting (41) and (42) into (40), we obtain
Proof of Theorem 2
Before proving Theorem 2, the following lemma is proved as a basis. Under Condition 1, the only switching surface to consider is
, the trajectory of 
It is continuous. 
According to the implicit function theorem, the implicit function
That is, the trajectory of . That is, the corresponding trajectory passes 1 S . In conclusion, In conclusion, Statement (a) holds.
