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1 Introduction
Ever since Seiberg and Witten proposed the exact solution to the low energy limit of N = 2
SYM theory with at most two derivatives and four fermions [1, 2], there have been tremendous
activity in this field. The list of results we now have are impressive, and yet every time with
every new investigations novel and surprising results seem to come up, for example [3, 4],
to name a few. Even oft-investigated directions, for example the study of Argyres-Douglas
loci [5], hold surprises with sufficient number of interesting new physics, rendering a detailed
study not only necessary but also inevitable. One of the primary aim of this paper is to
analyze the physics of Argyres-Douglas loci using pure N = 2 theories with classical gauge
groups. In particular we study singularity structures of hyper-elliptic Seiberg-Witten (SW)
curves for N = 2 pure gauge theories with SU(r + 1) and Sp(2r) gauge groups, and propose
new methods to locate Argyres-Douglas loci in the moduli space, where multiple mutually
non-local BPS states become massless. As one might have expected, from the behaviour of
SW 1-form, we observe that singularity structure of moduli space of the SW curve survives
as singularity of SW-theory. Indeed, in discriminant loci of the curve, which is a codimC-1
loci in the moduli space satisfying a complex relation ∆f = 0, a BPS state become massless.
Here by f we will mean the (hyper-)elliptic equation of the curve (to be explained in more
details a bit later), and ∆ to be the discriminant. As an added bonus, we will compute, in a
region of moduli space, dyon charges for all 2r + 2 and 2r + 1 massless dyons for SU(r + 1)
and Sp(2r) gauge groups respectively with rank r > 1.
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Another interesting surprise that came out of more recent investigations on the subject,
which is not just restricted to N = 2 theories, is the idea of wall-crossing [6] leading to
numerous developments in both physics and mathematics. The wall-crossing phenomena
start from the observation that the BPS spectra are not globally invariant in the full moduli
space. Instead, as we vary moduli values, the BPS spectra will jump in discrete manners, as
if the moduli spaces were broken into multiple chambers, whose walls are real codimension
1 curve, which is wall of marginal stability. What happens at the wall is that the central
charges of the BPS states line up the phases of their charges, so that the bound state of BPS
states becomes marginally stable. In simple words, for a given amount of charges, the system
is trying to reduce the energy by minimizing the masses of the BPS states. The basic idea is
that on one side of the wall there can be a bound state, and on the other side it can break
down into multiple BPS states, therefore rendering BPS spectra different on either sides.
The readers are encouraged to read [6] for more complete explanation of the wall-crossing
formula. In this paper, we will see some remnant of wall-crossing phenomena, even though
we are only looking at the massless sector of the BPS spectra. In subsection 3.3, we will see
an example of wall-crossing phenomena in the massless sector of pure Sp(4) SW theory, near
Argyres-Douglas loci of the theory.
The connection between Argyres-Douglas loci and certain aspects of wall-crossing is not
new. Argyres-Douglas points of SU(3) were studied in detail in [7–9]; and [10, 11] also discuss
wall-crossing. In particular, the works of [12] and [6] specified the marginal stability walls
near Argyres-Douglas points where the massive bound states may decompose into multiple
BPS states. In this paper, using the Sp(4) curve, we observe that BPS charges for some
vanishing 1-cycles jump as we go across Argyres-Douglas loci, giving a concrete example of
wall-crossing phenomena for the massless BPS states.
Before moving ahead let us present few concepts that will prove useful while navigating
the paper. Two BPS states become massless where two different solutions of vanishing dis-
criminant intersect. This happens in codimC-2 loci in the moduli space, which can be located
by demanding discriminant and its exterior derivative to vanish, so that we go to the region
in the moduli space where the discriminant locus itself becomes singular. In these regions,
double discriminant, (or as we like to call them: discriminant of discriminant) vanishes as
well. Two massless BPS states can be mutually local or non-local, giving degeneration of
the curves into node or cusp singularity. This can be distinguished by the order of vanishing
of the double discriminant. It can also be seen from the shape of the intersection locus in-
side the moduli space: it is node-like and cusp-like for mutually local and non-local pairs of
BPS dyons respectively. Alternatively, we can also demand a Seiberg-Witten curve to take
a certain form, and it will restrict us to certain regions in the moduli space of the curve.
Using that method we present 2r−1 candidates for maximal Argyres-Douglas points for pure
SO(2r + 1) Seiberg-Witten theory.
Our plan in the next few subsections is as follows: we will provide some extra motivation
to look at the Sp gauge group, coming from the F-theory picture followed by some preliminary
materials for studying the geometry of hyperelliptic curve. We will then be required to brush
– 2 –
upon two standard tools for singularity search, namely exterior derivative and discriminant.
This will help us to understand how cusp-like singularity is related to Argyres-Douglas theory.
At this point it will be important to know how to read off massless dyon charges by observing
the branch points movement for vanishing 1-cycles. This will help us to show the dyon charges
of vanishing cycles for Seiberg-Witten curves in two different forms. We will demonstrate this
explicitly and also provide a familiar example of rank 1 SW curve, where the moduli spaces for
geometry and brane dynamics have a clear 1-1 mapping. Interestingly, our study of vanishing
BPS dyon charges will also teach us about the wall-crossing phenomena: a result that will
have important implications later on.
In the following we will start by reviewing some aspects of Seiberg-Witten theory that
can be immediately used in later sections.
1.1 Review of N = 2 Seiberg-Witten theory curves, and 1-forms: BPS states
and 1-cycles
We study a class of N = 2 d = 4 gauge theories. N = 2 is a good middle-ground to learn
about field theory, which is more realistic than N ≥ 3 and more controllable than N = 0, 1.
The reason for this is well explained in other papers, for example in [13], which the readers
may look up for details. When amount of supersymmetry N ≥ 2, we say supersymmetry is
extended, and it allows non-trivial anti-commutators between supercharges,
{QA, QB} = ZAB, A,B = 1, 2, · · · ,N , (1.1)
which we call central charges of superalgebra. Mass of a state is given by M ≥ ‖Z‖, where
equality holds for BPS states.
If a N = 2 d = 4 gauge theory has a low energy effective action, then it enjoys holomor-
phicity and can be solved exactly thanks to Seiberg-Witten theory. Seiberg-Witten geometry
comes in package with Seiberg-Witten curve and SW differential 1 form. The SW curve is a
complex curve (or a real 2 dimensional Riemann surface) some of whose 1-cycles correspond
to a BPS states. Writing down the 1-cycle in terms of symplectic basis with Z coefficients,
we can read off quantized electro-magnetic (dyonic) charges of the corresponding BPS state.
As reviewed in [13], central charge of a BPS state is given by integrating 1-form λSW over
1-cycle ν,
Z =
∮
ν
λSW. (1.2)
Assuming λSW is free of delta-function behaviour, vanishing 1-cycle gives massless BPS states.
For pure SU(r + 1) and Sp(2r) cases, we will see that λSW does not blow up near vanishing
cycles. Therefore, study of vanishing 1-cycles can teach us about massless BPS states in
the system. For SU(r + 1) theories with flavors, [14] shows that this is true only up to a
subtlety related to scaling dimensions. See [15] and [16] for earlier works on scaling behaviour
at Argyres-Douglas loci. In this paper we won’t discuss the scaling dimensions (this will be
relegated to future work [17]), instead we will only check that 1-form does not blow up. We
therefore assume that:
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Singularity loci of SW curve ⊂ Singularity loci of SW theory.
On the other hand, it is not forbidden to integrate 1-form over non-vanishing 1-cycle only
to get zero value for the integration. In that case, Seiberg-Witten theory will contain massless
BPS state, which is not captured by vanishing 1-cycle of Seiberg-Witten curve. This will be
highly non-generic, but currently we do not know whether this is prohibited either. We will
however not discuss this possibility in this paper, if it exists it will make the former a proper
subset of the latter, in the box above.
Our aim would then be to focus on the singularities of this theory (i.e dyon charges
of massless BPS states), which are reflected in the singularities of the geometry. Recall
that Seiberg Witten curves were written and studied, and especially massless dyon charges
were explicitly computed, for some low rank cases. For example the curves, massless dyons
(monodromies), and some aspects of singularity aspects were studied for SU(2) theory with
and without matter in [1, 2], for SU(n) with and without matter in [18–20], for SO(2r) and
SO(2r + 1) without matter in [21] and [22] respectively, and SO(r) with matter in [23].
Here we will study the singularity structure of the moduli space of the Seiberg-Witten
curve for pure SU(r + 1) and Sp(2r) theory. For SU(n) Seiberg-Witten theories, in certain
region of moduli space, new superconformal exotic theories were uncovered and studied in
[5, 19], where we have mutually non-local massless dyons. Recall from (1.2) that massless
dyons are associated with vanishing 1-cycles of the SW curve. If two 1-cycles have non-zero
intersection number, we call them mutually non-local. In physics terms, no symplectic trans-
formation will make them electronic simultaneously. If the SW curve degenerates into a cusp
form, i.e when more than three branch points collide on the x-plane, then multiple mutually
non-local (i.e. having non-zero intersection) 1-cycles vanish at the same time. Interestingly
these points are where the connection between the Argyres-Douglas loci and wall-crossing
becomes more transparent. Argyres-Douglas points of SU(3) were studied in detail in [7–
9], and [10, 11] also discuss wall-crossing. In particular, Argyres-Douglas points are on the
marginal stability walls [6, 12] and we will give concrete examples of how BPS dyon charges
of vanishing cycles change discretely across Argyres-Douglas points for the Sp(4) case.
For pure Sp(2r) theory, [24] proposed r + 1 candidates for maximal Argyres-Douglas
theories. Here similarly, we propose 2r − 1 candidates for maximal Argyres-Douglas points
of pure SO(2r + 1) theory. Note that these numbers also match dual Coxeter number of
the gauge group. Scaling behaviour at maximal Argyres-Douglas points for pure ABCD SW
theory were studied in [15] and [16] (recently [14] pointed out some subtleties), and there are
two such points in moduli space for A and D groups (SU(r+ 1) and SO(2r), whose maximal
Argyres-Douglas points we discuss again in (2.6) and (5.5)). For B and C (SO(2r + 1) and
Sp(2r)), scaling behaviour is also being studied in [17] in the spirit of [14].
1.1.1 Motivation to look at Sp(2r) gauge group from F-theory
Another physical motivation to study Sp(2r) curve comes from the F-theory lift of SW theories
and D3/O7 brane construction. Original SU(2) SW theory has an F-theory interpretation
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in terms of a D3 brane probing quantum corrected O7-plane geometry [25, 26]1. F-theory
breaks the O7-plane into two [p, q]-7-branes as in figure 1.
When we have r D3 branes probing the same geometry, we obtain Sp(2r) gauge theory
[27, 28], which is captured by Sp(2r) SW theory with an antisymmetric matter [29]. In
the rank 1 case the anti-symmetric traceless hypermultiplet matter is null, and it reduces to
original Seiberg-Witten theory of SU(2) = Sp(2) gauge group (with some flavors given by D7
branes). For rank 2 or higher, one would need to use the curves given in [29] which take into
account the anti-symmetric matter with arbitrary mass.
It was asked in [24] what the effects of adding extra probe D3-branes are on 7-brane
dynamics, and more specifically whether O7-plane still splits into the same two 7-branes.
It also motivates one to see explicit duality and 1-1 mapping between the F-theory picture
and the SW theory. As a first step toward this goal, we will study the pure SW theory for
simplicity.
X6789
X 0123
X 45
D3−brane Mirror D3−brane
Orientifold 7−planeHiggs branch
Coulomb branch
X6789
X 0123
X 45
D3−brane
Higgs branch
Coulomb branch
[0, 1] seven−brane
[1, −1] seven−brane
Figure 1. In terms of D3-branes probing 7-branes, F-theory describes the Sp(2r) SW theory with an
antisymmetric matter.
1.2 Geometry review
In (1.2), we learned that various (vanishing) 1-cycles of SW curve are related to (massless)
BPS states of SW theory. Here we will review some geometric tools.
On the surface of a Riemann surface (e.g. SW curve), we can draw various 1-cycles
as in figure 2. Symplectic basis for 1-cycles are given by αi and βi whose non-vanishing
intersection numbers are αi ∩ βj = δij .
Any 1-cycle can be written in terms of symplectic base 1-cycles αi, βi’s, with integer Z
coefficients, (which are interpreted as quantized magnetic and electronic charges for dyon
states). For example, in figure 2, we draw two 1-cycles ν1,2 which can be written in terms
1Dirichlet branes and Orientifold planes are boundary conditions of open string theory. The number next
to D and O denotes the spatial dimensions of the object. By SL(2,Z) transformation of D7-brane, we can
obtain [p, q]-7-branes.
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Figure 2. Various 1-cycles and their symplectic basis for a Riemann surface of genus 3
of basis 1-cycles as follows:
ν1 = β1 + β2, ν2 = −α3 + β3. (1.3)
A BPS state is associated with a 1-cycle, with Z coefficients giving electric (α) and magnetic
(β) charge for each U(1). Its crucial to note that not all 1-cycles are paired up with BPS
states. They need to pass at least the test of wall-crossing formula. Thus not all states
are BPS states, and the BPS property is determined by the marginal stability, namely by
comparing the masses − which is then just the energy argument.
Among 1-cycles, there exists an anti-symmetric and bilinear operation of taking inter-
section numbers. Since each cycle has an orientation (as seen by the arrow in figure), the
contribution comes with a sign. When the intersection number is (non) zero, we say two
cycles are mutually (non) local. For example,
• mutually local pairs are: α1,2 ∩ ν2 = 0, β1,2 ∩ ν2 = 0, ν1 ∩ ν2 = 0, ν1 ∩ β1,2,3 =
0, ν1 ∩ α3 = 0,
• mutually non-local pairs are: ν1 ∩ α1,2 = −1, ν2 ∩ α3 = −1, ν2 ∩ β3 = 1.
In pure Seiberg-Witten theory the number of moduli is related to the genus which, in
turn, is related to the rank of the gauge group. These moduli are allowed to vary. At a
generic point in the moduli space, the SW curve is smooth and all the 1-cycles are non-
vanishing. However, we could tune to less generic location in the moduli space where we
have vanishing 1-cycles. In figure 3, we show examples of three vanishing 1-cycles. Even if
1-cycles vanish, we still can think of intersection numbers among them. In figure 3, all the
vanishing cycles α1, α2, β3 are mutually local. However, in figure 4, two vanishing cycles are
mutually non-local since α3 ∩ β3 = 1 6= 0.
Recall that vanishing 1-cycles correspond to massless BPS states in physics. Now we can
interpret vanishing cycles in figures 3 and 4 in terms of massless BPS states in physics2.
2Of course, here we are assuming that all vanishing 1-cycles correspond to BPS states. Our belief is that
it will pass the wall-crossing test, because it costs no energy. It will be interesting and important to test this
assumption.
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Figure 3. Vanishing cycles of genus-3 Riemann surface. All these 3 cycles are mutually local, since
intersection numbers all vanish.
Figure 4. Mutually non-local vanishing cycles of genus-3 Riemann surface. Their intersection number
is non-zero.
In figure 3, three vanishing cycles correspond to mutually local massless BPS states. All
the massless BPS states can be made electronic by proper electric-magnetic (e-m) duality,
and one can write down Lagrangian by adding each local pieces.
On the other hand in figure 4, two vanishing cycles correspond to two massless BPS
dyons which are mutually non-local. In other words, they correspond to massless electron
and magnetic monopole for the same U(1). Lagrangian description does not exist, but this
nontrivial theory has been studied by [5] in SU(r+1) SW theories. When maximal number of
mutually non-local BPS dyons become massless, it is called maximal Argyres-Douglas theory,
and for pure Sp(2r) it was solved in [24].
1.2.1 Tools for singularity search: exterior derivative and discriminant
Recall a standard fact that an algebraic variety given by F = 0 has singularity where exterior
derivative vanishes i.e F = dF = 0 (and the tangent space becomes sick). To apply this to
the hyperelliptic curve, let us write down Riemann surface as the following complex curve:
y2 = f(x;u1, u2, · · · , ur), (1.4)
where ui’s are coordinates along the moduli space. The function F (x, y) ≡ y2 − f(x) = 0
becomes singular where F = dF = 0. The exterior derivative d can be written in terms of
the partial derivatives with respect to all the coordinates. In this case, the Riemann surface
is embedded in a space spanned by x and y. Therefore the exterior derivative is given as
d = dx ∂∂x + dy
∂
∂y , and dF = 0 is equivalent to having
∂F
∂x =
∂F
∂y = 0. (Later, we will take
exterior derivative inside the moduli space spanned by coordinates ui’s, then d =
∑
i dui
∂
∂ui
.)
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The relations F = ∂F∂x =
∂F
∂y = 0 boil down to f(x) having repeated roots, namely vanishing
discriminant ∆xf = 0.
So far we have considered f(x;u1, u2, · · · , ur) to be a generic function expressed in terms
of polynomials of certain degrees. We can make this a bit more precise. Consider fn(x) to
be a degree-n polynomial in x. It can be factorized in terms of its n roots ei’s as below:
fn(x) =
n∑
i=0
aix
i = an
n∏
i=1
(x− ei). (1.5)
Its discriminant ∆xfn, expressed in terms of its roots and denoted as:
∆x (fn(x)) = a
2n−2
n
∏
i<j
(ei − ej)2 (1.6)
vanishes if and only if the polynomial has a multiple (i.e repeating or degenerate) root. Be-
cause of the squaring, the discriminant is symmetric in the roots. Therefore, the discriminant
can also be expressed in terms of the coefficients of the polynomial ai’s. With no loss of
generality we can set the coefficient of the highest degree term of fn(x) to be an = 1. We
observe that ∆x (fn(x)) is a polynomial in terms of ai’s, with a power of a0 to be n− 1, and
the power of ai to be n for i 6= 0, n.
As examples, we display discriminants of polynomials with degrees in x to be 2, 3, and 4
below:
∆x(ax
2 + bx+ c) = b2 − 4ac, (1.7)
∆x(ax
3 + bx2 + cx+ d) = b2c2 − 4ac3 − 4b3d+ 18abcd− 27a2d2,
∆x(ax
4 + bx3 + cx2 + dx+ e) = b2c2d2 − 4ac3d2 − 4b3d3 + 18abcd3 − 27a2d4
−4b2c3e+ 16ac4e+ 18b3cde
−80abc2de− 6ab2d2e+ 144a2cd2e− 27b4e2
+144ab2ce2 − 128a2c2e2 − 192a2bde2 + 256a3e3.
Note that for each coefficient, the highest degree term in the discriminant has the power which
is same as the degree of the polynomial. The only exception is the coefficient of the constant
piece, whose highest degree term in the discriminant has the power one less than the degree
of the polynomial in x. (Top degree coefficient a has a slightly different behaviour, but it is
fixed to be 1 in our cases, so we can ignore that.) To summarize, we can write this as
∆xfn(x) = # (a
n
i + · · · ) , i 6= 0, n
= #
(
an−10 + · · ·
)
, (1.8)
where fn(x) was given in (1.5). This denotes that if we write ∆xfn(x) as a polynomial in ai,
then the top degree will be n (n− 1 resp.) for i 6= 0, n (i = 0 resp.).
If we are solving ∆x (fn(x)) = 0 in terms of a0 (the constant piece in the polynomial),
we will have n− 1 solutions. If we solve for ai (i 6= 0), then we will have n solutions. On the
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vanishing discriminant loci, a0 will be not as good as other moduli as a coordinate. We will
give a simple example for f2(x) in the next paragraph.
For an algebraic curve given as y2 = f(x), discriminant of the right hand side ∆xf of
the the relation is also called in short as a discriminant of the curve. Singularity of the curve
is captured by colliding roots on the x-plane, at vanishing discriminant ∆x. As a simple
example, an algebraic curve given as
y2 = f2(x) = x
2 + a1x+ a0 (1.9)
has a discriminant
∆x
(
x2 + a1x+ a0
)
= a1
2 − 4a0. (1.10)
In the complex 2 dimensional moduli space of the curve (1.9) spanned by a1 and a0, complex
codimension 1 locus given by ∆xf2 = a
2
1−4a0 = 0 specifies where the curve becomes singular.
Note that a1 makes a good coordinate of ∆xf2 = 0 singular locus, however a0 cannot fully
act as one. Specifying the value of a0 is not enough to pin down the value of a1, the sign
ambiguity still remains for a1. This is related to the fact that under the Z2 transformation
of the curve given as x→ −x, moduli transform as a1 → −a1, a0 → a0. In other words, a0 is
blind to this Z2 transformation. Later in subsection 4.4.3, we will explain similar phenomenon
for more complicated curves: One of the moduli (again the constant piece) is less useful as a
coordinate on vanishing discriminant loci. Among r moduli ui’s of rank r curve of SU(r+ 1)
(Sp(2r) resp.) gauge group, ur is blind to Zr+1 (Zr resp.) phase rotation on the x-plane,
making it less useful as a coordinate on ∆xfn = 0 loci. (Of course this is due to the property
explained in (1.8) earlier.)
Note that we keep a subscript for the discriminant symbol, as a reminder of which variable
we take discriminant with respect to. This will be useful when we have a polynomial in
multiple variables. For example, the following polynomial in x and y
g(x, y) = (x− 3y)(x− y) = 3(y − x)(y − x/3) (1.11)
has two possible discriminant operators ∆x and ∆y, whose actions are given as from (1.6)
∆xg = 1
2·2−2(3y − y)2 = 4y2, ∆yg = 32·2−2(x− x/3)2 = 9 · 4
9
x2 = 4x2. (1.12)
If we have repeated roots, it is reflected by vanishing of (1.6). The number of roots repeated
is called the degeneracy, multiplicity of zero, or order of vanishing. Later we will not only
ask whether a discriminant vanishes, but also how fast it vanishes. The order of vanishing of
double discriminant will play an important role in distinguishing Argyres-Douglas loci.
1.2.2 Cusp-like singularity and Argyres-Douglas theory
It’s nothing new that a repeated root gives singularity. For example, y2 = xn (n ≥ 2)
is singular at the origin, because, x = 0 is a repeated root with various degeneracy. For
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example, y2 = x2 has a node like singularity, while y2 = x3 (and higher, n ≥ 3) has a cusp
like singularity.
Similarly, the hyper-elliptic curve y2 = f(x) degenerates into a cusp form
y2 = (x− a)m × · · · , (1.13)
when m ≥ 3 branch points collide on x-plane. We will argue in this paper, that this corre-
sponds to an Argyres-Douglas theory, with mutually non-local massless dyons. Each time,
we demand a branch point to collide with another, we are using up a degree of freedom.
Therefore, by demanding 3 branch points to collide all together, we use up two degree of
freedom. This means that the Argyres-Douglas theory occurs in codimC-2 loci, and so one
would expect it to occur in SW theory with dimM≥ 2. This explains why Argyres-Douglas
theory was found for SU(n) SW theory for rank 2 or higher originally in [5]. When m is
maximized, this is the called maximal Argyres-Douglas point. For pure case, the degree of
freedom is r, and we can bring r + 1 branch points together by using up all the degrees of
freedom. Therefore there will be maximal Argyres-Douglas points in the moduli space where
r + 1 branch points collide, forming a strong cusp.
Scaling behaviour for maximal Argyres-Douglas points of pure SW curves with ABCDE
gauge groups were studied in [15], and it is easy to find 2 points in moduli space which are
maximal Argyres-Douglas for ADE groups. Recently, the r + 1 candidates for the maximal
Argyres-Douglas points were given for Cr = Sp(2r) SW theory in [24]. In subsection 5.1, we
will show the 2r − 1 maximal Argyres-Douglas points for Br = SO(2r + 1) SW theory.
Our aim in this paper therefore is to provide a recipe for locating Argyres-Douglas loci
in the moduli space of pure SW theory. The procedure that we will follow can be expressed
in few easy steps. First we start with hyper-elliptic Seiberg-Witten curve y2 = f(x;u, v, · · · ).
Then demanding ∆xf = 0 and d(∆xf) = 0 gives two massless BPS dyons. Note that here
∆u∆xf = 0 too. Once we have this, our next step would be to check the order of vanishing
(o.o.v.) of each solution from ∆u∆xf = 0. If o.o.v. ≥ 3, we have our Argyres-Douglas loci,
namely: the hyperelliptic curve degenerates into a cusp-like singularity y2 = (x − a)3 × · · ·
and two mutually non-local dyons become massless. We will apply this technique empirically
by checking it up to rank 5 for the pure Sp and SU SW theories.
1.3 How to read off monodromies of the Seiberg-Witten curves
In the literature, Seiberg Witten curves for SU(2) are written in multiple forms. In [1], pure
SU(2) theory is discussed and the Seiberg-Witten curve
y2 = (x− Λ2)(x+ Λ2)(x− u) (1.14)
was introduced. In [2], SU(2) theories with flavors are discussed, whose low energy limit is
the pure SU(2) theory with Seiberg-Witten curve
y2 = x
(
x(x− u) + 1
4
Λ4
)
. (1.15)
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Figure 5. Three special points on the moduli space of pure SU(2) Seiberg-Witten theory. The top
right point corresponds to singularity at u→∞, and the given expression for prepotential F is valid
for large u. The bottom right point corresponds to a magnetic monopole point at u = Λ2, and the left
point corresponds to a dyon point at u = −Λ2. This figure is again taken from Lerche’s review article
[13].
Sp(2r) curve in [30] reduces to this form (1.15) at rank 1, therefore let us denote this curve
as Sp(2) curve.
Figure 6. Vanishing cycles for pure Sp(2): For Seiberg Witten curve y2 = x
(
x(x− u) + 14Λ4
)
,
discriminant vanishes at u = ±Λ2. As u varies on u-plane on red and purple paths given, the branch
points will move along the path given in respective colors on x-plane. Each purple and red cycles on
the right correspond to massless monopole and dyon of Sp(2) theory.
On the other hand, [18] proposed another form (so called SU(2) curve)
y2 = (x2 − u)2 − Λ4 = (x2 − u+ Λ2)(x2 − u− Λ2), (1.16)
which has an advantage of immediate generalization into ADE series [18].
Discriminant vanishes at u = ±Λ2 for all of three curves for pure SU(2) theory given by
(1.14), (1.15), (1.16). In this paper, we discuss SU(r+ 1) and Sp(2r) curves, which reduce to
(1.16) and (1.15) respectively at rank 1. Therefore curves (1.16) and (1.15) are particularly
interesting to us, and their monodromy is explained briefly in figures 7 and 6.
We will consider Seiberg-Witten curves for pure Sp(2) = SU(2) theory written in two
different forms given in (1.15) and (1.16). Let us name those curves Sp(2) and SU(2) curves
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Figure 7. Vanishing cycles for pure SU(2): For Seiberg Witten curve y2 = (x2 − u)2 − Λ4 =
(x2−u+ Λ2)(x2−u− Λ2), discriminant vanishes at u = ±Λ2. As u varies on u-plane on red and blue
paths given, the branch points will move along the path given in respective colors on x-plane. Each
blue and red cycles on the right correspond to massless monopole and dyon of SU(2) theory.
respectively, given their generalizations into Sp(2r) and SU(r + 1) curves. We will discuss
their vanishing cycles in detail to demonstrate that these two curves indeed capture the same
physics.
Soon we will demonstrate how to capture massless dyon and monopole at ∆ = 0 locus of
each curve.
1.3.1 Review of SU(2) monodromy
As explained in [18], the monodromy of SU(2) curve captures both massless dyon and
monopole. The curve (1.16) has four branch points
N0,1 = ±
√
u+ Λ2, P0,1 = ±
√
u− Λ2, (1.17)
which are all distinct at a generic value of modulus u. As we vary u, a different pair of
branch points will collide at different singular point in the moduli space: N0 and N1 collide
as u → −Λ2 and P0 and P1 collide as u → Λ2 as denoted with blue and red in figure 7.
Explicitly how this happens is described in figure 8. As we change the moduli of u along
the real axis, we see how branch points move on x-plane. From the left, each figure happens
at different values of u as:
u ∼ −Λ2, −Λ2 < u < Λ2, u ∼ Λ2 (1.18)
respectively. In the middle of figure 8, all the branch points are separated, and two cycles
are drawn which correspond to a monopole and a dyon. As we vary the value of u (moving
to left and right figures), each cycle vanishes at a point in the moduli space (all drawn in
consistent colors), corresponding to either a monopole or a dyon becoming massless as in
figure 5 3.
3Note that what trajectory each cycle takes does matter. It is important not only which two branch points
are connected, but also through what trajectory they are connected. Without this piece of information, we
could mis-identify vanishing cycles. For example, If in the middle picture, if blue and red cycles were drawn
so that they don’t intersect, then they together correspond to a dyon or a monopole. See subsection 1.4 more
details along this line.
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Figure 8. Branch points move on x-plane, as we change the moduli of u along the real axis. From the
left, each figure corresponds to different ranges of u value as u ∼ Λ2, −Λ2 < u < Λ2 , and u ∼ Λ2. In
the middle figure, all the branch points are separated, and two cycles are drawn which correspond to a
monopole and a dyon. As we vary the value of u, each cycle can vanish at a point in the moduli space
(all drawn in consistent colors), corresponding to either a monopole or a dyon becoming massless.
1.3.2 Sp(2) monodromy
Now, let us examine the monodromy of the Sp(2) curve of (1.15). We have total four branch
points, which are three at finite values of x, and one at infinity. As in [2], we can shift x by
x→ x+ u to obtain
y2 = (x+ u)
(
x(x+ u) +
1
4
Λ4
)
. (1.19)
In order to bring a branch point at infinity to the origin (so that it is easier to keep track of
how cycles change), perform x→ 1/2x, y → x2y transformation to obtain
y2 = x(1 + 2ux)
(
1 + 2ux+ Λ4x2
)
, (1.20)
whose four branch points are
O∞ = 0, C1 = − 1
2u
, Q0,1 = − 1
Λ2
(
u±
√
−Λ2 + u2
)
. (1.21)
At generic value of u, all four branch points are separated, but as we vary u, they can
collide with each other. Figure 9 shows how branch points move on x-plane under changing
the phase of moduli u while its magnitude is fixed at |u| = Λ2. Each of three non-zero
branch points follows the track with the corresponding color. Blue, purple, and red tracks
are trajectories of branch points C1, Q0, and Q1.
Figure 10 shows the magnified view of the branch points and branch cuts. In the
middle figure, we have two 1-cycles in orange and green, which vanish in left and right figures
respectively. As in SU(2) case in figure 8, they again correspond to massless dyon and
monopole at appropriate locations in moduli space depicted in figure 5. Note that each
cycle connects the same pair of branch points, but through different trajectories.
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Figure 9. For the Sp(2) case the branch points moves around once we change the phase of the
moduli u. One may see that the behavior is slightly different from the SU(2) cases plotted earlier.
Blue, purple, and red tracks are trajectories of branch points C1, Q0, and Q1 respectively of (1.21), as
we vary phase of u while fixing its magnitude |u| = Λ2. From the left, the values of u are Λ2, iΛ2, −Λ2
respectively. In other words, the phase of u are 0, pi/2, pi.
Note that the middle pictures of figures 8 and 10 capture the vanishing cycles in the
configuration. Instead of showing all the animations, we will only draw the middle picture
for the rest of the paper.
Furthermore, starting at a generic point in moduli space, the branch points on x-plane are
separated. As we move around a singular locus in u-plane, a pair of branch points approach.
We can then easily read off BPS charge of vanishing cycles from the relative trajectory of
branch points.
1.4 Why we need information about trajectory of branch points
We argue here why it is essential to know the trajectory of the branch points on the x-plane
in order to read off the vanishing cycles. In particular, it is not enough to know which two
branch points are colliding with each other. Even if we choose different pair, it might still
be the same cycle. Near figure 7, we explained how to obtain vanishing cycles for SU(2)
theory. Each colliding pair gave a different vanishing cycle. However, if we did not know
what trajectory each root is taking, we might have gotten wrong cycles, as depicted in figure
11.
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Figure 10. This is similar to the earlier figure for the Sp(2) case except that we magnify the
various branch points and the branch cuts. One may now easily compare the Sp(2) story with the
corresponding SU(2) case.
Figure 11. If we connect the branch points with wrong trajectory, we get wrong answers for vanishing
cycles for SU(2). Note that these two cycles shown here do not intersect, while monopole and dyon
of SU(2) SW theory have nonzero intersection number for their charges.
However if we only know which two branch points are colliding, then there is an ambiguity
in reading off vanishing cycles, up to 2αi’s. Figure 12 gives an example of wrapping a
trajectory around a branch cut, which gives extra 2αi to the vanishing cycle. Similarly, the
location of the trajectory relative to other branch cuts also changes the vanishing cycle as
in figure 13. The above examples were about ambiguity up to even number of α cycles.
However, if we allow a trajectory to surround a branch cut, we can also get any integer
number ambiguity of α cycles.
1.4.1 Relative trajectories of branch points - time information
To study the relative trajectories of branch points one would need more information than just
the collection of singular loci. For example to see how the various points are connected, one
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Figure 12. Depending on which direction a cycle originates from a branch cut, we have an ambiguity
of 2nα’s.
Figure 13. Depending on how a cycle wraps around a branch cut, we have an ambiguity of 2nα’s.
may need temporal information for the evolution of the trajectories4.
4An example from classical mechanics can readily explain this. Imagine a set of two particles connected
by springs. Each of these pair of particles are allowed to perform random motions. Imagine also that these
random motions are periodically captured by their footprints. If one wants to learn the full dynamics of these
pair of particles, one can make certain guesses based on the footprints, however not the full dynamics. With
time information lost, we cannot learn the relative location of each particle in a pair. We need a few key time
informations. This is thus exactly related to the problem at hand: to read off the dynamics of the branch cuts
on x-plane we will require certain temporal information over and above the knowledge of the singularity loci.
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Figure 14. If a cycle surrounds a branch cut, we have a further ambiguity of nα’s. Compare with
figure 13 where only 2nα ambiguity was allowed.
As an example, let us give a preview of what we will see in subsection 3.3, and explain
how we got the result. In subsection 3.3, we will look at vanishing cycles of Sp(4) pure SW
theory. The result is summarized in figure 34. Let us explain how to get these results.
For simplicity, we will only sketch how to compute dyon charge for a vanishing cycle νQ1 . In
Figure 15 we depict the result from subsection 3.3. Is there a simple way to understand the
dynamics of the figure?
Figure 15. Take a part of figure 34. In the current subsection, we will discuss how we obtain such
result for the vanishing cycle.
The technique that we will use to analyze such dynamics of the curves will be a semi-
numerical method with Mathematica. The way it goes is as follows: we start by simultane-
ously looking at both u and the x planes. As we vary time or the moduli (on the left side
of the figure 15) along a non-contractible loop in the moduli space, we observe that on the
x-plane, the branch points move around. Figure 16 is the trajectories of branch points, with
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all the time information flattened out. This is then exactly equivalent to the footprints of the
pair of classical particles at the end of their random motions (see footnote 4).
Figure 16. Here we draw trajectories of branch points on x-plane, with time information flattened
out. This does not contain enough information for the charge of vanishing cycle. We need a relative
trajectory as in figure 17.
In fact things are even better now. By adding a few more information, we can read of
vanishing cycles correctly. The important point is when the (flattened) trajectories intersect,
which branch point crossed the crossing first? For example, in left of figure 17, we put a few
time markers. A pair of markers with each distinctive line patterns are placed, to denote the
time information. The branch cut connecting Q2 and C2 (denoted as an arrow to manifest
the direction of rotation) is drawn on right of figure 17. Thanks to the time markers, we see
that the branch cut rotates counter-clockwise.
The relative usefulness of our approach is immediately obvious when we compare figure
17 with figure 18. Figure 18 is a hypothetical (wrong) situation where we have markers
placed at wrong places, leading us into a different dyon charge for vanishing cycles.
1.5 Plan of the paper
The plan of the paper is as follows. In section 2, we compute the monodromy of pure SU
curves. In a certain region of the moduli space, we can compute all the vanishing cycles
exactly, as shown in subsection 2.1. We will discuss certain singularity loci for the SU case
with two massless BPS dyons which are mutually local in subsection 2.1.2. In subsection 2.2,
we will discuss how to reduce the rank, and how the dyon charges change.
In section 3, we study pure Sp curves to compute the maximal Argyres-Douglas points
and monodromies. First we will study the behaviour of the branch points of pure Sp curve
in subsection 3.1. Specifically, in subsection 3.1.1, we take x→ 1/x transformation, in order
to bring a branch point at infinity to origin. In subsection 3.1.2, we will see that this branch
point at infinity does not participate in any of the vanishing cycles related to the stable
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Figure 17. Now with certain key time information explicitly given, we can read off dyon charges
for massless BPS state. Note the counter-clockwise rotation of the branch cut, which is drawn as an
arrow connecting two branch points pointing from C2 to Q2. This is why the vanishing cycle wraps
around a branch cut in figure 15.
Figure 18. In order to emphasize the importance of the time information, imagine a hypothetical
situation where we had a different time information. Now the branch cut can rotate the opposite
direction, and this adds ambiguity of multiple of α2 on the vanishing cycle, as explained in figure 12.
In figure 15, the vanishing cycle will wrap around the branch cut in the opposite direction.
singularities. In subsection 3.2, we discuss the vanishing cycles of Sp pure curves. Subsection
3.2.1 computes in semi-numerical way, all the vanishing cycles for the pure Sp curves up to
rank 6. This computation will help us to suggest a generalization to arbitrary ranks. In
subsection 3.2.2 we discuss the monodromies with respect to the point at infinity, and explain
why arguments from codimensions etc show the non-existence of these for rank 2 or higher.
In subsection 3.3, we take a detailed look at the singularity structures of pure Sp(4) case,
and observe wall-crossing phenomena for massless BPS states as we go through an Argyres-
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Douglas point. In subsection 3.4, we will discuss how to reduce the rank, and how dyon
charges change in a somewhat similar vein as we did for the SU case.
The next section, i.e section 4, discusses methods to capture Argyres-Douglas loci in
both SU and Sp theories. In subsection 4.1, we see that exterior derivative will capture the
loci of two vanishing cycles. In subsections 4.2 and 4.3, we compare the exterior derivative
and double discriminant for SU and Sp curves. In subsection 4.4, we argue how the double
discriminant will distinguish the case where the two vanishing cycles are mutually non-local.
We elaborate the combinatoric meaning for factorization of double discriminant in subsection
4.4.1, and in subsection 4.4.2 we elaborate this with explicit examples and explanation for
the Sp cases. We also show therein how this could be generalized in a straightforward way
for the SU cases. In subsection 4.4.3, we will see that certain moduli are more useful than
others for taking the double discriminant.
So far our discussions have mostly been for the SU and the Sp cases. In section 5 we turn
to study the SO cases concentrating mostly on the SO-odd cases. The technique that we will
use here will be slightly different from what we had used in the earlier sections. We elaborate
this procedure and show how we go to the singular regions by explicitly demanding the curves
to take certain forms. In subsection 5.1, we compute candidates for maximal Argyres-Douglas
points for the SO(2r + 1) cases.
Finally we conclude with open questions in section 6. The two appendices are arranged in
the following way. In appendix A we show how one may take the Seiberg-Witten curve and
one-form with flavors for the Sp(2r) cases, and from there get the pure Sp(2r) curves. This
appendix has appeared earlier in [24], but we keep it here for completeness. In appendix B
we prove some binomial identities that will prove very useful for deriving certain relations in
subsection 5.1.
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2 Monodromies of pure N = 2 SU(r + 1) theories
To see how the techniques that we developed in the earlier subsections can be readily used
to determine the singularity structures and the Argyres-Douglas loci, we will start-off with
SU(r+ 1) SW theory. The SW curve and SW 1-form for pure SU(r+ 1) [18] are rewritten as
y2 = fSU(r+1) = f+f−, λSW = −dx log
(
−1
2
(f+ + f−)−
√
f+f−
)
, (2.1)
where f± are given in terms of r gauge invariant moduli ui ∈ C (i = 1, · · · , r) as:
f± ≡ xr+1 +
r∑
i=1
uix
r−i ± Λ2r+2, (2.2)
whose roots can be denoted by5 (P,N stands for positive, negative in front of Λ term.)
f+ ≡
r∏
i=0
(x− Pi), f− ≡
r∏
i=0
(x−Ni). (2.3)
Few comments are in order. First note that the curve equation (2.1) has an underlying Zh
symmetry that will be elucidated later. Secondly, note that f+ = f− = 0 may happen only
when Λ = 0. For quantum theory, Λ 6= 0 and f± can never vanish at the same time. Therefore
f+ and f− can never share a root, and there is no vanishing cycle mixing these two groups of
roots. This justifies binary color coding in figures in the current section for branch points and
vanishing cycles: When we draw vanishing cycles and collision of branch points, we can use
binary coloring. The branch points and vanishing cycles are all grouped into two mutually
exclusive groups (for P and N respectively.). On the x-plane, only Pi’s (or Ni’s) can collide
among themselves. The discriminant of the curve will effectively factorize as [18]
∆xfSU(r+1) = (2Λ
2r+2)2r+2∆xf+∆xf−. (2.4)
When ∆xf+ = 0 (∆xf− = 0), a cycle connecting two Pi (Ni) branch points are vanishing.
From the degree in each moduli, we can read off the number of solutions to the vanishing
discriminant. As explained earlier near (1.8), the discriminant will appear as a polynomial in
terms of its coefficients, in our case the moduli ui’s, with a specific pattern for their powers.
All the moduli ui will have the top degree to be r + 1, except for the ur which has the top
degree to be r in the discriminant of f± as below
∆xf± = #
(
ur+1i + · · ·
)
, i 6= r,
= # (urr + · · · ) , (2.5)
where we borrowed the notation from (1.8) to denote the top degree in terms of each modulus.
5Note that both f± depends on Λ. For the Sp case it will be slightly different.
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If we are to solve ∆xf± = 0 in terms of one of the modulus, there are r + 1 solutions for
any u = ui (i 6= r) which is not a constant piece. However, for u = ur, the degree is lower by
one as in second line of (2.5). See (1.10) for the explanation.
Therefore for r > 1, we expect 2(r + 1) solutions to the vanishing discriminant from the
first line of (2.5), corresponding to 2(r + 1) massless dyons. For r = 1, we cannot take the
first line of (2.5) any more, because there is only one modulus, and we go with the second
line. Therefore for r = 1, we have only 2 solutions. Since rank 1 case is studied much, we
focus on r > 1 cases here.
Each solution to the vanishing discriminant corresponds to a vanishing cycle. Number
of the solutions of vanishing discriminant of the curve equals the number of vanishing cycles.
We will study the vanishing cycles soon in subsection 2.1 and show how the (r + 1) + (r + 1)
vanishing cycles for SU(r + 1), for bringing two P (or N) points together on the x-plane,
appear from our analysis.
We can also find maximally singular case, where maximum number (rank +1) of branch
points collide on the x-plane. Argyres-Douglas loci occur by bringing n ≥ 3 branch points
together on the x-plane, such that the SW curve degenerates into a cusp form y2 = (x−a)n×
· · · . In particular, the maximal Argyres-Douglas points occur at two points in the moduli
space given by
ui = 0, ur = Λ
r+1 (2.6)
(ur = −Λr+1 resp.), where all Ni = Nj (all Pi = Pj resp.) collide together [5, 13].
At discriminant loci ∆xfSU(r+1) = 0 and near the corresponding vanishing 1-cycle, the
1-form of (2.1) is regular
λSW = −dx log
(±Λ2r+2) , near f± = ∆xf± = 0, (2.7)
confirming that the singularity of the SW curve is indeed the singularity of the SW theory.
2.1 Exact BPS spectrum in a Zr+1-symmetric region of moduli space for arbi-
trary ranks
Earlier studies have discussed six vanishing cycles of the SW curve for pure SU(3) for v ∈ R
[18, 31]. For these cases the Argyres-Douglas points occur at codimC-2 loci in the moduli
space. (Similarly for G2 as well [32].). Motivated by these references, we can compute the
SU(3) spectra in v ≡ u2 ∈ I region, where Z2 × Zr+1 symmetry is manifest6. Non-vanishing
intersection numbers come only from
νPi ∩ νPi+1 = νNi ∩ νNi+1 = 1, νPi ∩ νNi = −2, νPi ∩ νNi+1 = 2 (2.8)
as described in figure 19. In the following we will extend this to higher ranks. Our starting
point would be to choose a moduli slice (for example, in (2.9) and (2.14) with ur
Λr+1
∈ I) with
the intersection number given in (2.8). Examples of these are depicted in figures 21 and 24
for higher ranks.
6Z2 is for flopping P and N ; and Zr+1 is for phase rotation by 2pir+1 on the x-plane.
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Figure 19. Vanishing cycles of SU(3) curve are related to massless BPS dyons. Restricting the
moduli space by setting v ≡ u2 ∈ I to a constant, we have six singular points on the u ≡ u1-plane. As
we go around each singular point, we have a vanishing cycle on the x-plane as shown.
2.1.1 Vanishing cycles of SU(r + 1) curve in a hypersurface of the moduli space
Starting from the SW curve of (2.1), let us choose values of moduli which make Zr+1 symmetry
manifest. For example, we can choose a hypersurface in a moduli space given as
u2 = · · · = ur−1 = 0, ur = const. (2.9)
For even r, the following factors7
∆xf± = (−1)[
r+1
2 ](ur ± Λr+1)r−2
(
22(r − 1)r−1ur+11 + (r + 1)r+1(ur ± Λr+1)2
)
(2.10)
of discriminant gives us 2(r + 1) solutions on the u1-plane. Let us also demand
ur
Λr+1
∈ I for
Z2×Zr+1 symmetry. Figure 20 shows 2(r+1) points on such the u1-plane where discriminant
of the curve vanishes. Each singular point corresponds to a vanishing cycle on the x-plane.
We obtain configuration of 2(r + 1) vanishing cycles as in figure 21. At a singular point on
the u1-plane given by u
P
i (u
N
i resp.) of figure 20, the corresponding 1-cycle ν
P
i (ν
N
i resp.)
will vanish in figure 21.
If we vary ur such that ur = 0, singularity structure shown on the u1-plane will change
such that all singular points will collide pairwise, as shown in figure 22. Each pair of uNi
and uPr/2 collide on the u1-plane. Therefore each pair of 1-cycles ν
N
i and ν
P
r/2 vanish at the
same time. Note that they are mutually local (cycles do not intersect each other), therefore
this does not lead to Argyres-Douglas theories.
This is easily seen from (2.2). For u2 = · · · = ur−1 = ur = 0 and even rank, (2.2) reduces
to
f± ≡ xr+1 + u1xr−i ± Λ2r+2, (2.11)
7Gauss’ symbol is used: [x] is the greatest integer that is less than or equal to x.
– 23 –
Figure 20. Vanishing cycles of SU(7) curve are related to massless BPS dyons. On a moduli slice
u1-plane given by u2 = · · · = ur−1 = 0, ur 6= 0 and urΛr+1 ∈ I, we see 2(r+1) singular points, for even r.
Here r = 6 case is drawn. As we go around each singular point on the u1-plane, we have a vanishing
cycle on the x-plane as shown in figure 21.
and as x → −x, f± → f∓. In other words, When u1 takes a value where f+ takes a double
root, f− will also take a double root (at a value opposite in sign on the x-plane). It is no
accident that each pair of 1-cycles νNi and ν
P
r/2 vanish at the same time, and that they are
just 180 degrees phase rotation of each other on the x-plane of figure 21.
The question now is how does the above trick apply to odd rank case? For u2 = · · · =
ur−1 = 0 and odd rank, (2.2) reduces to
f± ≡ xr+1 + u1xr−i + ur ± Λ2r+2. (2.12)
All the terms have even powers in x. All the roots of f+ will appear in pairs which add up
to zero. When f+ takes a double root, it will necessarily take another double root at a value
opposite in sign on the x-plane. On the u1-plane, we will observe figure 23, very similar to
figure 22. Note the difference that for odd rank case, this happens at a generic value of ur,
while for even rank case it is only for ur = 0.
In figure 23, when we go around a singular point of uP0 = u
P
(r+1)/2, 1-cycles ν
P
0 and
νP(r+1)/2 will vanish simultaneously on the x-plane as in figure 24. Again it is no accident
that each pair of simultaneously vanishing cycles are 180 degrees phase rotation of each other
on the x-plane.
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Figure 21. Vanishing cycles of SU(r + 1) curve are related to massless BPS dyons. Drawn here for
rank 6, at a moduli slice (a u5-plane) given by u1 = u2 = · · · = u4 = 0 and u6Λ7 ∈ I ∪ {0}. (also the
same figure for) Drawn here for rank 6, at a moduli slice (a u1-plane) given by u2 = u3 = · · · = u5 = 0
and u6Λ7 ∈ I ∪ {0}
Thus we see that this is an alternative way to see the singularity structure.
For odd r on a moduli slice in (2.9), all the roots of f± have degeneracy (order of
vanishing) 2 as seen below:
∆xf± = (−4)[
r+1
2 ](ur ± Λr+1)r−2
((
1− r
2
) r−1
2
u
r+1
2
1 +
(
r + 1
2
) r+1
2
(ur ± Λr+1)
)2
. (2.13)
For each singular point on the u1 plane, we will have two cycles vanishing at the same time,
which is non-generic higher singularity, which will be discussed later near figures 37 and 38.
Now what do we do for odd rank cases? The idea is to try the other ui. We know that
ur isn’t a good coordinate on the moduli space, so let us try the ur−1-plane.
For odd r, (2.9) gives a higher singularity, where all the vanishing cycles are paired up
such that at any singular locus, we will see two mutually local cycles vanish simultaneously.
Therefore we choose another slice of moduli space of (2.14) which works for even and odd
ranks, to give the same configuration of vanishing cycles as (2.8). On a hypersurface in a
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Figure 22. Singularity structure of SU(7) curve on a moduli slice of the u1-plane given by u2 =
· · · = ur−1 = 0, ur = 0. Compare with figure 20. Original 2(r+ 1) singular points all collide pairwise
to form r + 1 double-points, for even r. Here r = 6 case is drawn. As we go around each singular
double-point on the u1-plane, we have two vanishing cycle on the x-plane as shown in figure 21. As
denoted by subscripts here, νPi and ν
N
i+4 vanish at the same time on the x-plane.
moduli space given as
u1 = u2 = · · · = ur−2 = 0, ur = const, (2.14)
for any rank r, the following factors
∆xf± = (−1)[
r
2 ]rr(ur−1)r+1 + (−1)[
r+1
2 ](r + 1)r+1(ur ± Λr+1)r (2.15)
of discriminant gives us 2(r + 1) solutions on the ur−1-plane as in figure 25, and they
correspond to singularities related to vanishing 1-cycles.
On the ur−1-plane, choose ur−1 = 0 as a reference point: Starting from here, we make
a non-contractible loop surrounding each singular point on ur−1-plane. At the reference
point, Pi (and Ni) points are Zr+1 symmetric among themselves on the x-plane. Demand
ur
Λr+1
∈ I ∪ {0} so that all Pi’s are Z2 symmetric to Ni’s on the x-plane8. Therefore all the
branch points are on a circle at the reference point, as seen in figure 24. As we vary ur−1, we
observe the vanishing cycles on the x-plane as in figure 24. Their non-vanishing intersection
numbers are only
νPi ∩ νPi+1 = νNi ∩ νNi+1 = 1, νNi ∩ νPi = νPi ∩ νNi+1 = 2. (2.16)
8Note that if we allowed for real part of ur, it will break Z2 symmetry of (2.17).
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Figure 23. Vanishing cycles of SU(10) curve are related to massless BPS dyons. On a moduli slice
of the u1-plane given by u2 = · · · = ur−1 = 0, ur = const, we see 2(r + 1) singular points all collide
pairwise to form r + 1 double-points, for odd r. Here r = 9 case is drawn. This happens for any
value of ur, and it is to be contrasted with figure 20. It is a little similar to figure 22, but note
the difference in coloring. As we go around each singular double-point on the u1-plane, we have two
vanishing cycle on the x-plane as shown in figure 24. As denoted by subscripts here, νP,Ni and ν
P,N
i+5
vanish at the same time on the x-plane.
Again note the Z2 × Zr+1 symmetry, where Z2 is for flipping + ↔ − (or P ↔ N) and
Zr+1 is for changing index of Pi’s and Ni’s. Note that all roots are same distance from the
origin which, in turn, means tht all roots are of equal lengths, i.e
|Pi| = |Nj |. (2.17)
As we vary ur, we will see that u
P and uN points rotate on the ur−1-plane, but in opposite
directions. Therefore, the singular points on the ur−1-plane of figure 25 can collapse into
r+1 points as in figures 26 and 27 for θ ≡ tan−1 Im [ ur
Λr+1
]
= ± pi18 respectively. More details
will be given in the following subsection 2.1.2.
Less singular cases were given for rank 9 with θ = 0 in figure 25 and for rank 6 case
with 0 < θ < pi6 in figure 28, where all singular points are separated on the ur−1-plane.
Before ending this subsection let us ask what does the ur−1 plane give for even rank.
We will see that the underlying phenomena is similar. Indeed the ur−1 plane is like figure
28, but at some discrete values of θ, for example for θ = 0, we have figure 29 instead with
pairwise collision of singular points.
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Figure 24. Drawn here are vanishing cycles for SU(10) at a moduli slice, a u8-plane given by
u1 = u2 = · · · = u7 = 0 and u9Λ10 ∈ I ∪ {0}, or a u1-plane given by u1 = u2 = · · · = u8 = 0 and
u9
Λ10 ∈ I ∪ {0}. Note similarity with figure 21.
2.1.2 Shared roots between ∆xf±
As we saw before, f± do not share roots for the SU curves. However this does not prevent us
from having repeated roots for ∆xf±. When it happens, we will have two cycles each with P
and N type that become massless at the same time (see discussions near figure 36 for more
details). For example, we can ask whether (2.10), (2.13), and (2.15) have those singularities.
The answer to these questions, as we now know, lies in the discriminant. By observing
the vanishing discriminant
∆u [(u
n + c+)(u
n + c−)] = n2ncn−1+ c
n−1
− (c+ − c−)2n = 0, (2.18)
we know that un+ c+ and u
n+ c− share roots only when c+− c− = 0. All the three relations,
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Figure 25. Singularity structure of SU(10) curve on a moduli slice of the u8-plane given by
u1 = u2 = · · · = ur−2 = 0, ur = 0. Here r = 9 case is drawn. As we go around each singular point on
the u8-plane, we have a vanishing cycle on the x-plane as shown in figure 24.
namely (2.10), (2.13), and (2.15) have the above forms with
I. u = u1, n = r + 1, (2.19)
c± =
(
(r + 1)r+1(ur ± Λr+1)2
)
/
(
22(r − 1)r−1) ,
II. u = u1, n =
r + 1
2
, (2.20)
c± =
(
r + 1
2
) r+1
2
(ur ± Λr+1)/
(
1− r
2
) r−1
2
,
III. u = ur−1, n = r + 1, (2.21)
c± =
(
(−1)[ r+12 ](r + 1)r+1(ur ± Λr+1)r
)
/
(
(−1)[ r2 ]rr
)
respectively. (We restrict ourselves to ur/Λ
r+1 ∈ I ∪ {0} and Λ 6= 0, therefore ur ± Λr+1 6= 0
and c± 6= 0.) We now make the following observations.
I. For (2.10), c+ = c− can happen when ur = 0. In other words, for rank even case, on the
u1-plane (with u2 = u3 = · · · = 0), uP and uN points collide only at ur = 0 and we saw it
already earlier near figure 22.
II. For (2.13), c+ = c− never happens. In other words, for rank odd case, on the u1-plane
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Figure 26. Singularity structure of the SU(10) curve on a moduli slice of the u8-plane given by
u1 = u2 = · · · = u7 = 0 and u9 = const with u9Λ10 ∈ I ∪ {0}. From figure 25, we vary u9 such
that θ ≡ tan−1 Im [ urΛr+1 ] = pi18 . Since this satisfies (2.23), original 2(r + 1) singular points all collide
pairwise to form r + 1 double-points, for odd r. As we go around each singular double-point on the
u8-plane, we have two vanishing cycle on the x-plane as shown in figure 24. As denoted by subscripts
here, νPi and ν
N
i+6 vanish at the same time on the x-plane.
(with u2 = u3 = · · · = ur−1 = 0), uP and uN points never collide with each other on the
u1-plane.
III. For (2.15), c+ = c− can happen when (ur + Λr+1)r = (ur − Λr+1)r.
With θ ≡ tan−1 Im [ ur
Λr+1
]
, it is equivalent to having
θ =
kpi
r
(2.22)
for even r, or
θ =
pi
2r
(2k + 1) (2.23)
for odd r, with k ∈ Z. In other words, with u1 = u2 = u3 = · · · = ur−1 = 0 and urΛr+1 ∈ Z,
we will see uP and uN colliding on the ur−1-plane, when above relations hold. For example,
for rank 6 case, θ = 0 was given in figure 29, and rank 10 case, θ = ± pi18 cases were given
in figures 26 and 27 respectively. All these corresponded to having pairwise collision of uP
and uN points on the ur−1-plane.
Unlike the case of ur = 0 in figure 22, each pair of simultaneously vanishing 1-cycle
pairs are no longer simple 180 degrees rotation of each other in general. For SU(10), at 16
– 30 –
Figure 27. Singularity structure of SU(10) curve on a moduli slice of the u8-plane given by u1 =
u2 = · · · = u7 = 0 and u9 = const with u9Λ10 ∈ I ∪ {0}. From figure 25, we vary u9 such that
θ ≡ tan−1 Im [ urΛr+1 ] = − pi18 . Since this satisfies (2.23), original 2(r + 1) singular points all collide
pairwise to form r + 1 double-points, for odd r. As we go around each singular double-point on the
u8-plane, we have two vanishing cycle on the x-plane as shown in figure 24. As denoted by subscripts
here, νPi and ν
N
i+5 vanish at the same time on the x-plane. The u8-plane behaviour is similar to figure
26, but on the x-plane, we have different choice of pairing of cycles which vanish simultaneously.
discrete values of θ we will have 1-cycles vanishing simultaneously. As given in the formula
below
θ = − pi
18
+
k
9
+ npi ↔ uPi+5 = uNi+k, −3 ≤ k ≤ 4, i, n ∈ Z (2.24)
at each choice of θ = − pi18 + k9 + npi, νPi+5 and νNi+k will vanish at the same time on a point
on the u8-plane given by u8 = u
P
i+5 = u
N
i+k. Two examples are those given already in figures
26 and 27. Other examples can be given simply by re-labelling of singular double-points on
the u8-plane.
Similar to the SU(10) case in (2.24), now for SU(7), 1-cycles vanish simultaneously at
10 discrete values of θ given below
θ =
k
6
+ npi ↔ uPi+3 = uNi+k, −2 ≤ k ≤ 2, i, n ∈ Z. (2.25)
At each choice of θ = k6 +npi, ν
P
i+3 and ν
N
i+k vanish at the same time on a point on the u5-plane
given by u5 = u
P
i+3 = u
N
i+k. One example is given already in figures 29. Other examples will
be just simply given by re-labelling of singular double-points on the u5-plane.
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Figure 28. Singularity structure of SU(7) curve on a moduli slice, a u5-plane given by u1 = u2 =
· · · = u4 = 0 and u6Λ7 ∈ I∪{0}. We choose θ ≡ tan−1 Im
[
ur
Λr+1
]
to be in this range 0 < θ < pi6 , in order
to dissatisfy (2.22). As we go around each singular point on the u5-plane, we have a vanishing cycle
on the the x-plane as shown in figure 21.
As we vary θ, they get close to each other. One might worry that we will end up having
mutually non-local pair to vanish simultaneously, however this does not happen. It happens
only in ur >> Λ limit. As long as Λ 6= 0, we don’t have to worry about that limit. More
explicitly, note that in (2.24) and (2.25), θ = ±pi2 is not included, and for all choices of i, k
the simultaneously vanishing cycles are mutually local.
2.1.3 Dyon charges of massless BPS states
We have now shown that we can always choose a moduli slice where all the vanishing cycles
are arranged such that the intersection numbers are like (2.8), as the figures 21 and 24. To
read the dyon charges, all we now need are the vanishing cycles. These can be easily read off
from the symplectic basis.
For example a symplectic basis given in figure 30, we can write down the cycles as:
νP0 = β1, ν
N
0 = β1 +
r∑
i=1
αi + α1, ν
P
r = −βr +
r−1∑
i=1
αi, ν
N
r = −βr − 2αr,
νPi = βi+1 − βi − αi, νNi = βi+1 − βi + αi+1 − 2αi, i = 1, · · · , r − 1. (2.26)
– 32 –
Figure 29. Singularity structure of SU(7) curve on a moduli slice, a u5-plane given by u1 = u2 =
· · · = u4 = 0 and u6 = 0. Since this satisfies (2.22), original 2(r+ 1) singular points all collide pairwise
to form r + 1 double-points, for even r. As we go around each singular double-point on the u5-plane,
we have two vanishing cycle on the x-plane as shown in figure 21. As denoted by subscripts here, νPi
and νNi+4 vanish at the same time on the x-plane.
In the figure 30, to make it convenient to draw and also to generalize to arbitrary ranks, we
rearranged the branch cuts on the x-plane. However only the topological information is to
be read off from here. This particular choice of symplectic basis is for convenience, and just
matter of convention. We are choosing αi cycles to go around each branch cut connecting
Pi and Ni branch points. We are choosing βi cycles to connect between P0 and Pr branch
points. However, as we learned in subsection 1.4 earlier, the trajectory is also important, not
just the information of which two branch points are connected.
Figure 30. A particular choice of symplectic basis cycles for SU(r + 1) curve
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2.2 How to reduce rank for SU(r + 1)
The motivation of this subsection is the following: imagine we make a brane construction
in terms of D3-branes to realize this system. Then the number of branes in a stack will
correspond to the rank. As we move a brane far away to infinity, we will see that the rank of
the gauge group going down by one, without necessarily changing the type of gauge group.
When the rank goes down what happens to the vanishing cycles and branch cuts? For
sure, a branch cut has to be removed, because number of branch cut is r + 1. One could
imagine moving it far to infinity, or closing it down. There may not be a unique answer to
this question, but here we will propose one method using the procedure of closing a branch
cut by sewing it back. The procedure works in the following way. Looking at figure 24,
one could pick a branch cut connecting branch points Pi and Ni, and for the vanishing cycles
involved with this cut, we can merge them appropriately (in neighboring pairs), so that cycle
starts or ends from those branch points. We can use
νNi−1 + ν
N
i = (βi − βi−1 + αi − 2αi−1) + (βi+1 − βi + αi+1 − 2αi)
= βi+1 − βi−1 + αi+1 − 2αi−1 − αi, (2.27)
νPi−1 + ν
P
i = (βi − βi−1 − αi−1) + (βi+1 − βi − αi)
= βi+1 − βi−1 − αi−1 − αi, (2.28)
as new vanishing cycles, instead of each one of the four cycles: νNi−1, ν
N
i , ν
P
i−1, ν
P
i . Note that
now βi disappears, and once we set αi = 0 by closing that branch cut down, (2.27) and (2.28)
reduces back to the form of (2.26)9.
This method works smoothly to bring the rank from arbitrary high down to rank 2.
From rank 2 to rank 1, there’s a small subtlety that can be easily explained from figure 19.
Imagine here again we close down the branch cut connecting P1 and N1, and then make new
vanishing cycles by merging ν0 + ν1. However it turns out that ν0 + ν1 = −ν2 for both P and
N types. In other words, SU(r + 1) has 2(r + 1) vanishing cycles. Each time as we go down
in the rank, we lose 2 cycles. Then it appears that SU(2) should have 4 vanishing cycles, but
as it turns out, each of them are equal to each other (up to sign) in the following way:
νP0 = β1, ν
N
0 = β1 + 2α1, ν
P,N
1 = −νP,N0 . (2.29)
At the end of the day SU(2) only has 2 vanishing cycles. This difference for the rank 1 case
was explained in (2.5). We will discuss similarly story for the Sp case in subsection 3.4.
9If we are to use this result for brane construction of the SU(r + 1) SW theory, we will have to figure out
what it means physically to set αi = 0.
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3 Monodromies of pure N = 2 Sp(2r) theories
In the last section we presented a detailed study of pure SU(r+1) SW theories and computed
their monodromies, singularity structures and the Argyres-Douglas loci. Here we will extend
the analysis to incorporate Sp(2r) SW theories. The physics of Sp(2r) theories is sufficiently
different from their SU counterparts rendering a detailed independent study possible. In fact
for the SU(r+1) theories we did not make much connections to the wall-crossing phenomena.
It is now time therefore to make this connection more precise. Furthermore Sp(2r) theories
have an additional advantages of being represented in terms of branes in F-theory, a story
that was elaborated in some details in [24]. Here we will not venture towards that direction
and restrict ourselves mostly to analysing the corresponding curves in these theories.
3.1 Seiberg Witten curve for pure Sp(2r) theories and root structure
By taking no-flavor limit of [30], as explained in detail in appendix A, we obtain the SW
curve and SW 1-form for pure Sp(2r) theory in the following way:
y2 = fSp(2r) = fCfQ, λ = a
dx
2
√
x
log
(
xfC + fQ + 2
√
xy
xfC + fQ − 2
√
xy
)
, (3.1)
with fC and fQ defined as:
fC ≡
r∏
a=1
(
x− φ2a
)
, fQ ≡ xfC + 16Λ2r+2. (3.2)
Let us make a few comments. As for the SU case, one would expect an underlying Zh
symmetry here in the curve equation for the fQ part. However in contrast with the SU case
where both factors f± of hyperelliptic equation depend on Λ as seen in (2.2), note that for
the Sp case only fQ has Λ dependence, while fC has no Λ dependence. Additionally, since
fSp(2r)(x) is a 2r+1-degree polynomial in x, y
2 = fSp(2r) is a genus-r Riemann surface. It has
total 2r+2 branch points on the x-plane: 2r+1 branch points are finite roots to fSp(2r)(x) = 0,
and one extra branch point is at infinity on the x-plane.10 Since fSp(2r) factorizes, among
2r+1 finite branch points, we see that r branch points are r solutions to fC(x) = 0, and r+1
branch points are r + 1 roots to fQ(x) = 0, which we denote by Ci’s and Qi’s as implicitly
given in 11
fC =
r∏
i=1
(x− Ci), fQ =
r∏
i=0
(x−Qi). (3.3)
10Later in subsection 3.1.1, we will discuss the same curve in an alternative equivalent form y2 = f ′Sp(2r),
with x→ 1/x transformation. The polynomial f ′Sp(2r) will have a degree 2r + 2 in x, and the branch point at
infinity of y2 = fSp(2r) will be brought back to origin of the x-plane.
11The origin of this notation is following: C and Q stand for classical and quantum. As clear from (3.2),
Ci’s do not depend on Λ, that is only Qi’s which depend on Λ.
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We also want to introduce r gauge invariant moduli ui ∈ C (i = 1, · · · , r) for these curves as
implicitly given in
r∏
a=1
(
x− φ2a
)
= xr + u1x
r−1 + u2xr−2 + · · ·+ ur. (3.4)
Or more explicitly,
u1 =
(
r∑
a=1
−φ2a
)
, u2 =
(
r∑
a=1
φ2aφ
2
b
)
, · · · , ur =
r∏
a=1
(−φ2a) . (3.5)
When it is not ambiguous, we may use notation u = u1, v = u2, w = u3, · · · for simplicity.
Observe in (3.2) that fC = fQ = 0 is possible only if Λ = 0. In a quantum theory we
demand Λ 6= 0, therefore fC and fQ can never share a root: For any choices of moduli, fC and
fQ can never vanish at the same time. This allows the discriminant of the curve to factorize,
somewhat similar to what we saw in the SU(r + 1) case, as:
∆xfSp(2r) = (16Λ
2r+2)2r (∆xfC) (∆xfQ) . (3.6)
We can study multiplicity of zero for fC and fQ separately without worrying about their roots
getting mixed.12 Again, just as in the SU case, when we draw vanishing cycles and collision
of branch points, we can use binary coloring. The branch points and vanishing cycles are all
grouped into two mutually exclusive groups (for Q and C respectively.).
The discriminants are polynomials in the moduli ui’s, from the degree in each moduli, we
can read off the number of solutions to the vanishing discriminant. Following arguments near
(1.8), basically it is given by the power of the polynomial, except for the coefficient which is
a constant term (just as ur for fC , but not for fQ since ur appears as x-term in fQ).
∆xfC = # (u
r
i + · · · ) , i 6= r
= #
(
ur−1r + · · ·
)
,
∆xfQ = #
(
ur+1i + · · ·
)
. (3.7)
As similar to (2.5), we again borrowed the notation from (1.8) to denote the top degree in
terms of each modulus.
For each of ∆xfC , there are r solutions for any u = ui (i 6= r) which is not a constant
piece. However, for u = ur one degree lower as in first line of (3.7). This is similar to the SU
case in (2.5) See (1.10) for the explanation. However for the second line of (3.7), the number
of the solutions is always r + 1 for any modulus. The reason is because ur is not a constant
term of fQ, while it is a constant term for fC , f±. Inside fQ, ur is no longer blind to phase
rotation on the x-plane.
12The branch points coming from fC and fQ never collide with the branch point at infinity before they collide
with each other first, as will be discussed in subsection 3.1.2. We want to consider only stable singularity - of
two branch points colliding with each other - as discussed in [2].
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Therefore for r > 1, we expect r + (r + 1) vanishing cycles for Sp(2r), for bringing two
C (or Q) points together on x-plane. They are 2r+ 1 solutions to the vanishing discriminant
from the first and third equalities of (3.7), corresponding to 2r+1 massless dyons. For r = 1,
we cannot have the first equality of (3.7) any more, because there is only one modulus, and
there is no solution to ∆xfC . We can only satisfy the third equalities, with two possible roots.
Therefore for r = 1, we have only (1− 1) + (1 + 1) = 2 solutions. Since rank 1 case is studied
much in past, we will therefore focus only on r > 1 cases here.
At a generic point in rC-dimensional moduli space, ∆xf 6= 0 and all the branch points
are separated on the x-plane. As we bring branch points together, we will go to a subspace
with lower dimension. For example, it will eat up 1C degree of freedom to bring two branch
points together on the x-plane. Each time we demand a branch point to collide with another,
we lose 1C degree of freedom.
As derived in appendix A using [30], SW 1-form for the Sp(2r) theory without matter
is given by:
λ = a
dx
2
√
x
log
(
x
∏(
x− φ2a
)
+ 8Λ2r+2 +
√
xy
x
∏
(x− φ2a) + 8Λ2r+2 −
√
xy
)
, (3.8)
for further convenience, this can be written in terms of fC and fQ as,
λ = a
dx
2
√
x
log
(
xfC + 8Λ
2r+2 +
√
xy
xfC + 8Λ2r+2 −
√
xy
)
(3.9)
= a
dx
2
√
x
log
(
fQ − 8Λ2r+2 +
√
xy
fQ − 8Λ2r+2 −
√
xy
)
.
Let us now observe how the 1-form behaves near a vanishing cycle. First we will restrict in
moduli space of the curve, so that we are near a vanishing discriminant locus of the curve.
Secondly, we restrict further along the Riemann surface, meaning that along the Riemann
surface, we go to a neighborhood near a vanishing cycle. More explicitly we take ∆ = 0 and
y = 0. For a given hyperelliptic curve, we will require the RHS to have a double root of x,
and by going near that region, we require y = 0, which means fC = 0 or fQ = 0. Plugging
in y = 0, fC = 0 and y = 0, fQ = 0 in the first and the second line of (3.9) respectively,
we confirm that the 1-form vanishes near a vanishing 1-cycle. Therefore, a singularity of
the Seiberg-Witten curve will survive as a singularity of the Seiberg-Witten theory, with a
possibility still remaining that Seiberg-Witten 1-form might add, but not subtract singularity.
Singularity of the SW curve is a subset of the SW theory, and in this paper, we study the
former.
Branch points of the SW curve are the r roots of fC , r + 1 roots of fQ, and a point
at infinity. Transforming x → 1/x, the branch point at infinity comes to the origin, and
subsection 3.1.2 explains that stable singularity does not involve the branch point at infinity.
Therefore, the branch point at infinity marked with O∞ does not participate in any of the
vanishing cycles.
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At discriminant loci ∆xfSp(2r) = 0, near the corresponding vanishing 1-cycle, the 1-form
of (3.1) becomes infinitesimally small [24], far from becoming a delta function. This confirms
that a singularity of the SW curve is indeed a singularity of the SW theory. At a generic
point in rC-dimensional moduli space, ∆xf 6= 0 and all the branch points are separated. As
we bring branch points together, we will go to a subspace with lower dimension. Maximal
Argyres-Douglas theories occur at r + 1 points computed in [24], where all the roots of fQ
collide together13.
3.1.1 x→ 1/x transform to bring a branch point at infinity to origin
When we deal with hyperelliptic curve with odd degree, we necessarily have a branch point
at infinity. It can be a hassle to keep track of the motion of the branch points with relation
to the point at infinity. A simpler and more transparent way is that, we perform x → 1/x
transform to bring a branch point at infinity to the origin.
Perform following change of variables, which corresponds to spherical projection on x
coordinate and rescaling of y coordinate:
x→ −1
x˜
, x˜ =
ax+ b
cx+ d
= −1
x
,
y → y˜
(−x˜)r+1 , y˜ =
y
xr+1
= (−x˜)r+1y, (3.10)
and applying on the odd-degree hyper-elliptic curve for pure Sp(2r), we get the following
series of algebraic manipulations:
y2 =
(
r∏
a=1
(
x− φ2a
))(
x
r∏
a=1
(
x− φ2a
)
+ 16Λ2r+2
)
(3.11)
y˜2
(x˜)2r+2
=
(
r∏
a=1
(
−1
x˜
− φ2a
))(
−1
x˜
r∏
a=1
(
−1
x˜
− φ2a
)
+ 16Λ2r+2
)
(3.12)
y˜2 =
(
x˜
r∏
a=1
(−1− φ2ax˜)
)(
−
r∏
a=1
(−1− φ2ax˜)+ 16Λ2r+2x˜r+1
)
= −
(
1 +
r∑
i=1
u˜ix˜
i
)
x˜
(
1 +
r∑
i=1
u˜ix˜
i + (−1)r+116Λ2r+2x˜r+1
)
, (3.13)
which converts (y, x) to (y˜, x˜). In the last line of (3.13), we rewrote in terms of Weyl-invariant
moduli u˜i = ui(−1)i, the product becomes summation just as in (3.4).
Now absorbing phases into y,Λ, u’s, and dropping tildes for simplicity, we obtain an
even-degree hyper-elliptic curve expressed as
y2 =
(
1 +
r∑
i=1
uix
i
)
x
(
1 +
r∑
i=1
uix
i + 16Λ2r+2xr+1
)
. (3.14)
13Scaling behaviour at maximal Argyres-Douglas points for pure ABCDE SW theory were studied in [15]
and [16], and there are two such points in moduli space for ADE groups. For B and C, number of maximal
Argyres-Douglas points are 2r − 1 and r + 1, and scaling behaviour is being studied [17].
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Let us now try another set of (x, y) transformations. Start from (3.1),
y2 =
(
r∏
a=1
(x− Ca)
)(
x
r∏
a=1
(x− Ca) + 16Λ2r+2
)
, (3.15)
and demand x→ 1/x, y → y/xr+1∏ri=1Ci with Ca = 1/ca, Qa = 1/qa to obtain
r∏
i=1
C2i y
2 = x
(
r∏
a=1
(1− x/ca)
)(
r∏
a=1
(1− x/ca) + 16Λ2r+2xr+1
)
y2 = x
(
r∏
a=1
(ca − x)
)(
r∏
a=1
(ca − x) + 16Λ2r+2
(
r∏
i=1
ci
)
xr+1
)
= x
r∏
a=1
(x− ca)
r∏
a=0
(x− qa)
= #xfcfq. (3.16)
The results in (3.16) and (3.14) are equivalent, just like the two expressions given before x
inversion in (3.1), (3.2), and (3.4). (The only difference is writing down the polynomial in
terms of roots or in terms of Weyl invariant moduli.)
3.1.2 Stable singularity does not involve the branch point at infinity
In principle, multiple branch points can come arbitrarily close to each other on the x-plane.
However, the correct question to ask is, which two come closer first. That is because we only
want to consider stable singularity − of two branch points colliding with each other. Rank
1 case is discussed in [2]: on the x-plane, two branch points approach each other faster than
they approach the singularity (another branch point) at infinity.
Here we want to argue for general ranks, that the branch points coming from fC and fQ
never approach with the branch point at infinity before they approach with each other first.
In a language of the subsection 3.1.1, it is same as showing that the branch points collide
with each other before hitting the branch point at the origin. Starting from the (3.16), among
whose roots ci and qi, let us assume
|qr|  |ci|, |qi|, i = 1, · · · , r − 1, (3.17)
and we will show that
|qr − cr|  |cr|, |qr|. (3.18)
From (3.16), we demand fq = 0 for x = qr, namely
r∏
a=1
(ca − qr) + 16Λ2r+2
(
r∏
i=1
ci
)
qr+1r = 0, (3.19)
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which can be approximated using (3.17) as
− 16Λ2r+2
(
r∏
i=1
ci
)
qr+1r =
r∏
a=1
(ca − qr)
= (cr − qr)
r−1∏
a=1
(ca − qr)
∼ (cr − qr)
r−1∏
a=1
ca, (3.20)
so that finally we obtain
(cr − qr) ∼ −16Λ2r+2crqr+1r , (3.21)
which proves (3.18). While two branch points approach infinity, they approach each other
faster. Therefore, we can ignore the branch point at infinity (or at the origin, if x→ 1/x was
performed) from the degeneration of the branch points.
3.2 Monodromies for Sp(2r)
Here we study monodromies and singularity structures of Seiberg Witten curves for pure
Sp(2r) theory given by
y2 = x
(
1 +
r∑
i=1
uix
i
)(
1 +
r∑
i=1
uix
i + xr+1
)
(3.22)
after appropriate coordinate transformations given in subsection 3.1.1 and setting Λ = 1
without loss of generality. In the light of the wall-crossing phenomena, we do not expect
the massless BPS dyon spectrum to be invariant. Rather depending on where we are in the
moduli space, we will have different spectra.
3.2.1 Vanishing cycles of Sp(2r) curve in a moduli slice for r ≤ 6 and conjecture
for higher ranks
Restrict to a u1-plane of the moduli space by fixing u2 = · · · = ur−1 = 0 and setting ur to be
a fixed small number. Choose u1 = 0 as a reference point. Up to rank 6, if we choose ur to
be small enough14, then branch points on the x-plane are arranged such that all the Qi’s are
surrounding origin O∞, and all the Ci’s are surrounding all the Q points. Vanishing cycles
have the following non-zero intersection numbers
νQi ∩ νQi+1 = νCi ∩ νCi+1 = −1, νQi ∩ νCi = νCi ∩ νQi−1 = 2, i = 1, · · · , r
νQr ∩ νQ0 = −3, νQ0 ∩ νCr = νC1 ∩ νQr = 2. (3.23)
Figure 31 shows such a configuration for the rank 6 case. We conjecture that for any rank
r, it is always possible to choose ur to be small enough such that all the Qi points are inside
the νC cycles, such that (3.23) hold.
14For example, choosing ur to be −1/2 (for rank r = 2), 1/5 (r = 3), 1/7 (r = 4, 5), and 1/9 (r = 6), we
obtain the similar configuration on the x-plane. All with units of 16Λ2r+2 = 1.
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Figure 31. Vanishing cycles of Sp(12) curve at a moduli slice, which is given by a u1-plane of
u2 = · · · = ur−1 = 0, ur = 1/9
Unlike the SU(r+ 1) case, it is very difficult (if not impossible) to find an exact method
to obtain the vanishing cycles for arbitrary high ranks of Sp(2r). Instead, we compute the
vanishing cycles in some patches of the moduli space for low ranks, and read off a pattern to
conjecture for general ranks.
We write down these 2r+ 1 vanishing cycles in terms of symplectic basis given in figure
32. To make it convenient to draw and also to generalize for arbitrary ranks, we rearranged
the branch cuts on the x-plane. However only the topological information is to be read off
from here. This particular choice of symplectic basis is for convenience, and is just a matter
of convention. We are choosing αi cycles to go around each branch cut connecting Qi and
Ci branch points. We are choosing βi cycles to connect between Q0 and Qr branch points.
However, as we learned in subsection 1.4 earlier, the trajectory is also important, not just the
information of which two branch points are connected. The various cycles now are:
νCi = −βi + βi+1 + αi+1, νQi = νCi − αi + αi+1, i = 1, · · · , r − 1,
νCr = β1 − βr −
r∑
i=2
αi, ν
Q
0 = β1 + 2α1, ν
Q
r = ν
C
r + β1 + α1 − αr. (3.24)
It is interesting to note that all the C cycles add up to zero, i.e
r∑
i
νCi = 0. (3.25)
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Figure 32. A particular choice of symplectic basis cycles for the Sp(2r) curve
This is no accident, and the result is independent of the choice of the symplectic basis. Having
a linear relation among 2r+1 cycles is not strange. We have 2r+1 vectors on 2r dimensional
vector space, and we expect to have at least one relation among them. However, for rank 2,
case this translates into νC1 = −νC2 , and we will have 2r vanishing cycles (instead of 2r + 1)
for rank 2, in this region of the moduli space.
3.2.2 M∞ for rank 1 does not exist for higher ranks r ≥ 2.
We discussed earlier that a vanishing cycle on the SW curve is coming from a non-contractible
loop around singularity in the moduli space. In order to have a non-contractible loop, the
singular region needs to have a complex codimension 1. In this subsection, we will see that
the singularity associated with monodromy at infinity is complex dimension 0 locus of the
moduli space, or a complex codimension r loci. Therefore this can give monodromy only for
r = 1 case. Alternatively, we could think of it as an intersection loci of various other complex
codimension 1 singular loci.
In the limit of small Λ, or more precisely
r∏
a=1
|Ca| 
∣∣Λ2r∣∣ , or |ui|  ∣∣Λ2r∣∣ , (3.26)
the roots can be expanded as below:
Qa ∼ Ca, a = 1, · · · , r,
Q0 ∼ 16Λ
2r+2∏r
a=1 (−Ca)
=
16Λ2r+2
ur
. (3.27)
On the x-plane, the branch cuts connecting Qa and Ca become arbitrarily small, and a cut
connecting Q0 ∼ 0 and the singularity at infinity become a semi-infinite line.
Does this regime of (3.26) gives us a monodromy? The answer turns out to be affirmative
for rank 1, but negative for rank r > 1 cases. In order to count the dimension of the region
given by (3.26), we perform a u→ 1/u transformation, the large ui region of (3.26) becomes
a neighborhood near origin u′i = 1/ui  1, a complex codimension r locus. For rank 1
– 42 –
case, a singular locus near the origin of the moduli space does provide a non-contractible
loop around the locus, therefore we obtain M∞. However, for higher ranks, we have more
directions in the moduli, so any closed loop can be contracted without having to wrap around
the neighborhood near the origin. A generic 1C dimensional surface in the moduli space will
not intersect with this region (3.26).
Since the analysis is purely based on rank and dimension, we expect similar behaviour
for other gauge groups as well. We will therefore not elucidate this case-by-case basis but
instead go to an explicit example where we can argue for the wall-crossing phenomena.
3.3 Singularity structure of Sp(4) = C2: Jumping BPS spectra and wall-crossing
So far we studied vanishing cycles at the intersection of vanishing discriminant and a dim-1C
hypersurface of the moduli space (at singular points on the various u-planes). Here we will
see how vanishing cycles change as we vary the choice of hypersurface. We present here a
detailed example of jumping BPS spectra for the Sp(4) SW curve. Its 2 complex dimensional
moduli space is spanned by {u ≡ u1, v ≡ u2} ⊂ C. Let us take a 3 real dimensional slice
of the moduli space for viewing convenience15. For example, to reduce one real degree of
freedom, we will fix the phase of v such that v3 ∈ R, as in the left side of figure 33. One
might ask why we are choosing this particular moduli section. We will soon see that this is
where we observe various exotic phenomena of having multiple mutually local and non-local
BPS states becoming massless.
Each of the five u-planes, marked by (a) through (e) are slices at different magnitude of
v. The blue and brown curves denoted by Σ’s are where we have at least one massless dyons.
These codimC-1 singular loci are captured by the vanishing discriminant of the curve. When
Σ’s intersect, we have a worse singularity: massless dyons coexist at these codimC-2 loci.
The SW curve degenerates into either a cusp or a node form. The shape of intersection loci
of Σ’s also take cusp or node form respectively, each leading to different kind of singularity
(mutually non-local and local). Similar phenomena occur for pure SU(3) theory [18].
A careful reader might have noticed that when Σ’s intersect each other, it is seen as
colliding of singular points on the corresponding u-plane. For example, on the u-planes
marked by (a,c,e), there are five singular points where Σ’s pierce through. On the u-planes
marked by (b) and (d), two of the singular points are on top of each other.
From the earlier part of the paper (see subsection 1.2.1), one might recall that collision
of branch points on the x-plane was captured by vanishing of discriminant operator with
respect to x, ∆x. For example, ∆xf = 0 is where we have branch points colliding on the
x-plane. Similarly, when the singular points collide on the u-plane, it is captured by another
discriminant operators with respect to now a new variable u, ∆u. For example, see the right
side of figure 33 for an example for Sp(4) = C2. Various Σ’s meet in the moduli space,
15A similar study was done in [31] for SU(3) and in [32] for G2 gauge group, where they also take a slice in
moduli space to show the discriminant loci and their intersection.
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Figure 33. A slice of moduli space for pure Sp(4) Seiberg-Witten theory. At v = 0, ΣC1 and Σ
C
2
intersect. ΣQ2 change into Σ
Q
2′ at a cusp point (note different types of dashing)
and they are captured by making the u-plane slices. We can count number of intersection
points between Σ’s and each u-planes. When this number reduces, this gives a candidate for
singularity. We will explain more in this direction near figure 35 later.
In the case of Sp(4) = C2, these are captured by vanishing double discriminant as below:
∆u∆xfSp(4) = 2
8v(v3 − 33)3(24v3 − 36)2, (3.28)
whose roots
v =
{
0, 3αi3,
9
2 3
√
2
αj3
}
(3.29)
are marked by seven dots in the left of the figure 33. Some of these (all six except for
v = 0) correspond to having two massless BPS dyons. In subsection 4.1 we will discuss how
d∆xf = ∆xf = 0 is equivalent to having two massless BPS dyons. v = 0 does not satisfy that
relation, but the rest 6 does (with the proper choice of u value). When v = 0, on the u-plane
two ΣC ’s collide, but it does not translate into having two massless dyons, instead just one
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(νC). Note the degeneracy of roots to the double discriminant. The roots 3α
i
3 and
9
2 3
√
2
αj3 each
have degeneracy 3 and 2. And in next section we will learn that this is a universal criteria
for having mutually non-local and local massless dyons. This double discriminant method
was used in [33] and [34, 35] etc, respectively for rank 2 and rank 1 with flavors. Actually
vanishing double discriminant is a necessary condition for having multiple massless dyons,
but in subsection 4.1 we will see that it is not a sufficient condition. Asking for vanishing
double discriminant will give all the candidates of singularity related to having multiple BPS
states. However, not all candidates will survive, as we will give more details near figure 35
later.
On the right of figure 34, each of the five u-planes, marked with (a) to (e), are slices of
the moduli space at different magnitude of v. CodimC-1 discriminant loci of the SW curve,
∆xf = 0, are marked by Σ’s, where at least one dyon becomes massless. They intersect at
more singular codimC-2 loci specified by ∆xf = d(∆xf) = 0: two dyons become massless
simultaneously. Here double discriminant also vanishes ∆u∆xf = 0, as seen by colliding
points on the u-planes marked (b) and (d) in the right of the figure 34, which is as expected
from [33].
When Σ’s intersect, they can intersect like node and cusp, as in (b) and (d) of figure
34 respectively. When it happens, the SW curve itself degenerates into either node or cusp,
each leading to a different kind of singularity - mutually local and and mutually non-local
(Argyres-Douglas) respectively. And this can be captured by order of vanishing (2 and 3
respectively) of the double discriminant16.
For each u-planes marked by (a) to (e) of figure 33, we have drawn the corresponding
x-planes in figure 34 displaying the vanishing cycles on the x-plane, for each slice. For lack
of space, we won’t give the full details of how we read off vanishing cycles on the x-plane, but
partial explanation and an example for slice (e) is given in subsection 1.4.1 near figure 15.
Let us have a closer look staring from the top slice marked as (a).
(a) At first, the given u-plane and ∆xfSp(4) = 0 loci (marked as Σ
C,Q
i ’s in figure 33) intersect
at five points uC,Qi ’s. We call them singularity points because they are associated with
vanishing 1-cycles on the x-plane. Each of the 5 singular points on the u-plane (uC,Qi ’s)
is responsible for one vanishing 1-cycle (νC,Qi ’s with corresponding choice of sub-/super-
scripts). By observing the relative trajectory of branch points on the x-plane, we can
read off the 5 vanishing cycles as below:
νQ0 = β1, ν
Q
1 = −β1 + β2 + α1 + 4α2, νQ2 = −β1 − β2 − α1 − 2α2,
νC1 = −β1 + β2 + 2α1 + 3α2, νC2 = −β1 − β2 − α2. (3.30)
All the discriminant loci uC,Qi ’s are separated on the u plane here. Especially, two
vanishing cycles νQ0 (brown) and ν
C
2 (blue) vanish at two different moduli loci u
Q
0 and
uC2 respectively.
16We obtained this result rather empirically while studying vanishing cycles, but later learned that it was
used implicitly in [34, 35] to classify rank 2 curves.
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Figure 34. Singularity structures at slices of the moduli space for pure Sp(4) Seiberg-Witten theory.
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(b) As we change the moduli |v| to go from (a) to (b), singular points on the u-plane, uQ0
and uC2 , now collide, and corresponding 1-cycles ν
Q
0 and ν
C
2 vanish simultaneously at
the same place in the moduli space. However these two cycles are mutually local, and
responsible branch points on the x-plane collide pairwise (C1 ↔ C2, Q0 ↔ Q1). The
SW curve degenerates into a node form, y2 ∼ (x− C)2(x−Q)2 × · · · . Singularity loci
(of vanishing ∆xf) Σ
Q
0 and Σ
C
2 intersect at |v| = 92 3√3 , with node-like crossing.
(c) We can change the moduli |v| further to reach the configuration depicted in (c) i.e uQ0
and uC2 are separated again as in (a). Dyon charges of the vanishing cycles for (a), (b),
and (c) remain unchanged as (3.30), when we go through node-like singularity of (b).
Note that two reds points uQ0 and u
Q
2′ are separated but they are running toward each
other, in preparation for the next part of the scenario.
(d) As we change the magnitude of the moduli v, discriminant loci ΣQ0 and Σ
Q
2 intersect on
the u-plane of |v| = 3, forming a cusp-like singularity. Two singular points uQ0 and uQ2
collide on the u-plane, and the vanishing cycles νQ0 and ν
Q
2 merge. In other words, three
branch points Q0,1,2 collide at the same time on the x-plane, unlike the case (b) of figure
34 where four branch points collide pairwise. Two cycles νQ0 and ν
Q
2 become massless
at the same time, but they are mutually non-local. The SW curve degenerates into a
cusp form y2 ∼ (x − a)3 × · · · , giving Argyres-Douglas theory with SU(2) singularity,
with two mutually non-local massless BPS dyons.
(e) After passing Argyres-Douglas loci, in (e), we again have 5 separated singular points on
the u-plane. Especially uQ0 and u
C
2 are separated. However note that the BPS dyon
charges of vanishing cycles changed from the cases of (a), (b), and (c) given in (3.30)
as we go through cusp-like (or Argyres-Douglas) singularity of (d). Instead of νQ2 , we
have a new vanishing cycle
νQ2′ = −β2 − α1 − 2α2 = νQ0 + νQ2 . (3.31)
Considering that Argyres-Douglas loci live inside the wall of marginal stability [12], this
jump of BPS charge is refreshing to observe.
One might ask why such exotic phenomena occur at different values of v. Is there a
systematic method to locate the loci where multiple dyons become massless? This will be
answered in the following section 4 where we will discuss the method for both SU(r+ 1) and
Sp(2r) groups.
Lastly, we can comment on the degeneracy and charge conservation. Our method a priori
does not say anything about degeneracy, however, considering charge conservation, we could
see some constraint near an Argyres-Douglas point. Degeneracies in each segment dQ0a = d
Q
0c
and dC2a = d
C
2c may take any values, because at (b), dyon changes do not change. However,
from (3.31) and charge conservation
dQ0cν
Q
0 + d
Q
2cν
Q
2 = d
Q
0eν
Q
0 + d
Q
2′eν
Q
2′ , (3.32)
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one has
dQ0cν
Q
0 + d
Q
2cν
Q
2 = d
Q
0eν
Q
0 + d
Q
2′eν
Q
0 + d
Q
2′eν
Q
2 . (3.33)
Coefficients of νQ0 and ν
Q
2 must match from the above two equations, giving us the following
two relations
dQ0c = d
Q
0e + d
Q
2′e, d
Q
2c = +d
Q
2′e. (3.34)
Therefore combining everything together, we have
dQ0c = d
Q
0e + d
Q
2c, d
Q
2c = d
Q
2′e. (3.35)
3.4 How to reduce rank for Sp(2r)
As motivated in subsection 2.2 for the SU case, we again consider the scenario of reducing the
rank, with some possible brane pictures in mind. We will see what happens to the vanishing
cycles when the rank of the gauge group goes down by one, without changing the type of
gauge group.
Again, there may not be a unique answer, but here we propose one method. Looking
back at figure 31, one could pick a branch cut connecting branch points Qi and Ci, and for
the vanishing cycles involved with this cut, we can merge them appropriately (in neighboring
pairs), so that cycle starts or ends from those branch points. We can use
νQi−1 + ν
Q
i = (ν
C
i−1 − αi−1 + αi) + (νCi − αi + αi+1)
= νCi−1 + ν
C
i − αi−1 + αi+1, (3.36)
νCi−1 + ν
C
i = (−βi−1 + βi + αi) + (−βi + βi+1 + αi+1)
= −βi−1 + βi+1 + αi + αi+1, (3.37)
as new vanishing cycles, instead of each one of the 4 cycles: νQi−1, ν
Q
i , ν
C
i−1, ν
C
i . Note that now
βi disappears, and once we set αi = 0 by closing that branch cut down, (3.36) and (3.37)
reduces back to the form of (3.24)17.
This method works smoothly to bring the rank down to rank 3. When we reduce from
rank 3 to 2 with the above method we obtain
νC1 = −νC2 = −β1 + β2 + α2,
νQ0 = β1 + 2α1, ν
Q
1 = −β1 + β2 − α1 + 2α2, νQ2 = 2β1 − β2 + α1 − 2α2. (3.38)
From the νQ’s, we can make the combination νQ1 + ν
Q
2 = β1 and ν
Q
0 which are same as the
two vanishing cycles for rank 1 case: the famous monopole and dyon as given by β, β + 2α.
17We can again express similar concern that we had for the SU case, namely: If we are to use this result for
brane construction of the Sp(2r) SW theory, we will have to figure out what it means physically to set αi = 0.
This will be discussed elsewhere.
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4 Novel tools to capture higher singularities of the SW curves
In the previous sections we have been toying with three different techniques to locate singular
loci in the moduli space of SW theories, namely the double discriminant, discriminant loci
and the exterior derivative. It is time now to clarify the roles of each and point out what
combinations of the three techniques that would serve as the most useful guide in locating
singular loci in the moduli space.
One immediate distinction between the exterior derivative and the double discriminant
is a bit more obvious: the exterior derivative can pinpoint us to the moduli loci of having
multiple massless BPS dyons, while double-discriminant shows how to determine whether
they are mutually local or not. We will elaborate this more as we go along.
In the previous sections we saw for the A2 = SU(3) and C2 = Sp(4) examples that some
special singularities occur at special points (i.e codimension 2 loci) in the moduli space. We
observed that ∆xf = 0 gives one complex relation. Its vanishing loci is codimension 1, and
we have a vanishing cycle there. Similarly, we observed that at some codimension 2 loci,
∆xf = 0 loci intersect each other, giving two vanishing cycles there. Now if we want to find
a moduli region where ∆xf = 0 itself becomes singular then this locus can be captured by
taking an exterior derivative. In other words, by demanding ∆xf = d∆xf = 0 we have more
singular theories.
As explained in subsection 1.2.1, the exterior derivative d can be written in terms of the
partial derivatives with respect to all the coordinates. Therefore the exterior derivative inside
the moduli space is given as d =
∑r
i=1 dui
∂
∂ui
. One might think that demanding the d = 0
actually reduces r degrees of freedom, since we demand all the r partial derivatives to vanish.
However, ∆xf = d∆xf = 0 indeed contains codimension 2 solutions (instead of codimension
r + 1).
When the ∆xf = 0 loci becomes singular (where ∆xf = d∆xf = 0 holds), double
discriminant also vanishes ∆u∆x = 0. In other words, singularity is seen from the moduli slices
as well. However, just because it looks singular in some moduli slices (of lower dimension), it
does not mean that it is singular in the full moduli space. The former is captured by vanishing
double discriminant, and the latter is captured by vanishing exterior derivative. Therefore the
latter implies the former, but not the other way around. In other words, ∆xf = ∆u∆xf = 0
is a necessary but not sufficient condition for having ∆xf = d∆xf = 0. We will ask how
fast double discriminant vanishes, i.e., its order of vanishing − this will help us distinguish
Argyres-Douglas points from mutually local points.
4.1 Exterior derivative can pinpoint to the moduli loci of having multiple mass-
less BPS dyons
Let us now make the distinction between exterior derivative and double discriminant clearer.
The starting point is the simple observation that the vanishing discriminant condition of the
SW curve ∆xf = 0 defines an algebraic variety Σ. Since ∆xf is written only in terms of
moduli ui’s and without x and y, Σ is an algebraic variety embedded inside the moduli space,
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denoting moduli loci of massless BPS states. When this algebraic variety Σ self-intersects, 2 or
more BPS states become massless. How is this captured? Our study of pure Sp(4) SW curve
and the figure 34 might suggest that we can take the u-plane slices of Σ loci and see where
singular points collide on the u-plane. This is captured by vanishing double discriminant,
namely ∆xf = ∆u∆xf = 0, leading one to conclude that this relation may capture the true
singular loci of the theory. This conclusion would be too premature as we will argue below
that, although the double discriminant technique captures all the singularities, it also comes
with extra solutions that aren’t true singularities. The correct technique then would be to
use the vanishing exterior derivative d, which is a standard tool to look for singularities of
algebraic varieties. Therefore we demand ∆xf = d∆xf = 0 as our tool for searching the
singular loci in the theory. To illustrate this, let us first present a quick heuristic example,
where we show the difference between these two methods. We will go to a more detailed
elaboration later.
Figure 35. A heuristic example showing difference between vanishing double discriminant and a
vanishing exterior derivative. Vanishing double discriminant will single out slices (b) and (d), where
as the exterior derivative will only take the point in (b) as a singularity. Only (b) is the true singularity.
Vanishing double discriminant is a necessary but not a sufficient condition for a singularity. Compare
this picture with figure 33.
The example that we have in mind is depicted in figure 35. Inside a moduli subspace, we
draw a figure-eight-like object, which is analogous to ∆xf = 0 loci as in figure 33. We mark
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various u-planes with (a) to (e). The number of singular points changed on each u-planes.
When the singular points collide on the u-plane we have ∆u∆xf = 0, for example at slices
(b) and (d). Slice (b) is true singularity, however (d) is smooth18. Thus we intuitively see
that ∆xf = ∆u∆xf = 0 and ∆xf = d∆xf = 0 have different sets of solutions. The latter is
a subset of the former. The result can be succinctly expressed in the following way:
Sd ≡ {~u|∆xf = d∆xf = 0},
Si ≡ {~u|∆xf = ∆ui∆xf = 0},
S∗ ≡ {~u|∆xf = ∆u1∆xf = ∆u2∆xf = · · · = ∆ur∆xf = 0} = S1 ∩ S2 ∩ · · · ∩ Sr,
Sd ⊂ S∗ ⊂ Si. (4.1)
In the next couple of subsections we will provide examples for rank 2 and 3 for the SU and
Sp groups. It turns out that Sd = S∗ 6⊂ Su, Sv for rank 2 and Sd 6⊂ S∗ for rank 3 cases. We
have denoted u = u1, v = u2, w = u3 as before.
4.2 SU(r + 1) examples
Here we will see explicitly how the exterior derivative and double discriminant distinguishes
certain singularities of the pure SU SW theory. We will see that as we go to higher ranks,
exterior derivative is important to distinguish the loci with multiple massless BPS states.
For clarity and to fix the notations, let us reproduce the equation of the curve again here:
y2 = fSU(r+1) ≡
(
xr+1 + u1x
r−1 + u2xr−2 + · · ·+ ur
)2 − Λ4r+4
= f+f−, (4.2)
with f± defined in the usual way as:
f± ≡ xr+1 + u1xr−1 + u2xr−2 + · · ·+ ur ± Λ2r+2, (4.3)
whose roots can be denoted by
f+ ≡
r∏
i=0
(x− Pi) f− ≡
r∏
i=0
(x−Ni). (4.4)
4.2.1 The rank 2 case: SU(3)
Using the curve (4.2) the SU(3) curve is given by
y2 = fSU(3) ≡
(
x3 + ux+ v
)2 − Λ12
= f+f−, (4.5)
18In slice (e), it appears that there are no solutions. With complex numbers this won’t happen, namely the
number of solutions to vanishing discriminant does not change by moving in the moduli space, that is always
2r + 2 and 2r + 1 for SU(r + 1) and Sp(2r).
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with f± now defined in the following way
f± ≡ x3 + ux+ v ± Λ6. (4.6)
The vanishing of the discriminant and the exterior derivatives imply the following relation
that we discussed earlier:
∆xfSU(3) = d∆xfSU(3) = 0, (4.7)
whose solutions now make a set
SdSU(3) =
{( u
Λ4
,
v
Λ6
) ∣∣∣(0, 1), (0,−1),
( −3
22/3
, 0
)
,
( −3
22/3
ω3, 0
)
,
( −3
22/3
ω23, 0
)}
, (4.8)
with ωm being m’th root of unity. In [18, 31] the monodromy is studied, and the first line of
(4.8) are the cusp locations, and the second line of (4.8) are the node locations (where both
the discriminant loci and the SW curve develop cusp and node like singularities respectively,
as seen in [18, 31]). More explicitly, (4.7) can also be written as
∆xfSU(3) =
∂
∂u
∆xfSU(3) =
∂
∂v
∆xfSU(3) = 0. (4.9)
It turns out that even if we demand a partial relation of the form ∆xfSU(3) =
∂
∂u∆xfSU(3) = 0
or ∆xfSU(3) =
∂
∂v∆xfSU(3) = 0, the solution set is the same as in (4.8). In other words, while
∆xfSU(3) = 0 holds,
∂
∂u∆xfSU(3) = 0 is equivalent to
∂
∂v∆xfSU(3) = 0. Therefore vanishing
exterior derivative reduces only 1 degree of freedom, instead of r.
How are these reflected in the behaviour of double discriminant? We see that SdSU(3) =
S∗SU(3) 6⊂ SiSU(3). A set of solutions to ∆xfSU(3) = ∆u∆xfSU(3) = 0, SuSU(3) has extra elements
such as (
−3ωi3, 1ωj2
)
∈ SuSU(3) − SdSU(3) 6= ∅, i, j ∈ Z. (4.10)
Similarly, a set of solutions to ∆xfSU(3) = ∆v∆xfSU(3) = 0, S
v
SU(3) has extra elements such
as (
3
22/3
ωi3, 2ω
j
2
)
∈ SvSU(3) − SdSU(3) 6= ∅, i, j ∈ Z. (4.11)
However demanding all together ∆xfSU(3) = ∆u∆xfSU(3) = ∆v∆xfSU(3) = 0 gives the same
solutions as (4.8), therefore
SdSU(3) = S
∗
SU(3). (4.12)
4.2.2 The rank 3 case: SU(4)
Again using the curve (4.2), the SU(4) curve becomes
y2 = fSU(4) ≡
(
x4 + ux2 + vx+ w
)2 − Λ16 = f+f−, (4.13)
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with
f± ≡ x4 + ux2 + vx+ w ± Λ8. (4.14)
Setting Λ = 1 with
(
v
Λ6
, w
Λ8
)
= (0, 1) satisfies almost all the relations
∆xfSU(4) = ∆u∆xfSU(4) = ∆v∆xfSU(4) = 0,
∆w∆xfSU(4) =
∂
∂u
∆xfSU(4) =
∂
∂v
∆xfSU(4) = 0, (4.15)
except one relation of the form
∂
∂w
∆xfSU(4) = 2
11u4(64− 16u2 + u4) 6= 0 (4.16)
for generic values of u. In other words, even if we demand all the double discriminant to
vanish, the exterior derivative may not vanish. This means
(u, 0, 1) ∈ S∗SU(4) − SdSU(4) 6= ∅, u(64− 16u2 + u4) 6= 0. (4.17)
Therefore double discriminant themselves cannot give necessary and sufficient condition for
having 2 vanishing 1-cycles. (They are necessary but not sufficient.)
4.3 Sp(2r) examples
The story by now should be clear from the SU(r+1) examples. Double discriminant technique
is not the most efficient way of capturing the singularity loci in the moduli space of SW
theories. For completeness, let us see how the picture appears for the Sp(4) and Sp(6)
examples.
4.3.1 The rank 2 case: Sp(4)
From the Sp(2r) curve the Sp(4) curve can be easily extracted as
y2 = x
(
1 + ux+ vx2
) (
1 + ux+ vx2 + x3
)
. (4.18)
The solution set for the vanishing of the discriminant and the exterior derivative: ∆xfSp(4) =
d∆xfSp(4) = 0 are
SdSp(4) =
{
(u, v)|(3ωi3, 3ω2i3 ),
(
3
3
√
2ωj3,
9
2 3
√
2
ωj3
)}
, i, j ∈ Z. (4.19)
If we demand only some of the partial derivatives to vanish, we may/will get extra solu-
tions. For example, ∆xfSp(4) =
∂
∂u∆xfSp(4) = 0 has (u, v) = (0, 0) as an extra solution, and
∆xfSp(4) =
∂
∂v∆xfSp(4) = 0 has no extra solution. Demanding all the double discriminant,
we get the same solution as exterior derivative, for rank 2 case here. SdSp(4) = S
∗
Sp(4)
How are these reflected in the behaviour of double discriminant? We see that SdSp(4) =
S∗Sp(4) 6⊂ SiSp(4). A set of solutions to ∆xfSp(4) = ∆u∆xfSp(4) = 0, SuSp(4) has extra elements
such as
(0, 0) ∈ SuSp(4) − SdSp(4) 6= ∅. (4.20)
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Similarly, a set of solutions to ∆xfSp(4) = ∆v∆xfSp(4) = 0, S
v
Sp(4) has extra elements such as(
3,−15
4
)
,
(
3,
9
4
)
∈ SvSp(4) − SdSp(4) 6= ∅. (4.21)
However demanding all together ∆xfSp(4) = ∆u∆xfSp(4) = ∆v∆xfSp(4) = 0 gives a set of
solutions S∗Sp(4), which turns out to be
SdSp(4) = S
∗
Sp(4). (4.22)
Note the similarity with the SU(3) case of (4.12).
4.3.2 The rank 3 case: Sp(6)
The story for the Sp(6) case is somewhat similar to the SU(4) case discussed earlier. The
Sp(6) curve takes the following form
y2 = x
(
1 + ux+ vx2 + wx3
) (
1 + ux+ vx2 + wx3 + x4
)
. (4.23)
Note that now (u, v, w) = (8ωi4, 14ω
2i
4 , 8ω
3i
4 ) will make all the single and double discriminant
vanish, but none of the partial derivative vanishes. Instead the partial derivative takes the
following values(
∂
∂u
∆xfSp(6),
∂
∂v
∆xfSp(6),
∂
∂w
∆xfSp(6)
)
= 13312(ωi4,−1, ω3i4 ) (4.24)
where ω4 is the fourth root of unity. Thus the non-vanishing of the partial derivatives clearly
means that the vanishing of the double discriminant is not enough to capture the singular
loci. This can be expressed more succinctly as
(8ωi4, 14ω
2i
4 , 8ω
3i
4 ) ∈ S∗Sp(6) − SdSp(6) 6= ∅, (4.25)
which is similar to the SU(4) case in (4.17).
4.4 Order of vanishing of ∆u∆xf is high at the Argyres-Douglas loci.
Massless dyons coexist at a codimC-2 loci {ui|∆xf = d∆xf = 0}, there the double discrimi-
nant also vanishes ∆u∆xf = 0. And the curve looks like either of following two:
curve degen.n y2 = (x− a)3 × · · · y2 = (x− a)2(x− b)2 · · ·
o.o.v of ∆u∆x 3 2
shape of curve cusp node
shape of ∆x = 0 cusp node
intersection mutually non local local
name Argyres-Douglas mutually local
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In the following subsections we will elaborate the content of the above table. Before moving
ahead, however, two comments are in order. First, the method that we use here may not look
as sophisticated as the rank 2 classification of [34, 35], where they demand various physical
properties such as Z-consistency. However, our method can be easily generalised to higher
ranks and easily passes more sophisticated tests coming from physics. One subtlety is the
scaling behaviour of the curve and the 1-form needs to be checked (see for example [14]) but
we will leave this for future work [17].
Secondly, one might ask whether there is a physical meaning for any higher ∆nf = 0
(such as ∆ui∆uj∆xf = 0). Since the order of vanishing for the double discriminant is ≥ 2,
taking any extra discriminant operator again will give zero automatically. So we don’t have
to go beyond ∆2f = 0 (that is, ∆u∆xf = 0).
4.4.1 Factorization of double discriminant, and order of vanishing: Argyres-
Douglas loci
As we saw in the above table, massless dyons coexist at a codimC-2 loci of the vanishing
discriminant and the exterior derivative, where the curve looks like either of following two:
• y2 = (x− a)3 × · · · The curve has a cusp-like singularity (Argyres-Douglas). Vanishing
discriminant ∆xf = 0 locus also intersects at ∆u∆xf = 0 (o.o.v= 3) with cusp-like
singularity. Two massless dyons are mutually non-local (although the terminology be-
comes a little tricky because the spectra jumps across this point, for example as we saw
for the Sp(4) case earlier.)
• y2 = (x−a)2(x−b)2×· · · The curve has a node-like singularity. Vanishing discriminant
∆xf = 0 locus also intersects at ∆u∆xf = 0 (o.o.v = 2) with node-like singularity.
Two massless dyons are mutually local.
Here we discuss roots to ∆u∆xf = 0. Under right circumstances, including ∆xf =
d∆xf = 0, each root to ∆u∆xf = 0 will correspond to two massless dyons with appropriate
combinatoric meanings. Demanding only ∆u∆xf = ∆xf = 0 does pick all the candidates,
but it does not always correspond to having 2 massless BPS dyons. The former is a necessary
but not the sufficient condition for the latter.
Order of vanishing of each root of ∆u∆xf tells us the type of singularities. To see this
note that the double discriminant also factorizes in the following way19:
∆u∆xfSp(2r) = ∆u∆x(fQfC) = #
(
v(2r+1)
2
+ · · ·
)
= #
(
vr(r+1) + · · ·
)2
(vr + · · · )3 (vr+1 + · · · )3
×
(
vr(r−3)/2 + · · ·
)2 (
v(r+1)(r−2)/2 + · · ·
)2
≡ #(QCII)2(CIII)3(QIII)3(CII)2(QII)2, (4.26)
19Observe that the following two relations and the results in subsection 4.4.2 work well for rank 4 and higher.
In subsection 4.4.3 we present examples with smaller ranks.
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∆u∆xfSU(r+1) = ∆u∆x(f+f−) = #
(
v(2r+2)
2
+ · · ·
)
= #
(
v(r+1)
2
+ · · ·
)2 (
vr+1 + · · · )3 (vr+1 + · · · )3
×
(
v(r+1)(r−2)/2 + · · ·
)2 (
v(r+1)(r−2)/2 + · · ·
)2
≡ #(PNII)2(NIII)3(PIII)3(NII)2(PII)2, (4.27)
for u = u1, v = u2
20. We borrowed the notation from (1.8) to denote the top degree in
terms of each modulus. Here the notation for each factor is chosen in the following way.
The subscripts with II and III correspond to the order of vanishing, note that they match
the power of each factor. Factors (QII), (QIII) (factors (CII), (CIII) resp.) are present
also in ∆u∆x(fQ) (in ∆u∆x(fC) resp), while QCII does not appear in either ∆u∆x(fQ)
or ∆u∆x(fC), but only when we consider ∆u∆xfSp(2r) = ∆u∆x(fQfC). Similarly, factors
(PII), (PIII) (factors (NII), (NIII) resp.) are present also in ∆u∆x(f+) (in ∆u∆x(f−) resp),
while PNII does not appear in either ∆u∆x(f+) or ∆u∆x(f−), but only when we consider
∆u∆xfSU(r+1) = ∆u∆x(f+f−).
Note that each factor gives order of vanishing two or three - each corresponding to node
and cusp like singularity. In this subsection, we will give each factor a combinatoric meaning.
We can consider various combinations:
(a) Two pairs of branch points colliding pairwise, and the number of choices for the branch
points being reflected on the degree of the polynomial, i.e., number of roots.
(b) Three branch points colliding all together, and the o.o.v. is higher i.e o.o.v. = 3. These
are of course the Argyres-Douglas points.
4.4.2 Roots of ∆u∆xfSp(2r),SU(r+1) = 0 and curve degenerations
Now that we have set up the problem, let us analyse the singularity structures of (4.26) and
(4.27). Since the analysis of the singularity structures of (4.27) and (4.26) are similar, in
terms of figures, we will provide examples for the Sp(8) case only in this subsection. However
the pattern is clear for both the SU and Sp groups of arbitrary ranks21.
Case I: As an example, the first factor in second line of (4.26) is
(QCII) ≡
(
vr(r+1) + · · ·
)
. (4.28)
This corresponds to two pairs of branch points on the x-plane collide each other pairwise,
where each pair is Q type and C type respectively. The curve degenerates into a node-like
singularity
y2 = (x− Ci)2(x−Qj)2 × · · · . (4.29)
20If we chose u = ui, then this above formula seems to work for v = ui±1. This may be related to the phase
rotation on the x-plane and perhaps also that on the u-planes.
21Observe that results here work well for rank 4 and higher. In subsection 4.4.3 we present examples with
smaller ranks.
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Number of choices for choosing one pair of Ci’s and Qi’s are given as:(
r
1
)(
r + 1
1
)
= r(r + 1), (4.30)
which is exactly the power of v in (4.28). Note that the number of ways to choose a pair
of Ci’s to collide with each other is same as choice of a νC vanishing cycle which is
(
r
1
)
,
instead of all possible ways of choosing two Ci points out of r points which is
(
r
2
)
. Figure
36 shows an example for C4 case.
Figure 36. An example with Sp(8) = C4: Two pairs of branch points on the x-plane collide each
other pairwise. y2 = (x− Ci)2(x−Qj)2 × · · ·
Case II: Similarly, this can explain the first factor of second line in (4.27), which is
(PNII) ≡
(
v(r+1)
2
+ · · ·
)
. (4.31)
This corresponds to two pairs of branch points on the x-plane collide each other pairwise,
where each pair is P type and N type respectively. The curve degenerates into a node-like
singularity
y2 = (x− Pi)2(x−Nj)2 × · · · . (4.32)
Number of choices for choosing one pair of Pi’s and Ni’s are given as:(
r + 1
1
)(
r + 1
1
)
= (r + 1)2, (4.33)
which is exactly the power of v in (4.31).
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Case III: The first factor in the third line of (4.26) is
(CII) ≡
(
vr(r−3)/2 + · · ·
)
, (4.34)
and this corresponds to the scenario where two pairs of C-type branch points on the x-plane
collide each other pairwise. The curve degenerates into a node-like singularity
y2 = (x− Ci)2(x− Cj)2 × · · · . (4.35)
Number of choices for Ci’s is same as number of choosing two νC cycles which do not share
branch points.
1
2
(
r
1
)(
r − 3
1
)
= r(r − 3)/2. (4.36)
The first factor of (4.36) corresponds to choosing one νC cycle out of r choices. The second
factor of (4.36) corresponds to ways of choosing the second νC out of r−3 choices. −3 comes
from removing the first cycle, and two other neighboring cycles which share branch points.
The overall factor of half in (4.36) comes because it does not matter the order of choosing
two cycles. Figure 37 shows an example for C4 case.
Figure 37. An example with Sp(8) = C4: Two pairs of branch points on the x-plane collide each
other pairwise. y2 = (x− Ci)2(x− Cj)2 × · · ·
Case IV: The second factor in the third line of (4.26)
(QII) ≡
(
v(r+1)(r−2)/2 + · · ·
)
, (4.37)
is about having two pairs of Q-type branch points on the x-plane collide each other pairwise.
The curve degenerates into a node-like singularity
y2 = (x−Qi)2(x−Qj)2 × · · · . (4.38)
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Number of choices for Qi’s is same as number of choosing two νQ cycles which do not share
branch points, with similar combinatorics as in (4.36).
1
2
(
r + 1
1
)(
r − 2
1
)
= (r + 1)(r − 2)/2. (4.39)
The first factor of (4.39) corresponds to choosing one νQ cycle out of r+1 choices. The second
factor of (4.39) corresponds to ways of choosing the second νQ out of (r + 1) − 3 choices.
Figure 38 shows an example for the Sp(8) case. Similarly, we can understand (PII) and
Figure 38. An example with Sp(8) = C4: Two pairs of branch points on the x-plane collide each
other pairwise. y2 = (x−Qi)2(x−Qj)2 × · · ·
(NII) of (4.27) and its power in v in terms of combinatorics.
Case V: The second factor in the second line of (4.26)
(CIII) ≡ (vr + · · · ) (4.40)
is having three neighboring C-type branch points on the x-plane collide all together, as shown
in figure 39 for C4 case. The curve degenerates into a cusp-like singularity
y2 = (x− Ci)3 × · · · . (4.41)
Number of choices for a chunk of Ci’s is same as number of choosing one Ci point.(
r
1
)
= r. (4.42)
Case VI: The third factor in the second line of (4.26)
(QIII) ≡
(
vr+1 + · · · ) (4.43)
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Figure 39. An example with Sp(8) = C4: Three branch points on the x-plane collide all together.
y2 = (x− Ci)3 × · · ·
is about having three neighboring Q-type branch points on the x-plane collide all together.
The curve degenerates into a cusp-like singularity
y2 = (x−Qi)3 × · · · , (4.44)
and again the number of choices for a chunk of Qi’s is same as number of choosing one Qi
point. (
r + 1
1
)
= r + 1. (4.45)
Figure 40 shows an example for C4 case. Similarly, we can understand second and third
Figure 40. An example with Sp(8) = C4: Three branch points on the x-plane collide all together.
y2 = (x−Qi)3 × · · ·
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factors of the second line of (4.27), (NIII) and (PIII).
4.4.3 A blind modulus is handicapped: gives subtlety with low ranks
Our discussions in the previous sections may have hinted already one subtlety related to ur,
the moduli which appears in the constant term. When we rotate phase on the x-plane, all
other moduli will change their phases, except for ur. Therefore we call ur a blind modulus,
i.e it is blind to the rotation of the phase on the x-plane.
For the low ranks, the combinatorics of previous subsection doesn’t work the same way,
due to some accidental symmetry. For example, double discriminant of Sp(4) = C2 factorizes
as below:
∆u∆xfSp(4) = 2
8v(v3 − 33)3(24v3 − 36)2
= #v(QIII)
3(QCII)
2. (4.46)
Note that we do not have (QII), (CII), (CIII) because we don’t have enough number of points
of those kind. (For example, we cannot choose three C points because there are only 2 of
them in rank 2 case.) The solutions to (QCII) and (QIII) are the same values as in subsection
4.3. The v-plane of figure 33 marks the roots to the double discriminant. As we approach
v = 0, two νC vanish at the same time. (ΣC intersect in figure 33.) But here d∆ 6= 0, and
only 1 (instead of two) BPS dyon becomes massless.
As we go to the next rank C3 = Sp(6) case, the subtlety associated with v = 0 disappears.
The double discriminant of C3 factorizes in the following way:
∆u∆xfSp(6) = #
(
v3 + · · · )3 (v4 + · · · )3 [(v + · · · ) (v + · · · )]2 (v12 + · · · )2
= #
(
w2 + · · · )3 (w4 + · · · )3 [(w2 + · · · ) (w2 + · · · )]2 (w12 + · · · )2
= #(CIII)
3(QIII)
3(QII)
2(QCII)
2, (4.47)
whose behaviour in the first line of (4.47) is same as (first line of) (4.26) except for missing
factor of (CII) - which needs r ≥ 4. When we wrote LHS down in terms of the blind modulus
w = u3 as in the second line of (4.47) the combinatorics is less clear. The higher C4 cases
work similarly.
For the SU(r + 1) case, we will discuss subtlety for SU(4) and SU(3). For SU(4), the
double discriminant factorizes as:
∆u∆xfSU(4) = #
(
v2 + · · · )2 (v2 + · · · )2 (v4 + · · · )3 (v4 + · · · )3 (v16 + · · · )2
= #
(
v4
)2 (
v4 + · · · )3 (v4 + · · · )3 (v16 + · · · )2
= #
(
v4
)2 (
w3 + · · · )3 (w3 + · · · )3 (w9 + · · · )2
= #(NII · PII)2(NIII)3(PIII)3(PNII)2, (4.48)
with a close agreement to (4.27) except that here accidental symmetry gives (NII) = (PII).
This is related to the phenomena seen in subsection 2.1 near figure 23, and probably it is
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because v is blind to Z2 part of the x-plane rotation. All the roots to (NII) = 0 and (PII) = 0
happen to be equal to each other. The overall factor of v8 signals node-like singularity however
we will see that many singular points are colliding on the u-plane. In fact, 8 singular points
on generic u-plane will collapse into 4 singular points22 each with degeneracy 2 at v = 0
u-plane. (Non-generic choice of w can even worsen this.) The singularity is still node-like,
but there will be four nodes forming simultaneously. For higher ranks, this does not happen
generically, since generic values of other moduli will break this accidental symmetry.
For SU(3), the double discriminant factorizes as:
∆u∆xfSU(3) = (v − 1)4(v + 1)4(v3)2
= #(NIV )
4(PIV )
4(PNII)
2 (4.49)
The rank is too small to have any (PII) or (NII). All three roots to (PNII) happen to be
equal to each other by accidental symmetry (there are not enough number of moduli left to
break Zr+1 symmetry). Similarly to the SU(4) case, 6 singular points on generic u-plane
will collapse into 3 singular points each with degeneracy 2 at v = 0 u-plane. Three node-like
singularity will happen simultaneously. The subtlety comes from the order of vanishing of
maximal Argyres-Douglas points: o.o.v of (NIV ), (PIV ) is 4 instead of 3. This deviation is
likely to be coming from the fact that v is a constant piece in the moduli, blind to phase
rotation on the x-plane, as explained in subsection 4.4.3. As shown in (4.8), v = 1, u = 0 is
where three branch points collide, forming the Argyres-Douglas points. We expect this type
of subtlety to disappear in higher ranks.
22Roots to ∆xf = 0 with v = 0 is u = ±
√±1 + w.
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5 Monodromies of pure N = 2 SO(2r + 1) theories
Previously, we discussed locating singularity of having 1 or 2 massless dyons by solving various
algebraic relations (such as vanishing discriminant and exterior derivative). It is nice and
systematic, but it works only for up to having 2 massless dyons, and it does not single out
the loci of 3 or more massless dyons.
Here we will present another (perhaps simpler, if not always systematic) method, over-
coming that disadvantage. Instead of solving algebraic equations, we parametrize the curve in
terms of some complex parameters, such that the curve takes a certain form. The advantage
here is that we can demand arbitrary number of massless dyons, and also we can control
which of them are mutually local and non-local, by demanding the structure of branch point
- by demanding which ones collide together etc. This was implicitly used in [24] for some
singular loci of the Sp(2r) case, and especially for maximal Argyres-Douglas for pure Sp(2r)
case. (Due to potential subtlety with scaling dimension etc, it may be safer to call them
“candidates” for maximal Argyres-Douglas points) r + 1 points in the moduli space were
found there, where maximal Argyres-Douglas is expected and the curve takes the maximal
cusp singularity. We will use this technique here to solve for the maximal Argyres-Douglas
points for the SO(2r + 1) case.
5.1 SO(2r + 1), 2r − 1 maximal Argyres-Douglas points
To study the SO(2r + 1) examples, we will start from the curves with the matter, and then
take the pure limit. We will worry about the 1-form a little later in this subsection. For the
SO(2r) case, the SW curve with the flavors is given as (see for example [30]):
y2 = C2SO(2r) − Λ2(2r−2−Nf )x4(x2 −m2)Nf , (5.1)
with
CSO(2r)(x) ≡ x2r + s2x2r−2 + · · ·+ s2r−2x2 + s˜2r . (5.2)
In pure case, it simplifies further, such that [18]):
y2 = C2SO(2r) − Λ2(2r−2)x4 = CSO(2r),+CSO(2r),− (5.3)
with23
CSO(2r),± = CSO(2r) ± Λ(2r−2)x2 = x2r + s2x2r−2 + · · ·+ s2r−2x2 + s˜2r ± Λ(2r−2)x2. (5.4)
Some of the monodromy properties for pure SO(2r) were studied in [21] with emphasis on
the SO(8) example.
Maximal Argyres-Douglas points for the SO(2r) will be two moduli points given by [15]
s2r−2 = Λ±(2r−2), s2i = 0, i 6= r − 1 (5.5)
23Note that both CSO(2r),± has Λ dependence, just as in the SU case where both factors f± of hyperelliptic
equation depend on Λ as seen in (2.2). This is in contrast with the Sp case where only one of two factors of
hyperelliptic equation depend on Λ as seen in (3.2).
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which makes CSO(2r),∓ = x2r into a maximal cusp form. Just as in the SU case, it is
straightforward to get 2 maximal Argyres-Douglas points, partially thanks to Z2 symmetric
structure between CSO(2r),± and between f± in the SW curve, which is lacking in the Sp(2r)
case.
Although the curve for SO(2r + 1) is only slightly different from the SO(2r) case, it is
much harder to solve for the maximal Argyres-Douglas points. There are 2r − 1 solutions
for the maximum AD points. In fact this number is equal to the dual coxeter number of
SO(2r − 1), due to the underlying Z2r−1 symmetry present in the form of the pure curve.
(See [22] for more about this discrete symmetry and instanton corrections). Curve with flavors
is given in [30]
y2 = C2SO(2r+1) − Λ2(2r−1−Nf )x2(x2 −m2)Nf (5.6)
again with CSO(2r+1)(x) ≡ x2r + s2x2r−2 + · · ·+ s2r−2x2 + s2r. In pure case, this reduces to
[18, 22]
y2 = C2SO(2r+1) − Λ2(2r−1)x2 = CSO(2r+1),+CSO(2r+1),−. (5.7)
with
CSO(2r+1),± = CSO(2r+1) ± Λ(2r−1)x = x2r + s2x2r−2 + · · ·+ s2r−2x2 + s2r ± Λ(2r−1)x. (5.8)
For the rest of the section, let us restrict ourselves to SO(2r + 1) only, and we will drop the
subscript SO(2r + 1).
To proceed now, first let us check some aspect of the behaviour of the SW 1-form
λ = xd log
(
C − y
C + y
)
. (5.9)
Using d log (C ± y) = 1C±yd (C ± y) it can be further simplified into
d log
(
C − y
C + y
)
= dC
(
1
C − y −
1
C + y
)
− dy
(
1
C − y +
1
C + y
)
=
2ydC − 2Cdy
C2 − y2 . (5.10)
Therefore, as y → 0, we observe λ → −2xdyC , and the SW 1-form does not blow up near the
vanishing cycles of the pure SO(2r + 1) SW curve.
The question now is: under what condition does C± take the maximal cusp form? Note
that the number of degrees of freedom allows only the cusp of the following form:
C+ = (x+ b)
r+1(xr−1 + u1xr−2 + u2xr−3 + · · ·+ ur−2x+ ur−1) (5.11)
for the proper choice of s2i’s, which later turns out to be (5.14). The story is similarly for
C−, which is easily obtained by x→ −x.
What is left to do now is to find the values of s2k which will allow (5.11). For that
purpose, we will rewrite b in terms of Λ and r, and then express the s2k in terms of b. We
obtain this result by solving them for rank up to 12 from Mathematica, and then use them
to guess the form of the ansatz for the higher orders. Plugging them in the above equations,
– 64 –
we verify that (5.11) indeed hold for general rank r. An immediate benefit of this is that we
can also check the total number of possible solutions, and show that it indeed equals 2r − 1,
the number of ansatz we propose here.
The analysis will be a little detailed, therefore let us first display the result. There are
2r − 1 possible values of b, which satisfy
Λ2r−1 = (−1)r+1 (2r)!!b
2r−1
(2r − 3)!! . (5.12)
In other words,
b = ωk2r−1
[
(−1)r+1 (2r − 3)!!
(2r)!!
]1/(2r−1)
Λ, k ∈ Z, (5.13)
where ωm is m’th root of unity. Then it turns out that all the moduli of the curve s2k’s are
given by
s2k = (−b2)k (2r − 1)
(2r − 2k − 1)
r!
k!(r − k)! . (5.14)
Our task is now to prove that these are indeed roots for arbitrary rank. To start then we
consider (5.11),
g(x) ≡ C + Λ(2r−1)x
= x2r + s2x
2r−2 + · · ·+ s2r−2x2 + s2r + Λ(2r−1)x
= (x+ b)r+1(xr−1 + u1xr−2 + u2xr−3 + · · ·+ ur−2x+ ur−1), (5.15)
and then shift x→ (x− b) to get
g(x) ≡ (x− b)2r + s2(x− b)2r−2 + · · ·+ s2r−2(x− b)2 + s2r + Λ(2r−1)(x− b)
= xr+1(xr−1 + v1xr−2 + v2xr−3 + · · ·+ vr−2x+ vr−1). (5.16)
We only need to show that low degree coefficients of LHS (or the first line of (5.16)) vanishes.
At this stage we do not care so much for the exact values of u and v. They can be easily
expressed in terms of each other. It is also clear that when we define gk in the following way:
gk ≡ ∂
k
∂xk
g(x)
∣∣∣∣
x=0
, k = 0, 1, · · · , r, (5.17)
they all vanish because of the exponent of x in second line of (5.16) is at most r + 1 and so
is always greater than r. This would mean that the following r + 1 relations
g0 ≡ b2r + s2b2r−2 + · · ·+ s2r − bΛ2r−1 = 0
g1 ≡ −(2r)b2r−1 − (2r − 2)s2b2r−3 + · · · − 2s2r−2b+ Λ2r−1 = 0
· · ·
gk ≡
∑
i
(2r − 2i)!
(2r − 2i− k)! (−b)
2r−2i−ks2i (5.18)
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will fix all r, s2k and b in terms of Λ. It is then a simple exercise to show that
g(x) =
2r∑
m=0
gm
m!
xm. (5.19)
Furthermore it is straightforward to see that g0 + bg1, g2, g3, · · · , gr only depend on b and s2k
with no dependence on Λ. Letting them all vanish gives r relations, and in terms of b, they
uniquely fix s2k, since all the s2k appear linearly. (In other words, we can see the r relations
as linear equations for the s2k variables). The solution turns out to be the following
s2k = (−b2)k (2r − 1)
(2r − 2k − 1)
r!
k!(r − k)! , (5.20)
which will be justified soon. Since the number of solutions is fixed, justifying ansatz will be
enough.
Further requiring g1 = 0, we can get a relation between Λ and b, but since both appears
with the power to the 2r − 1 in g1, there is a phase ambiguity. The highest power of b is
2r−1, therefore we expect only 2r−1 solutions consistent with our earlier ansatz. Thus they
make a complete set of roots for a given value of k:
b = ωk2r−1
[
(−1)r+1 (2r − 3)!!
(2r)!!
]1/(2r−1)
Λ, k ∈ Z. (5.21)
It is now time to show that (5.20) and (5.21) are indeed solutions. For this we will check the
coefficients in powers of x in (5.16). Introducing s0 = 1 for shorthand, which satisfies (5.20)
as well, and by plugging in (5.21), we can rewrite (5.16) in the following way:
g(x) = (x− b)2r + s2(x− b)2r−2 + · · ·+ s2r−2(x− b)2 + s2r + Λ(2r−1)(x− b)
=
r∑
k=0
s2k(x− b)2r−2k + Λ(2r−1)(x− b)
=
r∑
k=0
s2k
2r−2k∑
n=0
xn(−b)2r−2k−n
(
2r − 2k
n
)
+ Λ(2r−1)(x− b)
=
2r∑
n=0
k≤(r−n2 )∑
k=0
s2kx
n(−b)2r−2k−n
(
2r − 2k
n
)
+ Λ(2r−1)(x− b)
=
2r∑
n=0
xn
k≤(r−n2 )∑
k=0
[
(−b2)k (2r − 1)
(2r − 2k − 1)
r!
k!(r − k)!
]
(−b)2r−2k−n
(
2r − 2k
n
)
+ Λ(2r−1)(x− b)
=
2r∑
n=0
xn
k≤(r−n2 )∑
k=0
[
(−1)k (2r − 1)
(2r − 2k − 1)
r!
k!(r − k)!
]
(−b)2r−n
(
2r − 2k
n
)
+ Λ(2r−1)(x− b)
=
2r∑
n=0
(−b)2r−nxn
k≤(r−
n
2 )∑
k=0
(2r − 1)(−1)k
(2r − 2k − 1)
r!
k!(r − k)!
(
2r − 2k
n
)+ Λ(2r−1)(x− b). (5.22)
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We expect all the powers of x to vanish up to exponent r i.e upto xr. We will use various
binomial identities to evaluate the finite sums. These identities are proved in appendix B.
The rest of this subsection is straightforward albeit somewhat tedious. Starting again
from the last line of (5.22), we can check the coefficients up to degree r in x. First, the
constant term of (5.22)
g0 = (−b)2r
[
k≤r∑
k=0
(2r − 1)(−1)k
(2r − 2k − 1)
r!
k!(r − k)!
(
2r − 2k
0
)]
+ Λ(2r−1)(−b)
= (−b)2r
[
k≤r∑
k=0
(2r − 1)(−1)k
(2r − 2k − 1)
r!
k!(r − k)!
]
+ (−1)r+1 (2r)!!b
2r−1
(2r − 3)!! (−b)
= (−1)2r(b)2r
[
k≤r∑
k=0
(2r − 1)(−1)k
(2r − 2k − 1)
r!
k!(r − k)!
]
+ (−1)r+2 (2r)!!b
2r−1
(2r − 3)!! (b)
= (b)2r(−1)r
( [
k≤r∑
k=0
(2r − 1)(−1)r−k
(2r − 2k − 1)
r!
k!(r − k)!
]
+
(2r)!!
(2r − 3)!!
)
= (b)2r(−1)r
(
(2r − 1)
[
k≤r∑
k=0
(−1)k
(2k − 1)
r!
k!(r − k)!
]
+
(2r)!!
(2r − 3)!!
)
= (b)2r(−1)r
(
(2r − 1)
(
− (2r)!!
(2r − 1)!!
)
+
(2r)!!
(2r − 3)!!
)
= 0 (5.23)
vanish. In the fifth line of (5.23), a term
∑k≤r
k=0
(−1)k
(2k−1)
r!
k!(r−k)! simplifies into
(
− (2r)!!(2r−1)!!
)
thanks
to (B.9) and (B.10). For x term’s coefficient, it simplifies in the following way:
g1 = (−b)2r−1x
k≤(r−
1
2)∑
k=0
(2r − 1)(−1)k
(2r − 2k − 1)
r!
k!(r − k)!
(
2r − 2k
1
)+ Λ(2r−1)x
= (−b)2r−1x
k≤(r−1)∑
k=0
(2r − 1)(−1)k
(2r − 2k − 1)
r!
k!(r − k)! (2r − 2k)
+ (−1)r+1 (2r)!!b2r−1
(2r − 3)!! x
=
 2r(2r − 1)
k≤(r−1)∑
k=0
(−1)r−k
(2r − 2k − 1)
(r − 1)!
k!(r − k − 1)!
+ (2r)!!
(2r − 3)!!
 (−1)r+1b2r−1x
=
(
2r(2r − 1)
[
k≤r∑
k=1
(−1)k
(2k − 1)
(r − 1)!
(r − k)!(k − 1)!
]
+
(2r)!!
(2r − 3)!!
)
(−1)r+1b2r−1x. (5.24)
Note that in the last line of (5.24),
∑k≤r
k=1
(−1)k
(2k−1)
(r−1)!
(r−k)!(k−1)! can be rewritten as
k≤r∑
k=1
(−1)k
(2k − 1)
(r − 1)!
(r − k)!(k − 1)! =
k≤(r−1)∑
k=0
(−1)k+1
(2k + 1)
(r − 1)!
(r − k − 1)!(k)! , (5.25)
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and this further simplifies thanks to (B.6) and (B.7). Finally combining all these together we
get
g1 = 2r(2r − 1)
[
k≤r∑
k=1
(−1)k
(2k − 1)
(r − 1)!
(r − k)!(k − 1)!
]
+
(2r)!!
(2r − 3)!!
= 2r(2r − 1)
[
− (2r − 2)!!
(2r − 1)!!
]
+
(2r)!!
(2r − 3)!! = 0, (5.26)
which means that the term linear in x also vanishes. What about higher powers of x? It is
straightforward to show that the x2 term
g2
2!
= (−b)2r−2x2
k≤(r−1)∑
k=0
(2r − 1)(−1)k
(2r − 2k − 1)
r!
k!(r − k)!
(
2r − 2k
2
)
= (−b)2r−2x2
k≤(r−1)∑
k=0
(2r − 1)(−1)k
(2r − 2k − 1)
r!
k!(r − k)!
(2r − 2k) (2r − 2k − 1)
2

= (−b)2r−2x2
k≤(r−1)∑
k=0
(2r − 1)(−1)k
1
r!
k!(r − k − 1)!

= (−b)2r−2x2r(2r − 1)
k≤(r−1)∑
k=0
(−1)k
1
(r − 1)!
k!(r − k − 1)!

= (−b)2r−2x2r(2r − 1)
k≤(r−1)∑
k=0
(−1)k
1
(
r − 1
k
) 
= (−b)2r−2x2r(2r − 1)
[
(1− 1)r−1
]
= 0 (5.27)
also vanishes. In fact all the xn terms with 2 ≤ n ≤ r can be shown to vanish. To argue for
this, we start by simplifying the coefficients in the following way:
gn
n!
= (−b)2r−nxn
k≤(r−
n
2 )∑
k=0
(2r − 1)(−1)k
(2r − 2k − 1)
r!
k!(r − k)!
(
2r − 2k
n
)
= (−b)2r−nxn
k≤(r−
n
2 )∑
k=0
(2r − 1)(−1)k
(2r − 2k − 1)
r!
k!(r − k)!
(2r − 2k)!
(n)! (2r − 2k − n)!
 . (5.28)
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It will be easier now to consider even and odd n separately. For even powers, n = 2m, we get
gn
n!
= (−b)2r−2mx2m
k≤(r−
2m
2 )∑
k=0
(2r − 1)(−1)k
(2r − 2k − 1)
r!
k!(r − k)!
(
2r − 2k
2m
)
= (−b)2r−2mx2m
k≤(r−m)∑
k=0
(2r − 1)(−1)k
(2r − 2k − 1)
r!
k!(r − k)!
(2r − 2k)!
(2m)! (2r − 2k − 2m)!

= (−b)2r−2mx2m
k≤(r−m)∑
k=0
(2r − 1)(−1)k
(2r − 2k − 1)
(
r −m
k
)
(r −m− k)!
(r − k)!
r!
(r −m)!
(2r − 2k)!
(2m)! (2r − 2k − 2m)!

= x2m
b2r−2m(2r − 1)r!
(r −m)! (2m)!
k≤(r−m)∑
k=0
(−1)k
(
r −m
k
)
(r −m− k)!
(r − k)! (2r − 2k − 1)
(2r − 2k)!
(2r − 2k − 2m)!

= x2m
2b2r−2m(2r − 1)r!
(r −m)! (2m)!
k≤(r−m)∑
k=0
(−1)k
(
r −m
k
)
(r −m− k)!
(r − k − 1)!
(2r − 2k − 2)!
(2r − 2k − 2m)!

= x2m
2mb2r−2m(2r − 1)r!
(r −m)! (2m)!
k≤(r−m)∑
k=0
(−1)k
(
r −m
k
)
(2r − 2k − 3)!!
(2r − 2k − 2m− 1)!!

= x2m
2mb2r−2m(2r − 1)r!
(r −m)! (2m)!
k≤(r−m)∑
k=0
(−1)k
(
r −m
k
)
Gm−1(k)

= 0, m− 1 < r −m, (5.29)
which vanishes as expected. Now consider odd powers, i.e n = 2m+ 1. For this we get
gn
n!
= (−b)2r−2m−1x2m+1
k≤(r−
2m+1
2 )∑
k=0
(2r − 1)(−1)k
(2r − 2k − 1)
r!
k!(r − k)!
(
2r − 2k
2m+ 1
)
= (−b)2r−2m−1x2m+1
k≤(r−m−1)∑
k=0
(2r − 1)(−1)k
(2r − 2k − 1)
r!
k!(r − k)!
(2r − 2k)!
(2m+ 1)! (2r − 2k − 2m− 1)!

= x2m+1
−2m+1b2r−2m−1(2r − 1)r!
(r −m− 1)! (2m+ 1)!
k≤(r−m−1)∑
k=0
(−1)k
(
r −m− 1
k
)
(2r − 2k − 3)!!
(2r − 2k − 2m− 1)!!

= x2m+1
−2m+1b2r−2m−1(2r − 1)r!
(r −m− 1)! (2m+ 1)!
k≤(r−m−1)∑
k=0
(−1)k
(
r −m− 1
k
)
Gm−1(k)

= 0, m− 1 < r −m− 1, (5.30)
which vanishes as expected. Note that in last lines of (5.29) and (5.30), we used the identity
(B.5).
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This completes the proof that 2r−1 points in the moduli space given by (5.13) and (5.14)
indeed bring the SW curve of pure SO(2r+1) (5.7) to maximal cusp form (5.11). In the sense
that the SW curve takes a correct form, we call these moduli points candidates for maximal
Argyres-Douglas points. In order to claim that they are indeed maximal Argyres-Douglas
points, we need further study of scaling dimensions of various operators [17].
6 Conclusion and open questions
In this paper we studied various methods of computing singularity loci of pure SW theories.
At discriminant loci ∆xf = 0 of the SW curve, we have vanishing 1-cycles. In certain regions
of moduli space, we identified BPS dyon charges of all the 2r+1 and 2(r+1) vanishing cycles
respectively for pure Sp(2r) and SU(r + 1) SW curves. With the wall-crossing formula, one
can in principle write down vanishing cycles everywhere in the moduli space.
When its exterior derivative vanishes i.e when d∆xf = 0 as well, we know that multi-
ple massless dyons coexist. Alternatively one may interpret this as the scenario where the
discriminant loci self-intersect at d∆xf = ∆xf = 0, and here the double discriminant also
vanishes ∆u∆xf = 0. Note however that the converse does not hold as we provided examples
in earlier sections. If order of vanishing i.e degeneracy of roots to the double discriminant
is higher than 3, then we are at the Argyres-Douglas loci. We also discussed the subtlety
related to the choice of the moduli variable that appear in the defination of the discriminant
operator, singling out the modulus that gives a constant term. The latter choice of modulus
creates problems because of certain phase ambiguity on the x plane.
We also computed the 2r−1 candidates of maximal Argyres-Douglas points for SO(2r+1),
and observe that due to Zh (h being the dual coxeter number of the gauge group) symmetry
on the x-plane, h determines the number of maximal AD points for SO(2r + 1) and Sp(2r)
[24] cases. For SU(r + 1) and SO(2r) groups, they are given by just 2 points, each one
preserving the underlying Zh symmetry.
Open questions
• Here we only considered SW curves, and all the analysis was purely based on geometry.
However, we need to consider various physical conditions as in [14, 34, 35]. As a first
step we can consider the scaling dimensions of Seiberg-Witten one-form and various
operators. It will be interesting to study the detailed behaviour in the Argyres-Douglas
neighbourhood extending the work of [14, 15] It may also be possible to classify rank r
curves, in the same spirit as of [34, 35] done for rank 2 curves.
• In [3, 36], a class of N = 2 gauge theories were interpreted in terms of type IIA string
theory and M-theory. It would be interesting to understand the theories studied here in
terms of M5 branes in M-theory. For example, a question might be what the (maximal)
Argyres-Douglas points correspond to in M-theory.
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• In the same vein, we might want to construct F-theory picture for the pure SU(r + 1)
and Sp(2r) curves. The Seiberg-Witten curve for the Sp(2r) gauge groups with anti-
symmetric traceless hypermultiplet and fundamental matters [29] have been studied
from the F-theory picture. However the precise 1-1 mapping between the details of
the curve and the corresponding F-theory configuration were never fully spelled out. A
recent attempt was done in [24]. It will be interesting to complete the dictionary.
• Another interesting topic is the wall-crossing phenomena that we dealt here only from
the massless sector. We need to find some connection to wall-crossing case with the
full BPS spectra that includes massive states also. Finding such a connection will shed
some light on our observation of the spectra jumps at AD loci. For example in [37]
a new mutation method was developed to obtain the BPS spectra. Again it will be
interesting to compare their results on the BPS spectra with ours, especially near the
AD loci.
• Our work on the SO cases was just the tip of an iceberg. Many questions still remain.
For example, we can study massless dyon charges for SO cases, just as we did for the
SU(r+ 1) and Sp(2r) cases here. Because of various subtlety with Z2 symmetry on the
x-plane and doubling of the power of hyperelliptic formula, we postpone a more detailed
study of the SO case to future works. We can also make comparisons between the SU(4)
result here with the the SO(6) result. Similarly, moduli space and monodromy of SO(5)
can be compared with the Sp(4) case studied here.
• We want to check our findings against solutions to Picard-Fuch (PF) equations that give
us exact period integrals for many of the pure gauge theories. Numerous earlier works
(see for example [38–42]) have addressed the solutions of the Picard-Fuch equations to
obtain exact expressions for a and aD and from there one might be able to evaluate the
vanishing cycles. It’ll be interesting to compare our way of getting the vanishing cycles
with these techniques.
• Here we only focussed on pure SW theories, but we can also consider SW curves with
matter added. In the F-theoretic language this corresponds to adding seven-branes.
By controlling the number of the seven-branes we can make the beta function vanish.
These super-conformal theories have been extensively studied in recent years following
the work of [3]. An F-theory realization of a class of Gaiotto theories were recently
addressed in [24]. It will be interesting to extend the current techniques developed here
to those theories.
• The two groups SU(r + 1) and Sp(2r) have identical dual coxeter number. Recently
in [43] many other connections between SW theories with these gauge groups has been
pointed out. It will be interesting to investigate this from our monodromy and singu-
larity analysis.
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A How to obtain Seiberg-Witten curve and 1-form for pure Sp(2r) theories
In this appendix we will derive the curve and the 1-form for pure Sp(2r) theories which will
be used in section 3.1. This appendix has also appeared in [24], but we keep it here for
completeness.
Seiberg-Witten curve and Seiberg-Witten one-form for Sp(2r) with Nf = 2r + 2 funda-
mental hypermultiplets is given in [30] as following:
xy2 =
x r∏
a=1
(
x− φ2a
)
+ g
2r+2∏
j=1
mj
2 − g2 2r+2∏
j=1
(
x−m2j
)
, (A.1)
λ =
√
x
2pii
d log
(
x
∏(
x− φ2a
)
+ g
∏
mj −
√
xy
x
∏
(x− φ2a) + g
∏
mj +
√
xy
)
,
= a
dx
2
√
x
log
(
x
∏(
x− φ2a
)
+ g
∏
mj +
√
xy
x
∏
(x− φ2a) + g
∏
mj −
√
xy
)
, (A.2)
g(τ) =
ϑ42
ϑ43 + ϑ
4
4
, (A.3)
in terms of the Jacobi theta functions given below:
ϑ42 = 16q +O(q3), ϑ43 = 1 + 8q +O(q2), ϑ44 = 1− 8q +O(q2). (A.4)
Combining (A.3) and (A.4) gives us the coupling constant g(τ) in terms of q ≡ eipiτ as below:
g(τ) =
ϑ42
ϑ43 + ϑ
4
4
=
16q +O(q3)
1 + 8q +O(q2) + 1− 8q +O(q2) = 8q +O(q
3). (A.5)
We want to obtain Seiberg-Witten curve for pure (no flavor, Nf = 0) case, which is achieved
by taking all the flavors to be infinitely massive mj ∼M →∞, while keeping
8Λ2r+2 = 8qM2r+2 = gM2r+2 (A.6)
finite, as argued in [30]. Inside (A.6) allows, g
∏2r+2
j=1 mj = gM
2r+2 to be replaced with
8Λ2r+2 and g2
∏2r+2
j=1 (x−m2j ) =
(
gM2r+2
)2
with
(
8Λ2r+2
)2
in (A.1) and (A.2). The former,
the Seiberg-Witten curve now becomes
xy2 =
(
x
r∏
a=1
(
x− φ2a
)
+ 8Λ2r+2
)2
− (8Λ2r+2)2
= (A+B)2 − (B)2 = A(A+ 2B)
=
(
x
r∏
a=1
(
x− φ2a
))(
x
r∏
a=1
(
x− φ2a
)
+ 16Λ2r+2
)
. (A.7)
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Dividing with x on both sides of (A.7), we finally get:
y2 =
(
r∏
a=1
(
x− φ2a
))(
x
r∏
a=1
(
x− φ2a
)
+ 16Λ2r+2
)
. (A.8)
The Seiberg-Witten one-form becomes
λ = a
dx
2
√
x
log
(
x
∏(
x− φ2a
)
+ g
∏
mj +
√
xy
x
∏
(x− φ2a) + g
∏
mj −
√
xy
)
,
= a
dx
2
√
x
log
(
x
∏(
x− φ2a
)
+ 8Λ2r+2 +
√
xy
x
∏
(x− φ2a) + 8Λ2r+2 −
√
xy
)
. (A.9)
The final result in (A.8) and (A.9) is used as the Seiberg-Witten curve and one-form for pure
Sp(2r) gauge theory throughout this paper, for example in (3.1) and (3.8).
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B Useful binomial identities
In this appendix we will derive some binimial identities that will be very useful in extracting
certain relations in subsection 5.1. Our starting point would be the standard binomial identity∑
k
(
n
k
)
xk = (1 + x)n, (B.1)
we operate with differential operator x ddx on both sides to obtain∑
k
(
n
k
)
xk ki =
(
x
d
dx
)i
[(1 + x)n] , i ∈ Z. (B.2)
If i < n, then RHS will have surviving factors of (1 +x). When we plug in x = −1, then RHS
will vanish only for i < n. Therefore we obtain∑
k
(
n
k
)
(−1)k ki = 0, i < n. (B.3)
Consider an abitrary polynomial in k with degree i < n,
Gi(k) =
i∑
j=0
cjk
j . (B.4)
Then we obtain∑
k
(
n
k
)
(−1)kGi(k) =
∑
k
(
n
k
)
(−1)k
i∑
j=0
cjk
j =
i∑
j=0
cj
∑
k
(
n
k
)
(−1)kkj = 0, i < n.
(B.5)
Another trick involves elliptic integrals. For example, in order to evaluate
k≤(r−1)∑
k=0
1
(2k + 1)
(r − 1)!
(r − k − 1)!(k)! (−1)
k+1,
we evaluate its slight modification as below,
k≤(r−1)∑
k=0
x2k+1
(2k + 1)
(r − 1)!
(r − k − 1)!(k)! (−1)
k+1
=
k≤(r−1)∑
k=0
(∫
dx x2k
)
(r − 1)!
(r − k − 1)!(k)! (−1)
k+1
= −
∫
dx
k≤(r−1)∑
k=0
(−x2)k (r − 1)!
(r − k − 1)!(k)!

= −
∫
dx
[ (
1− x2)r−1 ]
= −x 2F1
(
1
2
,−(r − 1), 3
2
, x2
)
, (B.6)
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with x = 1 to be plugged in at the end. For x = 1, the hypergeometric function 2F1 can be
evaluated as below
2F1
(
1
2
,−(r − 1), 3
2
, 1
)
=
√
piΓ (r)
2Γ
(
1
2 + r
)
=
√
piΓ (r)
2Γ
(
1
2 + r
) Γ (r) Γ (12 + r)
21−2r
√
piΓ (2r)
=
Γ (r)
22−2r
Γ (r)
Γ (2r)
=
22r−2(r − 1)!(r − 1)!
(2r − 1)!
=
(2r − 2)!!(2r − 2)!!
(2r − 1)!
=
(2r − 2)!!
(2r − 1)!! , (B.7)
using the well known Gamma-function identity:
Γ (r) Γ
(
1
2
+ r
)
= 21−2r
√
piΓ (2r) . (B.8)
Similar technique will be used to evaluate
∑k≤r
k=0
(−1)k
(2k−1)
r!
k!(r−k)! . We again take a slightly more
complicated term
∑k≤r
k=0
x2k−1
(2k−1)
r!
k!(r−k)!(−1)k, and then we will plug in x = 1 at the end. The
latter simplifies into an integral as below
k≤r∑
k=0
x2k−1
(2k − 1)
r!
k!(r − k)! (−1)
k
=
k≤r∑
k=0
(∫
dx x2k−2
)
r!
k!(r − k)! (−1)
k
=
∫
dx
(
k≤r∑
k=0
r!
k!(r − k)!
(−1)kx2k
x2
)
=
∫
dx
(
(1− x2)r
x2
)
=2 F1
(
−1
2
,−r, 1
2
, x2
)
. (B.9)
Its value at x = 1 is evaluated in the following way
2F1
(
−1
2
,−r, 1
2
, 1
)
= −
√
piΓ (1 + r)
Γ
(
1
2 + r
)
= −2
2r−1r!(r − 1)!
(2r − 1)!
= −(2r)!!(2r − 2)!!
(2r − 1)!
= − (2r)!!
(2r − 1)!! . (B.10)
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