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Abstract
In this note, a new formulation of Model Predictive Control (MPC) framework with no stability-related terminal constraint is
proposed and its stability is proved under mild standard assumptions. The novelty in the formulation lies in the use of time-
varying monotonically increasing stage cost penalty. The main result is that the 0-reachability prediction horizon can always
be made stabilizing provided that the increasing rate of the penalty is made sufficiently high.
1 Introduction
In the majority of NMPC formulations, the stability of
the closed-loop implies the use of terminal constraints
on the state. In the early formulations [10,12,3], a strong
point-wise equality constraint on the state was intro-
duced. This constraint is imposed at the end of the pre-
diction horizon, namely N -steps ahead where N is such
that the targeted state is N -step reachable.
Since, relaxations were introduced through the com-
bined use of terminal set constraint and appropriate ter-
minal penalty. The many different ways to choose these
two items were unified in [13] where it has been shown
that the terminal set should be controlled-invariant un-
der some local feedback control that makes the terminal
penalty a control-Lyapunov function inside the terminal
set. The difficulty in computing the terminal set and the
associated Lyapunov function for general nonlinear sys-
tems remains quite dissuasive in real-life applications.
On the other hand, it has been shown quite early [4]
that provable stability can be obtained without terminal
stability-related constraint by using sufficiently long pre-
diction horizon [6,9]. More recent results followed, [see
[8,7,5] and the references therein] where deeper analysis
is obtained regarding this fact. However, the underlying
argument remained that with sufficiently long prediction
horizon, the optimal decisions necessarily lead to open-
loop trajectories with terminal appropriate properties.
Another family of stabilizing formulations without ter-
minal constraint are those based on the contraction
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property [11,1,2]. These formulations are quite attrac-
tive in terms of the minimal necessary prediction hori-
zon length although they sometimes involve rather non
conventional implementation forms and/or Lyapunov
functions.
This note proposes a flash-back towards the early N -
reachability related formulations with the exception that
no stability-related terminal constraint is used. Instead,
a non uniform (in time) penalty is used in the definition
of the stage cost. This obviously strengthens the weight
on the tail of the prediction horizon leading to similar ef-
fects as those induced by the infinite (or sufficiently long)
horizon costs. The idea might seem straightforward and
it is probably so. Nevertheless, this technical note gives
the formal proof of the stability result. To say it shortly,
the proposed formulation inherits the combined advan-
tages of early formulations (finite, short and stabilizing
horizon) and the infinite horizon formulations (absence
of final stability-related constraint).
The paper is organized as follows: The problem is stated
in Section 2. The necessary assumptions are given in
Section 3 before the main result is given in Section 4.
It is worth underlying that while only control-related
constraints are included in the formulation of the present
note, the result of this note can easily be extended to
the case where state constraints are present. This would,
however, add useless (and quite standard) technicalities
that may hide the main underlying arguments. Remark
3 gives however the main changes that need to be incor-
porated to handle state constraints.
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2 Problem statement
Let us consider general nonlinear systems of the form:
xk+1 = f(xk, uk) (1)
where xk ∈ R
n and uk ∈ R
nu represent the state and the
control vectors respectively at instant k. It is assumed
that f(0, 0) = 0 and that the control objective is to
stabilize the steady state x = 0.
Consider control profilesu := (u0, u1, . . . , uN−1) defined
over a prediction horizon of length N . Denote the cor-
responding state trajectory starting from xk by x
u
i (xk)
for i = 0, . . . , N , namely:
x
u
0 (xk) = xk (2)
x
u
i (xk) = f(x
u
i−1(xk), ui−1) for i ∈ {1, . . . , N} (3)
Based on the trajectories u and xu(xk), let us consider
a cost function of the form:
Jm(u|xk) :=
N∑
i=1
(i/N)
m
ℓ(xui (xk)) (4)
for some integer m ∈ N. This cost enables the following
optimization problem to be defined for any compact set
U ⊂ RNnu of admissible control profiles:
Pm(xk) : min
u∈U
Jm(u|xk) (5)
Let us denote a solution to P(xk) (if any) by u
∗(xk,m)
and the corresponding optimal cost J∗m(xk).
The aim of this note is to investigate the conditions under
which x = 0 is an asymptotically stable equilibrium for
the closed-loop system given by:
xk+1 = f(xk,u
∗(xk,m)) (6)
2.1 Notation
In what follows, the subset Bℓ(ρ) ⊂ R
n denotes the ρ-
level set of ℓ, namely Bℓ(ρ) := {x ∈ R
n | ℓ(x) ≤ ρ}.
3 Statement of the required assumptions
The first assumption is a standard N -step reachability
condition of the targeted state x = 0. This Assumption is
commonly used in the first provably-stable formulations
[10,12,3]:
Assumption 1 The maps f and ℓ are continuous and ℓ
is positive definite. Moreover, there is a compact set XN
such that for all x ∈ XN , the set defined by:
Ux→0 := {u ∈ U s.t x
u
N (x) = 0} (7)
is not empty.
The second assumption is a local control-invariance
property that is assumed in the neighborhood of the
origin.
Assumption 2 There exists ρ¯ > 0 such that
∀ρ ≤ ρ¯, ∀x ∈ Bℓ(ρ),∃u
+ s.t,
ℓ(f(x, u+))− ℓ(x) ≤ −q(x) (8)
for some positive definite function q satisfying:
q(x) ≥ γℓ(x) (9)
for some γ > 0 and for all x ∈ XN .
This is again a rather standard assumption since (8) sim-
ply means that ℓ is a local control-Lyapunov function
with decrease rate described by q. Moreover, the inequal-
ity (9) generically holds for a large choice of ℓ and q in-
cluding positive definite quadratic forms.More precisely,
if ℓ(x) = xTQℓx and q = x
TQqx then γ :=
λmin(Qq)
λmax(Qℓ)
)
satisfies the condition (9).
4 Main results
Lemma 1 Under Assumption 1, for all x ∈ XN , one
has:
ℓ(x
u
∗(x,m)
N (x)) ≤ η · c
m where c := N−1
N
< 1 (10)
fo some bounded η > 0.
Proof. Take u0 ∈ Ux→0 which is possible (since x ∈
XN) by virtue of Assumption 1. By the definition of
optimality one has:
J∗m(x) ≤ Jm(u
0|x)
≤
N∑
i=1
(i/N)
m
ℓ(xu
0
i (x))
and since ℓ(xu
0
N (x)) = 0 by assumption, the last term
can be removed to get:
J∗m(x) ≤
N−1∑
i=1
(i/N)
m
ℓ(xu
0
i (x))
≤
(N − 1
N
)m N−1∑
i=1
ℓ(xu
0
i (x))
2
This obviously gives the result if η is defined s.t:
η ≥ sup
(x,u)∈XN×UN
N−1∑
i=1
ℓ(xui (x)) (11)
which is obviously well defined and bounded by continu-
ity of f , ℓ and the fact that XN ×U
N is a compact set. ✷
Proposition 2 Under Assumptions 1 and 2, the tar-
geted state x = 0 is asymptotically stable for the closed-
loop dynamics (6) for all initial state x ∈ XN .
Proof. Let us shortly denote the optimal profile at in-
stant k by u∗ := u∗(xk,m). At instant k + 1, consider
the candidate control profil u˜k defined by:
u˜ :=
(
u
∗
1, . . . ,u
∗
N−1, u¯
)
(12)
where u¯ ∈ U is defined by:
u¯ := argmin
u∈U
ℓ
(
f(xu
∗
N (xk), u)
)
(13)
As a candidate solution to Pm(xk+1), u˜ corresponds to
a cost function satisfying:
Jm(u˜|xk+1) = ℓ
(
f(xu
∗
N (xk), u¯)
)
+
N−1∑
i=1
(i/N)mℓ(xu
∗
i+1(xk))
which can be rewritten using the change of indices j =
i+ 1 as follows:
Jm(u˜|xk+1) = ℓ
(
f(xu
∗
N (xk), u¯)
)
+
N∑
j=2
(
j − 1
N
)mℓ(xu
∗
j (xk)) (14)
Now for the sake of readability, let us use the following
compact notation:
ℓ∗j(xk) := ℓ(x
u
∗
j (xk)) (15)
with this notation, equation (14) becomes:
Jm(u˜|xk+1) = ℓ
(
f(xu
∗
N (xk), u¯)
)
+
N∑
j=2
(
j − 1
N
)mℓ∗j(xk) (16)
using straightforward neutral operations, it comes that:
Jm(u˜|xk+1) = ℓ
(
f(xu
∗
N (xk), u¯)
)
+
N∑
j=2
(
j − 1
j
)m(
j
N
)mℓ∗j(xk)
and by adding and removing the same terms:
Jm(u˜|xk+1) = ℓ
(
f(xu
∗
N (xk), u¯)
)
+
N∑
j=2
[
(
j − 1
j
)m − 1
]
(
j
N
)mℓ∗j (xk)
+
N∑
j=2
(
j
N
)mℓ∗j (xk) (17)
But note that the last term in (17) satisfies:
N∑
j=2
(
j
N
)mℓ∗j (xk) = J
∗
m(xk)−
1
Nm
ℓ∗1(xk) (18)
Using this last equation in (17) gives:
Jm(u˜|xk+1) = J
∗
m(xk)−
1
Nm
ℓ∗1(xk)+
−
N∑
j=2
[
1− (
j − 1
j
)m
]
(
j
N
)mℓ∗j (xk)
+ ℓ
(
f(xu
∗
N (xk), u¯)
)
(19)
and since for all j ∈ {2, . . . , N}, one has:
[
1− (
j − 1
j
)m
]
≥
[
1− (
N − 1
N
)m
]
=: ψ(m) (20)
the equation (19) implies:
Jm(u˜|xk+1) ≤ J
∗
m(xk)−
1
Nm
ℓ∗1(xk)−
− ψ(m)
N∑
j=2
(
j
N
)mℓ∗j (xk) + ℓ
(
f(xu
∗
N (xk), u¯)
)
(21)
and keeping only the last term of the sum in the first
term of the second line, one obtains:
Jm(u˜|xk+1) ≤ J
∗
m(xk)−
1
Nm
ℓ∗1(xk)+
− ψ(m)ℓ∗N (xk) + ℓ
(
f(xu
∗
N (xk), u¯)
)
(22)
Now according to Lemma 1, xu
∗
N (xk) ∈ Bℓ(ηc
m) which,
together with Assumption 2 implies that for sufficiently
3
high m, one has:
ηcm ≤ ρ¯ (23)
where ρ¯ is the positive real invoked in Assumption 2.
This means that (8) holds for xu
∗
N (xk), namely:
ℓ
(
f(xu
∗
N (xk), u¯)
)
≤ ℓ
(
x
u
∗
N (xk))
)
− q(xu
∗
N (xk))
≤ ℓ∗N (xk)− q(x
u
∗
N (xk)) (24)
using this last inequality in (22) leads to:
Jm(u˜|xk+1) ≤ J
∗
m(xk)−
1
Nm
ℓ∗1(xk)+
(1− ψ(m))ℓ∗N (xk)− q(x
u
∗
N (xk)) (25)
which by the definition of ℓ∗N (xk) := ℓ(x
u
∗
N (xk)) and by
(9) of Assumption 2 implies:
Jm(u˜|xk+1) ≤ J
∗
m(xk)−
1
Nm
ℓ∗1(xk)−
− (ψ(m)− 1 + γ)ℓ∗N (xk) (26)
and therefore, as ψ(m) → 1 when m → ∞, there is a
finite m beyond which one has:
Jm(u˜|xk+1) ≤ J
∗
m(xk)−
1
Nm
ℓ∗1(xk)−
γ
2
ℓ∗N(xk) (27)
Finally, recalling that ℓ∗1(xk) is nothing but ℓ(xk+1) ob-
viously ends the proof. ✷
Remark 3 (Incorporating state constraints) The
main changes leading to the incorporation of state con-
straints are:
(1) The definition of the subset XN should incorporate
the constraints satisfaction.
(2) The definition of the local set Bρ¯ should incorpo-
rate constraint satisfaction. This guarantee recur-
sive feasibility.
Apart from these changes, the proof of the main result is
rigorously the same.
5 Conclusion
In this short note, a new theoretical result is established
regarding the stability of a new formulation of finite hori-
zon predictive control incorporating monotonically in-
creasing weight in the stage cost definition. The main re-
sult is that the minimal prediction horizon that fits the
target-reachability condition can always be made stabi-
lizing by taking sufficiently high increasing rate for the
stage cost penalty.
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