The fractional Fourier domain multi-channel and multistage filtering configurations that have been recently proposed enable us to obtain either exact realizations or useful approximations of linear systems or matrixvector products in many different applications. We discuss the solution and cost analysis for these configurations. It is shown that the problem can be reduced to a least squares problem which can be solved with fast iterative techniques.
INTRODUCTION
In many applications of digital and optical signal processing, it is desired to implement linear systems of the form g(u) = J-H ( u , u')f(u') du'. Such systems take the form of a matrix-vector product when discretized: g k = H k n fn or g = Hf. This may either represent a system which is inherently discrete or may constitute an approximation of a continuous system. Linear shift-invariant, systems are characterized by kernels of the special form H(u,u') = h(u -U') or Hkn = hk-n, These systems correspond to convolution in the time or space domain and multiplication with a filter function in the Fourier domain. Although the use of shift-invariant (convolution-type) systems are convenient in many applications, sometimes their use is inappropriate or at best a crude approximation. In a variety of applications, greater flexibility and performance can be achieved at no additional cost, by filtering in fractional rather than ordinary Fourier domains ( Fig. la) [21 3, 4 , 5, 61. The ath order fractional Fourier transform 3Q is the generalization of the ordinary Fourier transform, such that a = 1 corresponds to the ordinary Fourier transform and a = 0 corresponds to the identity operation [l, 2, 71. Thus, when a = 1, the filtering scheme in Fig. l Further generalizations of the concept of fractional Fourier domain filtering have been suggested. These have been referred to as multi-stage (or repeated or serial) filtering in fractional Fourier domains, and multichannel (or parallel) filtering in fractional Fourier domains, In the niult,i-stage system (Fig.lb) [2, 5, g], the input is first transformed into the a1 th domain where it 0-7803-5073-1/98/$10.00 0 1998 IEEE is multiplied by a filter h l ( u ) . The result is then transformed back into the original domain. This process is repeated M times. In the more recently suggested multi-channel filter structure (Fig.lc) [lo, 111 , the inputs of all channels are identical and their outputs are added together. For each channel k, the input is first transformed to the akth domain where it is multiplied with a filter h k ( u ) . The result is then transformed back to the original (time) domain.
In previous works ([a, 5, 9, 10, ll] ), the matrices involved in each configuration were assumed to be square matrices of full rank. In this work a generalization of the formulation is carried out for arbitrary rectangular matrices of arbitrary dimensions and rank.
MULTI-STAGE AND MULTI-CHANNEL FILTERING
In discrete-time notation, the outputs g, and gp of the serial and parallel configurations of [ j ] . The above may also be expressed as g = Tf where T is the matrix representing the overall filtering configuration. In previous work ([2, 5, 9, lo]), T was assumed to be a square matrix of full rank.
In this work we provide a generalization of both the formulation and cost analysis to arbitrary rectangular matrices T of dimension N , x N f of arbitrary rank R. In the multi-channel configuration, the dimensions of F-Q, Ak In a typical application we are given a linear system matrix H which we desire to implement (which may, for instance, be the optimal recovery operator of a signal restoration problem). Then, we seek the transform orders Uk and filters hk [j] such that the resulting matrix T (as given by Eqns. 1 and 2) is as close as possible to H according to some specified criteria, such as Froebenius norm: IIT -HIIF. Alternatively, it is possible to take Eqn 1 or 2 as a constraint on the form of the linear matrix H to be employed in a specific application such as restoration, recovery, denoising, etc. Given a specific optimization criteria, such as minimum meansquare estimation error, we seek the optimal values of ab and h k [ j ] such that the given criteria is optimized.
In the multi-channel case, regardless of which of these approaches we take, the problem of determining the optimal filter coefficients can be exactly solved since the overall kernel T depends linearly on the filter coefficients hk[j] as follows:
where N E min ( N f , N g ) . The dimensions of the ma- The objective is to choose the N M filter coefficients h k [ j ] ( N coefficients in each of M filters) so that the resulting linear system T is optimal according to some criteria. For instance, if we wish to minimize IIT-HIIF, where H is a specified matrix, the problem can be exactly posed as a least-squares optimization problem leading to an associated set of normal equations or which can be solved with other standard techniques. To see this, it is necessary to first "vectorize" the above -T EJ=x Eh, (7) :H where is the Hermitian transpose of 2.
In the multi-stage case, the overall kernel T de- A general cost (complexity) analysis has been undertaken for both digital and optical implementations in the form of multi-channel and multi-stage filtering configurations, in comparison to direct implementations in the form of general linear systems. While we have considered the general case where the linear system matrix H we wish to approximately implement has dimensions Ng X N j and rank R, here we only present the simplest case of digital implementation of full rank square matrices (Fig. 2) . The number of channels or stages M = 10 assumed in these plots has been shown to be sufficient to obtain useful approximations to the desired linear syst,em matrix in a variety of applications.
EXAMPLES
As a simple example, we first consider restoration of images blurred by a space-varying local point spread function using (Fig.3) . The mean-square estimation error is 12% in the multi-stage case and 16% in the multi-channel case with M = 4, and 4% in the multistage case and 6% in the multi-channel case with M = 8. Ordinary Fourier domain filtering gives very poor results, resulting in an error of 34%. Next we consider the problem of denoising a signal consisting of Q chirp-like components in additive white Gaussian noise. We assume that the rates of the chirps are known within an accuracy of 5% but that their time shifts are unknown. For Q = 6 and an initial S N R = 0.1, the multi-channel configuration results in a mean-square estimation error of 2.6% with M = 6, This corresponds to an SNR improvement of 25.8 dB.
These results represent significant improvements with respect to single domain filtering but are much cheaper to implement than general linear filtering. 
