We show that the Anderson model has a transition from localization to delocalization at exactly 2 dimensional growth rate on antitrees with normalized edge weights which are certain discrete graphs. The kinetic part has a one-dimensional structure allowing a description through transfer matrices which involve some Schur complement. For such operators we introduce the notion of having one propagating channel and extend theorems from the theory of one-dimensional Jacobi operators that relate the behavior of transfer matrices with the spectrum. These theorems are then applied to the considered model. In essence, in a certain energy region the kinetic part averages the random potentials along shells and the transfer matrices behave similar as for a one-dimensional operator with random potential of decaying variance. At d dimensional growth for d > 2 this effective decay is strong enough to obtain absolutely continuous spectrum, whereas for some uniform d dimensional growth with d < 2 one has pure point spectrum in this energy region. At exactly uniform 2 dimensional growth also some singular continuous spectrum appears, at least at small disorder.
Introduction
Anderson models are random Schrödinger operators consisting of a kinetic operator and a random potential. In a discrete setting the kinetic part can be described through a graph structure. Therefore, let G be some graph with countably many vertices which is edge connected and locally finite, i.e. each vertex is connected to only finitely many vertices by an edge (we do not assume a uniform upper bound). The edges of G have assigned weights, i.e. associated to an edge between x ∈ G and y ∈ G, there is a (possibly complex) non-zero weight 0 = a(x, y) = a(y, x) ∈ C where a denotes the complex conjugate. If there is no edge between x and y then a(x, y) = a(y, x) = 0. Under certain conditions (cf. Lemma A.1) the matrix [a(x, y)] x,y∈G defines a self-adjoint operator A on 2 (G), the weighted adjacency operator of G. For the Anderson model one typically adds a random potential which is a multiplication operator on 2 (G) with random values v(x) ∈ R, x ∈ G that are independent, identically distributed (i.i.d.). To distinguish small and large disorder one typically also inserts a coupling constant λ ∈ R + = [0, ∞). Thus, one considers the family of random operators (H λ ψ)(x) = (Aψ)(x) + λ v(x)ψ(x) .
(1.1)
The graph distance, or better step distance d(x, y) ∈ Z + ignores the weights and is defined by the smallest number of steps needed to go from x to y along edges, i.e. the smallest number n such that there is a sequence x = x 0 , x 1 , . . . , x n = y where x i and x i+1 are connected by an edge. We define further d(x, x) = 0 and as G is edge connected we have d(x, y) < ∞ for any x, y ∈ G.
Let us choose some non-empty, finite set of vertices S 0 ⊂ G which we call the roots of G. Then let S n := {y ∈ G : min x∈S0 d(x, y) = n} ⊂ G , s n := #(S n ) (1.2)
i.e. S 1 are all vertices that are not in S 0 but connected to some vertex in S 0 , S 2 are all vertices not in S 0 ∪ S 1 connected to a vertex in S 1 , and so on. The number of vertices in S n is denoted by s n . By our assumptions above, each S n is finite and non-empty, i.e. 0 < s n < ∞, and G = ∞ n=0 S n . We call S n the n-th shell. If there is only one root, i.e. S 0 consists of a single vertex, then S n corresponds to the sphere of distance n from the root. In a d-dimensional lattice, one clearly has s n ∼ n d−1 . Therefore, we introduce the following concept of growth-rate-dimension (note that s n is the difference between the ball of radius n and n − 1 around S 0 and therefore corresponds to a rate of change of the volume).
Definition 1. For any real d ≥ 1 we say that in graph distance, starting from S 0 , the growth rate of G is
• at least d-dimensional, if s n > cn d−1 for some c > 0.
• at most d-dimensional, if s n < Cn d−1 for some C > 0.
• exactly d-dimensional, if cn d−1 < s n < Cn d−1 for some C > c > 0.
• uniform d-dimensional, if lim n→∞ s n / n d−1 = C for some C > 0.
• infinite dimensional, if lim n→∞ s n / n d−1 = ∞ for any d > 1.
It is not hard to see that the ordinary lattice Z d has a uniform d-dimensional growth rate starting from any finite set of roots S 0 ⊂ Z d . The main objects I will consider are the following graphs which (with standard weights a(x, y) = 1) are called antitrees in [Woj, KLWo, BrK] . Definition 2. For a sequence s = (s n ) n≥0 of positive integers s n > 0 we let G s be the following graph: The n-th shell S n consists of s n vertices, each vertex in S n is connected to each vertex in S n±1 and for x ∈ S n , y ∈ S n+1 the edge from x to y obtains the weight a(x, y) = 1/ √ s n s n+1 .
There are no edges within S n (see Figure 1 ). We call G s with these weights the antitree with normalized edge-weights associated to the sequence s = (s n ) n≥0 .
The normalization of the edge weights in this way ensures that the adjacency operator A s on G s is uniquely self-adjoint and the spectrum is [−2, 2] independent of the sequence s = (s n ) n (cf. Proposition 2.1). The meaning of this normalization will also become clear in (1.6). Our main result is the following, for more precise versions also see Theorem 2.4, Theorem 2.5 and Theorem 2.6 in Section 2.1 where we also describe the behavior of the eigenfunctions. Theorem 1.1. Let H λ be the Anderson model on G s with i.i.d. potential which is compactly supported on [−1, 1], has zero expectation and positive variance. Let λ > 0. There is a set I λ = (c λ , λv − ) ∪ (λv + , c λ ) where v ± ∈ [−1, 1] are the maximum and minimum of the support of the random potential v(x), 2 < c λ < 2 + λv + and −2 + λv − < c λ < −2, such that the following holds:
(i) If G s has at least d dimensional growth rate for some d > 2 (s n > cn d−1 ), and in fact, whenever n s −1 n < ∞, then, the spectrum of H λ is almost surely purely absolutely continuous in I λ and I λ is in the spectrum.
(ii) If G s has uniform d-dimensional growth rate (s n /n d−1 → C) for some 1 < d < 2 and the potential has an absolutely continuous distribution (w.r.t. Lebesgue measure), then, H λ has dense pure point spectrum in I λ .
(iii) If G s has uniform 2-dimensional growth rate (s n /n → C) and the potential has an absolutely continuous distribution, then, there is a union of finitely many subintervals J λ ⊂ I λ such that H λ has almost surely dense purely singular continuous spectrum in J λ and dense pure point spectrum in I λ \ J λ . The set I λ \ J λ is open and never empty when I λ is not empty, the interior of J λ is not empty for small λ.
Note that the set I λ is not empty for λ ≤ 2. For large λ it may or may not be empty, this depends very much on the actual distribution of the potential. A more precise definition is given in (2.3) and some discussion with examples is given in Remark 2.2. The set J λ is defined in (2.4). Concerning the energy region [λv − , λv + ] and other interesting questions see the discussion following Theorem 2.6 at the end of Section 2.1.
If the type of the spectrum for a random family of operators changes from pure point (localization) to absolutely continuous (delocalization) while changing some parameter or relation of parameters, then we call this an Anderson transition. If the transition happens at some specific value or relation and we have no 'mixed phase', then we say the transition is sharp. Thus, we obtain a sharp Anderson transition for the graphs G s with uniform d-dimensional growth rates in the energy region I λ at the critical dimension d = 2. Depending on parameters there may be some region with singular continuous spectrum at the transition point.
Spherical coordinates and propagating channels
To see the special structure of the kinetic part on these antitrees let us introduce spherical coordinates as in [FHS1] . Let us first consider the general Anderson model (1.1) on general locally finite, edge-connected graphs G. As ∞ n=0 S n = G we can group the coordinates of G into the shells S n as defined in (1.2) and find 2 (G) = ∞ n=0 2 (S n ) ∼ = ∞ n=0 C sn . Then ψ ∈ 2 (G) can be written as a direct sum ψ = n≥0 ψ(n) where ψ(n) ∈ C sn are vectors of different size. As the adjacency operator A connects S n only with S n±1 and possibly with S n , we can write the Anderson model H λ = H on G in the form (Hψ)(n) = D * n+1 ψ(n + 1) + D n ψ(n − 1) + V n ψ(n) ,
where we formally set s −1 = 1, D 0 = 0, ψ(−1) = 0. Here, V n ∈ Her(s n ) are s n × s n Hermitian matrices for n ∈ N = {0, 1, . . .}, describing the edges within S n and the potential along the diagonal. D n ∈ Mat(s n × s n−1 ) for n ≥ 1 are in general rectangular matrices describing the edges from S n−1 to S n . Written as semi-infinite matrix the operator is given by
where the blocks possibly get bigger. The range ran D n represents the modes in the n-th shell (as subspace of 2 (S n )) that are connected to the n − 1st shell. The orthogonal complement of the kernel, (ker D n+1 ) ⊥ , denotes the corresponding modes from the n-th shell which are connected to the n + 1-st shell. Any vectors of a basis of the intersection ran
will be called propagating modes or propagating channels through the n-th shell S n . If we assume ran
for all n, then the rank of D n is a constant k. Choosing some s 0 × k matrix M 0 of full rank with ker M * 0 = ker D * 1 , a standard induction argument shows that there are
Definition 3. We say that the kinetic part of a self-adjoint operator H on n C sn ψ = n ψ(n) consists of k-propagating channels (or modes) if it is of the form
(1.5) with M n ∈ Mat(s n ×k) of rank k. The sequence M n (or better their range) classify the k propagating modes as subspaces of
In general we allow for V n some sequence of Hermitian matrices. Although we only consider operators with one propagating channel in this work, it should be possible to extend most results to this more general case.
If we now consider the antitree G s with normalized edge weights, we realize that
Moreover, for G s there are no edges within S n implying that the V n will be all diagonal, just containing the random potential. The vectors φ n as above can be seen as s n × 1 matrices and we can write the Anderson model H λ on G s in the form (1.5) where the kinetic part consists of one propagating channel and M n = φ n . Moreover, we find φ n = 1 which explains the term 'normalized edge weights'. By considering products of G s with finite graphs we can obtain examples of operators with k propagating channels for any k. As we will see in Section 2.2, many theorems from the pure one-dimensional theory can be translated to operators with one propagating channel. One can define transfer matrices as in the pure 1D case. These will be our main tools for the spectral analysis.
Discussion and related results
In order to bring Theorem 1.1 into some context let us review some known results for Anderson models. On the lattice Z d (with all edge-weights being 1) and for a continuous version consisting of the negative Laplacian and random potential bumps in R d several things are known. The model typically localizes (has pure point spectrum) at spectral edges and for high disorder [FS, FMSS, DLS, SW, CKM, DK, Kl1, AM, Aiz, Wa, Klo, BK] . However, so far, the high disorder localization in the lattice requires some smoothness condition on the randomness, localization for the Bernoulli potential in Z d at high disorder is still an open problem. One also has localization at any disorder in one dimension [GMP, KuS, CKM] and quasi-one dimensional graphs like trees with long line sequences [Br] and strips [Lac, KlLS] , except if a built in symmetry prevents localization as e.g. in [SS] . In dimensions d ≥ 3 it is expected to have some absolutely continuous spectrum (short a.c. spectrum) for small disorder whereas for d = 2 one expects localization at any disorder. These conjectures remain big open problems. The existence of a.c. spectrum has first been proved for the Anderson model on regular trees [Kl3] and was extended to other tree-like graphs with exponentially growing boundary which are infinite dimensional [ASW, FHS2, FHS3, Hal, KLW, KLW2, FHH, KS, AW, Sa1, Sa2, Sha] . It appears that the hyperbolic nature of such graphs leads to conservation of a.c. spectrum and ballistic dynamical behavior [Kl2, KS2, AW2] and these results should hold for much more general hyperbolic graphs.
The existence of Anderson transitions (changes of spectral type) are known for increasing disorder for the Anderson model on these hyperbolic tree structures, at least under some regularity conditions on the randomness. The so-called fractional moment method to prove localization at large disorder works for quite general graphs, cf. [Tau] . Similar transitions of the spectral type are known for random decaying potentials when changing the decay rate [KiLS, Bou] . Even two transitions (pure point to absolutely continuous spectrum and back to pure point) happen when increasing a random transversally periodic potential which is added to a random radial symmetric potential of fixed disorder on a binary tree, cf. [FLSSS, Corollary 1.5] .
Here we obtain a transition in terms of a dimensional growth rate for a certain class of graphs. Moreover, the critical dimensional growth for this model is exactly the somewhat expected critical dimension d = 2.
In essence the absolutely continuous spectrum arises as the kinetic part effectively averages the random potential in the n-th shell. This gives an effective decay of the variance of the entries in the transfer matrices and the analysis is similar as for random decaying potentials.
One of the novelties in this work is the realization that many techniques from one-dimensional theory such as subordinacy theory by Gilbert-Pearson and Kahn-Pearson [GP, KP] and links between transfer matrices and spectrum as developed by Kiselev, Last and Simon [LS, KiLS] can be translated to operators with one propagating channel. The precise theorems are listed in Section 2.2 and details are carefully carried out in Appendix B. In general, one needs to go through the one-dimensional theory, adapt to the presented situation of having one propagating channel and take some care with technical modifications as some theorems do not exactly translate one-to-one. Here we should also note that Breuer and Keller [BrK] calculated the spectrum of the Laplacian and adjacency operator on antitrees with standard weights (a(x, y) = 1 whenever a(x, y) = 0) with Jacobi matrix techniques by looking at cyclic spaces. It is well known that in principle one can reduce the spectral theory of a self-adjoint operator H to the one of Jacobi matrices and use transfer matrices by rewriting the operator (restricted to a cyclic space generated by ψ) in an orthonormal basis obtained by the Gram-Schmidt procedure applied to the sequence ψ, Hψ, H 2 ψ . . . and so on. But in general this basis change is very complicated and it is not so easy to obtain the entries of the resulting Jacobi matrix and transfer matrices. However, for the Laplacian and adjacency operator of so called spherically homogeneous graphs such as antitrees it is possible as shown in [BrK] . Compared to their paper, the presented methods are different and we can in principle add any potential and actually any additional hopping terms within the shells as the V n could be any Hermitian matrices for the theorems in Section 2.2. These terms destroy the spherical symmetry.
An important step is to show that it is in principle sufficient to consider the spectral measure at the roots or even just at φ 0 (more precisely the canonical embedding of φ 0 into
) and obtain relations of this measure to the transfer matrices, cf. Theorem 2.8. Here, this is not completely trivial because unlike in the pure one dimensional case G s = Z + (s n = 1 for all n), the localized states at the roots are not necessarily cyclic for H λ , cf. Remark 2.9 (ii). In this setup, the transfer matrices are not defined for all real energies. However, starting from identities between the Green's functions and formal solutions of the eigenvalue equation (cf. Lemma B.1) one can still show that for the energies where all transfer matrices are defined, the measure at Φ 0 gives the spectral type. The set of energies where not all transfer matrices are defined, which we will call B ∞ , may be dense in some in interval. This actually happens in the set [λv − , λv + ] which is not considered in Theorem 1.1. In order to make a direct translation of the subordinacy theory, one needs to stay away from the closure of B ∞ and some new technical estimates are needed (cf. Lemma 2.11 and proof in Section 3).
The key point for Theorem 1.1 is the fact that the kinetic part of H λ effectively averages the potentials in the n-th shell within the energy regions I λ which is expressed in terms of a harmonic mean of random variables in the transfer matrices (cf. (5.2)). Then one needs some key estimates as done in Section 5 (cf. Theorem 5.1, Lemma 5.2) and the spectral analysis tools translated from the one-dimensional theory, to see that one can treat the problem analogue to random decaying potentials in one dimension as done in [KiLS] .
In Section 2.1 the more precise versions of the parts of Theorem 1.1 are stated. Section 2.2 lists all adapted theorems from the theory of one-dimensional Jacobi operators to the more general setup of operators with one propagating channel. We show the proofs and technical details and how the modifications to one-dimensional Jacobi operators arise in Appendix B. Appendix A shows some general condition under which operators as in (1.3) are self-adjoint. The translation of subordinacy theory requires some new estimates (Lemma 2.11) whose proofs are singled out in Section 3. These estimates may also be useful in other circumstances. In general, we separated the adaption of well known one-dimensional techniques to the appendix, but they are still very important parts of the proof.
In Section 4 we show that the set I λ whose precise definition is given in (2.3) is almost surely in the spectrum of H λ . Then, in Section 5 we obtain the key estimates on the variance of the harmonic mean of bounded random variables. Finally, in Section 6 we conclude proving Theorems 2.4, 2.5 and 2.6. There we combine the estimates, some of the theorems of Section 2.2 and techniques as in [KiLS, Section 8] , particularly Theorem 6.1 which is proved in Appendix C.
Main results

Anderson model on the normalized antitree
Now let us state the results about the Anderson model on the normalized antitree G s , s = (s n ) n∈Z+ in more detail. By the considerations above, especially (1.5) and (1.6), the model can be written in the form (
and the v n,j are independent identically distributed random variables with mean zero and positive variance. Note, as the φ n are vectors, the expression φ * n ψ(n) = (φ n , ψ(n)) is the standard scalar product between φ n and ψ(n) in C sn which is anti-linear in the first and linear in the second component. This will also be the general convention for scalar products in this work. When necessary we will consider the v n,j as random variables on an abstract probability space (Ω, A, P). Expectations with respect to P will be denoted by E, so E(v n,j ) = 0, E(v 2 n,j ) > 0. At 0 we have Dirichlet boundary conditions, i.e. formally s −1 = 1, ψ(−1) = 0 and φ −1 is any number. Lemma A.1 shows that this operator is self-adjoint on its maximal domain (no boundary condition at ∞ needed).
The spectrum of the unperturbed operator (λ = 0) is easy to analyze. Note that the space H 0 := n≥0 φ n C = { n≥0 (c n φ n ) : c n ∈ C} is invariant under H 0 . Moreover, H 0 restricted to H 0 is unitarily equivalent to the discrete adjacency operator on the half line whereas H 0 maps any vector in H ⊥ 0 to zero. Therefore, one easily sees the following:
Proposition 2.1. The spectrum of the adjacency operator A s = H 0 on the antitree with normalized edge-weights G s is given by σ(A s ) = [−2, 2] and it is absolutely continuous except for a (possibly) embedded eigenvalue at 0 with multiplicity ∞ n=0 (s n − 1) (which may be infinite). For the adjacency operator on Z + , i.e. s n = 1 for all n, the eigenvalue 0 has multiplicity 0, this means there is no eigenvalue 0. In this case, H λ corresponds to the Anderson model on Z + . It is also easy to see that an eigenvector of λV n which is orthogonal to φ n gives rise to an eigenvector of H λ . Therefore, if the common distribution P v of the random potentials v n,j has some delta measure part at an energy E and s n > 1 infinitely often, then H λ has almost surely an eigenvalue λE with infinite multiplicity (cf. Proposition 2.7). If the distribution P v is continuous, then almost surely, no eigenvector of V n is orthogonal to φ n , meaning that φ n is cyclic for V n in C sn . Important will be the following assumptions:
Assumptions.
(A1) The distribution P v of the i.i.d. random potentials v n,j is supported in [−1, 1], has mean zero E(v n,j ) = 0 and positive variance 0 < σ 2 := E(v 2 n,j ) ≤ 1 .
(A2) The distribution P v of the i.i.d. random potentials v n,j is absolutely continuous with respect to the Lebesgue measure.
Assumption (A1) will be always important, (A2) will matter for the singular spectrum at low disorder. We let supp(P v ) denote the support of the measure P v and under assumption (A1) we can define 0 < v + ≤ 1 and −1 ≤ v − < 0 by
For E > λv + or E < λv − we find that all E − λv n,j are invertible (not zero) and we may define
and by convexity, |h E,λ | ≤ |E|. Moreover, h E,λ is strictly monotonically increasing in E and it is not difficult to verify dh E,λ /dE > 1. Thus, I λ generally consists of two intervals
where h c λ ,λ = −2 and h c λ ,λ = 2. For large λ these values c λ < λv − and c λ > λv + may or may not exist, meaning that the intervals (c λ , λv − ) and (λv + , c λ ) may or may not be empty, depending on the distribution P v . More precisely, if the expectation of (v + − v) −1 with respect to the measure P v (dv) does not exists (i.e. is infinite), then lim E↓λv+ h E,λ = 0 and for any λ > 0 the set I λ contains some non-empty interval (λv + , c λ ). However, if
−1 P v (dv) < ∞ and it is never empty if this integral is infinity.
For illustration, let us consider the following cases where v + = 1 and v − = −1.
, where δ x denotes the normalized point measure at x, we find
(ii) For the uniform distribution
denotes the indicator function of the set A and dv the Lebesgue measure, we find
Therefore, |h E,λ | > λ/(2 ln(2)) for |E| > λ, and I λ is empty for λ ≥ 4 ln(2). For 0 ≤ λ < 4 ln(2) we find that I λ is symmetric around 0 and consists of two non-empty intervals,
(iv) For general distributions satisfying (A1) we find for 0 < λ ≤ 2 +
Parts (i) to (iii) are simple calculations. For part (iv) let X = E − λv n,j , h = h E,λ and note that h = E(h 2 /X). Hence,
|E|+λ ≤ 2 one finds the second relation in (iv). For the first relation note that
and σ 2 ≤ 1.
One may conjecture that H λ has an almost sure spectrum given by spec(
On the other hand the family of random operators H λ is not ergodic and therefore it is not so clear whether there is at all an almost sure spectrum. We leave this as an open problem for the graph G s for general sequences (especially those where s = (s n ) n is unbounded) and rather prove the following: Proposition 2.3. Let A λ be the set of all energies E such that there exists k ∈ [−π, π] so that for all ε > 0 one finds
Then, P-almost surely, A λ lies inside the spectrum of H λ , i.e. A λ ⊂ spec(H λ ). Moreover, we find almost surely that
where A λ denotes the closure of A λ , and
Let us first give a more precise version about the result concerning a.c. spectrum.
Theorem 2.4. Let assumption (A1) be fulfilled and let λ be such that I λ is not empty (e.g.
n < ∞, then H λ has almost surely, pure absolutely continuous spectrum in I λ . In particular, if G s has at least 2 + ε dimensional growth rate, then there is pure a.c. spectrum in I λ .
Remark. With some slight modifications in the proof one could make the normalizations of φ n differently allowing φ n to vary slightly. More precisely, Theorem 2.4 still holds when taking φ n to be non-zero multiples of (1, . . . , 1) such that n | φ n − 1 | < ∞, which corresponds to absolutely convergent infinite products 0
Theorem 2.5. Let assumptions (A1) and (A2) be fulfilled and let λ > 0 be such that I λ is not empty. Assume that for some 1 < d < 2 one has lim n→∞ n d−1 /s n = c > 0, i.e. the growth rate of G s is uniformly d-dimensional. Then, H λ has almost surely dense pure point spectrum in I λ . Moreover, almost surely, for each eigenvector ψ j = ∞ n=0 ψ j (n) corresponding to an eigenvalue E j ∈ I λ one has
E,λ denotes the variance of the random variable (E − λv n,j ) −1 .
To get a feeling of these quantities for small disorder, note that for λ → 0 we have
For uniform 2-dimensional growth we also find possible solutions ψ j as above (most not satisfying the boundary condition at 0). However, the n 2−d term in the limit behavior will be replaced by log(n) and the formal eigenfunctions are not always square summable. In the region where they are not square summable we find singular continuous spectrum. More precisely, let lim n→∞ n/s n = c > 0 and define the set
It is not hard to verify that when |E| increases, then |h Eλ | increases and σ 2 E,λ > 0 decreases. As in Remark 2.2 we have I λ = (−c λ , λv − ) ∪ (λv + , c λ ) when I λ is not empty and |h E,λ | → 2 when
Moreover, as σ 2 E,λ gets arbitrarily small when taking λ small, we find for small λ some a λ < λv − and a λ > λv + such that [a λ , λv − ) ∪ (λv + , a λ ] ⊂ J λ . For distributions P v where |h E,λ | converges to zero for E → λv ± the set J λ is not empty for any λ and we always find a λ , a λ as above.
It is also clear that J λ is closed within I λ , meaning that
Theorem 2.6. Let lim n→∞ n s −1 n = c and λ > 0 be such that I λ is not empty. Then, H λ has almost surely dense pure singular continuous spectrum in (the interior of ) J λ and almost surely dense pure point spectrum in I λ \ J λ . Moreover, almost surely, for each eigenvector
In the critical set I λ := [λv − , λv + ] the random variables E − λv n,j do not have a distinct sign. The entries in the transfer matrices (cf. (2.11), (4.1)) will be harmonic means of such random variables (cf. (5.2)). Depending on the energy and the distribution of P v , these harmonic means may not even have an expectation and also h E,λ does not need to exist. But even if they do (for instance in the Bernoulli case and E ∈ λQ), then the variance of the harmonic means typically explodes if s n → ∞. Therefore, the transfer matrices have a lot of randomness and one might expect localization in this region. At least, using Theorem 2.13 (i) it should be possible to exclude absolutely continuous spectrum. On the other hand, as s n → ∞ the set B ∞ (cf. (2.17)) where not all transfer matrices are defined is dense in I λ . This sort of also reflects the fact that we have an eigenvalue at 0 with infinite multiplicity for λ = 0. For positive λ we obtain 'states' that may start to resonate at energies in I λ and one could imagine the formation of some delocalized states. However, similar as in a recent paper by Aizenman, Shamis and Warzel on resonances and partly delocalized states on the complete graph [AShW] , these states may only delocalize in the 1 but not 2 sense. A deeper analysis of these resonances might be very interesting. I also have the following conjectures: Even though the set I λ may not be empty even for large λ and so one may have some a.c. spectrum if n s −1 n < ∞, I still suspect that there is some sort of large disorder localization: Conjecture 1. For any compact interval [a, b] and any sequence s, there is a λ 0 > 0 such that for λ > λ 0 the spectrum of the Anderson model H λ on G s is almost surely pure point in [a, b] .
This conjecture is intertwined with the comment above as for any compact set and large enough λ one has [a, b] ⊂ I λ . It may be also possible to obtain the pure point spectrum for the Bernoulli potential with known techniques, as we do have transfer matrices as in one-dimensional systems. In terms of the above theorems one may also conjecture the following: 
Transfer matrix and spectrum for operators with one propagating channel
We will use some generalizations of well-known one-dimensional transfer matrix techniques and list the corresponding theorems here. For the proofs one can essentially go through the one-dimensional theory and adapt the proofs and results step by step. As the situation here is different from the pure one-dimensional case, some details are given in Appendix B.
Because of the more general nature of these theorems we drop the coupling constant λ and let V n ∈ Her(s n ) be general Hermitian matrices and φ n ∈ C sn be any sequence of non-zero vectors satisfying
with Dirichlet boundary conditions at 0, i.e. we formally let s −1 = 1, ψ(−1) = 0. Note that the condition (2.5) corresponds to n D n −2 = ∞ in Lemma A.1 which ensures that H is self-adjoint on the maximal domain and the subspace
sn : ψ(n) = 0 for all but finitely many n is a core. Now for
In the direct sum notation used above this means Φ n = n−1 k=0 0 ⊕ φ n ⊕ k>n 0. Let us first state the following trivial facts:
be the cyclic space of φ n w.r.t. to V n , i.e. V n is the span of V k n φ n for k = 0, . . . , s n − 1. Then one has the following:
G) equals the cyclic space generated by the family (Φ n ) n≥0 . One has V = 2 (G) if and only if φ n is a cyclic vector for V n for all n ∈ N.
(ii) H leaves the space V and the orthogonal components in
invariant. In particular, the spectrum of H consists of the spectrum of H restricted to V and the collection of eigenvalues of V n |V ⊥ n (the restrictions of V n to the orthogonal complement of V n ) with corresponding eigenvectors in 2 (S n ).
Hence, we may restrict ourselves to the spectral analysis of the restriction H|V. The eigenvalue equation Hψ = zψ with ψ(n) ∈ V n can be written as
Because of the appearance of such scalar products in this equation, let us define
Now let z ∈ spec(V n |V n ), i.e. z is an energy that is not an eigenvalue of the Hermitian matrix V n restricted to the invariant space V n , (which is always the case for non-real energies). Then (z − V n ) −1 φ n ∈ V n is well defined, even if z is an eigenvalue of V n on the orthogonal complement V ⊥ n . Then, for a solution ψ of (2.8) with z ∈ spec(V n |V n ), n ≥ 1, we obtain for u n = u n (ψ) that
Assuming φ * n (z − V n ) −1 φ n is not zero, this can be rewritten as
The T z,n are the 2 × 2 transfer matrices at stage n associated to the operator H. By this equation for n = 0 we may also define u −1 for such a solution. Again, for complex z ∈ R, φ * n (z − V n ) −1 φ n exists and is invertible as the imaginary part will be negative. Moreover we let
In this case, let α ∈ V n , V n α = Eα, then, as φ n is cyclic, α * φ n = 0. Multiplying (2.8) with α * from the right one obtains
and therefore u n+1 = −u n−1 justifying the definition (2.12). Moreover, let V n |V n = j e j α j α * j be the spectral decomposition. Then (φ *
) converges to 0 for z → e j as |α * j φ n | = 0 because φ n is cyclic for V n . Hence, T z,n is holomorphically extended at z = e j by (2.12).
The only case where
This happens at dim(V n ) − 1 points interlaced between the eigenvalues 1 of V n |V n . All together, except for countably many real energies E, all the transfer matrices exist.
If T z,k exists for k = 0, 1, . . . , n − 1 in the above sense, then we define the transfer matrix from 0 to n, denoted by T z (n), by
For convenience we also define
As above, if z = E is an eigenvalue of V n |V n , then a E,n = 0 and ψ E,n can be defined by analytic extension leading to ψ E,n = α/(φ * n α) where α is a unit eigenvector for the eigenvalue E of V n |V n (cf. proof of Lemma B.2 (ii)). The only case where all these quantities, a z,n , ψ z,n and T z,n are not defined at z = E ∈ R happens precisely if (E − V n ) | V n is invertible and φ * n (E − V n ) −1 φ n = 0. We therefore define
So A n is exactly the finite 2 set where T E,n , a E,n and ψ E,n are not defined, B n is the finite set of energies E where T E (n) is not defined and B ∞ is the set where some transfer matrix is not defined. Last but not least we let µ n denote the spectral measure at Φ n , i.e.
Following the relations between Green's functions and solutions to (2.10) and using arguments by Carmona [Car, CL] we find the following relations of spectral measures. Part (ii) and (iii) are analogue to the one-dimensional theory.
Theorem 2.8. We have the following:
Moreover, let µ n,ϕ denote the spectral measure at ϕ, i.e. f dµ n,ϕ = ϕ|f (H)|ϕ . Then, on R \ A n the measure µ n,ϕ is absolutely continuous with respect to µ n and one has
Moreover, the set of energies where ϕ * ψ E,n = 0 is finite.
(ii) On the set where T E (n) is well defined, R \ B n , the measure µ n is absolutely continuous with respect to µ 0 and we have
In particular, µ 0 is a spectral measure for
There exists a positive point measure ν supported on B ∞ such that µ 0 is given by the weak limit
The measure ν includes a delta measure at E ∈ B ∞ if and only if for the smallest integer m such that Φ *
(i) Note as A n is finite, µ n is pure point whenever µ n,ϕ is pure point for some ϕ ∈ V n . Similarly, as B ∞ is countable one immediately sees that H|V has pure point spectrum, whenever the measure µ 0 is pure point. By Proposition 2.7 the whole operator H has pure point spectrum in this case.
(ii) One might get the impression that Φ 0 should be a cyclic vector for V, however, this does not need to be the case. It is possible to have an eigenvalue in B ∞ with an eigenvector ψ ∈ V which is orthogonal to Φ 0 . To see this assume that
and ψ(n) = 0 for n < m. It is easy to check that Hψ = Eψ and ψ is orthogonal to Φ n for n = 1, . . . , m.
(iii) In part (iii) of the above theorem one can construct the eigenvector contributing to ν in a similar fashion. The condition T E (m) ( 1 0 ) = ( 0 c ) for E ∈ A m ⊂ B ∞ implies that for the starting points u −1 = 0, u 1 = 1 and ( un un−1 ) = T E (n) ( 1 0 ) one finds u m = 0. Analogue to above one may set ψ(n) = 0 for n > m, ψ(n) = u n ψ E,n for n < m and ψ(m) = (E − V m ) −1 φ m u m−1 . Then using all the assumptions one easily verifies Hψ = Eψ and Φ 0 |ψ = u 1 = 1. Moreover, any eigenvector must have φ * m ψ(m) = 0 as can be seen from (2.8), thus the condition T E (m) ( 1 0 ) = ( 0 c ) is really needed. This eigenvector is an eigenvector for any cutoff of H at N > m and any boundary condition. This is the reason why it appears in a separate measure in this weak limit as this formula is obtained by taking cutoffs at N and averaging over boundary conditions at N .
(iv) Constructing eigenfunctions similarly as in (ii) and (iii) one sees that E ∈ B ∞ can be a multiple eigenvalue of H|V with multiplicity at most one more than the number of integers n ∈ Z + where T E,n is not defined. However, in order to construct an eigenvector one needs to fulfill the Dirichlet like boundary conditions for a solution u n of (2.10) between consecutive values of n where the transfer matrix T E,n does not exist.
To ensure pure a.c. spectrum we will use the following which follows from Theorem 2.8 (iii) as noted in [LS, Theorem 1.3] .
Theorem 2.10. Assume that the transfer matrices T E,n exist for all E ∈ [a, b] and all n ∈ N, i.e.
[a, b] ∩ B ∞ = ∅, and assume for some p > 2 one has
Then, the spectrum of H on the cyclic space V generated by the {Φ n : n ∈ N} is purely absolutely continuous in (a, b) and [a, b] lies inside the spectrum.
The subordinacy theory of Gilbert-Pearson [GP] , or better Kahn-Pearson [KP] also translates to some extend. Of course, looking at the orthonormal basis given by applying Gram-Schmidt to the sequence Φ 0 , HΦ 0 , H 2 Φ 0 , . . . one obtains the same subordinacy criterion as [KP] , however the norms of solutions projected to this sequence of finite subspaces is quite a bit different then the 2 norms of the starting piece of a sequence u n solving (2.10). First, the actual solution of the eigenvalue equation is n u n ψ E,n , so we need to adjust the norm of the sequence accordingly and define:
Definition 4. Let E ∈ B ∞ . A solution w = (w n ) n to the modified eigenvalue equation (2.10) at energy E will be called subordinate iff for all linear independent solutions v = (v n ) n one has
But also after this adjustment we require some more estimates for the subordinacy theory. This is somehow related to the fact that Φ 0 may not be cyclic for the space V, the cyclic space generated by all the Φ n . Energies in B ∞ may lead to eigenvectors orthogonal to Φ 0 . Following the proofs in [KP] closely, it turns out that we need the following estimates which may also be useful in other circumstances. As this estimate is a new ingredient (which is trivial in the pure 1D case), we singled out its proof in Section 3.
Lemma 2.11. We find the following estimates:
(ii) Assume that (E − 3ε , E + 3ε) ∩ B ∞ = ∅. Then we find a uniform constant C > 0 such that for all 0 ≤ η ≤ ε and all n ∈ Z + one has
The second estimate is only available for energies not in the closure B ∞ of B ∞ . Indeed, the ratio ψ E,n / ψ E+iη,n may blow up for any η > 0 along subsequences in n where E gets arbitrarily close to the sets A n (in which case E ∈ B ∞ ). So we need to restrict the subordinacy characterization to the complement of B ∞ . Together with these estimates one can follow the paper by Kahn and Pearson [KP] as explained in Appendix B.3. To state the result, let Σ ac denote the support of the absolutely continuous spectrum of H and let Σ s denote the support of the singular spectrum of H|V, i.e. H restricted to V. The following theorem corresponds to [KP, Theorem 3] .
Theorem 2.12. Let
is subordinate for some m ∈ R} Then Σ ac is an essential support of the a.c. spectrum of H on R \ B ∞ and Σ s is an essential support of the singular spectrum of H|V on R \ B ∞ which is optimal with respect to the Lebesgue measure. This means
Here, µ 0,ac and µ 0,s denote the a.c. and singular part of µ 0 and | · | denotes the Lebesgue measure of a set. Moreover, for Lebesgue almost all E ∈ Σ 0 with subordinate solution w n where
The proof of the characterization [LS, Theorem 1.1] of an essential support of the a.c. spectrum depends on subordinacy theory and a similar identity as Theorem 2.8 (ii). So after establishing these theorems one might think that at least away from B ∞ one should have a similar characterization of an essential support of µ 0,ac , the a.c. part of µ 0 . Unfortunately, following the arguments in [LS] does not quite give this result, unless one finds uniform constants 0 < c < C such that ψ E,n · φ n < C and c < ψ E,n ψ E,n−1 < C uniformly in n. In that case the sets Σ Φ and Σ Ψ as defined below are equal. We find that [LS, Theorem 1.1 and 1.2] generalize to the presented situation in the following way.
Theorem 2.13. Let Σ ac be the support of the absolutely continuous spectrum of H as before and let Φ k = diag( φ k , φ k−1 ) and Ψ E,k = diag( ψ E,k , ψ E,k−1 ). Moreover, define the sets
Then, one has the following:
(ii) For E ∈ Σ Ψ there is no subordinate solution at E and thus for Lebesgue almost all E ∈ Σ Ψ \ B ∞ we find E ∈ Σ ac .
(iii) Defining the transfer matrix from k to m by T E (k, m) = T E (k)T E (m) −1 we find for any fixed sequences k n , m n and Lebesgue almost every E ∈ Σ ac that lim inf
For the singular spectrum we will essentially use the Simon-Wolff criterion in combination with (2.21) in Theorem 2.12.
Theorem 2.14. Let ϕ = ϕ ⊕ n≥1 0 with ϕ ∈ V 0 .
(i) Assume that for Lebesgue almost every energy E ∈ (a, b) we find a subordinate solution w E,n to (2.10) at E such that
Then, for Lebesgue almost every c, the operator H +c |ϕ ϕ| has pure point spectrum in (a, b).
(ii) Let (a, b) ∩ B ∞ = ∅ and assume that for Lebesgue almost all E ∈ (a, b) there is a subordinate solution w E,n to (2.10) at E such that
Then, for Lebesgue almost every c, the spectral measure of H + c |ϕ ϕ| at ϕ (i.e. µ 0,ϕ as in Theorem 2.8) is purely singular continuous in (a, b).
Remark. In general one may also want to consider operators as in (2.6) with some infinite dimensional fibers, i.e. allowing s n = ∞ in the sense C ∞ ∼ = 2 (N). Then, V n should be a Hermitian operator on 2 (N). As long as all the V n have pure point spectrum without accumulation point, similar techniques apply, only the sets A n defined above are possibly countably infinite. However, more care must be taken when V n has some continuous spectrum or dense point spectrum. These cases might be interesting for further investigation.
Proof of Lemma 2.11
The proof of part (ii) of Theorem 2.14 will depend on the subordinacy theory and in particular on (2.21). This theorem in turn is the key for the singular continuous spectrum part in Theorem 2.6. As we mentioned above, the estimates given in Lemma 2.11 are crucial which we prove in this section. Recall that we want to show: (i) For any E ∈ R \ B ∞ we have |a E+iη,n − a E,n | / ψ E,n 2 ≤ η and ψ z,n ≤ ψ E,n .
(ii) If (E − 3ε , E + 3ε) ∩ B ∞ = ∅ then we find a uniform constant C > 0 independent of n (and in fact of V n ) such that for all 0 ≤ η ≤ ε one has 1 ≤ ψ E,n / ψ E+iη,n ≤ C .
One may note that these estimates are completely trivial in the one dimensional Jacobi matrix case 3 .
Proof of Lemma 2.11. For part (i) note that for z = E + iη
Using the mean value theorem it follows that for any η > 0 there is 0 < η < η such that
and hence the maximum derivative must be at η = 0. Thus, by the mean value theorem,
proving (2.19). For part (ii) note that the first inequality is proved in part (i) and we only need to worry about an upper bound for ψ E,n 2 / ψ E+iη,n 2 uniformly in V n and φ n . Without loss of generality we may assume E = 0. Let us further make some basis change such that V n |V n = diag(−x 1 , . . . , −x k , y 1 , . . . , y l ) where x i ≥ 0 and y j > 0. All these values are different as φ n is a cyclic vector. Moreover, we let φ n = (α 1 , . . . , α k , β 1 , . . . , β l ) and let a i = |α i | 2 > 0 and b j = |β j | 2 > 0. By cyclicity, none of these values is zero. Then we define
By assumption we have f (x) = 0 for |x| < 3ε, f (x) is decreasing from +∞ to −∞ between single poles located at the −x i and y j . So f (x) has at most one pole inside (−3ε, 3ε) which we may assume to be at a negative x. Thus, without loss of generality we may assume f (δ) ≥ 0 for 0 < δ ≤ 3ε in which case y j > 3ε for all j and the interval (−3ε, 0] includes at most one pole (possibly at 0) at one of the −x i 's. Case 1: We have one pole in [−ε, 0], say x 1 ≤ ε, and x j > 3ε for j ≥ 2. Then f (−3ε) ≤ 0 and f (3ε) ≥ 0 and for any 0 ≤ η ≤ 3ε we find
Combining both equations gives
and summing both equations and dividing by 6ε gives
for any 0 ≤ η ≤ ε. Using these estimates one finds
x 2 1 + η 2 + 4 3
where we used η, x 1 ≤ ε at several places. Both estimates together give the required uniform upper bound on ψ 0,n / ψ iη,n which also remains valid in the limiting case x 1 → 0. Case 2: x i > ε for all i, recall that also y j > 3ε for all j. We find for x ∈ (0, ε) that
Combining this estimate with the fact that f is decaying on (0, ε) and f (ε) > 0 we find
With this estimate and the expressions for ψ 0,n 2 and ψ iη,n −2 as above we then find for η ∈ [0, ε] that
The spectrum of H λ
From now on (except for the appendix) we will consider the random operator H λ as in (2.1). Recall that for H λ we have φ n = s −1/2 n (1, 1, . . . , 1) and λ V n = λ diag(v n,1 , . . . , v n,sn ) which replaces V n in the definitions of ψ E,n , T E,n and T E (n), i.e.
These are now random objects as (v n,j ) n,j is a family of independent identically distributed random variables supported in [−1, 1] with mean zero, E(v n,j ) = 0, and positive variance.
In this section we will prove Proposition 2.3. We will first show that A λ ⊂ spec(H λ ). Then we prove ([−2, 2] \ {0}) + λ supp(µ) ⊂ A λ if the sequence s n is bounded which immediately implies
so all these sets are equal in this case. Finally, the remaining part that I λ ⊂ A λ whenever lim n→∞ s n = ∞ will be shown up to some estimate given in Theorem 5.1 in the next section.
So let us start with showing that A λ ⊂ spec(H λ ) by following the standard procedure of constructing approximate eigenfunctions. Let E ∈ A λ , then we find k ∈ [−π, π] such that for any ε > 0 there is δ = δ(ε) > 0 and N (ε) such that for all n > N (ε) we find
Here Ω n should be understood as a measurable subset of the abstract probability space (Ω, A, P). For any integers n ≥ N and m > 0 let Ω n,m = m k=1 Ω n+k , then by independence we find P(Ω n,m ) = δ m > 0. As the events Ω N +jm,m for j ∈ Z + are independent, we find P( j Ω N +jm,m ) = lim j→∞ 1 − (1 − δ m ) j = 1 and hence P( m j Ω N +jm,m ) = 1. Now let us show that for ω ∈ m j Ω N +jm,m the distance of the spectrum spec(H λ ) and E is at most ε. For this it is sufficient to obtain a sequence of vectors ψ m = n ψ m (n) such that lim sup
Now choose the smallest n 0 = n + jm such that ω ∈ Ω n0,m . Then it follows that ψ E,n as in (4.1) exists for n = n 0 + 1, n 0 + 2, . . . , n 0 + m and we define ψ m by ψ m (n) = 0 for n > n 0 + m or n ≤ n 0 e ikn ψ E,n for n 0 < n ≤ n 0 + m Then using the definition of Ω n as well as ψ E,n ≥ 1/ φ n = 1 we find
showing (4.2). Thus for all ω in a set Ω E,ε of probability one, the distance of spec(H λ ) and E is at most ε. Now let {E j : j ∈ Z + } be a countable dense subset of A λ and ε l > 0 be a sequence converging to zero. Then as the spectrum is closed we find for ω ∈ j,l Ω Ej ,ε l , a set of probability 1, that A λ ⊂ spec(H λ ).
Consider now the case that the sequence s n is bounded, i.e. s n < N and let E ∈ ([−2, 2] \ {0}) + λ supp(ν), i.e. E = 2 cos(k) + t where cos(k) = 0. Then, for any ε > 0 we find
Note that if λV n − t < ε then E − λV n − 2 cos(k) < ε and for ε < 2 cos(k) we find that φ * n (E − λV n ) −1 φ n = 1 sn sn j=1 (E − λv n,j ) −1 lies between 1/(2 cos(k) + ε) and 1/(2 cos(k) − ε), thus
Hence we find by independence
Finally, let lim n→∞ s n = ∞ and E ∈ I λ . As in Theorem 2.5 and in the considerations in the next sections, we choose k such that 2 cos(k) = h E,λ . Using the moment estimates of Theorem 5.1 we find
and hence by Markov's inequality
This shows E ∈ A λ .
Harmonic mean estimates
Recall that for E ∈ I λ we either have that for all v n,j , E > λv n,j or that for all v n,j , E < λv n,j . Moreover, we have |h E,λ | < 2, where
The latter equation is the definition of k λ,E ∈ (−π, π). As for many calculations we will fix some λ and E ∈ I λ we often omit the indices E and λ in future calculations and use h = h E,λ and k = k E,λ . The Schur complement (φ * n (E − λV n ) −1 φ n ) −1 in the upper left corner of the transfer matrices T E,n as in (4.1) is precisely the harmonic mean of the random variables (E − λv n,j ) for j = 1, . . . s n as
( 5.2) In order to use the machinery in [KiLS] we need some explicit moment estimates. Therefore, let us start with the following general theorem:
Theorem 5.1. Let X j ∈ [a, b], 0 < a < b be independent identically distributed random variables. Define the harmonic mean M n and the harmonic average h by
Moreover, define the following moments of the centered random variable 1/X j − 1/h
and note that σ 1 = 0 and σ 2 is the variance. Then, there exists a continuous function C = C(a, b, h, σ 2 , σ 3 ) such that uniformly in n,
Moreover, for the higher moments we find
a , the Z j are independent, identically distributed and E(Z j ) = 0 and one finds
where we use that (2m)! 2 m m! is exactly the number of pairings on the set {1, . . . , 2m} and any unpaired index leads to zero expectation.
Moreover, one finds M n = h − hY M n and therefore
which with (5.6) gives (5.3). Taking powers of (5.6) and using similar estimates lead to (5.4) and (5.5). For the general moment bound note that 1
Clearly, for E ∈ I λ all the transfer matrices T E,n exist and we may define the family of independent random variables
(5.7)
The introduced factor sin(k) = sin(k E,λ ) will simplify some formulas later. It is only important to note that k E,λ is continuous in E ∈ I λ . Without loss of generality we may assume E > 0 which also corresponds to E > h > 0, k > 0 and E(x n ) > 0. The considerations for E < 0 are completely analogue. Then, in the notations of the above theorem we find that sin(k) x n corresponds to M sn − h, the X j correspond to E − λv n,j and we have a = E − λv + and b = E − λv − . Thus, letting σ 2 = σ 2 E,λ := Var(1/(E − λv n,j )) which depends continuously on (E, λ) for E ∈ I λ ∩ R + , we find
The error terms O(s n , respectively, where C = C E,λ and C m = C m,E,λ depend continuously on (E, λ) for E ∈ I λ . In particular, the error terms are uniform in E on compact subsets of I λ . An important consequence is the following.
Lemma 5.2. Let s n > cn α for some α > 0. Then, for P-almost all ω ∈ Ω we have
Proof. Take m large enough such that αm > 1, then by (5.9)
By Borel-Cantelli P(|x n | > ε infinitely often ) = 0 for any ε ∈ Q + . Taking the countable union of these events we see that P(x n → 0) = 0.
Modified Prüfer variables and results
Now we established that for E ∈ I λ and s n → ∞ the random transfer matrices behave like in the case of a one-dimensional operator with random potentials of decaying variance. The conclusions can now be obtained in a similar way as in [KiLS] with some slight differences. One minor difference is the fact that E(x n ) is not zero and depends on n. Another difference for the case of the pure point spectrum is the fact that unlike in [KiLS] the support of the distribution of x n is not getting smaller in n. But this input can be replaced by Lemma 5.2.
Let us now briefly mention the appropriate basis change for the transfer matrices that leads to the modified Prüfer variables that were also used in [KiLS, LS] . By the definition of transfer matrices T E,n in (4.1), the definition of k = k E,λ as in (5.1) and x n as in (5.7) one obtains
Next define the modified Prüfer variables θ n = θ n (θ) ∈ R mod 2π and R n = R n (θ, E) ∈ R + by
then some simple calculation shows R n+1 u θn+1 = R n cos(θn+k)+xn sin(θn+k) sin(θn+k) which gives
forθ n := θ n + k. Note that the random variables R n , θ n ,θ n depend on the starting value θ = θ 0 and x 0 , . . . , x n−1 and are therefore independent of x n . By equivalence of norms one finds for any two linear independent angles u θ , u θ some positive constants c, C such that
Therefore, it will be enough to study the R n in order to investigate T E (n) .
The absolutely continuous spectrum
Now assume
n < ∞. By (5.8) and (6.2) we find for any starting angle θ = θ 0 that
where the bound C E can be chosen continuously in E ∈ I λ . As
where the bound is uniform in E on compact sets E ∈ [a, b] ⊂ I λ . Using Fatou's lemma and Fubini we realize that P-almost surely
which by Theorem 2.10 used for any [a, b] ⊂ I λ , a, b ∈ Q, implies that the spectrum of H λ (restricted to the space V) is almost surely purely absolutely continuous in I λ . As |E| > λ ≥ λV n for E ∈ I λ we also see that there are no eigenvalues in I λ with eigenvectors in V ⊥ . This proves Theorem 2.4.
The singular spectrum
In this section we want to prove Theorem 2.5 and Theorem 2.6. Both will be based on the following observation which is a variant of [KiLS, Theorem 8.2 and Lemma 8.8] . We set α = d − 1 where d is the growth-rate dimension 4 .
Theorem 6.1. Assume lim n→∞ s −1 n n α = c > 0 for some 0 < α ≤ 1, E ∈ I λ such that k = k E,λ ∈ π/4 Z. Then one has almost surely
Moreover, almost surely, there is a real, subordinate solution w E,n , i.e.
Remark. The first equation is trivial provided the limit exists as
for n → ∞. Moreover, note that for α < 1 we have
The proof can be done using the techniques of [KiLS] . Differences are firstly that E(x n ) varies with n which will give some additional oscillatory term to take care of and secondly that the support of the distribution of x n is not getting smaller which can be replaced in the proofs by Lemma 5.2. For convenience of the reader, some more details are carried out in Appendix C where we show the proof.
Thus, for 0 < α < 1 we find for all E ∈ I λ that for almost all ω ∈ Ω there is a solution w E,n of (2.10) such that
Also note that for E ∈ I λ ∩R + one also has that ψ E,n = (E −λV n )
E+λv+ E−λv+ < ∞, and a similar bound holds for E ∈ I λ ∩ R − . Thus, ψ E,n is uniformly bounded for E in compact subsets of I λ . Therefore, and as T E (n) is unimodular, the solutions w E,n are subordinate in the sense of Definition 4 and n w E,n ψ E,n is an 2 vector (almost surely) and the decay rate is given by the decay rate of the sequence w E,n .
By Fubini this means that for almost all ω ∈ Ω one obtains the above 2 vectors for Lebesgue almost all E ∈ I λ . Moreover, as v 0,j has an absolutely continuous distribution, we can use Theorem 2.14 (i) with ϕ = |0, j (defined by ψ(n) = δ 0,n e j , e j the j-th basis vector of C s0 ) to obtain the almost sure pure point spectrum in I λ (see also Remark 2.9 (i)). Finally, the almost sure decay rate of the subordinate solutions gives the decay rate of the Green's functions and hence also the decay rate of the eigenfunctions almost surely (cf. [SW, Theorem 9] ). By Proposition 2.3 the point spectrum also has to be dense (almost surely), finishing the proof of Theorem 2.5.
For d = 2 or α = 1 we find
for the subordinate solutions w E,n . However, the vector n w E,n ψ E,n is in 2 (G s ) only for E ∈ I λ \ J λ . If E ∈ J λ it is not in 2 (G s ). Again, using assumption (A2) and Theorem 2.14 and arguments as above we obtain the following: The spectrum is almost surely pure point with the corresponding decay of the eigenfunctions in I λ \ J λ , and the spectral measures at ϕ = |0, j are almost surely singular continuous in J λ for all j = 1, . . . , s 0 . As Φ 0 = 1/ √ s 0 j |0, j , possible eigenvectors in V ⊥ (cf. Proposition 2.7) are outside J λ and J λ ∩ B ∞ = ∅, this means by Theorem 2.8 that the spectrum of H λ is almost surely singular continuous in J λ , finishing the proof of Theorem 2.6.
A A sufficient condition for self-adjointness of graph operators
Let H be an operator as in (1.3) acting on the orthogonal Hilbert sum
where ψ(n) ∈ C sn for n ∈ N = {0, 1, 2, . . .}, ψ ∈ 2 (G) ∼ = n C sn and formally ψ(−1) = 0 (Dirichlet boundary conditions). The V n are s n × s n Hermitian matrices and the D n are s n × s n−1 matrices for n ≥ 1, and (s n ) n≥0 is any sequence of positive integers.
C sn : ψ(n) = 0 for all but finitely many n is a core. In particular, any sequence of operators H n for which H n ψ → Hψ for all ψ ∈ D 0 converges to H in strong resolvent sense.
Proof. It is obvious that H is symmetric on D 0 and that the adjoint of H with domain D 0 is (H|D 0 ) * = H|D 1 , i.e. the operator H with domain D 1 . Obviously one also has (H|D 0 ) ⊂ (H|D 0 ) * * ⊂ (H|D 0 ) * = H|D 1 . So in order to prove the lemma it is only left to show that the closure (H|D 0 ) * * includes H|D 1 . So let ψ ∈ D 1 , we have to show that (ψ, Hψ) is in the closure of the graph of H|D 0 . Let ψ n ∈ D 0 be defined by ψ n (m) = ψ(m) for m ≤ n and ψ n (m) = 0 for m > n. Clearly, ψ n → ψ for n → ∞. So it will be sufficient to prove lim inf n→∞ H(ψ − ψ n ) = 0, because then there is a subsequence along which Hψ n → Hψ and hence (ψ, Hψ) is in the closure of the graph of H|D 0 . Now, let P n,+ be the orthogonal projection such that P n,+ ψ(m) = 0 for m ≤ n and P n,+ ψ(m) = ψ(m) for m > n. Then ψ−ψ n = P n,+ ψ, so H(ψ−ψ n ) = P n,+ Hψ+(HP n,+ −P n,+H )ψ and
for m = n + 1 .
As ψ ∈ D 1 , P n,+ Hψ → 0 for n → ∞ and we obtain lim inf
The latter equation is a direct consequence of n ( ψ(n) 2 + ψ(n+1) 2 ) < ∞ and n 1/ D n 2 = ∞ which contradicts to any positive liminf.
B Operators with one propagating channel
In this appendix we will prove the theorems of Section 2.2 and consider the operator H as in (2.6), (Hψ)(n) = φ n φ * n+1 ψ(n + 1) + φ * n−1 ψ(n − 1) + V n φ n with Dirichlet boundary conditions at 0. ψ = n ψ(n) ∈ n C sn = 2 (G), and φ n ∈ C sn with n φ n φ * n+1 −2 = ∞, cf. (2.5). As in (2.7) we let Φ n = n−1 k=0 0⊕φ n ⊕ ∞ k=n+1 0. For the spectral theory recall Proposition 2.7 which states some possibly trivial eigenvalues and eigenvectors of H in the orthogonal complement of V = n V n , the cyclic space generated by all the Φ n . We may therefore restrict the investigation of the spectral theory and Green's functions to this space. Recall from (2.11) that we defined the transfer matrices
For z = E in the spectrum of V n we have the holomorphic extension T E,n = 0 −1 1 0 . As the introduction of the transfer matrices in (2.11) suggests one can use the arsenal of transfer matrix methods developed for one-dimensional Jacobi operators in this setup.
B.1 Green's function identities
Let us start with the Green's functions and consider truncated operators with different boundary conditions. Hence, let H N,β denote the operator H restricted to 
Clearly, H N,β ψ → Hψ for any ψ ∈ D 0 and hence by Lemma A.1, H N,β → H in strong resolvent sense. Therefore, g N,β (m, n) → g(m, n) for N → ∞ and varying β. Let u z,n and v z,n be solutions of the modified eigenvalue equation (2.10) with u z,−1 = 0 = v z,0 and u z,0 = v z,−1 = 1, then ) of the modified eigenvalue equation (2.10) satisfies
and similarly
For the last equation, note that W (w
be the canonical injection so that P n φ n = Φ n . Then P * n is the canonical projection from 2 (G) to C sn ∼ = 2 (S n ) and for m = n one finds
(B.8) and for m = n,
Changing H with H N,β one has the same formulas with g z changed to g z,N,β .
Note that the φ n , ψ z,n are column vectors, hence expressions like φ m φ * n or ψ z,m ψ * z,n are s m ×s n matrices that may also be written as |ψ z,m ψz ,n |, but we only want to use the 'ket-bra' Dirac notation for operators on the complete Hilbert space 2 (G). Also note that ψ * z,n = a z,n φ *
as the complex conjugation included in the adjoint changesz back to z.
Proof. For (i) note that (2.10) implies
Taking imaginary parts this implies
Summing over n and using
For parts (ii) and (iii), let ψ be the solution of (H N,β − z)ψ = Φ or (H − z)ψ = Φ respectively, where Φ = P n ϕ, i.e. Φ(l) = δ n,l ϕ, ϕ ∈ C sn . Then, for m ≥ n one must have Φ where you should note that Φ m |ψ = φ * m ψ(m). Furthermore,
This implies in the case of the operator H N,β that
Some algebra then gives
The analogue equations hold when replacing H N,β with H. Noting that ψ * z,n φ n = 1 the case ϕ = φ n gives (B.6) and (B.7). Together with the expressions for ψ(m), ψ(n) above, (B.8) and (B.9) follow.
An immediate consequence is the following lemma which also proves parts (i) and (ii) of Theorem 2.8. As the sets A n and B n in Theorem 2.8 are finite, it will be enough to consider compact intervals inside the complements.
Lemma B.2. We let µ n denote the spectral measure at Φ n , i.e. f dµ n = Φ n |f (H)|Φ n . (ii) For ϕ ∈ V n let µ n,ϕ denote the spectral measure at P n ϕ, i.e. f dµ n,θ = P n ϕ|f (H)|P n ϕ .
Assume that for all E ∈ [a, b] the matrix T E,n exists (as expressed above). Then, one finds
where ϕ * ψ E,n has only finitely many zeros in [a, b] for ϕ = 0.
Proof. By Lemma B.1 one has µ n (dE) = lim η→0
E+iη,n u E+iη,n ) dE where the limit has to be understood in the vague sense. For the case n = 0 note that u z,0 = 1 for all z. Now, by the definitions one easily sees w
−1 dµ 0 (dE), and splitting the integral one finds for any ε that | Re(w
z,0 )+ε/η. Moreover, by the assumption, u E,n and v E,n are well defined for E ∈ [a, b] and holomorphic in E, therefore | Im(u 2 z,n )|, | Im(u z,n v z,n )| < Cη for small imaginary part η uniformly in [a, b] . Putting these estimates together, one finds η ε for any ε such that
which goes to zero for ε → 0 as µ 0 is a bounded measure. This finishes part (i).
For part (ii) let us first see that ψ z,n indeed extends holomorphically to [a, b] . The only critical values are the eigenvalues of V n restricted to V n . Thus, let the eigenvalue decomposition be given by V n |V n = k e k v k v * k where the v j form an orthonormal basis of V n . As φ n is a cyclic vector, all the eigenvalues e j are different. Then
giving the extension ψ e k ,n = α k /(φ * n α k ) .
As φ n is a cyclic vector for V n |V n , φ * n α k = 0 and ψ z,n is holomorphic at z = e k . From (B.9) we find
real β over the Cauchy distribution in β. The measure µ n,i is also given by the distributional limit of lim η→0
for energies E ∈ B n+1 where all T E,m for m ≤ n exist. Here we used that the Wronskian is one,
This measure is absolutely continuous except for possibly some points E in the set B n+1 . It is clear from rank one perturbation theory that these delta measures in µ n,i can only come from energies that are eigenvalues of H n,β for all β and the corresponding eigenvectors must be fixed, overlap with Φ 0 , and are in the orthogonal complement of the cyclic space generated by Φ n (under H n,β ). As in Remark 2.9 (iii) one can indeed construct such an eigenvector overlapping with Φ 0 if and only if u E ,k = 0 where k is the smallest integer such that E ∈ A k . In that case the constructed eigenvector in Remark 2.9 (iii) is an eigenvector of H n,β for all n ≥ k and all β. Thus, we may define ν n to be the pure point part of µ n,i (and in fact of all µ n,β ) supported on B n+1 . As these measures are positive and the total weight µ n (R) is bounded we see that ν n converges weakly to some point measure ν supported on B ∞ .
By Lemma A.1 the set of compact supported vectors is a core for H and hence H n,βn converges to H in strong resolvent sense for any real sequence β n . This means there must be unique limit point lim n→∞ m n,
z,0 for all Im β ≥ 0. Hence, one also has lim n→∞ m n,i (z) = w (∞) z,0 and therefore it follows in the weak sense that µ n,i → µ 0 and by the considerations above,
. This completes the proof of Theorem 2.8.
As T E (n) has determinant 1, we find T E (n) ( 1 0 ) ≥ 1/ T E (n) and hence
2 . Now the proof of Theorem 2.10 follows from Lemma B.2 and [LS, Lemma 3.8] stating that a limiting measure σ of positive, absolutely continuous measures f n (E)dE on (a, b) must be absolutely continuous if for some constants q > 1, C > 0 one has b a f n (E) q dE ≤ C. Moreover, note that by the assumption of Theorem 2.10 there is a subsequence n k such that along that subsequence, the measure of the set {E : T E (n k ) > 1/ε } is uniformly bounded by Cε p for some constant C. Using this one finds for any non-negative, non-zero continuous function
showing that [a, b] is inside the spectrum.
B.3 Subordinacy theory
Analogue to above let us now define the m-function for the infinite operator H by
Note that u z and v z play the role of ψ(z) and −ϕ(z) as in [KP] . An essential support of the a.c. part of the measure µ 0 (spectral measure at Φ 0 ), and hence of the a.c. spectrum of H, is given by the set of energies Σ ac := {E ∈ R : m(E) := lim η↓0 m(E + iη) exists and Im m(E) > 0} .
Similarly, an essential support of the singular part of µ 0 is given by
Recall that we call a non-zero solution w = (w n ) n of (2.10) at energy E subordinate if for any linear independent solution w one finds lim n→∞ w E,n / w E,n = 0 where we define Theorem B.3. Let E ∈ R \ B ∞ , i.e. all transfer matrices exist in a neighborhood of E ∈ R.
(i) If m(E) exists and is real, then m(E)u E − v E is subordinate.
= mu E − v E is subordinate, then m is real and along some sequence η j → 0 we find
Note that by general theory about Herglotz functions the limit m(E) does exist for Lebesgue almost every E, hence the limits along sequences η j are limits η ↓ 0 for Lebesgue almost all E where one has a subordinate solution. Using the fact that m(z) = (E −z) −1 µ 0 (dE), Theorem 2.12 immediately follows by standard arguments as in [KP] .
For the proof we focus on (i) and (iii), parts (ii) and (iv) follow similarly by considering w
, which replaces the role of m(z) by 1/m(z) and reverses the role of u z and v z . As in [KP] the following estimate is important. Note that by (B.5) and the fact that w (∞) z,n → 0 for n → ∞ one finds
This estimate and Lemma 2.11 are crucial to make the proof of [KP, Theorem 1] work. So let E ∈ R \ B ∞ and for η > 0 define the operator L = L η acting on a sequence w = (w n ) n≥0 by
Then it is straight forward to verify that w
with z = E + iη. Using Lemma 2.11 (i) and
we find (cf. [KP, eq. (27) , (28)]
Lw E,n ≤ 2η u E E,n v E E,n w E,n and hence L E,n ≤ 2η u E E,n v E E,n . (B.12)
Assume now m(E + iη) → m(E) ∈ R for η ↓ 0 and as in Lemma 3 (i) of [KP] define η n to be the smallest positive number such that
Then η n → 0 and for z n = E + iη n we find as in [KP, Theorem 1] (cf. [KP, eq. (29) ]
The latter estimate corresponds to the term F 3 in [KP] . The term corresponding to F 2 , however, needs a slight modification here at first sight, which is that we have to use the norm · zn,n in the numerator. More precisely, combining the above estimates with (B.10) now gives w
It is precisely at this point that Lemma 2.11 (ii) is crucial to change the · zn,n norm to the · E,n norm and to obtain
giving the subordinacy of u E m(E) − v E . This proves part (i) of Theorem B.3. For part (iii) let u E m − v E be a subordinate solution, then clearly, m ∈ R. We can basically follow the proof of [KP, Theorem 2] . In order to get to the equivalent of [KP, equation (33) ] we need to use both estimates of Lemma 2.11 again (part (i) for the bound on the operator L similar to above and part (ii) to replace the · z,n norm by the · E,n norm in (B.10)) and obtain
where here z n = E + iη n with
Using the subordinacy of u E m − v E we then obtain m(z n ) → m as in [KP] . As mentioned above, parts (ii) and (iv) follow analogously to (i) and (iii), respectively.
B.4 Proof of Theorem 2.13 and Theorem 2.14 Theorem 2.13 now follows from the subordinacy theory and Theorem 2.8 (ii).
Proof of Theorem 2.13. From Theorem 2.8 (ii) we obtain that
Following the arguments in [LS] we also look at the 'Neumann' boundary conditions at n = 0. Thus, let H (1+) denote the operator H restricted to the n≥1 2 (S n ) with Dirichlet boundary conditions at n = 1. Moreover, let µ (1+) 1 denote the spectral measure at Φ 1 of H (1+) . As v E,0 = 0, v E,1 = −1
we obtain completely analogously that
The standard Green's function recursion in spherical coordinates (cf. [FHS1] ) coming from the resolvent identity gives in this case for
This relation can also be obtained using (B.7) for H and H (1+) . It shows that the singular parts of µ 0 and
are mutually singular whereas the a.c. spectrum has the same support. Now we follow the proof of Proposition 3.3 of [LS] , defining the absolutely continuous measure µ ac := min(µ 0 , µ
given by µ ac (S) := inf A,B; S⊂A∪B µ 0 (A) + µ (1+) 1 (B) . Then the above inequalities show that
Fatou's lemma then implies the first statement of Theorem 2.13 (i). Furthermore one has
which together with the Cauchy Schwarz inequality |f g| µ ac ≤ |f | 2 µ ac 1 2 |g| 2 µ ac 1 2 shows uniform boundedness of the integral of the left hand side over µ ac (dE) . Again, Fatou's lemma then yields part (iii).
So it is only left to show part (ii) analogue as in [LS, Section 3] . As above let u θ = cos(θ) sin (θ) and define
Moreover, let J = 0 1 −1 0 be the symplectic form. Then Ψ E,k JΨ E,k = det(Ψ E,k )J and as T E (k) leaves the symplectic form invariant, one obtains u θ (k) , J v θ (k) = det Ψ E,k . This leads to
which together with the above estimate gives the following analogue of [LS, Lemma 3 
(B.14)
Now, letting u θ,n = ( 1 0 ) T E (n) u θ be the solution of (2.10) we see that u θ (n) 2 = |u θ,n | 2 ψ E,n 2 + |u θ,n−1 | 2 ψ E,n−1 2 . By similar arguments as in [LS, Section 3] we see that the right hand side of (B.14) must go to infinity if a subordinate solution u θ,n exists in the sense of Definition 4. Hence, for E ∈ Σ Ψ no such solution exists.
Finally we will prove Theorem 2.14 which is essentially a consequence of rank one perturbation theory and Theorem 2.8.
Proof of Theorem 2.14. For part (i) first note that if w n is a subordinate solution of (2.10) for E ∈ B ∞ such that n |w n | 2 ψ E,n 2 < ∞, then either w −1 = 0 and ψ := n w n ψ E,n is an eigenvector of H for the eigenvalue E, or w −1 = 0 and (H − E)ψ = −w −1 Φ 0 . In the latter case, E is not an eigenvalue as any other linear independent solution v n of (2.10) satisfies
where we used ψ E,n 2 ≥ φ n −2 and (2.5). Hence, restricted to V,
H−E
H−E−iη converges strongly to the identity 5 for η → 0 and one finds lim η↓0 g E+iη (n, 0) = lim η↓0 −1 w −1 Φ n H − E H − E − iη ψ = − w n w −1 .
Using the square summability we find
|g E+iη (n, 0)| 2 ψ E,n 2 |ψ * E,0 ϕ| 2 < ∞ and, moreover, using ϕ ∈ V 0 and a similar calculation as in the proof of Lemma B.2 (ii) one also finds lim η↓0 (V n − E − iη) −1 (ϕ − φ n ψ * z,n ϕ) 2 < ∞.
Both together with (B.8) and (B.9) give lim η↓0 ∞ n=0 P * n (H − E − iη) −1 |ϕ 2 < ∞ .
As there are only countably many eigenvalues, the latter equation is true for Lebesgue almost all E ∈ (a, b). Using Theorem 2' in [SW] we find that for c ∈ L 1 , a set of full Lebesgue measure, the spectral measure at ϕ of H + c|ϕ ϕ| in [a, b] is pure point. Clearly, for another set of full Lebesgue measure, L 2 , φ 0 is cyclic for V 0 + c ϕϕ * . Hence, by Theorem 2.8, in particular Remark 2.9, for c ∈ L 1 ∩ L 2 , a set of full measure, the operator H + c|ϕ ϕ| has pure point spectrum in [a, b] .
For part (ii) note that for (a, b) ∩ B ∞ = ∅ we can apply Theorem 2.12, and in particular we get (2.21). Using similar arguments as above we then obtain for Lebesgue almost all E ∈ (a, b) that
Again, standard rank one perturbation theory shows that for Lebesgue almost every c the spectral measure at ϕ of H + c|ϕ ϕ| is purely singular continuous in (a, b).
As s n ∼ n −α we have E(x m n ) = O(n −α ) and by [KiLS, Lemmas 8.3 n n α , this can be proved analogously as in [KiLS] . To see this, let us recall the following Lemma:
Lemma C.1 (∼ Lemma 8.5 in [KiLS] ). Let k 0 ∈ R be not in πZ. Then there exists integers q l → ∞ such that for any θ 0 , . . . , θ q l , thus, we can consider j j −α sin(2θ j ). So let q l be the sequence as in Lemma C.1 for k 0 = 2k. By Lemma 5.2 we find almost surely a random sequence n l > q 2 l such that for any n > n l one has |x n | < q In the second estimate we used concavity of the function −x −α for the second term giving that tangents always lie above the graph and hence for N > q Repeating these arguments for the second and third term in (C.3) finishes the proof of (6.3).
For α < 1, (6.4) follows directly from (6.3) and [LS, Theorem 8.3 ]. In the case α = 1, i.e. d = 2, we need to use [KiLS, Lemma 8.7] and verify the conditions following the arguments of the proof of [KiLS, Lemma 8.8] .
So let α = 1, d = 2 and define β = ch 4 σ 2 /(8 sin 2 (k)), then we have log T E (n) / log(n) → β.
Moreover, let R n + k for j = 1, 2 be defined as R n andθ n = θ n + k in (6.1) and (6.2) with starting angles θ (1) 0 = 0 and θ (2) 0 = π/2. As in [KiLS] we get almost surely log |θ
n | / log(n) → −2β. Then, using f (x,θ) as in (C.2), define the random variable L(n) := f (x n ,θ (1)
Following the proof of [KiLS, Lemma 8.8 ] the main point is to show that for any ε > 0 we have (cf. [KiLS, eq. (8.22 
(C.4) almost surely, for some random variable C ω (recall that ω ∈ Ω denoted the randomness). There are some differences in the setup here to arrive at this estimate.
Taking J > 2 + 2β and noting that s n ∼ n in this case (d = 2), we have by (5.9) that E(x 
n ) + o(n −2β−1+ε ) .
n depend only on x 0 , . . . , x n−1 and the variance of each term is of order o(n −4β−1+2ε ). Therefore, we can use [KiLS, Lemma 8.4 part(3) with 2α = 1 + 4β − 2ε] to obtain (C.4). After this estimate we can conclude as in [KiLS, Lemma 8.8 ] and obtain that the assumptions for [KiLS, Lemma 8.7] are fulfilled almost surely. This gives (6.4) in the case d = 2.
