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Abstract
This paper is concerned with the problem of determining up to graded isomorphism the
modules in a minimal free resolution of a fat point subscheme Z =m1p1 +    + mrpr P2
for general points p1; : : : ; pr . c© 2000 Elsevier Science B.V. All rights reserved.
MSC: Primary 13P10; 14C99; secondary 13D02; 13H15
1. Introduction
We always work over an arbitrary algebraically closed eld k. This paper can be
regarded as a continuation of [22]. As such, we will rely heavily on [22] without
always restating results, denitions, terminology or notation that we have already set
forth in [22]. As in [22], we are concerned with determining the number t(I(Z)) of
elements in each degree t of any minimal set of homogeneous generators in the ideal
I(Z) k[P2] dening a fat point subscheme Z =m1p1 +   +mrpr P2, except now
we require the points p1; : : : ; pr 2P2 to be general. Given the Hilbert function of I(Z),
the reader will recall that determining t(I(Z)) for all t is equivalent up to graded
isomorphism to determining the modules in a minimal free resolution of I(Z).
As discussed further below, the above problem has been solved for subschemes
Z =p1 +   + pr P2, for general points pi. The solution rests on showing in such
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cases that I(Z) has the maximal rank property: given a graded ideal I in a polynomial
ring R graded in the usual way by degree, we say that I has the maximal rank property
if the multiplication maps t(I) : It ⊗R1! It+1 have maximal rank (i.e., are injective
or surjective) for every t (where the subscript t denotes homogeneous components of
degree t).
Since fat point subschemes commonly fail to have the maximal rank property, it has
been unclear what sort of answer can be expected to the general problem. In this paper
we suggest an asymptotic solution. In particular, xing points p1; : : : ; pr 2P2, we dene
an equivalence relation, Cremona equivalence, on fat point subschemes Z =m1p1+  +
mrpr , and, if the points are strongly nonspecial (which holds for suciently general
points; see Section 5) and if Z is expectedly good (a property dened in Section 3
giving control over the Hilbert function of I(Z), which holds in all known cases for
general points pi), then by Corollary 5.5, for all but nitely many subschemes Z in
each Cremona equivalence class, I(Z) satises the maximal rank property.
Although Corollary 5.5 limits the failures of maximal rank, failures do occur and the
problem of understanding these failures remains. Sometimes this is easy. For example,
given a graded ideal I R, dene (I) to be the least degree among nonzero homoge-
neous elements of I , and dene (I) to be the least degree t such that the elements of It
have no nontrivial common divisor. It is easy to see that t cannot be injective for t>
and cannot be surjective for t= −1, so having <−1 guarantees that −1 fails to
have maximal rank and thus that I does not have the maximal rank property. On the
other hand, failures of  to have maximal rank are more mysterious, and, in fact, by
Lemmas 2.9 and 2.10 of [22] the general problem of determining numbers of generators
for expectedly good fat point subschemes reduces to determining the rank of .
For an expectedly good fat point subscheme Z with <, Fitchett [11] shows that the
greatest common divisor of I(Z) determines the rank of  and gives many examples
with < in which  fails to have maximal rank. Although this work has not yet
led to a complete determination, it does give a geometric explanation for the possible
failure of the maximal rank of  in the case that >, in addition to determining
bounds on the rank.
Thus, the main thrust of this paper is to study  in the case that = . Our result
Corollary 5.5 on Cremona equivalence shows in the expectedly good case not only that
the maximal rank property holds asymptotically but that =  holds asymptotically as
well. Nonetheless,  can fail to have maximal rank even if =  and Z is expectedly
good. For example, unpublished calculations of the author in the case of uniform fat
point subschemes (i.e., subschemes Z =m(p1 +    + pr), in which case I(Z) is the
mth symbolic power of I(p1 +   + pr)) show that:
Fact 1.1. Let p1; : : : ; pr be r 9 general points of P2; let I = I(m(p1 +   +pr)) and
let  be the amount that (I) falls short of maximal rank. Then (I)= (I) but (I)
fails to have maximal rank if and only if: r=7; m=3l and 3 l 7 (in which case
=7); or r=8; m=6l and 9 l 16 (in which case =48); or r=8; m=6l + 1
and 6 l 13 (in which case =16).
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(We sketch how Fact 1.1 can be veried. The methods of [22, 21] allow us to determine
(I) and (I). Now apply [22] for cases r<6 and r=9 of Fact 1.1 or [8] for r<6,
apply [11] for r=6, and [23] for r=7. If r=8, one veries that < for m>96, so
[11] applies for m>96. This reduces the problem for r=8 to the 96 cases m 96,
which can in principle be checked by direct computation, although in fact a more
ecient inductive approach is also possible, using the fact that there is a unique curve
of degree 48 passing with multiplicity 17 through each of eight general points. This
curve consists of 8 irreducible components; on the surface obtained by blowing up the
eight points, the proper transforms of these components are smooth rational curves of
self-intersection −1. Such a curve is called a (−1)-curve or an exceptional curve, and
its divisor class is referred to as a (−1)-class or an exceptional class. As an aside,
we remark that the minimal free resolution for I(Z) is thus known for any fat point
subscheme Z P2 involving at most 7 general points, and for any uniform fat point
subscheme involving 8 general points, the former by [23] and the latter by [11] and
Fact 1.1.)
For r>9 general points the question of for which m does (I(m(p1 +   + pr)))
have maximal rank remains open, but in Lemma 4.1 we give Campanella-like bounds
(cf. [7]) which we apply in Section 5 to provide some evidence for the possibility that
the failures listed in Fact 1.1 are the only failures for any r for uniform subschemes
involving r general points. Section 6 closes the paper with a conjecture, Conjecture 6.3,
to this eect.
For clarity, we have slightly modied our notational conventions from [22]. In par-
ticular, a divisor on a surface X will be denoted with the typeface C. Its class in the
divisor class group Cl(X ) (of divisors modulo linear equivalence) will be denoted C,
and the corresponding line bundle in Pic(X ) will be C. In certain special cases, we
will also use lower case letters to denote divisor classes, and OX (F) to denote the line
bundle corresponding to a class F . Finally, in some instances it will be convenient not
to discriminate between a divisor class and its corresponding line bundle, which we
may do, for example, by writing Hi(X; F) in place of the strictly correct Hi(X;OX (F)).
2. Previous work
To put the results of this paper into the context of other recent work, let I R be
an ideal (where R= k[x0; : : : ; xn] is a polynomial ring), homogeneous with respect to
the usual grading (in which each indeterminate xi has degree 1 and constants have
degree 0).
A typical approach to understanding I begins with its Hilbert function (which gives
the k-vector space dimension dim It of each graded component It as a function of
the degree t). Next, one looks at the number t(I) of elements of degree t in any
minimal set of homogeneous generators; this gives the rst module in a minimal free
resolution for I . Finally, one considers the successive syzygy modules in a minimal
free resolution.
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In trying to elucidate principles governing the behavior of these aspects of ideals
of R, it is natural to regard R as the homogeneous coordinate ring of the projec-
tive space Pn of dimension n, and to begin with ideals associated to subvarieties or
subschemes of Pn. (The reader will recall the usual bijection X 7! I(X ) from closed
subschemes of Pn to saturated homogeneous ideals of R.)
Points being the geometrically simplest subschemes, one is naturally attracted to
studying ideals of the form I(m1p1 +    + mrpr), for distinct points p1; : : : ; pr 2Pn
and nonnegative integers mi, not all 0, where I(m1p1 +   +mrpr) denotes the homo-
geneous ideal generated by all forms which vanish at each point pi with multiplicity
at least mi. Following Geramita, the corresponding subscheme m1p1 +    + mrpr is
called a fat point subscheme and its ideal I(m1p1 +   + mrpr) is called a fat point
ideal.
For general points p1; : : : ; pr , the ideals I(p1+  +pr) have been studied extensively
(viz., [25, 28, 10]). In this situation, the Hilbert function is known trivially (each
point imposing independent conditions on forms of each degree until no forms of that
degree remain) so attention has focused on numbers of generators and on resolutions.
Of particular interest here is the Ideal Generation Conjecture (IGC) of [12, 14]:
Ideal Generation Conjecture 2.1. The ideal I(Z) has the maximal rank property for
any general set Z =p1 +   + pr of r points in Pn.
To see its relevance, note for any homogeneous ideal J R that t+1(J ) is the
dimension of the cokernel of the multiplication map t(J ) : Jt ⊗R1! Jt+1 dened for
f2 Jt by f⊗ xi 7! xif. If the Hilbert function of J is known (and thus the dimensions
of Jt ⊗R1 and Jt+1), then the rank of t(J ) determines dim cok t(J )= t+1(J ).
Although this conjecture remains open in general, it has been veried in various
cases (see [6, 13, 25, 26, 28, 32, 33]), including n=2 for all r [14]. In addition, a
minimal free resolution of I = I(Z) for any fat point subscheme Z of P2 is of the
form 0!F1!F0! I! 0, where F0 =
L
t R[−t]t(I). Thus given the number t(I) of
generators for each t and the Hilbert function of I , one knows the Hilbert function
of F1 and hence one knows F1 itself. In particular, the problem of determining the
minimal free resolution of I(Z) on P2 reduces to determining the Hilbert function
and numbers t(I) of generators, and is thus completely solved for any general set
Z =p1 +   + pr P2.
Much less is known or even conjectured in the situation m1p1 +    + mrpr of fat
points, in which the coecients mi need not be at most 1. Most work either restricts
r, n or the coecients mi. For example, [8] completely works out the minimal free
resolution for any mi for r<6 general points for n=2 ([11] extends this to r=6),
while [1{4] determine the Hilbert function for any r and n if each mi is at most 2 and
[9] does so for any r with n=2 if the coecients mi are small and nearly constant.
Some steps toward understanding the Hilbert function of generally situated fat points
in Pn have been taken (viz. [27]), but only for P2 has a conjecture for the Hilbert
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function of any generally situated nite set of fat points been suggested (rst in [17]
and later equivalent variants in [24, 15, 19]).
Thus only for P2 do we have a putative Hilbert function for generally situated fat
points, and although it is an open question whether this expected behavior is always
obtained, it can in many cases be veried. This begs the question of what we should
expect for the numbers of generators (and hence for the minimal free resolution), given
the expected behavior for Hilbert functions.
3. P2 and its blowings up
Our approach, as in [22], is to work on surfaces obtained by blowing up points
of P2. For example, given distinct points p1; : : : ; pr of P2, to study a fat point sub-
scheme Z =m1p1 +    + mrpr , we consider the surface X where  :X !P2 is the
morphism obtained by blowing up the points p1; : : : ; pr . In this situation Ei will denote
the exceptional divisor of the blow up of pi, ei will denote its divisor class and e0
will denote the pullback to X of the class of a line in P2. The reader will recall from
[22] that the classes e0; : : : ; er comprise a Z-basis of the divisor class group Cl(X ),
which basis we call an exceptional conguration. We remark that when p1; : : : ; pr are
suciently general, it is known [30] precisely which classes are exceptional classes,
and what exceptional congurations occur.
To recall the connection with fat points, consider a fat point subscheme Z =m1p1 +
  +mrpr P2. Let X be obtained by blowing up each point pi and let e0; : : : ; er be the
corresponding exceptional conguration. Let Fd denote the class de0−m1e1−  −mrer .
Since e0 corresponds to the pullback (OP2 (1)) of the class of a line, we have for
each d and i a natural isomorphism of Hi(X;Fd) with Hi(P2; (OX (−m1e1 −    −
mrer))⊗OP2 (d))=Hi(P2;IZ(d)), where IZ is the ideal sheaf of Z . In particular,
the homogeneous coordinate ring R=
L
d0H
0(P2;OP2 (d)) can be identied withL
d0H
0(X; de0), and the homogeneous ideal I(Z)=
L
d0H
0(P2;IZ(d)) in R can
be identied with
L
d0H
0(X;Fd). Moreover, under these identications, the natu-
ral homomorphisms H 0(X;Fd)⊗H 0(X; e0)!H 0(X;Fd+1) and I(Z)d⊗R1! I(Z)d+1
correspond, so the dimension d+1 of the cokernel of the latter is equal to the dimen-
sion of the cokernel of the former. Following [29, 22], we will denote the kernel of
H 0(X;Fd)⊗H 0(X; e0)!H 0(X;Fd+1) by R(Fd; e0) and the cokernel by S(Fd; e0); it
is then convenient to denote their dimensions by R(Fd; e0) and S(Fd; e0). Note that
to say that I(Z)d⊗R1! I(Z)d+1, or equivalently that H 0(X;Fd)⊗H 0(X; e0)!H 0(X;
Fd+1), has maximal rank is just to say that [R(Fd; e0])[S(Fd; e0)]= 0.
Now, suppose F =Fd is the class of an eective divisor. By taking N to com-
prise the components of negative self-intersection in the xed locus of jF j, we can
write F =H + N , where H and N are the classes of eective divisors, H is nu-
merically eective with h0(X;F)= h0(X;H), and N is a sum of prime divisors of
negative self-intersection with h0(X;N)= 1. If the points p1; : : : ; pr are general, in all
known cases it is true that h1(X;H)= 0 and that N is a sum of multiples of classes
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of disjoint exceptional curves disjoint from a general element of jH j. In such a case,
since the exceptional classes are known, we can explicitly determine N =−P (E F)E
(where the sum is over all exceptional classes E with E  F<0), and hence the value
h0(X;F)= (H 2−H KX )=2+1 of the Hilbert function of I(Z) in degree d. Assuming the
foregoing behavior always holds, we can also explicitly determine whether Fd is
the class of an eective divisor (see [16, 20]). The point of this paper is to assume
the foregoing situation holds, and study the consequences for determining the numbers
of generators. Toward this end, we make the following denition.
Denition 3.1. Let Z =m1p1 +    + mrpr P2 be a fat point subscheme, let X be
the blowing up of the points pi and let Ft = te0−m1e1−   −mrer . Then we say Z is
expectedly good if F(I(Z)) =H +N , where H is numerically eective and N is a non-
negative sum of exceptional classes with h0(X;OX (F(I(Z))))= h0(X;H), h1(X;H)= 0
and h0(X;N)= 1. (It easily follows that H  N =0 and thus that N =−P (E  F)E,
where the sum is over all exceptional classes E with E  F<0.) We also say that the
points p1; : : : ; pr P2 are expectedly good if the only prime divisors on X of nega-
tive self-intersection are exceptional curves and if for every eective and numerically
eective divisor C we have h1(X;OX (C))= 0.
Note that if p1; : : : ; pr are expectedly good, then so is any Z =m1p1 +   + mrpr ,
and, if Z is expectedly good, one only needs to know the classes of exceptional curves
and the coecients mi in order to compute the Hilbert function of I(Z).
By [20], r 8 general points p1; : : : ; pr 2P2 are expectedly good, and each Z =m1p1
+    + m9p9 is expectedly good for general points p1; : : : ; p9. Any nine suciently
general points, by which we mean the complement of a countable union of closed
conditions (which is nonempty unless k is the algebraic closure of a nite eld), are
also expectedly good. On the other hand, three or more collinear points, or six or more
on a conic, or the nine base points of a cubic pencil are not expectedly good. Whether
10 or more suciently general points are expectedly good is unknown, but they are
expected to be, and conjectures to this eect have been put forward (viz. [17, 24,
15, 19]). Moreover, many specic examples of expectedly good fat point subschemes
Z =m1p1 +   + mrpr are known with r>9.
4. Campanella-like bounds
For the rest of this paper, R will denote the homogeneous coordinate ring R= k[x0; x1;
x2] of P2 (over any algebraically closed eld k). Let X be obtained by blowing
up distinct points p1; : : : ; pr 2P2 and let e0; : : : ; er be the corresponding exceptional
conguration. Let Z =m1p1 +    + mrpr and let Fd denote the class de0 − m1e1 −
   − mrer .
We now determine Campanella-like bounds (cf. [7]). Let F = a0e0−a1e1−  −arer ,
with ai>0 for all i, be the class of an eective divisor on a blow up X of P2 at distinct
points p1; : : : ; pr 2P2. Let h= h0(X;F), li= h0(X; F−(e0−ei)), and qi= h0(X; F−ei).
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Lemma 4.1. Given the multiplication map  :H 0(X;F)⊗H 0(X; e0)!H 0(X; F + e0)
and 0<i r; we have:
max(li; 3h− h0(X; F + e0)) dim ker  li + qi:
Proof. For specicity, take i=1. Let x (y and z, resp.) be the equation of the line
through p2 and p3 (resp., p1 and p3, and p1 and p2). Let L be the image of  (e0−e1)
in  (e0), where   is the global sections functor. Thus L can be regarded as the vector
space span of y and z, making z (F) + y (F) the image of  (F)⊗L under . It
has dimension 2h−l1 since z (F)\y (F)= zy (F−(e0−e1)), where we regard the
intersection as taking place in  (((F  e0) + 1)e0). Therefore, l1 dim ker . But since
 (F)⊗ (e0) has dimension 3h and  maps into H 0(X; F+e0), it is clear that we also
have 3h− h0(X; F + e0) dim ker  and hence max(l1; 3h− h0(X; F + e0)) dim ker .
To bound dim ker  above, note that all elements of z (F)+y (F) correspond to
forms on P2 that vanish at p1 to order at least a1+1. Thus (y (F)+z (F))\ x (F)
lies in the image of x (F− e1) under the natural inclusion x (F − e1) x (F), so
dim Im  (2h− l1) + (h− q1) hence dim ker  l1 + q1.
Corollary 4.2. Let F and  be as in Lemma 4:1; let d=F e0 and assume h1(X; F)= 0.
(a) Then  has maximal rank if and only if max(0; 2h− d− 2)= dim ker .
(b) Moreover; max(0; 2h− d− 2) dim ker  l1 + q1.
(c) If h1(X; F − (e0 − e1))= h1(X; F − e1)= 0; then l1 + q1 = 2h− d− 2.
Proof. We use the notation of Lemma 4.1.
(a) Clearly,  has maximal rank if and only if max(0; 3h−h0(X; F+e0))= dim ker .
But h1(X; F)= 0 (and hence h1(X; F + e0)= 0), so by Riemann{Roch we compute
h0(X; F + e0)= h+ d+ 2. Thus, 3h0(X; F)− h0(X; F + e0)= 2h− d− 2 and the result
follows.
(b) This follows by the proof of (a) and by Lemma 4.1.
(c) Let m=F e1. Since h1(X; F−e1)= 0, taking E to be the eective divisor whose
class is e1, the exact sheaf sequence 0!OX (F − e1)!F!OE⊗F! 0 is exact on
global sections, so h= h0(X; F)= h0(X; F − e1) + h0(E;OX (F)⊗OE)= q1 + m+ 1.
Since h1(X; F − (e0 − e1))= 0, taking C to be a general eective divisor whose
class is e0 − e1, the exact sheaf sequence 0!OX (F − (e0 − e1))!F!OC⊗F! 0
is exact on global sections. Computing dimensions we nd h= l1 + d + 1 − m so
2h− d− 2= l1 + (h− m− 1)= l1 + q1.
5. Applying the bounds
Let X be the blow up of P2 at distinct points p1; : : : ; pr 2P2. Let e0; : : : ; er be
the corresponding exceptional conguration, and dene the roots 0 = e0 − e1 − e2 −
e3, i= ei − ei+1, 0<i<r. Reections si(x)= x + (x  i)i through each i dene
intersection form-preserving involutions of Cl(X ), generating a subgroup W (innite
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for r>8), called the Weyl group, of the orthogonal group on Cl(X ). Let us say
that p1; : : : ; pr are strongly nonspecial if h0(X;F)= h0(X;OX (wF)) for all w2W and
F 2Cl(X ). This is somewhat stronger than but implies Nagata’s condition of being
nonspecial for Cremona transformations [30]. And just as points which are independent
generic points over the prime eld are nonspecial for Cremona transformations [30],
they are also strongly nonspecial. Nor is it hard to check that expectedly good points
are strongly nonspecial. As a further example, over any algebraically closed ground
eld k, a generalization of suciently general smooth points of a cuspidal cubic C0
are strongly nonspecial. (By suciently general, taking X to be the blow up of P2 at
the points and C to be the proper transform to X of C0, we mean such that the kernel
of the induced homomorphism Pic(X )! Pic(C) is trivial in characteristic 0 or is pK?X
in characteristic p, where K?X is the subgroup of elements F with F  KX =0. For
justication, see Example 3.4 of [18], and use [16].)
We will obtain some asymptotic results that essentially say that some property holds
for all but nitely many elements of a Weyl group orbit. The next lemma determines
some properties of these orbits, including that they tend to be innite.
Lemma 5.1. Let F 6=0 be a numerically eective class on the blowing up X of
strongly nonspecial points p1; : : : ; pr 2P2; where e0; : : : ; er is the corresponding
exceptional conguration.
(a) The orbit WF under the Weyl group action is innite if and only if r>9; or
r=9 but F 6=−lKX for any l>0.
(b) The class wF − e0 is the class of an eective divisor for at most nitely many
elements wF of WF .
Proof. (a) The forward implication is clear since W is nite for r<9, and for r=9, W
stabilizes −KX , so assume r>9, or r=9 but F 6= − lKX . Since p1; : : : ; pr are strongly
nonspecial, if H is the class of an eective divisor, so is wH , for every w2W . Thus
wF  H =F  (w−1H) 0, whenever H is the class of an eective divisor; i.e., wF is
numerically eective for every w2W . Now, F2 0 (see, e.g., Proposition 4 of [20]);
if F2>0, then, by the index theorem, the subgroup F?Cl(X ) orthogonal to F is
negative denite, so the stabilizer of F in W is nite. Therefore, WF is innite if W
is, which it is for r 9.
Now suppose F2 = 0. Since e0 wF  0 for every w2W , there is a particular w such
that e0 wF is minimal. Let us write wF = b0e0−b1e1−  −brer for some integers bi.
Reections through the roots i, i>0, just permute the coecients b1; : : : ; br , so we
may assume that b1 b2     br . In this case, if 0 wF<0, then s0wF e0<wF e0,
contrary to assumption, so we have wF i 0 for every i 0. It is not hard to show that
this implies that wF is a nonnegative integer linear combination of the classes H0 = e0,
H1 = e0− e1, H2 = 2e0− e1− e2, Hi=3e0− e1−    − ei, 2<i r; i.e., wF =
P
i hiHi
with hi 0. If hi>0 for some i>9, let D=
P
i9 hiHi+
P
i>9 hiH9. Then D
2>0 and
D is the sum of wF and nonnegative multiples of e10; : : : ; all of which are orthogonal
to D, so D is numerically eective since H0; : : : ; H9 are. Thus by a previous case W 0D
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is innite, where W 0 is the subgroup of W generated by s0; : : : ; s8. But W 0 stabilizes
e10; : : : ; so also W 0F and thus WF are innite.
So suppose that hi=0 for all i>9. Then using 0 6=wF =
P
i9 hiHi and F
2 = 0,
it is easy to check that either wF = h1H1 or wF = h9H9. First, say wF = h9H9. Since
H9 =−KX when r=9, wF = h9H9 is contrary to the hypothesis unless r>9, so we
may assume r>9. Let W 0 now denote the subgroup generated by s0; : : : ; s9; it suces
to show W 0F is innite, i.e., it suces to consider the case r=10. But if r=10, then
H9 =−KX + e10. As is well known, W xes KX while We10 is innite (indeed, We10
is the set of all classes of (−1)-curves on X ), so WH9 must also be innite.
Finally, we check that WH1 is innite. First, =2e0 − e4 −    − e9 is in W1, so
reection s by  is in W , and it is easy to check explicitly that the composition s0s
generates a cyclic subgroup W 00 of W such that W 00H1 is innite.
(b) If wF − e0 is the class of an eective divisor, then numerical eectivity of
wF implies that wF  (wF − e0) 0. Thus, it suces to show wF  (wF − e0)<0, or
equivalently F2<wF  e0, for all but nitely many wF 2WF . In fact, for any integer
N it is true that N<e0  wF , for all but nitely many wF 2WF . Suppose for each D
in an innite subset V WF we had e0  DN . Then, writing each D as D= b0e0 −
b1e1 −    − brer for integers bi depending on D, we would have innitely many
integer solutions b0; : : : ; br to F2 = b20 − b21 −    − b2r with 0 b0 = e0  DN , which
is impossible.
The next result applies Lemma 4.1 to give a maximal rank criterion.
Lemma 5.2. With X as in Lemma 5:1; let G be the class of an eective; numerically
eective divisor. If w2W is such that there exists an i>0 with G2<ei  (wG) and
G2<(e0 − ei)  (wG); then  :  (wG)⊗ (e0)! (e0 + wG) is injective; and has
maximal rank.
Proof. By G2<ei (wG) we have (wG)2<ei (wG), but, since w preserves the monoid
of classes of eective divisors, wG is numerically eective, so wG− ei is not the class
of an eective divisor; thus qi= h0(X; wG−ei)= 0. Similarly, (wG−(e0−ei))(wG)<0
implies li= h0(X; wG − (e0 − ei))= 0. Hence Lemma 4.1 implies ker =0.
We now obtain an asymptotic result. (Given a numerically eective class G on X ,
ZG will denote ZG =m1p1 +   + mrpr , where mi= ei  G.)
Theorem 5.3. With X as in Lemma 5:1; let G be the class of an eective; numerically
eective divisor such that h1(X;G)= 0. Then; for each w2W; I(ZwG) has the maximal
rank property for all but nitely many elements of fZwG jw2Wg.
Proof. Since G is the class of an eective divisor, so is wG for every w2W , but, for
all but nitely many wG 2WG, wG−e0 is not, by Lemma 5.1. Thus (I(ZwG))=wG 
e0 for all but nitely many wG 2WG. On the other hand, h1(X;G)= 0 (and hence
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h1(X; wG)= 0), so, by Lemma 2.9 of [22], t(I(ZwG)) is surjective for t>(I(ZwG))
for all but nitely many wG 2WG. But if t(I(ZwG)) is surjective for t>(I(ZwG)),
then t(I(ZwG)) has maximal rank except possibly for t= (I(ZwG)); since (I(ZwG))
has maximal rank if and only if  : (wG)⊗ (e0)! (e0 + wG) does, we turn our
attention to the latter.
There are clearly only nitely many integer solutions d; b1; : : : ; br to G2 =d2 − b21 −
   − b2r with fbi: 0<ig bounded. Thus the number of elements in the orbit WG with
max0<i(wG  ei)G2 is nite. Thus it is enough by Lemma 5.2 to show for each i
that wG  (e0 − ei)>G2 occurs for all but nitely many wG 2WG.
We x i>0; then there are only nitely many integer solutions d; b1; : : : ; br to
G2 =d2 − b21 −    − b2r with fbj: 0<j 6= ig bounded (because then d2 − b2i takes
on only a nite set of values, which factor only a nite number of ways). Thus for all
but nitely many wG 2WG we can choose 0<jw 6= i such that wG ejw>G2. Now write
e0−ei as (e0−ei−ejw)+ejw . Thus, wG(e0−ei)=wG((e0−ejw−ei)+ejw)wGejw>G2
holds for all but nitely many wG 2WG.
Example 5.4. (a) To apply Theorem 5.3, one needs examples of classes G of eective
numerically eective, and regular (i.e., h1 = 0) divisors on a blowing up X of P2 at
strongly nonspecial points. It is easy to give examples: Given such an X , if mi 0,
then for suciently large d (say d>
P
i mi), G=de0 − m1e1 −    − mrer is such a
class.
(b) Alternatively, let X be the blowing up of points p1; : : : ; pr which are independent
generic over the prime eld. If −KX G 0, then G is eective, numerically eective,
and regular if and only if G is in the W -orbit of the nonnegative subsemigroup S
of Cl(X ) generated by fH0 = e0; H1 = e0 − e1; H2 = 2e0 − e1 − e2; H3 = 3e0 − e1 − e2 −
e3; H4 = 3e0 − e1 − e2 − e3 − e4; : : :g. The proof is to specialize p1; : : : ; pr to a cubic,
then use semicontinuity and results of [16] (also see [21]).
When r 9, W has a particularly tractable subgroup for which a more explicit result
analogous to Theorem 5.3 can be stated (when r<9, W is nite and hence Theorem 5.3
is trivial). So assume that p1; : : : ; pr 2P2 are independent generic over the prime eld
with r 9. Let T be the subgroup of Cl(X ) generated by the roots 1; : : : ; 8. Then,
given any v2T , it turns out that v 7! v denes an injective homomorphism T!W ,
where we dene v via v(G)=G + (G  H9)v− (1=2)(2G  v+ (G  H9)v2)H9. If G is
in S with −KX G>0, then as above G is eective, numerically eective and regular,
so, as the proof of Theorem 5.3 shows, I(Zv(G)) has the maximal rank property for
each v2T such that G2<e0  v(G), G2<e1  v(G) and G2<(e0 − e1)  v(G). But T
is negative denite and G H9 −G KX>0, so substituting our expression for v(G)
into e0  v(G), e1  v(G) and (e0 − e1)  v(G), we see G2<e0  v(G), G2<e1  v(G)
and G2<(e0 − e1)  v(G) hold for all but nitely many v2T . (In fact, we can be
explicit here: these conditions and therefore the maximal rank property for I(Zv(G))
hold if
p−v2>2 +p24(G  e0)=(G  H9) + 2G2=(G  H9).)
(c) Although (b) provides a fairly easy method of generating examples Z =m1p1 +
   + mrpr for which I(Z) has the maximal rank property, it is also possible to give
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explicit criteria in terms of the coecients mi for the maximal rank property to hold.
For example, let r=9 and let m1    m9 0. Using [21] and results above, one
can show for general points pi that I(Z) has the maximal rank property for Z =m1p1+
  +m9p9, if m1 =m9 or if m9 20(m1−m9 +1)2 and m1 +   +m9 6 2 (mod 3). We
leave to the reader the specic details of deriving this and other such criteria.
To view Theorem 5.3 from a dierent perspective, given any distinct points p1; : : : ; pr
2P2, we dene an equivalence relation on the set of all fat point subschemes m1p1 +
  + mrpr: we say Z =
P
i mipi and Z
0=
P
i m
0
ipi are Cremona equivalent if, with
respect to the usual exceptional conguration e0; : : : ; er on the blow up X of P2 at the
points pi, we have w((I(Z))e0−m1e1−    −mrer)= (I(Z 0))e0−m01e1−    −m0rer
for some w2W .
When p1; : : : ; pr are strongly nonspecial, it means for fat point subschemes Z =P
i mipi and Z
0=
P
i m
0
ipi to be Cremona equivalent is that their associated linear
systems in their respective degrees  are in some sense geometrically the same (re-
garded as complete linear systems on the blown up surface). Much else can be dierent,
but by the next result most (i.e., all but nitely many) of the representatives in the
equivalence class of an expectedly good fat point subscheme will have ideals with the
maximal rank property.
Corollary 5.5. Let p1; : : : ; pr 2P2 be strongly nonspecial and let Z =
P
i mipi be
expectedly good. Then (I(Z 0)) equals (I(Z 0)) and I(Z 0) has the maximal rank
property; for all but nitely many fat point subschemes Z 0=
P
i m
0
ipi Cremona equiv-
alent to Z .
Proof. Let X and e0; : : : ; er be as usual and let G= (I(Z))e0 − m1e1 −    − mrer .
By denition, every Z 0 Cremona equivalent to Z is of the form ZwG for some w2W .
However, not every ZwG need be Cremona equivalent to Z , since (I(ZwG)) could be
less than wG  e0; in fact, from the denition we see that ZwG and Z are Cremona
equivalent exactly when (I(ZwG))=wG  e0. We will check that this occurs for all
but nitely many elements of fZwG jw2Wg.
First, we have (I(ZwG)) (I(ZwG))wG  e0. By Lemma 5.1(b), wG − e0 is the
class of an eective divisor for at most nitely many elements wG of WG. This im-
plies that wG  e0 = (I(ZwG)) and hence that (I(ZwG))= (I(ZwG))=wG  e0, for
all but nitely many elements wG of WG. Thus all but nitely many elements of
fZwG jw2Wg are Cremona equivalent to Z ; i.e., up to nite sets, the Cremona equiv-
alence class of Z is fZwG jw2Wg, so Corollary 5.5 follows from Theorem 5.3.
We end this section applying Corollary 4.2 to uniform fat point subschemes. In
particular, in Corollaries 5.8 and 5.9 we obtain some evidence for Conjecture 6.3,
based on the following version of Corollary 4.2, for uniform fat point ideals at 10 or
more expectedly good points.
Corollary 5.6. Let p1; : : : ; pr be r 10 distinct expectedly good points of P2; let
e0; : : : ; er be the corresponding exceptional conguration; and let I = I(mp1+  +mpr)
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with m>0 be a fat points ideal. Let F denote (I)e0−me1−    −mer and dene ;
l1; h and q1 as in Lemma 4:1. Then we have:
(a) (I)= (I) unless h=1 (if h=1; note that  clearly has maximal rank);
(b) the maximal rank property for I holds if and only if  has maximal rank;
(c)  has maximal rank if and only if max(0; 2h− (I)− 2)= dim ker ;
(d) 2l1 max(0; 2h− (I)− 2) dim ker  l1 + q1; and
(e) max(0; 2h− (I)− 2)= l1 + q1 unless l1 = 0 and q1>0.
Proof. (a) First, we show that any uniform class G=de0−m(e1 +   +er) with m>0
which is the class of an eective divisor is numerically eective (in particular, F is
numerically eective). Recall that on the blow up X of expectedly good points the
only prime divisors of negative self-intersection are the exceptional curves (that is, the
smooth rational curves with self-intersection −1, each of which thus meets −KX once).
Now note that d>3m; otherwise, −mKX =G+ (3m− d)e0 is the class of an eective
divisor with negative self-intersection meeting positively every prime divisor of negative
self-intersection, which is absurd. But d>3m means that G is the class of an eective
divisor meeting every prime divisor of negative self-intersection positively. Thus G is
numerically eective. (We also note two similarly proved facts that we will need below:
since G−(e0−e1)= (d−3m−1)e0+e1−mKX , if G−(e0−e1) is the class of an eective
divisor, it too is numerically eective; and −mKX+(d−3m−1)e0+(e0−e1)=G−e1 so
G− e1 meets every exceptional curve nonnegatively, hence G− e1 is also numerically
eective if it is eective.)
Thus F is the class of an eective and numerically eective divisor. If h0(X; F)>1,
we must show that jF j is free. More generally, let D be any eective and numerically
eective divisor on X with h0(X;D)>1. We will show that jDj is xed component
free. Consider D=H +N , where the class of the free part of jDj is H and the class of
the xed part N is N . Suppose E is an exceptional curve which occurs as a component
of N; then E  H =0 (else h0(X;D)= h0(X;H) is impossible by Riemann{Roch), so
0D  E=N  E. Suppose E  C>0 for some other component C 6= E of N. Either C
is numerically eective or it is exceptional, but h1(X;C)= 0 either way, so we have
an exact sequence 0!H 0(X; C)!H 0(X; C+E)!H 0(E;OE(C+E))! 0 from which
the contradiction 1= h0(X; N ) h0(X; C + E)>1 follows. Thus E is disjoint from the
other components of N, and hence 0D  E=N  E<0. This contradiction shows that
no exceptional curve is a component of N. Therefore, N is numerically eective. Thus
h1(X; N )= 0, so 1= h0(X; N )= 1+(N 2−KX N )=2, which implies (N 2−KX N )=2=0.
But 1 + (H 2 − KX  H)=2= h0(X;H)= h0(X;H + N )= 1 + (H 2 − KX  H)=2 + H 
N + (N 2 − KX  N )=2, which implies H  N =0. If H 2>0, then by the index theorem
the subgroup of Cl(X ) perpendicular to H is negative denite; since N 2 0, we must
have N =0. Similarly, if H 2 = 0 but N 2>0, then H N =0 implies H =0. Thus H 2 = 0
implies N 2 = 0 and so also N  KX =0. Moreover, since 1<h0(X;H), H 2 = 0 implies
−KX  H>0. Now, the points pi are expectedly good, hence strongly nonspecial, so,
as in the proof of Lemma 5.1(a), wN is, for some w2W , a nonnegative integer linear
combination of the classes Hi, 0 i r. Since N 2 =−KX  N =0, the only possibility
B. Harbourne / Journal of Pure and Applied Algebra 145 (2000) 165{182 177
is that wN is a nonnegative multiple of H9. If N 6=0, then we get the contradiction:
0=H  N =wH  H9wH  Hr =wH  w(−KX )=−H  KX>0.
(b) Clearly, for t< we have It =0, so It ⊗R1! It+1 has maximal rank. But the
regularity of I is at most +1 since F is numerically eective and our points are ex-
pectedly good, so It ⊗R1! It+1 has maximal rank for t> by Lemma 2.9 of [22]. Thus
I has the maximal rank property if and only if  : I⊗R1! I+1 has maximal rank.
(c) Since p1; : : : ; pr are expectedly good and F is numerically eective, it follows
that h1(X; F)= 0 so Corollary 4.2(a) implies the result.
(d) Corollary 4.2(b) gives max(0; 2h−(I)−2) dim ker  l1+q1. If h0(X; F−(e0−
e1))= 0, then 2l1 max(0; 2h− (I)− 2) is clear, so suppose h0(X; F − (e0− e1))>0.
Thus F−(e0−e1) is the class of an eective divisor, hence it is numerically eective, so
h1(X; F−(e0−e1))= 0. As in the proof of Corollary 4.2(c) we have h= l1+(I)+1−m,
so (2h− (I)− 2)=2l1 + (I)− 2m. But (I)2 − rm2 =F2 0 implies (I)− 2m>0,
so 2l1 max(0; 2h− (I)− 2).
(e) If q1 = 0, then (d) implies l1 = 0 and hence the result, so let q1>0. If also l1>0,
then F−e1 and F−(e0−e1) are classes of eective divisors, hence (as we saw above)
numerically eective, so h1(X; F − e1)= 0= h1(X; F − (e0 − e1)), so the result follows
by Corollary 4.2(c).
Remark 5.7. Whereas the bound max(0; 2h − (I) − 2) dim ker  in Corollary 5.6
is in fact exactly what one obtains from [7], the upper bound dim ker  l1 + q1 is
always at least as good as Campanella’s (which is always either h− 1 or h− 2), and
except in extremal cases (i.e., h 2 or  h + 1) it is better.
Assuming expectedly good points, computer runs suggest that max(0; 2h− (I)− 2)
equals l1+q1 fairly often, possibly for innitely many m for each r>9 which is not an
even square. The next two corollaries verify this possibility for some special values of r.
Corollary 5.8. Using the notation and hypotheses of Corollary 5:6;  has maximal
rank for innitely many m whenever r+i is an odd square for some i2f−3;−2;−1; 0;
1; 2; 3; 4g.
Proof. First assume r + i is an odd square for some i2f0; 1; 2; 3; 4g; then it is not
hard to see that there is an odd integer 2t + 12 [pr;pr + 2=pr). By Corollary 5.6, 
has maximal rank whenever q1 = 0, so for the given r it suces to check that q1 = 0
for innitely many m.
By the proof of Corollary 5.6, F−e1 is numerically eective whenever it is eective.
Taking cohomology of 0!OX (F − e1)!F!F⊗OE1 ! 0 we see the restriction
map H 0(X;F)!H 0(E1;F⊗OE1 ) always has maximal rank. Thus h0(X;F) h0(E1;
F⊗OE1 ) implies that q1 = 0.
To apply this, note that h0(E1;F⊗OE1 ) =m+1 and, since F is numerically eective
by the proof of Corollary 5.6, that
h0(X;F)=

(I) + 2
2

− r

m+ 1
2

:
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From this we obtain the following criterion: q1 = 0 for each m for which
0<

x + 2
2

− r

m+ 1
2

m+ 1
has a positive integer solution x.
Now, we know b2 − rm2 =  has innitely many positive integer solutions (b; m),
where we take =0 if r is a square and we take =1 otherwise (in which case we
have Pell’s equation). Substituting b+ t−1 in our criterion for x and simplifying gives
−t2 − t − <(2t + 1)b− rm 2m+ 2− t2 − t − .
Since bprm and 2t+1pr, we clearly have −t2− t− <(2t+1)b− rm. Since
b<
p
rm+ 1, we see (2t + 1)b− rm<(2t + 1)(prm+ 1)− rm; i.e., (2t + 1)b− rm is
bounded above by a linear function of m. Using 2t + 1<
p
r + 2=
p
r shows that the
coecient of m in this linear function is less than 2, so for m suciently large we
have (2t + 1)b− rm<2m+ 2− t2 − t − .
Now assume r + i is an odd square for some i2f−1;−2;−3g; then it is not
hard to see that there is an odd integer 2t − 12 (pr − 2=pr;pr). Using Corollary
5.6(e) it suces to check that l1>0 for innitely many m, so this time we use the
fact that F − (e0 − e1) is numerically eective whenever it is eective. From the
proof of Corollary 5.6(d), we have l1 =max(0; h −  + m − 1). Thus h −  + m −
1>0 implies l1>0, which gives us the following criterion: l1>0 for each m for
which
x<

x + 1
2

− r

m+ 1
2

+ m x + m
has a positive integer solution x. (If x is a solution, then x=  + 1. In particular,
the second inequality fails for x> + 1, while the rst fails for x<.) Simplifying
gives x + (r − 2)m<x2 − rm2 x + rm, and as above, b2 − rm2 = 1 has innitely
many positive integer solutions (b; m). Substituting b+ t in for x and simplifying gives
2m− (t − t2 − 1)>rm− (2t − 1)b − t + t2 + 1.
Since bprm, we have rm− (2t − 1)b rm− (2t − 1)prm, so rm− (2t − 1)b is
bounded above by a linear function of m, and using 2t − 1>pr − 2=pr shows that
the coecient of m in this linear function is less than two. It now follows that our
criterion’s rst inequality holds for all suciently large m. For the other inequality,
using b<
p
rm+1 shows rm− (2t−1)b is strictly bounded below by a linear function
of m, and now using 2t − 1<pr shows the coecient of m in this linear function is
positive. Thus the second inequality also holds for all suciently large m.
Corollary 5.8 gives a partial answer to the question of for which r do our bounds
innitely often force  to have maximal rank. An interesting side remark here is that
in fact the bounds force  to have maximal rank for all but nitely many m when r is
an odd square, whereas for r an even square our bounds never force maximal rank. A
slightly dierent approach (and further easy variations of it) gives additional examples,
such as r=13.
B. Harbourne / Journal of Pure and Applied Algebra 145 (2000) 165{182 179
Corollary 5.9. Using the notation and hypotheses of Corollary 5:6;  has maximal
rank for innitely many m whenever r=(ca)2 + 4c2>9 for positive odd integers a
and c.
Proof. Here we use the criterion developed in the proof of Corollary 5.8 involving
q1 = 0. So substitute x=
p
rm+ t − 1 into
0<

x + 2
2

− r

m+ 1
2

m+ 1:
For t real, this has solutions for all suciently large integers m>0 if t is in the interval
[(
p
r − 1)=2; (pr − 1)=2 + 1=pr), and so for m suciently large
0<

x + 2
2

− r

m+ 1
2

<m+ 1
has a positive integer solution x if the interval [
p
rm+(
p
r−1)=2;prm+(pr−1)=2+
1=
p
r) contains an integer. After simplifying, this is equivalent to nding an integer 
such that
0 2+ 1
2m+ 1
−pr< 2p
r(2m+ 1)
:
It is well known that
p
r has innitely many rational approximations p=q accurate
to order 1=q2 if r is not a square. The problem here is to ensure in addition that p
and q are odd with p=q>
p
r. Whether this also is known we do not know, but it
can at least be veried in certain cases. For example, consider the continued fraction
expansion
p
(ca)2 + 4c2 = ca+
2c
a+
1
a+   
:
Taking successive convergents (see [5] for background on continued fractions) gives a
sequence fcig of rational approximations which for i 2 (mod 6) is a ratio p=q>
p
r of
odd integers p and q. Moreover, the general theory of continued fractions implies that
each convergent p=q is accurate to order 1=q2. Thus for r=(ca)2 + 4c2>9 expectedly
good points,  has maximal rank for innitely many m.
6. A generalized IGC
Let Z =mp1+  +mpr for general points p1; : : : ; pr 2P2. We have seen in Fact 1.1
values of m and r for which (I(Z)) fails to have maximal rank, but these are the
only ones known. However, additional cases are known for which, less stringently,
I(Z) fails to have the maximal rank property.
In particular, following Nagata [30], a curve CP2 of degree d whose multiplicity at
each point pi is at least mi is said to be abnormal if d
p
r<m1+   +mr , and uniform
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if m1 =    =mr . A line through two points is uniform abnormal. Given three points,
the cubic consisting of the lines through any pair of the points is uniform abnormal.
Other examples of uniform abnormal curves are: the conic through ve points; the
degree 12 curve with six points of multiplicity 5 (which consists of the six conics
through all subsets of ve of the six points); the degree 21 curve with seven points of
multiplicity 8 (which consists of the seven cubics through the seven points, each cubic
having a double point at one of the points); and the degree 48 curve with eight points
of multiplicity 17 (which consists of the eight sextics passing through the eight points
with a triple point at one of the eight points and double points at the other seven). In
fact, these are the only reduced examples known.
In analogy, call a uniform class E=de0 − m(e1 +    + er) on a blowing up X of
P2 at general points p1; : : : ; pr abnormal if E is the class of an eective divisor and
if d<
p
rm (note that this is equivalent to E2<0). Thus e0 − (e1 + e2), 3e0 − 2(e1 +
  + e3), 2e0 − 1(e1 +   + e5), 12e0 − 5(e1 +   + e6), 21e0 − 8(e1 +   + e7) and
48e0 − 17(e1 +   + e8) is each an example of an abnormal class.
These examples of abnormal curves, by this next result, show for r=2; 3; 5; 7; 8 that
examples of uniform fat point subschemes Z occur for r general points such that I(Z)
fails to have the maximal rank property.
Proposition 6.1. Let X be a blowing up of r distinct points p1; : : : ; pr of P2. If X
has a uniform abnormal class E; then for some positive integers n and m; I(m(p1 +
  + pr))n⊗R1! I(m(p1 +   + pr))n+1 does not have maximal rank.
Proof. Since E is the class of an eective divisor of negative self-intersection, we can
nd positive integers a and b such that ae0 + bE has nontrivial xed part but such
that (a+ 1)e0 + bE has trivial xed part. Now, ae0 + bE= ne0 − m(e1 +   + er) for
some positive n and m. Since a>0, H 0(X; ae0)⊗H 0(X; e0)!H 0(X; (a+ 1)e0) is not
injective, hence neither is H 0(X; ae0 + bE)⊗H 0(X; e0)!H 0(X; (a+1)e0 + bE). Since
(a + 1)e0 + bE is a xed component free but ae0 + bE is not, we see H 0(X; ae0 +
bE)⊗H 0(X; e0)!H 0(X; (a + 1)e0 + bE) is also not surjective. Thus H 0(X; ae0 +
bE)⊗H 0(X; e0)!H 0(X; (a+1)e0+bE), and hence I(m(p1+  +pr))n⊗R1! I(m(p1
+   + pr))n+1, do not have maximal rank.
Nagata [30] proves that no abnormal curves occur for r generic points when r is
a square, and he [31] conjectures that none occur for r>9. This makes one wonder
whether, similarly, the only r for which uniform fat point subschemes Z occur for
which I(Z) fails to have the maximal rank property are r=2; 3; 5; 7; 8. Let us say that
the Uniform Maximal Rank Property (UMRP) on Pn holds for r if, for each m>0, the
maximal rank property for I(mp1 +   + mpr) holds for general points p1; : : : ; pr of
Pn. Let us also say that the Restricted Uniform Maximal Rank Property (RUMRP) on
P2 holds for r if (I(mp1++mpr)) has maximal rank for each m>0 for general points
p1; : : : ; pr of P2.
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The strongest statement that can currently be proved (based on the examples above,
and on Fact 1.1, and [22, 11]) is:
Fact 6.2 Let r 9. Then the UMRP on P2 holds if and only if r is 1; 4; or 9; and
the RUMRP holds if and only if r is not 7 or 8.
However, our results of Section 5 give hope that the RUMRP may hold on P2 for
r>9. Moreover, for r>9 expectedly good points of P2, RUMRP implies UMRP by
Corollary 5.6(b). In particular, at least for n=2, failures of RUMRP or UMRP seem to
be conned to small r. This prompts us to propose a generalized IGC and a question:
Conjecture 6.3. The UMRP on P2 holds for all r>9.
Question 6.4. Is there an N depending on n; such that the UMRP holds on Pn for
each rN?
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