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Abstract 
The electrostatic and steric forces that contribute to the structure of surfactant aggre-
gates are examined with the aid of statistical mechanics. The basic aim is to evaluate the 
phenomenological constants that appear in theories at a higher level. We first consider a 
su rfactant monolayer at an oil-water interface. By using a detailed model for the molec-
ular packing requirements we determine the elastic bending moduli and the spontaneous 
curvature, and the values are consistent with experimental data. We show that the spon-
taneous curvature has a role akin to the surfactant parameter, providing a simple way to 
summarise the preferred shape of the aggregate. 
We then develop an effective linear theory first of bulk electrolytes and then of the 
electric double layer. We recast the integral equation theory in terms of a linear theory 
wit h effective values of the parameters then use the hypernetted chain approximation to 
compute values for the parameters in 1:1 and 2:2 electrolytes. Beyond a critical concen-
tration we find exponentially damped oscillations in the pair correlation functions. In 
2:2 electrolytes the effective decay length deviates strongly from the Debye length, so the 
mean field picture is no longer accurate. 
We then employ this theory to analyse the asymptotic behaviour of the electric double 
layer in the restricted primitive model using an anisotropic HNC scheme developed by 
Kjellander and Marcelja. From this we obtain an effective surface charge. We give an 
approximate expression for the net pressure between two double layers at large separations, 
~t 
and show is accurate for 1:1 electrolytes. For 2:2 electrolytes we find charge reversal effects 
/I 
at high enough surface charge due to an excess of counterions in the layer adjacent to the 
surface. Thus we arrive at an asymptotic linear theory of double layer properties. From 
here there are numerous applications in the stabilization of dilute lamellar phases and 
colloidal dispersions. 
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Introduction 
Would it have been worthwhile 
To have bitten off the matter with a smile 
To have squeezed the universe into a ball 
To roll it towards some overwhelming question? 
"The Love Song of J. Alfred Prufrock" by T. S. Eliot 
The properties of surfactants in solution are very diverse and yet curiously unified. 
The diversity arises from the wide range of possi ble surfactants and the number of degrees 
of freedom in multicomponent systems. Herein lies the interest for theory, experiment and 
application. The self-aggregation of surfactants ( at high enough concentration) can pro-
duce a whole catalogue of interfacial structures, from small spherical micelles to extended 
membranes with complex topologies. In the case of biological membranes a diversity of 
structure gives rise to a cliversity of function which is vital for the operation of cells. 
Similarly for surfactants the interfacial architecture can be exploited for purposes such as 
confining reactants or moclifying the interactions between bulk phases, and one can tune 
the system accordingly. 
However there are at the same time many observable similarities between the vari-
ous surfactant systems, which suggests that some quite general mechanisms underly the 
specific effects. So we begin to reduce the flood of information by elucidating those mecha-
nisms which express the observables in terms of "simpler" quantities . In a loose sense this 
is the task of statistical mechanics, which takes a model for microscopic interactions and 
derives the consequent macroscopic properties. The ultimate limit of this process would 
be, for example, to start from a table of fundamental physical constants and work out how 
to make cheese or which detergent to use for washing up. However the statistical mechan-
ics of the most general multicomponent system is far too intractable. Even if a complete 
solution were available its sheer complexity would baffle minds that prefer functions of 
one variable, and the essential physics would be obscured. So in practice we must limit 
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our ambitions by concentrating on the single step rather than the giant leap. 
Consider a mixture of oil, water and surfactant in which most of the surfactant is at the 
interface between the oil and the water. We could regard the surfactant layer as a contin-
uum and ignore its molecular nature. Then we could write down a Hamiltonian in terms of 
the elastic properties of the layer, and with the apparatus of statistical mechanics predict 
the phase behaviour (in fact a non-trivial task !). Or we could focus instead upon the 
molecular nature of the surfactant, and from a consideration of the intermolecular forces 
compute the elastic moduli. An even more basic study would be to explain the thermody-
namics of the aggregation process in terms of the interactions of all three components in 
the system. In all these cases we commonly begin with some reasonable parameterization 
of the interactions (on the basis of fundamental physics), predict the observables and then 
adjust the parameters to give reasonable answers. As long as there are few parameters 
and many observables, then we will have some predictive power and hopefully a degree 
of insight into other features that cannot be directly observed. In some cases we can 
determine the parameters from comparison with experiments on quite different systems, 
which allows a more stringent test of our model. However we can hardly claim that the 
resulting description is unique. Even where we ignore some of the interactions in forming 
our initial model, our adjusted parameters may partly incorporate the neglected effects. 
Thus there is a necessary humility that should accompany such theories and their claims. 
It is unreasonable to suppose that any simple model will account for all the richness of 
reality, yet it is surprising how successful they can be. 
The purpose of this vague preamble is to set the context for the following chapters, 
which all use statistical mechanics to investigate the interactions that are important for 
surfactant systems. To provide a more concrete motivation we focus on three specific 
examples. The first is the microemulsion phase described in the previous paragraph, a 
specific instance being sodium dodecyl sulphate (SDS), pentanol, dodecane and water. 
Scattering experiments ( using light, neutrons or X rays) indicate that there is no long-
range order, but that there is a well-defined microstructure, the length scale(s) of which 
can be inferred from the details of the scattering peaks [ 1, 2]. The first theoretical chal-
lenge is to devise a model of the surface. One kind of random surface model uses a lattice 
with a length scale equal to the persistence length (the distance over which the surface is 
"flat") [3]. Another more successful model uses a level set of a Gaussian random field to 
define a surface, where the spectrum of the field depends on a coherence length [4, 5, 6]. 
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In both theories the elastic properties of the interface are required. Using a continuum 
approximation developed by Helfrich [7] and assuming that the surface tension is negli-
gible, one can specify these properties in terms of two elastic moduli (the splay modulus 
and the Gaussian modulus) and a "spontaneous curvature" ( which expresses the preferred 
curvature of a local piece of surface). A second related example occurs in simpler systems 
with surfactant, co-surfactant and water e.g. AOT and brine . An anomalous isotropic 
phase, the L3 or "sponge" phase, can occur, in which the surfactant is similarly pictured 
as lying on a random interconnected surface [8, 9, 10]. Minimal surfaces have been success-
fully used to describe this situation [64]. The interfacial rigidity is again a key factor, and 
for ionic surfactants there are long-range interactions. A third example comes from the 
swollen lamellar phase in such systems, where scattering indicates a stack of membranes 
at spacings of the order of 10-100 nm [11, 12, 13, 14, 15]. The repulsion needed to stabilize 
such systems comes from either an entropic effect due to undulations (which depends on 
the rigidity) or long-range repulsive electrostatic forces [16, 17, 18]. 
In each example the elastic properties of the surfactant aggregate are a key ingredient 
in constructing a workable model. The details of the specific chemistry of the surfactant 
are lumped into three parameters, and the usual procedure is to extract values from 
the comparison of theoretical predictions with experimental data. However, in chapter 
1 we look at relating the elastic moduli and the spontaneous curvature of a surfactant 
monolayer to the properties of the surfactant molecule. We combine a mean field model 
for the hydrocarbon chains with an approximation for the head group interactions based 
on a fluid of hard disks. We then compute the free energy as a function of the curvature of a 
local piece of surface. From this the moduli and the spontaneous curvature are determined. 
In order to describe the surfactant molecule we have introduced other parameters, the 
values of which we can estimate. The interest lies in seeing how the molecular parameters 
affect the elastic parameters, and determining the magnitude of the Gaussian modulus, 
which is difficult to measure directly. We also show that the spontaneous curvature plays 
a role similar to that of the surfactant parameter derived from a geometric picture [19]. 
In a sense this indicates that a basic theory of self-assembly requires one parameter to 
describe the preferred packing of the molecules in the aggregate. 
The role of long-range electrostatic forces in the stability of surfactant phases is an 
example of their central importance in colloid science. In chapter 1 we use a mean field ap-
proximation to describe the contribution that such repulsion makes to the elastic rigidity. 
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In the surfactant case the distinction between local geometry and global constraints be-
comes blurred when the electrostatic forces become long-ranged, and we need to consider 
the interdependence of the steric and electrostatic terms. The often complex geometry of 
surfactant phases is an imposing challenge to the nonlinear mean-field double layer theory. 
A linearized theory is tractable under these circumstances, but lacks accuracy. In chapters 
2 and 3 we attempt to bridge the gap between the simplicity of a linear theory and the 
obscurity and accuracy of integral equation theories. Here the ions in the electrolyte are 
modelled as charged hard spheres of diameter R, the water solvent enters the effective 
potentials via the dielectric constant E, and the interface is taken to be a smooth hard 
wall. This is the simplest viable model, and although more detailed ones are available that 
incorporate the solvent structure directly, the "primitive model" ( as it is known) has the 
virtue of containing few parameters and yet predicting a remarkable richness of behaviour. 
In chapter 2 we first reformulate the Ornstein-Zern.ike equation for a bulk electrolyte (the 
starting point of integral equation theories) in terms of a linear theory with effective pa-
rameters. We then employ the hypernetted chain approximation to evaluate these effective 
parameters for 1:1 and 2:2 electrolytes. In chapter 3 this program is then extended to the 
electric double layer, where we use the anisotropic hypernetted chain approximation to 
compute an effective surface charge. For divalent electrolytes the mean field approxima-
tion is found to be seriously deficient. Putting these two sets of results together we have 
an asymptotic linear theory for the electric double layer , which has numerous possible 
applications in colloidal systems as well as surfactant ones. The final stage in our program 
is to combine the elastic properties computed in chapter 1 with the electrostatic theory of 
chapters 2 and 3 and apply it to the three examples discussed above. This last piece of 
work is still in progress and so has not been included in this thesis . So there is one route 
for experimental comparisons via the properties of surfactant phases deduced from scat-
tering. In the case of double layer theory there is indirect evidence from the behaviour of 
colloidal dispersions, and direct evidence from force measurements taken with the surface 
force apparatus and the atomic force microscope. 
The work in this thesis is concerned with the reduction of information - reducing 
the molecular properties of a surfactant aggregate to elastic constants, and reducing the 
asymptotic behaviour of a double layer interactions to effective charges, an effective decay 
length and an effective polarization. These quantities are then the inputs for theories at 
a higher level , and so we contribute to the task of simplification. 
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Chapter 1 
Spontaneous curvature of 
surfactant films 
1.1 Background 
Once the concentration of surfactant in a solution exceeds the critical micelle concentration 
we begin to see aggregation due to the hydrophobic effect i.e. the high energetic cost of 
the hydrocarbon chains of the surfactant being in contact with the water. The size and 
distribution of these aggregates depends on global constraints ( the volume fractions of 
the components) as well as local ones ( the preferred packing of the molecules and the 
interaction between them) [19 , 20]. As discussed in the introduction, extended structures 
can form with a layer of surfactant at the interface between two bulk regions. In the case 
of a microemulsion there is water on one side and oil on the other separated by a surfactant 
monolayer, whereas in the sponge phase of binary or pseudo-binary systems there is water 
on both sides separated by a bilayer. The stability of the phases depends strongly on the 
properties of this monolayer or bilayer [8, 21]. 
The usual theoretical approach at this point is to treat the aggregate as though it 
were a continuous medium with vanishing shear modulus . Before we embark upon this 
analysis, we should consider the inherent approximations. First of all, we should recognise 
that there is still a low concentration of surfactant dispersed in the bulk phase(s), so that 
there is an exchange process between the aggregate and the bulk. Secondly the aggregate 
is very fluid in nature, and is not just a lump of surfactant. For a lipid bilayer of DPPC 
( dipalmitoylphosphatidylcholine) the local dynamics have been studied by quasi-inelastic 
neutron scattering [22] . The diffusion coefficient of lateral Brownian motion for the lipids 
5 
is 2.10- 7 cm2s-t. The rotational frequency of the Lipid about its long axis is around 109s- 1 
and the frequency of its out of plane motion is of the order of 107 s-t (for an amplitude of 
2.4.). The head groups also have a flip-flop motion between two metastable orientations. 
On top of this there are also collective undulations of the entire bilayer, and exchanges 
of Lipids between the two sides of the bilayer , although these are slower processes than 
those above. Thirdly, we must consider the molecular structure of the bulk phase( s) in 
contact with the aggregate. In the case of a monolayer between oil ( e.g. dodecane) and 
water, there must also be penetration of the hydrocarbon chains of the oil molecules into 
the monolayer. On the water side there will be hydration of the polar head groups, and 
for ionic surfactants some interaction with the counterions (and perhaps salt) in solution. 
Other species present in the solution may diffuse across the aggregate, a process of vital 
importance in cell membranes . 
In this chapter we incorporate some of these effects into our molecular model in an 
approximate fashion, and make the connection to the phenomenological constants in the 
continuum picture. We restrict ourselves almost entirely to considering a surfactant mono-
layer at an oil-water interface. As we shall see, this is related to the bilayer case, but we 
concentrate on the easier and computationally less demanding case. We wish to obtain the 
free energy per unit area of the monolayer, g, as a function of the local principal curvatures 
of the membrane, which we denote as c1 and c2 . A phenomenological analysis, originally 
due to Helfrich[?] but since refined[23], yields 
1 1- _ _ 2 1- _ _ 2 g = 2(kc + 2kc)(c1 + c2) - 4kc(c1 - c2) 
= tkc("c1 + C2) 2 + k cC 1C2 
(1.1) 
( 1.2) 
where Ci = Ci - co for i = 1, 2 and c0 (termed the spontaneous curvature) is such that 
g has a local minimum at c1 = c2 = c0. A more general analysis is possible, in which g 
has a local minimum at Ct = c?, c2 = cg with c? ::/ cg. However for a monolayer we expect 
symmetry, and so we take c? = cg = c0. This assumption is borne out by our results. 
Given the necessary symmetry about Ct = c2, and the local minimum at Ct = c2 = co, 
equation 1.1 is then the most general quadratic form in the curvatures ( within an additive 
constant). It differs from the usual Helfrich form in that it is locally stable about the 
free energy minimum. As a continuum model it is valid for thin shells when there is 
no stretching term, and so it depends on locating a "s urface of inextension" within the 
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aggregate. Details of this are discussed in section 1.3.4 and the appendix. 
Throughout this chapter we use the convention that curvatures towards the water 
region are positive. The constants kc and kc have dimensions of energy, and are called the 
splay modulus and the Gaussian modulus res pectively. From equation 1.1 it is clear that 
the conditions for local stability about Ci = Co are kc+ ½kc> 0 and kc < 0. 
The work in this chapter takes a detailed model for aggregates of short-chain am-
phiphiles and uses it to examine the validity of the above form s for g and to estimate 
the values of the bending moduli and the spontaneous curvatures for various choices of 
model parameters. We stress that this is a local theory, dealing with the properties of a 
small patch of monolayer as a function of the local curvatures , although such a theory is 
of course the basis for a global analysis. 
The main advances on previous work are in the use of a quantitative model for head 
group interactions, which enables us to compute the spontaneous curvature and other 
physical properties in terms of realistic parameters for the surfactant molecules, and in a 
detailed consideration of the geometric effects associated with curvature. 
1.2 Model 
Consider surfactant molecules of the form G - ( CH2)m-I CH3 where G is a hydrophilic 
head group. In the presence of oil and water, these molecules aggregate at the interface 
between the two. Due to the hydrophobic effect there is negligible water penetration 
into the chain region, and although the oil molecules interact with the chains, they don 't 
penetrate as far as the oil/water interface (for reasons explained below) . We assume 
that the head groups and the chains are thermodynamically independent[24, 25], and are 
connected only through the interfacial area. In this approximation the chain free energy 
is taken to have a constant value which depends only on the overall head group density, 
whereas in reality when two head groups are close together, the free energies of their chains 
are correlated. This should be reasonable above the chain transition temperature, as the 
chains are known to be very accommodating due to their flexibility, so that local motions 
of the head groups (which are fairly close together) should not affect the chains very much. 
However we have not quantified the effect of this approximation, and it would be worth 
investigating via some simple tractable model. 
To investigate changes in free energy with geometry, we need to consider the following 
interactions: water-chain, chain-chain, chain-oil and head-head. 
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1.2.1 Water-chain interaction 
The hydrophobic effect results in an interfacial tension[26] 1rint between the two regions 
of about 50 dyne/cm. Thus for an interfacial area per chain of Aint the free energy 
contribution is 1f'int A int. Gruen[27] allows for a self-consistent profile for the chain density 
in the interfacial region . His results indicate that the width of the region is of the order of 
1 A or less, which reflects the high energetic cost of CH2 groups entering the water. The 
effect of interfacial roughness was also examined by Szleifer, Ben-Shaul and Gelbart[28], 
and they concluded that it was negligible for short chains. Thus we model the interface 
as being sharp. 
1.2.2 Chain-chain interaction 
The detailed model of this interaction derives largely from the work of Gruen[27, 29, 30, 31] 
and we give a brief description for the sake of completeness. Careful comparison with 
molecular dynamics simulations[32] and measured order parameters(33] have confirmed 
the validity of this kind of approach. The chain region is taken to be at a uniform density 
throughout, equal to the bulk density of the corresponding liquid alkane ( some modification 
of this occurs where the chains mix with oil, as discussed below). This models the balance 
between the steric repulsion and the long-range Van Der Waals attraction(34] 
We use a mean-field theory in which we enumerate all the possible conformations of 
a single chain[35] within the rotational isomeric state model[36], assuming that adjacent 
monomers in the chain lie on neighbouring sites of a tetrahedral lattice[37]. We exclude 
those conformations that penetrate more than one bond length into the water region ( since 
their statistical weight is negligible) , and in doing so we must take account of the interfacial 
geometry. The interaction with neighbouring chains is then taken into account through 
the constraint on the average monomer density. In enumerating the chain configurations, 
we use three different orientations for the initial bond, corresponding to the possible lattice 
directions. Although not as sophisticated as other approaches which weight the possible 
initial orientations, this reduces the amount of computation. The main drawback of the 
simpler scheme is that the order parameters of the first C-C bond are not as accurate. We 
also use three different orientations for the plane of the all-trans configuration of the chain 
with respect to the interface (since the interface is curved , not all directions are equivalent). 
It should be noted that in each geometry and for each value of the interfacial area per chain 
this amounts to about 5500 configurations for n = 10 and around 40,000 configurations 
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·. 
for n = 12, so this technique is limited to short chains or very fast computers. 
Instead of enumerating the possible chain configurations on a tetrahedral lattice, one 
can use a cubic lattice whose side equals the persistence length of the chain[38, 39] (ef-
fectively about 3 CH2 groups). This is computationally easier and reasonable for struc-
tural properties in a fixed geometry, but less accurate for the change in free energy with 
changes in geometry and surface density ( although the problem can be overcome to some 
extent[40]). 
Now molecular dynamics simulations of a monolayer[41] reveal that the monomer den-
sity profile oscillates noticeably, which reflects the molecular structure of the chain region 
(this is implicit in models that enumerate the chains on a lattice). In order to introduce 
our constant density constraint in a sensible fashion we need to choose subregions with a 
width equal to this period of oscillation. The tetrahedral lattice has the property that the 
vertices lie on regularly spaced parallel planes , so it is convenient to define the subregions 
by surfaces parallel to the interface and with a spacing equal to that of the lattice planes . 
The average number of monomers of a single chain required in the ith subregion (in or-
der to give the correct average density) , which we denote by ri, is found by dividing the 
volume of the subregion per unit interfacial area ( which depends on the local principal cur-
vatures of the interface) by the average monomer volume (which has a slight temperature 
dependence). 
To each conformation we assign an internal energy of 500 cal/mol. fur each trans-
gauche configuration and 2200 cal/mo!. for each gauche+ - gauche- configuration, as well 
as an energy cost of 884 cal/mo! for each CH2 group that enters the water region . The 
partition function for the chains is then found by minimising the chain free energy subject 
to the density constraints ( see equation 1. 11) 
1.2.3 Head-head interaction 
We employ three different head group models: type I ( denoted hd for hard disks) is 
exclusively steric, type II ( denoted el) adds electrostatic repulsion, and type III ( denoted 
fx) is a limiting case of a fixed area per head group. It should be noted again that our 
overall model is necessarily local, dealing only with the curvature of a small patch of 
surface and using a mean-field approach. In applying a head group equation of state one 
assumes a uniform area per head group. This is only strictly accurate for planar, spherical 
and cylindrical surface geometries in which the local geometry is the same at every point, 
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but should be adequate provided that the curvatures do not vary too rapidly. Analysis of 
the results shows that the interfacial area per molecule is not too sensitive to variations 
of the local curvature, which is consistent with this assumption. 
Steric interactions only (Type I) 
When the head group G is compact and neutral , at moderate densities the head-group 
interactions are primarily steric. Since the water-chain interface is fairly sharp, the head 
group interactions essentially occur in a plane and so we use a 2-d hard-disk model from liq-
uid state physics (a more sophisticated model would involve some perturbation on this[42]). 
As the interaction is local , this should be a reasonable approximation at moderate densi-
ties. However as we approach the close-packing density, both the curvature of the surface 
and the fact that the heads are not circular in cross-section will disrupt the ordered state. 
Work on packing n identical circles on the surface of a sphere[43] shows that for n around 
40 the optimum packing density is about 10% less than in the Sf lane. Analysis of the low 
density pressure-area isotherms of monolayers has shown that a hard-disk treatment is a 
good approximation for the steric contribution, even when the head groups are somewhat 
elongated[44, 45]. The model has been extensively analysed over the complete range of 
densities[46 , 47], and the equation of state and the free energy can be approximated in a 
convenient form[48, 49], 
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{Jp = l + C~= Cn(bpt/(l - pf prep) ] 
n= l 
(1.3) 
9 n-1 
phd = -(1 + (L Cn(bprcpr ln(l - p/ prep)+ L ~(p/ prep)i) + ln(l/ p)] (1.4) 
n=l i=l i 
Here b, the Van Der Waals co-volume, is equal to twice the hard disk area A0 ; p is 
the number density, so bp = 2A0 /Ah9 , where Ahg is the area per head-group, and prep is 
the density of random close packing, estimated[49] to be 1.73/b. This form is obtained by 
combining the known virial expansion with the asymptotic behaviour (from simulations), 
which gives values for the constants Cn [48, 49] . An alternative equation of state is afforded 
by the Levin approximant devised by Erpenbeck and Luban(47], which agrees well with 
data from simulations. At moderate packing densities the scaled-particle analogue of the 
Carnahan-Starling equation of state is also adequate though not as accurate(48], and would 
give quite similar results for our purposes. Note that equation 1.3 diverges at p = prep, 
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while phcp , the density of hexagonal close packing, is 1r/(b3112)) ~ 1.8138/b. The regime 
we are considering is below the freezing density (pf~ 1.381/b), so the question of whether 
the head groups would go into the ordered hexagonal state or the (metastable) random 
close-pa.eked state is academic. 
We find it convenient to work with the area per head-group in the hexagonal close-
packed state, denoted Acp (which equals 121/ 2 Ao /1r). 
Electrostatic interactions (Type II) 
Many kinds of surfactants have a net charge on the head group. Work has been done 
on the rigidity of charged membranes in various regimes of salt concentration and charge 
density using the Gouy-Chapman (or Poisson-Boltzmann) approach (for a 1-1 electrolyte) 
in which the surface charge is smeared out into a continuum and the structure of the 
solvent and electrolyte is ignored[18, 17]. In chapter 3 we show that this mean field 
treatment is quite reasonable.The rigidity is calculated assuming a fixed charge density 
as the curvature varies. We can test the validity of this assumption by examining work 
on the undulations of charged membranes[50, 51]. The usual assumption here is that the 
electrostatic contribution to the rigidity ( which depends on the electrolyte concentration) 
is independent of the steric one, so that the area per head group is fixed even as the salt 
concentration varies. We have tested this by considering a symmetric planar membrane 
with a sinusoidal oscillation and then allowing the charge distribution to vary so as to 
minimise the global free energy ( considering both the electrostatic and steric terms). We 
found that to first order the oscillations about the average charge density are less than 5% 
even at quite low electrolyte concentrations. 
We split the head group free energy into a hard disk part ( examined above under 
type I) and an electrostatic part , and assume that the free energies can be added ( since 
the charge is taken to be smeared over the surface). For this we need the equation of 
state as the area per head group ( and thus the charge density) is allowed to vary in a 
given geometry. One problem is that as the salt concentration decreases, the Debye length 
increases, and a given part of the surface is affected by other parts far distant from it, so 
that global geometry is important and not just local geometry. For our purposes we shall 
restrict ourselves to salt concentrations for which the Debye length is less than about 15 
A. The only strict solution to the problem is to treat an entire aggregate for which there 
is a global solution to the electrostatics ( e.g. a spherical micelle), but the work on rippled 
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bilayers discussed above suggests that the assumption of a constant charge density even 
at low salt concentrations is quite reasonable. 
For the case of a singly charged head group and electrolyte concentrations of 0.5 
M or less, we are in the regime where the non -linear Poisson-Boltzmann equation must 
be solved[18], so we use the results of Mitchell and Ninham[52] who do a perturbation 
calculation for spheres and cylinders in the limit of large radius. From this one can obtain 
(to second order) the electrostatic contribution in the case of general curvatures . 
Denote the electrolyte concentration by le. For a symmetric electrolyte with charge 
±q = ve on each ion (where v is the valence and e is the protonic charge), the De-
bye length >.D is then given by Xi:/ = "-D = (2Iee2v2 /( EkT)) 1l 2• Here € = Erfo is the 
dielectric constant of water in rationalised units. The Bjerrum length IB is then de-
fined as IB = e2 /(41rEkT), and in water at room temperature it is roughly 7.1 A. Then 
"-D = v(81r/Ble) 1l 2• Define a scaled surface charge density s = veo-/(EKDkT), where o- is 
the surface charge density. This can also be written ass = 41rvl8 >.D/Ahg where Ahg is 
the area per head group for the surfactant, assuming one charge per surfactant molecule. 
This latter assumption can be changed, but we shall assume complete dissociation, since 
this should produce the strongest effects. The free energy per head group is then 
where 
[s ( s2)1/2] 4[ 1 + s2)1/2 g0 = 2 ln 2 + 1 + 4 - ; (-4 - - 1], 
8 [ 1 s2 1/2 g1 =-;ln 2(1+(1+ 4 ) )], 
- [~ _ i B _ i 2 1/2 
92 - 4 s s3 + s3(1 + s2/4)1/2] sf[(l + s /4) ], 
l ln[(l+x)/2) t dt J[x]= --o e1 - 1 
(1.5) 
(1.6) 
(1.7) 
(1.8) 
(1.9) 
and one can obtain a simple expression for the 2-d pressure. It should be noted that for 
the monolayer case there is only one layer of head groups, so the electrostatic component 
has an asymmetry not present in the bilayer case. The assumptions behind the mean field 
electrostatics considered here are examined in chapters 2 and 3. In the bilayer case one can 
derive the expressions for the electrostatic contribution to the bending moduli. A major 
part of this comes from changes in the potential far from the surface, so the effective linear 
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theory that we derive for the asymptotic behaviour of the potential has some application 
here. 
Fixed area ( type III) 
Most earlier work assumed a fixed interfacial area per molecule. As a comparison we have 
also used a limiting case for which the head-group interactions completely dominate , so 
that the area per head group at the level of interaction ( denoted by A hg ) is taken to be 
fixed for that surfactant whatever the interfacial geometry. The free energy contribution 
of the head-group is then constant. 
For all three models , we assume that the head-group interactions occur in a plane 
parallel to the interface but at some fixed distance from it , which we denote by Lhgi_ 
Denote the area per molecule at the level of the head group interactions by Ah9 and the 
area per molecule at the interface by Aint. One important consequence of this assumption 
is that as the interface curves A hg is not equal to A int . A parallel surface construction 
yields Ah9 = Aint(I - H Lhgi + K(Lh9i)2 ) where H and K are respectively the mean and 
Gaussian curvatures of the interface ( curvature towards the water side being positive). 
So our limiting case of fixed Ah9 (type III , for which we take Ahg = Acp for notational 
consistency) only has fixed Aint when Lhgi = O. 
Thus head-groups of a particular surfactant are characterised by three parameters : 
A cp and Lhgi for all three models, and l e as well for the electrostatic case. 
1.2.4 Chain-oil interaction 
A system related to a monolayer at an oil-water interface is considered by Gruen and 
Haydon[31) who study an alkane-saturated lipid bilayer. In their model the conformations 
of the alkane solvent chains are explicitly included. For the thickest bilayers modelled the 
alkane in the centre resembles that in the bulk liquid, so that the two sides of the bilayer do 
not directly interact. For alkanes such as dodecane their results indicate that there is only 
a small degree of penetration of the alkane into the edge of the lipid region , and essentially 
none into the region near the surface, so the density profile is flat near the surface and 
drops off steeply at the outer edge. This is due to the loss of conformational entropy 
experienced by the chain molecule within the ordered lipid region. These simulation 
results are consistent with experiments on swelling of surfactant monolayers by alkanes, 
which show that there is a critical length of alkane chain beyond which penetration drops 
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Figure 1.1: Free energy per chain as a function of the interfacial area per chain for a 
fixed number k of subregions of constant density in the chain region. These are for a flat 
interfacial geometry and a chain length of 12 monomers. The values of k vary from 3 to 
10 as labelled. The overall free energy per chain is the envelope of these curves. 
sharply. 
Guided by these results, we impose the constraint of uniform density ( chosen to be 
equal to that of the appropriate bulk alkane) on a fixed part of the chain region by having 
a "pressure" profile there, and then linearly extrapolate the profile to zero at the edge of 
the chains. The extent of the region of uniform density is determined by minimising the 
free energy, as discussed in the section on the complete system and as illustrated in Fig. 
1.1. The pressures referred to are proportional to the Lagrange multipliers in Eq. 1.11, 
and zero pressure corresponds to free chains. The extrapolation procedure takes account 
of the continuity requirement for the pressure. This method should be accurate for high 
surface densities and a solvent such as dodecane ( or any of its longer chain analogues), 
since penetration into the chain region is difficult and so the density profile of the chains 
is steep. 
The long-standing questions about the nature of monolayer phase transitions have 
stimulated the development of numerous other models[53], which we now discuss. We are 
here only interested in monolayers with high surface densities at an oil-water interface. The 
model of Cantor and Mcllroy[40, 54, 55] includes an interaction parameter for the chains 
with the solvent, but it neglects the internal degrees of freedom of the solvent molecules. 
14 
Each solvent molecule is taken to occupy one site in the cubic lattice (equivalent to about 
3 CH2 groups). They find that solvent penetrates throughout the chain region even at 
high surface densities. However their conclusion is only valid for small solvent molecules, 
since they do not treat the loss of conformational freedom of a long chain solvent molecule. 
Models of a monolayer at an air-water interface are relevant in that they illustrate the 
extreme case of a poor solvent. The work of Harris and Rice, using molecular dynamics[41] 
and Monte Carlo simulations[56], indicates that at high surface densities the averaged 
monomer density profile is quite flat near the interface and drops off quickly at the outer 
edge. 
In another recent paper[57] Szleifer, Ben-S haul and Gelbart extend their earlier theory 
to deal with surfactant monolayers. They contrast the cases of a monolayer in an athermal 
solvent, a monolayer as half of an equivalent bilayer, and a monolayer in a very poor 
solvent. Denote by Jc the free energy per chain . For the athermal solvent they neglect 
any effects due to solvent structure, so the chain partition function at a given interfacial 
area is determined by minimising the free energy subject to an inequality on the monomer 
density i.e. that it be less than or equal to the value in bulk alkane. The equivalent bilayer 
allows interdigitation in the centre, so although there is an overall density constraint the 
profile of the chains from each side has some freedom. In a very poor solvent the monolayer 
adopts a step profile to minimise the chain-solvent contact area. In general they find that 
JC(poor solvent)> JC(half-bilayer) > / c(good solvent). 
The difficulty in all these models, including ours, lies in adequately modelling the 
solvent structure. One way would be to follow Gruen's technique of explicitly enumerating 
alkane conformations. In the regime of high surface density our procedure closely resembles 
that of Szleifer, Ben-Shaul and Gelbart in that there is a region of constant density near 
the interface. The difference lies in the fact that they take the end of the chains as 
"free", whereas we use the interpolation of the pressure profile. Their method should be 
appropriate for a good solvent, in which the solvent chains can easily penetrate into the 
surfactant chains, and our method for a poorer solvent. 
1.2.5 Double-chain surfactants 
All this so far is for single-chain surfactants . In the case of double chain surfactants with 
two nearly identical chains (such as didodecyldimethylammonium bromide (DDAB)), if we 
assume that their conformations are independent (in fact there is some correlation in the 
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first few segments) then we can extend the above methods by taking the interfacial area 
per head group to be twice the interfacial area per chain. One limitation of this model 
is that in reality the chains can be unequal in length , and previous work has shown that 
for a mixture of two surfactants the properties are strongly dependent on the difference in 
chain length[58]. Another limitation is that one chain can be slightly displaced towards 
the water region, which again violates our assumption of identity. 
The comparison of the single with the double chain surfactant thus depends on the 
way the head group free energy scales with A cp e.g if the relationship was linear then a 
double chain surfactant would have the same properties as a single chain one with an A cp 
value half as large. 
1.2.6 Complete system 
For a monolayer the constraints on the chain density are thus 
(1.10) 
where (Ni) is the average number of monomers per chain in the ith subregion, Aint is 
the interfacial area per chain, ri (which depends on the interfacial geometry) is the re-
quired number of monomers in the ith subregion per unit interfacial area, and n is the 
region of maximum chain extent. We now follow the formalism developed by Szleifer and 
coworkers[34]. Using the canonical ensemble the partition function is 
n 
Q = L exp[-(E + L AiNi)] (1.11) 
con fig i= l 
where the outer sum is over all allowable chain configurations. Here E is the sum of the 
internal energy and the energetic cost of monomer-water contact (in kT units). The index 
i represents the sum over the subregions. Ai is the Lagrange multiplier conjugate to the 
ith density constraint (physically it is a local thermodynamic pressure). Ni is the number 
of monomers of that chain configuration that lie in the ith region. 
Denote by k the number of subregions of constant density. In the tail region where 
the chains mix with the oil (i = k + l · ··n), we don't know the required density (i.e 
the ri ) a priori, so we linearly interpolate the Ai from Ak to An = 0. In practice the 
method of interpolation makes little difference , as the resulting density profile drops off 
steeply ( see figure 1.2 for profiles for a range of interfacial areas and a chain length of 12) 
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Figure 1.2: Profiles of the monomer density in the chain region for various values of 
the interfacial area for a flat interface and chain length 12. The horizontal scale gives the 
number of the region, where the width of a region is that between planes of the tetrahedral 
lattice, and the regions are numbered from the interface out into the chain region. The 
vertical scale is the number of monomers per chain in a region divided by the interfacial 
area in A 2 • Filled squares correspond at an interfacial area of 27 A 2 per chain; open squares 
to 33 A 2 ; filled circles to 39 A 2 and open circles to 45 A 2 • 
and so the contribution to the free energy is small. Then Q is a function of k variables , 
so the constraints give us a system of k nonlinear equations in k unknowns. Derivative 
information is available ( which speeds up the solution procedure), since the Jacobian of 
the system can easily be computed using the relations 
(1.12) 
The Helmholtz free energy per chain, Fch, is found by writing the entropy term as 
-TS = kT L P ln P, where the sum is over all allowable chain configurations and P = 
exp[-(E + Li >.iNi )]/Q. This gives 
(1.13) 
The remaining consideration is the choice of k, the number of subregions of constant 
density. The first requirement is that in all regions the chain density does not exceed 
that required by constant density. The second is that one only considers the free energy 
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over the interval of interfacial areas over which it is decreasing ( e.g for a chain of length 
10 and a flat interface, this is up to about 45 A. 2 per chain), since beyond this adjacent 
chains are not necessarily in direct contact and our method fails(59] . Subject to these two 
requirements, one then computes the free energy per interfacial area curves for possible 
values of k. At each interfacial area one chooses the value of k which minimises the free 
energy, effectively taking the envelope of the curves of constant k, and thus obtains p ch . 
Figure 1.1 illustrates the free energy curves for fixed values of k when the chain length is 
12 and the interface is flat. 
The Helmholtz free energy per molecule in the monolayer , pmono, is 
(1.14) 
We then find the value of A int that minimises pmono, which is equivalent to balancing 
the head-group pressure and the chain pressure against the interfacial tension. We thus 
obtain an equilibrium interfacial area in each geometry. At this point we can also obtain 
the isothermal area compressibility modulus ( which measures the energy cost of deviations 
from the equilibrium area) from the second derivative of pmono with respect to area. In the 
limiting case of a fixed area per head group, Aint is related to Ahg by a purely geometric 
factor , and so one immediately has the free energy contributions of the chains and the 
interface, the free energy per head-group being assumed constant. 
1.3 Procedure for analysis 
1.3.1 Parameter space 
There are five characteristics m our model which specify the surfactant: chain length, 
single or double chains , Acp (the close-packed area per head group), Lhgi (the distance 
from the plane of the head group interactions to the interface), and the type of head group. 
In the electrostatic case we can also vary l e, the electrolyte concentration. 
1.3.2 Selection of parameters 
The temperature of the system was taken in all cases to be 298 °K, so as to be above 
the chain melting transition temperature in lipid bilayers and to be comparable to other 
work . Although variation of the results with temperature would be of interest, one would 
expect the degree of hydration of the head groups (and so their effective size) to depend 
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on temperature, so a more sophisticated model would be required to incorporate this in a 
consistent fashion. The method used for enumerating the chain configurations is compu-
tationally expensive and so limits the feas ible chain lengths. Given that the variation of 
geometry is the primary focus of our at tention , we have used chain lengths of 8, 10 and 12 
monomers. (A chain of length m has m - 1 CH2 groups and 1 CH3 group. ) The assump-
tion that the heads and the chains are thermodynamically independent makes it easy to 
vary the parameters that describe the head-group i.e. ACJ>, Lhgi and le. The challenge is 
to determine the values that correspond to surfactants of interest. Given the data for a 
flat bilayer we could use NMR data on the order parameters for specific surfactants to fit 
the value of ACJ> (since varying Lhgi in the flat state doesn't affect the chains). A simpler 
route is to use the interfacial area per molecule for a flat monolayer or bilayer to determine 
the corresponding value of Acp. The Lhgi parameter can be estimated from the molecular 
geometry (i.e the distance from the hydrocarbon chain at which the head-group has its 
maximum horizontal cross-section), although our idealisation of head-group interactions 
occurring in some plane makes such an estimate rather approximate. Lhgi is varied from 
1.0 to 5.0 A with a standard value of 2.5 A. This should be compared to the parameter D 
employed in Israelachvili, Mitchell and Ninham theory[19], the relation being Lhgi = D/2, 
and their suggested values for D of 4-6 A. For single-chain surfactants we consider Acp in 
the range 15 to 45 .4 2 ; for double-chain surfactants ACJ> in the range 35 to 65 A.2 ; for the 
case of fixed area per head-group , Acp in the range 20 to 50 .4 2. The minimum interfacial 
area per chain is about 20 A 2 , so it does not make sense to consider a hard disk area of 
much less than than this, even though Ahg can be less than Aint in some geometries. We 
consider the interfacial curvatures Ci in the range -0.08 to 0.08 it.-1 and at intervals of 
0.005 it.- 1 • This is a huge range of magnitude, since -0.08 it.- 1 corresponds to a micelle 
of radius 12.5 A. As the curvature becomes significant there are geometric limitations on 
the interfacial area e.g there must be enough total volume for the tails, and the subre-
gion near the interface must contain at least one monomer from each chain. As a result 
the chain free energy could not be properly calculated for the largest curvatures. In the 
case of electrostatic head group interactions, we consider electrolyte concentrations of 0.5, 
0.16 and 0.05 M. These span the range of validity of our model for the electrostatics, as 
discussed in the section on head group interactions. 
1.3.3 Computing the spontaneous curvature 
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Figure 1.3: Contour plot of the free energy per molecule as a. function of interfacial ge-
ometry. The surfacta.nt ha.s a. type I head group (hard disk) with dose-packed area. of 42 
A.2 , £h9i = 2.5 A , a.nd double chains of length 12. The a.xes are for the two principal 
curvatures of the interface, and the regions are as indicated. The contours are equally 
spaced 
For a. monolayer with specific parameters we have the free energy per molecule a.t a. set 
of points in the c1 - c2 plane. (A typical contour plot is shown in figure 1.3). To find 
the position of the minimum free energy per molecule ( which gives us the spontaneous 
curvature ) we need to fit a surface to the points. We use a. le~t-squares fit of polynomials 
in two variables, preserving the symmetry a.bout c1 = c2 . As the number of points used in 
the fit increases, the degree of the polynomial must also increase to ensure the accuracy 
of the fit in the region of interest. A "goodness of fit" criterion is required. This is 
supplied by estimating the error in the free energy data. a.nd then using a. x2 characteristic 
to compute the the probability of the fit(60]. In practice we employed a general second 
degree polynomial in two variables , and computed the weighted average of the position of 
the minimum obtained from the best five fits. Th.is approach also yields an error estimate 
for the spontaneous curvature. 
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1.3.4 Location of surface of inextension 
Given our use of statistical mechanics, the free energy per molecule is a more natural 
quantity than the free energy per unit area, but we employ the latter to allow a compar-
ison with continuum results. The theory of elasticity applied to thin shells predicts the 
position of a surface within the shell which experiences no change in the area metric for 
small deformations. It is often called the neutral surface or the surface of inextension. 
Attempts have been made to estimate the position of such a surface for deformations of 
surfactant aggregates[61] . The position of the neutral surface is a function of the interfacial 
curvatures, so for the sake of clarity we define the "basic surface" as the neutral surface 
for the spontaneously preferred geometry. For the case of fixed area per head-group the 
basic surface is by definition at the plane of the head-group interactions. For the hard-disk 
cases we determine an equilibrium interfacial area per molecule in each geometry, so the 
area per molecule at any position within the aggregate follows from parallel surface theory. 
Thus we seek the distance normal to the interface at which the area per molecule has a 
local minimum when the aggregate geometry is that of minimum free energy per molecule. 
One approach is to write the interfacial area per molecule at a distance x normal to the 
interface as 
(1.15) 
where positive xis into the chain region from the water-chain interface, and the dependence 
on geometry is shown explicitly. If Amo/ has a local minimum at Ci = c? (for i = 1, 2) and 
we assume c? = c~ then 
(1.16) 
The first solution corresponds to the centre of curvature of the interface, and the second 
to the position of the basic surface that we are seeking. 
In practice the derivatives of A int( c1 , c2 ) must be computed numerically, which is an 
inherently ill-conditioned process. A more stable method is to compute the position of 
the minimum area per molecule at various values of x, and then interpolate to find x such 
that the minimum occurs at (c?, c~). Recent work by Kozlov and Winterhalter [62, 63] 
has shown that for an arbitrary dividing surface there are in general six elastic moduli : 
the two bending moduli, the area compressibility modulus and then three related moduli 
which correspond to a mixture of bending and stretching ( a mixed deformation). The 
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neutral surface is then defined as the plane within the aggregate at which the moduli of 
mixed deformation vanish. This is equivalent to our definition. They point out that the 
bending moduli depend on the location of the neutral surface, and they derive a formula 
which relates its location to the three moduli . 
1.3.5 Bending moduli 
The continuum theory treats the aggregate as a single surface, which it identifies with 
the surface of inextension. Having located this basic surface as above, we convert the free 
energy per molecule to a free energy per unit area at that surface. The only consistent 
procedure is to compute the area per molecule at the basic surface in the spontaneously 
preferred geometry, and then divide the free energy per molecule through by this constant 
value ( even though the area per molecule at the basic surface changes as the monolayer 
curves away from its preferred geometry ) . The correctness of this approach can be seen 
by taking a model system with a simple expression for the free energy, locating the basic 
surface and obtaining the bending moduli ( an illustration of this is given in the Appendix). 
If the spontaneous curvature is co and there is an error 6 in our estimation of the position 
of the basic surface, then the proportional error in the value of the constant area is 
( 1 + 2co6 + ( c0 6)2)- 1 . So for c0 = -0.05A- 1 and 6 = 0.5A ( which are about the maximum 
magnitudes ) , the error is 5%. Thus the bending modulus is not too sensitive to the position 
of the basic surface. 
It is important to ensure that we are bending without stretching i.e. that as the ag-
gregate is deformed, we are not moving away from the equilibrium area per molecule, 
since this is energetically expensive, and would result in an overestimate of the moduli for 
bending alone. We have computed the equilibrium area per molecule in each geometry. 
This is needed in order to locate the basic surface ( as explained above). It is not necessary 
that the area per molecule at the basic surface be fixed ( which would be physically arti-
ficial) , only that it be stationary for small deformations. In the last part of the appendix 
we show that keeping the area per molecule at the basic surface strictly fixed produces 
the same result to second order as in the above procedure where the derivative of free 
energy with respect to that area is zero. Thus we observe the constant area requirement 
of the continuum theory, and the moduli we obtain are indeed those for bending without 
stretching. 
We then fit a surface to the points in the vicinity of the free energy mm1mum and 
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extract the relevant coefficients. The procedure is similar to that used for finding the 
spontaneous curvature. It is well known that obtaining the coefficients of a fitting poly-
nomial is much less stable than evaluating that polynomial at a point , so we use the 
probability of fit to estimate the errors. Tests on synthetic data (e.g values of a polyno-
mial of two variables with some noise) indicate that this is a reliable method for obtaining 
the coefficients. 
Having fitted the surface with a polynomial (taking the origin at the free energy mini-
mum) we examine the terms to quadratic order and find the principal axes of the quadratic 
form. This gives us the two bending moduli. In principle we could examine the higher or-
der coefficients of the fitting polynomial to quantify the divergence from purely quadratic 
behaviour, but in practice these coefficients are not numerically reliable. The results pre-
sented show some noise, which is largely due to the underlying discreteness of the lattice 
for chain conformations. 
1.4 Results 
1.4.1 Typical case 
Figure 1.3 shows a contour plot of the free energy per molecule in the case of a hard disk 
model for the head group , with Lhgi = 2.5A, Acp = 42A2, and double chains of length 
12. The axes are the principal curvatures c1 and c2 , so the regions are as labelled e.g. 
c1 > 0 and c2 > 0 corresponds to a state approaching inverse micelles. There is of course 
a symmetry about c1 = c2 since one can always relabel the principal curvatures. If Eq. 
1. 1 was valid for all Ci values then the contours would be concentric ellipses and there 
would be a symmetry about ct = -c2 . However in Fig. 1.3 this symmetry only exists 
out to at most 0.02A.- 1 from the minimum free energy (i.e. the spontaneous curvature, 
which for this choice of parameters is close to the flat state where c1 = c2 = 0). This gives 
some idea of the limit of validity of the Helfrich form for monolayers, and this limit is 
fairly consistent for a range of parameter values. The lack of symmetry is to be expected, 
since the nature of the head-head interaction is quite different from that of the chain-chain 
interaction. 
Note that the minimum free energy occurs on the line c1 = c2 (as assumed in Eq. 1.1), 
and this was found in all the systems examined. There is no immediate reason why the 
symmetry should be broken, although in a bilayer case it can occur. 
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Figure 1.4: Components of the free energy along the line c 1 = c2 in the contour plot. Filled 
squares are the total free energy per molecule; open squares are the chain free energy and 
filled circles are the free energy of the head groups and the interfacial contribution per 
molecule combined 
Figure 1.4 gives a cross-section of the contour plot of Fig. 1.3 along c1 = c2 , and shows 
the components of the free energy. The change in chain free energy as curvature varies is 
comparable to the change in free energy of the head group and the interface. This exposes 
the difficulties inherent in previous work[57, 59, 58] which did not use a quantitative model 
for the head group interactions, so that although the chain free energy is comparable to 
earlier results, the total free energy per molecule is quite different. 
Figure 1.5 gives the areas of cross-section per molecule for geometries along the c
1 
= c2 
line for this same surfactant. Once the interfacial area per molecule is specified, the area 
per molecule at any other plane in the aggregate is specified by a geometric relation. One 
sees that due to the magnitude of the interfacial tension, Aint varies very little near to 
the free energy minimum ( which for this choice of parameters is at c1 = c2 = 0), whereas 
Ah
9 
is much more variable. The area per molecule at the neutral plane is also shown. 
By construction the position of the minimum area at this level should coincide with the 
position of the free energy minimum. 
Figure 1.6 shows the results for the bending moduli as we vary ACJ1 and keep the other 
parameters fixed. For convenience the modulus we calculate is actually kc+ ½kc (the upper 
curve), and the three lower curves show the respective contributions to this modulus from 
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is for areas taken at the interface ; the dashed line is for areas at the plane of the head 
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Figure 1.6: The bending moduli of a surfactant with a type II head group ( electrostatic 
and steric) with 0.5 M salt, Lhgi = 2.5A, and double chains of length 8, as a function of 
the close-packed area per head group. The upper dotted curve is the sum of the splay 
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Figure 1. 7: Variation of the average bending moduli for single-chain surfactants as a 
function of chain length for Lhgi = 2.5A. The upper curves with filled symbols are the 
splay modulus and the lower curves with open symbols are the Gaussian modulus. Each 
point represents the modulus averaged over a range of head group sizes, since it was found 
that the dependence on head group size is weak. Squares are for type I head groups 
(steric only); circles are for type III head groups (fixed area); diamonds are for type II 
head groups (electrostatic) with 0.5 M salt; deltas are for type II with 0.16 M salt; nablas 
are for 0.05 M salt.The standard deviation of the averaging is 0.5kT for the splay modulus 
and 0.2 kT for the Gaussian modulus. 
the interfacial term, the chains and the head group. There is only a weak increase in 
the total bending modulus as we go to larger head groups. The work of Szleifer and 
others(57, 59, 58] (using a fixed interfacial area per molecule) found a stronger dependence 
on the choice of interfacial area, but at smaller areas than those considered here. The 
behaviour of our model seems to be a consequence of the fluidity of both the heads and 
the chains, since the increase in the chain contribution with area is offset by the decrease 
in the sum of the contributions from the interface and the head group. In the absence of 
a strong trend, for later results we present the average of kc over a range of Acp values, 
and indicate the standard deviation of the averaging. 
1.4.2 Bending moduli 
Figure 1. 7 shows the variation of the average bending modulus with chain length, for 
single chain surfactants with various types of head groups. It is immediately apparent that 
the effect of including electrostatics is to decrease kc, and it also decreases slightly with 
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Figure 1.8: Variation of the average bending moduli for double-chain surfactants as a 
function of chain length for Lhgi = 2.5A. The upper curves with filled symbols are the 
splay modulus and the lower curves with open symbols are the Gaussian modulus. Each 
point represents the modulus averaged over a range of head group sizes, since it was found 
that the dependence on head group size is weak. Squares are for type I head groups ( steric 
only); diamonds are for type II head groups (electrostatic) with 0.5 M salt; deltas are for 
type II with 0.16 M salt; nabla.s are for 0.05 M salt.The standard deviation of the averaging 
is 0. 7 kT for the spiay modulus and 0.2 kT for the Gaussian modulus. 
concentration as well. This initially seems counter-intuitive because we are used to working 
with a fixed area per head group. Closer investigation shows that as the concentration 
decreases and the range of the electrostatic interaction increases, for a given surfactant 
the area per head group increases. The net effect is that the head groups interactions 
become 'softer', which explains the decrease in kc, More extensive runs over a large range 
of concentration (while keeping the other parameters fixed) show that the total decrease 
in kc from high salt to low salt is about 0.5kT, which is only a little larger than the typical 
numerical errors, so it is a weak effect. The ratio of -kc/ kc is in the range 0.20 to 0.35 
for all except type III head groups, for which it is in the range 0.05 to 0.015. For the 
limited range of chain lengths examined, the dependence on chain length is strongest for 
type I head groups, but we are still not in the power law regime that has been suggested 
for longer chains. 
Figure 1.8 shows the curves for double chain surfactants, and again the increase of kc 
with chain length is most pronounced for type I head groups. The kc values are comparable 
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Figure 1.9: Variation of the average bending moduli for single-chain surfactants as a 
function of Lhgi, the distance from the interface to the plane of the head group interactions, 
for a chain length of 10. The upper curves with filled symbols are the splay modulus and 
the lower curves with open symbols are the Gaussian modulus. Each point represents the 
modulus averaged over a range of head group sizes, since it was found that the dependence 
on head group size is weak. Squares are for type I head groups (steric only); circles are 
for type III head groups (fixed area); diamonds are for type II head groups (electrostatic) 
with 0.5 M salt; deltas are for type II with 0.16 M salt; nablas are for 0.05 M salt. The 
standard deviation of the averaging is 0.5 kT for the splay modulus and 0.2 kT for the 
Gaussian modulus 
to the single chain surfactants at length 8, but become larger for length 12. On the other 
hand the kc values remain much the same. One consequence is that the ratio of -kc/ kc 
drops from about 0.30 at chain length 8 to about 0.20 at length 12. 
The dependence of the moduli on Lhgi is shown for in Fig. 1.9 for single chain sur-
factants and in 1.10 for double chain ones. The variation in kc values is generally weak 
except in the case of type III head groups, which is to be expected, since the fixed area 
assumption means that the geometry of the head groups should be significant. 
Some runs were also done to vary the value of the surface tension from 50 dyne/cm. 
For a single chain surfactant of length 10 with Lhgi = 2.5.A the variation was about 0.2 kT 
per dyne/cm for kc and -0.05kT per dyne/cm for kc. Since the surface tension is the only 
force acting to reduce the area per molecule, we would expect a larger surface tension to 
result in smaller areas and larger bending moduli. 
Considering both the typical numerical errors and the uncertainty in our estimate of 
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Figure 1. 10: Variation of the average bencling moduli for double-chain surfactants as a 
function of Lhgi, the distance from the interface to the plane of the head group interactions, 
for a chain length of 10. The upper curves with filled symbols are the splay modulus and 
the lower curves with open symbols are the Gaussian modulus. Each point represents the 
modulus averaged over a range of head group sizes, since it was found that the dependence 
on head group size is weak. Squares are for type I head groups (steric only); cliamonds 
are for type II head groups (electrostatic) with 0.5 M salt; deltas are for type II with 0.16 
M salt; nablas are for 0.05 M salt. The standard deviation of the averaging is 0.5 kT for 
the splay modulus and 0.2 kT for the Gaussian modulus 
the surface tension, the overall uncertainty in the bending moduli should be no more than 
1 kT for kc and 0.25 kT for kc i.e. about 20%. 
1.4.3 Spontaneous curvatures 
Figure 1.11 shows the superimposition of plots of spontaneous curvature against the 
interfacial area per chain for single and double chain surfactants of all types of head groups 
for Lhgi = 2.5A and chain length 10. There is a remarkable degree of coincidence, the 
outlying curves being for fixed area per head group (the limit of "hard" interactions) and 
for electrostatics with low salt ("soft" interactions). This is a significant observation for 
the surfactant parameter model, since it suggests that at fixed chain length the interfacial 
area directly gives the spontaneous curvature. 
Figure 1.12 gives the variation of these plots with chain length for Lhgi = 2.5A. and 
showing only the curves for type I head groups with single and double chains attached. 
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Figure 1.12: Spontaneous curvature as a function of the interfacial area per chain for chain 
lengths 8, 10 and 12. The curves for each chain length are for type I head groups with 
single chains and with double chains. The maximum error in the spontaneous curvature 
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Figure 1.13: Spontaneous curvature as a function of the interfacial area per chain for L hg i 
= 1.5, 2.5 and 3.5 A. The curves for each Lhgi value are for type I head groups of single 
and double chains. The maximum error in the spontaneous curvature is 0.002it.- 1 , and 
the average error is less than O.OOOlA.- 1 
It is apparent that chain length also has a direct relationship to spontaneous curvat ure, 
longer chain molecules preferring geometries curved more towards the water region. 
Figure 1.13 shows the variation with Lhgi for n = 10 and double-chain surfactants. 
The head group geometry is again significant in determining the preferred local curvature, 
"thicker" head groups preferring geometries curved more towards the chain region. 
1.4.4 Area per head group 
Figure 1.14 shows the relationship bet ween A cp ( the close-packed area per head group) 
and Ahg (the equilibrium area per head-group) for chain length 10, Lhgi = 2.5A and a 
range of types of head group , with the results for single and double chains being shown 
together. The curves are quite linear and the ratio Ahg /Acp (a measure of the amount of 
free space between the head groups ) decreases with Ahg , with a minimum value of about 
1.5 for the largest head groups. The corresponding ratio is 1.31 at the freezing density 
and 1.05 at random close-packing ( and by definition is 1 at hexagonal close-packing), so 
the densities we obtain are in the correct regime for our equation of state i.e. they are 
below the freezing density. 
We assumed initially that the two chains in a double-chain surfactant are independent . 
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Figure 1.14: Area per head group a.s a. function of hea.d group size for surfactants with 
£hgi = 2.SA. a.nd chain length 10. The results for single a.nd double cha.in surfactants a.re 
shown together. The solid line is for type I hea.d groups (steric); <la.shed line for type II 
hea.d groups (electrostatic) with 0.5 M sa.lt; dotted line for type II hea.d groups with 0.16 
M sa.lt, a.nd the dot-da.sh line is for type II hea.d groups with 0.05 M sa.lt. 
Thus qua.lita.tive differences in behaviour from single-cha.in surfactants within our model 
a.rise from the form of the head-group free energy. 
Given a. single chain surfactant with a head group of size ACJ'(3), we now seek a. double 
cha.in surfactant with a. head group of size AC?( d) ( and in other respects the same) which 
results in the same spontaneous curvature. We can use the analytic form for the head 
group pressure to predict the correspondence. For example, from the Ca.rnahan-Sta.rling 
equation of state for type I hea.d groups ( which is a. less accurate nea.r close-pa.eking 
density), we arrive a.t the relation 
(1.17) 
This agrees well with the results from the more sophisticated form of the pressure in Eq. 
1.3. This should be compared with the prediction from the fixed area per head group 
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Figure 1.15: Distance of neutral plane from interface (into the chain region ) as a function 
of chain length. The filled symbols are for single chain surfactants and the open symbols 
for double chain surfactants. Squares are for type I head groups (steric only) ; circles are 
for type II head groups {electrostatic) with 0.5 M salt; diamonds are for 0.16 M salt; deltas 
are for 0.05 M salt. Average errors in the neutral plane distance are 0.2 A 
model that AcP(d) = 2Acp(s). 
The correspondence between single and double chain surfactants discussed here only 
relates to the spontaneous curvature and does not hold for the bending moduli , as is clear 
from comparing Figs. 1. 7 with 1.8. 
1.4.5 Position of the neutral surface 
The significance of this surface is discussed in section 1.3.4. Its position indicates the 
relative stiffness of the head groups, the chains and the interface. In the limiting case of 
type II head groups ( very stiff) the neutral surface coincides with the level of head group 
interactions. For "soft" head group interactions the neutral surface is found well into the 
chain region. Its position is not found to depend much on head group size, so as in the 
analysis of bending moduli we average the positions found across the range of Acp values 
and give the standard deviation of this averaging. 
Figure 1.15 shows the dependence on chain length for Lhgi = 2.5A and chain length 
10, the vertical axis being the distance of the neutral plane into the chain region from 
the water-hydrocarbon interface. The immediate observations are that the double chain 
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Figure 1.16: Distance of neutral plane from interface (into the chain region) as a function 
of Lhgi , the distance from the interface to the plane of the head group interactions. The 
filled symbols are for single chain surfactants and the open symbols for double chain 
surfactants . Squares are for type I head groups ( steric only); circles are for type II head 
groups (electrostatic) with 0.5 M salt; diamonds are for 0.16 M salt; deltas are for 0.05 M 
salt. Average errors in the neutral plane distance are 0.2 A. 
surfactants have relatively stiffer head groups than their single chain counterparts, that 
in lower salt the head groups become "softer" ( as earlier discussed, the interfacial area 
increases ), and that longer chains are not much stiffer than shorter ones (there is a marked 
increase between 8 and 10, but little between 10 and 12). 
Figure 1.16 shows the dependence on Lhgi for chain length 10 (which is weak between 
2.5 and 3.5 A) and confirms the above observations on double vs single and on electrolyte 
strength. 
1.4.6 Comparison with surfactant parameter model 
The surfactant parameter model has been successful in predicting the behaviour of a range 
of surfactant systems[20, 64] . The two major assumptions are : 
• chains pack normal to the interface at a fixed density, and so have a well defined 
volume v. 
• chains of fixed length can be characterised by a critical length le independent of the 
size of the head group or the type of interactions. 
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In an aggregate the chains pack in a way that accommodates the molecular geom-
etry, specified by the "surfactant parameter" v/( Aintle), with entropy favouring smaller 
aggregates. 
The first assumption is now well-established for the chain region of bilayers . The 
theoretical work of Harris and Rice on monolayers at an air-water interface suggests that 
at high surface densities the chain pack at a nearly constant density. Our calculation 
assumes that in monolayers the chains pack at constant density except where the oil 
penetrates. 
To test the second assumption, we need a suitable definition for le, The original 
theory was for water/surfactant systems, and as such considered only closed shapes such 
as spheres, cylinders and bilayers. In order to extend to our monolayer model, we assume 
that the curvature of the interface is such that at the given A int the chain volume, denoted 
Ve, occupies the region out to a distance le from the interface. We also assume that the 
preferred curvature lies on the line Ct = c2 , as discussed in section 1.4.1, and we use the 
same sign convention as before i.e. positive curvature is towards the water region. These 
assumptions lead to the relation 
(1.18) 
Taking the Ct and A int values from our results, we can use this equation to obtain le, Thus 
we define it by fitting the data rather than by a direct property such as the average chain 
extent. The interest is then in how constant this le value is for fixed chain length as the 
details of the head group vary. 
Observe again from Fig. 1.11 that the curves of spontaneous curvature vs interfacial 
area per chain are very similar for different types of head groups. Since we have defined le 
as a function of Ct and Aint (Eq. 1.18) , it follows that le does not depend strongly on the 
type of head group, but may depend on the interfacial area. For each type of head group 
we calculate the average and the standard deviation of le over the range of interfacial 
areas. Figure 1.17 shows the average le for double chain surfactants (with Lhgi = 2.5A). 
The standard deviation in each point is of the order of 0.03. We see that for double chain 
surfactants le is remarkably constant for fixed chain length as the head group details vary, 
confirming the second assumption . Thus our model demonstrates the predictive power of 
the surfactant parameter theory. 
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Figure 1.17: Average values of le ( the critical chain length in the surfactant parameter 
model required to give the observed spontaneous curvature) as a function of chain length 
for four type of head groups with Lhgi = 2.5A and double chains: filled squares for type 
I head groups; open squares for type III; filled circles for type II with 0.5 M salt; open 
circles for type II with 0.16 M salt ; filled diamonds for type II with 0.05 M salt. The 
standard deviation of each point is about 0.03 A 
The dependence of le on Lhgi is shown in figure 1. 18 for chains of length 10, and again 
averaging is done over the range of interfacial areas for each kind of head group. The 
variation in le with Lhgi is more significant than that between different types of head 
groups, confirming that geometric aspects are paramount. 
The equivalent results for single chain surfactants show more variation, especially at 
large spontaneous curvatures ( corresponding to small micelles) for which a more careful 
calculation is needed. 
1.5 Discussion 
A comparison with specific surfactants requires us to determine appropriate values for A ep 
. Analysis of lateral pressure-area for PC monolayers at the heptane-water interface has 
led to an estimate of a hard disk area of 40 .42 [44]. This is based on the first three virial 
coefficients, and so is only a rough guide. Experimentally determined values of Ahg or 
Aint are an easier route, since these can be compared directly with model values. We have 
shown that Aint does not vary too much near the preferred curvature, and that changing 
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Figure 1.18: Average values of le ( the critical chain length in the surfactant parameter 
model required to give the observed spontaneous curvature) as a function of Lhgi for four 
type of head groups with chain length 10 and double chains : filled squares for type I head 
groups; open squares for type III; filled circles for type II with 0.5 M salt; open circles 
for type II with 0.16 M salt ; filled diamonds for type II with 0.05 M salt. The standard 
deviation of each point is about 0.03 A 
the chain length has only a weak effect. Thus experimental values ( e.g. from micelle 
aggregation numbers, assuming a spherical shape) should be fairly robust. Typical values 
for short single-chain surfactants are 45 - 65 A 2 and 50- 70 A 2 for double chain surfactants. 
On these figures we see from Fig. 1.11 that monolayers of single chain surfactants tend 
to be strongly curved towards the chains, whereas monolayers of double chain surfactants 
tend to be nearly flat, or in some cases curved towards the heads . This is one example 
of the qualitative differences in the behaviour of single and double chain surfactants . In 
general we find that the double chain surfactants have higher kc values and the head 
groups are relatively much stiffer, since they are more tightly packed. These differences 
arise out of the way the head group free energy scales with Ah9 . 
Measurements of kc values have been done on bilayers of various double chain surfac-
tants. There are still some methodological difficulties but typical values for egg lecithin 
are in the range 20 - 30 kT[65, 66, 67] . Bilayers involving glyceride chains may have 
values as low as 5 - 10 kT[68]. It is well known that addition of a cosurfactant can cause 
a dramatic lowering of kc[58, 69] . Measurements of "fluctuation" forces between swollen 
lamellae of sodium dodecyl sulphate (with pentanol as a cosurfactant) suggest values of 
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0.5 - 2 kT[70, 11, 14]. In order to relate these to monolayer work, we can use the ap-
proximation tha.t a. bilayer be considered as two monolayers, and a continuum mechanics 
approach ( assuming independence of the monolayers) yields the result tha.t kc for the bi-
layer should be twice kc for the monolayer[71]. Preliminary work on bilayers using our 
model suggests tha.t this should be treated with suspicion, as the corresponding result for 
the Gaussian modulus is found to be inaccurate and indeed the bilayer may not be spon-
taneously flat . With these provisos , estimates of kc for an "equivalent" monolayer would 
be in the range 10 - 15 kT . This is consistent with our results (which are for somewhat 
shorter chains), although a complete bilayer model and more experimental data would be 
needed to confirm it. 
There have been predictions of a strong dependence of kc on chain length , albeit for a 
fixed interfacial area per chain[59, 72] . This is not seen in our simulation, although three 
points is hardly enough for a proper comparison, especially as we would expect very short 
chains to be somewhat different. Indeed the evidence of Fig. 1.7 is that the type of head 
group must be taken into account . · Some experimental work has been done on 
the effect on kc of varying the electrolyte concentration ( for charged head groups )[73] but 
the results are not conclusive. Theoretical work on charged surfaces with a fixed charge 
density <J suggests that the contribution to the bending moduli is of the order of kT or 
less[74] , and that the effective bending modulus should scale as <J2 A~ , where Ad is the 
Debye length(75]. The further question that must be answered is how <J depends on Ad. 
Our prediction is that <J decreases slightly with Ad , and that kc increases very slightly as 
the salt concentration increases ( although our results are limited by numerical error , since 
the effect is weak). 
The theoretical work most akin to ours is that of Szleifer, Kramer, Ben-Shaul, Gelbart 
and Safran[57, 59] . They use a similar model for the chains in the monolayer, and argue 
that the bending moduli are determined primarily by the chains, so that they then take 
the interfacial area per molecule as fixed and neglect the head group contributions, taking 
the neutral plane to lie at the interface. The disadvantage of their approach is that one 
cannot a priori obtain the spontaneous curvature. They then use the pressure profiles in 
the planar state to obtain the bending moduli. This however requires the assumption that 
the free energy does have a quadratic form away from the free energy minimum (since the 
planar state may be far from the spontaneous curvature). Our results show that this is not 
reliable, since the cases with fixed area give a large spontaneous curvature. The values of kc 
38 
they obtain are significantly larger than those obtained from our model with type III head 
groups ( although our fixed area is at the plane of the head group interactions, whereas 
their fixed area is at the interface). They also apply their model to bilayers, for which one 
expects a zero spontaneous curvature, so the planar calculation should be adequate. The 
question of free and blocked exchange is dealt with via a coupling parameter. However 
the neglect of the head group interactions ( and the assumption of a fixed interfacial area 
per molecule) is again a limitation , and may produce qualitatively different results as it 
does in the monolayer case. It is not clear how the area per molecule on both sides of the 
bilayer would vary with curvature for more realistic head-group interactions. 
Other theoretical estimates can been made of the ratio -kc/ kc. The profile and free 
energy of long chain polymers grafted to a surface have been obtained by Milner and 
Witten[72] , and in this case the ratio is 4/15 for brushes at "melt" density, independent 
of chain length. This is consistent with the values that we obtain for most head group 
types, but not for the case of fixed area per head group, when the value is about a third 
of this. However the method assumes a fixed surface density, and it is doubtful whether a 
long chain theory will apply to chains as short as these. The position of the neutral surface 
is difficult to ascertain by direct means, but in a recent paper Rand, Fuller, Gruner and 
Parsegian[61] analyse an experiment on the hexagonal phase of phospholipids and conclude 
that the spontaneous curvature is around 0.03 ,4.- 1 (i.e. curved towards the water) and the 
neutral plane is about 30% of the way into the chain region. This is consistent with our 
values of 20-30% for double chain surfactants. Our results show a significant difference 
in this regard between single and double chain surfactants, and a noticeable difference 
between the various kinds of head groups. 
1.6 Conclusion 
The introduction of a quantitative model for head group interactions and the explicit 
inclusion of geometric effects are definite advances, and enable us to remove the artificial-
ities of a fixed interfacial area per molecule and a restriction to a planar geometry. Both 
the size and position (i.e. the distance of the plane of interactions from the water-chain 
interface) of the head group are shown to be important parameters in a molecular model. 
Spontaneous curvature is then found to be essentially a function of interfacial area per 
chain, independent of the type of head group interactions. This "universal" behaviour is 
probably the most interesting result . We have shown that the chains can then be charac-
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terised by a length le which depends only on the number of monomers, and is independent 
of the details of the head group interactions. This confirms the validity of the geometric 
theory based on the surfactant parameter. 
The continuum analysis of bending energy is found to be locally valid for monolayers , 
as one would expect, but cannot be assumed to hold far from the minimum free energy. 
Our approach shows that it is sensible to use a form such as Eq. 1.1, which recognises the 
physical significance of the spontaneous curvature instead of treating it as a mathematical 
abstraction. 
The bending moduli do not depend strongly on the size of the head group , but increase 
t\r.a"' 
with the chain length. The moduli for electrostatic head group interactions are less those 
4 
for purely steric head group interactions, and for 1: 1 electrolyte are found to have a weak 
dependence on concentration in the range 0.05 M to 0.5 M. 
Qualitative differences between single and double chain surfactants are accounted for 
on the basis of the scaling of the head group free energy with size. 
Our values of the bending moduli , the spontaneous curvature and the neutral plane 
position are consistent with experimental values. However a closer comparison depends 
upon an extension of our model either to bilayers (to compare with measurements on giant 
vesicles ) or to mixtures of long and short chain surfactants ( to compare with some of the 
microemulsion data). Further refinements are constrained by computational complexity 
( at least in the chain region ). The most useful extension would be to the full bilayer 
case with free lateral diffusion[71]. As indicated, we have done preliminary studies in that 
direction , and Szleifer and coworkers have made progress with a more restricted model. In 
the case of a symmetric bilayer i.e. one for which the midplane has zero mean curvature, 
it should follow that the area per molecule at the two interfaces will be the same. This 
symmetry allows a simple extension of our procedure to the computation of the Gaussian 
modulus for bilayers, since the chain profile from each side will be the same. The immediate 
observation is that it is much larger in magnitude than for the monolayer case, and that 
it does not obey the simple prediction from continuum mechanics. However in the case of 
a general geometry for the bilayer, the area per molecule need not be the same on both 
sides, and so the calculation must be extended to allow both areas to vary and the chain 
profiles to differ. 
Although it predicts a locally preferred curvature, a molecular theory such as ours, 
which gives the local variations in free energy with geometry, is only one ingredient in 
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a prediction of the preferred structures and properties of surfactant aggregates . Other 
factors include the amounts of oil / water present and the effects of entropy, for which a 
proper global treatment is needed. 
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Chapter 2 
An Effective Linear Theory of 
Bulk Electrolytes 
2.1 The Motivation and the Mission 
The understanding of intermolecular forces is foundational to theoretical chemistry. With 
the rise of quantum mechanics in the 1920's it became clear that all such forces are 
essentially electrostatic in origin. Were it practicable to solve the Schrodinger equation 
for systems of arbitrary complexity, then the forces could be treated in a unified framework 
and the relationship of physics to chemistry would be clearer. But at the present stage 
of knowledge, it is convenient to categorise the "different" forces e.g. short-range and 
long-range forces. This chapter focuses upon forces that are purely electrostatic in origin 
( arising from the Coulomb force between charges, permanent dipoles etc) as distinct from 
polarization forces ( arising from induced dipole moments) and other forces of a quantum 
mechanical nature ( such as covalent bonds and exchange interactions) [76] 
Electrolytes are a key example of systems in which such purely electrostatic forces 
are dominant, and the elucidation of their properties is vital to many areas of colloid 
science and as well as biophysics [77] . For this reason they have been the subject of 
scientific attention throughout this century. Although phenomenological theories abound, 
the necessary goal of any accurate theory is to use the apparatus of statistical mechanics 
to derive the properties of the electrolyte from the intermolecular potential. So there are 
two parts to the problem: firstly we must formulate a correct model for the potential, and 
secondly we must overcome the mathematical difficulties within the statistical mechanics 
which arise because of the long-range nature of the ion-ion interaction. 
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But when we have conquered the problem (within some approximation), the task then 
remains of understanding the physical meaning of the results, and making them available 
in a useful form. Here again there is a fru strating gap between the accuracy and obscurity 
of numerical approximations and the inaccuracy and simplicity of analytical ones. The 
work in this chapter attempts to bridge that gap by analysing the behaviour of an accurate 
numerical theory in terms of its asymptotic properties. The initial trick is to recast the 
theory in a linear form, with the nonlinearities gathered together in "effective" charges and 
decay lengths. This is a helpful tool because the equations are now in terms of physically 
transparent quantities, so that the fundamental properties are more easily understood. 
Applying this theory to the numerical approximation, we can extract the values of these 
effective coefficients, and so arrive at a usable "analytic" form for the asymptotic behaviour 
of the pair correlation functions and the potential. Chapter 3 carries this project into the 
theory of the electrical double layer i.e. an electrolyte in contact with a charged surface, 
where we obtain an effective charge that completes the asymptotic description of the 
potential. As we shall see, the extension to double layers is just a particular limit of the 
bulk case we consider here. The basic idea of the effective linear formulation is not of 
course original, as it has often been found that the simpler theory gives good results if the 
parameters are fitted, but we carry it to a new level of analytical rigour and numerical 
accuracy. 
2.2 The Models 
In devising a suitable representation of an aqueous electrolyte, we must first decide how 
to treat the water molecules as well as the ions, and then decide on the form of the 
intermolecular potentials. Current interest has shifted more towards the second problem 
[78]. 
2.2.1 The Hamiltonian 
We can classify the kind of model by the level of detail used in the Hamiltonian on which 
we base the statistical mechanics (79] . The most precise Hamiltonian is the Schrodinger 
level, where the particles are nuclei and electrons. Here the potentials are strictly pair-
wise additive. Calculations at this level have been used to obtain the pair potentials for 
molecular species in the solution [80, 81], but considerable accuracy is required. 
A simpler approach is at the Born-Oppenheimer level, where the particles are solvent 
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molecules and solute molecules. In the case of aqueous electrolytes, we require a suitable 
potential for water molecules. A range of models have been devised, from the sophisticated 
ones based on Schrodinger level results to the more simplified kind such as the ST2 model of 
Rahman and Stillinger (82), where the parameters are chosen to give water-like properties , 
to the most tractable ones such as hard spheres with embedded point dipoles. For the 
ions, one can use a Lennard-Jones 6-12 or a hard sphere potential plus a Coulombic term. 
Usually the potentials are assumed to be pairwise additive, although this is no longer 
strictly true. Non-additivity can allowed for by the use of polarizable water molecules. 
A model at the BO level allows one to calculate the free energy of ionic salvation, and 
to investigate the water structure around an ion [83]. The charge on the ion affects the 
orientation of water molecules in the first layer and beyond, so that there are oscillations 
in the polarization density. The structure of this solvation sheath also causes oscillations 
in the potential of mean force between two ions. 
The most accurate results in this area are those of Patey and co-workers [84, 85, 86, 87]. 
Their model consists of charged hard spheres in a solvent of hard polarizable multipolar 
particles with water-like parameters. They show that in 1:1 electrolytes, structural features 
of the correlation functions depend strongly on the diameter of the ions. The short-range 
behaviour of the ion-ion correlation functions is of course dominated by the molecular 
nature of the solvent. Ion diameter has a strong effect with smaller ions such as Na+ 
causing a greater disruption of the solvent structure. 
A further level of simplification of the Hamiltonian is McMillan-Mayer theory, which 
incorporates all the solvent effects into the effective potential between the ions. The 
asymptotic tail of this potential is just the Coulomb interaction with a dielectric constant 
equal to that of bulk water. As an approximation this asymptotic form is assumed to apply 
at all distances (88, 89]. It is usual to assume pairwise additivity. However, because we 
have averaged over the solvent molecules, this assumption is more questionable, and for 
comparison with real solutions one should employ a concentration-dependent dielectric 
constant (90]. Another consequence of solvent-averaging is that the ion-ion potentials 
are temperature dependent ( via the dielectric constant). Note too that McMillan-Mayer 
theory works at constant temperature, chemical potential and molar concentrations, which 
need to be converted to the Lewis-Randall scheme of temperature, pressure and molal 
concentrations for comparison with reality [88, 91]. The simplest model for the ions is to 
regard them as charged hard spheres, so the solvent-averaged potential between ions i and 
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j is then 
Ui; (r ) = oo if r < ~(R; + R;) 
qiqj ' f 1 
= - 1 r > - ( R; + R ·) 47rfT 2 1 
(2.1) 
(2.2) 
where R; and Rj are the diameters of the two ions, q; and qj are their charges , and£ is the 
dielectric constant of water. Here we have chosen to work in rationalized units so t hat 
' 
factors of 41r appear in formulae involving spherical symmetry. Also£ = fr fo, where £o is 
the permittivity of a vacuum , fr is the dimensionless relative permi tt ivity, and we use SI 
units. This effective potential defines what is called the primitive model. If all the ions 
have the same diameter then it is called the restricted primitive model (RPM ). As it is the 
simplest realistic model available and has the fewest adjustable parameters, it has been 
studied in great detail , and it provides a convenient standard problem for the comparison 
of approximation methods. 
To mimic real potential more closely, the short-range hard-sphere repulsion can be 
supplemented by a decaying exponential repulsion [89] or replaced by a power law term 
[92]. Since the dielectric constant inside the ion sphere will not match that of the solvent , 
there should also be a cavity term, although this is usually unimportant. The region 
in which we expect greatest deviations from the primitive model potential is at small r 
where the solvation shells of the two ions overlap. An approach to this is the Guerney 
cosphere overlap term ,_ which has an adjustable parameter determined by comparison with 
experiment[93]. Another idea is to add a square mound potential to the ion to represent 
the solvation shell which may be disrupted when two ions come into contact [94]. Specific 
interactions such as occur in weak electrolytes can be included by having "sticky" spheres 
[91, 95, 96]. Such attempts at a "civilised" model are still near to the stone age. A less 
ad hoc approach is to use the potential of mean force at infinite dilution from a Born-
Oppenheimer model, which captures the oscillatory nature of the short-range part of the 
ion-ion potential. This gives a means of comparing McMillan-Mayer theory at the pairwise 
level with the results of the Born-Oppenheimer theory [86]. For 1:1 electrolytes there is 
in general good agreement of the radial distribution functions, except for relatively small 
ions such as Na+. 
For the remainder of this chapter we shall concentrate on the primitive model ( eventu-
ally specialising to the RPM), although it is not the most accurate approach to electrolytes , 
since we wish to test the effective linear theory on a system for which the methods of so-
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lution are well-developed. 
2.3 Approximate solutions for the primitive model 
Many of the methods applied to solving the primitive model were originally developed 
for imperfect gases and simple fluids ( where the species are modelled as having angle-
independent pair potentials ) [42]. As already observed, the long range of the Coulomb 
potential introduces major difficulties in the electrolyte case. For example, the second 
virial coefficient diverges , so that the equation of state is a non-analytic function of density. 
Numerical solutions are likewise more difficult due to the long tails of the correlation 
functions , and become more so as the valence increases. Extensive reviews already exist 
of the plethora of methods for solving the primitive model [93, 89, 79, 78, 97], so we shall 
discuss each class of techniques and their limitations and then look in detail at hypernetted 
chain approaches , which have been comparatively very successful. 
2.3.1 Simulation Methods 
Monte Carlo techniques employ random numbers to estimate multidimensional integrals , 
and so are specially applicable to computing averages in statistical mechanics. When 
correctly implemented, they provide structural and thermodynamic information that is 
free fro!Il the systematic errors introduced by theoretical approximations. In the context 
of electrolyte theory, they give a reference against which to test the validity of other 
solutions for a given model. Their main disadvantage is the computing power required to 
produce accurate results. 
Aside from the usual issues such as sampling methods, choice of ensembles, and the 
difficulties of estimating free energy and entropy [98], there are some specific problems that 
relate to the long-range potentials [99]. It is customary to simulate the particles within a 
cube and use periodic boundary conditions. This means that no information is available on 
particle correlations at separations greater than half the length of the cu be. As the range of 
the pair correlation functions in the electrolyte is inversely proportional to the square root 
of the concentration of ions, it follows that the computational resources available impose a 
lower limit on the feasible concentration for MC work. A related problem is that in order 
to estimate the configurational energy, one must take into account the interactions with 
particles outside the central box. One approach is to use a technique due to Ewald which 
considers all the images of every particle and evaluates the resulting infinite sums. Another 
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approach is to truncate the intermolecular potential at some distance, and estimate a tail 
correction. Both of these methods introduce some inaccuracies into the computation. 
Both at high densities where the electrolyte might be expected to have a phase transition 
and at low densities when ion pairing is st rong , there is also the danger of quasi-ergodic 
behaviour [100]. One further difficulty stems from the extrapolation of the pair correlation 
functions to contact ( r = R) in order to compute the osmotic coefficient. For higher valence 
electrolytes 9+-( r) varies rapidly near contact, so the extrapolation requires considerable 
care [100]. A more robust method relies on the Widom technique to compute the contact 
values. 
Although they are not infallible, the results of MC work agree closely with the most 
accurate of the other electrolyte theories over a wide range of conditions, which gives us 
confidence that none of the above problems are too serious. Other simulation data also 
exists from molecular dynamics (MD). Conventional MD techniques yield slow convergence 
of measured properties at low concentrations, since there is a large volume to be sampled. 
Modified techniques using multiple time-steps have been applied to a 2:2 electrolyte model 
with a soft core (power law repulsion)[l0l]. The pair correlation functions seem to be 
accurate, although there are some discrepancies from MC results at small separations. 
2.3.2 Potential Theories 
This approach was initiated by the classic work of Debye and Hiickel in 1923. Although 
good expositions of it exist [102] we shall give a brief outline for the sake of later comparison 
with the results of the linear theory. Arbitrarily select one ion as the reference ion, and 
label it with the subscript j . There will be a spherically symmetric average distribution 
of ions about this central ion. Use Poisson's equation to relate the local density of charge 
P;( r) at a distance r from the central ion to the electrostatic potential t/J;( r) there. 
1 d 2 dt/J; 1 ( ) 
--(r -) = --p; r 
r 2 dr dr f. (2.3) 
Use the Boltzmann equation to relate the local ion density to the potential of mean force, 
and then approximate that potential by the mean electrostatic energy, obtaining 
p;(r) = L n?qi exp(-/Jqit/J;(r)) (2.4) 
I 
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where n? is the bulk concentration of ion species i, Qi is the charge on that ion and 
(3 = 1/(kT). Substituting equation 2.4 in equation 2.3 yields a nonlinear equation for the 
potential. If (3qit/J;( r) ~ 1 for all i then we can linearize the exponential and obtain (in 
the limit of vanishing ion radius) 
1/J ·(r) = .!Jj_ exp(-11:nr) 
1 
411"€ r 
where Ki} is called the Debye length and is given by 
Kn2 =g__"noq2 
f ~II 
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Inserting this in the linearized version of equation 2.4 gives 
p ·(r) = _ q;11:'hexp(-11:nr) 
1 41r r 
(2.5) 
(2.6) 
(2.7) 
From this theory one can then derive an expression for the mean ionic activity coefficient, 
which is a measure of the deviation from ideality caused by ion-ion interactions. The 
success of Debye-H iickel theory (hereafter denoted as DH) derives from the fact that it gives 
the correct results in the limit of infinite dilution, without any adjustable parameters and in 
a transparent mathematical form. However it is only valid at very low concentrations, and 
quickly leads to unphysical results for the pair correlation functions. Some improvements 
have been made by inserting the expression for 1/; back into the nonlinear expression 
for p in equation 2.4, but the thermodynamic predictions are very inaccurate at moderate 
concentrations [103]. A simple extension of DH theory was proposed by Bjerrum, in which 
he estimated the contribution due to ion pairing [102]. This gives a good approximation for 
the deviation of the activity coefficient from the DH limiting law at very low concentrations. 
The central approximation made in the above derivation is the replacement of the 
potential of mean force by the mean electrostatic energy. The departure from superposition 
of the mean potentials of two fixed ions is described by a term known as the fluctuation 
potential. Outhwaite and co-workers have shown how this can be approximated by using 
the next order in the hierarchy of distribution functions [104, 105, 93] The closure relation 
that is used connects the potential of mean force for two ions to the corresponding mean 
energy, in the spirit of Debye and Hiickel. An approximation to the volume exclusion 
term is derived from the equation hierarchy. The resulting equations for the potential can 
then be solved numerically [93]. One of the advantages of this and similar approaches is 
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that by linearizing one can obtain analytic expressions for the corrections to DH theory. 
We shall return to these resul ts later , for in the 1: 1 case they prove to be surprisingly 
accurate. The modified Poisson-Boltzmann equation (MPB ) gives good thermodynamic 
predictions. The shapes of the pair correlation functions , including the oscillations at 
higher concentrations, are quite accurate. At low concentrations for the 2:2 case, MPB 
underestimates the short-range behaviour of 9++(r) (by comparison with Monte Carlo 
results), which implies that it does not cope with the strong correlations due to clustering 
of ions [103] 
2.3.3 Expansion theories 
Although the virial expansion of the free energy of an electrolyte fails because the leading 
terms are divergent, Mayer showed that by a reclassification of the series to cancel the 
divergences one could obtain a series in powers of the density with finite coefficients that 
depended on density ( via "-D ) . Several expositions of this material exist [88, 89, 106] , so 
we shall concentrate on the applicability of the results. The method of cluster expansions 
yields the DH expression as the leading order term, and higher coefficients are sums of 
integrals that can be conveniently written in a graphical notation, employing methods of 
topological reduction to simplify the result . A typical approach is to choose a dimensionless 
parameter that is hopefully small, and derive an expansion in that parameter. For example, 
Mitchell and Ninham [107, 108] derive the asymptotic behaviour of K. as an expansion in 
the parameter A = KDLB where LB is the Bjerrum length (this is essentially the distance 
at which the electrostatic interaction between two unit charges is equal to kT , and so is 
only dependent on the dielectric constant and the temperature of the water). Stell and 
Lebowitz [109] examine expansions in {3 * and T = KDR. 
The rearrangement of divergent series is a strategy for the brave and the brilliant. To 
quote H. C. Andersen, "Sum an infinite number of terms and hope for the best" [106]. The 
convergence properties are difficult to determine, and so one must compare the expansions 
with other accurate theories. The complexity of the terms increases rapidly, which means 
that with the terms computed one can only hope for accuracy in the low concentration 
regime. However the principle of the unreasonable utility of asymptotic estimates also 
seems to operate [110]. An example is the theory known as DHLL + B2 which combines 
the DH limiting law with the next term of the density expansion. This is again useful for 
the limiting behaviour of the activity coefficients [111]. 
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Another approach involves splitting the pair potential into the hard sphere part and 
the long-range Coulomb part , and then performing a perturbation with the hard sphere 
fluid as a reference, since its properties are accurately known . If we consider the RPM with 
the charge taken to zero, then of course h++ (r) = h+-(r). As we increase the magnitude 
of the charge on the spheres, h++ ( r ) decreases and h+-( r) increases, until finally (if the 
concentration is low enough ) we reach the DH limit. This is effectively an expansion in 
(3*, so we can also look at it as a high temperature expansion. One of the more successful 
theories of this kind is the optimized random phase approximation (ORPA) of Anderson 
and Chandler [112]. If the hard sphere reference system is evaluated via the Percus-
Yevick approximation, then ORPA is equivalent to the mean spherical approximation 
(MSA), discussed in section 2.3.4. A modification of this, known as ORPA + B~ , gives 
good thermodynamic results [103], since it effectively unites the MSA with Mayer theory 
and so reduces the deficiencies of the former at low concentrations. 
Expansion methods are easily generalised to orientation-dependent potentials and mix-
tures of molecules , so they are not specific to the primitive model or to McMillan-Mayer 
theory. While holding some promise, in the field of electrolytes they have still not quite 
justified Stell's comment that "There is no reason why one should not be able to develop 
systematic and accurate approximation schemes in the statistical theory of fluids of such 
analytic simplicity that their numerical assessment will require no more than an electronic 
slide rule , paper and pencil , or an expanse of fine sand and a pointed stick" [110]. The 
integral equation methods we consider in the next section can be related to cluster expan-
sions, and the act of solving some of these equations can be viewed as a numerical way of 
summing an infinite subset of graphs in a cluster series. 
2.3.4 Integral equations 
In these approaches, attention is directed to the pair distribution functions, 9ii(r), which 
give the probability of finding ions i and j at separation r. In the case of the primitive 
model for bulk electrolytes, these functions are spherically symmetric. Under the assump-
tion of pairwise additivity of the intermolecular potential, one can then derive thermo-
dynamic information from the 9ij(r) via either the pressure equation, the compressibility 
equation or the energy equation. If we have 9ij( r) exactly, then all of these three routes 
yield the same information. However since we must work with approximations, then the 
extent of agreement of these routes is a measure of the quality of the approximation. 
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If we define the total correlation function via hij (r) = 9ij( r ) - 1, t hen t he direct 
correlation function Cij( r) can be regarded as defined by the Ornstein-Zernike equation 
(hereafter referred to as OZ) 
hij( r ) = Ci1(r ) + L j dr' Ci1(lr - r'l)n1 h11(r' ) 
I 
(2.8) 
where the subscripts refer to ionic species, n 1 is the number density of species l , r = lr l, 
the integration is taken over all of space and the sum is taken over all species present. 
This formalism can incorporate both ions and large colloid particles as ionic species, a 
property that is useful when we look at double layer theory and t he interaction between 
large particles . The convolution expresses the fact that the total correlation between two 
particles i and j is due not just to the direct correlation between i and j, but also to 
the indirect correlation via any number of intermediate particles. This can be seen by 
replacing h1j( r) by the OZ expression again , and iterating this so that the right-hand side 
becomes a series of integrals involving products of Cij( r ). 
At this stage there is nothing specific to electrolytes in this formulation. The hard core 
condition in the primitive model gives us the information that 
(2.9) 
where Ri and Rj are the diameters of ions i and j. An exact expression for Cij( r ) can 
be written in the language of cluster expansions, but for practical purposes we need an 
approximate closure relation between Cij (r) and hij(r). The advantage of this approach 
seems to be that the clirect correlation function is a much simpler and better understood 
function of r than the total correlation function, and so is correspondingly easier to ap-
proximate. It is commonly held that 
Ci1 (r) - - /3Ui j (r) as r - oo (2.10) 
1.e. that at large separations the direct correlation between two particles is dominated by 
the pair potential between them. The limit does not seem to have been strictly proven. 
It can be formally (as opposed to rigorously) derived when hij(r) decays as a power law 
(110]. Most popular approximations assume that it is true. 
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The Mean Spherical Approximation and Friends 
One widely used such closure is the mean spherical approximation (MSA), which assumes 
that equation 2.10 is exact for r > ( Ri + R1 )/2 (if we assume that it is exact for r > 0 then 
we recover the Debye-Hiickel result ). An analytical solution of this system exists (113, 114] 
for the RPM (in which R1 = R2 = R), in the form of a polynomial for Cij( r ) for r < R. 
The self-consistency of various ways of obtaining the osmotic coefficients is not good, but 
the results via the energy equation are accurate for 1:1 electrolytes [94, 115]. The radial 
distribution function can also be found analytically by substituting for Cij( r) in equation 
2.8, although the result is a complicated series which can be more easily evaluated in a 
recursive form [116]. 
The properties of the MSA can be expressed as a function of one additional parameter 
r. In the case of a symmetric electrolyte this satisfies the relation 
I 
2r R = (1 + 2KnR)=i - 1 (2.11) 
where R is the ionic diameter [117]. For low concentrations , "-Dis small, and so expanding 
the square root we find that 
(2.12) 
It turns out that in this regime, the MSA expressions for the excess thermodynamic 
properties of the electrolyte are very nearly those of Debye-Hiickel theory, but with 2f 
replacing "-D [117]. Another instance of this correspondence is found in the behaviour of 
the pair correlation functions. At low concentrations the MSA for a symmetric electrolyte 
gives to leading order 
h (r)"' _ v 2la exp(-2f( r - R)) 
++ (1 + r R)2 r (2.13) 
where v is the valence of the ions and la is the Bjerrum length. This is the DH form for 
firute sized ions, with 2f replacing "-D, and the leading coefficient in the DH form being 
multiplied by (1 + "-DR)/(1 + fR) 2 (which goes as 1 + (KoR)2/4 + O(("-vR)3) for small 
"-DR). At higher concentrations the expressions for the pair correlation functions exhibit 
coupling between the hard sphere part and the electrostatic interaction. In particular, 
oscillatory behaviour is found for "-DR > 1.229 [93]. 
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For uncharged hard spheres the MSA is known to be accurate at densities up to about 
40% of the close-packed density , and is equivalent to the Percus- Yevick approximation 
[42]. In this sense it is an effective approximation where the steric effects are dominant. In 
the asymptotic Lim.it of strong Coulomb interactions (temperature goes to zero or charge 
goes to infinity), the ratio of the entropy to the energy goes to zero in MSA (as it should ), 
and it coincides with the HNC approximation [118]. However, in the low density electrolyte 
regime MSA is associated with negative pair distribution function s for spheres of like charge 
[119], and in general there are deficiencies in the pair functions near contact. These result 
from the inherent linearity of MSA. In the case of the symmetric electrolyte, the pair 
functions 9+- and 9++ ( r) are symmetrically above and below the hard sphere 9( r). The 
great merit of MSA is that the solutions are analytical, and so afford greater physical 
insight than the results of numerical analysis. The solutions have also been generalised to 
mixtures of spheres of varying size and valence [120, 117] , and so can be readily applied 
to mixtures of small ions and large particles such as surfactant m.icelles [121]. 
Attempts have been made to capitalise on the success of MSA by adding a Yukawa 
term to the approximation for Cij ( r) as follows 
Cij(r) = -()u;j( r) + ]( exp(-z(r - R) )/r for r > R (2.14) 
This can also be solved analytically, and now the parameters ]( and z are chosen to en-
sure thermodynamic consistency among the three ways to the thermodynamics from h;j( r) 
[122, 123, 119]. An extension of this uses two terms of the Yukawa type. We then have 
four constants to determine, which can be algebraically related to three thermodynamic 
and one non-thermodynamic quantity [124, 125, 126, 127]. This theory is referred to as 
the generalised mean spherical approximation (GMSA). In combination with an analytic 
approximation for the Helmhol tz free energy of t he RPM ( which provides the input nec-
essary to specify the four parameters in the G MSA ), the predictions are closer to the 
MC results than MSA. The worst behaviour is again in the dilute regime for 2:2. The 
computational simplicity of GMSA makes it a good initial guess for the iterative solution 
of the HNC integral equations [128]. 
MSA has also been extended beyond the primitive model to deal with soft spheres 
[129] and the sticky electrolyte model (SEM), which mimics the idea of ion pairing in 
weak electrolytes by adding a sticking interaction between the hard spheres [95, 96]. In 
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this extension, the effective decay length 2f for a symmetric electrolyte is given by 
2r R = ((l + 211) 2 + 2~vR)½ - (1 + 211) (2.15) 
where 11 = ATJ, T/ = 1rnR3 /6 is the reduced density and ).. is a stickiness parameter. At low 
concentrations we can expand the square root and collect terms in TJ, obtaining 
(2.16) 
Hypernetted Chain Theories 
The hypernetted chain approximation consists of taking the Ornstein-Zernike relation 
( equation 2.8) and the closure relation 
(2.17) 
When compared to the diagrammatic expansion of Cij( r ), this turns out to be equivalent 
to neglecting a class of diagrams known as bridge diagrams [130, 42). As one might 
expect, the name of the approximation describes the class of diagrams that are included . 
Expanding the logarithm in equation 2.17 to second order in hij( r) we obtain 
(2.18) 
As hij( r) decays exponentially for large r , we recover the asymptotic result in equation 
2.10. As a comparison the Percus- Yevick closure 
Cij(r) = (1 + hij(r))( l - exp(,Buij(r))) (2.19) 
also gives equation 2.10 in the limit of large r , but the next term goes as (,Buij(r))2, 
which explains its limitations in cases such as this when Uij(r) is long-ranged . The HNC 
equations also satisfy the Stillinger-Lovett moment conditions for the pair distribution 
functions [131, 132), as do the MSA solutions. The condition on the zeroth moment, given 
by 
L qini fo00 hij( r )41rr2 dr = - qi 
J 
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(2.20) 
is just a charge balance condition for each ionic species. The the second moment condition, 
given by 
(2.21) 
looks obscure, but it can be derived from just the OZ equation and the asymptotic be-
haviour of Cij(r) [133]. In DH theory it is equivalent to a normalisation conclition on the 
mean potential . Thus approximations with the correct asymptotic behaviour such as HNC 
and DH automatically satisfy this condition, whereas the Percus-Yevick closure does not . 
Also, if we rearrange equation 2.17 we obtain 
(2 .22) 
ensuring that HNC solutions satisfy the physically essential conclition that 9ij ( r) > 0, a 
property not shared by the MSA solutions. 
HNC turns out to be the among the best approximations for a number of systems, 
especially at low densities. However for uncharged hard spheres at hlgh densities it deviates 
markedly from the exact results [42]. Initial numerical work on HNC involving long-
range potentials was done on the one-component plasma (OCP), a model which has point 
positive charges in a uniform eutralising background [134, 135, 136, 137, 138]. In that 
context it proved very accurate in comparison to MC results. The main deficiencies were an 
underestimation of the amplitude of oscillations in g( r) at high densities, an overestimation 
of g( r) for small r , and an inconsistency between the various ways of calculating the 
isothermal compressibility [138] . 
The technique was then extended to electrolyte systems [139, 111] and shown to be 
accurate in comparison to MC work for 1:1 systems [140] . Further work on HNC for higher 
valence electrolytes has shown that the self-consistency of the osmotic coefficient between 
the virial equation and the compressibility equation routes is not good for 2:2 electrolytes. 
Since the values for the excess energy agree with MC results within a few percent, the error 
in the osmotic coefficient stems from the contact values of the pair distribution functions, 
in particular 9+ - (r ). 
When bridge diagrams are added to the H C, they act like an additional term B( r) in 
the potential . In the case of hard spheres , this additional term is repulsive, short-ranged 
and linear near the origin . In this system B(r) also rises monotonically with density, 
which explains the accuracy of H C at low densities. A comparison between HNC and 
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MC for various potentials shows that the form of B(r) shows similar characteristics[l41), 
and can be approximated by a one parameter family of curves based on the hard sphere 
results. The repulsive nature of B( r) in these systems also accounts for the tendency of 
HNC to overestimate the location of the first peak in g( r ). Thus one method of correcting 
for the limitations of HNC is to add in an approximate B(r) and adjust the parameter to 
achieve thermodynamic consistency ( or equivalently to minimise the free energy [142]). A 
related approach is to employ a reference system at the appropriate density for which the 
pair distribution functions are accurately known e.g. uncharged hard spheres. The system 
of interest is then expressed as a perturbation on the reference system [130, 128). This 
reference HNC scheme (RHNC) for the RPM is slightly better than HNC for g(r) close 
to the core, but otherwise much the same in its performance. Another idea along this 
line is to sum a class of bridge diagrams via Monte Carlo integration. This has been used 
to correct the HNC calculations for 2:2 electrolytes in the range 0.0001 to 0.05 M [92), 
although discrepancies from the MC results persist. The deficiency in this regime is due to 
the strong attraction between oppositely charged ions, which results in a high percentage 
of ion pairs and triplets even at these low concentrations. An alternative way that has 
been suggested to surmount this latter problem is to use a "mixed" approximation, where 
HNC is used for large r and matched with a Percus-Yevick solution at some radius inside 
which ion association occurs. 
Overall, the HNC approximation to the primitive model is comparable in accuracy 
to MC results, and requires much less computation. Thus we have chosen to use it as 
the basis for the calculations within the framework of the effective linear theory, while 
recognising its inherent limitations. In the next chapter we employ the results of this bulk 
HNC work to analyse the asymptotic behaviour of the anisotropic HNC approximation in 
the double layer problem 
2.3.5 Numerical implementation of HNC 
The key observation in tackling the HNC equations 1s to recognise that applying the 
Fourier transform to the OZ equation gives us an algebraic relation between the correlation 
functions. In combination with an iterative technique, we can then reach a solution . As 
with other methods, the long range of the Coulomb interaction again causes problems, 
here in the form of singularities at the origin in transform space. We follow the technique 
of Larsen [128] with some minor modifications. 
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In the RPM for a symmetric electrolyte there are only two ionic species, with equal 
diameters and charges of equal magnitude but opposite sign. Thus by symmetry there are 
only two distinct pair correlation functions 
9++(r) = 9--(r) 
9+-(r ) = 9-+(r) 
It is convenient to define the following linear combinations of the two function s 
1 
9v(r ) = 2(9++ (r) - 9+-(r)) 
1 
9s(r ) = 2(9++(r) + 9+-(r)) 
{2.23) 
{2.24) 
{2.25) 
(2.26) 
and similarly to define cv(r), cs(r ), hv(r) and hs(r). The OZ equation now separates 
into two decoupled equations, 
h0 (r) = c0 (r) + j dr'c0 {J r - r'J)n h0 (r') for a= D, S (2.27) 
where n = n+ + n_ is the total ionic number density. Upon applying a 3D Fourier 
transform we obtain 
h0 (k) = c0 (k) + n Ca(k)h0 (k) for a= D, S (2.28) 
Equation 2.17 now becomes 
cs(r) = hs(r) - ~(ln(l + h++(r)) + ln(l + h+-(r)) ) (2.29) 
1 
cv(r) = hv(r) - 2(1n(l + h++ (r)) - ln(l + h+-(r)) )- /3uv(r) (2 .30) 
for r > R. The boundary conditions now become 
for r < R. 
hs(r) = 0 
hv(r) = -1 
(2.31) 
(2.32) 
It is worth pausing here to examine the structure of these equations. hs( r) gives the 
number density of the ions , and hv(r) gives the charge density. If we were using the MSA , 
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which has the linear closure Cij(r) = -f)u;j(r) for r > R, then the equation involving 
hs( r) and cs( r) would be the same as that for uncharged hard spheres. Similarly, under 
MSA, the equation involving hn ( r) and en( r) would have only the electrostatic repulsion 
coupled with hn( r) = 0 for r < R. This can be thought of as the interaction between a 
charged hollow sphere of radius R and point charges, since within the hollow sphere the 
charges experience no field. So under MSA the hard sphere repulsion and the electrostatic 
interaction are decoupled in the above form , which explains the symmetry of 9++Cr) and 
9+-( r) about the hard sphere pair correlation function. 
By contrast HNC is a nonlinear closure, so equation 2.29 is not decoupled. If we 
expand the logarithm for small h++Cr) and h+-(r) , then we find that cs(r),..,, ((h++Cr))2+ 
(h+-(r))2)/4. For hard spheres the HNC closure would be cs(r) = hs(r)- ln(l + hs(r)) , 
and expanding the logarithm here for small hs(r) gives cs,..,, (hs(r))2/2. So for larger, 
equation 2.29 agrees with the HNC closure for hard spheres to first order in h++ and h+-, 
but differs at small r. Thus there is an approximate sense in which the HNC equations 
for the symmetric electrolyte separate into the hard sphere part and a purely electrostatic 
interaction part. 
To overcome the problems with divergences , we use the analytic GMSA theory dis-
cussed in section 2.3.4 , for which the transforms c0 (k) are explicitly known. This enables us 
to subtract off both the leading long-range part and the leading short-range part of c
0
( r ). 
For numerical purposes we only need to Fourier-transform the difference between the HNC 
co(r) and the GMSA c0 (r), then add on the analytical GMSA c0 (k). We then solve equa-
tion 2.28 for ho( k ). To obtain h0 ( r ), it is numerically better to form .:Yo( k) = h
0
( k )- c
0
( k) 
and Fourier-transform this, since the resulting , 0 (r ) is continuous at r = R whereas h0 (r) 
is not. In this last inversion , there is still a difficulty with .:Yn(k), since it is not finite at 
the origin (due to the 1/r tail of cn(r)). To preserve accuracy, we subtract off the function 
41r Rf)* exp(-(k/a)2 )/k2 from in(k) (which eliminates the divergence for small k, without 
introducing a long tail for large k), Fourier transform and then add on Rf)* erf( or)/ r. Here 
()* is a dimensionless coupling parameter defined in equation 2.33 and o is an adjustable 
parameter of order unity. We took o = 1.5 throughout, as this produced good results 
[137, 143]. Another finesse is to do the Fourier transform using an integration rule that is 
semi-open on the left (i.e . the value of the function at the left-hand limit is taken to be 
the value at the first ordinate), as this is most accurate for functions which are non-zero 
at the origin . 
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As with most iteration schemes, a good initial guess for the correlation functions 
is vital, and this is supplied by the GMSA approximation . This in turn requires four 
parameters, which Larsen obtains from the Tf2 approximation. For our purposes, we 
used a self-consistent scheme, where the final HNC results for the four parameters are fed 
back into the GMSA approximation , and this is iterated a few times. The main iteration 
step consists of feeding the correlation functions from the previous step into equation 2.28 
to obtain a new c0 (r). We mix the new and old functions via a relaxation parameter , and 
then proceed as above to derive h0 ( r) and related functions. The iteration continues until 
the thermodynamic properties (obtained from h0 (r)) converge. In agreement with the 
experience of others , the 2:2 case required more care to achieve convergence than the 1:1 
case. The principal strategies here were adjusting the relaxation parameter, and slowing 
varying the parameters e.g. to obtain solutions at low concentrations, it is necessary 
to decrease the concentration in small steps, using the previous correlation functions as 
the new initial guess and saving intermediate results . The instabilities in the iteration 
procedure may be overcome somewhat by a technique due to Gillian [144]. The functions 
h0 (r) - c0 (r) is split into a "rough" part (by taking the projection onto a small set of 
basis functions) and an orthogonal "fine" part. The rough part is iterated first using 
a descent method, and then the fine part is iterated and so on. For a small change in 
physical parameters the effect on the correlation functions is mainly in the fine part, and 
so convergence of this modified scheme is good , whereas the usual iteration mixing scheme 
alters the rough and the fine parts together and so has poorer convergence. 
Larsen gives several tests for the numerical accuracy of the procedure , such as in-
sensitivity to the initial guess . Our procedure satisfied these tests, and reproduced the 
tabulated results in the electrolyte regime. The methodological errors in the contact values 
of 90 ( r) are estimated to be less than 0.1 % . Since we were interested in the behaviour 
of the tails of the correlation function s, more accuracy was required , so for a discrete 
representation of the functions we used a grid with 8192 or 16384 points , with a spacing 
~r such that Rf ~r was in the range 100 to 400, depending on the concentration. The 
presence of numerical noise (principally due to the Fourier transforms) could be estimated 
by varying the grid size and spacing. In double precision arithmetic , these errors in the 
tails of 90 ( r) were of the order of 10- 10. 
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2.3.6 Corresponding states for the RPM 
Since there is only one ionic radius in the RPM, the behaviour can be described in terms 
of two dimensionless parameters [131, 145, 128]. This is useful for allowing comparisons 
between ionic flu.ids and electrolytes. In particular it gives a correspondence between 2:2 
and 1: 1 electrolytes. One choice is to define 
13· = f3q2 
41r€R 
p* = R3 Ln1 
I 
(2.33) 
(2.34) 
where as usual /3 = l/(kT), R is the ionic diameter, and n1 is the number density of 
species l, so that the sum is a total ionic number density and p* is a reduced density. 
Then /3* is the ratio of the electrostatic energy for a pair of ions at contact to the thermal 
energy, which gives some idea of the degree of pairing between ions of opposite charge. 
For example, in a 2:2 electrolyte {3* is four times as large as in a 1: 1 electrolyte at the 
same concentration, ionic diameter and temperature. A related parameter T is given by 
T
2 
= 41rp*/3* (2.35) 
(2.36) 
where K-·i/ is the Debye length defined in equation 2.6. This parameter plays a prominent 
role in the solution of the MSA and various approximate theories [93], and our results 
show that various properties of the electrolyte are approximately function s of T. Another 
choice used in describing the one-component plasma is 
(2.37) 
which is effectively the ratio of the electrostatic energy to the thermal energy for a pair of 
ions at average separation. 
The formalism of corresponding states also provides convenient variables for a phase 
diagram for the RPM [131, 145]. There is some experimental evidence of miscibility gaps 
in ionic solutions (although in non-aqueous solvents), and attempts have been made to 
locate the coexistence curve. The 1:1 and 2:2 electrolytes we shall be considering are 
at temperatures above that of the critical point (i.e. we are in the regime of low /3*) . 
However Stell, Wu and Larsen have suggested that the concentration at which oscillations 
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first occur in the pair correlation functions may be close to the concentration at the crit ical 
point [146). This was on the basis of comparing MC results and various approximations , 
including LOGA , the lowest order gamma-ordered approximation , which is numerically 
very similar to MSA . They estimated the critical point to be near /3* = 11.8 (with an error 
of perhaps 10% ) and p* = 0.011 (with an error as much as 50% ), which corresponds 
to KR = 1.277. More recent work using a MC technique of "density scaling" [147) has 
suggested a critical point near /3* = 14 .2 and p* = 0.07, which implies K.R = 3.54. However 
there are some difficulties due to the partial suppression of fluctuations , so this result may 
underestimate the critical value of {3*, and the location must still be regarded as uncertain. 
2.4 Effective Linear Theory for the Primitive Model 
2.4.1 The General Formalism 
Of the available techniques that we have surveyed above, Debye-Hiickel theory is at one 
extreme, with its analytical transparency but poor accuracy, and HNC theory and sim-
ulations are towards the other extreme, with intensive numerical computation and high 
accuracy. The following theory, due to Kjellander and Mitchell [148], in some measure 
combines the advantages of both , albeit at the cost of additional computation. In keeping 
with other abbreviations in this field, we shall refer to this theory as EL. It has also been 
referred to as Dressed Ion Theory. For the sake of completeness we give the outline of 
their main results. 
Work on the asymptotic tails of the potential of mean force and the ion-ion distribution 
functions has shown that the DH functional form is still valid , but with an effective decay 
length that differs from the Debye length at finite concentrations [109, 132, 107, 108, 105, 
93]. In EL it turns out that the entire exact theory can be recast in a DH form. The 
trick is to split the radial dist ribution of charge in the ion cloud about a particle into a 
long-range and a short-range part. If the latter is then lumped with the internal charge of 
the particle, then the exact theory simplifies considerably, with all the non-linear effects 
being included in the short-range part of the charge distribution. 
The formali sm is based on the Ornstein-Zernike equation (2.8) and applies to general 
electrolyte systems within the primitive model i.e . the solvent is modelled as a structureless 
continuum characterised by a dielectric constant , and the particles by charged hard spheres 
of arbitrary valence and diameter. The results in fact hold also for "soft" particles , where 
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the short-range repulsion is modelled by, for example, an exponential decay. For generality 
assume that each species of particle has a radially symmetric internal distribution of charge 
p;nt(r) (the details of this distribution make no difference outside the particle). 
We split the <lirect correlation function Cij ( r) as follows 
(2.38) 
where ch( r) has longer range than cl( r ). We likewise split the pair interaction as 
Uij( r) = ub( r) + u&( r) (2.39) 
An obvious choice is to take ub( r) equal to the Coulomb potential and U[j( r) equal to the 
core potential (for the primitive model this is the hard sphere potential), which is assumed 
to have finite range. We then select 
cb(r) = -/3ub(r) (2.40) 
which ensures that ch(r) is longer ranged than cr;-(r) because of equation 2.10. 
We now define h&(r) as satisfying a kind of OZ equation 
hr;(r) = c&(r) + L j dr'c~(lr - r'l)n1 h5(r') 
I 
(2.41) 
where the sum is again over all species of ions and colloid particles, and define ht( r) as 
satisfying 
hij ( r) = hf; ( r) + hfi ( r) (2.42) 
It can be shown from these definitions and our choice of ch(r) that h&(r) is indeed of 
shorter range than hh ( r) as long as the concentration is low enough. As we shall see, this 
approach becomes less useful when h[j( r) is of longer range. Similar splittings have been 
used in the past [109, 110], although to different ends. 
We also define 
Xii(r) = cb(r) + L j dr'ct(lr - r'l)n1 h1j(r') 
I 
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(2.43) 
Subtracting equation 2.41 from 2.8 and substituting for ch(r) in equation 2.43 we obtain 
Xij(r) = ht - L j dr'cfi(lr - r'l)n1 hh(r') 
I 
This can be solved for ht ( r) to give 
hh(r) = Xij(r) + L j dr'hfi(lr - r'l)n1 x1j(r') 
I 
(2.44) 
(2.45) 
This is most easily checked by working in Fourier space (where the convolutions become 
products) and substituting equation 2.44 in the right hand side of equation 2.45. We now 
make use of equation 2.40. Inserting this in equation 2.43 and putting ufi(r) in terms of 
p}n1(r) and pt\r) (the internal charge distributions), equation 2.43 becomes 
Xij(r) = -{3 j dr'p~nt(lr - r'l)t/i?(r') (2.46) 
where t/i';v( r) is the average electrostatic potential due to particle j and its ion cloud , given 
by 
tli?(r) = j dr'ef>(l r - r' l)[pt(r') + pj1(r')] (2.47) 
Here ef>(r) = 1/(41rff) is the Coulomb potential from a unit charge at the origin and pf(r ) 
is the charge cloud density given by 
pr(r) = I: j dr'pfnt(l r - r'l)n1 h1j(r') 
I 
= L j dr'pfnt(lr - r'l)n19/j(r') 
I 
(2.48) 
(2.49) 
where we use electroneutrality to obtain the second equality. The above manipulations 
are again more transparent in Fourier space. Now t/J';v( r) satisfies Poisson's equation 
(2.50) 
We now use the separation defined by equation 2.42 and substitute it into equation 2.48. 
This gives a means of splitting the density of the ionic charge cloud , pJ'( r) into a long-range 
part 
pr(r) = I: f dr pfnt(l r - r' l)n, hb(r') 
I 
(2.51) 
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and a short-range part 
pt1(r) = p;n1(r) + L j dr Ptn1(/r - r'l)n1 hi(r') 
I 
(2.52) 
So we have shifted the short-range part of the ionic charge cloud distribution from pf ( r) 
to pt1(r). Poisson's equation is now 
(2.53) 
If we substitute equation 2.46 into equation 2.45 and using our definition of fJt1( r) in 
equation 2.52 then we obtain 
(2.54) 
The notation hij ( r) is introduced for consistency with the other quantities having the 
tilde. So we have reached an equation in which ht ( r) is linearly related to the average 
potential. Combining equations 2.51 and 2.54 gives 
where a( r) is given by 
pJ1 = - j dr'a(lr - r' l)7J,_r(r') 
a(r) = {3 L j dr'n1 p/n1(lr - r'/)p/n1(r') 
I 
Using the results of equation 2.53 and 2.55 we arrive at 
(2.55) 
(2.56) 
(2.57) 
Now equations 2.54 to 2.57 become those of DH theory if we replace the quantities 
with a tilde, such as pf, by the corresponding quantities without a tilde. If the particles 
have point charges at the centre, then we recover the usual form of the linearized Poisson-
Boltzmann equation. So if we now regard the charge on the particles in the primitive 
model as being fJtt rather than p~nt , and take all the functions with a tilde as referring 
to this effective particle, then we retain a linearized form for the exact theory. This is 
achieved by gathering all the nonlinearities into pt 1• 
Computationally the same amount of work remains , but conceptually this is much 
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nicer, in that we have used the known asymptotic behaviour (equation 2.10) to bring 
out the essential structure of the OZ equation for this system. The numerical work that 
we discuss in section 2.5.6 shows that at low concentrations the hfi( r) are very short-
ranged, so that fJtt approaches Ptt, the equations approach those of the linearized Poisson-
Boltzmann equation , and the solution tends to the DH result. In the next section we give 
the asymptotic results in a "linear" form. 
2.4.2 Asymptotic behaviour 
The asymptotic behaviour of hij( r) is contained in h;j{ r ) ( as long as the concentration is 
not too high). This is most easily analysed in Fourier space. To avoid ambiguity, we shall 
denote the transform of f (r) by ](k), and the transform of j (r) by J(k) . Equation 2.57 
can be rewritten as 
(2.58) 
In a similar way equation 2.54 becomes 
(2 .59) 
The asymptotic behaviour for large r is dominated by the zero of the denominator with 
the smallest real part in the k plane. Denote this zero by iK., where "- may be complex. 
Then we have 
(2 .60) 
In the limit of infinite dilution we recover the results that o:(k)/l ="-band so"-= "-D· As 
the concentration increases, "- will first remain real and then become complex. For real "-, 
residue analysis of equations 2.58 and 2.59 shows that as r - oo 
av( ) qJ exp( -K.r) 
~j r --41r_E ___ ~r-- (2.61) 
and 
hi"(r)- _f3qTqJ exp(-K.r) 
J 41r E r (2.62) 
where 
(2.63) 
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and 
a'(iK) 2,r 1= E = f. + --. - = f. + 3 dro(r)r[sinh(Kr)- Krcosh(Kr)] 2iK K O (2.64) 
o( r) being given in equation 2.56. The potential of mean force is related to the pair 
correlation functions by w;j(r) = -kBTln(l + h;j(r)), and by expanding this for small 
h;j(r) we find that 
() q;qJex p(-Kr) W " r "-' --
tJ 41r E r (2.65) 
or 
(2.66) 
These asymptotic expressions are in the form of the DH expressions, with the effective 
charge q; replacing the bare charge q;, the effective inverse decay length K replacing KD , 
and the effective polarization E replacing L In a bulk electrolyte where all the ions have 
point charges p~nt = q;8(3)( r) we find that 
2 /J "'\:"' • 
K = - ~ n;q;q; 
( . 
t 
(2.67) 
This approaches the De bye expression ( equation 2.6) in the limit of infinite dilution when 
q; --. q;. At sufficiently high concentrations when K becomes complex, the pair functions 
decay with exponentially damped oscillations. 
2.4.3 Application to symmetric electrolytes 
The above derivations have so far retained the generality of the primitive model , with 
a sum over species including ions and colloid particles. In the next chapter we shall 
consider the limit of large colloid particles at infinite dilution , which leads to the case of 
the electrical dou hie layer. For the remainder of this chapter we shall specialise to the 
RPM for a symmetric electrolyte, which has only two ionic species of opposite charge and 
the same diameter. Thus there are only two distinct pair correlation functions , and so we 
use the notation of section 2.3.5, where we introduced the sum and difference functions 
hs(r) and hv(r). 
The first step towards an evaluation of the asymptotic formulae in the previous section 
is to solve the RPM and obtain the correlation functions. We have chosen to do this in 
the HNC approximation, using the methods described in section 2.3 .5. We now need to 
compute the various new functions defined in section 2.4.1. The short-range part of the 
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direct correlation function is given by equations 2.38 and 2.40, and so we have 
R/3* 
ct(r) = cv (r ) + -
r 
cj(r) = cs(r) 
(2.68) 
(2.69) 
where /3* is a dimensionless inverse temperature given by equation 2.33. In order to 
find the short-range part of the total correlation function, we must solve equation 2.41. 
As explained in section 2.3.5, for a symmetric electrolyte in the RPM the OZ equation 
decouples as in equation 2.27. Since c~(r) = cs(r) then it follows that h~(r) = hs(r), 
so we only need to find ht(r). If we were using MSA instead of HNC, then hs(r) would 
be the hard sphere total correlation function. For that system a very similar kind of 
residue analysis has been done [149] . Numerical evaluation has shown that the asymptotic 
expressions for the hard sphere g( r) are accurate if one uses the first few poles ( which are 
all complex) [150]. 
As usual solutions are most easily obtained in Fourier space. It is convenient again to 
work with ,ri r) = ht( r) - ct( r ), since this is smooth in r space and so short-ranged in 
Fourier space. We then have 
-s _ n41r R/3* 
nc D ( k) = nc D ( k) + k 2 
-s(k ) - (ncb(k))2 
n,v - l - ncb(k) 
and so we can invert to find ,5(r) and hence obtain hl)(r). 
In the symmetric case we have q2 = -qj. Then equation 2.63 becomes 
The expression for "' can also be written 
(2. 70) 
(2.71) 
(2. 72) 
(2. 73) 
Note that "'here may be complex . To make the structure of these equations clearer , if we 
put "-/ "-D = A + iB and separate the real and imaginary parts then we end up with 
A3 - A(3B2 + 1) - /1 = 0 (2 .74) 
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where 11 and Ii are defined by 
41rn 1= 11 = - h'i)(r)rsinh(A Knr) cos(B Knr)dr 
"-D O 
41rn 1= 12 = - h'i)(r)rcosh(AKnr)sin(BKnr)dr 
"-D o 
(2.75) 
(2. 76) 
(2.77) 
We shall ruscuss the intricacies of the numerical conquest of these equations in the 
next section. For now, we observe that when K is purely real (i.e. B = 0) then we are left 
with 
A3 - A - - hI)(r)rsinh(AKnr)dr = 0 41rn 1= 
"-D O 
(2.78) 
The effective polarization E, given by equation 2.64, can now be written as 
E 21rnq1 1= s 9 = 1- - = --.- hn(r)r(Krcosh(Kr )- sinh(Kr))dr 
(. Kql 0 (2.79) 
We shall also be interested in the decay of hI) and hf By a similar inversion of 
equation 2.27 and residue analysis [151], we find that h~(r) decays as D0 exp(-b0 r)/r 
where D0 is a constant and b0 satisfies 
1 - nc~(ibo) = 0 (2.80) 
where o = D, S. If bo = b0 1 + ib0 2, then splitting into real and imaginary parts we obtain 
where 
11 = - fo 00 c~ sin ( b0 2r) cosh( b0 1 r )r dr 
12 = fo 00 c~ cos( b0 2r) sinh( b0 1 r )r dr 
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(2.81) 
(2.82) 
(2.83) 
(2.84) 
2.5 Evaluating the Effective Linear Theory 
2.5.1 Numerical Niceties 
There are several pitfalls in the evaluation of the effective quantities such as K. defined in 
the la.st section, mostly tied up with integrals such as in equation 2.76 , whlch we shall 
use as an example. The most trivial one arises from the discontinuity in hl) (r ) at r = R. 
This is easily overcome by splitting the integral, and then finding the value at r = R- by 
using a polynomial to extrapolate from smaller r. The most serious one lies in the tail of 
the integral. The function hl)( r) is available in a numerical form, and in the integrand it 
appears multiplied by sinh(A K.Dr) . For large enough r, the tail of hl)(r) will be swamped 
by numerical noise from the Fourier transforms , and in that region the exponentially 
increasing sinh term will amplify this noise, with a consequent loss of accuracy. The 
simplest way to choose a cutoff in r is to look at the zeroes of hl)(r) , since the Fourier 
noise is characterised by rapid oscillations about zero. However such a cutoff introduces 
a truncation error, which may be large. Suppose hy:>(r) decays as DD exp(-bDr)/rP for 
large r (here p = l or 2). Then for a cutoff at r = t, the tail of the integrand can be 
approximated as 
l= exp(-bDr) . ltail = DD 1 smh(AK.Dr) cos(BK.Dr)dr t rP- (2.85) 
This is finite if bD > AK.D , and in fact the tail contribution will be very small unless AK.D 
is quite close to bD. If p = l then it is simple to obtain 
I . _ DD ( (-L )(-L cos(Mt) + M sin(Mt)) _ (-St)( S cos(Mt) - M sin (Mt))) 
ta,1 - 2t exp t L2 + M2 exp 52 + Af 2 
(2 .86) 
where L = bD - AK.D , S = bD + AKD , M = BK.D and we require L > 0 and S > 0. If 
p = 2 then we obtain 
(2.87) 
where E 1(z) is the exponential integral defined by 
£ 1 (z) = r= exp(-u) du Jz U (2.88) 
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The evaluation of equation 2.88 for complex z requires a power series when the modulus 
of z is small, a continued fraction expansion for larger modulus, and then a rational 
approximation beyond that [152]. The tail estimation formulae for integrands involving 
cosh and sin and other powers of r, or decays involving complex bv ( exponentially damped 
oscillations) are similar, if sometimes more fiddly. 
Such a technique presupposes that we have accurate information on the asymptotic 
behaviour of the functions appearing in the integrand. Since we have information on the 
functional form of the decay, one approach is to fit the parameters to the numerically 
evaluated function by a convenient least-squares method. In most cases this gives quite 
satisfactory results when the decay is of the form DD exp(-bvr)/rP and bv is real. An 
alternative approach is to derive an equation in Fourier space for the decay of the function 
in question. For hlJ( r) this is done in equations 2.80 to 2.83, with the remaining constant 
in the asymptotic expression determined from fitting. These equations in turn depends 
on a function C'iJ which is of shorter range than our original function, although we are 
still left with a similar tail estimation problem for the integrals in equation 2.83, and in 
practice we chose to stop here by fitting the decay of C'iJ using the known functional form. 
A further complication in this procedure arises when bv is complex, resulting in an 
exponentially damped oscillatory tail , since there is another constant to be found for the 
phase of the oscillations. In practice this is best achieved by finding the zeros of h b ( r) 
and using this information to determine the phase. 
With these methods to ensure accuracy in the integrations, the complex roots are then 
found by employing a descent method for a function of two variables. As usual, a good 
initial guess for the root is important, and this is most easily achieved by slowly varying the 
parameters (such as the concentration) and using the previous root at each step. Where 
there are two real roots that merge at higher concentration to give a complex root, the 
larger of the two real roots is best found by starting from the point where they merge and 
going to lower concentrations. 
2.5.2 Selection of parameters 
In the RPM , the valence and the ionic diameter R are the only parameters needed to 
characterise the ions. For both 1:1 and 2:2 electrolytes , we use values of R = 4.2, 4.6, 5.0A 
to span the range of commonly employed sizes . Although some bounds on the size can 
be deduced by experimental measurements of the crystal ionic radius and the deduced 
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hydrated radius [153], the simplified nature of the primitive model means that the ionic 
diameter is only an effective size. The first layer of water molecules about the ion are 
strongly bound , especially for small ions , and so contribute to this effective diameter. 
The solvent in the RPM is characterised by the dielectric constant, which is tempera-
ture dependent. In all this work we use a value for the relative permittivity fr of 78.358 
at 25°C. 
2.5.3 The Effective Decay Length 
The solution of equations 2. 7 4 and 2. 75 gives us values for K. From equation 2. 73 it follows 
that qj / q1 = ( K/ "'D )2 . When "' is complex, then the effective ionic charge should be taken 
as the absolute value of the RHS of this expression. 
If K. is purely real, then we are solving the simpler equation 2. 78. We now show that 
if h1J( r) is uniformly positive then we expect to find two real roots. Note that as AK.D 
approaches bD , the inverse length that characterises the decay of hb ( r ), then the integral 
diverges to positive infinity if the tail of hb( r) is positive, and so the LHS of the equation 
goes to negative infinity. For A = 0 the LHS is zero, and the first derivative of the LHS 
with respect to A at A= 0 is -1- 41rnf000 hb(r)r2dr. If hb(r ) is uniformly positive then 
this derivative is guaranteed to be negative. In this case, if we find one non-zero real root 
for A then we should search for a second. Since the integral diverges logarithmically, the 
second root may well lie very near to b D. 
1:1 electrolytes 
Figures 2.1 and 2.2 show the calculations for the real and imaginary parts of K.. As 
suggested by various approximate theories, such as MSA and Outhwaite 's work, the roots 
are near to be being a function of "'DR alone, and on this scale the curves for the three 
diameters are hard to distinguish. 
The dotted curve is from Outhwai te's linearization of the MPB equations for low 
potential [105, 93], expressed as the solution of 
v3 (1 + r) 
vcosh(v) + rsinh(v) = 
2 T 
(2.89) 
where r = KDR, v = KR and so K/KD = v/r. We shall refer to this result as LMPB. 
At medium values of KDR, the LMPB solutions agree very closely with the HNC result, 
although the transition to complex K values occurs at "'DR= 1.24117 and K/KD = 1.8968 
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Figure 2.1: 'R(K/Kv) for a 1:1 electrolyte. Solid line: HNC result for ionic diameter 
R = 4.2A; dot-dash: HNC for R = 4.6A; long dash : HNC for R = 5.0A (on this scale 
these three curves coincide); dotted: LMPB result of Outhwaite 
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Figure 2.2: <;:J(K/Kv) Solid line: H C result for ionic diameter R = 4.2A; dot-dash: HNC 
for R = 4.6A; long dash : HNC for R = 5.0A (on this scale these three curves nearly 
coincide); dotted : LMPB result 
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diameter R = 4.2A; dot-dash: HNC for R = 4.6A; long dash : HNC for R = 5.0A; dotted: 
LMPB 
for LMPB, whereas the HNC solutions give KDR = 1.293 and ;;,/ KD = 1.964. We shall 
refer to this point as the transition point. This does not imply the presence here of any 
thermodynamic singularities , but merely indicates a change in the asymptotic behaviour 
of the correlation functions. The larger real solution for ;;, corresponds to another term 
with exponential decay in the asymptotics of h++(r) and h+-(r) , but since this is much 
larger than the other solution , it will not be important away from the transition regime. 
Above KDR = 1.293, in the HNC approximation we find one complex solution for 
;;, (the complex conjugate of this is also a solution), which contributes an exponentially 
damped oscillation to the decay of h++ (r ) and h+-(r). In section 2.5.6 we examine how 
this corresponds to the HNC pair correlation functions in that region . As a comparison 
LMPB has an infinite family of complex solutions, and the one with the smallest real part 
becomes purely imaginary at KDR = 7.83 (corresponding to undamped oscillations) [93]. 
-'-his 
In the HNC it would be difficult to investigate regime accurately by numerical techniques , ,. 
since at high enough concentrations hi becomes of longer range than h++ ( r ) and the 
proportional contribution of the tails of the integrals in equation 2. 76 becomes large. 
Figure 2.3 shows the solutions for small KvR. On this scale one can see that with 
increasing ionic diameter the curves are displaced slightly upwards , and LMPB lies above 
all of them . We also find that at very low concentrations ;;,/ "-D < l e.g. for an ionic 
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diameter of 4.2,4 this occurs below 0.0058M, corresponding to KoR = 0.106. For small 
K.DR, LMPB gives to leading order K.j "'D = l + (K-oR)2 /4 + ... , which clearly does not 
match the HNC calculation . Indeed , as R ----+ 0 in LMPB, K.----+ "'D· 
On the other hand the asymptotic prediction of Mitchell and Kjellander [151] for 
symmetric electrolytes is 
_!5_=1 v4A2 ln (A) O(A2) 
K.D + 12 + (2.90) 
where v is the valence of the ions, A = K.DIB, and la is the Bjerrum length, with a value of 
around 7.lA in water at this temperature. Th.is should be valid for KoR < l and A < 1. 
Note that the second term will only dominate if ln(A ) is large in magnitude, which implies 
very low concentrations , and that it predicts K.j "'D < l for A < 1. 
The limiting behaviour described by equation 2.90 is not seen at these concentrations , 
and probably occurs below 0.000lM. Figure 2.4 shows the solutions as a function of 
concentration in this regime. The numerical HNC solutions run into problems at such low 
concentrations as the Debye length becomes so long that one needs very large grids for 
the function values to retain sufficient accuracy. The fact that the asymptotic prediction 
is independent of ionic diameter means that we can only expect it to be valid where the 
HNC solutions for different sizes are very similar , although it should provide us with the 
limiting slope at the origin . We discuss this asymptotic regime in more detail in section 
2.6.2 . 
Another quantity of interest is the magnitude of the change in the effective decay 
length, K.- 1 • With sensitive apparatus for measuring the forces between charged surfaces, 
it is possible to obtain accurate values for the decay length of the electrostatic repulsion. 
In this case the maximum absolute deviation of the decay length from the Debye length 
occurs at the transition point. If the ionic diameter is 5.0A then the effective decay length 
is 1.82,4 shorter than the Debye length at a concentration of 0.617 M, a change of 50% . 
However the short range of the force at this concentration probably puts this shift below 
the current level of accuracy. 
2:2 electrolytes 
The qualitative behaviour of K. in the 2:2 case is quite different to the 1:1 case. In 
figure 2.5 we show the behaviour of the smallest real root. Here the curves for the three 
diameters do not have the same degree of coincidence on a scale of K.oR as we saw for 1:1 
electrolytes. The minimum at small "'DR is now much more pronounced and occurs at 
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Figure 2.4: R( K/ "-D) for a 1: 1 electrolyte at low concentrations, compared to asymptotic 
results. Solid line: HNC result for ionic diameter R = 4.2A; dot-dash : HNC for R = 4.6A ; 
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higher concentrations. The transition point has moved to higher KvR and there is poor 
agreement with LMPB. Numerically there are problems at higher concentrations due to 
oscillations in the tail of hIJ(r). Under these conditions it is difficult to compute accurate 
estimates of the tails of the required integrals, and so our values for the location of the 
transition point vary somewhat as we change algorithmic parameters such as the grid 
spacing and the procedure for choosing the cutoff in r space. The qualitative behaviour is 
quite similar in thls region to the 1:1 case - two real roots which coalesce at the transition 
point to give a complex root, the real part of which decreases with concentration. But in 
view of the doubts about numerical accuracy, these curves have been omitted . 
The behaviour at low concentrations is shown in figure 2.6, along with the asymptotic 
result from equation 2.90. Here it is clear that the limiting slope is accurate. The signifi-
cance of this in terms of ion pairing is discussed in section 2.6.1. At this point it is worth 
noting that by the theory of corresponding states ( see section 2.3.6), a 2:2 electrolyte with 
ionic radius R and concentration c has the same thermodynamic properties in the RPM 
as a 1:1 electrolytes with ionic radius R/4 and concentration 64c, and they both have the 
same value of KvR. So our 2:2 electrolyte with R = 4.6A behaves like a 1:1 electrolyte 
with R = l.l5A. By continuously decreasing the ionic diameter in the 1:1 case, the curve 
in figure 2.1 would resemble more and more the curves in figure 2.5, so the very shal-
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low minimum in the 1:1 case would deepen and the transition point would move to higher 
KnR. Conversely, by increasing the diameter in the 2:2 case, the curves in figure 2.5 would 
resemble more and more the curves in figure 2.1. Such a correspondence is useful for as-
sessing the contribution that the steric effects of finite ion size make to the bulk properties 
of the electrolytes. In particular it is clear that the asymptotic result in equation 2.90 
becomes more accurate for smaller ion diameters and larger electrostatic coupling. The 
0( A 2) term in the expansion is known to be quite complex, as it involves finite size effects 
and the contributions of the bridge functions. Since LMPB predicts smaller deviations of 
K. from KD as R decreases, it is clear that LMPB does not take account of the next term 
in the electrostatic correlation between ions. 
2.5.4 Effective Polarization 
Equation 2. 79 gives the expression in a symmetric electrolyte for the parameter E, which 
contains contributions from the dielectric polarization of the solvent ( the £ term in E, as 
in equation 2.64) and the polarization of the ionic atmosphere. It is convenient to work 
with()= l - £/(£), as this dimensionless parameter gives the proportional contribution of 
the non-DH term which expresses the response of the ionic atmosphere to the presence of 
an ion. Once K. is known from the above procedures, it is conceptually straightforward to 
evaluate the necessary integral. Numerically we must estimate the contributions to the tail 
of the integral beyond our chosen cutoff using the methods discussed in section 2.5. l. The 
r
2 
cosh( KT) term in the integrand begins to cause difficulties as K. approaches the inverse 
decay length of hIJ(r) , since the tail contribution grows rapidly. As a practical criterion for 
accuracy, we decided that if the estimate of the contribution beyond the cutoff exceeded 
10% , then the result was not reliable. For both 1:1 and 2:2 electrolytes we were unable 
to get sufficient accuracy in the region of complex K. (presumably this could be achieved 
with larger and finer grids, and perhaps higher precision) , so we restrict our discussion 
accordingly. 
Polarization for 1 :1 electrolytes 
Figure 2. 7 shows the variation of 0 with KnR. Again, on this scale the curves for the 
three ionic diameters coincide. Since 0 approaches 1 at the transition point , there will be 
a strong increase in the asymptotic coefficient of h++ ( r) near that concentration. On the 
other hand , at low "'DR there is a slight minimum in 0 as evidenced by figure 2.8, the 
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Figure 2. 7: Relative polarization for a 1:1 electrolyte below the transition point, where 
0 = l - E/(<). Solid line: HNC result for ionic diameter R = 4.2A; dot-dash: HNC for 
R = 4.6A; long dash : HNC for R = 5.0A. On this scale the three curves coincide 
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Figure 2.8: Relative polarization for a 1:1 electrolyte at small KDR. Solid line: HNC result 
for ionic diameter R = 4.2A; dot-dash : HNC for R = 4.6A; long dash : HNC for R = 5.0A 
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depth of which decreases with diameter. This reflects the weak nature of ion pairing in 
1:1 systems, which also decreases in strength with ionic diameter. 
In the case of a symmetric electrolyte, we can rewrite equation 2.62 as 
h ( ) 21 ( K )4 1 ex.p (-;:. r) ++ r ,...., -V B - --
KD 1 - 0 r (2.91) 
where v is the valence and /B is the Bjerrum length. Comparing figures 2.1 and 2.7 it is 
clear that the leading coefficient in equation 2.91 will be dominated by the ( K/ KD )4 term 
except near the transition point, where the 1/(1 - 0) term will come into play. This is 
illust rated in figure 2.9, where we plot the coefficient relative to its limiting value of -v2lB 
i.e. we just plot the (K/ KD )4 /(1-0) term. There is a very slight minimum near the origin 
(im perceptible on this scale), and then a power law increase, followed by a sharp rise near 
the transition point . We could not achieve sufficient accuracy to determine the peak value 
(if it exists). Insofar as HNC is an accurate approximation , these results provide a basis 
for as&essing the validity of asymptotic expressions for the pair correlation functions. 
Polarization for 2:2 electrolytes 
The results for 2:2 systems, shown in figure 2.1 0, exhibit a monotonic decrease of 0 
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Figure 2.10: Relative polarization for a 2:2 electrolyte below the transition point . Solid 
line: HNC result for ionic diameter R = 4.2A; dot-dash: HNC for R = 4.6A; long dash : 
HNC for R = 5.0A 
with KDR, in contrast with 1:1 systems . Again numerical problems near the transition 
region prevent us from computing the limiting value of 0. Applying the corresponding 
states argument again, there is a continuous transition from the 1:1 to the 2:2 case by 
decreasing the ionic diameter. In particular , there must be a diameter at which the value 
of 0 near the transition point switches from being positive to being negative. 
Since we have 0 being negative up to the transition point (as far as our calculations 
extend ), the effect is to reduce the leading asymptotic coefficient of h++(r) as given in 
equation 2.91. The reduced coefficient is shown in figure 2.11, where it is clear that the 
( K./ KD ) 4 term leads to a positive increase near the transition point . 
2.5.5 Decay of short-range functions 
As explained in section 2.4.3, we are interested in the decay of hIJ(r) and h~(r) so that 
we can bound the tails of integrals in which they occur. This information also relates to 
higher order terms in th decay of hij ( r) . In the region where K. is real we can argue as 
follows (a more rigourous treatment is given in a paper by Mitchell and Kjellander [151]). 
Suppose the leading asymptotic term of h~(r) is Dsexp( - bsr) /r , and that of hI,(r) is 
Dn exp(-bnr )/r, and the leading terms of hi+ are C exp(-K.r) /r + C' exp( - K.')/r. Here 
K. is the smallest real solution of equation 2. 78 and K. 1 is the next smallest real solution. 
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Combining these via equation 2.42 , we have 
h++(r)""' C exp(-Kr)/r + C' exp(-K'r)/r + Dsexp(-bsr)/r + DD exp(-bDr)/r(,2.92) 
h+-(r)""' -C exp(-Kr)/r - C' exp(-K'r)/r + Dsexp(-bsr)/r - DD exp(-bDr )/r 
For large r, h++(r) and h+-(r) are small,so we can expand the logarithms in equations 
2.29 and 2.30 to third order and obtain 
(2.93) 
At low concentrations, we shall see below that K and bs are the dominant roots , with 
bs -+ 2K. Substituting equation 2.92 in equation 2.93 and retaining the dominant terms 
we find that 
ci,( r) ""' CDs exp( -(K + bs)r )/r2 - ic3 exp( -3Kr )/r3 
cl( T) ""' ~C2 exp(-2Kr )/r2 2 
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Figure 2.12: 'R(bs/Kv) in a 1:1 electrolyte. Solid line: HNC result for ionic diameter 
R = 4.2A; dot-dash: HNC for R = 4.6A; long dash: HNC for R = 5.0A; dotted line: 
'R(2Kj "'D ). The purely real roots and the complex roots are as labelled 
We keep the second term in the expression for c'b( r) because K + bs ~ 3K at low concen-
trations. Using numerical fitting it is difficult to distinguish between exp(-3Kr)/r2 and 
exp(-3Kr)/r3, since we can only fit over a smallish range of r . 
In solving equations 2.81 and 2.~2 it is important to note from equations 2.95 and 2.94 
that where the asymptotic formulae hold we need 'R(bs) < 'R(2K) and 'R(bv) < 'R(K + bs) 
for the integrals to converge in the ordinary sense. 
1:1 electrolytes 
Figure 2.12 shows our solutions for the real part of bs, with 2K shown for comparison. 
The corresponding imaginary parts are shown in figure 2.13. Below KR= 0.75, bs is very 
close to 2K and indeed it is numerically difficult to evaluate due to the large contribution 
from the tail of the integral. Above the transition to complex K, a complex solution for 
bs begins to feature and as its real part becomes smaller than that of the first solution , 
the tail of h~( r) shows an exponentially damped oscillation. In this regime of complex K, 
c~(r) goes as cexp(-2'R(K)r)(cos(~(K)r + ¢>)2/r2, and we again run into problems with 
tail estimation, since we need to fit the phase constant in this expression. In practice, at 
high KR we just use a truncation in the integrals involving c~( r ), which eventually leads to 
incorrect solutions with 'R(bs) > 'R(2K). However, before this occurs the complex solution 
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for bs begins to dominate the decay. Also note from figure 2.13 that the imaginary 
part of the complex root for bs is much larger than the imaginary part of K, so the 
corresponding oscillations in hi( r ) = hs( r) have a higher frequency ( and decay fast er) 
than those in ho(r). Thus in this regime h++ (r) and h+-(r) are sums of exponentially 
damped oscillations. 
The behaviour of bo is shown in figure 2.14, where the root is purely real. At high 
concentrations it approaches K, so it is clear that there the behaviour of ho( r) is not a 
simple exponentially damped oscillation. At low concentrations we were unable to find 
a root for bo by straightforward numerical means. Further asymptotic analysis indicates 
that in this regime R(bo) > R(K + bs ), and the decay of hIJ(r) is dominated by the 
singularity of CIJ(k) at K + bs . Then the expected behaviour of hIJ(r) at larger is of the 
form Do exp(-( K + bs )r )!( r )/r2 where/( r) is a function that goes to zero as r approaches 
infinity. We did not attempt to remove the singularity numerically, so the information on 
bo at low concentrations was obtained from fitting the tail of hIJ( r ). In the range where 
bo could be found from equations , it agreed very closely with fitted decay, an important 
consistency check for this approach . 
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2:2 electrolytes 
The difference between 1: 1 and 2:2 electrolytes is especially apparent in the behaviour 
of the short-ranged functions . For the 2:2 electrolyte bs is purely real and smaller in 
magnitude throughout the range than bv , which is complex. Figure 2.15 shows that bs, 
as expected, goes to 2K. at low KR. But just below the transition point we find bs < "-, 
so that the decay of both h++(r) and h+- (r ) is dominated by the Dsexp(-bsr)/r term . 
Thus in this regime ho ( r) is of shorter range than hs( r ). 
It follows from this last statement that we expect R(bn) > R(bs), and this is confirmed 
by figure 2.16. We also see that R(bn) < R(K. + bs ) as before. The imaginary part of bv 
is shown in figure 2.17. Extrapolation to high KR suggests that we would eventually find 
c;:J (bv) = 0. 
It is clear from this discussion of the roots for"- , bs and bv that at higher concentrations 
the behaviour of h++ ( r) and h+- ( r) becomes progessively more complicated. As the 
volume fraction of the ions increases, the cross correlation between the hard core exclusion 
and the electrostatic terms comes to dominate the structure. This also evident in the MSA, 
which should be accurate in such regimes, and in the MPB. Thus the useful simplicity 
of the asymptotic description of the pair correlation functions is limited in the 1:1 case 
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Figure 2.17: ~(bo/"-o ) in a 2:2 electrolyte. Solid line: HNC result for ionic diameter 
R = 4.2.A; dot-dash: HNC for R = 4.6A; long dash: HNC for R = 5.0A 
to "-DR < 2.0 and in the 2:2 case to "-DR = 1.5. Here the split defined in equation 2.42 
becomes less useful, as h!+ ( r ) is of longer range than hi+ ( r). 
As the concentration increases , the asymptotic properties of the various pair correlation 
functions depend on the relative magnitudes of the real parts of solutions for "-, bs and 
bv . For a 1:1 electrolyte with R = 4.6A , this is summarised in figure 2.18. The case for 
a 2:2 electrolyte with R = 4.6A is shown in figure 2.19. The qualitative difference here is 
that in the 2:2 system R( bs) falls below R( K.) at a concentration less than that at which 
K. turns complex. As we shall see, this changes the nature of the transition point. 
2.5.6 Pair correlation functions 
Agreement between the asymptotic results for large r , as derived from our numerical 
residue analysis, and the tails of the functions in question is an important check on the 
accuracy and consistency of our approach. It is not of course an independent assessment, 
since all the computations are done within the HNC approximation, and the values of K., 
bs and bo depend on the behaviour of these tails . The standards of comparison within 
the context of the primitive model are MC calculations ( although the tails of the pair 
correlation functions in that case are limited by the size of the simulation cell), asymptotic 
results at low concentrations (although the regime of applicability is not known a priori), 
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dashes: asymptotic forms for h++ (r ) (lower) and h+- (r ) (upper) 
and then other approximate t heories. 
All t he following functions are computed for R = 4.6A. The 1:1 cases are at concen-
t ration of 0.10 M ("-DR= 0.4877, the low concentration regime) , 0.70 M ("-DR= 1.2688, 
just below the transition point ) and 1.0 M ("-DR= 1.5141, in the oscillatory regime). The 
2:2 cases are at 0.025 M (KDR = 0.4788), 0.25 M (KDR = 1.5141,just below the transition 
point ), and at 0.40 M (KDR = 1.9152, just above the transition point). In each case it 
is the relative magnitudes of the real parts of"- , bs and bD that determine the dominant 
behaviour in the tails. 
Pair correlation functions for 1: 1 electrolytes 
At low concentrations the short-range structure in the 1:1 case is straightforward. For 
a concentration of 0.10 Mand with R = 4.6A ("-DR= 0.4877), figure 2.20 shows h++(r) , 
h+- (r ), hD(r) and the corresponding asymptotic expressions. Here "-f "-D = 1.0401 , (} = 
0.00000 , and so for larger , h++ (r)"' - l.1704/Bexp(-0.4980r/R)/r. For comparison , 
the larger real root for "' is ,,_, / "-D = 2.3013, and the decay of the short-range functions is 
dominated by bs/"-D = 2.406 and bD/KD = 2.7058. 
A complementary representation is shown in figure 2.21 which gives the relative dif-
ference of each function from its asymptotic form e.g. if for large r we have hD( r) ,...,, 
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totic forms for a 1:1 electrolyte with R = 4.6.4. and a concentration of 0.1 M. Solid line: 
hv(r); dot-dash: h++(r); dotted: h+-(r) 
c++ exp(-Kr)/r then the quantity plotted is exp(Kr)rhv(r)/c++ - 1. For convenience we 
shall call this quantity 6. If we had underestimated K then 6 would go to -1 at larger . If 
on the other hand we had overestimated K then 6 would diverge upwards at large r. If K 
was accurate but c++ was inaccurate, then 6 would approach a non-zero constant. If the 
constants were accurate but hv(r) also had a cos factor, then 6 would oscillate between 0 
and -2. Thus this way of displaying the data provides a sensitive test for the accuracy of 
the asymptotic form. 
From our analysis of the roots, the next largest term in the asymptotic form of h++ (r) 
and h+-(r) is Dsexp(-bsr)/r, where bs ~ 2K. Then 6 ~ Dsexp(-Kr)/c++· But for 
hv(r) the next term is Dvf(r) exp(-bvr)/r2 where bv ,.._, 3K and /(r) -+ 0 as r -+ oo, 
so in this case 6 ,.._, Dvf(r)exp(-2Kr)/(cvr) i.e. it is much more short-ranged, as is clear 
in figure 2.21. Another representation of this is contained in the short-range functions 
plotted in figure 2.22, where hIJ( r) is of much shorter range than hi( r ). 
For a ionic diameter of 4.6.4., the transition point (where K becomes complex) occurs 
near 0.72 M. Just below this, at 0.70 M (KvR = 1.2688), one can see these oscillations 
in the higher order terms. Figure 2.23 gives the relative difference of h++(r) , h+- (r), 
hv(r) from their asymptotic forms (the quantity 6 defined above). Here K/KD = 1.6540, 
(} = 0.4786, and so for large r, h++(r) ,.._, -14.3561 /aexp(-2.0953 r/ R)/r. Now the 
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next largest term in the asymptotic behaviour of all three functions is proportional to 
exp(-K'r)/r, where K.1 is the larger real root (see figure 2.18). Thus the leading term in 6 
is proportional to exp( ("' - K.1 )r ), and as K. 1 -+ K. then 6 becomes long-ranged. On top of 
this we have higher order oscillations in 6. This is best seen by examining hs( r ) = hi( r ). 
Although the dominant term in the decay of this function is a simple exponential , t he 
relative difference plotted in figure 2.24 shows the effect of a complex root for bs with a 
larger real part (as indicated by figure 2.12). By contrast hb(r ) is still of much shorter 
range. 
As the concentration increases beyond the transition point to 1.0 M, the oscillations 
in the pair correlation functions become more visible, althought they are still strongly 
damped. The solutions for K. are complex , with K./ "-D = 1.5531 ± 0. 7850i. So to obtain 
the asymptotic form of h++( r) etc, there is an additional phase constant to be fitted . 
Rather than do this , for the purposes of exposition we divide by the exponential corre-
sponding to the real part of K., so leaving the oscillatory part. So if the decay of h++ ( r ) is 
c++ exp(-R(K.)r) cos(~(K)r + <P++)/r, then 6"' cos(~(K)r + ¢++) - 1. This relative dif-
feren ce for the long-ranged functions is shown in figure 2.25. As at 0. 70 M, there are some 
additional oscillations visible around r / R = 2 due to higher order terms. The wavelength 
of the variation is about 5.44 ionic diameters i.e. about 25A , and this agrees reasonably 
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well with that of 5.29 deduced from ~(11:). The decay for the short-range fun ctions is given 
by the two roots bs/11:0 = 2.4068, 2.4309±3.2620i and the root bo/11:o = 1.776814 . Figure 
2.26 gives the variation of 6 for these functions. For hj(r) 6 shows a very slowly damped 
oscillation, a consequence of the nearness of t he real part of the complex solution for bs to 
that of the real solution. At a slightly higher concentration the oscillatory behaviour dom-
inates. By contrast the decay of hIJ( r) remains a simple exponential ( with some ripples in 
6 due to higher order terms). Since ht+ ( r ) = hIJ( r) + hj( r) and ht_ ( r ) = hj( r) - hIJ ( r ), 
and R(bo) < R(bs ), the decay of ht+ (r ) and ht_(r) is also a simple exponential, with 
some higher order oscillations on top. 
Our investigation so far has been of the pair correlation functions for r > R. The 
hard sphere condition immediately gives us h++ (r) = h+-(r ) = hs(r) = h~(r) = -1 and 
ho( r) = 0 for r < R, so we only need to examine hIJ( r ). The short-range functions are 
not given a boundary condition for r < R, making them trivial to compute given the long-
range functions and easier to work with asymptotically. The function hIJ ( r ) represents the 
short-range part of the charge cloud around the ion ( as discussed in section 2.4 .1 ), and is 
non-zero within the core. This is unphysical, but it is of course cancelled by an opposite 
contribution in hfi r ). This effect is related to the fact that for symmetric electrolyte, 
the separation of the OZ equation into two equations (2.27) means that the hard sphere 
contribution is contained in h~( r) but not in hb( r ), as remarked in section 2.3.5 . The 
part of hb( r) within the core makes an important contribution to q• , the effective ionic 
charge ( see equation 2. 72). Figure 2.27 gives an idea of the variation with concentration 
in a 1:1 electrolyte. Here we have plotted p·h1(r)(r/ R)2 (where p• = nR3 is a reduced 
ionic density) which is proportional to the actual charge density at r , thus avoiding the 
singularity in hb(r) at r = 0. The value of p•hb(R-) is nearly linear with p• up to 0.7 
M, but then increases more rapidly. 
As the concentration is increased still further beyond 1.2 M, h++(r) and h+- (r ) become 
of shorter range than h!+(r) and h!_(r). Thus h~+(r) and h!+(r) have about the same 
range ( corresponding to the fact that bo is only slightly larger than 11:, as shown in figure 
2.18) , so the idea behind the splitting is not realised. There are more poles in Fourier 
space that make a significant contribution to the asymptotic behaviour of h++( r) etc, and 
the simplicity of this approach diminishes. 
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Figure 2.27: Short-range charge density for r < R in a 1:1 electrolyte with R = 4.6A. 
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Pair correlation functions for 2:2 electrolytes 
In the following analysis we must bear in mind the known deficiences of the HNC approx-
imation for this system , as discussed in section 2.3.4. In particular the values of h++ ( r ) 
are too large near r = R. The major effect that separates 2:2 from 1: 1 electrolytes is that 
the strength of the electrostatic interaction of two ions of opposite charge at contact is 
about 6.8kT. Thus the contact value of h+-( r) is very much larger than in a comparable 
1:1 system. 
Even at the relatively low concentration of 0.025 M, the effect of ion pairing is to 
remove any symmetry at small r between h++ ( r) and h+- ( r) as suggested by DH theory 
( although the symmetry exists for large r ). This is illustrated by figure 2.28 and also in 
the plot of 6 in figure 2.29. Apart from the large value near r = R ( due to high contact 
value of h++(r), which is partly an artifact of HNC), ho(r) approaches the asymptotic 
limit more rapidly than h++(r) and h+-(r), since the next term goes as exp(-bor)/r 
which is approximately of the order of exp(-3Kr)/r. The behaviour of the short-range 
functions reveals the same kind of anomalies, since hi+ ( r) is small at contact, but nears 
its asymptotic behaviour for r > 2R, and hyJ( r) is larger at contact, but then dies away 
rapidly after 2R. The behaviour at small r is pictured in figure 2.30 and that at medium 
r in figure 2.31. hi(r) only nears its asymptotic form at larger, which indicates the effect 
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of higher order terms (i.e nearby poles in the complex plane). 
As in the 1: 1 case, on approaching the transition point oscillations begin to appear on 
top of the exponential decay of the pair correlation functions. However in the 2:2 case 
at a concentration of 0.25 M, bv is complex, so the oscillations first appear in hl)(r). In 
order of importance, the various roots are ;;,/;;,D = 1.1772, bsf"-D = 1.3079, bv/"-D = 
1.8253 ± l.3423i and ;;,' / "-D = 1.8683. Since bs is not much larger than ;;, , both h++ ( r) 
and h+-( r) approach their asymptotic limit rather slowly, as evidenced by the plot of o 
in figure 2.32. The effect of the complex bv on the short-range functions is shown in the 
plot of 6 in figure 2.33. h]i r) is of course oscillatory ( as seem by the fact that o varies 
between O and -2), and the approach of the other functions to their asymptotic form is 
slow and oscillatory. 
At 0.282 M (still for R = 4.6.4.), bs = K, and above this concentration bs then dom-
inates the decay of h++(r) and h+-(r). An example of this for R = 4.6.4. and a concen-
tration of 0.40 M is shown in figure 2.34. Here ;;,/ "-D = 1.403 + 0.223i , bs/ "-D = 1.088 
and bv/ "-D = 1.424 + 0. 710i. The asymptotic form of h++( r) is determined from bs and 
a fit.ted coefficient in the asymptotic formula. The oscillations due to the complex K. are 
superimposed on a monotonic exponential decay due to bs. In contrast, hs(r) quickly 
approaches its asymptotic form . At higher concentrations still the dominant root , bs, will 
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Figure 2.33: Relative difference of short-range pair distribution functions from their 
asymptotic forms for a 2:2 electrolyte with R = 4.6A. and a concentration of 0.25 M. 
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turn complex and lead to damped oscillations, as evidenced by Larsen's results [128]. 
For a 2:2 electrolyte, the shape of the short-range charge density within the core 
is qualitatively similar to the 1:1 case , as shown in figure 2.35, although since it is a 
correlation between divalent ions a factor of 2e should be included to give the actual 
charge density (where e is 1 elementary charge). The increase in p•hIJ(r) is again almost 
linear with p• up to 0.25M, but then increases more rapidly after the transition point. 
2.6 Discussion 
2.6.1 Ion-ion correlations and K 
The above analysis shows that the asymptotic theory is most useful at low KvR ( certainly 
below the transition point), where R(K) ~ R(bs), R(bv). Focusing our attention on the 
ratio K/Kv , we have seen that LMPB (equation 2.89) is quite close to the HNC results for 
1:1 electrolytes. The former is within 7% of the latter up to KvR = 1.2. The deviation 
in Kj KD - 1 is obviously greater, with LMPB being 10% - 20% above the HNC result at 
medium KvR, but worsening below KvR = 0.5. For 2:2 electrolytes however,the agreement 
is very poor, as LMPB does not give the large region where for HNC Kj KD < 1. 
A fairly stringent test of approximate theories is to derive the limiting behaviour of 
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K/ KD - l at low concentrations. All the theories that Outhwaite cites [93] which are 
derived from hierarchies of equations for the potential give results of the form 
(2.96) 
where c = 1/4 for those derived from the Kirkwood hierarchy, and c = 1/12 for those 
derived from the BBGY hierarchy. On the evidence of our HNC results, this is in the 
wrong direction ( since we find K/ KD - 1 < 0 at low enough concentrations). On the 
other hand the MSA result in equation 2.12 is a deviation of -(KvR)/2, which is in t he 
right direction but is far too large in magnitude. The asymptotic result of Mitchell and 
Kjellander in equation 2.90 is that the leading term of K/ KD - l is negative, independent 
of R, and proportional to ( KD ) 2 ln ( KD ) . As discussed in sections 2.5.3 and 2.5.3 , this is 
in accord with the HNC results for a 2:2 electrolyte around 0.0002M, but in the 1:1 case 
there is no quantitative agreement above 0.0001M. 
If we inquire as the fundamental mechanism behind K/ KD being less than 1 (i.e. the 
screening being less effective than in DH theory), then the reason is ion-ion correlations. 
There are at least three effects which contribute [154] (pp 177-179). The first is a purely 
electrostatic correlation between ions, which represents a correction to the mean field 
treatment of point ions in DH theory. The second is an excluded volume effect due to finite 
ion size, a purely steric effect . The third is a cross-correlation between the electrostatic 
and steric effects , the exclusion of ions from within the hard sphere diameter . Mitchell and 
Kjellander 's equation 2.90 is a correlation of the first kind , since it doesn ' t depend on ion 
size. It is instructive to invoke the corresponding states argument again. A 2:2 electrolyte 
with R = 4.6A at 0.0002 M (where figure 2.6 shows a reasonable agreement with the 
asymptotic result) corresponds to a 1:1 electrolyte with R = 1.15.4 at a concentration of 
0.0128 M. The first order term of the asymptotic result is the same (as it must be), since 
it scales with v6 c where c is the concentration. This indicates that at fixed valence the 
agreement with the asymptotic form at fixed concentration should improve as we decrease 
the ionic diameter. The other theories that we considered for K/ KD can only be accurate 
for larger diameters - effectively low {3*. 
Another immediate inference from the asymptotic result is that the lowest order devi-
ation of K/ KD from 1 does not depend on the strength of ion pairing i.e. the electrostatic 
energy of two unlike ions in contact. This energy (proportional to {3*) increases as the va-
lence increases and the diameter decreases , and so is several times kT for 2:2 electrolyte. 
100 
The analysis of Monte Carlo results for soft sphere models shows that such pairing in-
creases rapidly with concentrat ion for a 2:2 electrolyte [92, 101] . For example at 0.001 M, 
dimers account for 8% of all the ions; at 0.005 M it is 20% and at 0.02 M it is 30% ( with 
3% of higher order clusters . We would expect ion pairing to reduce K/ "-D for t he following 
reasons. As a first order approximation , one can think of a pair of such ions as creating a 
neutral molecule with some dipole moment , so that the concentration of free ions decreases 
and screening is less effective. This is the idea behind Bjerrum 's theory of ion pairing. 
At very low concentrations such pairing becomes rare, and we can go back to the DH 
picture of the charge cloud being smeared out into a continuum. The sticky electrolyte 
model (SEM) discussed in section 2.3.4 can be seen as a simple way of including a speci fic 
ion pairing between unlike ions . Although the SEM goes beyond the primitive model in 
introducing another interaction it is suggestive to examine the asymptotic result under 
the MSA for K/"-D , as given in equation 2.16. We see that to lowest order it gives the 
same result as for the primitive model, but to next order the effect of the sticky pairing is 
to decrease K/ "-D · Knowing the inaccuracy of the MSA at low concentrations (it is wrong 
in the first order term for the primitive model) , this result can only be a confirmatory hint 
that ion pairing acts as a second order effect to reduce K/"-D · 
It should be noted at this point that a number of our conclusions are specific to a 
symmetric electrolyte. If we have v1 : v2 electrolyte then the asymptotic result of Mitchell 
and Kjellander becomes 
(2.97) 
where A= KDIB as before. The O(A) term was first given by Mitchell and Ninham (108]. 
So for a 2:1 electrolyte (v1 = 2 and v2 = 1) the leading terms on the RHS are 1 +Aln(3)/8 
i.e. there is a strong positive deviation from the limiting law ( the same deviation as for 
the one-component plasma) due to the purely electrostatic correlations. The negative 
deviation that we find in the symmetric case is a much weaker effect , and it is perhaps not 
surprising that the simpler theories fail to predict it. MSA does at least give a negative 
deviation, but in the most general case of an asymmetric electrolyte, it always predicts a 
negative deviation , which is at variance with the asymptotic results. In such an electrolyte 
an ion pair does not give a neutral entity as in the symmetric case, so we cannot argue 
that pairing reduces the concentration of free ions ( even though the pairing effect may still 
be strong, since it is proportional to v1 v2 ). Experimentally a 2:1 electrolyte would be a 
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better system to investigate the deviation, since the effect is likely to be strong (based on 
primitive model calculations), and this is indeed observed in force measurements between 
double layers [155]. 
An asymmetry of ion size should also affect K . Although there have been some investi-
gation of the asymptotic behaviour [109], no quantitative result is given. The calculations 
of Patey and co-workers [84] using a molecular model for the solvent show both positive 
and negative deviations of K from KD for 1:1 electrolytes with ions of different diameters 
( these deviation are obtained from fitting the decay of the appropriate total correlation 
functions). They find that the strongest (positive) deviation at moderate concentrations 
(0.1-0.5 M) is for NaCl (where the diameter of the sodium ion is taken as 2.35A. and that 
of the chloride ion as 3.25A. , and the water molecule has a diameter of 2.8A.). In their 
results one cannot of course separate the effect of differing ion diameters from the effect 
of including the solvent as a species, so a closer comparison must await the extension of 
our methods to an asymmetric electrolyte. It may be possible to develop a theory similar 
to that in this chapter for models at the Born-Oppenheimer level ( where the solvent is 
molecular), in which case more accurate values for K could be obtained. 
2.6.2 The transition to complex kappa 
Another feature of interest in our results is the transition to complex K values at high 
enough KoR. Again one is prompted to inquire as to the basic mechanism i.e. which 
correlation effect is dominant. It should be said that the "transition" that we are investi-
gating is a change in the asymptotic decay of the pair correlation functions, and does not 
imply any thermodynamic singularities. The transition to oscillatory behaviour is seen 
at least numerically in a variety of systems. In the one-component plasma ( where there 
are purely electrostatic interactions), oscillations in the pair correlation function are first 
visible around r ::::: 3 (136, 138] , where r is the ratio of the electrostatic interaction to 
the thermal energy for two ions at their average separation. It is also worth noting that 
the OCP in two dimensions also exhibits oscillations for r::::: 2.8, where r = v21
8
(1rn) 112 
and n is the number of particles per unit area (143]. The 2-D OCP result, which might 
be relevant to the surface region of an electrical double layer, translates to 20.4A. 2 per 
ion for monovalent species and 327 A 2 per ion for divalent ones. These result suggest that 
a purely electrostatic mechanism for oscillations is not feasible for 1: 1 electrolytes, but 
may well contribute in the 2:2 case. If we go to the other extreme of turning off the 
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charge altogether, then we have the hard sphere fluid. Here the pair correlation functions 
are always oscillatory, although numerically the oscillations are small below pR3 ::::: 0.1 
[156, 157], which corresponds to a concentration of 1.7 M for R = 4.6A. An intermediate 
system is the OCP with hard cores and a uniform penetrating background [158, 159]. 
Numerical solutions for a system equivalent to /3* = 50 show that the pair correlation 
function doesn ' t deviate noticeably from the OCP result until R is of the order of a the 
' 
average separation (where a= (3/ (41rp)) 113) . This is due to the correlation hole around 
the ion. Although this is very far from electrolyte conditions, if it is legitimate to abstract 
the scaling idea then the cross-correlation of the hard sphere repulsion and electrostatic 
interaction should become significant in a one-component system for R/ a of order 1. For 
R = 4.6A, R/a = 0.8 corresponds to an ionic concentration of 2.1 M, and R/a = 1.0 to 
4.1 M. 
The above comparisons only give us hints and guesses, hints followed by guesses. The 
distinctive feature of the restricted primitive model is that we have two ionic species of op-
posite charge. The occurrence of oscillations in the pair correlation functions corresponds 
to a layering of ions about the central ion, alternating negative and positive. Thus we have 
the formation of clusters and so the onset of short-range order. As the concentration in-
creases, the distribution of ions has a quasi-lattice structure, although the thermal energy 
of the ions washes out any long-range order. In an ionic liquid, this progression would 
eventually lead to crystallisation and long-range structure. This picture can be confirmed 
by examining h++ ( r) and h+-( r) in concentrated systems, since they oscillate symmetri-
cally one above and one below zero [128]. LMPB for K/KD approximates the cavity terms 
but the term for purely electrostatic correlations cancels for symmetric electrolytes . Its 
accuracy for 1:1 electrolytes at moderate concentration suggests that in these systems it 
is the cavity term that dominates. The location of the transition point for 1:1 electrolytes 
occurs for nearly constant KDR in our calculations. This is consistent also with MSA , 
which neglects the purely electrostatic correlations. This is seem from the fact that it uses 
Cij(r) = -/3Uij(r) for r > R, which is essentially DH with hard cores properly included. 
The inaccuracy of LMPB and MSA for 2:2 electrolytes, and the variability in the 
value of KDR at the transition point both suggest that there the purely electrostatic term 
is important here. This is to be expected from fact that the electrostatic coupling for 
divalent ions is 4 times stronger than for monovalent ions at the same concentration. 
Based on a loose analogy to the OCP with hard cores, we hypothesise that the location 
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Figure 2.J6: Effective K for a 2:2 electrolyte. The horizontal scale is in units of R/a where 
a is the mean separation of like ions . Solid line: HNC result for ionic diameter R = 4.2A; 
dot-dash: HNC for R = 4.6A; long dash : HNC for R = 5.0A 
of the transition point should depend more on the value of R/ a ( which varies as Rp113) 
than on "-DR (which scales as Rp112). The effect of this rescaling is shown in figure 2.J6 , 
where here a is the mean separation of ions of the same sign (for the mean separation of 
ions regardless of sign , one multiplies a by 2- 1/ 3 ~ 0.794) . The degree of agreement for 
varying diameters is encouraging while hardly being conclusive. 
Some work by Fisher and Widom on the pair correlation function in one-dimensional 
systems is also suggestive in our current context [160]. They show that if the potential is 
purely repulsive then the decay will always be oscillatory (as in the 1-d hard sphere fluid). 
But if the potential has an attractive component as well, then there will be a cross-over 
from a monotonic decay to an oscillatory one at a high enough density. They conjecture 
that for a JD fluid, the critical point will lie within the region of monotonic decay. It 
is not clear how these results apply in three dimensions. For example, the hard sphere 
fluid in JD always has an oscillatory pair correlation function, but as mentioned above 
the numerical evidence for the OCP ( which has a purely repulsive potential) suggests a 
transition, which is in accord with asymptotic results for g( r) [107]. In order to grasp 
the effects in a two component system such as the RPM , it would probably be easier to 
consider it as a one component system ( say the cations) with an effective pair potential 
depending on concentration. 
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2.6.3 Achievements of effective linear theory 
By combining the non-linearities into the short -range charge distributions, and working 
with the resulting "dressed" ions, we have seen that it is possible to recast the Ornstein-
Zerruke equation in a way which has a formal equivalence to linear Poisson-Boltzmann 
theory. Using this together with the known asymptotic behaviour of the direct correlation 
functions, it is then much easier to perceive the physical content of the theory. 
The asymptotic behaviour of the pair correlation functions is then obtained in terms 
of the effective charges , an effective decay length and an effective polarization which now 
have a rigorous formulation . To proceed further , we have employed the hypernetted-chain 
approximation to compute the pair correlation functions and then evaluate the effective 
quantities. In doing so we have extracted information which was always present in previous 
calculations ( to some degree of accuracy) but had not been closely examined, since most 
of the attention was focused on thermodynamic rather than structural quantities. The 
values of the effective decay lengths and charges give a clearer picture of the relationship 
of the HNC approximation to simpler theories, ranging from the limiting DH theory to 
MSA. As a point of special interest, we have thus determined more accurately than before 
the onset of oscillations in the pair correlation functions. As we shall illustrate in the next 
chapter, all this information is important in investigating the interaction between colloidal 
particles in an electrolyte. 
2.6.4 Future directions 
Having established a methodology and done initial calculations, there are many possible 
refinements of varying interest. The numerical work in the case of 2:2 electrolytes needs 
to be extended to still higher concentrations, untangling the various roots which appear in 
solving for the decay lengths. We could then locate the transition to damped oscillations 
with greater accuracy. It would be worth using a modified HNC approximation to check 
the accuracy of the pure HNC results, especially in the low concentration regime for 2:2 
electrolytes, where there are known to be problems for small r. It might also be possible 
to use the pair correlation functions from Monte Carlo simulations, although they would 
need to be extended to large enough r. 
1-'or practical comparisons, the most interesting system would be a 2:1 electrolyte, 
since the deviation of K. from K.D should be much stronger than in the symmetric case. 
There has been some uncertainty over experiments on 2: 1 electrolytes with the surface 
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force apparatus [155, 161, 162], but in principle either this technique or the atomic force 
microscope has sufficient resolution to be able to determine the decay length of the force 
profile between double layers at low concentrations. On the theory side one would need 
primitive model calculations that gave the dependence of the effective quantities on the 
ionic diameters of both cation and anion. At the point of comparison to reality, one must 
also consider the limitations of the primitive model. We are much nearer to the point 
(for bulk systems) where we can have confidence in the accuracy of our approximations, 
and allow experimental data to test the models themselves. It would also be useful in 
this regard to have further calculations in a molecular solvent, since these indicate the 
limitations of the assumption of a continuum solvent. One could then proceed further along 
this line and use more "realistic" potentials , although at the current stage of development 
these are still somewhat ad hoc in nature, and contain parameters to be fitted. 
Further afield, it would be of theoretical interest at least to apply this methodology to 
systems such as the one-component plasma, since the transition from monotonic to oscil-
latory pair correlation functions ought to be much more straightforward to characterise. 
A logical extension would then be to OCP with hard cores, which ought to have some 
of the complexity of the RPM but with only one species to consider. In the electrolyte 
arena again, the next step would be to examine mixed electrolytes. A practical problem 
would be to determine the effect of adding small amounts of high valence electrolyte to 
a normal low valence electrolyte, since this is known to have strong effects on the critical 
coagulation concentration in colloidal systems ( this phenomenon is usually referred to as 
the Schultz-Hardy rule [77)). As we have seen in the case of symmetric electrolytes, com-
puting the effective quantities is a useful way to analyse the behaviour of such complex 
systems. 
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Chapter 3 
Effective Surface Charge in the 
Electric Double Layer 
3.1 The Whys and the Wherefores 
The ubiquity of bulk electrolytes in chemical physics leads to the vital but more difficult 
problem of an electrolyte in contact with a charged surface. The object in question may be 
an electrode, the wall of a container , a charged macromolecule such as DNA , a surfactant 
aggregate or a colloidal particle. All these are large with respect to typical ionic diameters , 
and so introduce significant inhomogeneities. In the case of the colloid particle, a typical 
radius is in the range 10 to 10000A. It has long been realised that the nature of t he 
forces between such particles determines whether they remain dispersed or whether they 
aggregate, so the control of these forces ( e.g. by varying the electrolyte concentration) has 
important practical implications [77]. 
The most successful basic theory of colloidal forces bears the names of Deryaguin , 
Landau, Vervey and Overbeek, and so is known by the acronym DLVO . The interaction 
between two particles immersed in an electrolyte is described as a sum of an attractive 
dispersion term (due to the correlation between dipolar fluctuations in the two particles ) 
and a repulsive electrostatic term treated in a mean field approximation. Just as in 
McMillan-Mayer theory the solvent contribution is averaged and replaced by a dielectric 
constant, so now the ionic contribution is averaged and replaced by an effective potential. 
DLVO theory has been widely applied and tested, and fared remarkably well in aqueous 
and non-aqueous electrolytes [163, 164]. Indeed , its success in areas where the assumptions 
are inadequate raises the suspicion that it benefits from a cancellation of errors, or from a 
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fitting of parameters. An example of the latter is the surface charge of the particle, which is 
usually measured by indirect techniques. Especially in solutions containing divalent ions , 
the fitted values from force measurements cannot always be reconciled with the results 
of other methods. A plausible explanation is that the mean field electrostatic term has 
the correct functional form at large separations , but that a more accurate theory will give 
effective values of the parameters , in a manner exactly analogous to the effective charges 
and decay length computed in the previous chapter. 
There are also cases in which DLVO cannot predict the behaviour even qualitatively 
e.g. the swelling of calcium clays . This indicates that the ionic correlations ignored in 
the mean field treatment must now be included. The contribution from dispersion can no 
longer be considered as additive , and a self-consistent theory is required. Further work on 
force measurements has also revealed the presence of strong short-range forces ( a repulsive 
"hydration" interaction and an attractive "hydrophobic" interaction) that are thought to 
arise from water structuring near the interface [163] . These can be significant when the 
particles are less than 30 A.apart. 
Our approach in this chapter is to focus on an isolated planar slab of dielectric material 
in contact with an electrolyte. The slab is assumed to be sufficiently thick that there is 
negligible electric field across it, so we take it to occupy a half-space. The presence of 
this wall alone alters the density profile of ions in its vicinity. If the surface of the slab is 
charged , then it attracts a layer of oppositely charged ions ( counterions ), and repels ions of 
the same charge ( coions) . This separation of charge is referred to as an electric double layer. 
Although the simplifications are considerable, we can still employ this model to understand 
the electrolyte structure around a large particle. If we compute the interaction energy per 
unit area E(h) between two such planar double layers at a separation h, then to leading 
order the interaction between two large spheres of diameter Ro at surface separation d is 
V(d):::::: 1rRo f'x:i E(h)dh 
2 Jd (3.1) 
This is known as Deryaguin 's approximation [77], and is useful for understanding colloidal 
interactions. 
Substantial computational effort is required to bring approximate solutions of inho-
mogeneous electrolyte systems to the level of accuracy achieved in homogeneous systems. 
Thus the simplification obtained from the effective linear theory in bulk is even more nec-
essary for double layer theory. It has frequently been observed that the most complex part 
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of an isolated double layer occurs just near the surface, since the counterion densi ties are 
much higher than in bulk. The direct inhomogeneity caused by the surface charge should 
only propagate out a distance of the order of the Bjerrum length into the electrolyte . Just 
as in bulk the pair correlation function s reach their asymptotic forms a few diameters 
out, so we should be able to proceed in the same way here. At a large distance from 
the interface, the ions "see" a much reduced surface charge due to the accumulation of 
counterions. This "effective surface charge" has been analysed in a number of theories 
[165, 166, 167, 168]. Our calculation again has the virtue of being based on an accurate 
numerical theory, and it completes the link with the linear treatment. 
3.2 The Models for the double layer 
In comparison to the bulk electrolyte, the Hamiltonian for the double layer now contains 
terms which describe the effect of the surface, including the exclusion of ions , the influence 
of surface charge and the dielectric discontinuity ( which gives rise to "image" charges) . 
Some work has been done at the Born-Oppenheimer level, where the water solvent 
is explicitly included. Carnie and Chan studied charged hard spheres in a solvent of 
hard spheres with embedded point dipoles [169, 170]. They used the mean spherical 
approximation for both the wall-ion and the ion-ion closures (an MSA/MSA theory- see 
section 3.3.3), and obtained the leading terms at low concentrations. They showed that 
there are oscillations in the polarization density of the solvent out to 3 or 4 molecular 
diameters from the surface (about 10 A.), and these are only weakly affected by the ion 
concentration. They also derived the relationship between surface charge and surface 
potential. Let the solvent have dielectric constant € ( which can be related to the dipole 
moment and the density), and the solvent spheres have diameter R 2 • Let the ions have 
diameter R1 , densities ni and valences Vi. Define the usual inverse De bye length as Kb = 
(f3e 2 /(€)) Li niV[. Then to first order in KvR 1 and KDR2 the surface potential w(O) is 
related to the surface charge density <7 by 
e<7 1 € - 1 R2 
fJew(0) = -(1 + -2KDR1(l + -,--R )) 
€KD " 1 
(3.2) 
where A2(1 + A)4 = 16€. Although MSA is only correct to zeroth order in KDR1 due 
to linearization, one can see that the effect of including the solvent at a molecular level 
is to increase the surface potential i.e. thicken the double layer. This can be crudely 
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mimiced in a mean-field model by adding a region of low dielectric constant near the 
surface called the Stern layer , even though solvent effects extend further into the fluid 
region . An accurate theory of the differential capacitance of the double layer must include 
this molecular contribution. 
A more realistic model for the solvent consists of using hard spheres in which are 
embedded a point dipole and a point quadrapole of tetrahedral symmetry, with parameters 
chosen to mimic the properties of water. This has been solved in the vicinity of a large 
charged particle using a reference HNC method [171, 172, 173, 174, 175]. The forces 
between the model water molecules are strong and directional, so the solvent structure is 
found to be sensitive to the surface curvature, but weakly dependent on the surface charge 
density. For a large enough particle ( around 80 A.in diameter) the water structure near 
the surface has an "ice-like" orientational order. Oscillations in the polarization density 
extend about 8 A.out from the particle. For pure solvent , there is a critical surface charge at 
which the oscillations in the solvent structure become more pronounced, extending out to 
30 A. When 0.1 M of 1:1 electrolyte is added , this long-range solvent effect disappears due 
to shielding. In general the solvent structure controls the short-range response of the ions 
to the surface. Examining the potential of mean force for ions near the surface, one finds 
that the solvent effect and the Coulombic electrostatic term are nearly additive. Another 
significant consequence of using a molecular solvent is that ions and solvent molecules less 
than one solvent diameter from the surface are not screened from the surface charge. As a 
consequence there is a fast neutralization by the counterions next to the surface. Beyond 
this layer , the molecules "see" a much reduced effective surface charge. 
These results indicate the limitations of the models at the McMillan-Mayer level, where 
we average over the solvent contribution and use effective ion-ion potentials in which the 
solvent properties only enter via the dielectric constant. The primitive model for the 
electrolyte ( used in this chapter and the previous one) will be most deficient close to 
the surface, since there the solvent effects are vital. This is just the region that is most 
important for determining the effective surface charge and the differential capacitance, so 
the results in this chapter are not likely to be quantitatively accurate. 
The surface itself we will take to be a perfectly flat and hard wall. In some theories it 
is possible to add in a short-range wall-ion interaction that can model systems where the 
surface charge is due to the adsorption of specific "potential-determining" ions [170, 176, 
175]. This is important when using a molecular solvent, as the surface is then treated at 
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the same level of approximation as the electrolyte. The adsorbed ions have the effect of 
reducing the contact densities of the counterions and the solvent, and the mean polarization 
per particle near the surface (relative to the case of bare surface charge), since the solvent 
can penetrate into the layer of adsorbed charge. Since a realistic solid surface has a 
definite crystal structure, another kind of model introduces an array of "sticky" sites to 
represent adsorption [177]. The charge on the surface we shall take to be smeared out 
into a continuum. This too can be relaxed , so that the surface contains a mobile two 
dimensional layer of charges, a model appropriate for surfactant bilayers in which the 
charged lipids have considerable lateral mobility [178]. 
It is precisely because we cannot measure intermolecular potentials directly that sta-
tistical mechanics is so important , for it enables us to compute the observable properties 
that arise from specific potentials (s uch as the differential capacitance or the surface po-
tential). The complexity of observed behaviour in electrolytes and double layers indicates 
that the results of more realistic models will be sensitive to the details of the intermolecu-
lar potentials that we choose. The most useful way ahead theoretically is to build up our 
understanding of the simpler models and the approximations needed to solve them before 
we proceed to the next level. It has been common to compare mean-field approximations 
to experimental results , and then postulate some specific adsorption to account for the 
differences, whereas the discrepancy may in fact reside more in the approximation than 
the model. 
Our model for the electric double layer is thus parameterised by a, the surface charge 
density; €, the dielectric constant of the solvent (which depends on temperature); !w, the 
dielectric constant of the wall; T, the absolute temperature; Ri, the diameter of ionic 
species i, qi, its charge, and ni its bulk concentration. In our calculations we shall use 
the restricted primitive model (RPM) for a symmetric electrolyte, in which case we have 
R1 = R2 = R, n1 = n2 = n/2 and q1 = -q2 = ve, where v is the valence and e is one 
elementary charge. 
3.3 Solutions for the Primitive Model Double Layer 
3.3.1 Exact results 
Analytic expressions are useful in that they incorporate the essential physics in a compact 
form, and provide a standard against which to measure the quality of the approximations. 
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The simplest one of these expressions stems from the requirements of electroneutrality. 
For an isolated planar double layer , consider a geometry in cylindrical coordinates where 
the surface is in the r-8 plane and the z ax.is is in the direction of the normal , with z = O 
being at the surface. Denote by ni(z) the average number density of ionic species i at z. 
Then to balance the charge on the surface, we must have 
We must also be able to balance the charge around an ion, so 
qi+ j dr2 Lqini(z2)hij(r1,r2) = 0 
) 
where z1 is the component of r1 in the obvious way. 
(3.3) 
(3.4) 
There are also conditions on higher moments of the charge distribution. One of the 
consequences of these is that hij(r1, r2) must decay a.s r1l parallel to the 
interface unless fw = oo (here r 12 = lr1 - r2I) [179, 154]. This anisotropy is a significant 
difference between the double layer and the bulk electrolyte, where the correlation func-
tions decay exponentially, and the long range is a source of difficulty both theoretically and 
numerically. For symmetric electrolytes, the amplitude of these correlations in the weak 
coupling limit does not depend on_ surface charge to linear ord~r, so the primary effect 
is due to the presence of the wall [180, 179]. The charge cloud around an ion near the 
wall now has a non-zero dipole moment which gives rise to algebraic correlations that are 
characteristic of dipoles. The inclusion of image charge effects can increase the anisotropy 
noticeably if fw < £ [181], hut in the limit of fw -+ oo the algebraic correlations disappear, 
as the image charges are of the same magnitude as the real charges but with the opposite 
sign. When one of the particles in a bulk electrolyte becomes large and dilute relative 
to the others ( as we proceed towards the planar limit), then the ionic correlations must 
become more long-ranged near the surface of the particle. This is the source of some of the 
convergence difficulties that are experienced in the numerical procedures, and is related 
to triplet correlations. 
The Stillinger-Lovett condition in bulk electrolytes can be generalised to the inhomo-
geneous case [182]. Using the decomposition of the direct correlation function into the 
asymptotic part (involving the Green's function for the Laplace equation with the right 
boundary conditions, including images) and a part that is (hopefully) short-ranged, the 
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result is 
/3 L, Qi j n;( r2 )¢;( r1 , r2) dr2 = 1 
I 
(3 .5) 
where <Pi(r1 , r2) is the fluctuation potential i.e. the difference between the mean electro-
static potential at r1 given an ion of species i at r2, and the usual mean electrostatic 
potential at r1 with no ions held fixed . The effect of the surface charge enters indirectly 
through both the ni(r2) and the fluctuation potential. 
There are also a variety of rules that relate to the ion density near the charged wall, 
reviewed in some detail by Martin [183]. The most useful is the contact condition, which 
derives from a force balance argument. In the absence of images it reduces to 
(3.6) 
where Pis the osmotic pressure of the bulk electrolyte solution. The evaluation at z = R;/2 
arises from the fact that this is the distance of closest approach of the centre of an ion of 
species i to the hard wall. Note that this condition does not depend on the ion charges 
( except indirectly via P), so it does not tell us anything about the effective charge of the 
interface, other than the fact that the contact densities increase as e72 • This dependence 
is rather easily satisfied e.g. it follows from the HNC wall-ion closure, so the condition 
relates more to the accuracy of P for the chosen approximation. Nevertheless it is a useful 
check on both Monte Carlo results and integral equation methods. The contact condition 
can be generalised to include image effects , surface roughness and solvent effects [177]. 
Related rules involve the surface tension 'Y and the differential capacitance Cd, both 
of which have been extensively measured for the mercury-solution interface [77]. There is 
some controversy over the theoretical results on Cd, which is defined as 
(3.7) 
Proofs were given that showed that Cd ~ 0 [184]. However it has recently been shown that 
the proofs are defective [185] . The results of MC simulations have long shown that the 
diffuse layer potential, 'lf;(R/2), can be non-monotonic with surface charge (186]. However 
there is a steep linear rise in the potential between z = R/2 and z = 0, which leads to 
1/J(O) still being monotonic with surface charge. Recent MC simulations by Torrie [187] 
for a system with point divalent counterions have shown that Cd can be negative for the 
primitive model double layer. This is important, for we shall see that the non-monotonicity 
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of the diffuse layer potential is related to the occurrence of charge reversal. 
3.3.2 Monte Carlo simulations 
As with the bulk electrolyte , simulations are the standard against which to assess other 
approximations. The presence of the charged surface introduces additional complications. 
The long range of ionic correlations parallel to the wall means that the size of the simulation 
cell must be carefully chosen. For two double layers in equilibrium with a reservoir of 
bulk electrolyte, MC in the grand canonical ensemble is the natural choice. This system 
can also be treated in the canonical ensemble (where the total number of particle is 
fixed) , using Widom's test particle method to evaluate the chemical potential [188]. The 
calculation of the potential can no longer be done by Ewald summation , and the potential 
due to ions outside the central box may be included through the average charge density 
in planes parallel to the surface [189]. When there is a dielectric discontinuity near the 
surface, the interaction with the image charges must also be included [190]. A system 
with one charged wall and one neutral wall has been employed in systems with symmetric 
electrolyte [189, 188]. Then the osmotic pressure can be accurately evaluated from the 
contact condition ( again employing Widom 's test particle method [191]) and there is no 
problem with multiple images, as would occur if there was a dielectric discontinuity at 
both walls. This setup cannot be used for asymmetric electrolytes, as there is a charge 
separation at the neutral wall [186]. For a system with two interacting double layers , 
the pressure can be computed at the mid-plane by summing the electrostatic, kinetic and 
collisional contributions [192]. 
3.3.3 Approach from Bulk Electrolytes 
The usual formalism of the Ornstein-Zernike equation (see equation 2.8) in bulk electrolyte 
puts no constraints on the size or charge of the species, so a natural approach to systems 
containing large colloidal particles or surfactant aggregates such as micelles is to count 
them as another species. For the sake of simplicity we shall refer to this additional species 
as a colloid, while keeping in mind the application to surfactant systems. Since we are 
primarily interested in the isolated double layer (or the interaction of two double layers), 
then we consider the case where the density of the colloid goes to zero. Let the colloid 
particle have the subscript 0, and let the small ions have subscripts i = 1 to s. In this 
limit of infinite dilution the OZ equation decouple to give one set that involve only the 
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correlations between the ionic species at finite concentration 
h;j( r ) = Cij( r ) + t j dr' c;1(l r - r' !) n1 h1j( r' ) for i , j = 1 to s (3.8) 
l= l 
and another set that involve the correlations between the dilute colloid species and the 
ions 
h;o ( r) = c;o( r ) + t j dr' c;1( lr - r' l)n, !/o( r') for i = 1 to s 
I=! 
(3.9) 
3 
hoo( r ) = coo( r ) + L j dr' eo,(lr - r' l)n, h10 ( r' ) 
l=l 
(3.1 0) 
The first set ( equation 3.8) are precisely the same equations as in the bulk electrolyte 
without any colloid particles , and so may be solved by the methods discussed in t he 
previous chapter. Thus we can obtain h;i( r) and c;j( r ) for i, j = 1 to s . Equation 3.9 
has only the bulk direct correlation functions in the integrand ( although we could have 
written another version with co1 and hti in the integrand ), and gives us the relation for 
the colloid-ion correlation functions. The colloid-colloid correlation functions can then be 
determined from equation 3.10 in terms of the colloid-ion correlation functions. 
To proceed with the solution of this system of equations we will need to consider 
various approximate closures. But before we plunge into the jungles of numerical analysis , 
it is worth observing that the effective linear theory developed in the previous chapter 
(see section 2.4.1) gives us some immediate insights. In this limit of infinite dilution E, 
the effective polarization , "- , the effective inverse decay length and qJ (for j = 1 to s), the 
effective ionic charges, all have the same value as in the bulk electrolyte. Only q0, the 
effective charge of the colloid , depends on the properties of the colloid particle. It is given 
by 
(3.11 ) 
where hfo(r) is the short-range part of the colloid-ion total correlation function (see equa-
tion 2.41 ). If the bulk electrolyte concentration is not too high (less than 1.0 M for 1: 1 
RPM, and 0.4 M for 2:2 RPM) then we saw in the last chapter that "- gives the dominant 
term in the decay of the total correlation functions in bulk. Along the same line of rea-
soning, at low surface charge we should expect hfo( r) to be of much shorter range than 
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hio( r) for i = 0 to s. Then the dominant term in the decay of hoo( r) will be 
h ( ) f3( qo )
2 exp( -Kr ) 
00 T "'--------47r E r 
(3 .12) 
and so the potential of mean force between the two colloid particles will be repulsive at 
large separations. 
Returning to the subject of closures , in order to solve the equations for the limit of 
infinite dilution, we need a closure for the bulk relations ( equation 3.8), a closure for 
the colloid-ion correlation functions ( equation 3.9) and a closure for the colloid-colloid 
correlation functions (equation 3.10) if we wish to compute them. The analysis of the 
RPM in bulk has shown that the MSA and HNC closures are both useful over a wide 
range of concentration , and the Debye-Hiickel closure ( denoted DH, and equivalent to 
MSA with zero size) is useful only at low concentrations. In general HNC is the most 
accurate approach in bulk , but it has known deficiencies ( see section 2.3.4 ), especially 
when the electrostatic energy of two ions in contact is several times the thermal energy 
kT. In such situations the neglect of the bridge function ( which depend on higher order 
correlations and is generally repulsive) causes an overestimation of the short-range part 
of the pair correlation functions , and so HNC predicts too much clustering of ions. This 
experience is in the RPM when the ions are of equal size, so we can only apply this 
tentatively when the ion sizes are very disparate. However we would expect the neglect 
of triplet correlations ( e.g. the correlation between two ions near the surface of a large 
charged colloid) to be become significant as the colloid charge increases. On these grounds , 
the HNC closure between a large charged particle and a small ion should be reasonably 
accurate only at low enough surface charge. In section 3.3.5 we shall show that thls is 
correct by giving a derivation from the inhomogeneous OZ equation. 
Since we expect the ion-ion and colloid-ion correlation functions to be very different 
due to the disparity in size and charge, it is usual to distinguish between the closures used 
for each. If we use an HNC closure for the colloid-ion correlation and an MSA closure for 
the ion-ion case (i.e. the bulk electrolyte), then we call it an HNC/MSA theory. Since we 
are using closures on the one-particle level for the wall-ion correlations, these are referred 
to as singlet closures, so HNC/HNC is a singlet HNC or HNCl theory. It will become 
clear in later sections that these are not the only integral equation approaches that are 
possible. In particular , greater accuracy is achieved by using closures at the two particle 
level. 
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Before we consider the planar limit of the above formulation , it is of interest to survey 
the solutions involving large but finite particles. Patey has used HNC/HNC for a system 
in which the colloid particle is 50 to 200 times as large as the ions [193]. For a 1:1 
electrolyte at concentrations of 0.01 M and 0.1 M, the results show that for high enough 
surface charge the potential of mean force is attractive at small separations. The potential 
minimum occurs for a separation around 1 counterion diameter. Experience in the two 
plate geometry suggests that at such separations the coions are largely excluded from the 
region of contact , and that for divalent counterions the component of the pressure due to 
electrostatic correlations can lead to a strong attraction. For a 1:1 electrolyte between two 
plates at small separation, an attractive net osmotic pressure is seen only at a concentration 
around 2 M, and this is due to the increase in bulk pressure (since the internal pressu re 
is almost independent of salt concentration at such separations) [191]. On the other 
hand MC simulations of micelles and counterions have also shown that attractions can 
occur. For a hard sphere of radius 10.4 and charge -12e (representing the micelles) and 
monovalent ions of radius lA, the potential of mean force has an attractive region at 
quite low concentrations and surface charges [194]. An intermediate case is the interaction 
between a hard wall and a micelle (radius 12.8.4), which shows an attractive region for 
divalent counterions but not for monovalent counterions [195]. In this simulation, adding 
a salt with the same valence as the counterion has a weak effect on the force, again since 
the region between the wall and the micelle is dominated by counterions. By comparison 
HNC solutions were not very accurate for the thermodynamics, although the structural 
features were reasonable , which is in accord with results for bulk electrolytes where there is 
an asymmetry of charge but not of size [196]. Thus Patey's result is still possible, although 
for reasons discussed above one might expect the singlet HNC approach to underestimate 
the repulsion. 
A further body of work relates to systems in which one has a colloid particle and its 
counterions and little if any additional electrolyte. This is quite different to the limit of 
infinite dilution of the colloid considered earlier, for here the concentration of the colloid 
particle determines the counterion concentration and so affects the decay length of the 
interactions [197, 198, 199]. The aim is to compute an effective potential between the 
colloidal particles so that they can be analysed as a one-component system, and for that 
one needs an effective charge. It is again useful to view this system as a very asymmetric 
electrolyte. Some simulation results were considered in the previous paragraph. The 
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-HNC closure has been widely applied : Beresford-Smith and Chan [197] use it for a charge 
a.symmetry of 120:1 combined with a size asymmetry of 500 3/to 4 A; Belloni [165] uses 
it for a charge asymmetry of 40: 1 and a size asymmetry of 50 Ajt,o 5 A, and Linse [200] 
for a 20:1 charge asymmetry. In a later study Belloni investigated a system with a charge 
a.symmetry of 20:1 and by locating the regime where the HNC solution did not exist, 
inferred the location of a critical point [201]. However some of this behaviour is more 
likely to inclicate the deficiencies of the HNC approximation itself [202]. It's interesting 
that in some of these systems at finite concentration, the colloid-colloid correlation function 
has a peak with 9oo(r) > 1, corresponding to an attractive region in the potential of mean 
force (r) (since .BWoo(r) = - ln(g00(r))) [197, 165]. However the position of this peak 
scales .. . ch the mean separation of the colloid particles , and it vanishes at low enough 
concentrations. 
Analytical approximations have been devised for the effective pair potential using the 
MSA/DH closure (in the planar limit this is the linear Gouy-Chapman theory) and the 
HNC/DH closure (equivalent in the planar limit to nonlinear Gouy-Chapman theory) 
with the additional assumption that the distribution of colloids is uniform (the Jellium 
approximation) [199]. One then has an effective charge for the colloid which depends on the 
colloidal volume fraction. This approximation is adequate for low surface charge. Attempts 
have been made to improve on this by including correlations in a cell model approximation 
[203]. It is common in such theories to examine the number of counterions within some 
distance of the surface of the colloid particle, which gives a measure of how much the 
surface charge has been neutralized. Manning's approach to counterion condensation is 
along this line [166, 204]. If we consider counterions within distance Y of the surface 
to have "condensed" onto the colloid, then we must have some rationale for choosing Y. 
Bjerrum 's idea was to choose Y at the distance where the counterion density 41rr2g
1
o( r) 
has a maximum. Another idea is to choose Y where dg10(r)/dr = 0 [165]. These choices 
give a qualitative picture, but as we shall see in later sections, a more useful representation 
in the electrolyte case is to compute the coefficients of the known asymptotic forms and 
so obtain an effective surface charge. 
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3.3.4 Singlet closures for the planar double layer 
The Planar Limit 
Taking the concentration no of t he colloid species to zero gave us equat ion 3.8, 3.9 and 
3.10. H we now take the diameter Ro of the colloid particle to infinity (st rict ly one should 
take no to zero and Ro to infinity such that n0 R5 ...... 0) , we obtain [205] 
(3.13) 
where hio( z1) is the total correlat ion function for species i at a distance z1 from t he wall . 
It is usual to remove the known asymptotic behaviour by writing t his as 
where cfi( r ) is the short-range part of the bulk direct correlation func t ion c;1( r ), and 1µ( zi) 
is the mean electrostatic potential given by 
(3.15) 
where ni( z2) = ni ( l + hio(z2)) . A quantity that is frequently of interest is 1µ( 0), which 
gives a measure of the thickness of the double layer. In the RPM , no ions can approach 
closer than R/2 to the wall ( where R is the common ionic diameter), so it is usual to focus 
attention on 1µ( R/2) , called the diffuse layer potential, since it is trivially related to 1µ( 0) 
by 
Wall-ion closures 
c,R 
7/;(0) = 7/;( R / 2) + ~ 
The MSA for the wall-ion closure is 
/3 q;C1 Zt Cio (zi) = _ _.;:__ for z1 > R/2 2€ 
hio(z i) = -1 for z1 < R/2 
(3.16) 
(3.17) 
(3.18) 
The condition on c;0 ( zi) captures the asymptotic behaviour (note how the infinite plane 
of charge gives a constant field at all distances from the wall). The condition on h;o ( z1) 
expresses the exclusion of ions from the region z < R/2, a vital condition (for this reason 
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the DH closure would be useless here). This is not very accurate, since the linearity of 
this closure results in a linear dependence of the cliff use layer potential t/J ( R/2) on the 
surface charge density CT. For example, MSA/ MSA (which has the great advantage of 
being analytically tractable) yields 
t/J(R/2) = ~ ( 1 + ( 1 + 2KnR )1l 2 ) 
€KD 2 (3.19) 
and the expression for the contact condition ( see equation 3.6) does not have the necessary 
dependence on CT 2 [154]. This is analogous to the failure of the MSA closure in bulk 
electrolyte at low concentrations, where it can give negative contact values for the pair 
correlation functions. 
A more accurate closure, still at the one-particle level , is the HNC which in the coor-
dinates of the planar geometry is 
(3.20) 
(3.21) 
Note that if we expand the RHS of the expression for Cio( zi) in powers of hio( r), then to 
first order in hio(r) we have the MSA closure. In this sense the HNC closure introduces 
a vital nonlinearity at the wall, for now the diffuse layer potential is a nonlinear function 
of the surface charge density, and we recover the correct CT 2 dependence in the contact 
condition. 
Gouy-Chapman theory 
If we now use the DH bulk correlation functions , then the resulting HNC/DH theory 
for the planar double layer is equivalent to that devised by Gouy and Chapman about 
eighty years ago (sometimes also called nonlinear Poisson-Boltzmann theory). We shall 
refer to this more briefly as GC. This is the analogue of nonlinear DH theory in bulk 
electrolyte, except that the bulk nonlinear theory requires finite ion size, whereas here the 
nonlinearity is at the wall, and the ions are still considered to have zero size. A significant 
mathematical advantage of GC is that it has analytical solutions in the planar geometry, 
and the asymptotic behaviour can be obtained . As in bulk electrolyte (see section 2.3.2), 
the theory is most easily derived by combining Poisson's equation for the charge density 
with the Boltzmann equation, and then approximating the potential of mean force by the 
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mean electrostatic energy [154, 77]. We arrive at 
2 1 ~ 
'v 1/;(z) = -- L, niqiexp(-/3qit/J(z)) 
€ . 
I 
where the sum is over all ionic species. We also have the boundary conditions 
d'1/;(z)/z=O = -~ 
dz € 
1/J( z) -+ 0 as z -+ oo 
(3 .22) 
(3.23) 
(3.24) 
where the first condition follows from electroneutrality. It is assumed that the wall has 
the same dielectric constant E as the solvent , since it is difficult to handle image effects 
at this level of theory. In the case of a symmetric electrolyte the solution for an isolated 
dou hie layer is 
tanh({3q'1/J( z )/ 4) = tanh({3qt/J(O)/ 4) exp( -Koz) 
4nq 
<J = -- sinh({3q7/J(0)/2) 
KD 
(3.25) 
(3.26) 
where n = n1 = n2 is the bulk concentration of the electrolyte, q is the ionic charge, 
and Kb = 2n{3q2 /E. The solution for two overlapping planar double layers can be given 
in terms of elliptic functions. To compare with theories that use a finite ion size, it is 
usual to exclude ions from O < z < R/2. In equations 3.25 and 3.26 one merely replaces 
1/7(0) by t/J(R/2), and 1/7(0) is now given by equation 3.16. This is possible because the 
field is uniform at any distance from the wall, and we assume the continuum behaviour 
of the solvent is valid all the way to z = 0. This modified theory is referred to as MGC. 
It is a mean-field theory, and so other than the gap near the wall it neglects all ion-ion 
correlations and finite size effects. 
In spite of its drastic approximations, MGC has been remarkably successful and so is 
widely used in colloid chemistry. We should expect MGC to be less accurate whenever 
finite ion size becomes important i.e. when the number density of the ions becomes high 
near the surface. For the case of monovalent counterions only, MC simulations show that 
even for point ions the osmotic pressure is less repulsive than the MGC prediction due 
to purely electrostatic correlations(206]. When finite ion size is introduced, the osmotic 
pres ure is closer to the MGC value although still below it (188]. This suggests that 
in neglecting both purely electrostatic correlations and finite size effects, MGC benefits 
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from a cancellation of errors. In the case of divalent counterions, however, MGC is not 
even qualitatively correct. The ionic density near the wall is less than in the equivalent 
monovalent case (since half as many ions are needed to balance the same amount of surface 
charge), and the finite ion size makes little difference due to the "correlation hole" around 
each ion [188]. For a simulation with a charged wall and a neutral wall, there is a maximum 
in the osmotic pressure with increasing surface charge. In the case of two charged walls 
at small separations, the net osmotic pressure is found to be negative (i.e. attractive) , 
whereas MGC always predicts repulsion . This behaviour reflects the importance of purely 
electrostatic correlations for divalent ions ( as we saw in bulk electrolyte). If we include 
coions as well as counterions then qualitatively the performance of MGC is much the same 
as above, being reasonable when the counterion is monovalent, but quite misleading for 
divalent counterions except at very low surface charge. MGC also predicts monotonic 
density and potential profiles , whereas simulations and more accurate theories show that 
at high enough surface charge both may be non-monotonic. 
Defining an effective surface charge 
If conditions are such that it is valid to linearize the exponential in equation 3.22 (i.e. if 
{)q(1/;( z) ~ 1 ), then for a symmetric electrolyte we obtain the much simpler solution 
er 
1/;(z) = - exp(-K.DZ) 
fK.D 
This is referred to as LGC. Now define the dimensionless quantities 
~(z) = {3q'f/;(z) 
{)qcr 
s= --
fK.D 
so that s is a scaled surface charge density. Equation 3.27 becomes 
~(z) = sexp(-Koz) 
(3 .27) 
(3.28) 
(3.29) 
(3.30) 
The linearization is only valid if ~( z) ~ 1 for all z, which means that we require s ~ 1 i.e. 
high concentration or low surface charge. However, we also know that in bulk electrolyte 
DH is only valid at low concentration, so as an asymptotic theory LGC is only valid for 
low concentration and very low surface charge. Now consider the nonlinear equation 3.25 
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for large z. Since 1/J(z) will be small we can approximate tanh( ~(z)/4)::::: ,J;(z)/4 on the 
LHS and so 
'¢;(z)::::: 4 tanh('¢;(0)/4) exp(-Kvz) (3.31 ) 
Now equation 3.31 has the same form as equation 3.30 but with 4 tanh(~(0)/4) in place 
of s. Define the effective value of s for GC, which we shall denote by sec, to be 
sec = 4 tanh(~(0)/4) (3.32) 
Using equation 3.26 it can readily be shown [168] that this is equivalent to 
8 
sec = -((1 + s2 /4) 112 - 1) 
s (3.33) 
which has the correct limiting behaviour that sec --+ s as s --+ 0, since this is the limit 
in which LGC is accurate. In the other limit as s --+ oo then sec --+ 4, as is clear 
from equation 3.32. For GC theory, call the effective surface charge density ( defined by 
comparison with linear theory) <7ec - It is clear that as the actual surface charge density 
<7 increases, <7ec saturates at the value 
<7ec KD 
-e- = 1rvlB (3.34 ) 
where q = ve and LB is the Bjerrum length, which only depends on the properties of the 
solvent. The limiting value of <7ec is independent of v (since KD scales as v) but decreases 
as f. decreases. With the s and 'if; scaling the MGC results fall on universal curves for all 
concentrations. This useful simplification has prompted us to continue using this scaling 
for other systems, since the deviations from the mean field results are then easy to see. 
This approach gives us a general way of defining an "effective surface charge" for any 
particular theory of the isolated double layer. Consider the LGC form of the potential 
with the effective decay length and polarization of the bulk electrolyte computed within 
this theory. The effective surface charge density is just the charge density we must use 
in this modified LGC form to match the asymptotic behaviour of the potential for the 
theory in question. The reason for doing this is that, as in the last chapter, the linear 
asymptotic form is the simplest to manipulate mathematically. It is then easy to compare 
the results of different theories, and indeed to compute what value of the surface charge 
when used in MGC gives the same asymptotic behaviour as another more complex theory. 
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Since MGC has the same decay length and polarization as LGC, the effective charge is 
just proportional to the MGC potential at large distances divided by the LGC equivalent 
potential. This kind of definition of an effective surface charge is not new [207, 168], but in 
this chapter we sha.11 advance the calculations to a higher degree of accuracy than before. 
It must be said, however, that in the case of just a charged surface and its neutralizing 
counterions, our definition of effective charge is not very useful, for it is not independent 
of distance in the mean-field approximation. Consider two infinite charged plates at sepa-
ration h and with z = 0 half way between the plates . We take the potential to be zero at 
z = 0 (since there is no bulk solution to consider). If the counterions have charge q, then 
Poisson-Boltzmann theory gives 
{3q'lj; (z) = -2ln(cos(oz)) 
2 
n(z) = ~l o 2 sec2(oz) 
V a 
lava s 
where o tan(oh/2) = --e- = 2 
(3.35) 
(3.36) 
(3.37) 
where n(z) is the number density of the counterions, q = ve and again la is the Bjerrum 
length [207, 208]. For large s or large h, a has the asymptotic expansion 
,r 2 8 -3 
o ,.._, h(l - sh + (sh)2 + O(sh) ) (3.38) 
If we now change co-ordinates to z' = z + h/2 so that z' = 0 at one surface, and take the 
limit as h - oo then we obtain 
( ') 2 1 n z - --
- v2/a (z' + ~)2 (3.39) 
Thus we have algebraic decay rather than the exponential decay which results when there 
is bulk electrolyte to screen the interaction at large distances. For large z' the leading 
term is independent of the surface charge. A linear version is not possible because the 
potential at the wa.11 diverges as we take h - oo. We could perhaps define another kind 
of effective surface charge by using the second order term, but we have no asymptotic 
results to justify this procedure. Nevertheless it still holds true that as the surface charge 
keeps increasing the counterion density at non-zero z' tends towards a value which is 
independent of the surface charge. Thus the fraction of the counterions immediately next 
to the surface tends towards 1. Of course these are unrealistic limits, for at such counterion 
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densities all the neglected effects of ion size and correlation become crucial. But it does 
illustrate the saturation effect which occurs very near the surface. If one includes a small 
concentration of bulk electrolyte in the sys tem, then the density profile within ,,_01 of the 
surface is not much affected , and only at larger distances does the exponential decay take 
over [208]. Since there is only one charged species in solution and only enough total charge 
to compensate the surface charge, it is of course impossible to have charge reversal effects. 
Perturbations on Gouy-Chapman theory 
A first analytical step up from GC are theories based on the weak-coupling equations 
[180, 179, 207, 168]. These can be formulated as a differential equation for the fluctuation 
potential which involves an inverse decay length depending on the local ionic density. Ion 
size is still neglected , but the effect of purely electrostatic correlations between ions are 
included at the level of a perturbation (it is assumed that K. = "-D in bulk , so the theory 
cannot be asymptotically correct even for low surface charge) . Analytical solutions have 
been found using the density profiles from GC as input, and including images effects in a 
variety of geometries. Since image effects , ion-ion correlations and Van der Waals forces all 
depend on fluctuations in polar media, they cannot be considered to be simply additive. 
In particular the zero frequency Lifshitz term must be added in when correlations are 
considered, otherwise an artificial repulsion appears. 
One benefit of this analysis is that it gives the first corrections to sec ( the scaled 
effective surface charge density in GC theory) from purely electrostatic correlations. In 
the case of counterions only, where we cannot define an effective surface charge by our 
approach, the perturbation corrections do not modify the leading asymptotic term. How-
ever for a symmetric electrolyte the effective surface charge density in this theory ( which 
we shall call the Extended Poisson-Boltzmann theory or EPB after Attard , Mitchell and 
Ninham [207]) is given by 
where 
{3q2KD I 
SEPB = scc(l + ___:,_-(ln(2) + 21))2 
161r€ 
1 2u2 - 3 2 - 2u3 + u 1 2u2 - 3 ) 1 ( 2) I= 2(l + (2u2 - 1)3) ln (2) + 2u(2u2 - 1)2 - 2(l - (2u2 - 1)3 n u + u 
(u2 -1)112 2u2 +1 u-l 1 
_;__ _ ( 1 + --,----) arc tan( (--)2) 
u (2u2 - 1 )3 u + 1 
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(3.40) 
(3.41) 
and u = (1 + s 2 /4)1l 2 (168]. In the limits - 0 this reduces to 
f3 q2K.0 I 
SEPB = scc( l + --(1 - ln (2) ))i 16u (3.42 ) 
If we let q = ve as usual, and consider the further limit of low concentration then we see 
that 
S£PB lB V
2
K.D ( l ( )) 
---1----1-n2 
sec 321r (3.43) 
so that at fixed concentration this correction scales as v3 . Our later results confirm this 
prediction that the limiting slope of the effective charge density against actual charge 
density is not equal to l. When the surface charge reaches zero, EPB gives an attractive 
pressure between two surfaces . However this contribution decays as exp(-2Koh) for a 
separation h whereas the GC pressure decays as exp( -Koh), so a correlation attraction 
at low surface charge would not be seen except at short distances. 
The mechanism behind this deviation can be seen in the equivalent calculation for 
a symmetric electrolyte at an uncharged wall (180, 179]. For the case without images, 
the potential of mean force for an ion near the wall is repulsive and scales as lBv2Ko 
where v is the valence of the electrolyte ( or as K.1J). This is the same scaling as the above 
correction in the case of non-zero surface charge, so the effect is 8 times stronger for a 
2:2 electrolyte than for a 1:1 electrolyte at the same concentration. Near the uncharged 
wall, an ion "sees" a cloud of counterions on one side but nothing on the other side, and 
so it experiences a repulsive potential of mean force pushing it away from the wall. As 
the surface charge rises above zero, counterions are drawn to the wall, but the repulsive 
correlation effect reduces their density in comparison to mean field estimates, so that the 
double layer thickens, and the effective surface charge and diffuse layer potential rise above 
the GC values. Eventually the surface charge increases enough to overcome the repulsive 
effect at the wall, and so in most cases the effective surface charge then falls below the 
GC values. As a. sidelight, it is worth noting that the depletion of ions at the wall is 
responsible for a net attraction between two uncharged surfaces (without images), since it 
is more favourable for the ions to be in bulk rather than in the restricted region between 
the walls. By the contact theorem the density of ions at an uncharged wall depends on the 
osmotic coefficient of the bulk electrolyte, so the above calculation contains the limiting 
law for the osmotic coefficient. 
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The HNC/MSA closure 
An obvious way to improve upon MGC (which is equivalent to HNC/DH) at the level 
of one-particle closures is to include the effect of finite ion size in the description of the 
electrolyte, and HNC/MSA achieves this. Purely electrostatic correlations are st ill ignored, 
so the performance should deteriorate as the valence of the counterion increases. The 
analytic expressions for the direct correlation functions make it possible to cancel divergent 
terms exactly [209], which aids the numerical analysis. 
Another advantage is that in the limit of low ionic density one can extract the leading 
terms in the potential of mean force of an ion [209, 154]. The first corrections to the 
mean-field potential of mean force are a volume exclusion term (a purely steric effect due 
to the space requirements of the hard spheres) and a cavity term which accounts for the 
exclusion of charge from the hard sphere of an ion ( a cross-correlation between steric and 
electrostatic effects ). The former should be repulsive and so lead to a thickening of the 
double layer and a rise in surface potential. The latter, being attractive for counterions 
and repulsive for coions , should lead to a thinning of the double layer , and so a fall in 
surface potential compared to MGC . 
Numerical results show that at low surface charge the cavity term is dominant, and 
the surface potential for HNC/MSA is below the MGC value. The comparison with MC 
simulations shows that HNC/MSA gives quite accurate values for the surface potential 
for 1:1 electrolytes [210, 211]. For a 1 M electrolyte, MC results show that for large <J the 
diffuse layer potential rises above the MGC result due a layering of counterions near the 
surface [189, 210]. This feature is not found in HNC/MSA. As we shall show in section 
3.3.5, singlet HNC should be a reasonable approximation for weak coupling i.e. when 
the wall does not introduce significant inhomogeneities into the electrolyte, corresponding 
to hjgher concentration (better screening of the wall) and low surface charge ( or low s, 
using the defirution in equation 3.29) . It has also been found that as the ionk diameter is 
decreased in a 1: 1 electrolyte at 0.1 M, for low surface charge the diffuse layer potential rises 
above the MGC result [212] . The effect must be due to purely electrostatic correlations, 
and accords with the behaviour in bulk 1:1 electrolyte for smaller ion size. HNC/MSA 
misses this feature as well. 
For 2:2 electrolyte (1:2 electrolyte i.e. with divalent counterions, is similar) HNC/MSA 
is less accurate for the surface potential, especially at low concentrations where it overesti-
mates the djffuse layer potential at high surface charge. It also misses the shoulder in the 
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coion profile at low concentrations, although it does show evidence of a charge inversion 
( an excess of coions over counterions) and a change in the sign of the potential for 0.5 M 
and high surface charge, in agreement with MC [210] . This demonstrates that the cavity 
term alone is enough to cause charge inversion [154]. When the geometry is changed to 
that of an isolated spherical macroion , HNC/MSA does well at high concentrations [213]. 
Returning to the planar case, it exhibits a maximum in the diffuse layer potential with 
increasing surface charge which is also seen in data from simulations and in other theories 
beyond the mean-field level. We have focused mainly on the diffuse layer potential of 
an isolated double layer in our assessment of HNC/MSA. However the net osmotic pres-
sure between two double layers turns out to be a much more sensitive test, particularly 
for divalent counterions. We have not attempted to compute an effective surface charge 
based on HNC/MSA, although some information can be gleaned from the diffuse layer 
potential. This quantity is, as we have said, essentially the dipole moment of the double 
layer, and so in rough terms increases with double layer thickness. For very low values of 
s (the scaled surface charge density defined in equation 3.29), the diffuse layer potential 
is roughly proportional to s. This can be seen in MGC theory where for a symmetric 
electrolyte 
and so for small s we have 
33 
-J;(R/2) = s - - + O(s5 ) 24 
(3.44) 
(3.45) 
This can be compared with the effective scaled surface charge sac, given by equation 3.33. 
Expanding this for small s we obtain 
s3 
sac=s- 16 +0(s
5 ) (3.46) 
In many of our later results we do indeed find that the deviations of 1/J(R/2) from the MGC 
results are in the same direction as the deviation of the effective surface charge from MGC. 
The exceptions are the cases in which the effective decay length is much shorter than the 
Debye length. This is suggested by the general asymptotic form ,J;(z)"' CT• j(o-.) exp(-Kz). 
At low enough surface charge this should be roughly correct even near the surface. Then if 
"' :::::: Ko the ratio of the diffuse layer potential in our calculations to that for MGC should 
be roughly CT• /CT. But if K ~ KD then the ratio may be less than 1 even when CT• > CT. 
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The HNC/HNC closure 
Given the success of the HN C closure in bulk electrolyte, one would expect that an 
HNC/HNC theory ( using HNC for the electrolyte direct correlation function) would be far 
superior to HNC/MSA. This is not the case [154, 211]. HNC/HNC is found to be best at 
low s i.e. low surface charge and high electrolyte concentration. Here it predicts a value of 
t/J(R/2) that is above the MGC result. There are numerical challenges in extending it to 
high surface charge. In 1:1 electrolyte the diffuse layer potential at larges falls below sim-
ulation results , whereas in 2:2 electrolyte it tends to rise a.hove them. In general there are 
problems with an overestimation of the coion profile near the surface. As we have pointed 
out, the neglect of bridge diagrams ( and thus of triplet correlations) ought to be much 
more serious near a large charged particle than in bulk. Work has been done on including 
such bridge diagrams for the wall-ion correlation functions [214]. For a 1: 1 electrolyte 
at 1.0 M and high surface charge these bridge functions give an additional soft repulsion 
between the wall and the counterions ( extending about 2 R from the wall), and a weaker 
repulsion for coions. The counterion density has a second peak as in MC, but the height 
is underestimated. The diffuse layer potential is very close to the MC result over a wide 
range of surface charge, but the contact condition is less well satisfied than for straight 
HNC/HNC. In order to assess the accuracy of the approximation to the bridge functions 
( since one cannot be sure of its validity as the density increases), it would be interesting 
if it were possible to extract the bridge functions from a comparison with existing Monte 
Carlo results, as has been done in bulk classical fluids [141]. 
Density functional theories 
Another improvement to HNC/MSA has been sought by the use of density functional 
theories [215, 216]. Here the direct correlation function is dependent on the local ion 
density ( using MSA results for non-neutral systems), and so the behaviour of the system 
is expressed as a functional of the ion density profile. Results show that a second peak 
occurs in the counterion concentration in a 1: 1 electrolyte at 1.0 M and high surface charge 
, as in MC results. The variation of the diffuse layer potential with surface charge is also 
quite accurate. Although this approach has clearly accounted for some of the volume 
exclusion experienced at high surface charge density, it is not clear that it will cope as 
well with the strong electrostatic correlations in 2:2 electrolytes. 
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3.3.5 Approach from Inhomogeneous systems 
The procedure of starting from a bulk electrolyte and taking the limits to reach the isolated 
double layer case has the disadvantage that it obscures the inhomogeneity of the ion-ion 
correlations near the wall. A more transparent approach is to begin with the Hamiltonian 
in which the influence of the wall enters as an external field coupled to the other terms 
by a coupling parameter A [209, 154]. Here ..X = 0 corresponds to bulk electrolyte, and 
..X = 1 to the full external field (wall plus charge) . This is the kind of procedure used in 
deriving the Kirkwood hierarchy of equations. If we use the non-uniform version of the 
Ornstein-Zernike equation for the coupled system 
h;1 (r1, r2I-X) = C;j(r1, r2I-X) + L j dr3c;1(r1, r3j..X)n1(r3j..X)h1j(r3, r2I-X) 
I 
then the following exact relation can be derived 
(3.47) 
(3.48) 
where g;(r1) = n;(r1I-X = 1)/n; and tp;(ri) is the interaction between ion i at r1 and the 
external field, which vanishes in the limit r -+ oo. Here the nonuniform nature of the 
direct correlation functions is explicit. If we now make the approximation that 
(3.49) 
(i.e. we ignore the effect of the external field on the direct correlation functions, and so 
neglect anisotropy near the wall) then taking the planar limit we end up with the HNC 
wall-ion closure of the la.st section. It is now clear why that closure is only reasonable 
at low coupling i.e. low surface charge and high concentration. It can also be seen from 
equation 3.48 that including bridge functions in the HNC wall-ion closure is equivalent to 
taking account of the anisotropy of the direct correlation function. The density functional 
approaches also go in this direction. It remains to be seen whether a major improvement 
in the wall-ion closure can made without extravagant computational effort. 
A more promising avenue has been to consider closures at the two particle level. Here 
one expresses the singlet densities in terms of the C;j(r1, r2) and h;j(r1, r2). One then 
uses the inhomogeneous Ornstein-Zernike equation which relates these pair correlation 
functions, together with an approximate closure. The advantage of this approach seems 
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to be that the two particle correlation functions are easier to approximate than the wall-
ion correlation function alone, so that the usual closures (such as HNC or MSA) give 
good results when applied at this level. One also obtains direct information on the ion-ion 
correlations in the vicinity of the wall. Approximating the pair correlation functions for 
the inhomogeneous fluid is related to the problem of approximating the triplet correlation 
functions for the homogeneous fluid e.g. the problem with the HNC closure for 2:2 bulk 
electrolyte at low concentrations is related to the neglect of such triplet correlations. 
Modified Poisson-Boltzmann theory 
The oldest theory of this kind stems from attempts to improve upon GC theory by includ-
ing correlation effects due to both size and charge [217, 218], and in its later manifestations 
is referred as modified Poisson-Boltzmann theory (MPB). In our notation the direct cor-
relation function at the two particle level is approximated by its asymptotic form (in the 
style of DH theory ), which in the most general case allows for image effects [176]. This 
is equivalent to the linearized form of the Loeb closure [154]. For point ions it has been 
shown that this gives the required algebraic decay of the total pair correlation function 
parallel to the wall [219]. An approximate correction due to the hard core (i.e. the work 
needed to insert an uncharged particle at a given location) is included and the singlet 
densities are given by a variation on first equation of the Kirkwood hierarchy (here only 
the electrostatic part of the ion contribution is coupled by the parameter A). The end 
product is a non-linear integrodifferential equation for the mean electrostatic potential, 
with image effects included via the usual electrostatic boundary conditions at a dielectric 
discontinuity. The numerical solution depends on a double iteration procedure, one for 
the mean potential and the other for the singlet densities. By a discretization of the inte-
grals and derivatives, each linear integrodifferential equation that occurs in the iteration 
is converted to a set of linear equations that can then be solved. Various improvements 
have been made to the basic MPB theory, mainly in the treatment of the excluded volume 
term and the region between z = 0 and z = R/2. 
The MPB has been solved over a wide range of conditions for 1:1, 2:2 and 2:1 elec-
trolytes for an isolated double layer in the planar geometry [220, 221] , and there are results 
in the cylindrical and spherical geometries as well [222, 213]. For 1:1 electrolytes, there 
is good agreement with MC data except in the region of high concentration and surface 
charge, where the approximate treatment of the excluded volume term leads to inaccura-
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cies in the structural features [154). For 2:2 electrolytes MPB is still quite good, although 
it significantly underestimates the structure of the coion profile near the wall when MC 
predicts a peak e.g. 0.05 M and high surface charge. It does capture charge inversion and 
the oscillatory behaviour of the mean electrostatic potential at higher concentration. For 
1 :2 electrolytes ( diva.lent counterions) MPB shows a maximum in the diffuse layer poten-
tial with increasing surface charge. It is also able to incorporate the effect of images. This 
is important at low surface charge densities , where repulsive images ( e.g. for a particle 
with a low dielectric constant ) decreases the counterion concentration near the wall, and 
increase the diffuse layer potential. 
MPB predicts oscillations in the ion density profiles and the mean electrostatic po-
tential at high enough coupling. Some of these features can be deduced from linearized 
forms, and are analogous to the oscillatory behaviour observed in bulk electrolytes. If we 
neglect the effect of images then the MPB equations give us 
(3.50) 
(3.51) 
(3.52) 
(3.53) 
(3.54) 
where R is as before the ionic diameter and In 9io( zdA = 0) is the volume exclusion term. 
Here L[t/l(zi)] is essentially a cavity term, and (/3q;)(F - F0 )/(8rr€R) an electrostatic 
correlation term. Inserting the expressions for 9io into Poisson's equation and linearizing 
the exponential ( which is acceptable for small enough potentials), then specialising to a 
symmetric electrolyte we obtain 
(3.55) 
where the (F - F0 ) term disappears in the symmetric case (but not for an asymmetric 
electrolyte). From this we can obtain a transcendental equation for the effective inverse 
decay length of 1/J( zi) at large z1 , which is the same as that for the bulk electrolyte at 
the same level of approximation. Thus MPB predicts a transition to oscillatory profiles 
at a critical value of "-DR, For the cylindrical and spherical geometries, this critical value 
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depends on the radius of the cylinder or sphere as well (213, 222]. It is worth noting that 
the weak-coupling equations [179] essentially give the point-ion limit of MPB, which is just 
the DH closure for the pair correlation functions. The density profile is not determined 
self-consistently ( since the interest is in perturbative solutions) but is given by GC or 
LGC. In this limit of R - 0 equation 3.55 reduces to LGC. The solutions of HNC in bulk 
(as well as the asymptotic results discussed in the last chapter) and HNC/HNC for the 
double layer indicate that there are additional correlation effects for small radius even in 
the symmetric electrolyte. 
HNC pair closures 
In order to obtain the same level of accuracy for inhomogeneous fluids as has been achieved 
for homogeneous fluids, it is necessary to use a reliable closure for the two particle cor-
relations. Experience in bulk electrolyte suggests that the mean spherical approximation 
(MSA) and the hypernetted chain approximation (HNC) should be the closures of choice, 
with the latter being superior in accuracy although more computationally demanding. 
A common notation is to refer to these as MSA2 and HNC2 respectively, to distinguish 
them from the singlet closures MSAl and HNCl. The HNC2 closure is also called the 
anisotropic HNC approximation in order to make the same distinction. Much of what was 
said in the bulk electrolyte case and in the HNCl case applies. By using a Hamiltonian in 
which one ion is coupled to the rest by a parameter A, it can be shown for a system with 
one species of ion that the following exact relation holds [223] 
(3.56) 
where c(r1 , r 3jr2; A) is the direct correlation function between r1 and r3 given that the 
particle at r 2 is coupled to the rest of the system by A. If we make the approximation 
(3 .57) 
(i.e. we ignore the effect of the particle at r2) then performing the coupling integration in 
equation 3.56 and simplifying via the OZ equation we arrive at the HNC2 approximation 
(3.58) 
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The correction to this clearly involves three particle correlations, so HNC2 should be good 
as long as the local density of particles is not too high . 
In the geometry of the infinite planar double layer , there is a cylindrical symmetry, so 
we can write the Ornstein-Zernike equation (in the general case) as 
hi1(z1, z2,r12) = Ci1(z1,z2, r12 ) + L j dz3 j dr3ci1 (z1,z3, r13)n1(z3)h11(z3,z2,r32) 
I 
(3.59) 
where for r1 = (x1 , Y1 ,zi) etc , and we define r 12 = ((x1 - x2)2 + (y1 - y2)2)112. On 
taking two dimensional Fourier transforms ( which because of the radial symmetry reduce 
to Hankel transforms) , we arrive at 
(3.60) 
where hij denotes the Hankel transform of hij etc . In order to proceed any further , we 
must decide on a way to solve this set of equations, and a way to make the connection 
between the two particle correlation functions and the n,( z3 ). 
The Lovett-Mou-Buff-Wertheim equation 
One exact relation for the density profiles is the Lovett-Mou-Buff-Wertheim equation 
(LMBW), which for the planar geometry becomes 
(3.61) 
LMBW combined with HNC2 (and MSA2) has been solved for the planar double layer 
(224, 225], using techniques first devised for a hard sphere fluid against a hard wall (226]. 
Equation 3.60 is discretized with M points in the z direction and N points in the radial 
direction ( the points in r and k space being chosen according to the zeros of the Bessel 
function that appears in the Hankel transforms). This leads to a set of M 2 N nonlinear 
equations which are then solved by iteration. Outside the grid the singlet densities are 
assumed to have bulk values , and the pair correlation functions to have their asymptotic 
values. These assumptions make the theory difficult to apply if the limiting densities 
are not obvious e.g for counterions only or for two interacting double layers at small 
separations. In the case of an isolated planar double layer and a 1:1 electrolyte the 
solutions appear to be quite accurate , reproducing the second peak in the counterion 
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density at 1.0 M and high surface charge [224]. 
Kirkwood's equation 
Another way to relate the pair correlation functions to the density profiles against the wall 
is provided by Kirkwood's equation. If we use the HNC2 approximation, then this can be 
explicitly integrated to give 
ni( zt) = (i exp( -,Bv( z1) - L j dr12dz2n; ( z2)( ~( hii( z1 , z2, r 12 ) )2 - Cij( z1 , z2, r 12 )) 
J 
1 
- 2(cij(Z1,z2,0) + 1H3.62) 
where (i is the activity, defined from the chemical potential. This equation is equivalent to 
the condition of constant chemical potential at all positions [223]. The advantage of this 
formulation is that it can be applied to open systems, since for two interacting double layers 
in equilibrium with a reservoir of bulk electrolyte, the bulk properties enter only through 
the activity and do not require us to specify the density at some point. This theory has 
been called the "anisotropic HNC" (AHNC) or "inhomogeneous HNC" (IHNC). Strictly 
speaking this name should apply to all theories employing HNC2, but we shall restrict its 
use to the current theory which combines HNC2 with Kirkwood's equation. 
Kjellander and Marcelja have combined this equation with the following ingenious 
method of solving equation 3.60. The layers are again discretized in the z direction at 
point Zi, i = 1 to I, with thinner counterion layers near the surface. The trick now is 
to map the problem onto a two dimensional homogeneous fluid by regarding the ions in 
different z layers as distinct species. Thus hij(Zk, z,, r1c1) is treated as the total correlation 
function in two dimensions between a species ik and a species jl at radial separation TkJ. 
The pair correlation functions can then be obtained by techniques developed for two di-
mensional fluids, taking care with the asymptotic tails and the discontinuity at the core 
[227]. A double iteration is then carried out, first computing the pair correlation func-
tions assuming a density distribution (starting with GC), and then computing the density 
distribution from the pair correlation functions, and so on. Solving the two dimensional 
inhomogeneous fluid problem involves the manipulation of large arrays and the computa-
tion of the Hankel transforms, so as with all theories at this level there are considerable 
demands on computing time and memory, both increasing with the number of layers in 
the z direction. 
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Since we are at the level of two particle correlations, image effects can be incorporated. 
In the case of two interacting double layers one has to cope with multiple images, but 
these can be included via an effective interaction potential which has a closed form in 
transform space. The division into layers also allows one to consider a layer of mobile 
surface charge. Solutions have been obtained for the case of monovalent counterions only 
[178, 167, 181, 228, 191], divalent counterions only [229, 178, 228, 167, 230], 1:1 electrolytes 
[231, 228, 191] 2:1 electrolytes [191, 232] and 2:2 electrolytes [191]. There are also results 
for the interaction of uncharged surface [178, 233]. The most notable aspect of these 
calculations is that they give the net pressure between two interacting double layers . This 
quantity turns out to be much more sensitive to deviations from the mean-field assumptions 
than the ion density profiles. The agreement with MC results is excellent in almost all 
cases, the main discrepancies being at small separations, high concentrations and rugh 
surface charges, when the local ion densities are large [229, 231, 191]. 
We shall summarise the main features of these results, since after MC they represent 
the most extensive and accurate calculations on the primitive model double layer. The 
deviations from GC theory at large separations give some indication of the effective sur-
face charge. For monovalent counterions only, the pressure is accurate ( compared to MC) 
except for small separations (2-4 Afor R = 4.25A, u = 0.267C m-2) where AHNC overes-
timates the contribution from core contacts [191] (in this section, separations are between 
the planes of closest approach for ions at either interface i.e. the total distance between 
the surfaces is larger by R) . In general the pressure is repulsive at all separations. Relative 
to GC, AHNC has a peak in the pressure at about 4A separation due to finite ion size (it 
disappears for point counterions) (228]. At large separations, the ratio of the pressures for 
AHNC to MGC levels off beyond 20 - JOA. For point counterions AHNC is below MGC 
(more so at high surface charge), but for R = 6A the ratio is closer to 1, as the repulsive 
effect of the finite size cancels the attraction due to electrostatic correlations [167]. When 
a region of low dielectric constant is introduced behind each surface, the image effects are 
repulsive, being largest at low surface charge ( amounting to an extra repulsion of around 
10% at large distances) and small separations. When images are included one must also 
consider the attractive Van der Waals contributions (since they arise from the same mech-
anism), and it is found that the zero frequency Lifshitz term largely cancels the repulsive 
image interaction [233]. 
When 1:1 electrolyte is added to the double layer system with monovalent counterions, 
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the effect is minor at small separations (below 10,4 ), since there are few coions between 
the plates [231]. At larger separations the added electrolyte screens the surfaces so that 
the pressure drops well below the case for counterions alone. This is in accord with 
the mean-field predictions of a power law decay of pressure for counterions only, and 
an exponential decay in the presence of electrolyte. Up to 0.1 M, the pressure at large 
separations is within a multiplicative constant of the GC result (and repulsive), which is in 
accord with the effective charge picture. At higher concentrations (0.5 - 1.0 M), the AHNC 
pressures are well below the GC results , and we shall see that is due to the effective decay 
length being appreciably less than the Debye length. There are numerical difficulties in 
determining the pressure at large enough separations at these concentrations ( since one is 
subtracting nearly equal quantities), so the asymptotic behaviour is uncertain. For 1.0 M 
and high surface charge, a second peak appears in the counterion density near the surface, 
although the height is overestimated by comparison with MC. At a concentration of 2.0 
M there is a weak attractive minimum in the net pressure at a separation of about 7 A. 
The GC expression for the net pressure between two double layers contains only a kinetic 
term 
( 3.63 ) 
where n;(O) is the density of species i at the mid plane ( computed by GC) and n; is the bulk 
density. It ignores the contributions from electrostatic correlations (attractive) and core-
core collisions (repulsive) across the midplane, which are included in the AHNC approach 
[229, 231], and which depend on the pair correlation functions. The effective surface charge 
contains information on the behaviour of the potential and the singlet densities at large 
separations. This will only be useful for predicting the net pressure if the kinetic term is 
the dominant one. 
The case of two interacting double layers with divalent counterions only has the most 
surprises. At high enough surface charge ( more than one elementary charge per 200A 2), 
there is an attractive well in the net pressure at small separations (5-10.4), and repulsion 
at larger and smaller distances [229, 178, 228] . Examining the components in the pressure, 
it is the increasing strength of the electrostatic correlations coupled with a decrease in the 
contribution of core-core contacts that gives rise to the attraction. In comparison to the 
monovalent case the core-core term is 20 to 30 times smaller, since the repulsion between 
the divalent counterions is much stronger and collisions are infrequent. If the size of the 
ions is large enough (R = 7 - BA) then the attraction disappears altogether [167]. If 
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images are included the location of the minimum is at slightly greater separations (230]. 
The AHNC pressures at large distances (beyond 20 - 30 .4) are repulsive and well below 
GC, although at finite separation GC fit s qui te well if a lower surface charge is used (167]. 
If one increases the surface charge density at fixed separation, then the AHNC pressure 
(still well below GC) reaches a maximum and starts to decrease [228], which is in accord 
with MC simulations for one charged wall (188) and simulations of interacting double layers 
[206). The presence of the attraction is confirmed by MC (206, 191], and goes a long way 
towards explaining the anomalous swelling seen in calcium clays [230]. 
When we have a 1:2 or 2:2 electrolyte between the walls (always with divalent coun-
terions ), the behaviour is qualitatively much the same as in the a.hove case of counterions 
only, and there is good agreement with MC results [191]. The depth of the attractive 
minimum in the net pressure increases with concentration (mainly due to increasing bulk 
pressure) . At high electrolyte concentrations (above about 0.4 M) there is evidence of os-
cillations in the pressure as the separation increases. This can be traced to the layering of 
counterions and coions between the walls , and is to be expected from the bulk electrolyte 
results in the la.st chapter, and the analysis of equation 3.55. The attractive minimum near 
the surface corresponds to the squeezing out of the last layer of coions, and is matched 
by a repulsive maximum at slightly larger separation which is absent from the case with 
divalent counterions only [191 , 232]. 
3.4 Formulation of an effective surface charge 
In the case of Gouy-Chapma.n theory, we have already seen how it is possible to set up a 
correspondence between the asymptotics of the linear and the nonlinear versions by the 
use of an effective surface charge. This can be recast into the formalism of the previous 
chapter as follows. We proceed as in section 3.3.3 and take concentration of one species 
in an ionic mixture to zero, so that the properties of this species now enter only into its 
effective charge. The question now is how to translate this into an effective surface charge , 
since we then want to take the large radius limit . Consider first the case of DH theory 
(using the linearized Poisson-Boltzmann equation) for this mixture. The ions are treated 
as point ions , and so 
(3.64) 
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for i "'f 0. For the colloid particle (species 0) we introduce the finite size in the normal 
way, so that the average potential is 
r _ R5ao exp(-Ko(r-Ro/2)) 
1/Jo( ) - 4€( 1 + KoRo/2) r for r > Ro/2 (3.65) 
where Ro is the diameter of the colloid particle and u0 is its surface charge density. We 
then have 
Pbnt(r) = aob(r - Ro/2) + €K7)1/Jo(r) for r :S Ro/2 
= 0 for r > Ro/2 
Using this we then obtain 
• 1r R5ao exp( -KoRo/2) 
Qo = 1 + Koflo/2 
Thus in the general case if we define an effective surface charge a0 by 
(3.66) 
(3.67) 
(3.68) 
(3.69) 
where K is the effective inverse decay length, then this will give us equation 3.68 in the 
case of DH theory. 
If we now take the limit of large diameter of the dilute species, we arrive at a formula 
for the effective surface charge a0 of a planar wall with actual surface charge density a0 . 
First define 
h;'0 (z) = hiO(z) + /3q71/Jo(z) for i ~ 1 (3.70) 
where ql is the effective charge of species i in bulk electrolyte, h;o( z) is the total correlation 
between the wall and species i at a distance z from the wall and 1/Jo( z) is the average 
potential due to the wall. Thus hi0 (z) is the short-range part of h;o(z). Now define a 
similar short-range charge distribution p0(z) by 
Po(z) = L q;n;h7o(z) 
i2: 1 
(3. 71) 
In the case where "' is real ( at low enough concentrations, as shown in the last chapter) 
the effective surface charge is now given by 
(3. 72) 
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where again K is the effective inverse decay length for the bulk electrolyte. Then the 
asymptotic behaviour of the average potential due to the wall is given by 
a· 
1Po(z) "' _Q_ exp( -11:z) KE (3.73 ) 
where E is the effective polarization defined in equation 2.64. Similarly the asymptotic 
behaviour of the correlation functions is given by 
(3.74) 
As in equation 3.29, for a symmetric electrolyte with ionic charge q1 = -q2 = q we define 
an effective scaled surface charge density s· by 
(3. 75) 
where as before we shall denote particular approximations to s· by subscripts e.g. sAHNC· 
Then for this symmetric electrolyte the asymptotic form for the potential becomes 
(3.76 ) 
where we now use the dimensionless potential 'if.,(z) = {3q'lj;0 (z). We have chosen to define 
s· using KD and £, for although this leads to a more involved expression for the potential , 
it preserves the scaling of the surface charge density for different theories. For notational 
economy we define 
(3 .77) 
3.4.1 Calculating effective surface charge with AHNC 
In order to evaluate e10 from equation 3. 72, we need q; from a bulk calculation and h;o( z) 
for the planar double layer under the conditions of interest. The disadvantage of the AHNC 
scheme of Kjellander and Marcelja for this purpose is that it has two planar double layers 
at finite separation. However if the separation is large (6 to 8 times the effective decay 
length ), then the amount of overlap between the two double layers is small except in the 
very centre. One can estimate the error involved by using MGC to compute the density 
profiles at the same separation, and then comparing the resulting sac with the asymptotic 
expression in equation 3.33. Another way to check the accuracy is to use the midpoint 
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potential 1Pmid computed in the AHNC scheme. If the separation is large enough for the 
overlap approximation to apply then we should have ( using the dimensionless quantities) 
1Pmid"' 2s AHN C ~ exp{-K.h/2) (3 . 78) 
where h is the distance between the planes of closest approach of ions to each surface (i.e. 
if R is the ionic diameter , then the total separation of the surfaces is h + R). Thus we can 
extract SAHNC from this for comparison. 
In using equation 3. 72 we also need to be wary of noise in the numerical evaluation 
of hio( z ), since the exponential factor in the integrand will magnify the errors . From 
the analysis of the equivalent numerical issue in the bulk electrolyte calculations , the 
obvious strategy is to use a cutoff in z, and possibly estimate the contribution from the 
tail of the integral using asymptotic forms. Not possessing the latter information ( related 
to the short-range behaviour of the wall-ion correlation functions, which is known to be 
complicated), we have chosen merely to use a cutoff. For the AHNC scheme with two 
double layers , this cutoff must be chosen at less than half the separation. As a further 
check, we experimented with varying the separation (keeping in the mind the requirement 
of small overlap). 
A further source of numerical error arises from the division of the region between the 
surfaces into discrete layers. This is not a serious problem if the layers are chosen to be 
close together where the density is most rapidly varying, near the surface. A very thin 
surface layer must be used for accurate contact densities. The discretization error can 
be estimated by evaluating the MGC densities at each layer, and then computing sec 
as before and comparing to the asymptotic result. The contact theorem (see equation 
3.6) gives another means of assessing the overall numerical consistency of the AHNC 
calculations. If we rearrange it we find that 
</> = Li ni(R/2) _ {3a 2 
Li ni 2€ Li ni 
(3.79) 
where a is the surface charge density and </> is the bulk osmotic coefficient. In this form the 
RHS involves the subtraction of nearly equal quantities when the surface charge is large, 
so it is a sensitive test of the numerical accuracy of the contact values. The agreement 
was generally within 5% except at low concentrations and high surface charge, when 
the right hand side was"' ( o 50% too large. However under these conditions the contact 
A 
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densities themselves were within l % . A comparison can be done using MGC with the 
same discretization, which again shows errors in the contact values due to evaluating the 
density at a finite distance from the surface, errors which becomes apparent when the 
density profile has a very steep gradient near the surface. nder the latter conditions the 
small percentage error in the contact density is not very serious. 
The combined effect of these possible sources of error was around 3% in the majority 
of cases e.g. the discretization error as judged from MGC was less than 1%, and SAHNC 
from the midpoint potential was within 2% at the separations that we used . The only 
exceptional cases were those in which the degree of overlap between the double layers was 
larger than anticipated . 
3.5 Results 
3.5.1 Parameters and Procedures 
The main restriction on the choice of cases within our theoretical framework is that "' needs 
to be real. In order to use the results of the previous chapter, we restricted ourselves to 
symmetric electrolytes in the RPM (i.e. both ion species have diameter R). For 1:1 
electrolytes we examined concentrations of 0.5 M ( near the upper limit of real "' for all the 
diameters chosen) and 0.05 M (i n the region where "' ::::::: "'D ). The ionic diameters used 
at each of these concentrations were 3.8A. , 4.6A. and 5.4A, chosen to span the range of 
reasonable sizes. For 2:2 electrolytes we used only R = 4.6A (since the dependence on size 
ought to be much weaker) and examined concentrations of 0.3 M (near the upper limit of 
"' being real) and 0.125 M (the same ionic concentration as a 0.5 M 1:1 electrolyte). For 
simplicity we took the dielectric constant of the wall to be equal to that of the solvent, 
so that there were no image effects to consider. The separations were chosen so that 
there was little double layer overlap while at the same time maintaining accuracy (large 
separations require more layers, which greatly increases the demands on computer time 
and memory). For 1:1 0.5 M, h = 50A was found to be adequate, while for 0.05 M we 
used h = l00A. ( where again the total distance between the surfaces is h + R). For the 
2:2 electrolyte cases, we used h = 50A at a concentration of 0.125 M and h = 30A for 0.3 
M. The last choice turned out to be a little too small, and h = 50A would probably have 
been better . 
The effects of the reservoir of bulk electrolyte enter the AHNC scheme only through 
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Figure 3.1: Effective surface charge density for 0.05 M 1: 1 electrolyte ( dimensionless units 
defined in text). Dotted line: MGC theory. Solid line with open circles: AHNC for 
R = 3.8A; dashed line with open squares: AHNC for R = 4.6A; dot-dash with open 
diamonds: AHNC for R = 5.4A 
the activity coefficient and the osmotic coefficient. Values can be obtained from MC data 
or bulk HNC calculations, but for numerical consistency it is necessary to proceed as 
follows. At the (large) separation of interest, we first do the calculation with no surface 
charge and adjust the activity coefficient until the concentration at the midplane agrees 
with the bulk concentration of interest. We also adjust the osmotic coefficient so that the 
net pressure is zero. This is not strictly accurate, since there is a weak pressure ( usually 
attractive) between two uncharged surfaces, but since this decays as exp(-2Kh)/h it is 
a negligible effect at the separations we are using (the pressure at finite surface charge 
decays as exp(-,1:h)). 
In line with the experience of many others, we found that 2:2 electrolytes presented 
the greatest convergence problems. The obvious tricks of slow variation of parameters 
and reusing old density profiles were successful if teclious. The best approach was to start 
from a 1:1 electrolyte and crank up the charge on the ions until they were divalent. This 
is reminiscent of rolling a large stone up a steep hill, only to have it slip from your grasp 
and roll back to the bottom again. 
3.5.2 Effective surface charge for 1:1 electrolytes 
The general trend of published results on 1:1 electrolytes is that the double layer 
143 
should be more compact than the mean field prediction except under conditions of high 
concentration and surface charge , when volume exclusion effects become important. The 
variation of SAHNC withs at a concentration of 0.05 M, shown in figure 3.1, confirms this. 
In more familiar units, at this concentration s = 1222 .16/ A where A is the area per charge 
at the surface in A 2, so that A = 50A 2 corresponds to s = 24.4. For s < 4 ( corresponding 
to A > 300A2) there is close agreement with the MGC result (the dotted line). Above 
this, there is still a strong similarity, with the AHNC values levelling off below the MGC 
value of sec = 4. Thus at high surface charge density the mean potential at a fixed 
distance from the surface stays below a max.imum value, and so likewise the net pressure 
between two double layers at large separation. This last statement is not precisely true 
for the AHNC results, for at very large (and unrealistic ) surface charges excluded volume 
effects should cause the double layer to become more extended, and so we would expect 
SAHNC to exceed sec- The effect of ion size is seen in figure 3.1, with larger ions giving 
greater values of SAHNC· However given the large variations in the excluded volume (e.g. 
increasing R from 4.6A to 5.4A increases the particle volume by 60% ), this is a weak 
effect. 
As discussed in the previous section, the effective value of s does not include changes to 
other quantities such as the effective polarization , which are summarised in the parameter 
r For R = 3.8A we have K/ "-D = 1.00803, E / € = 1.00082 and so { = 0.99122. For 
R = 4.6A we have K/KD = 1.01782, E/€ = 1.00052 and so { = 0.98198. Then for 
R = 5.4A the values are K/KD = 1.02845, E/€ = 1.00003 and { = 0.97231. Thus the 
effect of R on ~ is in the opposite direction to its effect on SAHNC and so the leading 
coefficient in the asymptotic expression for the potential doesn't change much. The effect 
of R on K is stronger. For R = 5.4, the deviation of K from "-D means that the pressure 
between two surfaces l0OA apart is 20% less than the MGC value even at low surface 
charge. However in a practical sense these are still weak effects, which is what one expects 
at low concentrations in a 1: 1 electrolyte. 
The overall consequence of these deviations from mean field behaviour is the well-
known result that fitting force profiles with MGC leads to an underestimation of the 
actual surface charge density. It is in the region of high surface charge that this is most 
severe. For example, if R = 4.6A and the actual surface charge density was 1 charge per 
100A2 (s = 12.22) , then fitting the AHNC results with MGC (ignoring the small deviation 
of"- from "-D) one would deduce a surface charge of 1 charge per 189.5.42• Of course the 
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Figure 3.2: Diffuse layer potential for 0.05 M 1:1 electrolyte (in units of f3e) . Dotted line: 
MGC theory. Solid line with open circles: AHNC for R = 3.8.4.; dashed line with open 
squares: AHNC for R = 4.6.4.; dot-dash with open diamonds: AHNC for R = 5.4.4. 
saturation of sac means that at high enough surface charge, even small errors in fitting 
the exact MGC profiles would give large errors in the actual surface charge. These effects 
should lead to a deal of scepticism about using any such method for deducing the surface 
charge density. 
The diffuse layer potential also gives a qualitative measure of the thickness of the 
double layer, although it does not directly indicate the asymptotic properties. Figure 3.2 
gives the values for the same set of parameters, where we use the dimensionless quantity 
'ifJR;2 = f3e'I/JR;2. There is no sign at these surface charges of a maximum in the diffuse 
layer potential, and the MGC 'ifJR;2 is monotonic with surface charge ( although it is a 
logarithmic dependence at high surface charge). In agreement with much other data [154] 
the AHNC values gradually fall below the MGC ones as the surface charge increases. To 
facilitate comparison with other work which uses a• = <Fa /e where d = 4.25.4. for historical 
reasons, note that at this concentration a· = 0.01478 s. For example, the highest surface 
charge density used here, 1 charge per 50.4. 2, corresponds to s = 24.44 and a• = 0.3613. 
The trend of the diffuse layer potential follows that of the effective surface charge, and it 
has the advantage of being simpler to compute ( and more directly related to measurable 
quantities). It is also more sensitive to changes in the actual surface charge. 
The mechanism behind the saturation of the effective charge in both MGC and AHNC 
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Figure 3.3: Counterion density near the surface for 0.05 M 1:1 electrolyte with R = 4.6A. 
between two walls at h = l00A. z = 0 corresponds to the midplane and z = ±50A to the 
plane of closest approach of the ions to the walls. Dotted line: MGC theory for A = 50A.2 
(s = 24 .5); solid line: AHNC for A= 200A.2 (s = 6.1); short dashes: AHNC for A= lOOA.2 
(s = 12.2); dot-dash: AHNC for A= 50A.2 (s = 24.5) 
can be seen by studying the counterion density profiles in figure 3.3 and figure 3.4. These 
are for a system of two double layers at a separation of l00A., where we have selected 
results for three different surface charges , and also shown the MGC result at the highest 
surface charge. As the surface charge density is increased the majority of the change in 
the counterion density occurs within 5 - lOA of the plane of nearest approach of ions to 
the surface i.e. within about 2 ionic diameters. In qualitative terms we would expect the 
width of this region of influence of the surface at a fixed charge density to scale with the 
Bjerrum length and be roughly independent of concentration. This is because the Bjerrum 
length represents the separation at which the electrostatic energy of two point charges is 
equal to kT. In the region near the mid plane of the system, figure 3.4 shows that there are 
small relative changes in the counterion and coion densities even when the surface charge 
increases by a factor of 4. 
We can also examine the net pressure between the two double layers in the AHNC 
scheme. If we assume that the kinetic term dominates then we can use our computed 
values of SAHNC and~ to estimate the net pressure in the overlap approximation. Figure 
3.5 shows that there is reasonable agreement, with this approximation being about 10% too 
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Figure 3.4 : Counterion and coion densities near the midplane for a 0.05 M 1:1 electrolyte 
with R = 4.6A between two walls at h = 100A. z = 0 corresponds to the midplane and 
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for A= 100A2 (s = 12.2); dot-dash : AHNC for A= 50A2 (s = 24.5) 
low at high surface charge. For the same values, the asymptotic MGC pressure is about l % 
above the actual MGC pressure. If we take the components of the pressure at zero surface 
charge as representing the values in bulk electrolyte, then we can compute the contributions 
to the net pressure. This is shown in figure 3.6. The kinetic contribution to the net 
pressure, given by the upper set of curves, is an order of magnitude larger than the other 
two combined. We might expect our approximate expression should slightly overestimate 
the actual pressure, since it neglects the attractive electrostatic term. However as discussed 
above the error is in the opposite direction. The error is due to the midplane densities 
being above those predicted from the overlap approximation, and this is corroborated 
by the fact that the relative error is smaller at low surface charge, when the overlap 
approximation ought to be more accurate. The usefulness of this approach is that it 
gives us a reasonably accurate expression for the pressure at very large separations. From 
this we can employ the Deryaguin approximation to estimate the interaction between two 
colloidal particles at large separations ( under conditions of constant charge). We obtain 
the usual expressions from GC theory [77] but with the effective values of the parameters. 
An equivalent approach would be to compute the effective charge of a large dilute particle 
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Figure 3.5: Net pressure between two surfaces at h = lOOA in a 0.05 M 1:1 electrolyte with 
R = 4.6A. The horizontal scale is the surface charge density in dimensionless units. The 
lines with symbols are the actual pressures , and the corresponding lines without symbols 
are the approximation based on the asymptotic expressions. Dotted line: asymptotic 
MGC theory; solid line (open circles): AHNC for R = 3.8A;; short dashes (open squares): 
AHNC for R = 4.6A; dot-dash (open diamonds) : AHNC for R = 5.4A 
and then use the asymptotic relations for the potential of mean force between two such 
particles. 
Stronger deviations occur in a 0.5 M 1:1 electrolyte. Here for R = 3.8A we have 
Kj KD = 1.16334, E / f. = 0.98054 and so € = 0.87665. For R = 4.6A the figures are 
K/KD = 1.29769, E/f. = 0.91469 and so~= 0.84155. Then for the largest ionic diameter 
R = 5.4A the values are K/KD = 1.59648, E/f. = 0.61206 and~= 1.02340. The effective 
charge displays a correspondingly wide range of behaviour, as shown in figure 3.7. Note 
that at thls concentration the conversion is s = 386.5/ A ( where again A is the area per 
charge at the surface in A2 ) and q• = 0.04674 s. The largest surface charge density used 
corresponds to A= 50A2 , s = 7.73 and q• = 0.361. Upon increasing the diameter, the 
effective charge increases rapidly, rising well above the MGC values. For R = 5.4A the 
last computed point was s = 6.44 and SAHNC = 10.17, but comparison with the midpoint 
potential suggests that this is too high (although in any case SAHNC will be well above 
sec). The large ionic size also leads to a much faster screening (the effective decay length 
is about 60% of the Debye length), so here the mean potential and the ion concentrations 
are far below MGC at even medium separations. 
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These effects are only weakly reflected in the diffuse layer potential shown in figure 
3.8. Increasing the diameter leads to a small decrease in l/JR/2 at low surface charge and 
an increase at high surface charge, leading to values that are just below the corresponding 
MGC potential. This kind of behaviour has been observed before at 0.1 M using MC 
and HNC/HNC [212]. At low surface charge there is a correlation effect due to the wall 
which increases with ionic charge and decreases as ionic size increases. This is reflected 
in the osmotic coefficients. For R = 3.8A we have ¢ = 0.9546; for R = 4.6A we have 
¢ = 1.0269, and for R = 5.4A the value is ¢ = 1.1296. These were all computed within 
the AHNC scheme for consistency, and agree with bulk HNC and MC osmotic coefficients 
to three decimal places [111, 140]. Thus the counterion concentration at the wall rises 
as the diameter is increased, and at low surface charge this leads to a fall in the diffuse 
layer potential. But in the regime of high surface charge it is the excluded volume effect 
near the surface that begins to play a role for large ionic diameters, behaviour seen in the 
familiar example of 1.0 M 1: 1 electrolyte at very high surface charge. 
We did not obtain any reliable data for the net pressure since the degree of overlap 
of the double layers was too small. However figure 3.9 shows some unpublished data 
of Kjellander and Marcelja for the net pressure versus separation at a surface charge 
corresponding to A= 60A2 . In both cases the ionic diameter is R = 4.6A. The logarithm 
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of the pressure should be linear with the separation h at large enough h, the gradient 
giving the inverse decay length and the intercept depending on the concentration and the 
effective surface charge. Although there is some noise in the AHNC data, the slope is 
clearly more negative than that of the MGC data. Using least squares fitting to the last 
few data points, the AHNC results yield K/ KD :::::: 1.11, and the same fit to the MGC 
values gives Kj KD :::::: 0.98, which indicates that h = 30 is still not quite in the asymptotic 
regime. Our bulk HNC calculations give "-/"-D:::::: 1.297. Extracting the effective surface 
cha.rge, we find SAHNC :::::: 3.0 and sac :::::: 2.59, the latter being 12% below the asymptotic 
value. The SAHNC value is quite consistent with figure 3.7 if we extrapolate the curve 
for R = 4.6A to s = 6.44, although given the errors in fitting this may be a fortuitous 
agreement. The difference between "' and "-D certainly explains the disagreement between 
MGC and AHNC also seen in other published data of Kjellander and Marcelja for 0.5 M 
R = 4.6A and A = 71.4A2 (231, 228]. Repeating the same analysis on the 0.1 M case, 
we find that we are still not quite in the asymptotic regime (MGC giving K/ "-D :::::: 0.97 
and an effective surface charge sac :::::: 3.15 which is 10% below the asymptotic value) , 
but the AHNC fits give "-f "-D :::::: 1.02 and SAHNC :::::: 2.97 (our bulk calculations give 
Kj "-D :::::: 1.040). We have not yet computed the effective surface charge directly from the 
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wall-ion correlation functions for this 0.1 M case, which would give a proper comparison 
as in the 0. 5 M case discussed above . Again the general picture is that for 1: 1 electrolyte 
we have a fairly accurate expression for the net pressure at large separations, which should 
be helpful given that MC work is very time-consuming and the direct AHNC calculation 
of the pressure has insufficient numerical accuracy in that regime. 
3.5.3 Effective surface charge in 2:2 electrolyte 
The strength of correlation effects for divalent ions lead to a qualitatively different effects 
from a 1:1 electrolyte with the same ionic diameter . As in bulk electrolytes an argument 
from corresponding states (rescaling the surface charge density as well) suggests that for 
small enough ionic diameters a 1:1 electrolyte will give the same behaviour. The first case 
we consider is a 0.125 M 2:2 electrolyte between two charged planar walls at h = 50A. The 
relevant bulk electrolyte parameters from HNC calculations are K/Kn = 0.9894, E/£ = 
1.0987 and so ( = 0.9199. The scaling of the surface charge density is s = 772.9/A and 
<7* = 0.0234s. The second case we consider is a 0.3 M 2:2 electrolyte between two walls 
at h = 30A, for which we have K/ KD = 1.2920. Here E / € was not accurately determined 
due to the large contribution from the tail of the relevant integral, although it is around 
1.5. At this concentration the scaled surface charge density is given by s = 588.9/ A and 
<7* = 0.0724s. 
Figure 3.10 shows that in both cases the effective surface charge has a maximum 
as the real surface charge increases and then eventually changes sign. There is some 
inaccuracy in the values for 0.3 M especially at high surface charge. This is quite close 
to the concentration at which we expect exponentially damped oscillations in the bulk 
correlation functions. In fact the dominant root at this concentration (in the notation 
of the previous chapter) is bs/ KD = 1.2202. At our chosen separation of h = 30A the 
concentration of coions at the midplane exceeds the bulk value due to a layering effect. 
The degree of double layer overlap is thus larger than anticipated, and so the values of 
SAHNC at 0.30 M are a little too high (perhaps 10% ). Nevertheless the features are 
still correct. We also include the predictions of the extended Poisson-Boltzmann theory 
(EPB) of Attard, Mitchell and Ninham ( discussed in section 3.3.4 ), which includes ionic 
correlations at the level of a perturbation. EPB has the right qualitative features, but 
clearly fails to be accurate for 2:2 electrolytes at these concentrations even when the 
surface charge is low. 
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The first important feature is the reversal of the sign of the effective charge. For 0.125 M 
the point ofreversal is at A~ 101112 (s = 7.65) (by linear interpolation) and for 0.30 M it is 
A~ 134..42 (s = 4.39) . We would expect this reversal to occur at lower and lower surface 
charges as the electrolyte concentration increases e.g. there is already a strong charge 
inversion for a 2:2 electrolyte at 0.50 M and a· = 0.17 (A = 106112 , s = 3.64) [154]. At 
point of charge reversal the kinetic contribution to the net pressure between two identical 
surfaces should vanish at reasonable separations ( where the asymptotic regime applies). 
There will still be a non-zero net pressure due to electrostatic correlations and core-core 
contacts. At higher concentration or surface charge the (repulsive) kinetic contribution 
is again present, with the surface "appearing" to distant ions to have a charge of the 
opposite sign to its real charge. This raises the possibility of carefully controlling the 
forces between colloidal particles in 2:2 electrolytes by adjusting the concentration to give 
a very low effective surface charge ( apart from the usual increased screening on addition of 
electrolyte). It is also possible that at fixed concentration, particles with different surface 
charge densities of the same sign might have effective surface charges densities of opposite 
sign, leading to attraction rather than repulsion. A more detailed calculation is needed 
in which we investigate the net pressure as a function of separation for surface charges 
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ID the vicinity of the point of charge reversal. In any case the non-monotonic nature of 
the effective surface charge scotches attempts to deduce the real surface charge from force 
measurements in this system , as the answer is no longer guaranteed to be unique . 
In pondering the mechanism behind this charge inversion, it is worth recalling that 
the net osmotic pressure in 2:2 electrolytes has an attractive region, the depth of which 
increases with concentration [191] and surface charge [192]. Work on systems with divalent 
counterions only also shows an attractive net pressure at high enough surface charge and 
small separations (206, 228] . This suggests a common link between attractive pressures and 
charge reversal based on electrostatic correlations. For large separations (beyond h = 60.4) 
the net pressure is repulsive in the system with only counterions, but in the case of 2:2 
electrolytes the answer is unclear. We have already argued on the basis of the asymptotic 
results in bulk that at low enough surface charge the net pressure will be repulsive. The 
net pressures in our calculations just discussed were not sufficiently accurate, but they did 
show that the electrostatic correlation contribution to the pressure is a substantial part 
of the net pressure even at h = 50A , and the proportion is much higher at h = 30A and 
higher concentration. Thus a net pressure computed on the basis of our effective surface 
charge would not be accurate at these separations , since we would then only be treating 
the kinetic contribution. It has been shown that for two surfaces bearing adsorbed but 
laterally mobile ions (with each surface being neutral overall) the asymptotic pressure is 
always attractive with a power law decay [234] . Although this would of course be screened 
upon adding electrolyte, it seems possible that at high surface charge when most of excess 
ions are very near the surface there might be a net attractive pressure due to correlations 
(for systems with divalent ions). 
A further feature of the effective surface charge can be seen in figure 3.11, which en-
larges the low charge part of figure 3.10. There is a substantial deviation from MGC 
theory even at low concentrations. The EPB theory predicts an effect of this kind due 
to ion correlations near the wall. As discussed in the 1:1 case, this can be related to 
the osmotic coefficient </>, so in effect the solution of the weak coupling equations for an 
uncharged wall contains the DH limiting behaviour for </>. It is known that for 2:2 elec-
trolytes there are strong deviations from the limiting law even at low concentrations. This 
is another way of saying that we are beyond the regime where a perturbative theory will 
be more than qualitative in its accuracy. For 0.125 M and R = 4.6.4 we have </> = 0.6384, 
and for 0.30 M and R = 4.6.4 we have </> = 0.6319 , so the difference in the low surface 
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Figure 3.11: Effective surface charge density at low actual surface charge density for 2:2 
electrolyte with R = 4.6.4 . Dotted line: MGC theory. Solid line with open circles: AHNC 
for 0.125 M; short dashes with closed circles: AHNC for 0.30 M; dot-dash: EPB for 0.125 
M; long dashes: EPB for 0.30 M 
3 
2 
1 
0 
0 5 10 15 
s 
Figure 3.12: Diffuse layer potential (in units of /32e) for 2:2 electrolyte for R = 4.6A. 
Dotted line: MGC theory. Solid line with open circles: AHNC for 0.125 M ; dashed line 
with filled circles: AHNC for 0.30 M 
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Figure 3.13: Counterion densities near the wall for a 0.125 M 2:2 electrolyte with R = 4.6A 
between two walls at a separation of h = 50A. z = 0 is the midplane and z = 25A is the 
plane of closest approach of the ions to the wall. Solid line: AHNC for A = 400A 2 ( where 
A is the surface area per charge); short dash: AHNC for A= 200A.2; long dash: AHNC for 
A= 100.42 ; dot-dash: AHNC for A= 60A. 2 . The four dotted lines are the corresponding 
MGC results: from upper to lower they are for A = 60,100,200, 400A 2. 
charge behaviour cannot be explained in these terms, although it must also originate in 
electrostatic correlations ( excluded volume effects are too small at these concentrations 
and charge densities). The effect on the diffuse layer potential (figure 3.12) is compara-
tively weak. There is a very slight increase over MGC values at low surface charge for 
0.125 M, amounting to about 10% , whereas for 0.30 M the AHNC results are below the 
MGC results down to A= 700.42• This can probably be attributed to the difference in the 
effective decay length, which is 1 % above the De bye length for 0.125 M, and 30% below 
for 0.30 M, leading to a far more compact double layer in the latter case. This difference 
probably also explains the large effective charge in the 0.30 M case at low surface charge, 
in a similar way to the 0.50 MR= 5.4A case which has a comparable value of Kj KD. The 
maximum in the diffuse layer potential is associated with an increase in coion density, and 
for 0.30 M it occurs just near the point of charge reversal, while for 0.125 M it is at a 
lower surface charge. 
More direct information about the charge reversal can be gleaned from the density 
profiles of the ions near the wall. In the 0.125 M case, figure 3.13 shows the counterion 
profiles at four surface charges and their MGC equivalents. Although the AHNC contact 
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Figure 3.14: Counterion densities away from the wall for a 0.125 M 2:2 electrolyte with 
R = 4.6A between two walls at a separation of h = 50A. z = 0 is the mid plane and z = 25A. 
is plane of closest approach of the ions to the wall. Solid line: AHNC for A = 400A 2 ( where 
A is the surface area per charge); short dash: AHNC for A = 200A.2 ; long dash: AHNC for 
A= 100A2 ; dot-dash: AHNC for A= 60A.2 . The four dotted lines are the corresponding 
MGC results: from upper to lower they are for A= 60,100, 200, 400A.2. 
densities are below MGC (since the osmotic coefficient is less than 1), AHNC has an 
excess of counterions over MGC within 2 - 3A of the surface , and as the surface charge 
increases the majority of the accumulation of counterions is in this region. If we examine 
the counterion densities a little further from the surface (figure 3.14), we see that as the 
surface charge density increases beyond A= 200A2, the counterion density here decreases 
until at A = 60A 2 it is below the bulk density. In conjunction with this the coion density 
shown in figure 3.15 develops a sharp peak about 6A (or 1.3 ionic diameters) from the 
surface, the height of which increases strongly with surface charge, and which exceeds 
the counterion density at that point . There may be some inaccuracy in the shape of this 
peak, as we did not do the calculations with enough layers of coions in the region where 
the density is changing most rapidly. Another view of the same phenomenon is afforded 
by figure 3.16. At A = 100A2 the mean potential is close to zero beyond 7 - lOA from 
the wall. Here the surface is taken to be negatively charged so that the diffuse layer 
potential is also negative. For A = 60A2 the mean potential changes sign about lA from 
the surface and remains positive out to the midplane. The overall picture is that at high 
enough surface charge there is an over-compensation by a layer of counterions adjacent 
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Figure 3.15: Coion densities for a 0.125 M 2:2 electrolyte with R = 4.6A between two 
walls at a separation of h = 50A. z = 0 is the midplane and z = 25A is the plane of 
closest approach of the ions to the wall. Solid line: AHNC for A = 400A2 (where A is 
the surface area per charge) ; short dash: AHNC for A = 200A2; long dash: AHNC for 
A = lOOA 2 ; dot-dash: AHNC for A = 60A 2 • The four dotted lines are the corresponding 
MGC results: from bottom to top they are for A= 60 , 100, 200, 400A2. 
to the wall, which induces a layer of coions just beyond this. Then further away still the 
ions "see" a net charge on the surface which has the opposite sign to its real charge. On 
this basis we would expect the effective surface charge to saturate at some negative value, 
although under extreme (and probably unphysical) conditions it might have a minimum 
due to a formation of a further layer. 
3.6 Conclusions and loose ends 
The effective surface charge is a useful way of summarising and analysing the behaviour 
of the electric double layer outside the surface region. It is more sensitive to structural 
changes than the diffuse layer potential, and it completes the asymptotic picture begun in 
bulk electrolyte with the effective decay length , the effective polarization and the effective 
ionic charges. In 1:1 electrolytes there are no huge surprises: MGC is quite good at 
concentration around 0.1 M, and only starts to fail around 0.5 M when it overestimates 
the thickness of the double layer , since the effective decay length is appreciably less than 
the Debye length . Using the effective charge we obtain a good approximation for the 
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Figure 3.16: Mean electrostatic potential near the wall for a 0.125 M 2:2 electrolyte with 
R = 4.6A between two walls at a separation of h = 50A. z = 0 is the mid plane and z = 25A 
is the plane of closest approach of the ions to the wall. Solid line: AHNC for A= 400A2 
(where A is the surface area per charge); short dash: AHNC for A = 200.42 ; long dash: 
C O 2 0 2 AHN for A = lOOA ; dot-dash: AHNC for A = 60A . The four dotted lines are the 
corresponding MGC results: from bottom to top they are for A = 60,100,200, 400A. 2. 
net pressure at large separations, although some additional data analysis is needed to 
determine how well this agrees with the calculations of pressure versus separation. 
In 2:2 electrolytes MGC underestimates the counterion accumulation immediately near 
the surface, since it takes no account of the strong ionic correlations. This latter factor 
leads to qualitatively different behaviour in the AHNC results including a reversal in the 
sign of the effective charge and a maximum in the diffuse layer potential. All these features 
have been observed before. The effective charge calculations provide a more unified picture 
for these observations. The fact that HNC/MSA solutions also have these features shows 
that the cavity term alone ( the exclusion of other ions from the hard sphere) is enough 
to give a. charge reversal. If we return to the bulk electrolyte picture in which the colloid 
particle is just another species at finite concentration, then the results of the previous 
chapter suggest that exponentially damped oscillations should occur in the asymptotic 
tails of the colloid-ion correlation functions when the size and charge of the colloid is large 
enough. In the limit of infinite dilution of the colloid, the decay length of the colloid-
ion correlation functions is determined by the properties of the bulk electrolyte, but the 
coefficient depends on the colloidal charge. In a sense the charge inversion that occurs near 
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the wall at high surface charge is then the analogue of the regime of damped oscillations 
in bulk, only it is limited to a finite region near the wall. 
What fundamentally causes the saturation of the effective charge? This effect is ob-
served in MGC, which for all its simplifications does remarkably well. However it is absent 
in the linearized version, LGC . The nonlinearity is in the Boltzmann factor. As the sur-
face charge density rises, the attraction of the counterions to the surface dominates their 
thermal motion ( which tends to make them diffuse away from the wall) at short distances. 
The contact density rises as the square of the surface charge density. Most of the action 
occurs within one to two ionic diameters of the wall , and the majority of the increase 
of counterion density is in this region. In the mean-field picture a.n ion experiences the 
effect of the net ionic charge between it and the wall added to the charge of the wall 
(s ince a uniform plane of charge has a constant field at all distances). Thus as the surface 
charge continues to rise , the increase is compensated for by counterions near the surface, 
and a distant ion is largely unaffected , leading to the saturation of the effective surface 
charge density. The AHNC picture is qualitatively the same for 1:1 electrolytes, but for 
2:2 electrolytes the additional attraction due to electrostatic correlations (both the purely 
electrostatic correlations as between point charges and the correlations due to the cav-
ity term) eventually leads to an over-compensation of counterions in the surface layer , 
inducing a layer of coions and so a reversal in the sign of the effective charge. 
There are a variety of technical loose ends, such as the extension of the definition of 
effective charge into the region where t he profiles will be oscillatory as in bulk electrolyte 
at high enough concentration . The most interesting problem relates to the net pressure 
between surfaces in 2:2 electrolytes when we are near to the point of reversal of the effective 
surface charge, and the question of whether the net pressure is always repulsive at large 
enough separations. In practice, when we include the dielectric discontinuities then the 
Van der Waals terms give a net attractive pressure, so the question is really about the 
magnitude of the attraction and the transition to repulsion at small separations. 
Asymmetric electrolytes are also a source of interesting possibilities. As we observed 
in chapter 2, the deviations of K from KD should be larger. Partly for this reason there are 
a number of force measurements in such systems [235, 236, 155, 162], so there is much to 
explain. In a 2: 1 electrolyte charge reversal effects are seen at high enough concentration, 
and as the concentration keeps increasing another layer of counterions appears beyond 
the first coion layer as expected [162]. At low surface charge it is the divalent counterions 
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that accumulate near the su rface , then beyond the point of charge reversal the monovalent 
coions form a layer, and at higher charge still the counterions again accumulate , so there 
should be some qualitative changes in behaviour. 
The most useful applications of the effective linear theory are to problems where the 
geometry prohibits the straightforward use of any of the accurate double layer theories. 
A difficult example is the electrostatic interactions in microemulsion phases, where the 
random surface geometry is intractable for a nonlinear double layer theory. However in 
this context a linear theory with effective values of the parameters can give an acceptable 
approximation. 
Accurate predictions for real systems must depend upon the use of molecular models 
for the solvent. The effects we have observed should then be even stronger, since the ions 
near the wall are not as shielded from the surface charge as the continuum picture suggests. 
However a full solution at the level of HNC2 would require much more computation, so its 
use would be more as a standard by which to evaluate the deficiencies of the McMillan-
Mayer picture and the primitive model double layer. 
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Appendix A 
Location of the Neutral Surface 
for Surfactant Monolayers 
In order to clarify the method for locating the neutral surface and obtaining the bending 
moduli of a monolayer, we consider a simple model system for which the procedure can 
be done analytically. The molecules in this system experience an attractive force due to 
surface tension at the interface, and a repulsive force at either end. Suppose we have the 
following form for the free energy per molecule: 
where Bb, Bt, Lb and Lt are all positive constants. 
The first term is from the interface, where I is the surface tension and A int is the 
interfacial area. The second term is due to a repulsion at a distance Lt above the interface 
and inversely proportional to the area at that level ( via a parallel surface construction). 
The third term is similar to the second, but is due to a repulsion at a distance Lb below the 
interface ("top" and "bottom" are relative to the sign convention used for the curvatures). 
If we minimise this free energy with respect to Aint while keeping the geometry fixed, 
we find that the optimum interfacial area is 
and the optimum free energy is then 
(A.3) 
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To locate the spontaneous curvature we minimise F ECYJJt with respect to the curvatures 
and obta.in 
(BtLt )t/3 - (BbLb)t/ 3 
Co = Ct = C2 = - ----'----,------':.........;----'...:...,_--
Lt ( B b Lb) t /J + Lb(B1L1 )t/3 (A.4) 
The area per molecule at a distance x normal to the interface is 
(A.5) 
We find x such that Ax( Ct , c2 ) has a minimum with respect to Ct and c2 at Ct = c 2 = c0 
( which defines the basic surface in our terminology). Denote the area per molecule at the 
basic surface as Aba 3 ic( Ct , c2). In this case we find that the basic surface coincides with 
the interface. Thus to convert the free energy per molecule to a free energy per unit area 
we divide through by Aba3 ic( co,co ) = Aint (co , co ), Taking derivatives of the free energy 
per unit area with respect to curvature , we find that the bending moduli are 
(A.6) 
and the elastic compressibility modulus is easily found to be 21 . In the special case of 
Bb = Bt and Lb = Lt the result is co = 0, kc = 21 Lf and kc = - 1 Ll- As a curiosity, note 
that if we take 1 = 50 dyn/cm and Lt = 5 A, then kc = 3kT and the elastic compressibility 
modulus is 100 dyn/cm. 
If on the other hand we divide the free energy per molecule by Aba3 ic( Ct , c 2) = A int ( Ct , c 2), 
then the free energy per unit area comes out to be a constant and the bending moduli are 
zero! This illustrates the fact that the neutral surface construction only makes sense if 
we divide the free energy per molecule by Aba 3 ic( c0 , c0 ) , the value of the area at the basic 
surface in the spontaneously preferred state. 
Now it has been argued that the above procedure of minimising the free energy at each 
curvature ( as in Eqn A.3) introduces a "stretching" term , and that the correct procedure 
is to keep Aba3 ic( c1, c2 ) fixed as the curvature is varied. If this was the case , then there 
would he no means of locating the position of the basic surface in the first place. However , 
given the location of the basic surface , we can show quite generally that such an approach 
does produce the same result to second order i.e. the bending moduli are unchanged . 
Let FE(Aba3 ic(c1,c2), c1, c2) be the free energy when Aba3 ic( ct , c2) is allowed to vary to 
minimise the free energy at each curvature, as before. By the definition of the basic 
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surface, 
(A.7) 
Let FE*( c1, c2) be the free energy when we instead introduce the constraint Aba 3 ic( c1, c2) = 
Aba3ic( Co, co). Now 
d2 F £ &F £ &2 Aba3ic &2 F £ &Aba3ic &2 F £ &Aba.sic &2 F £ 
-2- - 0 b · 0 2 + 2 b · -- + 2 ( 0 )2 + ~2 (A.8) dc1 A a.s,c c1 oc1oA a3ic oc1 &Aba3ic c1 uc1 
where the derivatives are evaluated at c1 = c2 = co. The first three terms on the right 
hand side of Eqn. A.8 are zero because of Eqn A.7. Then 
(A.9) 
and similarly for the Gaussian modulus. Thus the two procedures yield the same result 
for the moduli and no "st retching" term has been introduced. 
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