Abstract. We discuss linear relations among totally odd multiple zeta values, and give a partial solution of a dimension conjecture proposed by Francis Brown.
Introduction
The current paper is devoted to give linear relations among certain multiple zeta values motivated by a dimension conjecture proposed by Brown [1, Conjecture 5] . We begin by introducing his conjecture. The multiple zeta value (MZV) is defined by ζ(k) = ζ(k 1 , . . . , k r ) = for k = (k 1 , . . . , k r ) ∈ Z r >0 with k r ≥ 2. We call k 1 + · · · + k r (=: wt(k)) the weight and r (=: dep(k)) the depth. Let Z (r) k be the Q-vector space spanned by all MZV of weight k and depth less than or equal to r, and (ζ(2)) the ideal generated by ζ (2) in the MZV algebra Z = k≥0 Z k , where Z 0 = Q and Z k = Z In this paper, we prove that the dimension of the space Z odd k,4 does not exceed the coefficient of x k y 4 in the power series expansion of the right-hand side of (1.1).
Theorem 1.2. We have
The contents of this paper are as follows. In Section 2, we discuss the matrix E k,r defined in (2.2). We will show that any right annihilator of the matrix E k,r give a linear relation among totally odd MZVs of weight k and depth r, and that there is an injective linear map from a certain vector space closely related to even period polynomials to the left kernel of the matrix E k,r , which gives
This inequality plays important role in the proof of Theorem 1.2 in Section 3.
Main results
For integers s i , k i ≥ 1, the integer ε (
Here, we define the Kronecker delta δ (s 1 ,...,sr),(k 1 ,...,kr) by
(Note (s 1 , . . . ,ŝ i , . . . , s r ) = (s 1 , . . . , s i−1 , s i+1 , . . . , s r ).) Let S k,r be the set of totally odd indices of weight k and depth r:
We consider the |S k,r | × |S k,r | matrix 
Proof. This follows from the definition of the Ihara action • as above. We note that Proposition 2.2 for r = 2 was first proved by Baumard and Schneps [2] .
More extensive results were given by Gangl, Kaneko and Zagier [3] : each right annihilator of the matrix E k,2 can be characterized by using even period polynomials of degree k − 2 (we will give a definition later). In the case of r = 3, we can check that the matrix 
has the right annihilator t (−14, 15, 6, 0, 0, 36, 0, 0, 0, 0), which gives
Proof. Let c ( s 1 ,...,sr k 1 ,...,kr ) be the integer obtained from the coefficient of x
, and C k,r the |S k,r | × |S k,r | matrix 
where
We prove (2.4) by induction on r. When r = 2, the equality (2.4) immediately follows from (2.3). Let
With (2.3), one computes
Combining this and the induction hypothesis c (
, we obtain the equality (2.4).
Before going to next, we introduce a conjecture on the rank of C k,r . This was given by Brown [1] : the rank of C k,r is equal to the coefficient of x k y r in the power series expansion of (1.1), i.e.
This is called the 'uneven' part of motivic Broadhurst-Kreimer conjecture, and suggests that all linear relations among totally odd MZVs of weight k and depth r arise from the right kernel of the matrix C k,r . In Section 3, we will show that the rank of C k,4 does not exceed the coefficient of x k y 4 in the power series expansion of the right-hand side of (2.6). Theorem 1.2 then follows from [2] showed that there is a one to one correspondence between the space of restricted even period polynomials and the left kernel of the matrix E k,2 . For r ≥ 3, we see below that there is an injective map from a certain vector space closely related to restricted even period polynomials to the left kernel of E k,r .
Left kernel. Baumard and Schneps
We begin with reviewing and reproving the result obtained by Baumard and Schneps.
This space is called the space of restricted even period polynomials. We only use the fact, known as the Eichler-Shimura-Manin correspondence, that W
, and hence
(see [3, 5] for the detail). Here, the space S k (Γ 1 ) is the C-vector space of cusp forms of weight k on Γ 1 . Baumard and Schneps showed the following:
be a row vector with rational coefficients. Then the following assertions are equivalent.
is an element of the space W
Assuming (ii), it is easily seen that the polynomial (2.10) is zero, and then (2.9)= 0. This gives the assertion (i). To prove (i)⇒(ii), we use the action of the group PGL 2 
, one easily finds that p (ε + 1) = 0 and p (δ − 1) = 0, where we have extended the action of PGL 2 (Z) to its group ring by linearity. Using T δ = δT −1 and T εδ = εT εT −1 ,
. Then we find that G(0, x 2 ) = 0 and
which implies G = 0. The assertion follows from
Corollary 2.4. Let us denote by ker E k,2 the Q-vector space spanned by all left annihilators of the matrix E k,2 . Then, for each integer k, we have
Proof. This follows immediately from (2.8) and Proposition 2.3.
We now turn to the result in the case of depth greater than 2. Let V k,r be the |S k,r |-dimensional vector space over Q spanned by the set of row vectors (a s 1 ,...,sr ) (s 1 ,...,sr)∈S k,r :
Hereafter, we identify the matrix A ∈ M |S k,r | (Z) with its induced linear map A : , so that
Denote by W k,r the Q-vector subspace of V k,r spanned by all left annihilators of the matrix I + E
(1)
k,r , where I is the identity matrix δ (s 1 ,...,sr),(k 1 ,...,kr) (s 1 ,...,sr)∈S k,r For (k 1 , . . . , k r ) ∈ S k,r , the (k 1 , . . . , k r )-th entry of the vector (a s 1 ,...,sr ) (s 1 ,. ..,sr)∈S k,r · I + E (1) k,r is given by
where p = k 3 + · · · + k r . Hence, we find that the space W k,r splits as the direct sum in the form (2.12)
We also find W k,2 = ker E k,2 , which gives dim W k,2 = dim S k (Γ 1 ) (Corollary 2.4). Thus, by (2.12), one can obtain the dimension of the space W k,r as follows:
Here recall that O(x) r = k>0 |S k,r |x k and S(x) = k>0 dim S k (Γ 1 )x k . We now prove that there is an injective linear map from W k,r to ker E k,r .
Theorem 2.5. Let r be a positive integer greater than 2 and F k,r the matrix E
k,r (= E k,r − I). Then, for any v ∈ W k,r , we have (v · F k,r ) · E k,r = 0. Furthermore, the map F k,r is an injective map from W k,r to ker E k,r , which from (2.13) entails (2.14)
Proof. Consider the action E
because of Proposition 2.3 and (2.12). We now prove
by using p(x 1 , x 2 , x 3 , . . . , x r ) + p(x 2 , x 1 , x 3 , . . . , x r ) = 0, and for r − 1 ≥ i = j ≥ 2 we have
where for the last equality we have used (2.15). A direct computation shows that, for any (k 1 , . . . , k r ) ∈ S k,r , the (k 1 , . . . , k r )-th entry of the vector (a s 1 ,...,sr ) (s 1 ,...,sr)∈S k,r ·
k,r ∈ V k,r is given by the coefficient of x 
. Then the first statement follows from
For the injectivity of the map F k,r , it suffices to check that
Assume that v = (a s 1 ,...,sr ) (s 1 ,...,sr)∈S k,r is an element of W k,r ∩ ker F k,r . For each (k 1 , . . . , k r ) ∈ S k,r , the relation F k,r (v) = 0 gives
With this and the relation (I + E δ (ŝ 1 ,...,ŝ i+1 ,...,sr),(k 1 ,...,k i ,k i+1 ,. ..,kr) C sr   =δ (s 3 ,...,sr),(k 3 ,...,kr) a k 1 ,k 2 ,k 3 ,. ..,kr
Denote by α(k 1 , . . . , k r ; s 3 , . . . , s r ) the right-hand side of the above equation and bij{2, . . . , r} the set of all bijections on the set {2, . . . , r}. Consider
Note that for each σ ∈ bij{2, . . . , r} there exists a unique τ ∈ bij{2, . . . , r} such that σ(j) = τ (j) if j ∈ {2, . . . , i − 1, i + 2, . . . , r} and σ(i) = τ (i + 1), σ(i + 1) = τ (i). For the above σ and τ , we have
= 0, and hence for each i ∈ {2, . . . , r − 1}, we have σ∈bij{2,...,r}
We therefore have
Letting s i = k i for all i ∈ {3, . . . , r}, we obtain 0 = f(k 3 , . . . , k r ) = σ∈bij{2,...,r} δ (k 3 ,...,kr),(k σ(3) ,...,k σ(r) ) a k 1 ,k σ(2) ,...,k σ(r) = σ∈bij{2,...,r} δ (k 3 ,...,kr),(k σ(3) ,...,k σ(r) ) a k 1 ,...,kr ,   which gives a k 1 ,. ..,kr = 0 for all (k 1 , . . . , k r ) ∈ S k,r . This completes the proof of Theorem 2.5.
Remark. Conjecturally, the dimension of ker E k,r coincides with the coefficient of
. Therefore, from (2.13) we may expect that F k,r gives a bijection from W k,r to ker E k,r . We have a computational evidence up to k = 35 for this expectation.
Proof of Theorem 1.2
As mentioned in the end of Section 2.1, we compute the rank of C k,4 , or equivalently dim ker C k,4 , to prove Theorem 1.2. Recall
3.1. Shuffle algebra. Let V be a bigraded vector space over Q spanned by all words in noncommutative symbols {z 2i+1 | i ≥ 1}:
where V k,r is the Q-vector space spanned by the set {z k 1 · · · z kr | (k 1 , . . . , k r ) ∈ S k,r } (the empty word is regarded as 1). Then the the vector space V becomes a bigraded commutative algebra over Q with respect to the shuffle product x:
The important fact is that the algebra V is isomorphic to the polynomial algebra in the Lyndon words (see [6] ). Therefore, for example, we see that the set of monomials in the Lyndon words {z integers k, r ≥ 1, denote by {v 1 , . . . , v g } a basis of V k,r . Then the set {v i x v j | 1 ≤ i ≤ j ≤ g} is linearly independent over Q.
) be the basis of V k 1 ,r 1 (resp. V k 2 ,r 2 ) consisting of monomials in the Lyndon words with respect to the shuffle product. We write
, and set the g × g (resp. h × h) matrix A = (a i,j ) (resp. B = (b i,j )). Assuming
Since the set {v
h ) · B = 0, and hence (q
(ii) Similarly, we assume
) in much the same way as in the proof of (i). Since
we have p i 1 ,i 2 = 0 for all i 1 , i 2 .
Corollary 3.2. Let V 1 and V 2 be subspaces of V k 1 ,r 1 and V k 2 ,r 2 respectively. We define the subspace S(
and if
Proof. This is a direct consequence of Proposition 3.1.
Key identities.
We start with a discussion of ker t E (r)
k,q . By definition (2.5), for q ∈ {2, . . . , r − 1} the matrix E (r) k,q can be expressed as the direct sum
where the injective linear map ι p 1 ,...,p r−q is defined by
The key identities in the proof of Theorem 1.2 are concerning the following two linear maps: for an odd integer p ≥ 3, set
, and, for an even integer p ≥ 6 and (p 1 , p 2 ) ∈ S p,2 , set
.
We note that using an isomorphism π :
, because of (3.1). Therefore, by Proposition 3.1, we find that the maps Θ p and Θ p 1 ,p 2 are injective. follows: 
