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D~finition et Etude des Bilangages R~guliers 
C. PAIR ET A. QUERE 
Institut Univer~itaire d  Calcul Automatique, Universit~ de Nancy, Nancy, France 
The paper presents a definition of "arborescent s ructures" (or 
ramifications) enabling to process them algebraically. "Languages" 
formed with ramifications are defined and we call them "bilanguages." 
The notion of regular language is then generalized into the notion of 
regular bilanguage. These regular bilanguages are compared to those 
generated by context-free grammars. Their properties are demon- 
strated; especially, a theorem analogous to Kleene's theorem on 
regular languages i stated. 
INTRODUCTION 
Dans de nombreux domaines du traitement de l'information, on 
emploie des "structures arborescentes", avec ~ventuellement plusieurs 
racines, souvent orient~es "de gauche ~ droite" et dont chaque noeud est 
~tiquet4 par un nora appartenant ~ un certain alphabet (Fig. 1). En 
particulier, l'4tude des langages conduit a considgrer des ensembles de 
telles structures comme de v~ritables "langages a deux dimensions", que 
nous appellerons ici des bilangages (cf. par exemple Bar-Hillel et al. 
(1961), Ginsburg (1966), Lucas (1967)). 
Dans l'~tude qui suit, aprhs un rappel succinct des principales propri- 
gtgs des langages rgguliers, ou langages de Kleene (§ 1 ; ace  sujet le 
lecteur pourra consulter Gross et Lentin, 1967), on pr6sente une formali- 
sation qui permet de traiter algdbriquement ces structures aborescentes 
nomm~es ramifications (§ 2). On g~n~ralise ensuite la notion de langage 
r~gulier en celle de bilangage r@ulier (§ 3) ; en particulier on compare 
les bilangages r~guIiers £ ceux qui sont engendr~s par les grammaires 
"context free" (§ 4). 
Parma les propri~tgs des bilangages r6guliers on peut distinguer ceUes 
qui sont des extensions directes des propri~t~s des langages rdguliers :
propri~tgs bool~ennes, tabiIit~ pour le produit et l'opdration gtofle 
(§ 5 et 6), de celles qui sont propres ~ la "nouvelle dimension" des 
bilangages et ]i4es ~ la possibilit~ de greffer un bilangage sur un autre 
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(§ 6). Ces derni~res interviennent aturellement dans l'extension du 
th~or~me de Kleene aux bilangages r~guliers (§ 7). 
Les d4finitions et thgor~mes 2A.1, 4.2 et 4.8 sont 4nonces par Pair 
(1967) qui indique aussi d'autres r@sultats, non repris ici, se rapportant 
l'analyse syntaxique. Grace £ l'amabilit@ de M. Werner, les auteurs 
ont eu rdcemment connaissance de l'~tude de Thatcher (1967) qui 
~nonce n particulier ces th4or~mes, ainsi que du travail de Thatcher et 
Wright (1966) : ces deux th4ories entrent darts le cadre qui va 8tre 
pr@sent@ (cf. 4.4, note). 
Dans toute l'~tude, V d@signe un ensemble fini appel~ vocabulaire. V* 
est le monoide libre engendr~ par V, c'est-i~-dire l'ensemble des suites 
finies d'416ments de V (ou roots sur V) ; un langage sur Vest une partie 
de V*. 
1. RAPPELS SUR LES LANGAGES REGULIERS 
1.1 D~FINITION ET TH]~OR~E. Etant donn~ un emsemble V, un langage 
K sur Vest appel@ iaregage r~g~lier ou langage de Kleene s'il satisfait 
l'une des deux conditions ~quivalentes : 
(1) il existe un mono~de fini M, une pattie M p de Met  un homo- 
morphisme de mono~des # de V* dans M, tels que K = ~-~ ( M' ). 
(2) il existe un automate fini acceptant K. 
On trouvera une d~finition des automates finis dans Rabin-Scott 
(1959). La notion d'automute fini peut ~tre formMis~e de la mani~re 
suivante : appelons m~moire sur V un ensemble S muni d'une loi de 
composition externe £ opdrateurs dans V not@e. : 
( s ,A )  E ~ X V~,s .A  E S. 
Par exemple V* est une m~moire sur V en posant, pour ~ E V* et A C V : 
a:A = aA. 
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Un homomorphisme d  m~moires de V* dans S, m~moire sur V, est 
une application ~ de V* dans S telle que : 
~(aA ) = ~(~).A.  
Dans ces conditions, (2) est 6quivalent ~ l'assertion suivante : 
(3) il existe une m$moire finie S, une pattie S' de Set  un homo- 
morphisme de m$moires ~ de V* dans S tels que K -= ~-1 ( S') .  
1.2 Langage local. Etant donng deux sous ensembles Det  F de Vet  un 
sous-ensemble r de V 2, l'ensemble des roots nonvides A1 . . .  A,  (A~ C V) 
tels que 
AICD,  A ,  q F et (A~,A¢+I) ~ r pour i=  1, . . . ,n -  1 
est un langage rggulier. On l'appelle langage local ; i] sera not6 In, T, F]. 
D sera appe]6 ensemble des initiales, F ensemble des finales et r  ensemble 
des transitions. 
Les langages r6guliers sur un vocabulaire fiui sont les transform6s 
des langages locaux par un homomorphisme entre mono~des fibres. 
Pour les langages r6guliers qui ne contiennent pas le mot vide, eet 
homomorphisme peut toujours 8tre une transcription, c'est-k-dire tm 
homomorphisme qui transforme route lettre en une lettre, autrement dit 
tout mot en un mot de longueur 6gale. I1 en r6sulte que, pour prouver 
une propri6t6 sur les langages r6guliers, il suffit de s'assurer qu'elle est 
vraie sur les langages loeaux et qu'elle est eonserv6e par transcription. 
C'est en s'inspirant de cette m6thode, par exemple, qu'on peut prouver 
le th~or~me suivant :
1.3 TEgOR~IE DE KLEENE. L'ensemble des langages r$guliers sur un 
voeabulaire Vest le plus petit ensemble ~ de langages ur V tel que : 
( a ) 3~ continent les langages f inis; 
(b) Si K et K ~ appartiennent ~~, K U K', KK '  et K* appartien- 
nent ~ ~.~ 
2. DEFINITIONS PRELIMINAIRES : RAMIFICATIONS, BILANGAGES, 
BILANGAGES GRAMMATICA~X 
2.1 D]~FINITION DES RAMIFICATIONS SUR UN ENSEMBLE V 
2.1.1 Arborescence (Berge, 1958). On appe]]e arborescence un graphe 
fini sans circuit tel que : 
(a) il existe un point a qui n'est extr6mit6 d'aueun are ; 
Notat ions :KK '= [~a ' l~E K ,~6 K'} ; K* = 0 Kp. 
p~0 
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Arborescenee  de racine 1 
F is .  2 
(b) tout point x ~ a est l'extr~mit~ d'un arc unique. 
a s'~ppelle la racine de l'arborescence. 
2.1.2 Orientation d'une arborescence. Une orientation d'uae arbores- 
cence 2(E, r )  est un ordre partiel 0 dans l'ensemble E tel que : 
(a) les restrictions de 0 ~ ehaeun des ensembles r(x)  (x C E) 
sont des ordres totaux ;
(b) si y C r (x)  et z ~ r(x), yet  z ne sont pas comparables par la 
relation 0. 
Un triplet (E, F, 0)  oh (E, r )  est une arboreseence et 0 une de ses 
orientations s'appelle arborescence orient&. 
Soient deux arborescences orient~es (E, r,  0)  et (E', F', 0')  ; tm 
isomorphisme de la premiere sur la deuxi~me est une bijection h de E sur 
E ~ telle que 
(Vx, y E E)[(xry ~h(x)r 'h(y) )  et (xOy ~h(x)O'h(y))]. 
2.1.3. Pseudo-arborescence sur un ensemble V. Etiqueter les points d'une 
arboreseence par des ~16ments d'un ensemble V revient ~ d6finir une 
application de l'ensemble des points de l'arborescence dans V. Mais il 
est souhaitable que deux arborescences orient6es isomorphes, dont les 
points qui se correspondent dans l'isomorphisme ont m6me ~tiquette, 
d~terminent la m~me ramification. Aussi sommes-nous conduits £ la 
d6finition suivante : 
Soit ua ensemble V. Dans l'ensemble des couples (I, f) form, s par une 
arborescence orient~e I dont les points sont des entiers, et tree applica- 
Rappelons qu 'un graphe est un couple (E, r )  form6 d 'un ensemble E (ensemble 
des points du graphe) et d'une relat ion binaire 1 ~ dans E ; on note l~(x) l 'ensemble 
des y E E tels que xry. 
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tion f de l'ensemble des points de I dans V, introduisons la relation 
d'6quivalence : 
(I, f ) - -~ (I', f ' )  ¢=~ il existe ,~m isomorphisme h de I sur I '  tel que 
f = f '  o h. 3 
Une pseudo-arborescence surVest  une classe de cette @quivalence. 
E1]e pourra 6tre repr~sent~e par Fun de ses couples ([, f) .  On appelIe 
ordre de cette pseudo-arborescence le hombre des points de l'arborescence 
I ; pour chaque A 6 V, on appelle hombre d'occurrences de A clans la 
pseudo-arborescence le hombre de points x de I tels que f (x)  = A : 
l'ordre est ]a somme des hombres d'occurrences des divers ~l~ments de V. 
Une pseudo-arborescence d'ordre 1 sera identifi@e £ l'unique gl6ment 
de V qui y poss~de une occurrence. Ainsi l'ensemble V est contenu dans 
l'ensemble des pseudo-arborescences sur lui-m@me. 
L'ensemb]e des pseudo-arborescences sur V sera not~ a(V) .  
2.1.4. Ramifications sur un ensemble V .  Nous appellerons ramification 
sur V toute suite finie de pseudo-arborescences sur V. L'ensemble des 
ramifications sur V, c'est-h.-dire l monoide libre engendr@ par l'ensemble 
des pseudo-arborescences sur V, sara not@ ]?. La loi de composition de ce 
mono~de sera appel@e produit et not@e -~ ; l'@l~ment neutre de cette loi 
sera nomm@e ramification vide et not~ A. 
La figure 3 sch4matise deu× ramifications r ~ et r" et leur produit 
r~ ---> r . 
Par d~fiuition : 
la longueur d'une ramification est le nombre des pseudo-arbores- 
cences qui la constituent ; 
l'ordre d'une ramification, est la somme des ordres des pseudo- 
arborescences qui la constituent ; 
A -4. F 
A 
B A 
r ~ ~!  
Fro. 3 
3 Le signe o d@signe la composition des applications. 
_~t ) rlt 
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le hombre d'occurrences de A C V dans une ramification est la 
somme des hombres d'occurrenees de A duns les pseudo-urborescenees 
qui la constituent. 
De m~me qu'on appelait lungage sur V route partie de V*, on appel- 
lera bilangage sur V route partie de ~7. Comme V est inclus duns (~(V), 
V* est inelus duns V et tout langage st un bilangage. 
Le produit et le produit itgr~ (ou op6ration 6toile, cf. 1.3) sur les 
langages ont prolong~s aux bilangages de la fa~on suivante : si Let  L' 
sont deux bflungages ur V 
L~L '  = {r~r ' [ r  C L , r '  E L'} 
est appeld produit de Let  L p ; en posant L ° = IA/ et L ~ = L ~-1 -~ L 
pour p >/ 1, on peut d~fiuir 
L* = 5 L ~ 
appe16 produit itdrd de L. 
La d~finltion des ramifications qui vient d'etre donn6e, si elle est 
intuitive, n'en reste pus moins relativement complexe. La th6orie alg~- 
brique qui suit permettra d'engendrer les ramifications de ]7 A partir de 
V grace au produit et i~ une loi de composition externe, et ensuite de ne 
plus gu~re employer explieitement la d6fi~ition. 
2.2 ETUDE &LG~BRIQUE DE 
2.2.1. Enracinement. Ce sera une loi de composition externe S op6ra- 
teurs duns l'ensemble V, not6e ~ avec op~rateurs ~ gauche : intuitive- 
ment, la ramification A 1" r est la pseudo-arborescence obtenue en 
adjoignant ~ rune racine d'gtiquette A. La figure 4 pr6sente B 1' r' et 
A 1" r t~, r ~ et r ~r 6rant prises sur ]a figure 3. 
Soit une ramification r sur V, et un gl6ment A de V. 
A F 
B C C C 
B 
FIG. 4 
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S i r  est Ia ramification vide, A ~" r = A. 
Supposons que res t  une suite de pseudo-arboreseences (E~, l ' i ,  Oi,  
f~), pour i = 1, 2, . - .  , n ; on peut toujours supposer les ensembles E~ 
deux ~ deux disjoints ; d6signons par a~. la racine de (E~, r~). A 1" rest  
la pseudo-arboreseenee (E, r ,  O, f )  d~fiuie par : 
E est la r~union des E~ et d'un 616ment a n'appartenant ~ aueun 
E~ ; 
xry  ~ (3i)(xr~y) ou (x = a et (3 i ) (y  = a~) ) ; 
xOy~(3 i ) (xO~y)  ou (3i, j ) ( i<~j  et x= a, et y= a j ;  
f (x )  = f i (x )  six ~ E i ,  f (a )  = A.  
On volt ais~ment que A T res t  bier une pseudo-arborescence et que 
r~ciproquement : 
2.2.2. PROPOSITION. Pour toute pseudo-arboreseence s sur V, il existe 
un ~16ment A de Vet  un seul, une ramification r sur Vet  une seule, tels que 
s=A~r .  
Si Les t  un bilangage on notera A ~" L le  bilangage tA T r l r  eL}  
et, pour E c V, E 1" L d6signera le bilangage {A $ r I A E E, r C L}. 
2.2.3. Bino~de sur un ensemble V. On appelle bino~de sur un ensemble 
V un ensemble muni d'une loi de composition interne associative, ad- 
mettant un glgment neutre et d'une loi de composition externe £ opgra- 
teurs dans V. l? est done un bino~de sur V. 
Dans la suite les deux lois d'un bind/de sur V seront, en g6n~ral, 
not~es ~ et ~ ; l'@16ment neutre sera not~ e, sauf pour 17 dont l'~lgment 
neutre est h. 
De mgme que pour les structures algdbriques elassiques, on d~finit 
un sous-binoide d'un bino~de 63 comme une pattie (go de 63 qui contient e
et qui est stable pour--*et  T (si rC  630, sC (go, A E V, alors 
r - -~sC (g0etA T r~ (g0). 
Si 63 et 63! SORt deux binoides sur le re@me ensemble V, un homomor- 
phisme de bino~des (ou, simplement, homomorphisme) de63 dans 63P est 
une application ~de 6~ dans 63t, telle que, pour r et s dans 63 et A dans V : 
@(r--~ s) = ¢( r ) - -~¢(s )  ; ~(e) = e ; ¢(A ~ r) = A ~' ~(r).  
2.3 PROPRI£TI~S FONDA~ENTALES DE ~ 
De la d4finition des ramifications eomme suites de pseudo-arbores- 
cences et de la proposition 2.2.2, il r@sulte imm~diatement : 
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2.3.1 PROPOSITION. Pour tout r ~ ~z non vide, il existe A E V, r ~ C ~, 
r pt E ~ uniques tels que 
! f! 
r r - -~(A  
On en d~duit un principe de r~currence dans ~7 : 
2.3.2 Principe de rdeurrence. Soit (Pun pr~dicat el que 
(a) (e(A) soit vra,i, 
(b) (Vr E ? ,a  E a(V))(a'(r) et (P(a)~(P(r - - )a) ) ,  
(c) (Vr E ¢)(WA E V) (~( r )~(A  T r ) ) ;  
alors, (~(r) est vr~i pour tout r E ~. 
On montre que (P(r) est vrai en raisonnant par rdcurrence sur l'ordre 
de ]a ramification r, grace ~ la proposition 2.3.1. 
Soit (Bun sous-binoide de ? ; en utilisant le principe de r4currence, on 
volt que route ramification sur V appar~ient ~ 5~, autrement (lit que 
(B = ~7 : V ne contient aucun sous-binoide aut~e que lui-mSme. En par- 
ticuiier, l'ensemble des combinaisons finies, par -*  et 1", d'~l~ments de V, 
qui est un sous-binoide de ]7, est 6gal £ ]? : toute ramification sur V eat 
une combinaison finie par --> et ~ , d'$ldmenta de V. 
EXV.MPLES : Pour les ramifications de la figure 3 : 
r t = A ~ (B--* (C ~ (A----~B))) ;
r" = (A ~ (C--~D),)--->(F ~ ((G T (A---~B))---*C)). 
2.3.3. Lea applications de V dans un ensemble E seront commod~men~ 
d~finies par r~currence. Plus pr~cis~ment : 
Tttt~OR~ME. Soient un ensemble E, un $l~ment e de E, deux applica- 
tions fl de V X a( V ) X E 2 dans E et f2 de V X l? X E dans E. I1 existe 
une application ~ et une aeule, de ~ dans E, telle que : 
(a) ~,(A) --- e ; 
(b) (Yr E ~) (Va  E a(V))[~(r- -~a) = f~(r, a, X(r), ~,(a))] ; 
(c) (VA E V) (Yr  E ?)[X(A T r) = f~(A, r, ~,(r))]. 
On en d~duit ais~ment : 
2.3.4. T~OR~ME. Pour tout bino~de 5~ sur V, il exiate un homomor- 
phisme de bino~des et un aeul de ~ dans (~. 
Ce r~sultat conduit ~ nommer ~7 bino~de libre sur V. 
Nous d~finirons maintenant par r~currence quelques applications 
simples. 
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2.3.5. Mot des raeines d'une ramification. Appelons mot de8 raeines de 
r C Vle mot p(r) sur le voe~bulaire V d~fini par : 
p(A) = ,~ ; p ( r~8)  = p(r )p(s)  ; p(A T r) = A.  
Si le mot des raeines de rest  A1 .. • A , ,  A¢ est appe16e la i ~m~ racine 
de r. 
Par example, le mot des raeines de la ramification r' ~ r", prise dans 
la figure 3, est AAF.  
2.3.6. P~OPOSlTIO~. Soient c{ et a '~ deux roots sur Vet  une ramification 
# 
r dont le mot des raeines est a~a ". l l  existe deux ramifications r' et r , 
' )=  et r=r - - -~r .  chacune unique, telles que p(r') = a ,  p(r ~' a" ' " 
(Ce r~sultat se d~montre par rdcurrence sur la longueur de a ~' ). 
2.3.7. Mot des feuilles d'une ramification. Appe]ons mot des feuiUes de r 
le mot ~(r) sur V tel que : 
~(A) = A ; ~o(r --~ s) = 9(r)~(s) ;
~(A T r) = Si ~(r) # A alors ~(r) sinon A. 
Si ]e mot des feuilles de res t  A~. . .  A , ,  on dit que Ai est la z~ 
feuille de r. 
Sur la figure 3, par exemple : ~(r' --> r 't ) = BABCDABC.  
2.3.8. Familles d'une ramification. Pour la r~mifieation r'---~ r # de Ia 
figure 3 nous dirons que ]e mot CD est une famille de prOddcesseur A,  que 
le mot vide est une famille de pr~ddcesseur D. 
Soit A un 61~ment de Vet  Fa l'application de V dans l'ensemble 
]3(V*) des parties de V* d4finie par : 
Fa(A) = ~ ; F~(r--~ s) = FA(r) U Fa(s ) ;  
FA(B 1" r) = Si B = A alors Fa(r )  0 {o(r)} sinon Fa(r) .  
Par d6finition Fa (r) est l' ensemble des familles de pr~d$cesseur A dans r. 
Sur la figure 3, par exemple, Fa(r'  --~ r" ) = {BC, CD, h}. 
¢, pet FA garderons la m~me signification dans tout ee qui suit. 
2.3.9. Ramification r~fl~chie d'une ramification. Intuitivement il s'agit 
d'inverser l'orien~ation d'une ramification. Introduisons dans I ~ la loi 
interne +-- : r +-s  = s-+ r. L'homomorphisme ~b de (~7, --% T ) dans 
(]7, +-, 1" ) transforme route ramification r en ee que nous nommerons 
sa ramification rdfl$ehie ~. La ramification r6fl6chie de ~ est r : en effet le 
carr6 ~b ~ de l'homomorphisme ~ est l'identit6, puisqu'il v6rifie 
¢'(r--->s) = ¢~(r)-->¢~(s) ; ~(A) = 2, ; ~b~(A ~" r) = A ~' ~'(r). 
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Si L eat un bilangage sur Vle bilang~ge L = ~b(L) est ~ppel4 bilangage 
r¢fl~chi de L. I1 est ~vident que si Lest  un langage sur V, Les t  le langage 
r6fl¢chi (ou image miroir) de L. 
2.3.10. Transcription d'une ramification. On donne deux ensembles V
et V' et une application ~/de V dans V'. Remplacer chaque "6tiquette" 
A d'une ramification sur V par ~(A ) E V' e'est d~finir une application 
de ]7 dans ]?' telle que : 
~(h) =h;  "9(r--)s)--'~(r)---+'~(s); "~(A ~ r) = ~/(A) ~ ~(r). 
L'application -~ s'appele transcription (assoei6e ~~). Si Les t  un bilan- 
gage sur V nous dirons que -~(L) est transcrit de L. 
I1 est clair que : 
la restriction ~ V* d'une transcription 2 est une transcription de 
mondides (1.2) ; 
Pour route ramification r :~ o ~(r) = ~ o ~(r), ~ o p(r) = p o .~(r). 
que, pour tout A 
langage r~gulier ; 
les productions de 
X est un 
grammaire. 
2.4 BILANGAGES GRAMlV[ATICAUX 
2.4.1 Grammaire. Une grammaire st un triplet G = (V, :: =,  X) off 
Vest  un ensemble fini appel6 vocabuk~ire d  la grammaire; 
:: =est  une relation binaire entre Vet  le monoide libre V* telle 
E V, l'ensemble des mots ~ v4rifiant A :: = ~ soit un 
on notera K~ ce langage t ses 616ments seront appel6s 
A. 
langage r@gulier sur V, l'ensemble des axiomes de la 
2.4.2 Bilangage ngendr$ par une grammaire. Une ramification sur Vest 
engendr~e au sens large par la grammaire G lorsque hacune de ses familles 
a de pr~d4cesseur A v~rifi6 A :: = a (notons que le mot a peut @tre le 
mot vide A ; A est alors une feuille de la ramification). 
Pour tout laagage r4gulier K, notons 2 (G, K)  l'ensemble des ramifica- 
tions engendrdes au sens large par G, dont le mot des racines appartient 
K ; e'est un bilangage sur V. En particulier : ~ 
2(G, V*), aussi not4 ~(G), est appe]4 bilangage ngendr$ au 
sens large par G ; 
£(G, X), aussi not4 $(G), est appel~ bilangage ngendr$ au sens 
strict (ou, simplement, engendr$) par G. 
Les bilangages engendr~s par une grammaire sont dits bilangages 
grammaticaux. 
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Pour  que la ramification vide appartienne ~ s(G)  il faut et il suffit que 
le mot  vide appartienne k X .  D'autre part il est imm6diat  que : 
2.4.3 P~OPOSITION. Sir  et r' appartiennent ~ Vet A ~ V : 
(a) r--+r' E 2~(G) v:~r E 2,(G) err'  E ~(G) ; 
(b) A $ r E ~(G) ¢=~r C 2(G) etA :: = p(r). 
On en d6duit imm@diatement ,  en utilisant une ddmonstrat ion par 
r@eurrence dans V, que  2(G)  est le plus petit bilangage sur V contenant 
A, stable pour  -% contenant A ~ r lorsqu'il eontient r et que A :: = p(r). 
2.4.4 Langage engendr~ par une grammaire. L'ensemble des mots des 
feuilles des ramifications de $(G) s'appelle langage ngendr~ par la gram- 
maire G. 
On montre (Pair, 1965) que cette d~finition du langage ngendr6 par 
G 4quivaut ~ celle de Chomsky (1963) lorsque les langages K~ sont finis 
et que G admet un seui axiome de longueur 1, et que mdme lorsque ces 
hypotheses ne sont pas satisfaites le langage engendr6 par G est encore 
un langage "context-free" ou langage de Chomsky. 
Rappdons qu'un homomorphisme d  mono'ides libres t~ansforme un 
languge de Chomsky en un langage de Chomsky (Bar-Hilld, Perles et 
Shamir, 1961 ). 
3. DEFINITION DES BILANGAGES !~EGULIERS 
3.1 Dg~INITIO~. Un bilangage L sur Vest  dit r@gulier s'il existe un 
bino'ide tint (~, une pattie (B' de 6t tels que, si @ est l'homomorphisme d
darts (~, L = ~-~(~'). Nous dirons que Lest  associ@ au triplet (®, 
({, ~). 
I1 s'agit 1£ d'une g~ngralisation immgdia~e de la d@fiYdtion 1.1 (1). 
En se basant sur 1.1 (3), on peut envisager la d~finition qui suit, qui 
g@n~ra]ise la notion d'automate tint. Nous montrerons qu'elle conduit 
aux m@mes classes de bilangages que 3.1. Ce r6sultat ne sera pas utilis@ 
dans la suite. 
3.2 Bilangages r@guliers ~ droite. Un semi-bino~de sur Vest un ensemble 
muni d'une lot de composition i terne (not@e -~) et d'une lot de composi- 
tion externe ~ op~rateurs dans V (not@e 1" ). Appelons semi-homomor- 
phisme ~ droite une application z de I ~ dans un semi-bind/de @~ telle qu 
pour rE V, a E a(V)  et A E V : 
~(r --~ a) = ~(r) --> ~(a) ; a(A ~' r) = A 1" ~(r). 
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Un bilangage L sur Vest  dit r~gulier ~ droite s'il existe un semi- 
bino'ide fini ~, une partie (R' de ~ et un semi-homomorphisme ~ droite 
de V dans ~, tels clue L = ~-I((R'). Les t  dit associ4 au triplet (5~, 
(~', 0). 
3.3 TH~OR~ME. L'ensemble des bilangages r6guliers sur Vest  l'ensemble 
des bilangages r@uliers ~ droite sur V. 
I1 est clair que tout bilangage r~gulier est un bilangage r4gulier 
droite. 
l~gciproquement soit L un bilangage r6gulier ~ droite associ4 i~ (~, 
(~, a). L'ensemble (~ des applications de ~ dans ~ est fini. 
A route ramification r, on peut assoeier une application ~b(r) de 
dans 5~, d6finie par rgcurrence sur la longueur de r : 
~b(h) est l'identit~ dans (R ; 
pour r 6 ~ et a 6 ~t(V), pour b 6 5~, 
~b(r ----) a)(b ) = ~b(r)(b ) --~ a(a). 
I1 est alors immddiat, par r~currence sur la long~eur de r, que : 
(1) si on pose a(A) -- e, ~b(r)(e) = a( r ) ;  
(2) ~(r -~s)  = ~(s) o~(r). 
D'autre part : 
~b(A ~ r)(b)  =b- -~a(A  ~ r) = b--~(A ~ a(r)) .  
~b est l'homomorphisme de V dans ~,  muni des deux lois suivantes qui 
en font un bindide : 
A T ~ transforme b 6 (~ en b -~ (A j" ~(e)). 
Enfin : 
r 6 Lc=~(r )  6 a '* :~¢(r ) (e)  6 ~' 
L est l'image r~ciproque par ~ de l'ensemble des X 6 ~ tels que 
~(e) ~ ~'. 
On peut ddfinir de mani~re analogue les bilangages rdguliers ~ gauche 
et montrer qu'il s'agit encore des bil~ngages r~guliers. 
3.4 PnOPOSITION. L'image par transcription d'un bilangage r~gulier est 
un bilangage r~gulier. 
Soient deux ensembles V et V~, ~ une transcription de ~ darts ]7~, 
(1) pour 
(2) pour 
Par suite : 
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et L un bilangage r~gulier sur V, associ6 au triplet ((B, 6~', ~). Soit ~i 
I'application de I?~ dans ~((B) dgfinie par : 
¢i(ri) --- ¢(O-~(ri)), pour rl E Vi. 
D'apr~s la d~finition d'une transcription, il est imm~diat que : 
A~ ~ V~ , rl ~ fzx, O-~(A, ~ rx) = O-~(A~) ~ O-~(r,) 
¢l(r~ -~ sl) = ¢(0-~(r~)) -+ ~(0-~(~)) )  
~(AI  T r~) = O-~(A~) ~ ~k(O-~(r~)). 
Ainsi, en munissant ~3(63) de ]a structure suivante de bind/de sac Vi,  
~i est l'homomorphisme d  ~?i dans ~3(63) :
pour iY(~, i)g' E ~3(®), Ai E Vi : 
~ ~u' = {m -~ m' I m E ~z, m' ~ ~'}  
A~ ~ ~= {ATmlmE ~,  O(A)---A~}. 
De plus : 
rl E O(L) ~ (3r C L)(O(r) = rl) 
(3r ~ ¢) (¢( r )  ~ 63' et O(r) = rl) 
~ ~(0-1(r~)) N 63 '~/  
0(L ) est l'image r~eiproque par ~l de l'ensemble des parties 9E de 63 qui 
ne sont pas disjointes de 63'. 
4. EXEMPLES DE BILANGAGES REGUL IERS 
4.1 PgOPOSITION. I?, {A}, /A} pour tout A E V, sont des bilangages 
r~guliers sur V. 
Construisons duns chacun des cas un couple 63, 63' satisf~isunt £ la 
dgfinition 3.1 : 
(1) Pour 
(2) Pour 
A dans V : 
b ---> b' = 
(3) Pour 
tif et, pour b E 63 : 
O-+ b = O, e---~ b -=- b, 
B T b - -0  pour 
~:63= 63'= {e} ; e -+e= e; A T e=e.  
{A}:63 = {0, e},6~'= {e}; pour b,b' dans 63 et 
si b = b '= e alors e sinon 0;  A T b = 0. 
{A} :63 ---- {0, 1, e}, 6~' = {1}, le produit -+ est commu~m- 
1- -~b= si b= e alors 1 sinon 0;  
B~A ou b~e,  A ~ e= 1. 
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4.2 TH]~OI~E. Tout bilangage grammatical est r$gulier. 
Soit G = (V, :: =,  X)  une grammaire (2.4.1). Remarquons d'abord 
qu'il existe un monoide fini 9E tel que les langages X et Ka (ensemble 
des productions de A ), pour tout A C V, sont images r6ciproques par un 
homomorphisme de monoides, de parties de ~ ; ceci r6sulte du lemme 
suivant : 
4.3 LEMME. Si K1 et K~ sont deux langages r$guliers sur V, il existe un 
mono'ide fini 9E, deux parties ~1~1 et ff~2 de 9K et un homomorphisme ~ de 
V* dans i)E tels que : K1 = ~-1(~1), K2 = #-1(~2). 
Par d4finition, K1 est associ6 ~ un triplet (C~, C~, ~)  et Ks ~ (~z, 
C~', ~2). 
I1 suffit de prendre pour ~ le mono~'de produit C1 X C~ et pour 
l'homomorphisme produit : 
~(~) = (~1(~), ~(~)).  
A]ors K~ = #-~(a~' X ~2) et K2 -- #-~(C~ X C2'). 
Ce lemme s'6tend naturellement £ un hombre fini de langages r6guliers. 
Par eons6quent, chaque langage KA de la gramm~ire G peut 6ire 
associ6 ~ un triplet (~r~, ~,  ~) et X ~ (~IL ~x ,  #). Ceci nous invite 
en visager l'application qui £ route ramification r engendrde au sens large 
par G associe l'image par ~ de son mot des racines ; plus pr~cis6ment 
posons pour r ~ IF : 
¢(r)  = si r ~ 2(G) alors ~(p(r)) sinon 0 (o~1 0 est choisi de fa~on que 
0~) .  
I1 reste ~ munir ~ U {0} d'une structure de binoYde telle que ~b soit uu 
homomorphisme. D'apr~s 2.4.3 : 
¢~(r---~s) = s i r  ~ ~(G) et s ~ ~3(G) alors~(p(r)p(s))  sinon0 ; 
~k(A I" r) = s i r~ 2(G)  et A :: = p(r) a lors#(A)s inonO. 
D'ofi la d6finition des lois de binoi'de sur 9E (J {0} (In loi de monoi'de 
dans ~1~ est not6e.) : 
! 
m-~m = s i re#0 et m'#0a lorsm.m's inon0 
A 1" m= s i re#0 et m~ 9E~alors~(A)s inon0.  
Ainsi ~b est l'homomorphisme de IF dans 9E U {0} et : 
r ~ $(G)~=ar ~ ~3(G) et ~b(r) ~ ~ll::x 
autrement dit $(G) est le bilangage r6gulier associ6 ~ (~T~ U {0}, 9~,  ~b). 
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En p~rticulier tout langage r6gulier X est le biI~ng~ge grammatical 
engendr6 par I~ gmmmaire (V, :: =, X) off tous les langages Ka sent 
r6duits au mot vide, c'est-&-dire : 
4.4 COROL~,AI~. Les [angages r@uliers sent des bilangages r~guliers. 
On peut aussi retrouver, comme eons6quence du th6or~me 4.2, les 
r6sultats de la proposition 4.1. a 
4.5 Remarque. Le lemme 4.3 s'6tend imm6diatement aux bilangages 
r6guliers : deux bilangages r6guliers ur V sent images r6eiproques par 
homomorp~sme d parties d'un m4me binoide fini. 
On verra plus loin (6.14) qu'il existe d'autres bilang~ges r6guliers que 
les bilangages grammatieaux. Le th4or~me 4.2 admet cependant une 
r6eiproque faible (4.8) qui r6sultera de l'6tude suivante. 
Parmi les bilangages grammatieaux nous allons envisager les bilangages 
loeaux qm g6n6ralisent les langages loeaux en ce sens que ]curs ramifica- 
tions ne sent soumises qu'~ des eontraintes de "voisinage" ; lea r6sultats 
obtenus ent tout ~ fair analogues ~ eeux relatifs aux langages locaux. 
4.6 D~I~ITIO~ -. Etant donn6 trois sous ensembles de V 2 : r, d, f, et trois 
sous ensembles de V : D, F et ¢, appelons bilangage local d6fmi par r, 
d, f, D, F, q~ ]e bilangage grammatical g(G) engendr6 par la gramm~ire 
8= (V, :: = ,X)  ott: 
pour tout A E V l'ensemble des productions de A est le langage r6- 
gulier form6 du langage local [{B [ (A, B) ~ d}, r, {B I (A ,B)  C f}], r6uni 
~{A} siA ~_ q ;  
X est ]e langage local [D, r, F]. 
Les bilangages loeaux sent r6guliers. La rdciproque st fausse (6.14) ; 
cependant le thgor6me suivant donne une nouvelle caract6risation des 
bilangages r6guliers g partir des bilangages locaux : 
4.7 TH~OR~ME. Les bilangages r4guliers ne contenant pas la ramification 
vide sent les transferrals par transcription des bilangages locaux, et eux seuls. 
Les bilangages transerits des bilangages ]ocaux sent r6guliers (3.4) 
et ne contiennent p~s la ramification vide. 
R6ciproquement soit L un bilangage r6gulier, associ4 ~ ((~, (~', ¢), ne 
D'autre  part, si <X, ¢> est une esp~ee (species) finie au sens de Thatcher et 
Wright (1966) l 'ensemble des termes T~ peut 4tre identifi6 & un biiangage r6gulier 
(engendr@ par la grsmmMre de voesbulaire 2:, d'ensemble d'~xiomes ~ o~, pour 
tout f q 2;, K] = Z ~(~) et les part ies de Tz qui sent reconnaissabtes sent les bilan- 
gages r6guliers eontenus dans Tz • 
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contenant pas la ramification vide. Envisageons rensemble fini 
= 632 X Vet  l'application ~de l? dans ~ ddfinie par : 
~(A) = A, 
~(r---->A T rl) = ~(r ) - ->[ (¢( r - -~A ~ r'),Cc(A ~ / ) ,A )  ~ ~(/)]. 
Par r6eurrence sur rordre d'une ramification r # A de 17, on ddduit 
immddiatement decette ddfinition que ~(r) appartient au bilangage local 
£ sur ~ ddfini par : 
D = {(b ,b ,A)} ,  r= {(b l ,b2 ,A) , (b l - -~b2 ' ,b2 ' ,A ' )} ,  
F ~,  d ~×D,  f {(b,,A ~ ' (bl', ' = = = 51, A), 52, A')}, 
/P = {(5!, ~(A), A)}, 
off b, bl, b~, bl ~, b2' ddcrivent 63 et A, A ~ ddcrivent V. 
De plus r est ddduit de ~(r) par la transcription 0 de ~ dans l? ddfinie 
par O(bl, b2, A )  = A : 
(1) pour tout r E fz, Oo~(r)  --- r. 
Inversement, soit s une ramification de 2. Montrons, par rdcurrence 
sur l'ordre de s, que : 
(2)  ~ o o(s )  = 8, 
d'ofl il rdsulte que la premibre composante de la dernibre racine de s est 
¢(0(s ) ) .  
L' assertion (2) est dvidente sis est vide. Sinon, 
l 
s = s ~ ( (b l ,b2 ,A)  ~ s").  
D'aprbs l'hypothbse de rdcurrenee : 
o 0(s)  = ~(e(s ' )  ~A ~ 0(s" ) )  
1 t? 
= s ---)[(¢oO(s')---~A ~ ¢oO(s" ) ,A  T ¢oO(s" ) ,A )  T s ]. 
Toujours d'aprbs l'hypoth~se de rdcurrence, comme s &ppartient ~ ~. 
ndcessairement : 
52 = A T ¢Jo6(s")  , 
51 = ~boO(s')---->b2 = ~boO(st)--->A "~ ¢~oO(s"), 
et finalement ~o O(s) = s. 
Les assertions (1) et (2) prouvent que ~ est une bijection de l? sur .t~. 
dont la bi]ection rdciproque st la restriction de 0 ~ ~. 
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Comme la premiere composante de la derni~re racine de ~ (r) est @(r), 
Les t  ~ransform~ par ~ en un bilangage local 4' qui diff~re de 4 unique- 
ment par son ensemble final 
F' =- { (51,52, A ) l bl 6 6t'l. 
Autrement dit ~(L) = ~' et 0(4') = L. 
Le thgor~me st ainsi d@montrd. La d~monstration prouve de plus 
qu'un bilangage r@gulier est d~duit bijectivement d'un bilangage local 
par une transcription. 
D'autre part, L U {h} = 8(4' U {h} ) et 4' U {A} est un bilangage 
grammatical ; il en r@sulte la premiere des deux consequences suivantes : 
4.8 Consequences. 1. Tout bilangage r6gulier est d@duit par transcrip- 
tion d'un bi]angage grammatical. 
2. Tout bilangage grammatical ne contenant pas la ramification 
vide est d~duit par transcription d'un bilangage local. 
4.9 TH~OR]~ME. Les langages de Chomsky sont lea ensembles des roots 
des feuilles des bilangages r@uliers et eux seuls. 
Les langages de Chomsky sont les ensembles des roots des feuilles des 
bilangages grammaticaux qui sont r~guliers. R~ciproquement, tout 
bilangage r4gulier Lest  transcrit d'un bilangage grammatical $ dont les 
mots des feuilles forment un Iangage de Chomsky ; doric les roots des 
feuilles de L, qui sont les transcrits des roots des feuilles de 8, forment 
encore tm langage de Chomsky. 
Examinons aussi l'ensemble des mots des racines d'un bilangage 
r6gulier : c'est le transcrit de l'ensemble des mots des racines d'un 
bilangage grammatical, engendr6 par une grammaire G = (V, :: =, X) ; 
c'est done le transcrit du langage X D {A 6 V I 4(G, A ) ~ ~}* qui est 
r6gulier ; ainsi l'ensemble des mots des racines d'un bilangage r6gulier 
est un langage r6gulier. La r6ciproque d6coule de 4.4. D'ofl l'6nonc6 :
4.10 Ttt]~OR~ME. Les langages r@uliers sont les ensembles des mots des 
racines des bilangages r@guliers et eux seuls. 
En particulier, tout bilangage r6gulier sur V qui est un langage sur V 
est un langage r6gulier. 
4.11 Contrexemple de biIangage r@gulier. Soient deux ramifications 
distinctes r et s, et L l'ensemble des r~--~ s~ (n repr6sentant une puis- 
sance enti~re pour la loi --~). Tout homomorphisme d  binoides est un 
homomorphisme d  mono~des pour les lois internes --~. Si donc L 6tait 
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un bilangage r~gulier, ce serait aussi un langage r~gulier du monoide 
fibre engendrd par r et s : L n'est pas un bilangage r~gulier. 
5. PROPRIETES ELEMENTAIRES DES BILANGAGES REGULIEES 
5.1 P~oPOSITIO~ : Proprict6s bool~ennes. Le compl$mentaire dans 
d'un bilangage rggulier sur Vest  un bilangage r@ulier. L'intersection et la 
rdunion de deux bilangages rdguliers sont des bilangages r~guliers. 
t Li Si Les t  le bilangage r~gulier associ~ ~ ((~, ~,  ¢J) Ce est le bilangage 
r4gulier associ4 £ ((~, ~ ' ,  ~). 
Si L~ et L2 sont deux bilangages r6gu]iers il existe un binoide fini 
et deux parties ~1 et ~2 de 63 tels que, si ~ est l'homomorphisme de ~7 
dans 63, L1 = ~b-l(~l) et L2 = ~b-l(~) (cf. 4.5). Daus ces conditions :
L~ [7 L~ = ~k-~(~ [7 (B~), L~ U L~ = ~k-~(~ U ~) .  : 
5.2 PnOPOSITmN. Le bilangage r$fl$chi d'un bilangage rdgulier est 
r~gulier. 
Soit un bflangage rdgulier L assoei~ £ (6~, ~', ~k) ; d~firtissons l'ap- 
plication ~ de ]7 dans $ par : 
= 
en particulier 
~(r --. s) = ~(s) --~ ~(r) 
? r)= A T 
Par consequent ~est l'homomorphisme d  I ~ dans 63 muni de la structure 
de bino'ide sur V ddfinie par la loi de composition inSerne ~-- : 
b~---b r = br---~b 
et la loi de composition externe 1' • 
Enfin ~ = ~-1(~,) ;donc Les t  r~gulier. 
6. STABILITE DES BILANGAGES REGULIERS RELATIVEMENT A 
PLUSIEURS OPERATIONS 
6.1 PROPOSITION. Si L et L' sont deux bilangages r$guliers sur un 
vocabulaire V, les bilangages L----> L' et L* sont r~guliers. 
:Nous savons que : 
tout bilangage rdgulier est transerit d'un bilangage gram- 
matical ; 
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le transcrit d'tm bilangage grammatical est un bilangage 
r~o~lier. 
En outre si 6 est une transcription, il est clair que 
O(L --~ L') = O(L) --~ O(L') et O(L*) = O(L)*. 
Par consequent il suffit de montrer que si Le t  L ~ sont deux bilangages 
• " t t ? engendres par les gTammaares G = (V, :: = ,X)  e G = (V, :: - ' ,X ' )  
sur deux vocabulaires Vet  V'  qu'on peut toujours supposer disjoints, 
L--~ L t (resp. L*) sont des bilangages grammaticaux sur V O V t 
(resp. V). 
I1 est ~vident que L -~ L' est indus dans le bilangage 8(Go) engendrd 
! 
par Go = (V O V', :: = ou :: =, X--+ X') .  R~ciproquement soit 
r 6 $(G0) ; le mot des racines de r appartient ~X --~ X', donc il existe 
? 
deux ramifications set  s t te]les que r= s--~ s, p(s) 6 X, p(s') 6 X'. 
On volt par r~currence, n utilisant (2.4.3), que, si une ramification t 
appartient £ 2(Go) et p(t) £ V*, alors t appartient £ £(G), ear Vet  V' 
sont disioints ; ainsi s est dans 2(G) et, comme p(s) est dans X, s ap- 
partient ~ L ; de m~me fa~on, s' appartient ~L', ce qui ach~ve la d~mon- 
stration. 
Mont rons  que  l'it~r6 L*  n'est autre que  le bilangage engendr6 par 
G I = (V, :: = ,  X* ) .  II est gvident que  L*  est inclus dans S(GI). Rd-  
c iproquement  soit r 6 $(GI ) ;  p(r) appartient k X*  et r s'~cri~ 
r~-~ ..- -~ rp off les ramifications r~, ... , r~ ont leur mot  des racines 
dans X. Comme ~(G1)= ~(G), rl, . . . ,  rp appartiennent ~ ~(G) 
et aussi ~ 8(G) = L ; autrement dit, r appmiient ~ L*. 
Introduisons maintenant un nouveau produit entre deux bilangages 
Let  L ~, qui eonsiste, intuitivement, k assoeier ~ L et L' l'ensemble des 
ramifications obtenues en "greffant" £ toute feuille A d'une ramification 
de L, une ramification de L ~. 
6.2 Greffe, greffe it~r~e. La greffe en A d'un bilangage L sur une ramifica- 
tion r est le bilangage, not~ ~A(r, L) ou r,~L, dgfini de la fagon suivante, 
par r~eurrence sur la ramification r : pour A, B 6 V, r, s 6 ~, 
~(A, L) = {A} 
~(r  --~ s, L)  = ~( r ,  L)  --~ ~(s ,  L)  
~(B  ~ r ,L )  = B 1" ~( r ,L )  s iB ~A our~h 
~(A,L )=A ?L  
584 PAre ~T QUEUE 
• P ! 
La grebe en A d'un bilangage L sur un bilangage L ,  notre L ~L, est le 
bilangage 
(J r~L. 
tEL  t 
La greffe it~r& en A d'un bilangage Lest  le bilangage L *a d~fini par : 
L °'a = {A}, L p''~ = L~L p-I'A pour p > 1 et L *a -- [~ L ~'a. 
~0 
Le bilangage [JL p'A est not6 L a. 
~o=l 
Dans la suite, lorsque l'616ment A sera fix~, on notera parfois • au lieu 
de ~. 
Avant de montrer que la classe des bilangages r6guliers est stable 
pour ces nouvelles op6rations, indiquons quelques propri6t6s imples 
qui nous seront utiles. 
6.3 P~OPOSlTION. Soient A un ~l~ment de V, L1 et L2 deux bilangages 
sur V, L1 ne contenant pas la ramification vide : 
r,~(LI~L2) = (r~L1)~L2. 
La proposition se d~montre par r6currence sur r, en quatre 6tapes :
(a )  r = A 
! f! 
(b) r - -  r --~r 
(c) r=B T r 'avecB#Aour#A 
(d) r = A. 
Nous ne traiterons que ce dernier cas, les autres 6tant imm6diats : 
A.(L~.L2)-~ A T (L1.L2) 
=A T (Or .L2)  
T~L1 
--(J A ~ (r.L2) 
tEL1 
= ( [ JA T r).L2 carL lnecont ientpasA 
r~L1  
= (A ~ L1).L2 
= (A.L~).L2 
6.4 ConsSquence. Soient L, L~, L2 des bilangages ur V, L~ ne conte- 
nant pas A : 
Lx(LI~L2) = (L~L1)xL2. 
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6.5 PROPOSITION. Si 8 appartient ~ 9a(r, L), alors p(s)= p(r). 
Ce r6sultat est imm6diat par r6currenee surr.  
6.6 Consequence. Si s appartient ~L A, p(s)est le mot des racines d'une 
ramification de L. 
La d6monstration est immddiate pour s E L ~'A par r~currence sur 
n>l .  
6.7 P~oeoslTIO~-. Toute famille de pr~d~cesseur B, different de A, dans 
une ramification de 9a (r, L )  est une famille de pr~d~cesseur B dans r ou 
dam une ramification de L. Toute famiUe de prdd~cesseur A dans une 
ramification de ~ (r, L )  est : 
soit une famille non vide de prOd2cesseur A dans r, 
soit une familIe de pr$d~cesseur A dans une ramification de L, 
soit le mot des racines d'une ramification de L. 
(Imm~diat par r6eurrence surr) .  
6.8 Consequence. Toute famille de pr6d6cesseur B dans une ramification 
de L ~ est une famille de pr6d~cesseur B dans une ramification de L ou, 
Iorsque B = A, le mot des racines d'une ramifica¢ion de L. 
6.9 LE~ME. Si LI et L2 sont deux bilangages r~guliers, iI existe un bino~de 
fini 5~, deux parties ~1 et 5~ de ~ tels que, si ~ est l'homomorphisme d
dans 5~ ete l'$l~ment eutre de ~ : 
L~ = ~-1(5~), L2 = ¢-'((~2) et {A} = ~b-~(e). 
Soit 5~o un bino~de fini tel que LI et L~ soient images r6ciproques de 
parties de ®0 par l'homomorphisme ~0de ~7 dans ~0 (4.5) ; notons e0 
l'616ment neutre de 5~0 ; e ~tant un 616ment qui n'appartient pas £ (~0, 
prolongeons ~5~ = (~0 (-J {e} les lois de bind/de de (~0 en posant :
pour b ~ ~, e-+b = b--~ e = b 
pour A ~ V, A 1" e=A 1" e0 
L'application ~ de ~7 dans 63 dgfinie par : 
~(r )=~0(r )  si r#A 
~(A)  = e 
est l'homomorphisme d ]? dans (~. I1 est clair que ~h-~(e) = {A 1 et que 
L1 et L2 son~5 images r6ciproques de par~ies de (~. 
6.10 PROPOSITION. Si Lx et L~ sont deux bilangages rdguliers, L~L2 est 
r$gulier. 
L~ et L~ peuvent ~tre associ6s respectivement £ (5~, ~,  ~b) et 
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(63, 6~2, ~b) off ¢ satisfait au lemme pr4c4dent. ~ = ~(68) X {0, 1} est 
un ensemble fini ; soit ~ l'applieation de l? dans g d4finie par : 
~(r) = {(~b(r), 0)} O {(~b(r'), 1 ){r  E ~A(~', L=)}. 
Alors L~L~ = {r E l?l ~(r) N ((~ X {1}) # ~}. 
Afin de munir g de lois telles que ~ soi~ ua homomorphisme exuminons 
~(A), ~(r--+ s) et ~(B T r) : 
~(A) = {(e, 0), (e, 1)} off e est l'~14ment neutre de 6~. 
~i(r---)s) = {(¢(r--+ s), 0)} U {(~(u'); 1) I r - *s  E 9a(u',n~)} 
= {(&(r)-+ ~(s), 0)} U {(&(r')-+ ¢(s'), 1) lr E 9a(r', L~) 
et s E 9a(s', L=)} ; 
en effet, comme r --+ set  u' ont m~me mot des racines (6.5) il r4sul¢e de 
la proposition 2.3.6 que : 
r --~ s E 9a(u', L=) ~ ('~r' et s')(r' 
la r~ciproque st 6vidente. 
__, 8 t ___ U r 
et r  E 9.(r ' ,  L~) et s E ~a(s', L2)) ; 
~(B ~ r )= {(~b(B ~ r), 0)} (J {(~b(r'), 1 ) IB  T r E ~A(r', L2)}. 
Si B T r E ~,(r ' ,  L~), le mot des racines de r'est B. Done, pour B ~ A : 
B T r E ~,(r',L2)¢=* (3r")(r' = B ~ r" er r  E ~(r",L~)) .  
D'autre part : 
A T r C o~A(r', L2) ¢=* ('4r")(r" ~ A et r '  = A T r" 
e t r~( r " ,L2) )  ou ( r '=Aet rEL2) .  
Par suite : 
~(B ~ r )= {(B T ~b(r), 0)} U I (B  T ¢(r"),  1 ) ] r  C ~a(r",L2)} 
si B~A,  
~(A 1" r) = {(A i' ¢(r),  0)} U ((A T ¢(r"),  1 ) J r  ~ ~A(r", L2) 
et r ~' ~h} si r ~ L2, 
~(A T r) = {(A $ ~(r),O)} U{(A T ¢(r"),  1 ) I t  ~ ~A(r",L2) 
et r "#Ai0{(¢(A) , I )}  si r~L~.  
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Pour que ~ soit l'homomorphisme d  I? dans ~, il suffit done de munir 
de la structure suiv~nte de binoide sur V : 
pour 53', 53" E ~, A, B C V : 
53' -~ 53" = {(b' --~ b", 0) I (b', 0) E 53' et (b", 0) E 53"} 
U{(b'---*b",l)] (b', l) E 53' et (b",1) C53"}, 
B T 53'= {(B $ 5',O) l(b',O ) E 53'1U{(B ~ b ' , l ) f  (b', l)  C 53'} 
si B~A,  
A T 53'--- {(d T b',0) l (b' ,0) C 53'} U{(A ~" b', 1)1 (b' , l )  C 53' 
et b'¢e} si 53 'D(532X{0})=~,  
A T 53'--- {(A ~" b', 0)1 (b', 0) C 53'1U {(A ~" b ' , l )  I (b', 1) E ®' 
et b' ~e}U{(A  ~ e, 1)} si 53 'N( (B~X{0})~.  
L~iL~ est donc r~gulier. 
En particulier si Lt = {A} le bil~ngage A~L~ = A T L~ est r6gulier. 
6.11 Consequence. Si Les t  un bilang~ge r6gulier, pour tout A q V, 
A ~" Lest  un bilangage r~gulier. 
6.12 PI~OeOSlTIO~. Si Lest un bilangage r~gulier, L *~ est un bilangage 
r~gulier. 
Lest associ~  ((~, 53~, ~) off ~ safisfait au lemme 6.9. 
Envisageons l'ensemble fini ~ = ~(53), et soit ~ l'applicution de ? 
da~s ~ d~finie p~r : 
~(r) = {¢(r') ir ~ ~( r ' ,  L*~)}. 
Alors : 
r ~ L *Av=~r =A ou (3r' C L)(r ~ ~(r ' ,L*~))c=v~(r )  = [e} 
ou ~(r) N ~ ~ 2S. 
De m~me que pr~c~demment : 
~(A) = {e}, 
~(r-~ s) = {~(r ' ) -+~(s ' )  I ~" ~ ~(r ' ,  Z *~) e~ s ~ 9~(s', L*~)}, 
~(B $ r) : {B T ~(r") I r ~ ~(r", L*~)} si B ~ A, 
~(A ~ r )= {A ~ ¢(r") I r~gA(r" ,L  *~) et r"#A} si rCL  *A, 
~(A ~ r )=[A  ~ ¢(r")[rCg~(r",L *~) et r "#A} 
O{¢(A)} si r~L  *~. 
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est muni d'tme structure de bind/de telle que ~ soit i'homomorphisme 
de I ?dans ~ si on pose : 
~' --~ (~" = {b' --* b" I b' ~ ~', b" ~ d~" }, 
B "~ 5~' = { B "~ b'l b' ~ ~' } si B ¢ A ,  
A "~ ~'={A '~ b'lb' ~5~' et b' ~e} 
A T (B'={A ~b' lb 'CS~'  et 
si 6~' ~ [e} 
et ~' f'l ~l = ~2f, 
b '¢e}  U{A T el si 5~'={e I 
ou (B' rl ~1 ~ ~2f. 
Les parties times de V sont des r~unions finies de ramifications, qui 
sont des eombinaisons finies par --~ et i" d'dl6ments de V ; d'ofi le r~- 
sultat suivant (en appliquant 4.1, 5.1, 6.1 et 6.11) : 
6.13 PI~OPOSITION. Les parties finies de V sont des bilangages r~guliers. 
6.14 Remarque. La proposition 6.13 permet de construire facilement 
des bilangages r~guliers qui ne sont pas grammaticaux. Par exemple, le 
bilangage {A ~" A} sur V = {A} est rdgulier ; s'il ~tait engendr~ par une 
grammaire (V, :: =, X)  nous aurions :
ACX et A :: =A;  
done A T (A ~ A ) appartiendrait au bilangage, ee qui est faux. 
7. GENERALISATION DU THEOREME DE KLEENE POUR LES 
BILANGAGES REGULIERS 
7.1 D]~FINITION. On appelle bilangages compl~tement r~guliers ur un 
ensemble Vles bilangages sur V qui appartiennent au plus petit ensemble 
de parties de 17 contenant les parties finies et stable par r6union, produit, 
produit it~r6 ainsi que par greffe et greffe it6r6e en tout 41~ment de V. 
I1 r4sulte done des propositions 6.13, 5.1, 6.1, 6.10 et 6.12 que tout 
bflangage comp]~emen~ r gulier est r~gulier. Inversement, tout langage 
r6gulier est un bilangage compl~tement r~gulier d'apr~s le thgor~me de 
Kleene. Mais il est faux que tout bilangage r6gulier soit eompl~tement 
rdgulier, comme en tgmoigne l'exemple suivant. 
7.2 EXEMPLE. Soit la grammaire G d~finie sur le vocabulaire 
V1 = {A, B} par son unique axiome A et les langages des productions 
de A et de B : K~ = {AB, hl, K,  = {4 I. Lo est le bilangage d4fini sur 
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V = {A} comme transcrit du bilangage grammatical $(G) engendr6 par 
G, dans la transcription qui transforme A en A eg Ben  A. Ainsi L0 
est un bilangage r4gulier irdini. Plus pr4cis4ment : 
$(G) = A T ({A} U (8(G)--->B)) 
L0 = A T ({A} [J (Lo--->A)) 
Montrons que L0 n'est pas compl~tement r6gulier. Disons qu'un 
ensemble E de bilangages non rides se d4duit d'un ensemble F par 
l'op4ration ® ( ® d6signant U, --~, ou ~ ) si onpasse de E £ Fen  rempla- 
~ant un des bilangages L de E par deux bilangages L' eg L" de F gels 
que L = L' ® L", L' ~ L, L" ~ L (ce qui, si ® est ~, impose L" 
{A} ). Disons de m6me que E se d4duit de F par l'op4ration ®, 4gale 
• ou .~, si on passe de E ~ Fen  remplagant L de E par L' de F tel 
que L = L '® et L' ~ L (ce qui impose L' ~ {A} ). 
Pour qu'un bilangage F0 non vide soit compl4tement r4gulier, il faut 
et il suffit qu'il existe un entier n >1 0, une suite F1, .-" , F,  d'ensembles 
de bilangages non rides et une suite d'op4rations ®~ tetles que, pour 
1 ~< i ~< n, F~-I se d4duise de F~ par ®iet  que F~ soit form4 de brian- 
gages finis. 
Supposons F0 = L0. Montrons, par r4currence sur i, que si L ap- 
partient ~ F~, 
L c L0 [J (L0 --+ A ) [J {A} 
eg que, pour i > 0, ®~ n'est ni • ni .~ : comme F,  est form4 de bi- 
langages finis, il en r4sulte que tout F~ est form4 de bilangages finis, ce 
qni contredit le fait que Lo soit infini. 
A 
A A 
Ramification de L o 
FIG. 5 
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Supposons la propridtd vraie g l'indiee i (dvident pour i = 0). Nous 
montrerons que ®~+1 ne peut ~tre • ni .a et que les deux bilangages 
L' et L" qui, dans F¢+1, remplaeent L 6 F i ,  sent contenus dans 
L0 lJ (L0 -+ A ) 13 {A}. 
(a) ®~+i= U, L L'UL" L' = : l'assertion est dvidente car et 
L" sent contenus dans L. 
t rtV (b) ®~+l=-+,L=L ' - -+L" : tout rELs 'dcr i t r - - r - - -+  avee 
r' E L '  e t r "  6 L" , A, ; si r appartient g L0 (J {A} alors r= r' et r "  = 
t, et / our  = r = A ; si r appartient i~ Lo-+ A, il existe une autre pos- 
t' r" ' r" sibilitd : C L0 e~ = A. Ea tout eas, r et sent eontenus dans 
Lo U (Lo --+ A ) U {A}. 
' " L "  (c) ®~+1 = ~ ,L  = L aL , ~ {A} :par recurrence sur r, onvoit  
que, pour r # A, 9a(r, L" )  n'est pas eontenu dans L0 U (Lo---+A) ; 
done n6eess~irement L' {A}, L = A ~ L" = : Lest  eontenu dans L0 
qtti est dgal R A ~ ({A} U (L0--+ A )), et par suite L" est dans {h} U 
(L0 ~ A ). 
(d) ®~+1 = *, L -- L'*, L' # {A} : L ne peut ~tre eontenu clans 
L0 O (L0-+A)U{A } ear la longueur de ses ramifications n'est pas 
bornde. 
(e) ®i+1 --- *a, L = L '*~, L' # {A} : L contient L 'aL ' ;  d'aprbs 
l'dtude faite en (e), ndeessairement L' = {A} et L' c {h} U (Lo-+ A ), 
ee qui est impossible. 
7.3 Ttt1~OR~.ME. Un bilangage st r~gulier si, et seuleraent si, il es~ d4duit 
d'un bilangage compldtement r~gulier par une transcription. 
• o" " Autrement dig, la classe des bilangages r%uhers est la plus petite 
classe contenant les bilang~ges finis e~ stable par rdunion, produit, pro- 
duit i~drd, greffe, greffe itdrde et transcription. 
Le ~ranserit d'un bilangage omplbtement rdgulier est un bilangage 
rdgulier d'aprbs 3.4. La rdeiproque rdsulte immddiatement du thdorbme 
4.8 et du rdsultat suivant :
7.4 PROPOSITION. Tout bilangage grammatical est compl~tement r$gulier. 
Les notations ent celles de 2.4.2. Soit une gr~mm~ire G. Montrons 
que $(G) est complbtement rdgulier, par rdcurrence sur le nombre de 
A C V gels que Ka contienne un mot non vide. 
(a) Si pour tout A C V, Ka = {A} ou KA = 5~, $(G) est l'ensemble 
des mots de X formds des lettres A telles que Ka = {A} : c'est un lan- 
gage r4gulier, done un bilangage compl~tement rdgulier. 
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(b) Soit A un ~16ment de V tel que Ka contienne un mot non vide. 
D6signons par G ~ la gramm~ire obtenue n rempla~ant dans G le langage 
KA par {h}. Nous montrerons que : 
(1) si A ~ KA, S(G) = $(G')~2~(G', K.~)Aa~ (le produit est Mors 
associatif d'apr~s 6.4) ; 
(2) si• ~ KA, 8(G) = ~(G')~Z(G',Ka) . 
L'hypoth~se de r6currence assure que $(G') et 2~(G', K~) sont des 
bflangages compl~tement r6guliers. Ill en est done de m~me pour 
2~(G', KA) a = £( G', KA)~2(G', K~) *'~ et pour $(G). (1) et (2) r6sultent 
des lemmes qui suivent. 
Notons ~(G,  K),  resp. £~(G), l'ensemble des ramifications de 
~(G, K),  resp. ~(G), off le hombre d'oceurrences de A est strictement 
inf6rieur ~ n ; en particulier £o(G, K) = ~.  
LEh~ME 1. Pour tout langage r~gulier K et tout entier naturel n, 
£~+~(G, K) c £(G', K)~£~(G, KA). 
Soit s C ~+~(G). Nous montrerons, par r6currenee sur s, qu'il existe 
r C £(G')  tel que s C ~( r ,  £~(G, KA)) ; eomme alors r et s ont le 
m6me mot des racines (6.5), s is  C 2~+1(G, K), r C 2(G', K). 
(a) Sis -- A, r -- A convient. 
t pt 8t 8tt (b) Soit s = s --+ z : et appartiennent ~ £,+~(G) :
s' C 6A(r', 2~(G, KA)) et s" C ~a(r", 2~(G, K~)) entraine 
8 t pl v rvv ~ s c ~( r  -~ , ~c.(~, K~)  ) 
t ,~ . r : t  
s' ~ ~( r ' ,  £,(G, K~)) entr&ine B T ~' ~ ~a(B 1" r', ~,(G, Ka))  
et p(r') ~ Kz ; r' ~ 2(G') entraine alors B ~ r' E 2(G'). 
(d) Soit s A ~ s '  = : comme s E 2,~+i(G) et p(s) = A, 
s' ~ 2,(G, Ka) : 
s ~ ~(A ,  ~(a ,  Ka)) et A ~ ~(a'). 
LEMIVIE 2. $(G) = $(G')~£(G, K~).  
Du lemme 1, avec K = X, r~sulte que route ramification de $(G) 
appartient ?~ 8(G')x£(G, K~). 
lR6ciproquement, d'apr~s la proposition 6.7, il es~ imm6diat que si 
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r E .C(G') et s E ~a(r, a3(G, Ka)) ,  alors s C £(G).  De plus, r et s ont le 
m~me mot des racines, ce qui ach~ve de d6montrer le lemme puisque G 
et G' admettent les m~mes axiomes. 
L•MME 4. Si  K.~ ne contient pas le mot vide, 2~(G, K~) = a3(G', -F)A~i yf]. 
(a) Soit r E 2(G', Ka) ~ et s E ~( r ,  ~) .  Le mot des racines de s 
appartient ~K~.  D'autre part, d'apr~s les propositions 6.7 et 6.8, toute 
famille de prdd~cesseur B dans s est une famille de pr6d6cesseur B dans 
r ; pour B # A, e'est une famille de pr~d6cesseur B darts utte ramifica- 
tion de 2(G', Ka), elle appartient ~KB ; si B = A, elle est non vide et 
c'est le mot des racines d'une ramification de 2(G', K~ ) ; elle appartient 
K~ ; s appartient ~a3(G, K~). 
(b) Montrons, par r6eurrence sur n, que 
~(G, K~) c [z(~', K~,)I~'G ~. 
La propri~t6 est ~vidente pour n = 0. Supposons la vraie pour l'entier 
n ; d'apr~s le lemme 1 avee K = KA, nous en d6duisons 
2~+z(G, Ka) c Z(G', Ka)~[£(G', Ka)]~'aa ~f 
2,+~(G, KA) C [2(G', Ka)]~+~'aa ~f, 
car ]e produit est associatif, puisque la ramification vide n'appartient 
pas ~ ~(G', KA). 
Lv.MME 4. Si Ka contient le mot vide, ~t(G, KA) = 2(G', K~) a. 
(a) Si r E ~3(G', Ka)  a le mot des racines de r appartient £ Ka 
(6.6) et toute famille de pr6d~cesseur B duns rest  une famille de pr~d6- 
cesseur B darts une ramification de ~(G', Ka) ou, dans le cas B = A, 
le mot des racines d'une telle ramification : r ~ 2(G, Ka ). 
(b) De la m~me fagon qu'au lemme 3, on montre que 
~,,(G, K~) c [2(G', Ka)] "'a. 
R~x3 ~ 14 MAI 1968; ~WSlO~ ~guE L~ 8 ~OUT 1968. 
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