Basic properties of π-McCoy rings
Throughout this note every ring is associative with identity unless otherwise stated. We use R [x] to denote the polynomial ring with an indeterminate x over R. Denote the n by n full matrix ring over R by Mat n (R) and the n by n upper (resp. lower) triangular matrix ring over R by U n (R) (resp. L n (R)). Note Mat n (R)[x] ∼ = Mat n (R [x] ) and we will use this freely. Use E ij for the matrix with (i, j)-entry 1 and elsewhere 0. Z n denotes the ring of integers modulo n. The set of all nilpotent elements in R is written by N (R), and N * (R) denotes the prime radical of R.
McCoy [10] obtained the following in 1957. Given a commutative ring R ( †) f (x)g(x) = 0 implies f (x)c = 0 for some nonzero c ∈ R, where f (x) and g(x) are nonzero polynomials in R [x] . Based on this result, Nielsen [11] Due to Cohn [5] , a ring R is called reversible if ab = 0 implies ba = 0 for a, b ∈ R. Anderson and Camillo [1] , observing the rings whose zero products commute, used the term ZC 2 for what is called reversible. Reversible rings are McCoy by Nielsen [11, Theorem 2] . A ring R is called reduced if N (R) = 0. Reduced rings are reversible via a simple computation, and commutative rings are clearly reversible; hence they are McCoy. We use these facts freely.
We consider the following condition that is a generalization of the condition ( †) (we see below). Given a ring R consider a condition (2) McCoy rings satisfy the condition ( * ).
Proof. (1) Let R be a ring satisfying the condition ( * ). Say f (x)g(x) ∈ N (R[x]) for nonzero polynomials f (x), g(x) in R[x]. Then g(x)f (x) ∈ N (R[x]). Since R satisfies the condition ( * ), g(x)c ∈ N (R[x]) for some nonzero c ∈ R and so cg(x) ∈ N (R[x]). The converse can be proved similarly. (2) Let R be a McCoy ring and f (x)g(x) ∈ N (R[x]) for nonzero polynomials f (x), g(x) in R[x]. Say that (f (x)g(x))
n = 0 and (f (x)g(x)) n−1 = 0 for some n ≥ 1. Then there exists m ≥ 1 such that (g(x)f (x)) m = 0 and (g(x)f (x)) m−1 = 0. 
Suppose that f (x)g(x) = 0 and g(x)f (x) = 0, and assume on the contrary that f (x)α = 0 and g(x)α = 0 for any nonzero α ∈ R.
When n = 2 we get (g(x)f (x)) n−1 = 0, and so we put n ≥ 3.
n−1 = 0, then g(x)e = 0 for some e ∈ R\0 since R is right
In any situation of Case 4, we meet a contradiction. Therefore f (x)α = 0 for some α ∈ R\0 or g(x)β = 0 for some β ∈ R\0.
By Cases 1, 2, 3 and 4,
Thus R satisfis the condition ( * ) by (1 
(6) Let R be a ring and n be any positive integer.
The rings mentioned in (3), (4), (5) and (6) are non-semiprime and so they are π-McCoy by (2). U n (R) and L n (R) (n ≥ 2) are π-McCoy by Lemma 1.2 (4) . However the following shows that U n (R) and L n (R) are both neither left nor right McCoy when n ≥ 2. Example 1.3. Let R be any ring and set U = U n (R). For the case of n = 2k Proof. Let S = Mat n (R) with n ≥ 2 and we will proceed by induction on n to show the non-π-McCoyness of S. Considering polynomials
where
and so c 11 = 0 by the reducedness of R, entailing
. . , n − 1}, and so the degree of the first term in any polynomial in
is larger than the degree of h
and so c (s+1)1 = 0 by the reducedness of R. Inductively we finally obtain c 11 = · · · = c n1 = 0, entailing
Next assume that c ij = 0 for all i ∈ {1, 2, . . . , n} and j ∈ {1, . . . , s}, based on the matrix ( * ). Then we will show that c i(
and so c 1(s+1) = 0 by the reducedness of R, entailing
By the same method as the case of the (1, 1)-entry, we obtain c 1(s+1) = · · · = c n(s+1) = 0. Now the induction gives that all c ij 's are zero, concluding that S is not π-McCoy.
Note that reduced rings are semiprime. From Theorem 1.4 one may suspect that the n by n matrix ring over a semiprime ring is not π-McCoy for n ≥ 2. However the following example erases the possibility. Example 1.5. Let S be a reduced ring, n be a positive integer and R n be the 2 n by 2 n upper triangular matrix ring over S. Define a map σ : In the following we show by Note that any n by n (n ≥ 2) full matrix ring is neither left nor right McCoy over any ring.
Note. Let R be a right McCoy ring and suppose that
Proof. Let R be any ring and M = Mat n (R) for any n ≥ 2. For the case of 
Let A be the 3 by 3 full matrix ring over the power series ring Then f (x)g(x) = 0 but there cannot exist r ∈ R such that f (x)r ∈ N (R[x]), concluding that R is not π-McCoy.
Next we will show that R is Abelian. Let e 2 = e for e =
Then we get a 2 = a and Example 1.10. Let S be an Abelian regular ring, n be a positive integer, and R n be the 2 n by 2 n full matrix ring over S. Define a map σ :
with f (x)g(x) = 0, assume on the contrary that there exists 0 = c ∈ R with f (x)c = 0. There exists m ≥ 1 such that 
, and so we consider the matrix E 1(2 k+1 ) in R k+1 . It then follows (f (x)E 1(2 k+1 ) )
Lastly in this section we observe subrings and homomorphic images of π-McCoy rings. Proof. Denote the set of all regular elements in R by C(R). We use [9, Proposition 2.
) and hence
for some nonzero uα ∈ Q. For the case of G(x)F (x) = 0, a similar computation finds nonzero Then the computation in Case 2 gives 
Since R is right Ore, u
But A(x) and B(x) are both nonzero. So there are β, γ ∈ R\0 such that
) with uδ, vζ ∈ Q\0, a contradiction to the assumption. Therefore
Next we observe the case of polynomial rings. 
Theorem 2.2. Let R be a ring and suppose that (f c)
where p i j ∈ {f 0 , . . . , f m } and q i j ∈ {g 0 , . . . , g n } for all i j 's. But these
are equal to those of (f (t)g(t)) , and so (f (x h )g(x h )) = 0. Now by hypothesis, (f (x h )c) v = 0 for some 0 = c ∈ R and v ≤ . This implies that (f (t)c) v = 0 with 0 = c ∈ S since the coefficients of (f (x h )c)
. This can be converted to that
(we can set a 0 = 0, dividing by x if necessary), then we get
The index of nilpotency of a nilpotent element x in a ring R is the least positive integer n such that x n = 0. The index of nilpotency of a subset I of R is the supremum of the indices of nilpotency of all nilpotent elements in I. If such a supremum is finite, then I is said to be of bounded index of nilpotency.
From Theorem 2.2 and Proposition 2.3 we can obtain the following.
Corollary 2.4. Let R be a ring of bounded index of nilpotency. Then R is π-McCoy if and only if R[x] is π-McCoy.
In the following we deal with a case similar to the classical quotient rings.
Proposition 2.5. Let R be a ring and ∆ be a multiplicatively closed subset of R consisting of central regular elements. Then R is π-McCoy if and only if
, 
We consider several basic examples as follows. . Since |I| = ∞, there exists k ∈ I such that a(j) k = 0, the coordinate of (a(j) i ) in R k , for all j. Take r = (r i ) ∈ R be such that r k = 1 and zero elsewhere. Then f (x)r = 0 with r = 0 and so R is π-McCoy.
Next we see the direct limit case. 
