Operator-valued Lq → Lp Fourier multiplier theorems (FMT) for 1 < q ≤ p < ∞ are studied and optimal regularity properties of partial differential equations in the line and half line are investigated.
Introduction, notations and background
Fourier multiplier theorems provides one of the most important tools in the study of partial differential equations and embedding theorems. They are very often used to establish maximal regularity of elliptic and parabolic differential operator equations. Operator-valued multiplier theorems in Banach-valued function spaces have been discussed extensively in [1, 2, 3, 5, 7, 8, 9, 10, 11, 12 ] . Boundary value problems (BVPs) for differential-operator equations (DOEs) in Banach-valued function spaces investigated in [1, 7 and reference therein]. The exposition of L p -multipliers and some related references, can be found in [11] , [12] and [6, §2.2.1- §2. 2.4] .
In the second and third sections we shall study FMT. Our aim is to establish multiplier theorems from L q to L p for q ≤ p extending those in [8] and [10] . In [8] author generalized Miklin's theorem to the vector-valued case i.e. it is shown that a bounded function ψ : R d → C is Fourier multiplier in L p (X) provided X is UMD space and sup |ξ| |α| |D α ψ(ξ)| , ξ ∈ R d \ {0} , α ≤ 1, ..., 1) < ∞.
Moreover, in [10] authors investigated operator valued FMT. More precisely, they proved that operator valued function M : R d \ {0} → B(X, Y ) is a Fourier multiplier if X and Y are UMD spaces and R |ξ| |α| D α M (ξ), ξ ∈ R d \ {0} , α ≤ 1, ..., 1) < ∞ i.e. above set is R−bounded.
Then we will study regularity properties of Cauchy problem for abstract parabolic equations and elliptic differential operator equations. Particularly, we shall show that for each f ∈ L q (R + ; E) a Cauchy problem Let α = (α 1 , α 2 , · · · , α n ), where α i are integers. An E-valued generalized function D α f is called a generalized derivative in the sense of Schwartz distributions, if the equality < D α f, ϕ > = (−1) |α| < f, D α ϕ > holds for all ϕ ∈ S.
The Fourier transform F : S(X) → S(X) is defined by
is an isomorphism whose inverse is given by
where f ∈ S(X) and t ∈ R N . It is clear that
] for all f ∈ S † (R n ; E).
Scalar-valued L q (X) → L p (X) multipliers
In this section we shall study scalar-valued FMT from L q (X) to L p (X) for 1 < q ≤ p < ∞ in the highlight of [8] . Let us first introduce some basic definitions and facts. Definition 2.1. A Banach space X is called UMD space if X-valued martingale difference sequences are unconditional in L p R d ; X for p ∈ (1, ∞) . i.e. there exists a positive constant C p such that for any martingale {f k , k ∈ N 0 } (see [13, § 5.] ), any choice of signs {ε k , k ∈ N} ∈ {−1, 1} and N ∈ N
It is shown in [14] that a Hilbert operator
|x−y|>ε f (y)
x − y dy is bounded in the space L p (R, X) , p ∈ (1, ∞) for only those spaces X, which possess the UMD property. UMD spaces include e.g. L p , l p spaces and Lorentz spaces L pq , p, q ∈ (1, ∞).
A Banach space E is said to have local unconditional structure (l.u.st.) if there exists a constant C < ∞ such that for any finite-dimensional subspace X 0 of X there exists a finite-dimensional space F with an unconditional basis such that the natural embedding X 0 ⊂ X factors as AB with B : X 0 → F , A : F → X and A B ≤ C. All Banach lattices ( e.g. L p , L p,q , Orlicz spaces, C [0, 1] have l.u.st.). For detailed information see [15] .
In [8] and [10] authors first proved multiplier theorems for periodic case i.e. for L p (T d , X) =L p (X) where T d is d-dimensional unit circle. Then they extended this theorems to general case R d . Similarly, to establish FMT from L q (X) to L p (X) we shall first extend vector-valued Littlewood-Paley and Marcinkiewicz theorems i.e. [8, Proposition 1 and Proposition 2].
for all finitely nonzero sequences (x x ) x∈Z d . The set of all L q (X),L p (X) -Fourier multipliers will be denoted by M p,q (X) . D n will denote a coarse decomposition of Z d i.e.
where n = dr + j and △ ν is a fine decomposition of Z d i.e.
Theorem 2.3. Let X be an UMD space ( respectively, UMD space with l.u.st.) and 1 < q ≤ p < ∞. Then for any choice of signs {ε k , k ∈ N 0 } (respectively,
Proof. It is proved in [8] that if f is a trigonometric polynomial then
where S k is an operator defined by
Based on (2.1) and (2.2) author provedL p →L p version of our theorem in [8, Proposition 1] . Similarly, if there is a constant C so that
then for all trigonometric polynomial f and N large enough we have
which completes assertion of the theorem. Hence it suffices to show that there exists C such that (2.3) holds. Due to orthogonality of the trigonometric functions we have < S k (f ), S n (g) >= 0 for k = n and < S n (f ), g >=< S n (f ), S n (g) >
where f and g are X and X ′ valued trigonometric polynomials respectively. If N is large enough then a trigonometric polynomial f can be expanded in a series
S n (f ). Thus
r n (t)S n (g) > .
Let 1 u = 1 p ′ + 1 q and 1 p + 1 p ′ = 1. Taking into account the fact thatL p (X) is continuously embedded inL q (X), using the generalized Hölders inequality and (2.1) we obtain
Hence we get (2.3) which completes the proof. The second version of theorem can be proved in a similar manner. The next theorem is a general form of vector-valued Marcinkiewicz theorems. Theorem 2.4. Let X be an UMD space ( respectively, UMD space with l.u.st.) and 1 < q ≤ p < ∞. Then there is a positive constant C such that for any sequence
Proof. Although assertion can be simply derived from the proof of [8, Proposition 2] and Theorem 2.3, we repeat some arguments in order to make statements clear. Suppose f is a trigonometric polynomial and a | D k is a sequence which coincides with a on D k and is 0 elsewhere. Then
and
Now, we are ready to state FMT in R d . For a bounded measurable function ψ : R d → C, its corresponding Fourier multiplier operator T ψ is defined as follows
for all f ∈ S(X). The set of all Fourier multipliers from L q (X) to L p (X) will be denoted by M p,q (X) and the smallest constant C satisfying above estimate will be denoted by ψ Mp,q(X) . Let ϕ ∈ S R d ; X , a ∈ R/ {0} and ξ ∈ R d . Then the vector-valued Poisson summation formula implies
Then we have
The following two theorems are characterized by isotropic and anisotropic conditions respectively. Since, the latter one is weaker, it is required to impose more condition on Banach space X in the second theorem. Actually, these two different conditions arises from two distinct decompositions of Z d . Theorem 2.5. Let X be an UMD space and 1 < q ≤ p < ∞. Then there exist a constant C < ∞ such that for all bounded functions ψ :
Theorem 2.6. Let X be an UMD space with l.u.st and 1 < q ≤ p < ∞. Then there exist a constant C < ∞ such that for all bounded functions ψ :
Proof of Theorem 2.5.
Let us first assume ψ ∈ S R d . Then for all 
Next, we will estimate
by virtue of Theorem 2.4. Actually, arguments that we have shown up to now is also valid for Theorem 2.6. Using, two different versions of Theorem 2.4 we shall obtain Theorem 2.5 and Theorem 2.6. From the first version of Theorem 2.4 we know that
where D n is coarse decomposition of Z d .(for details see [8] ) In order to estimate the variation in left hand side we will apply [ 
Thus changing variable ξ to ξ 2 k and using the last estimate we obtain
.
Hence, we obtain assertion of the theorem for ψ ∈ S R d . Since, the general case follows trivially from the proof of [8, Proposition 3] we will not repeat the same arguments.
Proof of Theorem 2.6. As we mentioned in the proof of Theorem 2.5 it remains only to estimate
with the second version of Theorem 2.4. Really, applying it we get
where △ ν is fine decomposition of Z d .(for details see [8] ) Taking into account the fact that length of subcuboids of △ ν in the j-th coordinate direction is 2 vj and using [8, Lemma 1.4] (for fine decomposition) we get
Now we are ready to give some applications of scalar-valued Fourier multipliers.
Example 2.7. Suppose 1 < q ≤ p < ∞ and X = l σ for 1 < σ < ∞. It is well-known that sequence spaces l σ are UMD for 1 < σ < ∞. Let us consider the following problem
and a are positive constants. Note that the above problem presents infinite system of partial differential equations i.e. f (x, t) = (f 1 (x, t), · · ·, f i (x, t), · · ·) and u(x, t) = (u 1 (x, t), · · ·, u i (x, t), · · ·) . Applying Fourier transform to our problem we get
Under some ellipticity conditions it is easy to show that operator function m(ξ, η) satisfy assumption of Theorem 2.5 i.e. it is a multiplier in L q R 2 , l σ , L p R 2 , l σ . Thus,
for each θ ∈ [q, p] . One can also show that ξ 2 m(ξ, η) is a Fourier multiplier from L q R 2 , l σ to L p R 2 , l σ for only q = p. Now we can conclude that our infinite system has a unique solution
satisfying the following coercive estimate
Operator-valued Fourier multipliers
Being inspired from [10] we will investigate operator-valued L q (X) → L p (Y ) FMT for 1 < q ≤ p < ∞. As we noted in the introduction, operator-valued FMT in L p spaces characterized by R-boundedness of some sets. Therefore, we shall introduce some basic notations and properties of R-boundedness.
A set K ⊂ B (E 1 , E 2 ) is called R-bounded (see e.g. [2] , [12] , [7] ) if there is a positive constant C such that for all T 1 , T 2 , ..., T m ∈ K and u 1,
where {r j } is a sequence of independent symmetric [−1, 1] −valued random variables on [0, 1] and N denotes the set of natural numbers. The smallest such constant C is called the R-bound of K and is denoted by R (K) . For more information about R-boundedness see [2] , [7] , [10] and [11] . The next theorem is generalized version of [10, Theorem 3.7].
Theorem 3.1. Let X and Y be UMD spaces (respectively, UMD spaces with property (α)), M : Z d → B(X, Y ) and 1 < q ≤ p < ∞. Then there is a positive constant C such that for any sequence 
for all f ∈ S(R d , X).
Proof of Theorem 3.2.
Let us first assume M ∈ S R d , B(X, Y ) . Then using the same reasoning as in the proof of Theorem 2.1 we obtain
Now, it suffices to estimate the following term
The Theorem 3.1 implies that
where τ k is Minkowski functional (for details see [10, 2.8 Notation] ) and C is a constant that depends only on q and d. Let
Taking into account [10, Lemma 3.3] it is easy to see that
Let us define a coarse decomposition of R d
where n = dr + j. Note that r depends on n. Since
sizes of edges of two subcubes α i,n , β i,n of D n are not greater than 2 r+1 and |x| ∞ ≥ 2 r for x ∈ ∆ n we have
where C is independent of M. Since the techniques used for a general case (where M : R d \ {0} → B(X, Y ) is any) in [10, Theorem 4.4] works trivially, we will not repeat them.
Proof of Theorem 3.3. Again we first assume M ∈ S R d , B(X, Y ) . Using the same arguments as in the Theorem 3.2 we get
sizes of edges of the 2 d subcuboids α i,n , β i,n of D ν in the j-th coordinate are not larger than 2 vj and |x j | ≥ 2 vj −1 for x ∈ △ ν we have
Hence, we obtain that for M ∈ S R d , B(X, Y )
where C is independent of M. One can prove for the general case in a similar manner as in the proof of [10, Theorem 4.4 ] .
Corollary 3.4. Let X and Y be UMD spaces, 2 ≤ p ′ < ∞ and 1 p ′ + 1 p = 1. If a bounded function M :
Note that L p (R d , X), L p ′ (R d , Y ) type FMT have application in the study of Carleman estimates and unique continuation property for partial differential equations.
Cauchy problem for Parabolic Equations
Let C be the set of complex numbers and
We indicate mixed derivative in the following form
For E 0 = E the space W l p (Ω; E 0 , E) will be denoted by W l p (Ω; E) . Lutz Weis and Herbert Amann established maximal L p and B s q,r regularity for (1.1) respectively in [7] and [1] . Here, with the help of obtained FMT we shall prove (1.2) for (1.1).
Theorem 4.1. Let E be an UMD space. Suppose A is a generator of bounded analytic semigroup and the set
Proof. Since A is a generator of bounded analytic semigroup T t , solutions of (1.1) can be represented in the form of
Now, it is easy to see that maximal L q (R + ; E) to L p (R + ; E) regularity of (1.1) is equivalent to the boundedness of operator
where
In order to show
it suffices to prove
3) trivially follows from (4.1) and to show (4.4) it is adequate to observe 
Proof. Due to proof of Theorem 4.1, it suffices to show the following estimates
R |t|
By using R-positivity of operator A and applying similar arguments as in the proof of Theorem 2.1 it is easy to check validity of the estimates (4.6) and (4.7). However, (4.8) and (4.9) hold if and only if q = p. Really, R-positivity of operator A provides the following estimate
Since 1 q − 1 p ≥ 0, the right handside of above estimate is not uniformly bounded whenever q < p. Thus, it is not possible to show (4.8) for q < p using assumption (4.5). However, it is easy to show (4.8) and (4.9) for q = p using the similar techniques as in the Theorem 2.1. Hence we get assertion of the theorem.
As an application of the Theorem 3.1 we can give a diffusion equation
Then, for each f ∈ L q (R + ; E) (4.10) has a unique solution
and the following coercive estimate holds
Elliptic DOE
In the present section we study L q (R; E) → L p (R; E) regularity for the problem (1.3). Actually in the literature L p -regularity for this problem investigated extensively. However, by virtue of Theorem 3.2 we specify more optimal space for solutions of (1.3).
Theorem 5.1. Suppose 1 < q ≤ p < ∞ and the following conditions hold: (1) E is a UMD space;
(2) The set |λ| Taking into account the assumption (2) we get
Hence, σ 1 (ξ) and σ 2 (ξ) are Fourier multipliers from L q (R; E) to L p (R; E). Combining above results we conclude that for each f ∈ L q (R; E) there is a unique solution of (1.3) satisfying the estimate (5.1).
Note that assumption (2) of Theorem 5.1 is equivalent to R-boundedness of the set |λ| 1+k R(λ, A) : λ ∈ S ϕ for each k ∈ [0, 1 2 .
Theorem 5.2. Suppose 1 < q ≤ p < ∞ and the following conditions hold:
(1) E is a UMD space;
(2) A is R-positive operator.
Then Remark 5.4. Note that FMT play an important role in the study of embedding theorems. For instance, in [16] author proved that the embedding D α : W l p (Ω; E (A) , E) → L q Ω; E A 1−x is continuous for x = α+ 1 q − 1 p l ≤ 1 under certain abstract conditions. However, using the same techniques as in [16] and applying Theorem 3.2 one can easily derive practical sufficient condition for the continuity of above embedding.
