We introduce a variant of a traditional trust region method which is aimed at stochastic optimization. While traditional trust region method relies on exact computations of the gradient and values of the objective function, our method assumes that these values are available up to some dynamically adjusted accuracy. Moreover, this accuracy is assumed to hold only with some sufficiently large, but fixed, probability, without any additional restrictions on the variance of the errors. We show that our assumptions apply to the standard stochastic setting assumed in the machine learning problems, but also include more general settings. We then proceed to provide a bound on the expected number of iterations the stochastic algorithm requires to reach accuracy ∇f (x) ≤ ǫ, for any ǫ > 0. The resulting bound is O(ǫ −2 ), under the assumption of sufficiently accurate stochastic gradient.
Introduction
Stochastic optimization methods, in particular stochastic gradient decent (SGD), have recently become the focus of much research in optimization, especially in applications to machine learning domains. This is because in machine learning the objective function of the optimization problem is typically a sum of a (possibly) very large number of terms, each term being the loss function evaluated using one data example. This objective function can also be viewed as an expected loss, in which case it cannot be accurately computed, but can only be evaluated approximately, given a subset of data samples. During the last decade significant theoretical and algorithmic advances were developed for convex optimization problems, such as logistic regression and support vector machines. However, with the recent practical success of deep neural networks and other nonlinear, nonconvex ML models, the focus has shifted to the analysis and development of methods for nonconvex optimization problems. While SGD remains the method of choice in the nonconvex setting for ML applications, theoretical results are weaker than those in the convex case. In particular, little has been achieved in terms of convergence rates. A notable paper [7] is the first to provide convergence rates guarantee of a sort for a randomized stochastic gradient method in nonconvex setting. This method, however, utilizes a carefully chosen step size and a randomized stopping scheme, which are quite different from what is used in practice.
Additionally, with the rise of interest in nonconvex optimization, the ML community started to consider a classical alternative to gradient descent/line search methods -trust region methods [4] . Their usefulness is largely dictated by their ability to utilize negative curvature in Hessian approximations and hence, potentially, escape the neighborhoods of saddle points [6] , which can significantly slow down or even trap a line search method. It is argued, that while stationary points are undesirable, the local minima are typically sufficient for the purposed of training non convex ML models, such as deep neural networks. Stochastic versions of trust region methods have not yet been explored to our knowledge.
In this paper we will present a stochastic, variance reducing, trust region method, which is essentially a minor modification of a classical trust region framework. Thus, this method uses adaptive trust region radii and is close to what is known to be efficient in practice. We focus exclusively on the theoretical analysis of this method in the first order setting. While our method allows the use of second order information in a straightforward way, the assumptions in this paper only require first order approximations of the objective function, hence here we only consider convergence to stationarity. Unlike typical SGD methods, we will assume that this first order information can be made as accurate as is deemed necessary by the algorithm's progress -in particular, by the size of the trust region. Hence we utilize variance reducing schemes. However, unlikes some of the recent variance reducing methods, such as SVRG [8] and its non convex variant [1] , we never assume access to the complete gradient information. In this sense our method is aimed at optimizing purely stochastic functions.
In particular, we consider a stochastic unconstrained, possibly nonconvex, optimization problem
where f (x) is a function which is assumed to be smooth and bounded from below, and whose value can only be computed with some noise. Letf be the noisy computable version of f , which takes the formf (
where the noise ξ is a random variable. Note that we do not make the typical assumption that
and Var[f (x, ξ)] < σ 2 , but we will make some similar, relaxed, assumptions, which we will discuss later. The method in this paper has been introduced in [2] , where the authors prove the almostsure convergence to a first order stationary point. A similar method, under more restrictive conditions on f (x, ξ), has been analyzed in [9] . Another stochastic trust region method has been recently introduced for simulation optimization in [15] , where the primary concern is in adaptively sampling at the canonical Monte Carlo rate so that, essentially, the estimates of the function values become asymptotically error-free with probability 1. In this paper, we explore the theoretical convergence rate of the trust region method in [2] , which we will refer to as STORM (Stochastic trust region method with Random Models). In particular, we will assume that at each iteration, the function values f (x) and the gradient ∇f (x) can be approximated up to sufficient accuracy with a fixed, but sufficiently high probability p, conditioned on the past. This means that we allow (arbitrary) errors in the function and gradient estimates with some small probability throughout the algorithm. We show that the expected number of iterations required to achieve ∇f (x) ≤ ǫ is bounded by O(ǫ −2 /(2p − 1)), which is an improvement on the result in [7] and a similar one to those in [1] , in terms of dependence on ǫ, but such that, in principal, it never requires computation of the true gradient. The result is a natural extension of the standard, best-known worst-case complexity of any first order method for nonconvex optimization [10] .
Our result does not yet provide a termination criterion that would guarantee that f (x) ≤ ǫ, wherex is last iterate. However, the analysis provides a foundation for establishing such a criterion. In particular, while in this paper we simply bound the expected complexity, bounding the tail of the complexity distribution will follow from the analysis here.
The STORM algorithm
We now introduce and analyze a stochastic trust region (TR) algorithm which is essentially very similar to its deterministic counterpart [4] . This method uses the inexact (noisy) information about f and its derivatives, just as the deterministic method uses the exact information.
Algorithm 1 Stochastic DFO with Random Models
1: (Initialization): Choose an initial point x 0 and an initial trust-region radius δ 0 ∈ (0, δ max ) with δ max > 0. Choose constants γ > 1,
5: (Acceptance of the trial point):
For every k, the step s k is computed so that the well-known Cauchy decrease condition is satisfied,
for some constant κ f cd ∈ (0, 1]. This condition is standard for the TR methods, easy to enforce in practice and is discussed in detail in the literature [4, 12] . Algorithm 1 generates a random process. The source of randomness are the random models and random estimates constructed on each iteration, based on some random information obtained from the stochastic function f (x, ε). M k will denote a random model in the k-th iteration, while we will use the notation m k = M k (ω) for its realizations. As a consequence of using random models, the iterates X k , the trust-region radii ∆ k and the steps S k are also random quantities, and so
Our goal is to show that under certain conditions on the sequences {M k } and {F 0 k , F s k } the resulting stochastic process has desirable convergence rate. In particular, we will assume that models M k and estimates F 0 k , F s k are sufficiently accurate with sufficiently high probability, conditioned on the past.
The key to the analysis lies in the assumption that the accuracy improves in coordination with the perceived progress of the algorithm. The main challenge of the analysis lies in the fact that, while in the deterministic case the function f (x) never increases from one iteration to another, this can easily happen in the stochastic case. The analysis is based on properties of supermartingales where the increments of a supermartingale depend on the function change between iterates (which as we will show, tend to decrease). To make the analysis simpler we need a technical assumption that these increments are bounded from above. Hence, overall we make the following assumptions on f : Assumption 2.1. We assume that all iterates x k generated by Algorithm 1 satisfy x k ∈ X , where X is an open bounded set in R n . We also assume that f and its gradient ∇f are LLipschitz continuous for all x ∈ X and that
The assumptions of Lipschitz continuity and boundedness of f from below and above in any bounded set are standard. Here for simplicity and w.l.o.g. we assume that the lower bound on f is nonnegative. The assumption that x k remains in a bounded set is necessary, to ensure the upper bound on f (x k ). In the deterministic case, the iterates remain in the level set f (x) ≤ f (x 0 ), which is often assumed to be bounded; while in the stochastic case, keeping iterates in a bounded set can be enforced by minor modifications to Algorithm 1 or, alternatively, shown to hold with overwhelming probability for a sufficiently large X containing f (x 0 ).
Assumptions on the algorithm
2) The estimates f 0 k and f s k are said to be ǫ F -accurate estimates of f (x k ) and f (x k + s k ), respectively, for a given δ k if
A sequence of random models {M k } is said to be α-probabilistically κ-fully linear with respect to the corresponding sequence {B(X k , ∆ k )} if the events
satisfy the condition
Definition 2.3. A sequence of random estimates {F 0 k , F s k } is said to be β-probabilistically ǫ Faccurate with respect to the corresponding sequence {X k , ∆ k , S k } if the events
Next is our key assumption on the nature of the stochastic (and deterministic) information used by our algorithm.
Assumption 2.2. The following hold for the quantities used in Algorithm 1
• The model Hessians H k 2 ≤ κ bhm for some κ bhm ≥ 1, for all k, deterministically.
• The constant η 2 is chosen to satisfy η 2 ≥ max{κ bhm ,
• The sequence of random models M k , generated by Algorithm 1, is α-probabilistically κ-fully linear, for some κ = (κ ef , κ eg ) and for a sufficiently large α ∈ (0, 1).
• The sequence of random estimates {F 0 k , F s k } generated by Algorithm 1 is β-probabilistically ǫ F -accurate for ǫ F ≤ 1 4 η 1 η 2 and for a sufficiently large β ∈ (0, 1).
Let us define additional random indicator variables
Hence, G k = 1 on iterations for which both the models and the estimates are sufficiently accurate and B k = 1 when neither are sufficiently accurate. Under Assumption 2.2,
then the behavior of the algorithm reduces to that of an (inexact) deterministic algorithm; while if B k = 1, then not only may the algorithm produce a bad step, but it also may accept this bad step by mistaking it for an improving step. In the cases when both B k = 0 and G k = 0 either the model is good but the estimates are faulty, or the estimates are good and the model is faulty. In this case an improving step is still possible, but a bad step is not. In the worst case, no step is taken and the trust region radius is reduced. The main idea of our framework is to choose probabilities of G k = 1 and B k = 1 occurring according to the possible corresponding decrease and increase in f (x), so that in expectation, f (x) is sufficiently reduced.
Example of models and estimates satisfying Assumption 2.2
Let us consider the standard stochastic optimization setting, where
Consider an iterate x k . The construction of fully linear models in B(x k , δ k ) in this case simply reduces to a sample average approximation technique. Select a random sample (ξ 1 , . . . , ξ p k ) and
. By extension of Chebychev inequality, for p k such that
and
Hence the linear expansion
, with probability at least α = (α ′ ) 2 .
Obtaining β-probabilistically ǫ F -accurate estimates can be done similarly.
In the case of simulation optimization, when ∇f (x, ξ)) is not available, κ-fully-linear models m k can be constructed via polynomial interposition [5] , and α-probabilistically κ-fully-linear models are similarly obtained by combining interpolation and SAA [15] .
Finally, we would like to consider a different source of randomness in Algorithm 1: recall that at each iteration we need to compute s k = arg min s: s ≤δ k m k (s) (approximately) so that it satisfies condition (2) . If the dimension n is large and
with H k either a Hessian approximation or an exact Hessian, then finding s k is computationally expensive since it involves solving systems of linear equations with matrix H k . However, one may choose to employ randomized methods, such as randomized coordinate descent [11, 13] or random projections [3] , which can produce a random directions k , which is sufficiently accurate (close enough to s k ) with some probability that is controlled by the subproblem solver. In this case, instead of considering that the directions k is random, we can simply reverse engineer a random modelm k whose deterministic minimizer in B(x k , δ k ) is the steps k . Note that we do not require that the resulting random g k = ∇m k (x k ) is an unbiased estimator of ∇f (x k ), as long as it is sufficiently accurate with sufficiently high probability. Hence our method applies in domains beyond the standard SGD. The exact conditions for particular algorithmic scenarios that guarantee Assumption 2.2 are subject of future work.
Core of the analysis
Algorithm 1 is analyzed in [2] and the following almost-sure stationarity result is shown.
Theorem 2.1. There exists a selection of α, and β such that under Assumption 2.2 the sequence of random iterates generated by Algorithm 1, {X k }, almost surely satisfies
Our goal in this paper is to bound expected number of steps that the algorithm takes until ∇f (X k ) ≤ ǫ occurs. We will rely on several results from [2] that led to Theorem 2.1.
Choosing constants To simplify expressions for various constants we will assume that η 1 = 0.1 and κ f cd = 0.5 which are typical values for these constants. This will imply the choice η 2 = 12κ ef and ǫ F = 3 10 κ ef to satisfy Assumption 2.2. We will also assume that γ < 2, which is, again, standard. To simplify expressions further we will consider κ ef ≥ 20. It is clear that if κ eg happens to be smaller, somewhat better bounds than the ones we derive here, will result. We are interested in deriving bounds for the case when κ eg may be large. The analysis can be performed for any other values of the above constants, hence the choice here is done merely for convenience and simplicity.
3 Analyzing a stopping time of a stochastic process
We consider a random process
where ν ∈ (0, 1) is a deterministic, large enough constant, which we will define later. Clearly
Given a stochastic process {X k }, we say T is a stopping time for {X k } provided that P (T < ∞) = 1 and the random event {T = k} is determined conditioned on X 1 , . . . , X k .
Define a random time
The following is an immediate consequence of Theorem 2.1:
Theorem 3.1. T ǫ is a stopping time for the stochastic process X k defined by Algorithm 1.
As stated our goal is to bound the expected stopping time E(T ǫ ). Towards this end, define
which with our choice of algorithmic parameters implies ζ = κ eg + 160κ ef . Conditioned on ∇f (X k ) ≥ ǫ, or equivalently, conditioned on
For simplicity, w.l.o.g, we assume that ∆ 0 = γ i ∆ ǫ and ∆ max = γ j ∆ ǫ for integers i, j with i, j > 0. From the analysis in [2] , we have the following two results. 
Conditioned on T ǫ > k, whenever ∆ k ≤ ∆ ǫ , we have
where
(under the assumption that κ eg ≥ 20).
Proof. The proof is a consequence of the analysis in [2] . We provide details in the Appendix for completeness. The main idea behind the proof can be explained as follows: when ∆ k is sufficiently small compared to ∇f (X k ) and G k = 1, in other words, the model and estimates are accurate at iteration k, then a successful step is guaranteed and, hence, ∆ k+1 = min(∆ max , γ∆ k ) and f (X k ) − f (X k+1 ) is bounded from below by a constant multiple of ∆ k ∇f (X k ) . On the other hand, when B k = 1, i.e., the models and estimates are both inaccurate, in the worst case, the algorithm takes a false step and then f (X k ) − f (X k+1 ) may be negative, but bounded from below by a constant multiple of −∆ k ∇f (X k ) . ∆ k+1 will increase if the false step is taken, but also may be decreased if it is rejected, hence, ∆ k+1 ≥ γ −1 ∆ k . Finally, when either the model or the estimates are inaccurate, but not both, in the worst case the step is rejected
In addition to the assumptions of Lemma 3.1, let
Conditioned on T ǫ > k, whenever ∆ k > ∆ ǫ , we have
for Θ 2 = min{
Proof. The proof is also a consequence of the analysis in [2] . Simply put if B k = 0 then in the worst case f (X k ) − f (X k+1 ) ≥ 0 and ∆ k+1 = γ∆ k and V k = Φ k+1 − Φ k is bounded from above by a constant multiple of −∆ 2 k ≤ −ǫ∆ ǫ /ζ, while if B k = 1 a false step may be taken and f (X k ) − f (X k+1 ) may be negative, but bounded from below by a constant multiple of −∆ k ∇f (X k ) ≤ −ǫ∆ ǫ .
A Renewal-Reward Process
Based on the stochastic process {V k , ∆ k } satisfying Lemmas 3.1 and 3.2, we consider a renewal process, where renewals are defined by the iterations where ∆ k = ∆ ǫ and consider the sum of V k obtained between two renewals.
Here we will make use of the assumption that there exists a constant F max such that f (X k ) ≤ F max at every iteration k. The immediate consequence of this assumption is that the V k process has bounded increments. In particular, we get that for any k,
To summarize the behavior of the ∆ k process from Lemmas 3.1 and 3.2, we introduce an auxiliary W k birth-death process defined by
Then we can write
where λ = ln(γ). Observing that Θ 2 ≤ Θ 1 , by Lemmas 3.1 and 3.2 we have
or, equivalently,
from which we conclude that, conditioned on T ǫ > k, Φ k is a supermartingale. We define the renewal process {A n } as follows: A 0 = 0 and A n = inf{m > A n−1 : ∆ m ≥ ∆ ǫ }. Naturally, the interarrival times of this renewal process are given for all k ≥ 1 by
As a final piece of notation, we define the counting process
which is the number of renewals that occur before time k.
First, we have a lemma which relies on the simple structure of the process {W k } to bound
Lemma 3.3. Let the random process ∆ k satisfy (13) and (12) and let τ n be defined as above. Then, for all n
Proof. We have
By (13), we trivially have
Bounding the other term in (16) is less trivial, but is still simple, after observing that conditioned on ∆ A n−1 = ∆ ǫ , the process {∆ A n−1 , ∆ A n−1 +1 , . . . , ∆ An } is a geometric random walk between two returns to the same state (i.e. ∆ ǫ ). The expected number of steps between such two returns is well known and can be easily estimates via properties of ergodic Markov chains. In particular, under the assumption p > 1/2 we have
Substituting (18) and (19) into (16) completes the proof.
We now bound the number of renewals that can occur before the time T ǫ .
Proof. For ease of notation, let k ∧ T ǫ = min{k, T ǫ }. Consider the sequence of random variables
where Θ 2 is as in (15) . Observe that R k∧Tǫ is a supermartingale with respect to F M ·F k−1 . Indeed, by (15) ,
Moreover, for all k ≥ T ǫ ,
which implies that |R k∧Tǫ | is bounded almost surely, since T ǫ is. Since T ǫ is a stopping time it follows from the Optional Stopping Theorem (Theorem 6.4.1 of [14] ) that
By the definition of the counting process N (k), and since the renewal times A n when ∆ k ≥ ∆ ǫ , are a subset of the iterations 0, 1, . . . , T ǫ , we have
Inserting this in (20),
which concludes the proof.
We now state the following well known theorem from stochastic processes literature. 
For a proof, see Corollary 6.2.3 of [14] . We now apply this theorem to A n = n i=0 τ i and obtain the main result of the paper. Theorem 3.3. Let assumptions of Lemma 3.1 and 3.2 hold. Then
Proof. Since T ǫ is a stopping time for our main stochastic process, then N (T ǫ ) + 1 is a stopping time for the renewal process {A n : n ≥ 0}. We know that the interarrival times τ n are independent, and we know that
Since A N (Tǫ)+1 ≥ T ǫ , we have by Lemmas 3.3 and 3.4
and the final result is obtained by observing that ∆ ǫ = ǫ/ζ and substituting for ζ.
Conclusion
We have established that a stochastic trust region method, with dynamic stochastic estimates of the gradient, has essentially the same complexity as any other first order method in non convex setting. While our algorithm requires the stochastic estimates to be progressively more accurate, it never requires to compute the full gradient, hence it applies in purely stochastic settings.
Appendix
First we prove some auxiliary lemmas that provide conditions under which decrease of the true objective function f (x) is guaranteed. The first lemma states that if the trust region radius is small enough relative to the size of the model gradient and if the model is fully linear, then the step s k provides a decrease in f (x) proportional to the size of the model gradient. Note that the trial step may still be rejected if the estimates f 0 k and f s k are not accurate enough. Lemma 5.1. Suppose that a model m k is a (κ ef , κ eg )-fully linear model of f on B(x k , δ k ) . If
Proof. Using the Cauchy decrease condition, the upper bound on model Hessian and the fact that g k ≥ κ bhm δ k , we have
Since the model is κ-fully linear, one can express the improvement in f achieved by s k as
where the last inequality is implied by
The next lemma shows that for δ k small enough relative to the size of the true gradient ∇f (x k ), the guaranteed decrease in the objective function, provided by s k , is proportional to the size of the true gradient.
then the trial step s k leads to an improvement in f (x k + s k ) such that
for any
8κ ef +κ f cd κeg . In particular, for our choices of parameters, we can pick
which indicates that
where we have used the assumption δ k ≤ κ f cd (1−η 1 ) 8κ ef g k to deduce the last inequality. Hence, ρ k ≥ η 1 . Moreover, since g k ≥ η 2 δ k , the k-th iteration is successful.
Finally, we state and prove the lemma which guarantees an amount of decrease of the objective function on a true successful iteration.
Lemma 5.4. Under Assumption 2.2, suppose that the estimates {f 0 k , f s k } are ǫ F -accurate. If a trial step s k is accepted (a successful iteration occurs), then the improvement in f is bounded below as follows
and with our choice of parameters, we have C 2 = 3 20 κ ef .
Proof. An iteration being successful indicates that g k ≥ η 2 δ k and ρ ≥ η 1 . Thus,
Then, since the estimates are ǫ F -accurate, we have that the improvement in f can be bounded as
Proof of Lemma 3.1
Proof. Recall that
and that ∇f (x k ) ≥ ζδ k . As usual, let x k , δ k , s k , g k and φ k denote some realizations of random quantities X k , ∆ k , S k , G k and Φ k , respectively. Note that on all successful iterations, x k+1 = x k + s k and δ k+1 = γδ k with γ > 1, hence
On all unsuccessful iterations, x k+1 = x k and δ k+1 = 1 γ δ k , i.e.
For each iteration and each of the two cases we consider, we will analyze the four possible combined outcomes of the events I k and J k as defined in (5) and (6) respectively. a. I k and J k are both true, i.e., both the model and the estimates are good on iteration k.
From the definition of ζ, we know
Then since the model m k is κ-fully linear and, from η 2 > κ bhm and 0 < η 1 < 1, it is easy to show that the condition (22) in Lemma 5.2 holds. Therefore, the trial step s k leads to a decrease in f as in (23).
Moreover, since
and the estimates {f 0 k , f s k } are ǫ F -accurate, with ǫ F ≤ κ ef , the condition (26) in Lemma 5.3 holds. Hence, iteration k is successful, i.e. x k+1 = x k + s k and δ k+1 = γδ k .
Combining (23) and (32), we get
with
for ν ∈ (0, 1) large enough, such that
Substituting expressions for ζ and C 1 and solving for ν we get
b. I k is true and J k is false, i.e., we have a good model and bad estimates on iteration k.
In this case, Lemma 5.2 still holds, that is s k yields a sufficient decrease in f , hence, if the iteration is successful, we obtain (34) and (35). However, the step can be erroneously rejected, because of inaccurate probabilistic estimates, in which case we have an unsuccessful iteration and (33) holds. By choosing ν ∈ (0, 1) large enough so that
we ensure that the right hand side of (35) is strictly smaller than the right hand side of (33) and therefore, (33) holds whether the iteration is successful or not. Hence,
which dominates (37).
c. I k is false and J k is true, i.e., we have a bad model and good estimates on iteration k. In this case, iteration k can be either successful or unsuccessful. 
Choosing ν ∈ (0, 1) to satisfy
we have that, as in case (b), (33) holds whether the iteration is successful or not. Substituting for C 2 it follows that
which is dominated by (39).
d. I k and J k are both false, i.e., both the model and the estimates are bad on iteration k.
Inaccurate estimates can cause the algorithm to accept a bad step, which may lead to an increase both in f and in δ k . Hence in this case φ k+1 − φ k may be positive. However, combining the Taylor expansion of f (x k ) at x k + s k and the Lipschitz continuity of ∇f (x) we can bound the amount of increase in f , hence bounding φ k+1 − φ k from above. By adjusting the probability of outcome (d) to be sufficiently small, we can ensure that in expectation Φ k is sufficiently reduced.
In particular, from Taylor's Theorem and Lipschitz continuity of ∇f (x) we have, respectively,
From this we can derive that any increase of f (x k ) is bounded by
where C 3 = 1 + 3L 2ζ . Hence, the change in function φ is bounded as follows
Now we are ready to take the expectation of Φ k+1 − Φ k for the case when ∇f (X k ) ≥ ζ∆ k . We know that case (a) occurs with probability at least αβ (conditioned on the past) and in that case φ k+1 − φ k = b 2 < 0 with b 2 defined in (34), case (d) occurs with probability at most (1 − α)(1 − β) and that case φ k+1 − φ k is bounded from above by b 3 > 0, and cases (b) and (c) occur otherwise and in those cases φ k+1 − φ k is bounded from above by b 1 < 0, with b 1 defined in (33). Finally we note that b 1 > b 2 due to our choice of ν.
Hence, we can combine (33), (34), (40) and (43) and use B 1 , B 2 and B 3 as random counterparts of b 1 , b 2 and b 3 , to obtain the following bound
Rearranging the terms we obtain
where the last inequality holds because αβ − Recall that ∇f (X k ) ≥ ζ∆ k , Hence if we choose 0 < α ≤ 1 and 0 < β ≤ 1 so that they satisfy
which implies
we have
From (36) condition (44) holds whenever
Let us choose
or equivalently, by substituting for C 3 and C 1 ,
≥ 2 + (2κ eg + 320κ ef + 3L)16κ eg κ eg + 160κ ef (47)
then it is easy to show that
We conclude that the statement of the lemma holds for Θ 1 = . Finally, the inequality if we choose probabilities 0 < α ≤ 1 and 0 < β ≤ 1 so that the following holds,
that is,
then
under condition that ∇M k (x k ) ≥ η 2 ∆ k . Otherwise, as we mentioned (33) holds, hence, combining (33) and (57), we have
From the expression (8) for ν and definitions of C 1 and ζ we can derive that
it is easy to see that ζ .
