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研究でも報告されている（表 1.1）．Grant and Greenberg[15]は，狭帯域バンドパス
フィルタを通した文章音読場面の音（非常に不明瞭な音声）と元映像を様々な時間差
で呈示した．その結果文章中の単語の同定成績は，視聴覚時間差が 0～+200 msまで


































時間範囲は 389 ms）．また，Conrey and Pisoni[19]は，さまざまな時間差で呈示され
る視覚刺激と聴覚刺激が同期しているか否かを判断させた。単語音読場面（10単語）












Grant and Greenberg [15] 文 章 中 の
キーワード
音声同定 ― (0～200 ms)
Munhallet al. [16] A/aba/V/aga/ 音声同定 (+60 ms) −60～
+240 ms
van Wassenhovet al. [17] A/ba/V/ga/ 音声同定 +70 ms −34～
+174 ms
A/pa/V/ka/ 音声同定 +56 ms −25～
+136 ms




Dixon and Spitz [18] 文章 非同期検出 +63 ms −131～
+258 ms
Conrey and Pisoni [19] 単語 同時性判断 +47 ms −131～
+225 ms








van Wassenhovet al. [17] A/ba/V/ga/ 同時性判断 +43 ms −37～
+122 ms
A/pa/V/ka/ 同時性判断 +37 ms −44～
+117 ms
AV /da/ 同時性判断 +29 ms −74～
+131 ms
AV /ta/ 同時性判断 +23 ms −80～
+125 ms





時間的統合の範囲は−36 msを中心として 306 msであった．van Wassenhovet al.[17]
は，前項で述べた実験で用いたのと同一の刺激音声について同時性判断課題を行った

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































応時間差は視聴覚時間差 0 msと +233 msの 2水準であり，テスト時間差は 0, +66,
























図 2.1:実験 1および 2で用いた視聴覚刺激のタイムコース（同期条件）
があれば再収録を行った．原音声は標本化周波数 48 kHz，量子化ビット数 16 bitで
記録した．
刺激作成方法　収録した映像と音声をパーソナルコンピュータにとりこみ，動画編

















順応刺激は音声遅延 0,+233 msの 2条件作成した．順応刺激の刺激間隔（ISI）が
一定だと意図しない視聴覚時間差への順応が生じてしまう（例えば，前の聴覚刺激の
オフセットと次の視覚刺激のオンセットの ISIに順応してしまう）可能性があるため，













+166,+233,+300,+433 msの計 7条件となり，1つの順応条件につき 7つのテスト条
件を繰り返した．
D．実験装置および手続き
刺激動画をReal Player ver. 10.5で再生した．装置の配置は図 2.2に示す．
実験は防音室で行った．音声呈示音圧レベルは Leqで 65 dBであった．また，1セッ
ションを通してピンクノイズを重畳した．SN比は 0 dBとした．聴覚刺激はヘッド
フォン（HDA200, Sennheiser）を通して呈示した．映像は 640× 480ピクセルで，17
インチのCRTディスプレイ（CPD-E220, Sony）から呈示した．視距離は約 50 cmで
あった．実験セッションでは，初めに呈示タイミング差に 3分間順応する順応フェー
ズの後，再順応（10秒）とテスト試行（静止画 2秒，テスト刺激 2秒，回答記入 6秒）
を繰り返すテストフェーズを行った．セッションの構成を図 2.3に示す．1セッショ







図 2.2:実験 1および 2で用いた実験装置の模式図












ることと，0 ms順応条件よりも +233 ms順応条件において音声がより遅延したテス
ト条件でも同時という反応が得られたことがみてとれる．順応条件とテスト条件を要
因とした分散分析の結果，順応条件（F(1, 9)= 5.31,p < .05），テスト条件（F(6, 54)
= 131.32,p < .01）ともに主効果が有意で，交互作用は有意ではなかった（F(6, 54)=


















































て/ta/反応が減少することと，0 ms順応条件よりも +233 ms順応条件のほうが全体的
に/ta/反応が多いことがみてとれる．順応条件とテスト条件を要因とした分散分析の
結果，順応条件（F(1, 7)= 9.28,p < .01），テスト条件（F(6, 42)= 18.59,p < .01）と
もに主効果が有意で，交互作用はなかった．この結果は，映像と音声が同期した刺激




































































応時間差は視聴覚時間差 0 msと +233 ms，−233 msの 3水準であり，テスト時間差










表 2.3:実験 3および 4において用いた刺激A～Fの条件一覧．各列内の同じアルファ
ベットは 1つの刺激の構成要素であることを意味する．




pa 画像 A 　 A
音声 A C A C
ta 画像 E
音声 E
ka 画像 C F C
音声 F
男性話者 3名　







/ta/, /ka/の映像と音声を収録した．収録機器や配置は実験 1および 2と同様であった．
発話者には，/pa/, /ta/, /ka/それぞれにつき，口形をはっきり，子音を強調して発話す
るよう教示を与え，各 10回程度発話させた．発話速度は，話者間・音節間の統制をす














音声のみの了解度は 81～86%であった．予備実験におけるSN比は暫定的に +13 dB
とした．女性話者の/ta/は，選んだ/pa/と/ka/の持続時間に近い発話を収録した中から









順応刺激は視聴覚時間差 0,+233 ms，−233 msの 3条件作成した．実験 1および 2















成したテスト刺激の視聴覚時間差は 0,±66,±133,±166,±233,±300,±433 msの計 13
条件となり，1つの順応条件につきこれら 13のテスト条件を繰り返した．
35




実験は防音室で行った．音声呈示音圧レベルは Leqで 70 dBであった．また，実験
4においてMcGurk効果の生起率を高くするため，音声明瞭度を下げる目的でテスト
刺激部分にのみ（注視点の呈示から刺激動画終了まで）ピンクノイズを重畳した．SN
比は +10 dBとした．この SN比において予備実験では明瞭度が約 90%に保たれた．
聴覚刺激はヘッドフォン（HDA200, Sennheiser）を通して呈示した．映像は640× 480
ピクセルで，17インチのCRTディスプレイ（CPD-E220, Sony）から呈示した．視距
離は約 50 cmであった．刺激呈示の制御と反応記録にはHot Soup Processor ver. 2.61
（onion software）を用いた．実験セッションでは実験 1および 2と同様，初めに呈示
タイミング差に 3分間順応する順応フェーズの後，再順応（10秒）とテスト試行（注
視点 1秒，テスト刺激 1233～2000 ms，回答入力）を繰り返すテストフェーズを行っ
た．1セッションには 13のテスト条件が各 6試行含まれ，計 78試行で構成した．話






















率が 75%となる丁度可知差異（just noticeable difference: JND）と，正答率が 50%と
なる主観的同時点（point of subjective simultaneity: PSS）を算出した．JNDは，累積












に音声遅延側において 0 ms順応条件と比較すると，−233 ms順応条件ではより小さ
い視聴覚時間差で「画像が先」という反応が得られているのに対し，+233 ms順応条
件では同程度の反応を得るのにより大きい視聴覚時間差を要することがみてとれる．
図 2.7 (b)に 4種類のセッションすべてを含めた各順応時間差条件における丁度可
知差異の値を示した．この図は，同期条件と非同期条件で丁度可知差異が異なるとい
う傾向を示している．そこで，同期順応条件と非同期順応条件における丁度可知差異
について t検定を行った．その結果，−233 ms順応条件と 0 ms順応条件でも（t (9)=
−4.34,p < .001；片側），+233 ms順応条件と 0 ms順応条件でも（t (9) = −1.84,p <
.05；片側）丁度可知差異は有意に異なった．この結果は，映像と音声が同期したタイ
ミング（0 ms順応条件）に順応した場合（M = 145 ms）よりも，音声が映像に 233
ms先行したタイミングに順応した場合には時間窓が狭まり（M = 126 ms），233 ms
遅延したタイミングに順応した場合には時間窓が拡大する（M = 177 ms）というこ
とを示している．














表 2.4:実験 3の分析結果一覧．*印は同期条件と有意差が認められた条件 (p < .05)．
同様に，+印は有意傾向 (p < .10)，n.s.は有意差なしを示す．
丁度可知差異 主観的同時点
順応条件 音声先行条件 音声遅延条件 音声先行条件 音声遅延条件
全条件 * * * n.s.
視聴覚一致条件 n.s. * + n.s.
視聴覚不一致条件 + n.s. + n.s.
男性条件 + n.s. + n.s.
女性条件 n.s. + n.s. n.s.
（t(9) = −2.58,p < .05；片側），+233 ms順応条件と 0 ms順応条件では有意な差はな
かった（t (9) = −1.02,n.s.）．この結果は，映像と音声が同期したタイミングに順応
した場合（M = −69 ms）よりも，音声が映像に 233 ms先行したタイミングに順応し












差異について t 検定を行った結果，+233 ms順応条件と 0 ms順応条件で丁度可知差







































ションの +233 ms順応条件と 0 ms順応条件で丁度可知差異に有意差が確認されたが









































時間差は視聴覚時間差−233 ms，0 ms，+233 msの 3つの条件に順応を行わない条件



































48)= 9.68,p < .001），テスト条件（F(12, 192)= 16.70,p < .001）ともに主効果が有
意で，交互作用も有意であった（F(36, 576)= 5.71,p < .001）．順応条件の主効果の
多重比較の結果，順応なし条件と順応あり 3条件（−233, 0,+233 ms順応条件）の間
に有意差があり（−233 ms順応条件 t(48)= 4.72，0 ms順応条件 t(48)= 4.13，+233



















の主効果が有意で（F(3, 48)= 13.22,p < .001），多重比較の結果，順応なし条件と順
応あり条件で有意な差があった（−233 ms順応条件 t(48)= 5.52，0 ms順応条件 t(48)








































られる．そこで，視聴覚不一致条件における 0 msと −233 msの順応条件，テスト条
件を要因とした分散分析を行った．その結果，テスト条件の主効果のみが有意であっ
た（F(12, 192)= 6.68,p < .001）．一方，交互作用は有意ではなかった（F(12, 192)=






























2.21に示した．視聴覚一致条件における 0 msと−233 msの順応条件，テスト条件を
要因とした分散分析の結果，テスト条件の主効果が有意であったが（F(12, 96)= 7.87,






































実験 1 同時性判断（直接指標） － 時間窓が変化
実験 2 音声同定（間接指標） － 時間窓が変化
実験 3 時間順序判断（直接指標） PSSがシフト JNDが増大

















• 実験 2と 4：音声同定率という同時性知覚の間接的指標を用いた場合，実験 2で
は時間窓が変化し，補正が示唆されたものの，実験 4では明らかな補正はみら
れなかった．























































































他にも，順応時間差が Vatakiset al.[53]では +300 msなのに対し本研究では +233



































































































準であり，テスト時間差は 0,±66,±133,±166,±233,±300,±433 msの 13水準であっ
た．ここで負符号は音声が画像に先行する条件を示している．
B.実験参加者
音韻モード条件は 18名（うち女性 2名，平均年齢 25.6歳），非音韻モード条件は
15名（うち女性 4名，平均年齢 21.3歳）であった．全員が日本語を母語とし，視力
66













正を加えた [58, 59]．求めた周波数と振幅値をサンプリング周波数 48 kHzでアップサ
ンプリング補間し，その振幅を滑らかにするためカットオフ周波数 24 Hzの低域通過








実験は防音室で行った．音声呈示音圧レベルは Leqで 70 dBとした．音声にはピンク
ノイズを重畳し [46, 66]，SN比は+10 dBとした．聴覚刺激はヘッドフォン（HDA200,
Sennheiser）を通して呈示した．映像は 640× 480ピクセルで，21インチのCRTディ
スプレイ（CDT2128A, Takaoka）から呈示した．観察距離は約 51 cmであった．刺激






































条件間で対応のある t検定を行った．その結果，有意な差があり (t(31)= 2.16,p < .05)，

























音韻モード条件は 17名（うち女性 4名，平均年齢 23.4歳．11名は実験 5における




























た（t(25.8)= 0.76,p = .46）．この結果は，識別が充分可能な刺激に関しては，正弦
波音声について音声だという教示があった場合（M = 118 ms）と，同じ刺激につい
てそのような教示がない場合（M = 110 ms）で，丁度可知差異に有意な変化がない
ことを示している．なお，音韻モード条件の実験参加者のうち，実験 5に参加した群





















































































































































































































































表 4.1: 実験 7で使用した，1または 3モーラ目の 1音素が異なる 4モーラ単語ペア
一覧
異なるモーラ ペア単語　
mora1 トウハツ (頭髪) -モウハツ (毛髪)
カッサイ (喝采) -バッサイ (伐採)
ゲイヒン (迎賓) -メイヒン (名品)
モウロウ (朦朧) -ヨウロウ (養老)
ナカセル (泣かせる) -ワカセル (沸かせる)
mora3 ユウノウ (有能) -ユウボウ (有望)
トクダイ (特大) -トクバイ (特売)
オオカタ (大方) -オオマタ (大股)
アンマク (暗幕) -アンヤク (暗躍)













違いのペア単語 [80]から，1または 3モーラ目だけが異なる単語ペア 10組（合計 20
単語）を用いた（表 4.1）．これらの単語の音声単語親密度の平均は 5.127，最小値は




器 [81]を用いて各画像 It(t =1, 2, ..., T)中で口唇領域候補を抽出する．抽出
84
結果に基づき，口唇領域が存在する大まかな範囲を画像の x，y軸上で決定し
(Xmin <= x <= Xmax,Ymin <= y <= Ymax)，口唇領域を内包する矩形の系列Rt(t =1,
2, ..., T)を求める．




(3) 画像の x，y軸と時間 t軸からなる 3次元空間内で口唇領域画素の 6連結成分を求
める [84]．得られた連結成分のうち，一部の時間区間にしか存在しないもの（連
結成分の t座標の最小値Ctmin，最大値CtmaxがCtmax−Ctmin < T − 1のもの）を








度が小さい歯の部分，−134<=a*<= 220で |a*| <= 15）も非口唇領域画素と判
定する．
(5) 3次元空間内で非口唇領域画素の6連結成分を求め，短い時間区間にしか存在しな
い連結成分（連結成分の t座標の最小値 Ctmin，最大値CtmaxがCtmax−Ctmin < 3
のもの）を除去する（雑音の除去）．各矩形Rt を x軸方向および y軸方向に走
査し，非口唇領域画素に挟まれた区間の画素を全て非口唇領域画素とする．






















周波数 48 kHz，量子化ビット数 16 bit）との合成には，Adobe Premiere Pro CS4を用
いた．
D．手続き
実験は防音室で行った．音声呈示音圧レベルは Leqで 57 dBとした．また，音声明
瞭度を下げる目的でピンクノイズをSN比−13 dBで重畳した．このSN比において音
のみを呈示した予備実験では了解度が約 60%であった．刺激呈示装置は第 3章の実






























結果，セッション順の主効果が有意であり（F(2, 38)= 5.71,p < .01），Bonferroni法
による多重比較を行った結果，3セッション目が 1セッション目よりも有意に了解度
が高かった（p < .05）．一方で，視覚刺激条件の主効果（F(5, 95)= 0.41,n.s.），お
87
よび交互作用（F(10, 190)= 1.51,p = .14）は有意ではなかった．
同様に，回答対象となったモーラ位置（1または 3モーラ）と視覚刺激条件 7条件
を要因とした 2要因の分散分析を行った結果，モーラ位置の主効果（F(1, 19)= 28.08,



















































































































「難聴者のための単語了解度試験用単語リスト」[88, 89, 90]に含まれる 4モーラ単
語のリストを用いた．このリストは，親密度 7.0～5.5，5.5～4.0，4.0～2.5，2.5～1.0






















聴覚刺激として劣化雑音音声（noise-vocoded speech sounds: NVSS）[91]を以下の手
順で作成した．まず，元音声を 8 kHzでダウンサンプリングした後，バンドバスフィ




















本化周波数 44.1 kHz，量子化ビット数 16 bit）と合成した．なお，画像圧縮の際の
ビットレートは，元画像条件ではおよそ 1000 kbps，図形画像条件ではおよそ 100～
200 kbps，音のみ条件ではおよそ 50 kbpsであった．
D．手続き
実験は防音室で行った．音声呈示音圧レベルは Leqで 60 dBとした．刺激呈示装



































2要因の分散分析を行った結果，モーラ位置の主効果（F(3, 33)= 422.08,p < .01），

























した2要因の分散分析を行った結果，モーラ位置の主効果（F(3, 33)= 62.86,p < .01），
および視覚刺激条件の主効果が有意であった（F(5, 55)= 17.32,p < .01）．Bonferroni
法による多重比較の結果，3および4モーラ目が他よりも高く，この2つのモーラ間に
有意な差はなかった．次いで 1モーラ目，2モーラ目の順に正答率が有意に低かった











































































2要因の分散分析を行った結果，モーラ位置の主効果（F(3, 21)= 474.26,p < .01），
および視覚刺激条件の主効果が有意であった（F(5, 35)= 15.32,p < .01）．Bonferroni
法による多重比較の結果，4モーラ目の正答率が最も高く，次いで 2モーラ目および

















因とした 2要因の分散分析を行った結果，モーラ位置の主効果（F(3, 21)= 153.47,






























































































































































































































































































































（posterior superior temporal sulcus: pSTS），相補的モードは後部上側頭溝，および多
116
感覚領域でありながら発話静止画に対する音韻判断時に賦活するという報告のある
左下頭頂葉（inferior parietal lobule: IPL）を基盤としたシステムである．(p)STSは同







































































































に 6名（男性 3名，平均年齢 23.7歳），再順応のみ・時間差ランダム条件に 7名（男







ダム条件）であった．順応時間差は，視聴覚時間差 0 ms（同期条件），±233 ms（非
同期条件．負符号は音声が画像に先行する条件を示す）の 3水準であり，テスト時間





















Hot Soup Processor ver. 2.61（onion software）を用いた．
3分順応条件では，初めに呈示タイミング差に 3分間順応する順応フェーズの後，
再順応（10秒）とテスト試行（注視点 1秒，テスト刺激 1233～2000 ms，回答入力）
を繰り返すテストフェーズを行った．1セッションには 2条件の非同期刺激に加え，

























答率が 75%となる丁度可知差異（JND= 0.675/傾き；累積正規分布における 75%点







結果，順応時間差の主効果は有意で（F(2,46) = 8.04, p < .01），順応方法の主効果
（F(2,23)= 1.86, p = .18）および，交互作用は有意でなかった（F(4,46)= 0.15, n.s.）．
順応時間差の主効果についてRyan法による多重比較を行った結果，−233 ms順応条
件の主観的同時点が，0 msと +233 ms順応条件よりも有意に小さく，音声先行方向
124
にあった（どちらも p < .01）．これは，音声が画像に 233 ms先行するタイミングを
観察する場合に，視聴覚同期や音声遅延を観察する場合と比較して，より音が早く呈
示されたものを同時と判断するということを示す．また，順応なし条件の主観的同時




（F(2,46)= 7.32, p < .01），順応方法の主効果（F(2,23)= 0.02, n.s.）および，交互
作用は有意でなかった（F(4,46)= 0.35, n.s.）．順応時間差の主効果についてRyan法
による多重比較を行った結果，+233 ms順応条件の丁度可知差異が，0 msと−233 ms
順応条件よりも有意に大きかった（どちらも p < .01）．これは，音声が画像に 233
ms遅延するタイミングを観察すると，視聴覚同期や音声先行を観察する場合よりも，
視聴覚間の時間順序の正確な判断が困難になるということを示す．また，順応なし条
件の丁度可知差異の平均は 108 msで，3分順応の 0 ms条件と有意な差はなかった．
なお，順応方法の主効果は有意でなかったものの，3分順応がない場合に，特に
+233 ms順応条件において丁度可知差異が小さい傾向がみられたため，順応方法別に
同期（0 ms）順応と非同期（±233 ms）順応で t検定を行った。その結果，3分順応あ
りの場合，+233 ms順応条件における丁度可知差異は，0 ms順応条件よりも有意に




































































アラワザ イシバシ ウワバミ オハライ カタハラ
ガマグチ キジバト キャタピラ クニガラ ゲツガク
ケンサツ ゴタブン コバルト サワガニ ザンギリ
シキツメ ジャクタイ スミヤキ セイハツ ゾクハツ
ソデナシ ダシナゲ タナボタ チカヅキ チャクダツ
ツウブン テキシツ トオヤマ ドルバコ ナカダチ
ニワイシ ヌケアナ ハヤワザ バンガイ ヒキマド
ビンワン フウジン ヘラブナ ホンズリ マタガシ
ミヤサマ ムラビト モチダシ ヤマハダ ユウガオ
ヨワゴシ ランラン ワカアユ ネガイデ ロマンハ
アゲダシ イチベツ ウレユキ オモワク カブワケ
キュウメイ キリボシ グウノネ クセモノ ゲイフウ
ケツゴウ ゴクヒン コトヅテ サオトメ ジツロク
ストロボ ズンドウ セイユウ ゼンリン ゾクヘン
ソデグチ チンレツ ツケヒゲ テキニン デンテツ
トメソデ ドロヨケ ニゲゴシ ヌケオチ ネリミソ
ノドブエ ハリヤマ ヒトヅキ フチドリ ブツゼン
ベツムネ ヘンテツ ホンスジ ボンボリ ミズモノ
ムシヨケ メンモク モノオジ ユウドウ ヨソゴト
リキセツ レイブン ロウボク シロヘビ ギジドウ
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アトガマ イモバン ウチデシ オザナリ カラタチ
ギダユウ キャクジン キワモノ クロパン ゲキタイ
コトワリ ゴムナガ ザクギリ サメハダ ジツゾウ
シブカワ スミツキ セワニン ソメワケ ダレギミ
タワゴト ツケダシ テツワン トラフグ ナカホド
ニチヨウ ヌイシロ ネコソギ ノンプロ バイヤス
ハヤビケ ヒジテツ ブタゴヤ フナゾコ ベツワク
ヘンアツ ボウハツ ホトボリ マゼコゼ ミノホド
ムダボネ メイヒン モンゼツ ヤボヨウ ユビオリ
ヨセモノ ランシン ルイセキ ワシバナ ドルガイ
アラナワ イモガユ ウデズク オフレコ カタソデ
ガンユウ キュウヘン キョウボウ キンブチ クニモト
ゲキメツ ケンダマ ゴウヨク サイダン ザツゼン
ジキヒツ スイボツ ゼツリン センベツ ソメモノ
ダシヌケ タダゴト ツツシミ テツビン デンネツ
トオボエ ドブイタ ナツヤマ ニノウデ ヌノギレ
ネクズレ ノドゴシ バクシン ハコニワ ヒトヨセ
ベイゴマ ホネヌキ マルポチャ ミソヅケ ムギトロ
モロモロ ヤブヘビ ユウモヤ ヨコトジ リキトウ
レンリツ ワズライ コロシヤ シゼンサ フゾクゴ
アサガタ イワヤマ ウチダシ カワハギ ガンタイ
キャクシツ ギャクフウ キュウバン クサハラ グンパツ
コシイレ ゴミタメ サザナミ ザンガイ ジカタビ
シバイヌ シャクヤク スジアイ セツダン ソウガワ
タナアゲ ダンヤク チャダンス チンギン ツウタツ
テキハツ トラガリ ナマヤケ ニクシツ ヌキアシ
ネンイリ ノキナミ ハナゾノ バンカイ ヒンパツ
フナビン ブンパイ マラカス ミズマシ ムラザト
メイガラ モトジメ ヤマワケ ユキヤケ ヨツカド
ランパツ ワカヅマ オンナデ キガルサ ギリダテ
アネモネ イツダツ ウワゼイ オンセツ ガードル
カオダチ キレハシ クサノネ ケツイン ゲンメツ
コソドロ サバヨミ シマヘビ ジャクネン シャムネコ
ジントク スケダチ セトヤキ ゼンダマ ゾクホウ
ソトボリ タテワリ ダンネツ ツヤケシ テマダイ
デンタツ トメガネ ドラゴエ ナベゾコ ニタモノ
ヌレガミ ノウミツ ハゲワシ バンシャク ヒトザト
フクイン ベツダン ヘヤワリ ホロバシャ マタグラ
ミズガレ ムシボシ モノゴイ ヤマザト ユウバレ
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