Abstract. Let M be a nite module over a ring R obtained from a commutative ring Q by factoring out an ideal generated by a regular sequence. The homological properties M over R and over Q are intimately related. Their links are analyzed here from the point of view of di erential graded homological algebra over a Koszul complex that resolves R over Q.
Introduction
Regular sequences appeared simultaneously in two landmark papers published in 1956 at the outset of the`homological era ' 24] of commutative ring theory.
Auslander and Buchsbaum introduced them in 1] under the present name and used them to prove that regular local rings have nite global dimension; details were given in 2]. Without naming them Rees 29] put regular sequences at the foundation of his theory of grade for ideals and its extension to modules in 30] . Since then, a number of authors has returned to the general`change-of-rings' question:
How is the module theory of a commutative ring Q related to that of its residue ring R = Q=(f) when f = f 1 ; : : : ; f c is a Q-regular sequence?
To put our results in context we provide a short historical overview. Rees 29] provided part of the answer: If an R-module M lifts to Q, in the sense that M = L=(f)L for a Q-module L on which f is regular, then the homological properties of M over R are determined by those of L over Q. Tate in 1957 constructed an R-free resolution F of Q=(g) when g is a Q-regular sequence and f (g). His paper 33] introduced to commutative algebra the technique of DG (= di erential graded) algebra resolutions, a version of the`constructions' developed by H. Cartan for his celebrated computation of the homology of Eilenberg-MacLane spaces 15]. When R is a local complete intersection, meaning that Q can be taken to be a regular local ring, Tate's construction yields a minimal free resolution of the residue eld k of R.
In 1969 Shamash 31] signi cantly extended Tate's result in the case of codimension 1, that is, when the regular sequence consists of a single element. Starting from a Q-free resolution E of an R-module M, he produced inductively a system of`higher homotopies' on E, tted them together to get a di erential on a free graded module with F n = L u>0 R Q E n?2u , and showed that the resulting complex Ef g is a free resolution of M. As a consequence, the Betti numbers In 1980, Eisenbud 18] took that road to study the case when Q is a regular local ring. He proved that if cx R M 1 then the minimal free resolution of M becomes periodic of period 2 after at most (depth R+1) steps; in codimension 1 he expressed the periodic tail from a`matrix factorization' of the de ning equation f. His key instrument were S-module structures on (co)homology induced by chain maps of degree ?2 that operate on any free resolution of M and commute up to homotopy. Extending Shamash's construction to arbitrary codimension, he produced a not necessarily minimal R-free resolution Ef g of M that is a DG module over S.
More recently, results on modules over complete intersections have led to the introduction of new homological dimensions for modules over commutative rings.
In 5], 9] most results on modules over complete intersections have been extended to modules of nite CI-dimension over arbitrary local rings. The Betti sequence of such modules has been shown to grow asymptotically as a polynomial in n. When cx R M 1, the sequence stabilizes after at most depth R + 1 steps; when cx R M 2, it eventually strictly increases.
Next we describe the material in this paper. In Section 1 we recall a few basic facts from DG homological algebra over the Koszul complex K resolving R over Q; complete details may be found in 7, x1]. The upshot is that if R ? Q ? ! k are commutative ring homomorphisms, then Ext Q (M; k) is naturally a graded module over Tor Q (R; k). This is the cohomological counterpart of the classical homological product of Cartan and Eilenberg 16] .
Starting from a Q-free resolution E of M with action of the Koszul complex K(f; Q), we produce in Section 2 a universal R-free resolution G(E) of M. It seems to be simpler to construct and to analyze than Tate's resolution, which it generalizes, or that of Shamash and Eisenbud, of which it is a special case.
Its explicit structure of DG module over S is used in Section 3 to introduce the operators in cohomology, and to compute Exts in several cases of interest.
To describe the results of Section 4 we assume for simplicity that Q is a regular local ring with algebraically closed residue eld k and M is a maximal CohenMacaulay module over a complete intersection R = Q=(f 1 ; f 2 ) of codimension 2. The resolution G(E) yields Ext R (M; k) as the homology of a natural linear complex C (M; k) of length two whose terms are free graded modules over the polynomial ring R = k 1 ; 2 ]. That complex is obtained by a standard procedure from the graded module M = Ext Q (M; k) over the exterior algebra T = Tor Q (R; k) on two variables of degree 1. The indecomposable direct summands of M are determined by Kronecker's theory of pencils of matrices and provide a decomposition of C (M; k) into a direct sum of explicitly known linear complexes. All this allows to describe in detail the R-module Ext >n R (M; k), for n > m = 2 maxf R 0 (M) ; R 1 (M)g. Using the computation above, we trim in Section 5 the universal resolution of the m'th syzygy of M in order to get a minimal R-free resolution F of M. The process shows that the truncation F >m has a structure of DG module over the ring of operators S = R 1 ; 2 ]. This proves in codimension 2 a conjecture of Eisenbud 18] that remains completely open in higher codimensions.
In Section 6 we return to a general ring Q and its residue ring R modulo a regular sequence f = f 1 ; : : : ; f c . We set up a change-of-rings spectral sequence converging to Ext R (M; N), when M and N are modules over R. Its second page is a linear complex C (M; N) of graded S-modules, determined by the graded module Ext Q (M; N) over the exterior algebra Rh 1 ; : : : ; c i = Tor Q (R; R). The sequence yields a short transparent proof of Gulliksen's niteness theorem.
In the nal Section 7 we focus on a module M of nite CI-dimension over a local ring. From the spectral sequence we derive a new proof that the Betti sequence of M grows asymptotically like a polynomial. From the results in codimension 2 we obtain a realistic estimate of that place in the resolution of a module of complexity 2 beyond which the Betti numbers start to increase. that is an isomorphism whenever the k-module N 0 is injective.
The algebra and module structures on Tor's are classical, given by the homology product t of Cartan and Eilenberg 16].
As a rst application of the theorem we show that the action of Tor detects free summands in certain cases. The largest rank of a free direct summand of a module L over a ring A is known as the free rank of L , denoted f-rank A L.
Recall that a nite module M 6 = 0 over a local (noetherian) ring Q is said to be perfect if its projective dimension proj dim Q M equals the length of a maximal Q-regular sequence contained in its annihilator. An ideal a Q is Gorenstein of codimension c if Q=a is a perfect Q-module whose minimal free resolution P has length c and satis es P c = Q.
1.2. Proposition. Let a be a Gorenstein ideal of codimension c in a local ring Q with residue eld k, set R = Q=a and T = Tor Q (R; k). If M is a nite R-module with proj dim Q M < 1 and depth M = depth R, then
The notation of Theorem 1.1 remains in force throughout the section. We describe next some basic DG algebra techniques used in various proofs of the paper. A quasi-isomorphism is a morphism such that H i ( ) is an isomorphism for all i.
A DG algebra K is a complex whose underlying graded module is a graded algebra and whose di erential satis es the Leibniz rule @(ab) = @(a)b + (?1) i a@(b) for a 2 K i and b 2 K. Similarly, a DG module U over K is a complex such that U \ is a graded K \ -module, and @(au) = @(a)u + (?1) i a@(u) for a 2 K i and u 2 U.
Any ring can and will be considered a DG algebra concentrated in degree zero.
1.6. Example. Let f = ff 1 ; : : : ; f c g be a set of elements of Q.
The Koszul complex K(f; Q) is the DG algebra with K(f; Q) \ the exterior algebra on a free Q-module with basis 1 ; : : : ; c of homological degree 1, and di erential @ such that @( j ) = f j for j = 1; : : : ; c. It can also be described as the DG algebra obtained from Q by adjoining exterior variables 1 ; : : : ; c to kill the cycles f 1 ; : : : ; f c , cf. 33], 7, x6.1]; one then writes K(f; Q) = Qh 1 ; : : : ; s j @( j ) = f j i. We say that a complex of Q-modules E has a Koszul structure if it is a DG module over K(f; Q). By the Leibniz rule @( j e) + j @(e) = f j e for all e 2 E, so the map (j) (e) = j e of degree 1 is a Q-linear homotopy from f j id E to 0 E . Thus, a Koszul structure on E is nothing but a choice of a family of homotopies ? (j) : f j id E 0 E c 1 satisfying (j) (i) = ? (i) (j) and (j) (j) = 0.
1.7. A DG module E with E i = 0 for i 0 is semi-free if the K \ -module E \ is free. This is a special case of the notion in 10, x1], where general facts on semi-freeness are discussed. For elementary proofs of the following propositions cf. 7, x1.3].
Let E be a semi-free DG module and : U 0 ? ! U a morphism of DG modules. 1.7.1. If is a surjective quasi-isomorphism of DG modules over K, then each morphism : E ? ! U lifts to a morphism 0 : E ? ! U 0 such that = 0 ; any two such liftings are homotopic by a K-linear homotopy. 1.7.2. If is a quasi-isomorphism then so is K E: U 0 K E ? ! U K E. 1.7.3. If E 0 also is a semi-free DG module over K and if : E 0 ? ! E is a quasi-isomorphism, then so is V K : V K E 0 ? ! V K E for each DG module V.
Next we recall some standard constructions; details may be found in 7, x2]. 1.8. Any ring homomorphism Q ? ! R can be factored as a composition of morphisms of DG algebras Q , ! K R with the following properties: The graded algebra K \ is the tensor product of the symmetric algebra on a free graded Qmodule concentrated in non-negative even degrees with the exterior algebra on a free graded Q-module concentrated in odd degrees; the surjection : K R is a quasi-isomorphism. If K 0 ? ! R is a quasi-isomorphism of DG algebras over Q, then there is a morphism K ? ! K 0 of DG algebras over Q inducing the identity on R.
Any R-module M becomes a DG module over K through the morphism , and there is always a quasi-isomorphism E ? ! M from a non-negatively graded semi-free DG-module E over K, cf. Subsection 2.1 for a special case. 1.9. Let In particular, the associated connecting morphism in cohomology is -linear.
We are ready to establish the results stated at the beginning of this section. 
Universal resolutions
In this section f = ff 1 ; : : : ; f c g is a Koszul-regular subset of Q, in the sense that R = Q=(f) 6 = 0 and the Koszul complex K = K(f; Q) satis es H i (K) = 0 for i 6 = 0; equivalently, the canonical projection : K ? ! R is a non-zero quasi-isomorphism. 2.1. Each R-module M has a Koszul resolution, meaning a projective resolution of M over Q that is a DG module over K. In view of the important role such a resolution plays in the paper, we reproduce here its simple construction. induction that there is a DG module with E(n) \ = L i2I(n) K \ e i (n) and a morphism (n): E(n) ? ! M with H j ( (n)) bijective for j < n and surjective for j = n.
Let fz i (n) 2 E(n) j i 2 I n+1 g be a set of cycles whose classes span Ker H n ( (n)). Set I(n + 1) = I(n) t I n+1 , let E(n + 1) be the DG module with E(n + 1) \ = L i2I(n+1) K \ e i (n + 1) and di erential that extends the one on E(n) and satis es @ ? e i (n + 1) = z i (n). The unique K-linear map (n + 1): E(n + 1) ? ! M that extends (n) and sends each e i (n + 1) to 0 is a morphism of DG modules over K.
It is clear that H (n + 1) is bijective in degrees < n + 1 and surjective in degree n + 1. The limit map = S n>0 (n) is then a quasi-isomorphism E ? ! M and the DG module E = S n>0 E(n) is semi-free over K.
Note that E n 6 = 0 for n 0 if proj dim R M = 1. However, if proj dim Q M = q < 1, then setting E 0 n = 0 for n < q, E 0 q = @(E q+1 ) and E 0 n = E n for n > q de nes a subcomplex E 0 of E, and E 00 = E=E 0 is a projective resolution of M over Q. For degree reasons E 0 is a DG submodule of E over Q, whence E 00 constitutes a Koszul resolution of M over Q that has minimal possible length, equal to proj dim Q M. 2.5. Shamash 31, x3 ], for c = 1, and Eisenbud 18, x7], for any c, produce an R-free resolution of an R-module M out of any Q-free resolution E 0 of M over Q. They proceed in two steps, rst exhibiting on E 0 a system of higher homotopies = f (H) : E 0 ? ! E 0 j H 2 N c g, then using it to de ne on E 0 f g \ = ? Q E 0\ a di erential that turns E 0 into a DG module over S with H (E 0 f g) = M.
The graded algebra = Tor
When E 0 has a Koszul structure the rst step is gratuitous, cf. 18, p The map is obviously an isomorphism.
The map is bijective, because it is linear for the actions of K on the rightmost factors and maps a K \ -basis of ?N c j=1 T(j) \ K \ to one of L 0\ .
The map ?N c j=1 (j) K is a quasi-isomorphism by the K unneth Theorem.
The commutativity of the diagram implies that is a quasi-isomorphism. Proof of Theorem 2.4. In the notation of the preceding proof, the maps
are morphisms of complexes of Q-modules.
For the action via the right hand factor K in K K L, the DG module L is semi-free over K. Thus, is a quasi-isomorphism of semi-free K-modules and Proposition 1.7.3 shows that K E is a quasi-isomorphism.
The DG module L K E over K is semi-free for the action via the left hand
? E \ and the Q-modules e ? and E \ are free. As is a quasi-isomorphism, so is K L K E by Proposition
Via these quasi-isomorphisms we get H(R K L K E) = H(E) = M. It remains to note that the isomorphism of graded modules
The situation in codimension 1 was investigated further by Eisenbud 18] . We present some of his results from the point of view of Theorem 2.4 that becomes particularly simple in this case. An alternative approach is taken by Iyengar 23, 3.2] , who recovers the periodic resolution from a universal resolution based on the bar-construction. 
When Q is local and E is a minimal Q-free resolution we have Im(R ) mRy (n) Q E 0 . Thus, G(E) is minimal precisely when Im nE 1 . By exactness and periodicity we have Im( into a graded R-algebra, known as the free divided powers algebra over R in the ?-variables y 1 ; : : : ; y c . If E is a DG algebra over K, then G(E) becomes a DG algebra with underlying graded algebra ? Q E \ , and the inclusion E = E Q 1 G(E) is one of DG algebras. In particular, the DG module L of Proposition 2.6 is a DG algebra that contains K Q K as a DG subalgebra.
In the parlance of Quillen's homotopical algebra 27], transposed by him into commutative algebra in 28], the DG algebra maps K K ! L ! K constitute a model of the multiplication map K K ! K and S = H(Hom K K (L; R)) represents the (derived or hyper-) Hochschild cohomology of the algebra Q ! R.
Cohomology operators
In this section f = f 1 ; : : : ; f c is a Koszul-regular set in a commutative ring Q, K is the Koszul complex on f, and R = Q=(f). Gulliksen 21] The action is natural in both M and N.
Exact sequences of R-modules induce S-linear connecting morphisms.
The main work is embedded in the following constructions.
3.2. To remind the reader that the variables j have cohomological degree 2 we use f g to denote shifts on graded S-modules. For instance, multiplication with a linear form in 1 ; : : : ; c de nes a morphism from S to Sf2g. One sees by direct comparison that C(E; N) = Hom R (G(E); N) as complexes of R-modules, where G(E) is the R-free resolution of M provided by Theorem 2.4. We bigrade the R-module underlying C(E; N) by assigning to the elements of S v R Hom(E u ; N)f?2ug complex degree ?u, operator degree 2u+2v, and bidegree (?u; 2u + 2v); the sum of the complex and operator degrees of a bihomogeneous element is its cohomological degree, here equal to u + 2v.
The action of j 2 S has bidegree (0; 2) and cohomological degree 2. The action of j 2 has bidegree (1; ?2) and cohomological degree ?1
The rst component of @ has bidegree (?1; 2) and cohomological degree 1.
The second component of @ has bidegree (1; 0) and cohomological degree 1.
Thus, C(E; N) is a DG module over the algebra S R with polynomial variables j of bidegree (0; 2) and exterior variables j of bidegree (?1; 2). As in Subsection F is its minimal resolution the homomorphism g is bijective in degrees s. As g is S-linear, the S-module Ext can be studied by shifting degrees.
In this connection it is useful to note the following: Due to the isomorphisms The kernel of the multiplication map P k P ? ! P is generated by the regular sequence dx = 1 x 1 ? x 1 1; : : : ; 1 x d ? x d 1. Set Q = P k R and let g = g 1 ; : : : ; g c be the image of dx in Q, so that g i = 1 x i ? x i 1. Clearly, Q=(g) = P P k P (P k R) = R :
The isomorphism K(g; Q) = K(dx; P k P) P k P Q yields H (K(g; Q)) = Tor P k P (P; Q) :
By assumption, the Koszul complex K(h; P) is a free resolution of R over P. This implies that P k K(h; P) is a free resolution of Q over P k P, so Tor P k P (P; Q) = H (P P k P (P k K(h; P))) = H (K(h; P)) = R : These isomorphisms show that K = K(g; Q) is a resolution of R over Q.
Setting f = f 1 ; : : : ; f c with f j = h j 1, we see that the complex E = K(f; Q) is isomorphic to K(h; P) k R, and hence resolves R k R over Q, as R is k-at.
Since Q=(g) = R, we have f (g), hence Hom Q (@ E ; N) = 0 for each R-module N. Now Subsection 3.7 yields a direct sum decomposition ? d+n n g otherwise. For any minimal Cohen presentation of the completion b R of R as a residue Q=a of a regular local ring (Q; n; k) by an ideal a n 2 one has edim R = dim Q, codim R = height a, and ord R = supfn 2 N j a n n g unless R is regular.
A local ring R is a complete intersection if the de ning ideal in some (or, equivalently, in any) Cohen presentation b R = Q=a can be generated by a regular sequence.
We can determine the R-modules Ext b R (R=m n ; k) for the initial values of n by applying Subsection 3.9 to a regular sequence g of generators of the maximal ideal of Q. The numerical expressions of these computations are formulas for Poincar e series recorded in the following corollary. For n = 1 the result goes back to Tate 33, Theorem 6]; for n = 2 it is proved in 6, (2.1)] by a more complicated argument. This is an e ective version of a general niteness result of Gulliksen 21] , cf. Corollary 6.2 below. Our proof establishes much more than the statement above: in Subsection 4.7 we obtain Ext >m R (M; k) as a direct sum of explicitly given indecomposable graded R-modules.
We do not know whether the bound on the degrees of the generators is sharp. By applying an argument from the proof of 9, (7. We now take a careful look at graded modules over the algebra Tor Q (R; k). The signi cance of the modules just described is due to a classical result of Kronecker 25]: For k = C , the pairs ( 1 ; 2 ) appearing above form a complete list of indecomposable pairs of commuting complex matrices ( 1 ; 2 ) up to similarity.
Dieudonn e 17] gave the rst modern proof, over an arbitrary algebraically closed eld. Heller and Reiner 22] reinterpreted the result as a description of the isomorphism classes of indecomposable (not necessarily graded) modules. We abstract:
4.4. The T-modules K, L(n), M(n; ), with n 2 Z and 2 P 1 k , are indecomposable.
When k is algebraically closed, each nite graded T-module is isomorphic to a direct sum of shifts of these. Such a decomposition is unique in the sense of Krull-Schmidt. Clearly H i (M (n; )) = 0 for i 6 = 0. We claim that H 0 (M (n; )) is isomorphic to M(n; ) = 8 > > > < > > > :
( 1 ; 2 ) n ( 2 ) n f2ng if = 1 : This amounts to the exactness of M + (n; ), the complex obtained by augmenting M (n; ) through the map n; to M(n; ) given on the canonical basis of R n by n; (e i ) = We have H 1 (M + (n; )) = 0 because n; is surjective. The Euler characteristic of M + (n; ) vanishes, hence so does that of its homology, proving H 0 (M + (n; )) = 0.
We return to the notation of Theorem 4. 4.6. Let E be a minimal Q-free resolution of M with E n = 0 for n > 2.
For e = 1; 2 choose a homotopy (e) : E ? ! E between f e id E and 0 E . We have
When i = j the last expression vanishes. Otherwise, it equals ?@ (i) (j) by symmetry. As @ is injective on E 2 we get (j) (i) (a) = ? (i) (j) (a) and (e)2 (a) = 0 for a 2 E 0 . The same relations hold trivially for a 2 E n with n 6 = 0, so e (x) = (e) (x) turns E into a DG module over K = Rh 1 ; 2 i by Example 1.6. 4.7. In view of the minimality of the Koszul resolution E constructed above and of Subsection 3.7, the complex of graded R-modules When k is algebraically closed, Subsections 1.1 and 4.4 uniquely de ne integers: p ; q(e) ; r(e) ; s(e) ; t(0) ; t(1) ; t(2) 0 ; integers: a e 1 ; ; a e q(e) ; b e 1 ; ; b e r(e) ; c e 1 ; ; c e s(e) > 0 ;
pairs: (c e 1 ; e 1 ) ; ; (c e s(e) ; e s(e) ) with e j 2 P 1 k ;
for e = 0; 1, such that the graded T-module M = Ext Q (M; k) is isomorphic to
The decomposition of M splits C (M; k) into a direct sum of complexes of graded R-modules isomorphic to shifts of the complexes K , L (n), and M (n; ) of Subsection 4.5. Thus, the graded R-module Ext even R (M; k) is isomorphic to
Rf?2a 1 h ?2g and the graded R-module Ext odd R (M; k) is isomorphic to h=1 a e h , b(e) = P r(e) j=1 b e j , c(e) = P s(e) j=1 c e j for e = 0; 1.
It is important to note that`= 1 is excluded as a possibility, and it is certainly interesting to know whether there are further restrictions.
To establish these relations, note that the decomposition of Ext Q (M; k) yields The expressions for`follow from the equality in Subsection 4.8.
On the other hand, the decomposition of Ext R (M; k) yields for u 0 equalities 
Minimal resolutions
In this section (Q; m; k) is a local ring, f = f 1 ; : : : ; f c is a Q-regular sequence, R = Q=(f), and M is a nite R-module of nite projective dimension over Q. We explore the discrepancy between the R-free resolutions G(E) constructed in Theorem 2.4 from Koszul resolutions E of M over Q and its minimal R-free resolution F.
It is clear that G(E) itself is minimal if and only if E is a minimal free resolution of M over Q and each j acts trivially on Ext Q (M; k) (equivalently, on Tor Q (M; k)).
However, the rst condition is known to fail in general, cf. i for 1 i; j c, then we say that F has a proper structure of DG module over S. When c = 1 this condition is vacuous; in general, when it holds one gets on F a structure of DG module over S by letting j act as 0 j . 5.2. A stronger requirement is that can be chosen to satisfy j (F) (F) for 1 j c; we then say that F embeds as a DG submodule of G(E); since F is minimal de nes an isomorphism F = (F) that induces a proper DG module structure on F. We make some general remarks on the existence of such embeddings. 5.2. is generated in degrees proj dim Q M.
The next theorem is a partial converse to the result of 9] mentioned above.
5.3. Theorem. Let M be a nite module over R = Q=(f 1 ; f 2 ).
If proj dim Q M 2 then M has a minimal Koszul resolution E over Q. If furthermore Ext R (M; k) is generated over R in degree 2, then F is isomorphic to a DG submodule of G(E) over S. Eisenbud 18, p. 37] conjectured that the minimal resolution of each nite Rmodule F can be embedded as a DG submodule of an R-free resolution of M constructed from a system of higher homotopies on some Q-free resolution of M, cf. Subsection 2.5. In 9, (9.3)] the conjecture is shown to fail, for the same reason as given in Subsection 5.2.3, but it is still not known whether the conjecture can also fail for all high syzygies of a nite R-module.
In codimension 1 the asymptotic conjecture holds for n'th syzygies with n > depth R by Subsection 2.7. We prove it in codimension 2 with an e ective bound on n that depends on the module M. The modules M s show that no universal bound exists. In codimension 3 it is not known even whether F >n for n 0 admits a DG module structure over S that is proper in the sense of Subsection 5. Proof. By Subsection 3.6, Ext >n R (M; k) n] is isomorphic to the cohomology of the n'th syzygy of M, so combine the preceding theorem with Subsection 4.7.
Proof of Theorem 5.3. We denote E the Koszul resolution of M from Subsection 4.6, set E y = Hom Q (E; R), and use overlines for reduction modulo n. Assume that one is able to construct nite sequences of syzygies over a residue ring R of codimension 2 over Q. When R is not a complete intersection, Iyengar 23, (3.4) ] constructs a minimal R-free resolution of an R-module M, starting with a minimal Q-free resolution of its (depth R?depth R M +2)'nd syzygy. The preceding arguments yield a similar recipe that works when R is a complete intersection. and let u, v, w, be the ranks of E 0 , E 1 , E 2 . Choosing homotopies from f 1 id E , f 2 id E to 0 we get R-linear maps (1) ; (2) : E 0 ? ! E 1 and (1) ; (2) : E 1 ? ! E 2 .
Let A, B (1) , B (2) , C (1) , C (2) , be respectively the matrices of the homomorphisms Q R, ( The spectral sequence is natural in both modules M and N. The rows r E ;q are equal to 0 when q is odd, so r d = 0 and r E = r+1 E when r is odd :
The columns r E p; form complexes of graded S-modules: j : r E p;q ? ! r E p;q+2 and j r d = r d j :
The page 2 E is the complex C (M; N) of graded S-modules (M; N)) is an isomorphism of bigraded S-modules.
It is clear from the description of the second page of the spectral sequence that outside of the sector p 0 and 2p + q 0 the sequence satis es r E p;q = 0 for all r 2. The resulting useful edge homomorphisms are described in Subsection 6.3.
As an illustration we give a transparent proof of the main result of 21] (the converse holds as well, and is proved in 9]). Note that Ext Q (M; N) (respectively, Ext R (M; N)) is killed by the annihilators of M and N in Q (respectively, R) so both Ext's are naturally graded modules over the ring R = Q=(ann Q M + ann Q N) = R=(ann R M + ann R N) :
The next corollary was initially proved by Gulliksen 21] (he uses a di erent de nition of the operators, but they coincide with those considered here by 11]). When q is odd 0 E p;q = 0. It follows that if r is odd then r d = 0, so r+1 E = r E.
Furthermore, the construction shows that the algebra S R operates on the spectral sequence by j r E p;q r E p;q+2 and j r E p;q r E p+1;q?2 .
6.3. The preceding proof yields useful information on the edge homomorphisms of the spectral sequence of Theorem 6.1, determined by its vanishing lines: r E p;q = 0 when 2p + q < 0 or p > 0 : 
