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ON THE INTERNAL APPROACH TO DIFFERENTIAL
EQUATIONS
1. THE INVOLUTIVENESS AND STANDARD BASIS
VERONIKA CHRASTINOVA´ AND VA´CLAV TRYHUK
Abstract. The article treats the geometrical theory of partial differential
equations in the absolute sense, i.e., without any additional structures and
especially without any preferred choice of independent and dependent vari-
ables. The equations are subject to arbitrary transformations of variables
in the widest possible sense. In this preparatory Part 1, the involutivity and
the related standard bases are investigated as a technical tool within the
framework of commutative algebra. The particular case of ordinary differ-
ential equations is briefly mentioned in order to demonstrate the strength
of this approach in the study of the structure, symmetries and constrained
variational integrals under the simplifying condition of one independent
variable. In full generality, these topics will be investigated in subsequent
Parts of this article.
1. Preface
The internal (equivalently: absolute) theory of differential equations indiffer-
ent to the actual choice of dependent and independent variables in the widest
possible sense was latently initiated in Lie’s approach to the first–order partial
differential equations and contact transformations. However, it was implicitly
proclaimed in full generality only by E. Cartan in the pseudogroup theory [1]
and then explicitly in his later article devoted to the Monge problem [2]. Alas,
this idea was found difficult and the lack of further results with convincing
outcomes did not sufficiently stimulate the following developments for a long
time. The subsequent investigations by Janet, Ritt and Kolchin, Goldschmidt
and Steinberg, Manin, Kuperschmidt, Lychagin and Vinogradov, Pommaret,
Olver, Gardner, Stormark, Kuranishi, Kamran, Anderson and Fels (to name
just a few) were governed by other conception: by the study of special classes
of differential equations firmly localized in finite–order fibered jet spaces (the
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external theory) together with rather sophistical tools of differential algebra and
rigid order–preserving G–structures. Some elements of the absolute theory nev-
ertheless occur in the last part of monograph [3], the free choice of dependent
variables appears under the name of differential substitutions in certain studies
on integrable equations [4] and the generalized (or: higher–order, Lie–Ba¨cklund)
infinitesimal symmetries cannot be understood without the use of some modest
internal concepts [5].
For better clarity, let us recall the original E. Cartan’s idea. Two classical
systems S and S′ of differential equations are called absolutely equivalent if there
exist prolongations
∑
of S and
∑′
of S′ defined on certain spacesM,M ′ of equal
finite dimensions such that appropriate invertible mapping M → M ′ identifies∑
with
∑′
. It should be noted that E. Cartan’s prolongation is a very broad
concept defined as follows. System
∑
on a spaceM is a prolongation of a system
S defined on certain space N if the variables of M involve variables of N (i.e.,
N is a factorspace of M) which moreover provides natural bijection between
solutions of
∑
and S (by using the projection of M onto N). It follows that
there are many prolongations
∑
of S in this sense. For instance, the system
(∆u =)
∂2u
∂x2
+
∂2u
∂y2
= 0,
∂u
∂x
= v, u
∂u
∂y
+
∂3u
∂y3
= w
in the space M of variables x, y, u, v, w is a prolongation of the first equation
∆u = 0 in the space N of variables x, y, u.
We undertake this idea with the following adjustment. Let Ω and Ω′ be in-
finite (better: the largest possible) prolongations of S and S′ defined on spaces
M andM′, respectively. Since Ω and Ω′ may be considered as a prolongation of∑
and
∑′ as well, we conclude that S and S′ are absolutely equivalent in the
above E. Cartan’s sense if and only if appropriate invertible mapping M→M′
identifies Ω with Ω′. So the use of uncertain prolongations
∑
,
∑′
is deleted but
the main advantage of the modified approach lies in the fact that the infinite
prolongations Ω,Ω′ can be characterized without any use of coordinates [6]. As
a result, the ”absolute nature” of this approach is automatically ensured. We
speak of diffieties Ω. It should be noted that a given diffiety Ω may be regarded
as the infinite prolongation of many rather dissimilar systems S of differential
equations according to the additional choice of dependent and independent vari-
ables which is regarded as a mere technical tool.
The particular case of ordinary differential equations was already treated
in previous article [7] and the main achievements are briefly recalled in Sec-
tion 3 below for the convenience of the reader. The achievements rest on the
method of standard bases analogous to the common contact forms of the jet the-
ory. Roughly saying, quite arbitrary system of ordinary differential equations is
”identified” with jet theory of all curves, i.e., with the trivial (empty) system by
using just a standard basis. In the general case of partial differential equations,
1. THE INVOLUTIVENESS AND STANDARD BASIS 3
this is more difficult task and we need involutiveness appropriately expressed in
terms of commutative algebra as a preparatory tool. This is the central topic of
this Part 1 and we believe that the subsequent Parts will be more interesting.
In this article, we do not need any advanced technical tools. Only the most
fundamental properties of differential forms and vector fields are enough. Certain
novelty lies in the use of the infinite–dimensional underlying spacesM of diffieties
Ω, however, all functions to appear are of the classical nature. They depend
only on a finite number of coordinates so that the usual rules of calculations are
preserved. In accordance with the common practice, our reasonings are carried
out in the local C∞–smooth category. For instance, our notational convention
for a map M → M allow the domain of definition to be a proper open subset
of M.
2. Fundamental concepts
LetM be an infinite–dimensional smooth manifold modelled on R∞. In more
detail, the space M is equipped with (local) coordinates hi : M → R (i =
1, 2, . . .) together with the structural ring F = F(M) (the abbreviation occa-
sionally omitting the letter M) of real–valued smooth functions f : M → R
where f = f(h1, . . . , hm(f)) in terms of coordinates. We consider mappings
m :M→M given by certain formulae
m∗hi = Hi (Hi = Hi(h1, . . . , hm(i)) ∈ F ; i = 1, 2, . . . ).
Analogous invertible formulae describe the admissible change of coordinates, see
also [6, 7].
Let Φ = Φ(M) be the F–module of differential 1–forms
ϕ =
∑
f idgi (finite sum; f i, gi ∈ F).
The familiar rules of exterior differential analysis can be applied without change.
In particular, the form m∗ϕ =
∑
m∗f idm∗gi ∈ Φ makes good sense. Let
T = T (M) be the F–module of vector fields
Z =
∑
zi
∂
∂hi
(infinite sum; zi ∈ F are arbitrary)
in terms of coordinates. In coordinate–free manner, the vector field Z is inter-
preted as the F–linear function on the F–module Φ determined by the duality
pairing
dhi(Z) = Z⌋dhi = Zhi = zi ∈ F (i = 1, 2, . . . ).
With this principle in mind, let certain forms ϕ1, ϕ2, . . . ∈ Φ provide a basis of
Φ such that every ϕ ∈ Φ admits a unique representation ϕ =
∑
f iϕi (finite
sum, f i ∈ F). Then the values
ϕi(Z) = Z⌋ϕi = z¯i ∈ F (i = 1, 2, . . . ) (2.1)
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uniquely determine the vector field which we denote by
Z =
∑
z¯i
∂
∂ϕi
(infinite sum, z¯i ∈ F) (2.2)
(abbreviations like ∂/∂f = ∂/∂df for the notation will appear). In particular,
the vector fields ∂/∂ϕ1, ∂/∂ϕ2, . . . ∈ T provide the weak basis of module T dual
to the original basis ϕ1, ϕ2, . . . of Φ.We recall the Lie derivative LZ = Z⌋d+dZ⌋
acting on differential forms and the Lie bracket LXY = [X,Y ] = XY − Y X
(X,Y ∈ T ) without comment.
We shall deal with various F–submodules Ω ⊂ Φ of differential forms together
with their orthogonal submodules Ω⊥ ⊂ T . This module Ω⊥ orthogonal to Ω
includes vector fields Z ∈ T satisfying ω(Z) = 0 for all ω ∈ Ω. The (local)
existence of bases in various submodules Ω ⊂ Φ to appear is tacitly postulated.
Definition 2.1. A finite–codimensional submodule Ω ⊂ Φ(M) is called a diffiety
on M if there exists filtration Ω∗ : Ω0 ⊂ Ω1 ⊂ · · · ⊂ Ω = ∪Ωl by finite–
dimensional submodules Ωl ⊂ Ω (l = 0, 1, . . . ) such that
LHΩl ⊂ Ωl+1 (all l), Ωl + LHΩl = Ωl+1 (l large enough), (2.3)
the so–called good filtration. We systematically denote H = H(Ω) = Ω⊥ if Ω
is a diffiety from now on. For every submodule Θ ⊂ Φ(M), the submodule
LHΘ ⊂ Φ(M) is generated by all differential forms LZϑ (Z ∈ H, ϑ ∈ Θ).
Remark 1. In succinct terms, diffiety Ω is such a finite–codimensional submod-
ule Ω ⊂ Φ(M) that we have
Ω = Γ + LHΓ + L
2
HΓ + · · · (2.4)
for an appropriate finite–dimensional submodule Γ ⊂ Φ(M) satisfying H ⊂ Γ⊥;
choose Γ = Ωl with l large enough. We shall later see that the codimensionality
assumption can be in a certain sense omitted. There are many filtrations Ω∗
of diffiety Ω with properties (2.3). In particular, we notice the c–lift (fixed
c = 0, 1, . . . ) denoted Ω∗+c where the lower terms Ω0, . . . ,Ωc−1 of the original
filtration Ω∗ are neglected. We shall however need quite opposite arrangements
of a given good filtration Ω∗ later on.
Definition 2.2. Let Ω ⊂ Φ(M) be a diffiety of codimension n = n(Ω) ≥ 1.
Functions x1, . . . , xn ∈ F(M) are called independent variables for Ω if the dif-
ferentials dx1, . . . , dxn are linearly independent modulo Ω. Alternatively saying,
there exists unique representation
ϕ =
∑
fidxi + ω (fi ∈ F(M), ω ∈ Ω)
for every ϕ ∈ Φ(M). Vector fields D1, . . . , Dn ∈ T (M) uniquely defined by
ϕ(Di) = fi, ω(Di) = 0 (i = 1, . . . , n)
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are called formal (or: total) derivatives to the diffiety Ω. They provide a useful
but not always the best possible basis of module H(Ω).
At this place, we can clarify the interrelations between the classical differential
equations and diffieties. In more detail they are as follows.
In one direction, a given system of differential equations may be represented
as a Pfaffian system ω = 0 and the module Ω generated by all such 1–forms ω is
just the diffiety Ω. More precisely, we must deal with the infinite prolongation of
the Pfaffian system. Particular examples to follow later on will be easy in this
respect and do not need any comments here.We also refer to quite instructive
Section 3 below.
In the reverse direction, let us consider some diffiety Ω ⊂ Φ(M). Due to the
existence of filtration Ω∗ with properties (2.3), there exist forms γ
j =
∑
ajkdh
k ∈
Ω (j = 1, . . . ,m) such that the forms
γj, γji = LDiγ
j , γjii′ = LDiLDi′γ
j , . . . (i, i′, . . . = 1, . . . , n; j = 1, . . . ,m)
generate the module Ω, see Remark 1. The corresponding Pfaffian system γj =
γji = γ
j
ii′ = · · · = 0 is obviously equivalent to the differential equations
∑
ajk
∂hk
∂xi
= 0,
d
dxi′
∑
ajk
∂hk
∂xi
= 0,
d2
dxi′dxi′′
∑
ajk
∂hk
∂xi
= 0, · · ·
for a finite number of unknown functions hk = hk(x1, . . . , xn) occuring in the
forms γ1, . . . , γm. So we have the infinite prolongation in the classical sense.
Definition 2.3. Let Ω ⊂ Φ(M) be a diffiety. Invertible mapping m :M →M
is called automorphism (or: symmetry) of Ω ifm∗Ω ⊂ Ω. Vector field Z ∈ T (M)
is called a variation of Ω if LZΩ ⊂ Ω. If Z moreover (locally) generates a one–
parameter group of transformations m(t) :M→M (−ε < t < ε, ε > 0) then Z
is called the infinitesimal symmetry of Ω.
We intentionally introduce rather narrow definition at this place in full ac-
cordance with the common practice, however, the invertibility of m is lacking
in certain situations to appear later on and then we speak of a morphism m.
The term of a ”variation” is also unorthodox but well–founded by the calcu-
lus of variations, see [7, Section 7]. Recall that only very special vector fields
Z ∈ T (M) generate a true one–parameter group [6, 7, 8] and it follows that the
use of the terms like ”Lie–Ba¨cklund” or ”generalized” infinitesimal symmetry
is misleading to denote every vector field Z satisfying only the weak condition
LZΩ ⊂ Ω.
Remark 2. Definitions 2.1–2.3 make a good sense even ifM is a finite–dimensional
space and then they concern the ”completely integrable” Pfaffian system Ω where
the Frobenius theorem can be applied and Ω admits a basis consisting of total
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differentials. Even the strange subcase n = n(Ω) = 0 hence Ω = Φ(M),H = 0
may be formally useful in certain respect.
We separately mention the particular case n = n(Ω) = 1 of the underde-
termined systems of ordinary differential equations where the general theory
simplifies and some results [7] can be easily referred to. We believe that then
the general case n > 1 becomes more reliable for the reader.
3. Deviation to one independent variable
Passing to the particular case n = n(Ω) = 1 of diffieties Ω ⊂ Φ(M), we
abbreviate by x = x1 the independent variable and D = D1 the total derivative.
Let us recall that LDΩ ⊂ Ω and there exist γ1, . . . , γm ∈ Ω such that the family
of all forms LsDγ
j (j = 1, . . . ,m; s = 0, 1, . . .) together with differential dx /∈ Ω
generate the module Φ(M) of all differential 1–forms on the underlying space
M.
Clearly ϕ ∈ Φ is lying in Ω if and only if ϕ(D) = 0 therefore
df −Df · dx, Df · dg −Dg · df ∈ Ω (f, g ∈ F).
So we have many forms lying in Ω and even the bases of Ω can be easily found in
current examples, however, the most interesting result is as follows [6, 7]. There
exist forms τ1, . . . , τK , pi1, . . . , piµ ∈ Ω (K = K(Ω), µ = µ(Ω)) such that
τk, pijs = L
s
Dpi
j (k = 1, . . . ,K; j = 1, . . . , µ; s = 0, 1, . . . ) (3.1)
is a basis of Ω, the so–called standard basis, where moreover
LDτ
k ∼ 0, dτk ∼ 0 (mod τ1, . . . , τK), dpijs ∼ dx∧pi
j
s+1 (mod Ω∧Ω). (3.2)
The standard bases of any diffiety Ω are not unique and can be determined
using the tools of a mere basic linear algebra. They are useful in applications as
follows.
First. Let R(Ω) ⊂ Ω be the submodule generated by all differentials df
(f ∈ F) that are lying in Ω. Then τ1 . . . , τK is a basis of R(Ω) and there exists
alternative basis dt1, . . . , dtK consisting of differentials, see (3.2) and apply the
Frobenius theorem. We may introduce space M0 (locally M0 = RK+1) with
coordinates x, t1, . . . , tK and diffiety Ω0 ⊂ Φ(M0) with the basis dt1, . . . , dtK .
The space M0 is a factorspace of M and Ω0 may be regarded as a diffiety
”induced” by the primary diffiety Ω. We have the ”compositions series” Ω0 ⊂
Ω1 = Ω where Ω0 = 0 is trivial just in the controllable case K = 0.
Second. Let m :M→M be a symmetry of Ω. Clearly m∗R(Ω) ⊂ R(Ω) and
thanks to the prolongation rule [7, Lemma 5.1]
m∗x ·m∗LDω = LDm
∗ω (ω ∈ Ω), (3.3)
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already the forms m∗pi1, . . . ,m∗piµ and the factor m∗x uniquely determine the
remaining forms m∗pijs of the basis (3.1) hence all forms m
∗ω (ω ∈ Ω). At
this algebraical level, the forms m∗pik and the factor m∗x can be arbitrarily
chosen to a large extent: in order to ensure the invertibility of m, the equality
m∗R(Ω) = R(Ω) and the conditions pij ∈ m∗Ω (j = 1, . . . , µ) are enough [7,
Lemma 5.3].
Third. Let Z ∈ T (M) be a variation of Ω. Clearly LZR(Ω) ⊂ R(Ω) and
thanks to the prolongation rule [7, Lemma 5.4]
(LDω)(Z) = Dω(Z) (ω ∈ Ω), (3.4)
we may choose arbitrary values
z = Zx, pj = pij(Z) ∈ F (j = 1, . . . , µ), zk = zk(t1, . . . , tK) (k = 1, . . . ,K)
and all variations
Z = z
∂
∂x
+
∑
zk
∂
∂tk
+
∑
Dspj
∂
∂pijs
(3.5)
are obtained in explicit terms. We recall on this occasion that Z generates
a true one–parameter group of symmetries if and only if all forms LsZpi
j (j =
1, . . . , µ; s = 0, 1, . . . ) are contained in a finite–dimensional module, see [8] and
[7, Theorem 5.2]. This achievement provides effective algorithm for the calcula-
tion of the higher–order infinitesimal symmetries of a given diffiety.
Fourth. The Lagrange problem of the calculus of variations appears if together
with a diffiety Ω ⊂ Φ(M) representing the differential constraints, also a form
ϕ ∈ Φ(M) representing variational integral
∫
ϕ is given [6, 7]. In this ”abso-
lute” variant of the calculus of variations, appropriate use of the standard basis
provides the Euler–Lagrange system and the Poincare´–Cartan form within the
framework of the spaceM, without any use of the common Lagrange multipliers.
All these wel–known achievements [7] will be adapted for the general case
of partial differential equations in future. We moreover believe that fruitful
interrelations to the general theory of Lie–Ba¨cklund and Darboux transforma-
tions, non–local symmetries, Lie–Cartan pseudogroups and the theory of the
variational bicomplex should be expected.
Let us conclude with simple examples.
Example 1. (The contact diffiety). We introduce spaceM(m) that locally admits
the familiar jet coordinates
x,wjs (j = 1, . . . ,m; s = 0, 1, . . . ) (3.6)
and diffiety Ω(m) ⊂ Φ(M(m)) with the basis consisting of classical contact forms
ωjs = dw
j
s − w
j
s+1dx (j = 1, . . . ,m; s = 0, , . . . ). (3.7)
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This is (locally) the well–known infinite–order jet space of x–parametrized curves
in Rm+1, however, coordinates (3.6) are regarded as a mere technical tool here.
Clearly
D =
∂
∂x
+
∑
wjs+1
∂
∂wjs
∈ H(Ω(m)), LDω
j
s = ω
j
s+1 (3.8)
(j = 1, . . . ,m; s = 0, 1, . . . ) so we have the standard basis (3.1) where K =
K(Ω) = 0, µ = µ(Ω) = m and pijs = ω
j
s. Let us note on this occasion that
the class of all these diffieties Ω(m) corresponding to classical ”empty systems”
of ordinary differential equations was not yet characterized in coordinate–free
terms if m > 1, this is the ancient and rather difficult Monge problem [6].
There is the natural ”order preserving” filtration Ω(m)∗ where the forms (3.7)
with restriction s ≤ l generate the l–th order term Ω(m)l. Symmetries m of the
contact diffiety Ω(m) need not in general preserve this natural filtration. Three
cases should be distinguished as follows.
Ω0
❥
Ω1
❥
Ω2
❥
. . .
point symmetries
Ω0
■
Ω1
■
Ω2 . . .
general group of symmetries
Figure 1.
Ω0
✒
Ω1
✒
Ω2
✒
. . .. . .
general symmetries
The left–hand schema describes the classical order–preserving symmetries.
In more generality, if m is a symmetry such that m∗ΩL(m) ⊂ ΩL(m) (fixed L)
then m∗Ωl(m) = Ωl(m) for all l and we have either a point symmetry (if m > 1)
or the Lie’s contact transformation symmetry (if m = 1). This is the familiar
Lie–Ba¨cklund theorem. We may refer to [9] for a short tricky proof. In actual
literature, differential equations are as a rule considered just in the finite–order
jet spaces. The remaining higher–order symmetries cause many difficulties since
the localization of the dotted lines in Figure 1 is not known in advance. Moreover
there are two quite dissimilar possibilities. The middle schema describes such
symmetries which may be included into a Lie group. They preserve certain
finite–dimensional submodules of Ω(m) and can be determined by the moving
frame method. The right–hand schema describes the most general symmetries
where both the Lie’s method of the infinitesimal transformations and the original
E. Cartan’s general equivalence method fail.
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In terms of coordinates (3.6), a symmetry m : M → M of diffiety Ω(m) is
given by certain formulae
m∗x = F, m∗wjs = F
j
s (F
j
s+1 =
DF js
DF
; j = 1, . . . ,m; s = 0, 1, . . . ) (3.9)
where F, F js ∈ F(M(m)) and we suppose DF 6= 0 (hence F 6= const.). The
recurrence is equivalent to the inclusions m∗ωjs ∈ Ω(m). We recall that the
invertibility of m is ensured if Ω(m)0 ⊂ m∗Ω(m), see also [7, Theorem 5.1 or
Lemma 5.3]. We will not discuss the classical left–hand case here. Instead, we
briefly mention the special ”wave” method [11] in order to illustrate the middle
and the right–hand cases of Figure 1. It is rather interesting that the inverse
m−1 will be explicitly found by using the ”reverse” wave, however, the original
Huygens principle fails.
Example 2. Continuing with the above contact diffiety Ω(m), let us moreover
introduce the ”duplicate” Ω¯(m) ⊂ Φ(M¯(m)). Then the coordinates (3.6) and
the contact forms (3.7) are completed with bars:
x¯, w¯js, ω¯
j
s = dw¯
j
s − w¯
j
s+1dx¯ (j = 1, . . . ,m; s = 0, 1, . . .)
and we have the total derivative
D¯ =
∂
∂x¯
+
∑
w¯js+1
∂
∂w¯js
∈ H(Ω¯(m)).
With this preparation, let moreover
W j =W j(x,w10 , . . . , w
m
0 , x¯, w¯
1
0 , . . . , w¯
m
0 ) (j = 1, . . . ,m)
be given smooth functions. Then our proposition is as follows.
Proposition 3.1. Assume that the system W 1 = · · · =Wm = DW 1 = 0 admits
a unique solution
x¯ = F, w¯j0 = F
j
0 (F, F
j
0 ∈ F(M(m)); j = 1, . . . ,m) (3.10)
such that DF 6= 0 by virtue of the classical implicit function theorem. Let
analogously the system W 1 = · · · =Wm = D¯W 1 = 0 admits a unique solution
x = F¯ , wj0 = F¯
j
0 (F¯ , F¯
j
0 ∈ F(M¯(m)); j = 1, . . . ,m) (3.11)
such that D¯F¯ 6= 0. Then, if the remaining functions F js , F¯
j
s (s > 0) are defined
by the recurrence occuring in (3.9), we obtain certain automorphism (3.9) by
using (3.10) and moreover its inverse by using (3.11). That is, formal change of
notation x¯ = m∗x, w¯js = m
∗wjs (3.10) and (3.11) provide explicit formulae for
the symmetry m and its inverse m−1.
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Proof. Let the equations W 1 = · · · = Wm = DW 1 = 0 be resolved by (3.10).
We may introduce additional functions F js (s > 0) by recurrence. Then
0 = dW 1 = DW 1dx+
∑ ∂W 1
∂wj0
ωj0 + D¯W
1dx¯+
∑ ∂W 1
∂w¯j0
ω¯j0
identically holds true where moreover DW 1 = 0. The recurrence implies
ω¯j0 = dF
j
0 − F
j
1 dF
∼= DF
j
0 dx− F
j
1DFdx ∼ 0 (mod Ω(m))
and moreover trivially
D¯W 1dx¯ = D¯W 1dF ∼= D¯W 1 ·DFdx (mod Ω(m)).
Altogether 0 = dW 1 ∼= D¯W 1 ·DFdx (mod Ω(m)) where DF 6= 0 and it follows
that D¯W 1 = 0. We conclude that equations (3.10) imply (3.11). Analogously
equations W 1 = · · · =Wm = D¯W 1 = 0 imply DW 1 = 0 and we are done. 
One can observe that the classical Lie’s contact transformations appear if
m = 1. In more detail, we have only function W 1 = W (x,w10 , x¯, w¯
1
0) and three
equations
W = 0, (DW =)
∂W
∂x
+ w11
∂W
∂w10
= 0, (D¯W =)
∂W
∂x¯
+ w¯11
∂W
∂w¯10
= 0
determining m and m−1. Then the obvious identity
0 = dW =
∂W
∂w10
ω10 +
∂W
∂w¯10
ω¯10
provides link to the primary Lie’s approach (equation dw10 − w
1
1dx = 0 is pre-
served) and moreover clearly
w¯11 =
∂W
∂x¯
/
∂W
∂w¯10
= F 11 (x,w
1
0 , w
1
1)
by virtue of the transformation formulae which means that the space of variables
x,w10 , w
1
1 is preserved (the left–hand Figure 1).
Assuming m > 1, we mention only the particular choice
W 1 = xx¯− w10 + w¯
1
0 , W
k = λwk0 − w¯
k
0 (k = 2, . . . ,m; 0 6= λ ∈ R)
which provides the transformation formulae
x¯ = w11 , w¯
1
0 = xw
1
1 − w
1
0, w¯
k
0 = λw
k
0 (k = 2, . . . ,m).
This looks like the Lie’s contact transformation combined with a similarity, how-
ever, we have the order–increasing transformation not of the classical kind. The
space of variables x,w10 , w
1
1, w
2
0 , . . . , w
m
0 is preserved (the middle Figure 1).
Example 3. Still continuing with Ω(m), letW =W (x,w10 , . . . , w
m
0 , x¯, w¯
1
0 , . . . , w¯
m
0 )
be given function. Our proposition is as follows.
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Proposition 3.2. Assume that the system W = DW = · · · = DmW = 0 admits
a unique solution (3.10) such that DF 6= 0 and the system W = D¯W = · · · =
D¯mW = 0 admits a unique solution (3.11) such that D¯F 6= 0. Then the conclu-
sion is the same as above.
Proof. We mention only the particular case m = 2 here. The system W =
DW = 0 and the identity dW = 0 imply D¯W = 0 by the same reasons as above
(look at the identity 0 = dW with DW = 0). Then DW = D2W = 0 and
dDW = 0 imply D¯DW = DD¯W = 0. Finally D¯W = DD¯W = 0 and dD¯W = 0
imply D¯2W = 0. Altogether we see that equationsW = DW = D2W = 0 imply
the equations W = D¯W = D¯2W = 0. The converse is obvious which concludes
the proof. 
The particular choice
W = xx¯− w10w¯
1
0 − · · · − w
m
0 w¯
m
0 (m > 1)
provides a very simple order–increasing symmetry m (where m = m−1) not
written here which does not preserve any finite–dimensional module (the right–
hand Figure 1).
In the concluding examples, we turn to nontrivial differential equations to-
gether with variations and infinitesimal symmetries.
Example 4. (A resolved problem.) Let us deal with variations and infinitesimal
symmetries Z of a differential equation du/dx = F (dv/dx). In the common
external theory, the equation is identified with the subspace M ⊂M(2) defined
by the conditions
w11 = F,w
1
2 = DF = w
2
2F
′, w13 = D
2F = w23F
′ + (w22)
2F ′′, . . . (F = F (w21)).
We are however interested in internal theory. Then the reasonings are restricted
to the subspaceM and the ambient jet spaceM(2) is neglected. In more detail,
we introduce coordinates
x, w10 , w
2
s (s = 0, 1, . . . )
on M and diffiety Ω ⊂ Φ(M) with the natural basis
ω10 = dw
1
0 − Fdx, ω
2
s = dw
2
s − w
2
s+1dx (F = F (w
2
1)).
The total derivative
D =
∂
∂x
+ F
∂
∂w10
+
∑
w2s+1
∂
∂w2s
(F = F (w21))
is induced on M by the original operator (3.8).
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Dealing with this diffiety Ω, it follows easily that
LDω
1
0 = F
′ω21 , LDω
2
0 = ω
2
1 , LD(ω
1
0 − F
′ω20) = −DF
′ω20.
Assuming DF ′ 6= 0 for now, we have the standard basis
pi = pi10 = ω
1
0−F
′ω20, pi1 = LDpi = −DF
′ω20 , pi2 = L
2
Dpi = −DF
′ω21−D
2F ′ω20 , . . .
with K = K(Ω) = 0 and µ = µ(Ω) = 1. Then the formula (3.5) provides all
variations
Z = z
∂
∂x
+
∑
Dsp
∂
∂pis
(z = Zx, p = pi(Z)) (3.12)
where z, p ∈ F(M) are arbitrary functions. Clearly
Zw20 = ω
2
0(Z) + w
2
1dx(Z) = −
1
DF ′
pi1(Z) + w
2
1z = −
1
DF ′
Dp+ w21z,
Zw10 = ω
1
0(Z) + Fdx(Z) = p−
F ′
DF ′
Dp+ Fz
whence the (rather clumsy and in fact needless) classical formula
Z = z
∂
∂x
+
(
Fz + p−
Dp
DF ′
F ′
)
∂
∂w10
+
(
w21z −
Dp
DF ′
)
∂
∂w20
+ · · ·
for the variations follows.
The true infinitesimal transformations Z moreover satisfy the identity
LZpi = Z⌋dpi + dp = λpi = λ(ω
1
0 − F
′ω20) (λ ∈ F(M))
where dpi = dx ∧ pi1 − F ′′ω21 ∧ ω
2
0 . The conditions
−zDF ′−F ′′ω21(Z) + pw2
0
+ pw1
0
F ′ = 0, F ′′ω20(Z) + pw1
1
= 0, pw1s = 0 (s > 1)
directly follow. Since ω20(Z) − Dp/DF
′ = −Dp/(F ′′w22), the middle condition
reads
−
1
w22
(
px + Fpw1
0
+ w21pw2
0
+ w22pw2
1
)
+ pw2
1
= 0
whence p = P (Fx − w10 , w
2
1x − w
2
0). The left–hand condition determines the
coefficient z = Zx for the resulting infinitesimal transformation Z (not written
here). All infinitesimal transformations Z are obtained in explicit terms.
The remaining ”singular case” where DF ′ = F ′′w22 = 0 hence F = Aw
2
1 + B
(A,B ∈ R) is quite simple. Then
ω10 − F
′ω20 = dw
1
0 − (Aw
2
1 +B)dx−A(dw
1
0 − w
1
1dx) = d(w
1
0 −Aw
2
0)
and we have the standard basis
dt1 = d(w10 −Aw
2
0), ω
2
s (s ≥ 0),
hence K = K(Ω) = 1, µ = µ(Ω) = 1. Symmetries m of diffiety Ω are the Lie’s
contact transformations (in the space of variables x,w10 , w
1
1) depending moreover
on parameter t1 and the change of t1.
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In this example of diffiety Ω with µ(Ω) = 1, the symmetry problem is com-
pletely resolved, see [7, Remark 5.4].
Example 5. (Unsolved symmetry problem.) Assuming µ(Ω) > 1, no finite al-
gorithm for determination of all symmetries and even of all infinitesimal sym-
metries is occuring in actual literature. Only some particular solutions can be
found by available methods.
We conclude with the equation dw1/dx = F (x,w1, . . . , wm) where m > 2.
Let M be the space with coordinates x,w10 , w
k
s (k = 2, . . . ,m; s = 0, 1, . . . ) and
Ω ⊂ Φ(M) diffiety with the basis
ω10 = dw
1
0−F (x,w
1
0 , . . . , w
m
0 )dx, ω
k
s = dw
k
s−w
k
s+1dx (k = 2, . . . ,m; s = 0, 1, . . . ).
Then
D =
∂
∂x
+ F
∂
∂w10
+
∑
wks+1
∂
∂wks
∈ H, LDω
1
0 = dF −DFdx =
∑
F
w
j
0
ωj0
and it follows that two subcases should to be distinguished.
Either ∂F/∂wk0 = 0 (k = 2, . . . ,m) identically or ∂F/∂w
k
0 = 0 for an ap-
propriate k (2 ≤ k ≤ m). One may observe that K = K(Ω) = 1 and, roughly
saying, we have diffiety Ω(m − 1) only completed with a parameter in the first
subcase. Let us therefore mention just the second subcase in more detail.
We suppose ∂F/∂wm0 6= 0 from now on. Let us introduce the range of indices
1 ≤ j ≤ m, 2 ≤ k ≤ m, 2 ≤ i ≤ m−1 and the abbreviation F j = ∂F/∂wj0. Then
LDω
1
0 = F
1ω10 +
∑
F iωi0 + F
mωm0 , LDω
k
s = ω
k
s+1 (s = 0, 1, . . .)
which implies the congruences
L2Dω
1
0
∼= Fmωm1 (mod ω
j
0, ω
i
0), L
3
Dω
1
0
∼= Fmωm2 (mod ω
j
0, ω
i
0, ω
i
1), . . .
and it follows that the forms
pi1s = L
s
Dω
1
0 , pi
i
s = L
s
Dω‘i0 = ω
i
s (i = 2, . . . ,m− 1; s = 0, 1, . . .)
may be taken for a standard basis. We have K = K(Ω) = 0, µ = µ(Ω) = m− 1.
In terms of the standard basis, all variations Z are given by the series
Z = z
∂
∂x
+
∑
Dsp1
∂
∂pi1s
+
∑
Dspi
∂
∂piis
where the functions z, p1, . . . , pm−1 ∈ F(M) are quite arbitrary. One may also
obtain the ”classical” coefficients Zwj0 in terms of functions z and p. They follow
from the trivial formulae
p1 = pi10(Z) = ω
1
0(Z) = Zw
1
0 − w
1
1z, p
i = ωi0(Z) = Zw
i
0 − w
i
1z
together with more involved identity
Dp1 = pi11(Z) = (LDpi
1
0)(Z) = (LDω
1
0)(Z) = F
1ω10(Z)+
∑
F iωi0(Z)+F
mωm0 (Z)
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(where ωm0 (Z) = Zw
m
0 − w
m
1 z) for the remaining coefficient Zw
m
0 .
Particular infinitesimal transformations Z can be obtained if (e.g.) the addi-
tional conditions
LZpi
1
0 = λpi
1
0 +
∑
λipi
i
0, LZpi
i
0 = µ
ipii0 +
∑
µii′pi
i′
0 (i, i
′ = 2, . . . ,m− 1)
for the variations are prescribed. Such conditions can be easily resolved if one
inserts
LZpi10 = Z⌋dpi
1
0 + dpi
1
0(Z) = Z⌋(dx ∧
∑
F jωj0) + dp
1,
LZpii0 = Z⌋dpi
i
0 + dpi
i
0(Z) = Z⌋(dx ∧ pi
i
1) + dp
i
which immediately gives the identities
z
∑
F jωj0 +
∑ ∂p1
∂wjs
ωjs = λω
1
0 +
∑
λiω
i
0,
zωi1 +
∑ ∂pi
∂wjs
ωjs = µ
iωi0 +
∑
µii′ω
i′
0
in terms of the original basis. This is equivalent to the system
zF 1 +
∂p1
∂w10
= λ, zF i +
∂p1
∂wi0
= λi, zF
m +
∂p1
∂wm0
= 0,
∂pi
∂w10
= µi,
∂pi
∂wi
′
0
= λii′ ,
∂pi
∂wm0
= 0, z +
∂pi
∂wi1
= 0
where
p1 = p1(x,w10 , . . . , w
m
0 ), p
i = pi(x,w10 , . . . , w
m−1
0 , w
i
1).
Since λ, λi, µ
i, λii′ are uncertain coefficients, we have only the condition
∂p1
∂wm0
= Fm
∂pi
∂wi1
where
∂pi
∂wi1
= −z.
It follows that z = z(x,w10 , . . . , w
m−1
0 ) may be arbitrarily chosen and then
p1 = −z ·
∫
Fm dwm0 + q, p
i = −zwi1 + q
i
where q and qi are arbitrary functions of variables x,w10 , . . . , w
m−1
0 .
We return to the general theory.
4. The commutative algebra mechanisms
Let Ω∗ : Ω0 ⊂ Ω1 ⊂ · · · ⊂ Ω = ∪Ωl be a given good filtration of a diffiety
Ω ⊂ Φ(M). We introduce the graded F–module
M = GradΩ∗ =M0 ⊕M1 ⊕ · · · (Ml = Ωl/Ωl−1; Ω−1 = 0). (4.1)
It is naturally equipped with F–linear mappings Z :M→M (Z ∈ H) where
Z[ω] = [LZω] ∈Ml+1 ([ω] ∈Ml; ω ∈ Ωl; l = 0, 1, . . . ) (4.2)
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and the square brackets denote the factorization (4.1). Even more can be said.
The inclusion LHΩ ⊂ Ω and the identity Ω(H) = 0 imply
0 = X(ω(Y )) = (LXω)(Y ) + ω([X,Y ]) = ω([X,Y ]) (X,Y ∈ H; ω ∈ Ω)
hence [H,H] ⊂ H. It follows that
(XY − Y X)[ω] = [L[X,Y ]ω] = 0 ∈ Ml+2 (X,Y ∈ H; [ω] ∈ Ml)
and M may be therefore regarded as A–module where
A = A0 ⊕A1 ⊕ · · · (A0 = F ,A1 = H,A2 = H⊙H, . . . ) (4.3)
is the F–algebra of homogeneous polynomials over the F–linear space H. In
more detail,
Ar ·Ml ∈Ml+r, Z1 · · ·Zr[ω] = [LZ1 · · · LZrω]
(Z1, . . . , Zr ∈ H; [ω] ∈ Ml).
(4.4)
At this place, the advanced mechanisms of commutative algebra can be applied
and we refer to the excellent survey [12]. However, a kind patience of the reader
is assumed for two reasons which are as follows.
Remark 3. We are interested in homogeneous commutative algebra: only ho-
mogeneous submodules of M and in particular homogeneous ideals of algebra
A make a good sense in our theory. The common textbooks are invented for
quite other aims and the general concepts and main achievements [12] need some
slight adaptation here. However, all our reasonings will be of quite simple nature
and can be directly verified, see also [6].
Remark 4. We deal with F–algebraA while the common textbooks concern the
polynomial algebra over a field. Therefore the common results can be rigorously
applied only at a fixed point P ∈ M where the structural ring F turns into
its localization FP = R. However, we postulate the existence of F–bases and
A–bases in all modules under consideration. (Otherwise no explicit algorithm of
calculations can be performed.) It follows that then the ”behaviour at P” can
be locally extended or, alternatively saying, the classical commutative algebra
can be applied to F– and A–modules as well.
The following two results serve for a transparent example.
Theorem 4.1. Every A–submodule N ⊂M is finitely A–generated.
This is the familiar Hilbert basis theorem. In our theory, we suppose even the
existence of a finite A–basis of N .
Theorem 4.2. If M is regarded as F– module, then
dimMl = eν
(
l
ν
)
+ · · ·+ e0
(
l
0
)
( l large enough) (4.5)
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is the Hilbert polynomial function of the variable l.
We recall that the use of the combinatorial factors
(
l
k
)
= l!/(k!(l−k)!) ensures
the integer coefficients eν , . . . , e0. Assuming eν 6= 0, we may even denote
ν = ν(Ω) 6= 0, µ = µ(Ω) = eν (4.6)
since these values do not depend on the choice of the primary filtrations Ω∗,
see [6] for easy proof. Clearly ν(Ω) ≤ n(Ω) − 1, 1 ≤ µ(Ω) and in accordance
with the theory of the exterior differential systems [13, 14, 15] we may (a some-
what formally) declare that the solutions of diffiety Ω depend on (better: can be
parametrized by) µ(Ω) arbitrary functions of ν(Ω) + 1 variables. In the ”degen-
erate” case of a finite–dimensional underlying space M, the Hilbert polynomial
vanishes and we put ν(Ω) = −1 and µ(Ω) = dimΦ/Ω (apply the Frobenius
theorem).
The following topics are not currently investigated in literature. They were
initiated by a brief notice [16] and thoroughly discussed in [6]. We preserve
the same notation of F–modules and A–algebra as before. More rigorously,
the reasonings should be ”localized” at a fixed point P ∈ M and this would
provide the R–linear spaces and polynomials over R in better accordance with
the common algebra.
Let Z1, . . . , Zn be a given basis of F–module H and A(i) ⊂ A the ideal
generated by Z1, . . . , Zi where 0 ≤ i ≤ n is a fixed integer. In particularA(0) = 0
and
A(n) = A1 ⊕A2 ⊕ · · · = m
is the (so–called improper) maximal ideal of algebra A. Let us introduce the
graded factormodules
M(i) =M/A(i)M =M(i)0 ⊕M(i)1 ⊕ · · · (M(i)l =Ml/A(i)M∩Ml).
In particular M(0) = M and M(0)l = Ml. They are A–modules as well and
we may consider multiplication mappings
Zi+1 :M(i)l →M(i)l+1 (i = 0, . . . , n− 1; l = 0, 1, . . . ) (4.7)
which are of the highest importance in many respects.
Definition 4.1. Basis Z1, . . . , Zn of the module H is called regular if (4.7) are
injective mappings for all l ≥ 0, quasiregular if (4.7) are injective for all l ≥ 1
and ordinary (in better accordance with literature [15], or generic [6] ) if (4.7)
are injective mappings for all l large enough.
Our crucial result reads as follows.
Theorem 4.3. The ordinary basis of the module H exists.
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In order to prove this ”simple” assertion, a slight reformulation is useful. We
recall the c–lift Ω∗+c (c = 0, 1, . . .) of the filtration Ω∗ from Remark 1. It is
defined by
Ω∗+c = Ω¯∗ : Ω¯0 = Ωc ⊂ Ω¯1 = Ωc+1 ⊂ · · · ⊂ Ω = ∪Ω¯l. (4.8)
Roughly saying, the lift corresponds to the classical concept of the prolongation
of the ”initial” Pfaffian system ω = 0 (ω ∈ Ω0), see Appendix. In classical
theory, the prolongation procedure is rather involved since it starts with the
”initial” submodule Ω0 ⊂ Ω and the final result Ω appears after lengthy calcu-
lations of ”regular” integral elements [15]. In our approach, the prolongation
is expressed by simple requirement (2.3) which does not exclude the ”singular
solutions” and ”partial prolongations”. Therefore the following ”prolongation to
involutiveness” result with very clear proof proposed in [6, point (κιι) on page
136] is worth attention.
Definition 4.2. Filtration Ω∗ is called involutive if there exists a quasiregular
basis and moreover Ωl + LHΩl = Ωl+1 (equivalently HMl =Ml+1) for l ≥ 0.
We may state the common reformulation of the latter Theorem 4.3.
Theorem 4.4. Filtration Ω∗+c is involutive if c is large enough.
Remark 5. Before passing to the proof, let us recall some concepts from com-
mutative algebra. They concern the graded ideals of polynomial algebra A and
the graded A–module M. A proper A–submodule p ⊂ A of algebra A is called
an ideal p of algebra A, so we exclude p = A but the zeroth ideal p = 0 is
admitted. An ideal p is prime if u ·v ∈ p (u, v ∈ A) implies either u ∈ p or v ∈ p.
For every A–module M, AnnM⊂ A is the ideal including all u ∈ A such that
uM = 0 and the ideal NilM ⊂ A includes all u ∈ A such that urM = 0 for
r large enough. (These ideals can be related to the Cauchy characteristics, see
[6, VII 6].) For every M, AssM is the set of all prime ideals p such that there
exists the submodule of M isomorphic to A/p. If M 6= 0 is nontrivial, then
AssM is a finite and nonempty set (which is stated without proof here). We
also recall the maximal ideal m where trivially m ∩H = A0 = H but otherwise
p ∩H ⊂ H is a proper F–linear subspace for any ideal p 6= m.
After this preparation, we turn to the proof which consists of a few short
steps.
Proof. Let us consider the submodule A[ω] ⊂ M for a certain nonvanishing
[ω] ∈ M. Let p be the maximal element in the set of all ideals AnnN for all
submodules N ⊂ A[ω]. Then ideal p is prime and N isomorphic to A/p. Since
N ⊂M is a submodule, it follows that p ∈ AssM.
Let u ∈ A. Multiplication u :M→M is injective if and only if
u /∈ ∪AnnA[ω] (all [ω] ∈M, [ω] 6= 0).
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However we have seen that
∪AnnA[ω] ⊂ ∪ p (all p ∈ AssM)
hence u /∈ ∪ p ensures the injectivity. If in particular u = Z ∈ H ⊂ A then
Z :M→M is injective if and only if
Z /∈ ∪ p ∩H (all p ∈ AssM). (4.9)
It follows that such Z exists if and only if m /∈ AssM.
The last condition is satisfied if the moduleM is replaced by the submodule
Mc+ = Mc ⊕Mc+1 ⊕ · · · ⊂ M. Indeed, m ∈ AssM means that there exist
submodules of M isomophic to A/m = R. All such submodules are moreover
lying in M0 ⊕ · · · ⊕ Mc−1 if c is large enough since they together generate
a finite–dimensional F–submodule of M.
Summarizing, there exist
Z /∈ ∪ p (p ∈ AssMc+, c large)
with the injective mapping Z :Mc+ →Mc+ hence injective
Z :Ml →Ml+1 (l large enough).
Since Ml =M(0)l, we obtain the mappings (4.7) with i = 0 and Z1 = Z.
Remaining conditions (4.7) with i = 1 . . . , n−1 can be discussed by using the
same arguments successively applied to the factormodules M(1), . . . ,M(n− 1)
instead of the A–module M =M(0). 
Remark 6. It can be proved that the sets AssM,AssMc+ of the prime ideals
differ each from the other only in the presence of the ideal m. It follows that the
conditions
Zi+1 /∈ ∪ p ∩H (p ∈ AssM(i), p 6= m, i = 0, . . . ,m− 1 ) (4.10)
determine all ordinary sequences Z1, . . . , Zn ∈ H. So the terms Z1, . . . , Zn of
the ordinary basis should not belong to a certain finite family of proper linear
subspaces of module H.
Our next aim is to modify the lower–order terms Ωl of a given filtration Ω∗
in such a manner that the ordinary basis of Theorem 4.3 turns into the regular
basis for the adapted filtration Ω¯∗. Alternatively saying, we may take the lift
Ω∗+c with the quasiregular basis and the initial term Ωc of the lift should be
appropriately modified in order to get a regular basis. This is possible for the
controllable diffiety Ω, if certain obstaclesRa ⊂ Ω (submodules; a = 0, . . . , ν(Ω))
are vanishing.
Remark 7. We leave the pure algebra from now on. The above results ex-
pressed in terms of Z–multiplication in A–modules M and various injectivity
requirements will be reinterpreted by using Lie derivatives LZ acting on filtra-
tions Ω∗ and various Ker–concepts. Instead of vector fields satisfying conditions
1. THE INVOLUTIVENESS AND STANDARD BASIS 19
like (4.9) or (4.10), we shall briefly speak of ”not too special” vector fields Z.
Then the corresponding KerZ–modules are of the least possible dimension.
5. Standard filtrations
We are passing to the lengthy reconstruction of the lower–order terms Ωl of
a given good filtration Ω∗ of a diffiety Ω. This is equivalent to the reconstruction
of the initial terms of any lift Ω∗+c. So we may suppose that Ω∗ is involutive
filtration without any loss of generality. The calculations proper are of indepen-
dent interests. Intermediate results are stated only at the appropriate places in
a convenient time. Recall that our aim is to obtain a regular basis of module
H and this is possible ”modulo certain obstacles Ra” which are however of the
highest importance too.
Definition 5.1. For any submodule Θ ⊂ Φ = Φ(M) and a vector field X ∈ Θ⊥,
let KerXΘ ⊂ Θ be the submodule of all ϑ ∈ Θ with LXϑ ∈ Θ.
Our first task. A given involutory filtration Ω∗ will be adapted to ensure the
property KerXΩ¯l+1 = Ω¯l to the maximal possible extent. (See the Figure 2.
Ω0
❘
❘
Ω1
❘✲
Ω2
❘
LX
❘
the original filtration
. . . R0
☛
LX
Ω¯0
❘ ❘ ❘
❘
LX
Ω¯1 Ω¯2
the adapted filtration
. . .
Figure 2
The last term R0 = KerXΩ¯0 will be independent of the choice of the original
filtration Ω∗.) Let us turn to more detail.
Taking a not too special vector field X ∈ H, we have KerXΩl+1 = Ωl (l ≥ 0).
(Use the injectivity Z1 : Ml →Ml+1 (l ≥ 1) with Z1 = X.) This provides the
strongly descending chain of submodules
· · · ⊃ Ω1 ⊃ Ω0 ⊃ KerXΩ0 ⊃ · · · ⊃ (KerX)
KΩ0 (K ≥ 1) (5.1)
which necessarily terminates with the stationarity (KerX)
K+1Ω0 = (KerX)
KΩ0.
The change of notation gives the strongly ascending filtration
Ω¯∗ : Ω¯0 ⊂ Ω¯1 ⊂ · · · ⊂ Ω = ∪Ω¯l, (5.2)
Ω¯0 = (KerX)
K−1Ω0, Ω¯1 = (KerX)
K−2Ω0, . . . , Ω¯K−2 = KerXΩ0,
Ω¯K−1 = Ω0, Ω¯K−2 = Ω1, . . .
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of Ω. It has the obvious properties
KerXΩ¯l+1 = Ω¯l (l ≥ 0), KerXΩ¯0 = (KerX)
2Ω¯0 6= Ω¯0 (5.3)
and moreover the less obvious properties [6, VII 16] as follows.
Proposition 5.1. The filtration (5.2) does not depend on the vector field X.
Proof. Let Z ∈ H be another not too special vector field. Clearly
KerXΩ¯l = Ω¯l−1 = KerZΩ¯l (l ≥ K) (5.4)
hold true. We apply the descending induction to prove the equalities (5.4) for
all l and start with the first step l = K − 1. Let us (on the contrary) assume
that
KerXΩ¯K−1 = Ω¯K−2 6= KerZΩ¯K−1
and that (for certainty) the inclusion Ω¯K−2 ⊂ KerZΩ¯K−1 is not true so that
there exists
ω ∈ Ω¯K−2, ω 6∈ KerZΩ¯K−1.
KerZΩ¯K−1
KerXΩ¯K−1 = Ω¯K−2 Ω¯K−1 Ω¯K Ω¯K+1 . . .
✐ω
❘ ❘ ❘
■
❘
■
LX
LZ
❘ ✯⊗
✯ ❘⊗LZ
LX
Figure 3
Then LZω ∈ Ω¯K , LZω 6∈ Ω¯K−1. Therefore
LXLZω ∈ Ω¯K+1,LXLZω 6∈ Ω¯K .
On the other hand LXω ∈ Ω¯K−1 hence
LZLXω ∈ Ω¯K .
Altogether we conclude that
LXLZω − LZLXω = L[X,Z]ω 6∈ Ω¯K
which is a contradiction since (trivially) ω ∈ Ω¯K−1 and therefore L[X,Z]ω ∈ Ω¯K
by applying the induction assumption (5.4).The following steps l = K − 2,
K − 3, . . . of the induction are analogous. 
Proposition 5.2. Filtration (5.2) is good.
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Proof. This assertion is trivial since LZΩ¯l ⊂ Ω¯l+1 hence LHΩ¯l ⊂ Ωl+1 due to
Proposition 5.1. 
Proposition 5.3. The module
R0 = KerXΩ¯0 = (KerX)
KΩ0 = ∩(KerH)
kΩ0 (5.5)
is generated by all differentials df ∈ Φ lying moreover in Ω.
Proof. The inclusion LZR0 ⊂ R0 implies the Frobenius condition dR0 ∼= 0
(mod R0) but the proof is not immediate and we refer to [6, p. 177]. Therefore
the module R0 is generated by certain total differentials df (f ∈ F) where
df ∈ R0 ⊂ Ω. On the other hand every differential df ∈ Ω is lying in certain
module Ω¯l and then (trivially) also in KerXΩ¯l = Ω¯l−1 hence in R0. 
Proposition 5.4. Module R0 = R0(Ω) does not depend on the choice of the
filtration Ω∗.
Proof. This is a trivial consequence of previous Proposition 5.3, however, direct
proof may be as follows:
dim {ω,LHω, . . . , (LH)kω} ≤ const. if ω ∈ R0,
dim {ω,LHω, . . . , (LH)kω} ≥ k + 1 if ω ∈ Ω, ω 6∈ R0,
(5.6)
see also Figure 2. 
Our second task. Assuming the previous result
KerXΩl+1 = Ωl (l ≥ 1),KerXΩ0 = R
0,KerXR
0 = R0,
the construction will be repeated ”modulo X” by employing another not too
special vector field Y ∈ H. In more detail, we introduce the filtration
Ω(X)∗ : Ω(X)0 ⊂ Ω(X)1 ⊂ · · · ⊂ Ω = ∪Ω(X)l (Ω(X)l =
∑
(LX)
kΩl) (5.7)
and our aim is to ensure KerY Ω(X)l+1 = Ω(X)l in the maximal possible extent
by the adaptation of the lower–order terms of filtration (5.7). Let us turn to
more detail.
Taking a not too special vector field Y ∈ H, we have KerY Ω(X)l+1 = Ω(X)l
for l large enough and even for l ≥ 0 by using a lift. (Let us recall the injectivity
Z2 : M(1)l → M(1)l+1 (l ≥ 1) with Z2 = Y.) This provides the strongly
descending chain
· · · ⊃ Ω(X)1 ⊃ Ω(X)0 ⊃ KerY Ω(X)0 ⊃ · · · ⊃ (KerY )
KΩ(X)0 (K ≥ 1) (5.8)
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which does terminatewith the stationarity (KerY )
K+1Ω(X)0 = (KerY )
KΩ(X)0,
see Proposition 5.5 below. So we obtain the strongly ascending filtration
Ω¯(X)∗ : Ω¯(X)0 ⊂ Ω¯(X)1 ⊂ · · · ⊂ Ω = ∪Ω¯(X)l,
Ω¯(X)0 = (KerY )
K−1Ω(X)0, . . . , Ω¯(X)K−2 = KerY Ω(X)0,
Ω¯(X)K−1 = Ω(X)0, Ω¯(X)K−2 = Ω(X)1,
(5.9)
of Ω with the infinite–dimensional terms. It has the obvious properties
KerY Ω¯(X)l+1 = Ω¯(X)l (l ≥ 0),
KerY Ω(X)0 = (KerY )
2Ω(X)0 6= Ω¯0
(5.10)
and moreover the less obvious properties as follows.
Proposition 5.5. The stationarity holds true.
Proof. The Hilbert polynomials provides the desired result. Denote by
M[k] =M[k]0 ⊕M[k]1 ⊕ · · · , M[k]l = Ω¯(X)k ∩ Ω¯l/Ω¯(X)k ∩ Ω¯l−1
the gradedF–module equipped moreover withX–multiplication.Then dimM[k]l
= e0(k) is the zeroth–order polynomial in l (a constant depending on k) and ob-
viously e0(k+1) > e0(k) at the places of proper inclusions in (5.8). This causes
the finite length. 
Proposition 5.6. Filtration (5.9) does not depend on the vector field Y.
Proof. The method of Proposition 5.1 applies without much change. Modules
Ω¯(X)l stand for the previous Ω¯l and the new vector field Y undertakes the role
of X. 
Proposition 5.7. Filtration (5.9) is good.
Proof. Conditions (2.3) with Ω(X)l instead of Ωl are obviously satisfied due to
Proposition 5.6. 
Proposition 5.8. The module
R1 = KerY Ω¯(X)0 = (KerY )
KΩ(X)0 (5.11)
does not depend on the choice of the filtration Ω∗.
Proof. The following criteria can be applied:
dim {ω,LHω, . . . , (LH)
kω} ≤ k · const.+ const. if ω ∈ R1,
dim {ω,LHω, . . . , (LH)
kω} ≥
k(k + 1)
2
if ω ∈ Ω, ω 6∈ R1.
In the first inequality, R1 is in fact equipped only with active LX–operators. 
1. THE INVOLUTIVENESS AND STANDARD BASIS 23
Proposition 5.9. Module R1 satisfies the Frobenius condition dR1 ∼= 0 (mod R1).
Proof. The method [6, p. 177] can be adapted. We instead refer to the next
part of this article, which will be especially devoted to all notable modules Rk
in full generality. 
We will not continue with the higher–order tasks since they bring only toil-
some formalisms but none of true novelties. The formulation of the most general
Propositions is left to the reader. In particular, one may speak of standard fil-
trations (5.2) or (5.9) in full accordance with the theory of ordinary differential
equations [7]. Also the standard bases can be introduced quite analogously as
in [7] but this topic will be discussed together with explicit calculation of sym-
metries of diffiety Ω.
6. Appendix
The involutivity is a terrible topic in strictly rigorous expositions [15, 17].
So we supply our story with a few informal notices on this subject. Let us
compare the involutive systems of differential equations (the external theory)
with the involutive Pfaffian systems (the internal theory) in the common sense
and conclude with the prolongation to diffieties.
Let us begin with the external theory.
A system of the first–order differential equations in the first–order jet space
xi, wj , wji (i = 1, . . . , n; j = 1, . . . ,m; w
j
i =
dwj
dxi
)
will be mentioned. We suppose that it looks as follows [18]. A maximal number
of equations is resolved with respect to derivatives wjn. They are substituted into
the remaining equations which are resolved with respect to maximal number of
derivatives wjn−1 and so forth up to derivatives w
j
1. We obtain
wjnn = f
jn
n (x
1, . . . , xn, w11, . . . , w
m
n−1, . . . , w
kn
n , . . .)
(jn ∈ Jn, kn ∈ Kn),
w
jn−1
n−1 = f
jn−1
n−1 (x
1, . . . , xn, w11 , . . . , w
m
n−2, . . . , w
kn−1
n−1 , . . .)
(jn−1 ∈ Jn−1, kn−1 ∈ Kn−1),
...
wj11 = f
j1
1 (x
1, . . . , xn, . . . , wk11 , . . .)
(j1 ∈ J1, k1 ∈ K1)
(6.1)
where Ji+Ki = {1, . . . , n}, Ji∩Ki = ∅ (i = 1, . . . , n). The prolongation of (6.1)
consists of equations
d
dxi
(
wjkk − f
jk
k
)
= 0 (i, k = 1, . . . , n; jk ∈ Jk). (6.2)
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Even more can be said. If the independent variables are ”not too special” then
J1 ⊂ · · · ⊂ Jn and therefore K1 ⊃ · · · ⊃ Kn and the system (6.1) is called
involutive if equations (6.2) with i ≤ k are enough in prolongation (6.2). The
prolonged system is of the second order, however, it may be interpreted as the
first–order system if the first–order derivatives are regarded for new variables.
One can then easily find that the involutivity is preserved: if σi (σ¯i) is the
number of elements in Ki (in analogous sets K¯i after the prolongation) then
σ¯1 = σ1 + · · ·+ σn, σ¯2 = σ2 + · · ·+ σn, σ¯n = σn.
This is the Cartan’s involutivity test [1, 14, 15, 17, 18].
It is not easy to prove that the involutiveness can be attained after a finite
number of prolongations and there are lengthy studies devoted to this topic [17].
It should be however noted that the ”exceptional points” where the numbers σi
are not locally constant are omitted, that is, only the ”regular solutions” are
involved.
Let us turn to the internal theory.
System (6.1) is expressed by the Pfaffian equations
ωj = 0 (j = 1, . . . ,m; ωj = dwj −
∑
wji dx
i, wji = f
j
i if j ∈ Ji)
involving only derivatives wkii (ki ∈ Ki). The prolongation is again expressed by
the Pfaffian equations
ωji = 0 (i = 1, . . . , n; j ∈ Ki; ω
j
i = dw
j
i −
∑
wjii′dx
i′)
where equations ωji = 0 should imply dω
j
i =
∑
dxi ∧ dwji = 0 whence w
j
ii′ =
wji′i. Assuming this symmetry, variables w
j
ii′ may be determined successively in
the involutive case. (This is the classical definition [1, 14, 15] for the Pfaffian
systems.) That is, we may arbitrarily choose
wj111, w
j2
21, w
j3
31, . . . , w
jn
n1 in total number σ¯
1 = σ1 + σ2 + σ3 + · · ·+ σn,
wj222, w
j3
32, . . . , w
jn
n2 in total number σ¯
2 = σ2 + σ3 + · · ·+ σn,
and so on to the final wjnnn in total number σ¯
n = σn. This is again the Cartan’s
test as above.
It seems that nobody understands the original Cartan’s proof of the combi-
natorical nature in [1] that the involutivity can be attained within this internal
framework. It should be moreover noted that the ”singular prolongations” are
not included both in the internal and in the external theories.
We conclude with diffieties.
Every diffiety Ω can be obtained from the first term Ω0 of appropriate filtra-
tions by successive prolongations [6] which are subjected only to the condition
(2.3). It follows that Theorem 4.4 can be applied to ”singular solutions” and
even to all ”partial prolongations” of a Pfaffian system as well.
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