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Resum
L’objectiu del projecte e´s el disseny, implementacio´ i avaluacio´ d’una apli-
cacio´ de realitat virtual immersiva que permeti la navegacio´ amb te`cniques
d’interaccio´ gestual per un escenari natural de Catalunya.
Es descarregaran les dades de cartografia digital (model digital de ter-
reny, fotografia ae`ria, etc) mitjanc¸ant Web Map Services. Les dades seran
classificades per diferenciar regions amb diferents tipus de vegetacio´, per tal
d’afegir vegetacio´ sinte`tica plausible a sobre del terreny. El terreny es mos-
trara` amb visio´ estereosco`pica en un sistema de realitat virtual basat en
projeccio´. Per tal de fer el sistema immersiu, el sistema mostrara` l’escena 3D
des del punt de vista de l’usuari, utilitzant la te`cnica de headtracking. L’a-
plicacio´ implementara` diferents modes de navegacio´ per l’escena (conduir,
planejar...), mitjanc¸ant reconeixement de gestos, a partir de les dades sobre
les articulacions de l’usuari proporcionades per un sensor Kinect.
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1 Introduccio´
1.1 Context
En breus desembarcaran a nivell comercial va`ries propostes de realitat vir-
tual per a les llars. E´s per aixo` que la realitat virtual avui en dia sembla que
estigui de moda. Pero` realment, que` e´s considera realitat virtual? Realitat
virtual e´s refereix a un entorn d’aparenc¸a real, generat mitjanc¸ant tecnologia
informa`tica, que crea en l’usuari la sensacio´ d’estar immers en ell.
Per tant la realitat virtual es pot aconseguir en diferents nivells. Per a
aconseguir aquesta desitjada sensacio´ d’immersio´ hi ha formes molt variades
i en molts casos complementa`ries entre elles. Tot seguit parlarem de les me´s
comuns:
1.1.1 Visualitzacio´ 3D
Evidentment el me`tode me´s utilitzat i podr´ıem dir imprescindible e´s el de
la imatge. E´s necessari fer que l’usuari rebi els est´ımuls de l’entorn a trave´s
de la vista per a que comenci a tenir una sensacio´ d’immersio´. Aixo` es pot
aconseguir de la forma me´s senzilla des d’una simple pantalla, tal i com s’ha
fet sempre als videojocs, fins a les formes me´s modernes com les ulleres amb
pantalles incorporades.
Com ja devem estar acostumats del cinema una de les formes me´s efecti-
ves d’aconseguir immersio´ a trave´s de la imatge e´s presentant aquesta amb
nivells de profunditat, e´s a dir, en 3D. Aixo` s’aconsegueix normalment pre-
sentant a l’hora dues imatges, amb una lleugera variacio´ del punt d’origen
d’aquestes, superposades imitant el que fan els nostres ulls. Aixo` es so`l com-
plementar amb l’ajuda d’unes ulleres (com per exemple les t´ıpiques amb una
lent vermella i una blava) per a que els nostres ulls les recomposin com a
una sola imatge amb profunditat. Aquest me`tode l’hem vist a les revistes
antigues on venien pa`gines en 3D i unes ulleres de cartro´, als cinemes amb
Imax 3D, a la famosa Nintendo 3DS, televisions 3D... Es coneix com a visu-
alitzacio´ estereosco`pica (Stereo Render).
El me`tode anteriorment anomenat actualment s’utilitza en la majoria de
dispositius denominats de realitat virtual. Tot i aixo` aquests el presenten
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conjuntament amb altres te`cniques per a incrementar la immersio´:
Aquestes poden ser l’u´s d’ulleres amb pantalla per a que cap element vi-
sual que no sigui de la realitat virtual desvirtu¨ı la immersio´ com per exemple
Oculus Rift o PlayStation VR. Similars a aquests tambe´ hi ha les lents en
les quals introdu¨ım el mo`bil i utilitza aquest de pantalla imitant els sistemes
esmentats anteriorment (Google Cardboard, Samsung Gear).
Figura 1: Oculus Rift[11]
Un altre me`tode pot consistir en rodejar l’usuari de pantalles de forma
que aquestes defineixin una petita habitacio´ com per exemple els sistemes
CAVE o alguna cosa me´s senzilla com una sola pantalla relativament gran
com els sistemes Powerwall VR.
Figura 2: Powerwall del Centre de Realitat Virtual de la UPC
2
1.1.2 Interaccio´
Per aconseguir la sensacio´ d’immersio´ no hi ha prou amb la imatge, tambe´
e´s molt important la interaccio´ amb aquest entorn. Es pot interactuar amb
l’entorn amb els t´ıpics controls de la videoconsola o amb altres dispositius
que captin directament els nostres moviments (ca`meres, guants...).
A nivell d’interaccio´ immersiva les possibilitats so´n gairebe´ infinites. Tot
i aix´ı les interf´ıcies me´s populars consisteixen en fer un seguiment d’alguna
forma del moviment de l’usuari. Aixo` es pot aconseguir de diverses formes.
Una de les formes me´s populars es rastrejar el moviment a trave´s de
ca`meres amb sensors addicionals (ultrasons, profunditat...). Amb aquest
tipus d’interf´ıcie utilitzant te`cniques d’aprenentatge automa`tic es detecten
gestos o posicions per interactuar amb l’entorn.
Un altre interf´ıcie molt usada consisteix en rastrejar la posicio´ i orien-
tacio´ del cap per a que les imatges de les pantalles s’adaptin a la posicio´
d’aquest. Aquesta interf´ıcie e´s el me`tode d’interaccio´ principal per els dispo-
sitius de realitat virtual d’ulleres (Oculus Rift, Samsung Gear...). En aquest
cas s’utilitzen sobretot sensors d’orientacio´ combinats amb d’altres per a fer
el rastreig el me´s prec´ıs possible.
Figura 3: Sistemes PowerClaw[12] i Virtuix[13]
Hi ha molts me´s dispositius per a millorar la immersio´ amb l’entorn com
per exemple, guants per detectar el moviment dels dits i fins i tot transmetre
la sensacio´ de tacte (Gloveone, PowerClaw), plataformes omnidireccionals
per a simular el moviment a dintre el joc (Virtuix Omni, Cyberith Virtuali-
zer) i evidentment sistemes de so 3D. Pero` tots aquests dispositius no entren
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en el camp d’aquest projecte.
En el projecte en que ens escau utilitzarem el sistema Powerwall combinat
amb el dispositiu Microsoft Kinect per a rastrejar gestos, moviments i poses.
1.1.3 Escena 3D
Per a crear el nostre entorn virtual hi ha multitud d’eines disponibles sent
les me´s interessants (per comoditat i opcions) els motors per a dissenyar vi-
deojocs.
Aquests aporten ja un motor gra`fic i un motor de f´ısica els quals simplifi-
quen molt la feina i disposen de mu´ltiples opcions per tractar tan la imatge
com la navegacio´ per l’escena.
Dos dels me´s populars avui en dia so´n Unity 5 i Unreal Engine 4. El
primer destaca per la seva simplicitat i facilitat d’u´s mentre que el segon
permet un major control del proce´s a canvi d’un augment de complexitat.
En el nostre cas utilitzarem Unreal Engine 4 ja que ofereix me´s opcions
i un acabat me´s realista fet que ens ajudara` a millorar la sensacio´ d’immersio´.
Per a crear l’escena d’aquest entorn el que farem sera` connectar-nos al
Institut Cartogra`fic i Geolo`gic de Catalunya i a trave´s d’una aplicacio´ i el seu
Vissir3 descarregar les dades d’una zona de Catalunya a eleccio´ de l’usuari.
Aquesta zona per a poder ser ben representada hauria de ser una zona rural o
no poblada. A trave´s d’aquestes dades recrearem una escena virtual al nostre
motor el qual sera` representada per el nostre entorn de realitat virtual.
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1.2 Actors
A continuacio´ anomenarem els diferents actors que fan que hagi estat possible
aquest projecte:
1.2.1 Autor
L’autor d’aquest projecte e´s segurament l’actor me´s important. A part de la
seva motivacio´ per acabar el grau i el treball en les dates l´ımit te´ un intere`s
personal en el mo´n dels videojocs. Aquest intere`s l’ha portat a estudiar
aquest grau i a interessar-se per la computacio´ de gra`fics. A part el fet
d’utilitzar Unreal (un motor per a fer videojocs) e´s una motivacio´ extra.
1.2.2 Director
El director i l’equip de recerca al que pertany han desenvolupat un sistema
de classificacio´ de terrenys dels mapes de Catalunya. Sempre interessat en
millorar el realisme d’aquests terrenys, va proposar aquest projecte portant-
los a Unreal per a tenir tots els seus avantatges.
1.2.3 Clients potencials
El projecte te´ tres parts diferenciades: la creacio´ de l’escena, l’adaptacio´ a un
entorn d’imatge de realitat virtual i finalment la implementacio´ d’un me`tode
intu¨ıtiu per a navegar a trave´s d’ell amb gestos.
Cadascuna d’aquestes parts per s´ı soles poden ser extrapolades i aplica-
des a altres projectes per el qual ja les fa interessants de per s´ı. La part de
la visio´ estereosco`pica podra` ser utilitzada per els desenvolupadors de video-
jocs que vulguin crear una immersio´ a nivell d’imatge en qualsevol dispositiu
SideBySide (la majoria de televisors 3D actuals) i si disposen d’una Kinect
la propia imatge sera` interactiva amb la posicio´ del usuari.
Tambe´ al crear una eina que permeti enregistrar els gestos i despre´s re-
cone`ixer-los en el propi motor permetra` als desenvolupadors de videojocs
independents fer u´s d’ella sempre que els usuaris disposin simplement d’una
Kinect, la qual e´s un dispositiu molt assequible.
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Pero` al combinar les tres tenim una aplicacio´ que permet navegar per
zones no poblades amb un nivell d’immersio´ molt alt. D’aquesta forma per-
metra` als excursionistes de tot tipus i als equips de rescat avaluar el terreny
amb molt me´s detall veient si la zona es molt escarpada, hi ha moltes eleva-
cions, la vegetacio´ e´s massa abundant...
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1.3 Punt de partida
Com ja hem comentat anteriorment el projecte constara` de diferents fases
ben diferenciades:
Per obtenir la informacio´ de la escena evidentment farem servir una apli-
cacio´ externa ja que no disposem dels medis necessaris per analitzar una
zona tan gran com Catalunya per els nostres medis. Aplicacions que realit-
zin aquesta tasca hi ha varies: Google Maps, Google Earth, OpenSreetMap...
Nosaltres hem optat per fer servir una de me´s local ja que disposa d’informa-
cio´ me´s completa i concreta de la zona a tractar (mapes d’alc¸ades, infraroig,
mapa topogra`fic...) com e´s el Vissir3 del Institut Cartogra`fic i Geolo`gic de
Catalunya.
Accedirem a aquestes dades a trave´s d’un script del Centre de Realitat
Virtual de la UPC el qual modificarem per agafar les dades al nostre gust
per despre´s utilitzar-les en el motor 3D per a recrear l’escena.
Per a recrear l’escena hi ha diversos motors per a videojocs que ja dispo-
sen de motor gra`fic i motor de f´ısiques. Crear el nostre propi motor suposaria
un esforc¸ i un temps que sobrepassarien el de un TFG per el qual utilitzarem
un dels que s’ofereixen. Per a treballar a nivell professional i amb llice`ncies
hi ha varis motors com per exemple el CryEngine. Pero` per sobre d’aquests
destaca el Unreal Engine 4 ja que, tot i ser un motor propietat de Epic Ga-
mes, la llice`ncia en el nostre cas e´s gratu¨ıta i les opcions que presenta so´n
molt variades i l’acabat e´s totalment professional. Aquest a trave´s de codi
C++ permet expandir-lo i afegir tot allo` que necessitem per a modificar-lo
(com per exemple per aconseguir imatge estereosco`pica). Tambe´ cal destacar
que Unreal Engine te´ suport a l’entorn de realitat virtual Oculus Rift.
Tot aixo` ho traslladarem a l’entorn de realitat virtual Powerwall. Hi ha
varis projectes que han adaptat un motor de videojoc a entorns d’aquest
tipus.
Entre ells destaquen:
El projecte CaveUT[10] que adapta la versio´ 2.5 del motor d’Unreal En-
gine al sistema CAVE.
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Una versio´ me´s moderna de l’anterior: el CaveUDK[2] que actualitza el
sistema a la tercera versio´ del motor.
El projecte me´s similar que hem trobat e´s un desenvolupat a l’Institut
image a la Universite´ de Bourgogne que adapta el sistema CAVE a Unreal
Engine 4[14].
En tots aquests utilitzen una CAVE aixo` comporta que el nostre projec-
te podra` ser utilitzat per un pu´blic me´s ampli ja que nome´s precisa de un
dispositiu amb tecnologia 3D SideBySide (qualsevol televisor 3D).
Tambe´ aportem el fet de poder fer la navegacio´ i el headtracking amb
nome´s una ca`mera Kinect a difere`ncia dels molts i diferents dispositius utilit-
zats en els altres projectes, fet que segueix la l´ınia del comentat anteriorment
al poder tenir un pu´blic me´s ampli.
Tambe´ incorporem un sistema que permet crear un entorn realista de for-
ma ra`pida i automa`tica a trave´s de dades reals.
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1.4 Formulacio´ del problema
Veient quin e´s l’estat de l’art hem pogut observar que tot i que a nivell visual
la realitat virtual aconsegueix una immersio´ suficientment bona, en l’apartat
d’interaccio´ la majoria dels sistemes CAVE i Powerwall necessiten dispositius
amb controls externs que desvirtuen la sensacio´ d’immersio´. E´s per aixo` que
ens centrarem sobretot en aquest u´ltim aspecte.
Llavors els nostres objectius seran:
• Aconseguir les dades d’una zona de Catalunya i representar una escena
amb elles de forma que aconsegueixi un aspecte visual suficientment
real com per a aconseguir la immersio´. Per fer aixo` classificarem el
terreny per saber on hi ha herba, terra, vegetacio´ o arbres. Depenent
d’aixo` aplicarem una textura o altre i afegirem o no els arbres.
• Aconseguir reproduir en un sistema Powerwall les escenes en imatge
estereosco`pica amb headtracking, e´s a dir, que la profunditat depengui
de la posicio´ dels ulls de l’observador. D’aquesta forma si l’usuari es
desplac¸a els cap cap a la dreta per veure millor el lateral d’un objecte
la imatge s’adaptara` mostrant l’objecte des d’aquella perspectiva.
• Per aconseguir aixo` necessitarem implementar un sistema que pugui fer
un seguiment de la posicio´ del cap de l’usuari. Per a aconseguir aixo`
utilitzarem el dispositiu Microsoft Kinect.
• Un cop assolits aquests objectius ens centrarem en la part principal del
projecte la qual consisteix en enregistrar moviments del nostres cos per
a definir gestos i postures que seran interpretades per l’aplicacio´ per a
poder navegar per l’escena de la forma me´s natural possible.
• Un cop tinguem un me`tode per navegar per l’escena implementarem
altres me`todes alternatius com per exemple planejar per ella, anar amb
cotxe...
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1.5 Abast
A l’hora de parlar de la immersio´ a trave´s de la imatge el projecte e´s limitara`
a conseguir una imatge estereosco`pica SideBySide (una imatge per cada ull
col·locada una al costat de l’altre horitzontalment) per a que pugui ser inter-
pretada per qualsevol dispositiu amb tal tecnologia (la majoria de televisors
3D, projectors 3D...).
Figura 4: Exemple de SideBySide
Aquesta sera` interactiva amb l’usuari ja que farem tracking dels seus ulls
per a canviar la imatge segons la posicio´ d’aquests. El tracking el farem amb
una ca`mera Kinect amb la qual podem tenir la posicio´ del cap, a partir d’a-
questa farem una estimacio´ d’on estaran els ulls. Suposarem en tot moment
que l’usuari esta` mirant cap a la pantalla. Podr´ıem haver utilitzat altres
sensors per detectar els ulls pero` la ca`mera Kinect e´s molt assequible i comu´.
A nivell d’interaccio´ tambe´ utilitzarem la ca`mera Kinect i per tant ens
limitarem a fer un seguiment d’els 20 punts que aquesta registra. A partir
d’aquests crearem un training set de gesticulacions les quals utilitzarem per
en temps real poder classificar els gestos de l’usuari. Aquestes seran relati-
vament senzilles i curtes per a assegurar una bona classificacio´ i eficient.
A l’hora de classificar el tipus de terreny a carregar utilitzarem l’algorit-
me de classificacio´ Random Forest per a classificar diferents terrenys i que
l’usuari pugui triar entre ells quin carregar.
Per a crear vegetacio´ utilitzarem te`cniques que no siguin molt costoses
(simulacio´ de volums amb textures, level of detail...) degut a la granda`ria
del terreny. La il·luminacio´ sera` la que te´ el propi Unreal per defecte.
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1.6 Metodologia i rigor
Utilitzarem cicles de desenvolupament curts amb objectius que s’hauran d’as-
solir en una o dos setmanes com a molt. Aix´ı tenim una visio´ me´s acurada
de l’estat del projecte i si estem dins el calendari.
Tindrem una reunio´ setmanal amb el director del projecte per tenir un
feedback constant sobre l’estat i el que es vol assolir.
A mesura que anem fent els petits objectius aquests estaran guiats per
proves per a trobar els possibles errors el me´s aviat possible i que no facin
l’efecte bola de neu al final del projecte.
Per tant la metodologia a utilitzar sera` una metodologia similar a Scrum.
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2 Gestio´ del projecte
2.1 Descripcio´ de les tasques
A continuacio´ es descriuen les principals tasques del projecte:
• Obtencio´ del mapa d’alc¸ades de la zona: Consisteix en aconseguir un
script que es comuniqui amb el Vissir3 del Institut Cartogra`fic i Ge-
olo`gic de Catalunya perque` aquest envii les alc¸ades de les elevacions en
el terreny d’un km2 .
• Ca`rrega del mapa d’alc¸ades: Consisteix a convertir el mapa d’alc¸ades
en un terreny (landscape) en el nostre motor (Unreal Engine).
• Visio´ estereosco`pica: Aconseguir que el Unreal Engine tingui com a
sortida visual dues imatges una al costat de l’altre (Side By Side). La
primera representant la vista des de l’ull esquerra i l’altre el dret.
• Llegir dades sensor Kinect: A trave´s d’un VRPN[9] i el FAAST[FAAST]
aconseguir llegir les dades de la nostra posicio´ a trave´s de la ca`mera
Kinect en el Unreal Engine.
• Visio´ estereosco`pica amb headtracking: Un cop tinguem la posicio´ del
cap amb la Kinect adaptarem el camp de visio´ de cada ull depenent
de la seva posicio´. D’aquesta forma simulem que la projeccio´ e´s una
finestra al nostre mo´n virtual. Per a poder fer la tasca es necessita tenir
les dades de la Kinect i la visio´ estereosco`pica passiva implementades.
• Obtenir sets d’entrenament: Implementar una aplicacio´ que cre¨ı sets
d’entrenament per als gestos i posicions utilitzant un GRT[3].
• Navegacio´ amb gestos: A trave´s dels sets d’entrenament fer que la nos-
tra aplicacio´ pugui detectar el tipus de gest i a trave´s d’ell es pugui
navegar per l’escena. Requereix tenir els sets d’entrenament.
12
• Creacio´ de la vegetacio´: A trave´s d’un classificador de terreny del CRV
obtenir a quines zones del terreny hi ha arbres, herba, arbusts i roques.
Plantar-hi models d’arbres, herba i arbusts. Aplicar les textures.
• Proves i validacio´: Implementar una aplicacio´ que ajudi a fer tests d’en-
trenament dels gestos de forma ra`pida i eficient (no havent d’indicar
l’output de cada gest...) Requereix de l’aplicacio´ ba`sica per obtenir sets
d’entrenament.
• Segon mode de navegacio´: A partir dels training sets implementar me´s
d’una forma de navegacio´ per el nostre entorn (planejar, conduir un
vehicle...).
A la segu¨ent pa`gina tenim un diagrama de Gantt amb les activitats i els
seus requeriments que va des del dilluns 15 de febrer del 2016 fins el diumenge
12 de juny del mateix any dividits en dies (rectangles puntejats), setmanes
(nu´meros) i mesos.
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2.2 Identificacio´ dels costos
Podem dividir els recursos utilitzats en maquinari, programari i recursos hu-
mans. A continuacio´ tenim un llistat d’aquests amb la seva relacio´ amb les
tasques.
2.2.1 Recursos de maquinari
• PC de sobretaula (Intel Core2 Quad, 8GB RAM, nVidia GeForce GTX
8800): fet servir en totes les tasques del projecte.
• PC porta`til (Intel Core i5 4200, 16 GB RAM, nVidia GeForce GTX
765M): fet servir en totes les tasques del projecte.
• Microsoft Kinect: feta servir en totes les tasques de reconeixement de
gestos i tambe´ en el renderitzat estereosco`pic amb headtracking.
• Projector: fet servir en totes les tasques de renderitzat estereosco`pic.
En la taula segu¨ent tenim el preu unitari de cada recurs, les hores esti-
mades en el projecte i el preu de l’amortitzacio´ tenint en compte que el cost
d’amortitzacio´ per hora d’us s’agafa com a refere`ncia que 1 any de vida u´til
so´n 249 dies ha`bils a un ritme de treball de 8 hores dia`ries i que el maquinari
te´ una vida u´til de 4 anys:
Cost d’amortitzacio´ = Preu / (4 anys * (249 dies * 8hores/dia))
Producte Preu Hores estimades Cost amortitzacio´ Cost estimat
PC sobretaula 900.00 ¤ 528 h 0.113 ¤/h 59.66 ¤
PC porta`til 769.00 ¤ 528 h 0.097 ¤/h 51.22 ¤
Microsoft Kinect 99.99 ¤ 320 h 0.013 ¤/h 4.16 ¤
Projector 900.00 ¤ 160 h 0.113 ¤/h 18.08 ¤
Total - - - 134.12 ¤
2.2.2 Recursos de programari
• Windows 10: fet servir a totes les tasques.
• Unreal Engine 4: fet servir a totes les tasques.
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• FAAST: fet servir en el reconeixement de gestos i renderitzat estere-
osco`pic amb headtracking.
• VRPN: fet servir en el reconeixement de gestos i renderitzat estere-
osco`pic amb headtracking.
• GRT: fet servir en el reconeixement de gestos.
• Visual Studio 2015 Community: fet servir a totes les tasques.
• Python 3: fet servir per obtenir el mapa d’alc¸ades.
• Vissir 3: fet servir per obtenir el mapa d’alc¸ades.
En la taula segu¨ent tenim el preu unitari de cada recurs, les hores esti-
mades en el projecte i el preu de l’amortitzacio´ tenint en compte que el cost
d’amortitzacio´ per hora d’us s’agafa com a refere`ncia que 1 any de vida u´til
so´n 249 dies ha`bils a un ritme de treball de 8 hores dia`ries i que el programari
te´ una vida u´til de 3 anys:
Cost d’amortitzacio´ = Preu / (3 anys * (249 dies * 8hores/dia))
Producte Preu Hores Cost amortitzacio´ Cost estimat
Windows 10 119.99 ¤ 528 h 0.020 ¤/h 10.56 ¤
Unreal Engine 4 0.00 ¤ - - 0.00 ¤
FAAST 0.00 ¤ - - 0.00 ¤
VRPN 0.00 ¤ - - 0.00 ¤
GRT 0.00 ¤ - - 0.00 ¤
Visual Studio 2015 Comm. 0.00 ¤ - - 0.00 ¤
Python 3 0.00 ¤ - - 0.00 ¤
Vissir 3 0.00 ¤ - - 0.00 ¤
Total - - - 10.56 ¤
2.2.3 Recursos humans
El projecte sera` realitzat per una sola persona que s’ocupara` dels quatre rols
presents: cap de projecte, dissenyador, enginyer de software i beta tester.
El cap de projecte s’encarregara` u´nicament de la planificacio´ del projecte.
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El enginyer de software i el programador treballaran en totes les tasques
de programacio´, e´s a dir a totes. El primer s’encarregara` de dissenyar el
software i implementar els algoritmes i el segon de la interf´ıcie i el control
del motor seguin les indicacions de l’enginyer.
El software tester a part de provar tots els testos de navegacio´ tambe´
programara` amb els dos primers en aquests casos per a realimentar el codi i
corregir els errors.
Rol Hores Preu per hora Preu total
Cap de projecte 112 h 50 ¤/h 5.600 ¤
Enginyer Software 198 h 35 ¤/h 6.930 ¤
Programador 242 h 25 ¤/h 6.050 ¤
Software tester 88 h 30 ¤/h 2.640 ¤
Total - - 21.220 ¤
2.3 Despeses generals
A part del consum de llum, tenim la connexio´ a Internet i el lloguer de
l’oficina on treballar.
Descripcio´ Preu Quantitat Cost estimat
Consum energe`tic 0.15 ¤/kWh 1.8kWh * 66 dies 142.56 ¤
Connexio´ a Internet 37 ¤/mes 4 mesos 148 ¤
Lloguer local 365 ¤/mes 4 mesos 1460 ¤ ¤
Total - - 1750.56 ¤
2.3.1 Despeses totals
Un cop tenim les despeses dels recursos humans, de maquinari, de programari
i generals anem a calcular el total:
Concepte Cost
Recursos de maquinari 134.12 ¤
Recursos de programari 10.56 ¤
Recursos humans 21220.00 ¤
Despeses generals 1750.56 ¤
Total 23115.24 ¤
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2.4 Control de gestio´
A nivell econo`mic els possibles problemes que puguin sorgir afectaran de
forma mı´nima al pressupost. En cas de que algun punt tingui una desviacio´
temporal considerable, tal com ja hav´ıem previst, traurem altres tasques de
la planificacio´, fet que fara` que el temps del projecte sigui sempre el mateix.
A nivell de programari es fara` servir el mateix passi el que passi pero` a nivell
de maquinari pot ser que no arribem a poder utilitzar el Oculus Rift, fet que
fara` abaratir el pressupost.
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2.5 Sostenibilitat
A continuacio´ detallem el estudi de sostenibilitat dividit en sostenibilitat
econo`mica, social i ambiental.
2.5.1 Econo`mica
A nivell econo`mic tan en programari com en maquinari s’ha intentat ser el
me´s econo`mic possible. Tot el programari exceptuant el sistema operatiu e´s
gratu¨ıt. El maquinari es relativament assequible sobretot si aquest s’utilitza
tambe´ en altres projectes, ja que la seva utilitzacio´ en hores no e´s molt ele-
vada.
La major part del pressupost es dedica a recursos humans, pero` e´s essen-
cial ja que el producte depe`n directament de la capacitat d’aquests.
Un cop desenvolupat el producte aquest e´s molt econo`mic ja que nome´s
precisa d’un dispositiu amb 3D (qualsevol televisor actual) i una Microsoft
Kinect.
2.5.2 Social
A nivell personal el projecte m’aportara` un estudi d’un motor gra`fic que em
sera` molt u´til en un futur ja que la meva intencio´ es introduir-me al mon
professional dels videojocs.
L’aplicacio´ de la visio´ estereosco`pica amb headtracking al motor Unreal
Engine facilitara` la feina de futurs projectes amb Unreal proporcionant la
opcio´ de millorar la immersio´ en projectes de realitat virtual.
Tambe´ a nivell d’interaccio´ amb la realitat virtual avui en dia e´s molt
limitada, sempre s’utilitzen altres aparells com a interf´ıcie. Amb aquest
projecte permetrem al motor Unreal Engine enregistrar gestos per a poder
utilitzar-los per navegar de forma natural.
2.5.3 Ambiental
El projecte a nivell ambiental consumeix pocs recursos ja que u´nicament ne-
cessita de consum ele`ctric i aquest e´s molt baix: un ordinador, una pantalla
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i una Kinect.
Per tant aquest projecte implementara` una solucio´ que consumeix poc
recursos en front d’altres sistemes de realitat virtual amb ple de dispositius.
2.5.4 Puntuacio´ de la sostenibilitat
A continuacio´ presentem una taula amb la puntuacio´ de cada apartat ante-
rior.
Ambiental Econo`mic Social Rang Sostenibilitat
9 8 6 23
La nota a nivell ambiental e´s elevada ja que la empremta ambiental e´s
mı´nima, tot i aixo` no s’arriba al nivell de reciclar material.
A nivell econo`mic la nota tambe´ e´s forc¸a elevada ja que els costos de
materials so´n mı´nims, encara que els de personal no ho so´n tant.
A nivell social, la aplicacio´ no afectara` a una part elevada de la poblacio´,
tot i aixo` s´ı afectara` als desenvolupadors de productes que s´ı afectaran a la
primera.
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2.6 Disciplines informa`tiques
• Gra`fics: branca de la informa`tica que estudia la manipulacio´, la gene-
racio´ i el processament de continguts visuals digitals, com pot ser el
processament d’imatges o la modelitzacio´ 3D d’una escena. Gra`cies a
ella es pot representar la informacio´ de forma visual i recrear entorns
sencers que poden ser utilitzats per a la realitat virtual. En aquest tre-
ball s’utilitzen diversos ca`lculs gra`fics per a modificar el pipeline gra`fic
i poder mostrar la informacio´ visual amb imatge estereosco`pica i que
sigui interactiva a la perspectiva de l’usuari. Tambe´ utilitzem te`cniques
de gra`fics per a simular efectes realistes amb petits trucs per a rebaixar
el cost computacional (simular volums amb textures, billboards...)
• Aprenentatge automa`tic: disciplina de la informa`tica, amb una forta
base estad´ıstica, que construeix sistemes que so´n capac¸os d’aprendre de
les dades. Aquests sistemes so´n capac¸os de classificar o predir resultats.
En aquest projecte s’utilitzen te`cniques d’aprenentatge automa`tic per
classificar els gestos, predir l’angle dels gestos o la relacio´ de dista`ncia
entre dos parts del cos. Tambe´ s’utilitzen per classificar les zones de
terreny dels mapes (arbres, herba, terra...).
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2.7 Regulacions aplicables al projecte
2.7.1 Llice`ncies
• Unreal Engine 4: Lliure d’utilitzar. 5 percent dels guanys a partir de
3000 do`lars cada trimestre.
• FAAST: Lliure d’utilitzar i distribuir per recerca i propo`sits no comer-
cials.
• VRPN: Software de domini pu´blic del departament de Computer Sci-
ence de la University of North Carolina; no te´ llice`ncia.
• GRT: Software de domini pu´blic sota una llice`ncia MIT (lliure d’utilit-
zar i sense garanties)
• Visual Studio 2015 Community: Requereix registre. Lliure d’utilitzar
excepte per empreses. Lliure d’utilitzar si el producte e´s de codi obert.
2.7.2 Legislacio´
En aquest projecte cal la col·laboracio´ de persones per a dur a terme certes
tasques. Aix´ı doncs, cal assegurar certs aspectes legals per a evitar conflictes.
Per als me`todes d’aprenentatge automa`tic, es prendran fotografies de di-
versos usuaris mentre realitzen diferents gestos. Respectant la Llei orga`nica
1/1982, del 5 de maig, de proteccio´ civil del dret a l’honor, a la intimitat per-
sonal i familiar i a la pro`pia imatge, les persones que col·laborin autoritzaran
l’u´s de la seva imatge, que sera` utilitzada de forma ano`nima i confidencial.
Les imatges s’utilitzaran u´nicament per a l’entrenament dels algorismes d’a-
prenentatge automa`tic i en cap moment seran divulgades fora de l’a`mbit del
projecte.
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3 Creacio´ de l’escena 3D
Tot seguit detallarem el proce´s seguit per a generar l’escena en el qual pri-
mer hem hagut d’aconseguir les dades de l’Institut Cartogra`fic i Geolo`gic de
Catalunya i despre´s en el format corresponent les hem tractat al propi editor
de l’Unreal Engine 4.
3.1 Aconseguir les dades de l’escena
A trave´s d’indicar un parell de coordenades a un script en Python propor-
cionat per el CRV, el qual es connecta al webservice del Vissir3 de l’ICGC,
aconseguirem el mapa d’alc¸ades de la zona, la ortofoto i el mapa d’infraroig.
A partir d’aquestes dades treurem les caracter´ıstiques i les desarem a un
fitxer que fara` servir un altre script en Python per a classificar cada p´ıxel
utilitzant un Random Forest.
El mapa d’alc¸ades el conseguim directament del ICGC on tindrem les da-
des cada 5 metres. Tot i aix´ı s’ha hagut de modificar el script perque` Unreal
demana que les dades del mapa d’alc¸ades estiguin com a escala de grisos de
16 bits en little-endian. Unreal interpreta que tals valors van de 0 a 512m
per tant haurem d’escalar els valors en consequ¨e`ncia.
Figura 5: Mapa d’alc¸ades
Respecte a la ortofoto i al mapa d’infraroig la precisio´ utilitzada e´s de 25
cm per cada p´ıxel. Com podem observar e´s 20 vegades me´s detallada que el
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mapa d’alc¸ades. A consequ¨e`ncia la imatge amb la classificacio´ (on cada p´ıxel
te´ un color segons com s’hagi classificat) tambe´ te´ la mateixa precisio´.
Figura 6: Infraroig, ortofoto i mapa de classes
A l’hora de col·locar les textures i la vegetacio´ Unreal ens demana que per
cada tipus diferent d’element li donem una imatge d’escala de grisos en 8 bits
on estigui marcat amb blanc les zones on apareixen aquest tipus d’elements.
Per tant necessitarem una imatge per a indicar on van les roques, una altres
per els arbres, una tercera per la herba i una u´ltima per els matolls. A me´s
demana que aquestes tinguin la mateixa mida que el mapa d’alc¸ades.
Figura 7: Mapa arbusts, arbres, herba i roca
Pero` les exige`ncies d’Unreal no acaben aqu´ı, sino´ que el mapa d’alc¸ades
ha de ser dintre d’unes mides determinades i a consequ¨e`ncia tambe´ les capes
de cada tipus de vegetacio´. A continuacio´ tenim una taula amb les diferents
mides acceptades i les mides que ens interessen per decidir quines dimensions
utilitzar.
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Unreal (vertex) Mon real Ortofoto (p´ıxels)
8129 x 8129 40.645m x 40.645m (1652 km2) 812.900 x 812.900
4033 x 4033 20.165m x 20.165m (407 km2) 403.300 x 403.300
2017 x 2017 10.085m x 10.085m (102 km2) 201.700 x 201.700
1009 x 1009 5.045m x 5.045m (25 km2) 100.900 x 100.900
505 x 505 2.525m x 2.525m (6’4 km2) 50.050 x 50.050
253 x 253 1.265m x 1.265m (1’6 km2) 25.030 x 25.030
127 x 127 635m x 635m (0’4 km2) 12.700 x 12.700
A nivell de dimensions, per poder navegar amb unes mides properes a 1
km2, les dues mides me´s petites ens so´n perfectament u´tils. Tambe´ aquestes
dues a l’hora de classificar la vegetacio´ so´n les menys costoses computacio-
nalment, perque` com podem veure, al agafar les dades cada 25 cm, el nombre
de p´ıxels augmenta molt.
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3.2 Creacio´ del terreny
Per a poder crear i editar terrenys l’Unreal Engine te´ una classe anomenada
Landscape. Aquesta pot ser instanciada un vegada per a cada escena. Tot
i aix´ı aquest tipus de classe nome´s pot ser editada a l’Unreal Editor i per
tant no la podem fer procedural. L’alternativa ha estat crear unes quantes
escenes amb diferents terrenys de Catalunya i deixar-los preparats per a que
l’usuari pugui triar per quin d’ells vol navegar.
Per a donar-li forma al terreny carregarem els seus ve`rtexs a partir del
mapa d’alc¸ades. Unreal interpreta que cada valor del mapa d’alc¸ades esta` a
100 cm dels adjacents, pero` tal com s’ha comentat anteriorment els nostres
punts del mapa d’alc¸ades estan a 5 m entre ells. Per tant s’ha hagut d’au-
mentar el tamany en els eixos X i Y fins a cinc vegades.
Figura 8: Terreny amb ve`rtexs per defecte
Al estar tan llunyans es podien percebre les arestes a simple vista deixant
una sensacio´ de poc realisme. L’ideal hague´s estat poder utilitzar el tessela-
dor per augmentar el nombre de pol´ıgons del terreny pero` Unreal encara no
suporta aquest tipus d’accio´. L’alternativa ha estat augmentar el nombre de
ve`rtexs interpol·lant-los a l’editor. D’aquesta forma per a cada ve`rtex ara hi
ha 16 ve`rtexs.
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Figura 9: Terreny amb ve`rtexs augmentats
3.3 Aplicacio´ de textures
Una de les te`cniques utilitzades per detallar la geometria sense haver d’aug-
mentar els pol´ıgons fins a tals nivells de detalls es l’aplicacio´ de textures. Tal
te`cnica consisteix en aplicar una imatge (la textura) a la pro`pia forma de la
geometria com si l’embolique´s com el paper de regal.
Un cop aplicada la textura es pot fins i tot simular que te´ volum amb
te`cniques d’il·luminacio´:
• Bump Mapping: A partir d’una textura d’escala de grisos on indica
l’alc¸ada e´s calcula la il·luminacio´ com si tingue´s tal alc¸ada l’objecte.
Figura 10: Mapa de normals
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• Normal Mapping: La idea e´s similar al Bump Mapping, pero` en comp-
tes de nome´s tenir una textura amb alc¸ades te´ una textura que indica
la normal de cada punt. D’aquesta forma el color calculat amb la
il·luminacio´ do´na una sensacio´ de volum molt me´s realista.
Figura 11: Superf´ıcie amb il·luminacio´ per defecte i amb normal mapping
E´s molt important aconseguir un acabat realista amb textures sobretot a
la part on es classifiqui amb roques ja que aquestes no tindran una vegetacio´
a sobre que les dissimuli.
Figura 12: Zona de roques amb normal mapping
Utilitzant la imatge en escala de grisos (tot i que en el nostre cas nome´s hi
ha valors de blanc i de negre) corresponent per a cada tipus de vegetacio´, les
quals indiquen per a cada una d’elles on s’aplica i on no, farem que apliqui
una textura o una altre. Unreal disposa de mesures per si les zones d’aquestes
estan superposades i s’han de barrejar les textures. En el nostre cas no es
necessari ja que les interseccions entre les nostres zones so´n nul·les.
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3.4 Models esta`tics
De la mateixa forma que amb les textures, utilitzarem les capes on indica
quina zona pertany a quin tipus de classificacio´.
Unreal ens permet definir un conjunt de vegetacions amb la densitat de
cada una d’elles, si l’orientacio´ seguira` la normal del terreny, i com volem
que la distribueixi a dintre la pro`pia zona. Per tant podrem definir diferents
conjunts de vegetacions per cada tipus de classificacio´:
• Zona d’herba: A la zona d’herba carregarem evidentment models d’-
herba (amb una densitat elevada) juntament amb flors.
Figura 13: Resultat final de la zona d’herba
• Zona d’arbusts: Per la zona d’arbusts carregarem a part d’herba (tot
i que a una densitat me´s baixa) i flors tambe´ carregarem pedres i dos
tipus d’arbusts: un de me´s gran i un de me´s petit.
Figura 14: Resultat final de la zona d’arbusts
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• Zona d’arbres: Per la zona d’arbres carregarem una mica d’herba, fulles
caigudes, pedres, arbusts petits i arbres. Els arbres com so´n molt grans
i ocupen molt d’espai els carregarem amb una densitat molt baixa.
Figura 15: Resultat final de la zona d’arbres
Per a poder carregar un gran volum d’aquests models Unreal utilitza di-
ferents te`cniques. A continuacio´ per cada model detallarem quines d’elles fan
servir i quin model de distribucio´ hem utilitzat per col·locar-los al mapa.
3.4.1 Arbres
Els models esta`tics pels arbres consten de 4 formes de representar-los depe-
nent de la dista`ncia a la que ens trobem d’ells. Aquestes representacions se’ls
anomena Level of Detail (LOD).
Per als tres primers LODs utilitza els mateixos elements:
• Una malla de punts per al tronc i les branques, a les quals se’ls apliquen
textures per als detalls de rugositat.
• Per a les fulles en canvi aplica directament textures amb fulles pintades
i transpare`ncies a on en formes simples per tenir una geometria el me´s
simple possible.
La gran difere`ncia entre els tres primers LODs es troba en el nombre de
punts per a representar la malla del tronc i les branques i augmenta la sim-
plicitat dels pol´ıgons per a les textures de les fulles. Quant me´s lluny menys
ve`rtexs.
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Figura 16: Arbre sense aplicar textures a les fulles
Figura 17: Arbre en el LOD0 i el LOD2
Finalment per al quart LOD utilitza una te`cnica anomenada Billboard.
Aquesta consisteix en tenir diverses imatges de l’arbre en diferents angles de
rotacio´ i depenent de l’angle en el qual l’usuari encara l’arbre mostrar un o
altre. D’aquesta forma el nombre de punts e´s mı´nim.
Figura 18: LOD3 de l’arbre i el seu billboard sense aplicar les textures
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3.4.2 Arbusts
Utilitza les mateixes te`cniques similars a les descrites per als arbres. Pol´ıgons
simplificats amb textures a sobre per als detalls i aquests es van simplificant
cada cop me´s. Tals te`cniques les utilitza en els dos primers LODs i en el
tercer utilitza Billboards.
Figura 19: Arbust LOD0 amb textura aplicada i sense aplicar
Figura 20: Arbust LOD2 amb textura aplicada i el billboard sense ella
3.4.3 Herba
Per a l’herba utilitza un sistema similar a les fulles de l’arbre. Aplica textu-
res d’herba en diversos rectangles les quals varien lleugerament per simular
que les mou el vent. Te´ tres LODs i en cada un d’ells fa servir la mateixa
te`cnica pero` el nombre de rectangles i la variacio´ de les textures simulant el
32
vent disminueix.
Figura 21: Herba LOD0 amb i sense textura aplicada
Figura 22: Herba LOD2 amb i sense textura aplicada
3.4.4 Flors
Per a les flors segueix utilitzant pol´ıgons simplificats amb textures en els
2 primers LODs (simplificant cada cop me´s) fins arribar al tercer LOD on
nome´s te´ pol´ıgons per als pe`tals i per tant nome´s a aquests se’ls hi aplica la
textura.
Figura 23: Flors LOD1 amb textura aplicada i sense aplicar
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Figura 24: Flors LOD2 amb textura aplicada i sense aplicar
3.4.5 Fulles caigudes
Les fulles caigudes tenen una malla simplificada per a cada una d’elles a les
quals se’ls hi aplica una textura amb transpare`ncies ben mapejada. Disposa
de 3 LODs en els quals va simplificant encara me´s el model, passant a la
meitat de punts en el LOD1 i acabant sent simples triangles o romboides per
al LOD2.
Figura 25: Fulles LOD0 amb textura aplicada i sense aplicar
Figura 26: Fulles LOD2 amb textura aplicada i sense aplicar
3.4.6 Pedres
Les pedres estan representades amb una malla forc¸a detallada i aquesta te´
una textura per acabar de pul·lir els detalls. Disposa de 4 LODs i en cadascun
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d’ells es va reduint el nombre de ve`rtexs del pol´ıgon.
Figura 27: Pedres LOD0 i LOD1
Figura 28: Pedres LOD2 i LOD3
35
3.5 Distribucio´ dels models
Per a distribuir els models, per defecte, es col·loquen en graella i se’ls hi
aplica una variacio´ en la posicio´ aleato`ria. Aquesta depe`n del factor de Jitter
placement en el qual quan esta` al cent per cent fa que la dista`ncia ma`xima
de desplac¸ament sigui la meitat de la dista`ncia que hi ha entre dos punts.
Figura 29: Distribucio´ amb Jitter placement 0, 0.5 i 1
Tambe´ ens permet distribuir els models utilitzant la sequ¨e`ncia de Halton.
Tot i que els models no estaran distribu¨ıts de forma aleato`ria, s´ı que aporten
la sensacio´ de aleatorietat. L’avantatge respecte al Jitter placement e´s que
distribueix els models de forma me´s uniforme pero` deixant aquesta sensacio´
de aleatorietat comentada anteriorment.
Figura 30: Distribucio´ amb Halton
Aquesta sequ¨e`ncia es construeix a partir de dos nombres primers (un per
a cada dimensio´). Suposant una imatge de dimensio´ 1x1 i els nombres pri-
mers 2 i 3:
Es generen dos sequ¨e`ncies, una per a cada nombre primer.Per a generar
la sequ¨e`ncia del 2 es divideix l’interval (en aquest cas entre 0 i 1) en meitats,
despre´s en quarts, vuitens... generant:
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12
,
1
4
,
3
4
,
1
8
,
5
8
,
3
8
,
7
8
, ...
I el corresponent per la sequ¨e`ncia del 3:
1
3
,
2
3
,
1
9
,
4
9
,
7
9
,
2
9
,
5
9
, ...
Combinant ambdues s’aconsegueix les coordenades per als punts:
Figura 31: Exemple distribucio´ dels punts amb bases 2 i 3 [8]
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3.6 Resultats
Aplicant totes aquestes te`cniques aconseguim carregar una escena prou gran
(me´s de mig quilo`metre quadrat) i que sigui fluida.
El resultat a nivell de detall com es pot observar a les segu¨ents imatges
e´s molt realista:
Figura 32: Exemple de l’escena vista des de a prop
Fins i tot si ens allunye´ssim una mica, i per tant el Level of detail dismi-
nu´ıs, segueix tenint un bon nivell de realisme:
Figura 33: Exemple de l’escena vista a mitja dista`ncia
Per tant per a navegar a nivell del terra per l’escena s’aconsegueix una
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sensacio´ de realisme molt elevada. En canvi si ens allunyem molt i l’esce-
na comenc¸a a utilitzar els u´ltims LOD veiem com la sensacio´ de realisme
disminueix de forma dra`stica:
Figura 34: Exemple de l’escena vista a gran dista`ncia
Aquest e´s el sacrifici que s’ha hagut de fer per a carregar un escenari de
tals dimensions i que mantingui un framerate superior a 30 fps tot i havent
de generar dues vistes diferents. Per tant per al mode plantejat de planejar
el nivell de realisme no e´s l’adequat.
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4 Visualitzacio´ immersiva
A continuacio´ es detallara` les diferents te`cniques per a aconseguir la immer-
sio´ a trave´s de la imatge i com aquestes s’han integrat amb el motor Unreal
Engine 4. Aquestes han estat el Headtracking (seguiment del cap) i la imatge
estereosco`pica.
4.1 Espais de coordenades d’Unreal Engine
Primerament mirarem els diferents espais de coordenades amb els que treballa
l’Unreal Engine i com els anomena. Tambe´ destacar que Unreal treballa amb
la convencio´ de la ma` esquerra (Left Handed) en tots els ca`lculs relacionats
amb transformacions geome`triques:
• Local Space: Tambe´ conegut com Object Space. Espai ortogonal on
les coordenades dels elements de l’objecte so´n relatives a un punt nor-
malment forc¸a centrat al propi objecte (a partir d’ara punt d’origen de
l’objecte).
Figura 35: Model en coordenades de Local Space
• World Space: Espai ortogonal on les coordenades so´n relatives a un
punt de l’escena. Als diferents objectes se’ls hi aplica transformacions
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per situar-los en escala, rotacio´ i posicio´ a l’escena. S’ha de tenir en
compte que a l’editor les coordenades de World Space estan canviades:
sent X endavant i enrere, Y dreta i esquerra i Z amunt i avall.
Figura 36: Varis models amb coordenades en World Space
• View Space: Tambe´ conegut com Camera Space. Espai ortogonal on
les coordenades dels objectes estan relatives a la posicio´ i rotacio´ de la
ca`mera. Per tant el punt d’origen e´s la posicio´ de la ca`mera. Torna
a canviar les coordenades: sent X dreta i esquerra, Y amunt i avall i
Z endavant i enrere (positiu endavant, negatiu enrere a difere`ncia de
OpenGL).
Figura 37: Escena amb les coordenades relatives a la ca`mara (View Space)
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• Screen Space: Tambe´ conegut com Normalized Device Coordinates.
Aplica la matriu de projeccio´ projectant els objectes que entrin dintre
el frustum. Les noves coordenades seran relatives a aquest frustum: els
punts me´s a l’esquerra i dreta dintre del frustum -1 i 1 respectivament,
els punts me´s amunt i avall seran 1, -1 i els me´s a prop estaran a 1 i els
me´s llunyans a 0 (per a poder fer el Depth Test).
Figura 38: Espai de coordenades del Screen Space d’OpenGL (a Unreal el
zNorm va de 1 a 0) [15]
• Viewport Space: Tambe´ conegut com Window space. Les coordenades
dels objectes estara´n representades pel p´ıxel que les representara` a la
pantalla.
Figura 39: Escena representada en la finestra en el seus p´ıxels en Window
Space
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4.2 Headtracking
Com ja s’ha comentat breument a la introduccio´, el Headtracking consisteix
a adaptar la imatge mostrada segons la posicio´ del jugador, me´s concreta-
ment segons la posicio´ del seu cap.
Per a poder entendre millor com funciona el Headtracking farem la segu¨ent
suposicio´:
Suposarem que a l’Unreal tenim un vehicle del tamany de la habitacio´
per la qual ens mourem. Aquest vehicle sera` el que interactuara` amb l’en-
torn, e´s a dir, quan utilitzem els comandaments per avanc¸ar o rotar el que
es moura` sera` el vehicle. Per tant aquest vehicle en el espai de coordenades
World Space estara` a la posicio´ que es coneix com a PlayerLocation (en un
joc comu´ seria la posicio´ de l’avatar del jugador a dintre del joc).
Figura 40: Representacio´ gra`fica del vehicle
D’aquesta forma l’habitacio´ esta` representada en l’Unreal amb aquest ve-
hicle. Nosaltres, me´s concretament el nostre cap, representara` la posicio´ de
la ca`mera. Per tant aquesta estara` sempre dintre el vehicle i volem que sigui
l’origen del View Space. Aixo` fa que haguem de modificar la matriu que pas-
sa de World Space a View Space (View Matrix) per a que tingui en compte
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la posicio´ del nostre cap.
Pero` aqu´ı no queda la cosa ja que volem que la nostra pantalla repre-
senti una finestra del nostre vehicle i per tant en aquesta s’ha de projectar
el que veur´ıem des de la nostra posicio´ si mire´ssim a trave´s d’ella. Com
suposarem que l’usuari sempre esta` mirant a la pantalla aconseguirem aixo`
fent que el frustum de visio´ de la ca`mera passi exactament per les bores
de la finestra. Aixo` ho conseguirem adaptant la matriu que passara` de View
Space a Screen Space (Projection Matrix) al frustum comentat anteriorment.
Figura 41: Posicio´ del cap i el seu frustum
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4.3 Imatge estereosco`pica
Per poder aconseguir que tingui un efecte 3D necessitarem una imatge este-
reosco`pica. Aixo` ho aconseguirem renderitzant una imatge per a cada ull.
Figura 42: Exemple d’imatge estereosco`pica SideBySide
Consistira` ba`sicament en fer tot el descrit del Headtracking pero` dues
vegades, una on posarem la posicio´ de la ca`mera respecte el cap lleugera-
ment a la dreta i una altre lleugerament a l’esquerra (aproximadament uns
3 cent´ımetres). Per tant el ca`lcul de les dues matrius s’haura` de fer per du-
plicat.
Figura 43: Ulls de l’usuari i el seu frustum
Unreal Engine te´ un suport mı´nim per a la imatge estereosco`pica. Te´ la
interf´ıcie IStereoRenderingDevice la qual disposa de dues funcions: una per
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modificar la Viewing Matrix i una altre per modificar la Projection Matrix.
En ambdues disposa d’un para`metre que ens indica per quin dels dos ulls les
esta` calculant. Depenent d’aquest farem servir la posicio´ d’un o l’altre per a
fer els ca`lculs.
Unreal ens proposa implementar aquesta classe en un plugin a part. D’a-
questa forma activant o desactivant el plugin podrem activar o desactivar el
Head Tracking amb imatge estereosco`pica.
El problema que ens hem trobat e´s que com de moment Unreal nome´s
te´ suport complet per a dispositius d’imatge estereosco`pica del tipus Head
Mounted Display (Oculus Rift, HTC Valve, Samsung Gear...) que nome´s bus-
ca en arrancar plugins que implementin interf´ıcies d’aquest tipus (les quals
hereden de la anteriorment comentada). Aqu´ı ens hem trobat amb una dis-
juntiva, canviar el motor per a que tambe´ busqui plugins que implementin
la interf´ıcie pare o camuflar el plugin com a Head Mounted Display amb les
caracter´ıstiques extres desactivades.
Tot i que la primera opcio´ seria la me´s elegant obligaria a que qualsevol
desenvolupador que volgue´s utilitzar el nostre plugin necessite´s la nostra ver-
sio´ del motor. E´s per aixo` que finalment hem optat per la segona opcio´.
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4.4 Obtencio´ de la posicio´ del cap
Per poder monitoritzar la posicio´ del cap hem utilitzat una Microsoft Kinect
la qual ens proporciona la posicio´ de 20 articulacions del cos incloent tambe´
el cap. Tot i aix´ı per no limitar l’u´s del nostre Headtracking a la Microsoft
Kinect hem decidit agafar les dades a trave´s de Virtual Reality Peripheral
Network (VRPN).
El VRPN e´s un conjunt de classes en una llibreria i un conjunt de servi-
dors per als diferents sensors que permeten accedir a aquests u´ltims a traves
de les classes creant una interf´ıcie transparent entre la aplicacio´ i el sensor.
D’aquesta forma si en un futur es volgue´s canviar de sensor els canvis serien
mı´nims (utilitzar el servidor corresponent al nou sensor). L’aplicacio´ el que
fa e´s consultar a aquest servidor (el qual pot estar en la mateixa ma`quina)
l’estat del sensor i aquest retorna la informacio´. D’aquesta forma no hem
d’utilitzar les API corresponents de cada sensor per accedir a ell.
En el nostre cas hem utilitzat un servidor VRPN per a Kinect ja imple-
mentat: el Flexible Action and Articulated Skeleton Toolkit (FAAST).
Tot i aixo´, la posicio´ del nostre cap la tindrem respecte la Kinect. La
qual presenta les coordenades seguint la segu¨ent figura:
Figura 44: Eixos i origen de coordenades de la Kinect
A aquest espai de coordenades l’anomenarem Kinect Space.
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4.5 Transformar les coordenades de Kinect Space a Lo-
cal Space
Tal com hem dit les coordenades del cap de l’usuari les tenim en Kinect Spa-
ce. El que ens interessa e´s tenir-les respecte al vehicle, me´s concretament del
seu punt d’origen. Aquest punt d’origen el podem col·locar on volguem tot i
que el me´s pra`ctic seria situar-lo centrat a la pantalla a una dista`ncia o`ptima
d’aquesta per a poder visualitzar-la correctament i a l’alc¸ada del terra. D’a-
questa forma el me´s segur e´s que l’usuari estigui la major part del temps
proper sobre aquest punt. Aixo` e´s important degut a que sera` me´s co`mode
per situar volums de col·lisio´ i per situar la ca`mera con veurem me´s endavant.
Primerament canviarem d’unitats ja que del servidor VRPN ens arriben
en metres i Unreal treballa en cent´ımetres.
Un cop tinguem les mateixes unitats i suposant que el Local Space te´
l’origen al punt que hem determinat anteriorment, l’eix X amb sentit posi-
tiu cap a la dreta de la pantalla, l’eix Y amb sentit positiu cap al sostre i
l’eix Z en direccio´ contraria a la pantalla necessitarem mesurar a quina posi-
cio´ esta` la ca`mera en aquest espai i quin angle de rotacio´ te´ en el seu eix X
(Pitch Angle) i en el seu eix Y (Yaw Angle) respecte els eixos del Local Space.
Figura 45: Punt real en Kinect Space el situem amb les mateixes coordenades
a Local Space
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Amb les dades agafades ens disposem a aplicar unes transformacions al
punt respecte sempre als eixos del Local Space. Aquestes seran les mateixes
que aplicar´ıem per traslladar un punt situat al punt d’origen del Local Space
fins al punt d’origen del Kinect Space amb la seva rotacio´. S’hauria de fer
en aquest ordre:
• Rotar en el Pitch.
Figura 46: Punt en Local Space despre´s de la rotacio´ en el Pitch (30o)
• Rotar en el Yaw.
Figura 47: Punt en Local Space despre´s de la rotacio´ en el Yaw (45o)
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Figura 48: Punt en Local Space despre´s de la traslacio´ (posicio´ de la Kinect
en Local Space)
• Aplicar la translacio´.
Amb aixo´ ja nome´s faltaria canviar el sentit de les Z ja que Unreal te´ les
Z positives en direccio´ a la pantalla.
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4.6 Actualitzar la posicio´ de la ca`mera
A la interf´ıcie IStereoRendering, Unreal ens proporciona una funcio´ a imple-
mentar anomenada CalculateStereoViewOffset. Aquesta ens permet canviar
l’origen del View Space. En comptes de modificar la Viewing Matrix el que
ens demana es que actualitzem la posicio´ de la ca`mera en World Space, des-
pre´s utilitzara` aquesta per a fer les transformacions.
Per defecte a l’escena la posicio´ de la nostra ca`mera la posarem al punt
d’origen del vehicle com si fos una ca`mera en primera persona del vehicle.
D’aquesta forma el Local Space del vehicle equival al View Space que calcu-
laria Unreal. Aprofitant aquesta equivale`ncia simplement hem de moure la
posicio´ de la ca`mera a la posicio´ del nostre cap. Un cop aqu´ı apliquem el
offset de l’ull en el eix de les X depenent de si e´s l’esquerre o el dret. Pero`
hem de recordar que hem d’actualitzar la posicio´ en World Space per tant
hem de transformar les coordenades. Ho farem de forma similar a com ho
hem fet per passar de Kinect Space a Local Space:
Primer canv´ıem l’ordre de les coordenades (recordem que en World Space
les X van endavant i enrere, Y dreta a esquerra, Z amunt i avall).
Unreal guarda la rotacio´ que realitza de World Space a View Space. Apli-
quem aquesta rotacio´ i despre´s sumem a la localitzacio´ que tenia la ca`mera
(la qual tambe´ guarda Unreal).
Amb tot aixo` ja tenim les dades actualitzades per quan el motor gra`fic
d’Unreal faci la transformacio´ de coordenades de World Space a View Space.
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4.7 Construir la Projection Matrix
Per a poder construir la Projection Matrix suposarem que el usuari sempre
estara` mirant cap a la pantalla. Per a fer els ca`lculs me´s senzills utilitzarem
una matriu de projeccio´ asime`trica.
Aquesta tindra` el centre a la projeccio´ de la posicio´ de l’ull en qu¨estio´
seguint la direccio´ de la normal de la pantalla. Aquest punt l’anomenarem
Target. Despre´s calcularem la dista`ncia entre aquest punt i les 4 bores de la
pantalla. Amb aquestes dades i una dista`ncia mı´nima i ma´xima a mostrar
(Z Near i Z Far) construirem la Projection Matrix.
Figura 49: Esquema de les dades necessaries per la matriu de projeccio´[1]
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Per a poder calcular aquestes dades necessitarem mesurar la posicio´ de
la cantonada esquerra inferior de la pantalla en Local Space del vehicle (a
partir d’ara origen de la pantalla) i les dimensions d’alc¸ada i longitud de la
pantalla representades amb dos vectors.
Figura 50: Esquema de les dades respecte la pantalla
Agafarem els dos vectors amb la longitud i la alc¸ada i farem el producte
vectorial el qual normalitzarem. D’aquesta forma tindrem la direccio´ de la
normal de la pantalla (de la pantalla cap a l’usuari) amb magnitud 1.
Si a un vector unitari que marqui una direccio´ li fem el producte escalar
amb un vector, aquest ens donara` la dista`ncia de la projeccio´ del vector en
aquella direccio´. Aixo` e´s el que farem amb punt de l’origen de la pantalla
(que actuara` com un vector que va des de l’origen del Local Space del vehicle
fins a aquest) i la normal unita`ria calculada abans. Aix´ı obtenim la dista`ncia
que hi ha entre la pantalla i el pla format per els eixos X i Y del Local Space.
A l’estar la pantalla darrera el punt d’origen haurem de canviar-li el signe ja
que ens donara` la dista`ncia negativa.
−−−→normScreen = normalized(−→u ×−→v )
distScreenOrig = −−−−→normScreen · −→P ScreenCorner
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Fem el mateix amb el punt de l’ull i aconseguirem la dista`ncia entre el
nostre ull i el pla format per els eixos X i Y del Local Space. Sumant ambdu-
es dista`ncies obtenim la dista`ncia total de l’ull a la pantalla. Si li restem la
normal amb magnitud de la dista`ncia (multiplicant la normal unita`ria per la
dista`ncia)a la posicio´ del nostre ull obtindrem la posicio´ del Target (restem
ja que la normal va en direccio´ contra`ria).
distOrigEye =
−−−→normScreen · −→P Eye
disttotal = distOrigEye + distScreenOrig
−→
P target =
−→
P Eye − disttotal · −−−→normScreen
Un cop tenim el Target amb els vectors unitaris
de la amplitud de la pantalla:
• Left: Li apliquem el producte escalar amb el punt d’origen de la pan-
talla menys el Target.
Left = (
−→
P ScreenCorner −−→P target) · normalized(−→u )
• Right: Li apliquem el producte escalar amb el punt d’origen de la
pantalla me´s l’amplada de la pantalla restant-li el Target.
Right = (
−→
P ScreenCorner +
−→u −−→P target) · normalized(−→u )
de la alc¸ada de la pantalla:
• Bottom: Li apliquem el producte escalar amb el punt d’origen de la
pantalla menys el Target.
Bottom = (
−→
P ScreenCorner −−→P target) · normalized(−→v )
• Top: Li apliquem el producte escalar amb el punt d’origen de la pantalla
me´s l’alc¸ada de la pantalla restant-li el Target.
Top = (
−→
P ScreenCorner +
−→v −−→P target) · normalized(−→v )
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A tots ells els multipliquem per la dista`ncia a Z Near entre la dista`ncia a
la pantalla i aix´ı els obtenim respecte a la pantalla projectada a distancia Z
Near.
Left = Left · ZNear
disttotal
Right = Right · ZNear
disttotal
Bottom = Bottom · ZNear
disttotal
Top = Top · ZNear
disttotal
Unreal treballa amb Left Handed i les Matrius s’accedeixen en ordre [fila,
columna] fent que la Projection Matrix sigui:
2zn
r−l 0 0 0
0 2znt−b 0 0
l+r
l−r
t+b
b−t
zf
zf−zn 1
0 0 zn·zfzn−zf 0

Tot i aix´ı Unreal utilitza Reverse Z Buffer, e´s a dir, les Z dels punts
resultants de multiplicar per aquesta matriu (z’) dividits entre la quarta
component resultant (w′) quan esta` a Z Near hauria de donar 1 i quan esta` a
Z Far 0. Ara per ara ens do´na exactament al reve´s. Per tant hem d’aconseguir
que el resultat d’aquesta divisio´ sigui:
1− z
′
w′
.
Sabent que w′ e´s la Z inicial (z):
1− z
′
z
= z − z′
55
Aquesta transformacio´ la representem amb la segu¨ent matriu:
1 0 0 0
0 1 0 0
0 0 −1 1
0 0 0 1

pero` a l’hora de multiplicar les matrius hem de vigilar ja que Unreal quan
multiplica dues matrius, transposa la segona i aquesta es multiplicada per la
dreta per la primera:
M1.operator ∗ (M2) = M t2 ·M1
Per tant la tranposem i multipliquem per la dreta:
ProjectionMatrixUnreal = ProjectionMatrix · FixNearFar
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4.8 Resultats
Un cop aplicades totes les te`cniques per aconseguir la visualitzacio´ immersiva
es poden observar que els resultats han sigut satisfactoris.
A nivell de headtracking es pot observar que quan l’usuari s’ajup la imatge
mostrada en el projector correspon a una part superior de l’escena simulant
perfectament l’efecte de finestra a l’escena:
Figura 51: Efecte del headtracking al ajupir-se
Tot seguit tenim un altre exemple del seu correcte funcionament. En
aquest cas es veu com s’adapta la imatge al projector quan l’usuari es mou
a l’altre banda (mostrant una part de l’escena me´s a l’esquerra):
Figura 52: Efecte del headtracking al moure’s horitzontalment
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5 Interaccio´ basada en gestos
Per a interactuar amb el mo´n utilitzarem les dades de la Kinect a trave´s
del servidor VRPN tal com s’ha fet amb la part de visualitzacio´ immersi-
va. Aquestes dades seran utilitzades per a recone`ixer certs gestos que mou-
ran el personatge per l’escena. Per poder recone`ixer els gestos s’utilitzaran
te`cniques de machine learning les quals consisteixen en entrenar aquests ti-
pus d’algoritmes amb exemples i despre´s utilitzar-los per a partir d’altres
dades saber el valor de la sortida.
5.1 Modes de navegacio´
Per a poder navegar s’han dissenyat dos modes de navegacio´: planejar i con-
duir. S’utilitzara` un algoritme de classificacio´ per a trave´s dels nostres gestos
saber si estem en un mode o un altre.
Tambe´ hi ha un tercer mode que l’u´nic que fa es impulsar-nos cap amunt.
Es pot complementar amb el mode planejar per a navegar pel cel.
5.1.1 Conduir
El gest per a entrar al mode conduir consisteix en col·locar els brac¸os com si
estigue´ssim subjectant un volant amb els colzes enganxats al cos.
Figura 53: Vista frontal i de perfil de la posicio´ per defecte per al mode
conduir
58
Un cop entrat al mode, la forma de navegar sera` molt similar a conduir
un cotxe: fent el gest de girar el volant cap a la dreta el cotxe encarara` cap
a la dreta i a l’esquerra si fem el gest de girar cap a l’esquerra. Quan me´s
pronunciat sigui el gir me´s ra`pid girara`.
Figura 54: gestos del mode conduir per a girar
Per avanc¸ar o retrocedir s’ha optat per quan me´s endavant agafem el
volant me´s ra`pid avanc¸arem. El punt neutre (en el qual el cotxe estaria
parat) seria quan l’usuari te´ els colzes enganxats al cos. D’aquesta mane-
ra si separa els colzes del cos per agafar el volant me´s endavant avanc¸ara`
i quan me´s endavant me´s ra`pid. I justament al contrari, l’usuari anira` cap
enrere si retrocedeix els colzes i per tant agafem el volant me´s enganxat al cos.
Figura 55: Vista lateral per accelerar i recular
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5.1.2 Planejar
El gest per a entrar al mode planejar consisteix en col·locar els brac¸os estesos
en creu com si els fes servir d’ales.
Figura 56: Posicio´ per defecte per el mode planejar
Si no s’esta` en contacte amb el terra quan s’esta` en el mode planejar, i
per tant s’esta` a l’aire, el jugador avanc¸ara` a velocitat constant cap endavant
i anira` perdent alc¸ada poc a poc.
En aquest mode podrem controlar cap a on es gira utilitzant els brac¸os i
el cos. Si l’usuari es torc¸a cap a la dreta, rotara` cap a la dreta. El mateix si
ho fa cap a l’esquerra.
Figura 57: Posicions del mode volar per a girar
Si en mig del vol sortim del mode planejar, l’usuari caura` degut a la pro`pia
gravetat. Si durant la caiguda torna a obrir els brac¸os tornara` a planejar.
D’aquesta forma es pot utilitzar la sortida del mode per a perdre alc¸ada de
forma ra`pida.
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5.1.3 Propulsar-se
No e´s un mode de navegacio´ de per s´ı (ja que no ens permet una navegacio´
completa per l’escena) pero` complementa el mode planejar afegint la carac-
ter´ıstica que mancava: l’opcio´ d’agafar alc¸ada.
Tal mode s’activara` quan pugem els dos brac¸os cap amunt. Imitara` l’efec-
te d’un propulsor, aportant acceleracio´ de tal forma que la nostra velocitat
augmenti per cada moment que ens mantenim en el mode. S’ha posat un
l´ımit a la velocitat per a facilitar la navegacio´.
Figura 58: Posicio´ per defecte per el mode propulsar-se
Aquest mode juntament amb planejar i amb deixar-se caure ens permet
una navegacio´ tridimensional per tot l’entorn.
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5.2 Classificacio´
Per a canviar i saber en quin del tres modes esta` l’usuari, s’han utilitzat
algoritmes de classificacio´. Aquests a trave´s d’una entrada (en aquest cas
les posicions del nostre cos que proporciona la Kinect) indica a quina de les
classes correspon o si no correspon a ninguna d’elles.
Per a classificar posicions esta`tiques GRT[3] ens proporciona varies opci-
ons:
• K-Nearest Neighbour (KNN)
• Adaptative Naive Bayes (ANB)
• Support Vector Machines (SVM)
El KNN e´s un algoritme bastant simple per classificar problemes ba`sics.
E´s sensible al soroll i degut a que ha de calcular en temps d’execucio´ les
dista`ncies pot ser que en algun cas no funcioni en temps real. Tambe´ s’ha
de tenir en compte que e´s un algoritme que no apre`n, e´s a dir que e´s molt
probable que no generalitzi be´[4]. Per tant queda descartat.
L’ANB funciona be´ tant en patrons senzills com altres de me´s complexes.
Tambe´ te´ com a sortida el percentatge de similitud amb els gestos a classi-
ficar. Per tant ens permet definir un l´ımit per acceptar un gest com a una
classe o rebutjar-lo de forma molt senzilla[7].
El SVM tot i recone`ixer molt be´ patrons molt complexes i de forma ra`pida,
no permet rebutjar gestos de forma senzilla. Per a poder rebutjar gestos
haur´ıem de definir una classe per a ells i entrenar aquesta classe amb tots
aquests gestos. En el nostre problema el nombre de gestos que podem fer
que no pertanyen a cap de les tres classes e´s molt elevat i fa que el SVM no
sigui una opcio´ viable [6].
Tot seguit es mostren els resultats dels testos, els quals s’han fet amb
diferents persones de diferents alc¸ades:
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Precisio´ total 88.8
Precisio´ gest 1 99.3
Precisio´ gest 2 78.3
Precisio´ gest 3 99.7
Precisio´ rebutjats 66.7
Com podem observar tant el gest de volar (1) com el de propulsar-se (3)
els detecta de forma quasi perfecte. On te´ problemes e´s en diferenciar els
gestos que no pertanyen a cap grup amb els gestos de conduir (2). Aixo` es
deu segurament a que la posicio´ de l’usuari esta`tica es molt similar al gest de
conduir (nome´s canvien la posicio´ de les mans). Per tant per a reforc¸ar els
gestos rebutjats s’afegira` a l’entrenament aquest gest com a gest null com a
me`tode addicional a part del percentatge de similitud.
Un cop entrenat aqu´ı es mostren els resultats:
Precisio´ total 98.34
Precisio´ gest 1 98.9
Precisio´ gest 2 98.6
Precisio´ gest 3 96.9
Precisio´ rebutjats 97.9
Ara s´ı que els resultats mostren un percentatge superior al 95 per cent en
tots els casos i es pot dir que els detecta de forma me´s que satisfacto`ria.
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5.3 Regressio´
Els algoritmes de regressio´ retornen una sortida la qual depe`n de la entrada.
Tal sortida no e´s un valor discret com en el cas de la classificacio´, sino´ que
e´s una variable continua.
GRT ens proporciona els segu¨ents me`todes de regressio´:
• Regressio´ Lineal
• Multi Layer Perceptron (MLP)
La regressio´ lineal e´s un algoritme de regressio´ simple que pot tractar amb
entrades de mida N, pero` la sortida ha de ser de mida 1. Una altre limitacio´
e´s que la relacio´ entre l’entrada i la sortida ha de ser lineal.
El MLP e´s un tipus de xarxa neuronal artificial. Aborda molt be´ pro-
blemes complexes i la sortida no esta` limitada a mida 1. La relacio´ entre
l’entrada i la sortida pot no ser lineal[5].
S’ha utilitzat el MLP ja que no esta` limitat a una relacio´ lineal entre la
entrada i la sortida.
5.3.1 Gir al planejar
Per a l’entrenament del gir mentre planegem hem introdu¨ıt tres posicions:
• Brac¸os rectes en creu, sortida 0
• Brac¸os en 45 graus, sortida -1
• Brac¸os en -45 graus, sortida 1
Per a poder realitzar el test de l’entrenament s’ha enregistrat aproxima-
dament 100 gestos. Per a saber la sortida de forma bastant senzilla i prou
exacta s’ha fet la segu¨ent suposicio´:
La sortida depe`n de l’angle entre les mans, es per aixo` que s’ha calculat
la tangent de l’angle entre les mans i l’eix X ja que el rang correspon a la
seva sortida. Per tant s’ha agafat la distancia (amb signe) en X i Y entre les
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Figura 59: Suposicions per al test de gir al planejar
mans i s’ha dividit les Y entre les X.
Output =
y
x
A continuacio´ tenim els resultats de l’algoritme de regressio´ i els reals:
Figura 60: Resultat del test del gir planejant
Com es pot observar els valors so´n molt similars i es pot donar l’entrena-
ment com a e`xit.
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5.3.2 Gir al conduir
L’entrenament del gir al conduir ha estat molt similar al del gir al planejar.
Li hem introdu¨ıt tres posicions:
• Agafant el volant amb les mans a la mateixa alc¸ada, sortida 0
• Agafant el volant amb les mans en 45o, sortida -1
• Agafant el volant amb les mans en -45o, sortida 1
Per a les proves de test hem fet servir el mateix me`tode que per al gir al
planejar: s’ha calculat la tangent de l’angle entre les mans.
Figura 61: Suposicions per al test de gir al conduir
Output =
y
x
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A continuacio´ tenim els resultats:
Figura 62: Resultat del test del gir al conduir
Tal com es pot observar els resultats so´n molt bons ja que s’acosten molt
a la nostre suposicio´ de la sortida.
5.3.3 Acceleracio´ al conduir
Per a entrenar l’acceleracio´ del cotxe s’ha seguit el mateix patro´, s’han donat
tres valors (-1, 0 i 1):
• Agafant el volant amb els colzes enganxats al cos, sortida 0
• Agafant el volant amb els punys enganxats al cos, sortida -1
• Agafant el volant amb els brac¸os casi estesos, sortida 1
Per a poder fer els tests s’han fet les segu¨ents suposicions:
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Figura 63: Suposicions per al test d’accelerar al conduir
Com la sortida zero e´s quan els colzes estan enganxats al cos, s’agafara`
la distancia entre la ma` i el colze com a refere`ncia (x). Es fa la difere`ncia
entre la dista`ncia de la ma` al cos i la dista`ncia de la ma` al colze(x), la qual
representa l’increment de la posicio´ de la ma` respecte a la posicio´ inicial
(IncX). A aquesta difere`ncia per deixar-la en l’interval de 1 a -1 es divideix
entre la dista`ncia de la ma` al colze (x).
x =
−→
P colze[2]−−→P ma[2]
IncX =
−→
P cos[2]−−→P ma[2]− x
output =
IncX
x
El problema que te´ aquesta suposicio´ e´s que la pro`pia ma` tapa el colze
per tant no es pot saber la seva posicio´. Com la dista`ncia del l’espatlla al
colze (y) sol ser molt similar a la dista`ncia de la ma` al colze, s’ha utilitzat a
aquesta en substitucio´. (Me´s concretament la difere`ncia en Y entre la ma` i
l’espatlla)
x ' y = −→P espatlla[1]−−→P ma[1]
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Tot seguit tenim els resultats de la prova:
Figura 64: Resultat del test d’accelerar al conduir
Com es pot observar les prediccions so´n molt similars exceptuant en els
valors molt propers al l´ımit. Aixo` es deu a que tan al estendre el brac¸ com
al recollir-lo la posicio´ Y de les mans puja i fa que la dista`ncia en les Y de
elles a les espatlles disminueixi. Aquest fet fa que en la nostra suposicio´ al
dividir-se per un valor me´s petit els nombre es disparin una mica. Per tant
podem donar els resultats com a bons.
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5.4 Resultats
Despre´s d’haver provat les dos formes de navegar (mode conduir i el mode
planejar juntament amb propulsar) s’ha pogut observar:
• El canvi de mode funciona de forma automa`tica, e´s a dir, simplement
fent la posicio´ de cada mode l’aplicacio´ d’Unreal passa a utilitzar les
dades de regressio´ adequades.
• El mode me´s co`mode i senzill per a navegar e´s el mode conduir ja que la
interf´ıcie utilitzada e´s familiar per a tothom i e´s suficientment co`mode
per a manternir-la durant una llarga estona.
• El mode planejar tot i ser forc¸a intu¨ıtiu, al no poder controlar l’alc¸ada
directament, navegar per l’escena arriba no a ser tant senzill encara
que aporta un punt de dificultat que do´na la sensacio´ de ser un joc.
• Tambe´ cal destacar que mantenir els brac¸os estesos durant molta estona
e´s cansat per a l’usuari.
• Els girs d’ambdo´s modes so´n detectats de forma correcta i natural. En
canvi controlar l’acceleracio´ del mode conduir al passar a partir d’un
punt d’anar endavant a anar cap enrere fa que alguna vegada no vagi
cap a on ten´ıem pensat.
Per tant podem concloure que el mode conduir e´s l’ideal per navegar per
defecte i que el mode planejar juntament amb el propulsar e´s molt u´til per a
reco´rrer dista`ncies llargues. S’ha d’anar amb compte quan es condueix molt
a poc a poc ja que pot ser que comencem a anar enrere.
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6 Conclusions finals
La primera fase del projecte va consistir sobretot en familiaritzar-se amb l’e-
ditor de l’Unreal, veure quines opcions tenia i aconseguir carregar un mapa
d’alc¸ades amb dades que provinguessin del Vissir3 de l’Institut Cartogra`fic i
Geolo`gic de Catalnya.
Un cop assolits aquests objectius el projecte es va centrar sobretot en
la part de renderitzat. Aqu´ı va ser on la falta de documentacio´ del codi
del motor gra`fic va ser un coll d’ampolla important. Es va haver d’adap-
tar una interf´ıcie pensada per a Head Mounted Display al nostre renderitzat
estereosco`pic. Tots els ca`lculs gra`fics es van haver d’adaptar a les diferents
peculiaritats d’Unreal (Z-Test invertit, sistema de multiplicacions de matrius
propi, orientacio´ invertida (Left Handed)...) Tot i aix´ı es va aconseguir el
resultat desitjat encara que fos amb molt me´s temps del planificat en un
principi.
La segu¨ent fase va consistir en fer una aplicacio´ per a entrenar els algorit-
mes per poder navegar per l’escena. Es van entrenar primerament uns gestos
senzills i ba`sics per a tenir una versio´ funcional de la navegacio´. Tot seguit es
va adaptar l’Unreal a que pogue´s llegir aquests gestos com si fos una entrada
de teclat o ratol´ı. Amb aixo` es va fer u´s de les caracter´ıstiques d’Unreal per
a dissenyar la navegacio´ per l’escena. En aquesta fase no va haver cap tipus
de problema i es van complir les dates.
Amb les dos parts me´s cr´ıtiques funcionant es va tornar millorar l’esce-
na. Es van aplicar textures amb relleu simulat per la il·luminacio´, models
esta`tics... En aquesta part va destacar molt totes les opcions que do´na Un-
real per a fer terrenys i tot el que impliquen aquests. Tot i aix´ı es va trobar
un altre dels grans obstacles: Unreal a d´ıa d’avui no pot crear terrenys en
temps d’execucio´, s’han de crear en l’editor i deixar-los predefinits. Tampoc
es va poder fer us dels avantatges del tesselador (tot i que en la u´ltima versio´
d’Unreal que ha sortit fa poc me´s d’una setmana ja es pot utilitzar).
Finalment s’ha acabat de fer el sistema de navegacio´ per l’entorn. S’-
han dissenyat 2 modes per a navegar i un afegit auxiliar d’u´ltima hora (el
mode propulsar). S’ha adaptat la aplicacio´ per a entrenar per a que tambe´
fes testos dels entrenaments. Per a poder realitzar aquests s’han hagut de
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fer suposicions de les sortides reals dels testos ja que era gairebe´ impossible
mesurar realment les posicions dels brac¸os a l’hora de fer els gestos.
6.1 Futures millores
A continuacio´ tenim un llistat amb una seleccio´ de possibles futures millores:
• Crear el terreny en temps d’execucio´ depenent de la zona on seleccione´s
l’usuari en un mapa de Catalunya. Aixo` implicaria fer una aportacio´
al motor 3D d’Unreal fent que la classe Landscape pogue´s ser creada
en temps d’execucio´ i aix´ı poder fes u´s dels seus avantatges.
• Adaptar-lo a la CAVE. Comportaria sincronitzar cada una de les pan-
talles de la CAVE (cada projeccio´ seria computada per un ordinador
diferent).
• Adaptar-lo a algun Head Mounted Display (Oculus Rift). Tot i que
Unreal ja suporta la majoria de les caracter´ıstiques ba`siques i aixo` fa
que aquesta millora futura sigui la me´s assequible d’implementar.
• Fer un minijoc a dintre el mapa amb alguna IA enemiga senzilla. Seria
simplement una excusa per a reco´rrer el terreny. Per exemple passar
per varis punts disposats per tot el terreny, fugir d’enemics que et
persegueixen (estil Pac Man)...
• Millorar el nivell de realisme a grans dista`ncies fent millor u´s de dife-
rents te`cniques de simulacio´ de volums amb textures.
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