Abstract. We present a sufficient condition for robust permanence of ecological (or Kolmogorov) differential equations based on average Liapunov functions. Via the minimax theorem we rederive Schreiber's sufficient condition [S. Schreiber, J. Differential Equations, 162 (2000), pp. 400-426] in terms of Liapunov exponents and give various generalizations. Then we study robustness of permanence criteria against discretizations with fixed and variable stepsizes. Applications to mathematical ecology and evolutionary games are given.
Introduction.
The concept of permanence (also known as uniform persistence) emerged in the late seventies as the appropriate mathematical description of coexistence in deterministic models of interacting species, replacing the previously used, but far too restrictive, global asymptotic stability of an equilibrium. It simply requires that the boundary of the state space, or the set of all extinction states, be a repeller for the dynamics of the ecological system.
In the late eighties it was realized [16] , [28] that the proper framework for permanence (for the boundary as a whole) in topological dynamics was already developed by Zubov, Ura, Kimura, and others (see historical remarks in section 2), while Conley's Morse decompositions allow a finer description. New ideas of Schreiber [57] in a C r setting are the use of invariant measures and ergodic theory, in particular smooth ergodic theory, and lead to characterizations of a robust form of permanence, meaning that nearby systems are still permanent.
In the present paper we derive sufficient conditions for robust permanence along a more classical approach using topological dynamics, in particular "good" average Liapunov functions (GALF), the Zubov-Ura-Kimura theorem, and Morse decompositions. Our key result is to relate the standard average Liapunov functions P (x) = x pi i via the minimax theorem to invariant measures. This allows us to rederive and strengthen Schreiber's [57] sufficient conditions stated in terms of "unsaturated" invariant measures. (Our paper does not concern Schreiber's necessary conditions for robust permanence, based on the deep theory of measurable stable manifolds of Pesin.) Our approach leads to sharper robustness results: First, we allow C 0 -perturbations; second, we prove uniform separation of the dual attractor from the repelling boundary. Similar sharper results were recently and independently obtained also by Hirsch, Smith, and Zhao [26] by refining the invariant measure ap-proach of [57] . However, our approach, based on GALF, is suitable to derive explicit estimates; see Remark 2.7. It also leads to exponential repulsivity; see section 3, where we also shed light on the relation between GALF and Liapunov functions.
We work out the details for dynamics on the probability simplex and indicate that similar results hold for ecological (or Kolmogorov) systems in R n + (as in [57] ) and also for systems with a compact codimension 1 invariant manifold; see section 11.1.
In the second part of the paper we transfer the previous results to discrete-time systems and then turn our attention to discretization problems. We show that natural discretizations of ecological differential equations respect the invariance of boundary faces. For such discretizations of Kolmogorov type we prove robustness of permanence and discuss also Kloeden-Schmalfuss pullback attractor-repeller pairs with free stepsize sequences.
In section 10 we give a short review (including open problems) of the literature on index theorems ensuring that isolated invariant sets on the boundary actually repel trajectories into the interior.
In the final section 11 we illustrate the theory with a number of applications to ecological and game theoretic models, such as Lotka-Volterra equations, replicator equations, and imitation dynamics, as well as their discretized versions. Other applications concern invasion of an ecological system by a new species and explicit characterizations of totally permanent systems which are robustly permanent together with all their subsystems.
We use the terminology of standard textbooks like Conley [12] and Nemytzkii and Stepanov [55] without any further notice. In particular, we use the terms attractor and repeller as in [12] . Index theory and ergodic theory of dynamical systems, used in this paper, are contained in these two monographs. We recommend also [2] , [51] , and [62] .
Notation. The nonnegative orthant in R n is denoted by R Capital Greek letters Φ, Ψ denote continuous-time dynamical systems. Discretizations are denoted by the respective lowercase Greek letters. In dynamical concepts like γ + Φ (x), A Ψ , ω ϕ(h,·) (x), etc., the subscripts refer to the corresponding continuous-time or discrete-time dynamical systems.
Robust permanence.
We consider an autonomous differential equation of Kolmogorov type,ẋ
where X is the probability simplex {x ∈ R n : x i ≥ 0, i x i = 1} and f : X → R n is a continuous function satisfying i x i f i (x) = 0 for each x ∈ X. The standard interpretation in biology is that x i represents the proportion of the ith species in a given ecosystem, i = 1, 2, . . . , n.
Together with (1), we consider its δ-perturbations of the forṁ
It is of course assumed that g : X → R n is a continuous function and i x i g i (x) = 0 for each x ∈ X. We assume further that both (1) and (2) have the uniqueness property. Denote by Φ(·, x) and Ψ(·, x) the solutions of (1) and (2) starting in x ∈ X. It is immediate that both Φ : R × X → X and Ψ : R × X → X are dynamical systems on X.
The boundary of X is denoted by Y . Y is invariant under Φ and Ψ. System (1) is called permanent (or uniformly persistent) if Y is a repeller. In ecological equations, permanence means the ultimate survival of all species. If (2) is permanent, then (A Ψ , Y ) forms an attractor-repeller pair, where A Ψ denotes the maximal compact Ψ-invariant set in X \ Y .
The aim of this section is to give a sufficient condition for robust permanence, guaranteeing that every system near (1) is permanent. Now we are in a position to present the main result of this section.
Theorem 2.2. If there is a GALF for (1), then (1) is robustly permanent: There are a δ > 0 and a compact subset S of X \ Y such that every δ-perturbation (2) of (1) is permanent and A Ψ is contained in S.
Remark 2.3. If the inequality in (c) is reversed, then Y can be shown to be a robust attractor for (1) .
The concept of an average Liapunov function (ALF) for (1) (with (a), (c), and a weaker version of (b), namely, the assumption that
is continuous on X ) (3) and Theorem 2.2 (without the robustness conclusion) are due to Hofbauer [27] , inspired by Schuster, Sigmund, and Wolff [58] . The standard candidate for an ALF satisfying (a) and (b) is P (x) = n i=1 x pi i with constants p i > 0. 1 In this case p i (x) = p i , and Theorem 2.2 reduces to the following.
Corollary 2.4. Suppose there are positive constants p i , i = 1, . . . , n, such that for each y ∈ Y of (1) there is a time T y > 0 such that
The concept of an ALF is-like that of a Liapunov function-a topological one: It can be formulated [37] in metric spaces X to show that a closed invariant subset Y is a repeller. The concept of a GALF, on the other hand, makes use of the smooth structure of X. Besides for the simplex, it applies to X being any manifold with corners (i.e., modeled after R n + ). Theorem 2.2 continues to hold in this more general 1 In most practical applications this function has been used. Hutson [37] and Hofbauer [28] use more general ALFs (that are not GALFs, however). But in these instances, the standard form setting as long as X is compact. A simple example, arising in section 11.5, is X being a product of simplices. For another simple example let X be a manifold with smooth boundary, as in section 11.1. In this case, the standard GALF is simply the distance to the boundary manifold Y . This standard GALF is even good enough here to characterize robust repulsivity of Y .
If the state space is not compact, then some adjustments have to be made. We describe the most important case of (1) defining an ecological differential equation on R n + . We restrict ourselves to systems (1) that generate dissipative (semi)flows. Φ need no longer define a flow on R n + (solutions need not be defined for all negative times, as, e.g., in the logistic equationẋ = x(1 − x) on R + ). Let X be a compact absorbing subset for the local flow Φ. Then Y = X ∩ ∂R n + is also compact and forward invariant under (1) . There are at least two ways to define robustness:
1. Consider δ-perturbations only on X and assume that X remains absorbing for the perturbed flow Ψ, i.e., Ψ(t, X) ⊂ X holds for all t ≥ 0. This is done in [26, Cor. 4.6] , where X is taken as a cube. 2. Allow perturbations of f in (1) in the strong Whitney topology, an approach taken in [57] . Either way, Theorem 2.2 and Corollary 2.4 remain true as stated.
Corollary 2.4 (again without the robustness conclusion) has been widely used to prove permanence of population dynamical systems; see Hofbauer and Sigmund [35] . The new aspect treated in this paper and the difference between ALF and GALF is illustrated by the following example. For a different kind of robustness, see [38] .
Example 2.5. Consider n = 2, so that (1) is of the formẋ
are permanent, since Y = {(0, 1)} ∪ {(1, 0)} is a repeller. However, (i) is robustly permanent, whereas (ii) is not. The reason is of course that in (i) both {(0, 1)} and {(1, 0)} are hyperbolic, but they are not for (ii). This is captured by the auxiliary function
2 for any p 1 , p 2 > 0): Condition (c) reduces to min{F (0), −F (1)} > 0, which holds for (i) but not for (ii). Hence P is a GALF for (i) but not (ii). On the other hand, the new auxiliary functionP (x 1 , x 2 ) = e
Taking continuous extensions, we see that (a), (c), and (3) are satisfied for (ii). But (b) is violated sincep 1 (x 1 , x 2 ) = 1/x 1 andp 2 (x 1 , x 2 ) = 1/x 2 do not have continuous extensions to X. ThusP is not a GALF (but only an ALF) for (ii).
Next we illustrate the method of GALFs by deriving a stability criterion for a heteroclinic cycle. For further examples, see [27] for the planar case and [31] for higher-dimensional examples.
Example 2.6. Consider the replicator dynamicṡ
on the simplex X = {x ∈ R n : x i ≥ 0, n i=1 x i = 1}, with n = 3 for a rock-scissorspaper game with payoff matrix
Then the boundary Y forms a heteroclinic cycle, with "outgoing" eigenvalues b i > 0 and "incoming" eigenvalues −a i < 0 at the ith corner. Consider the standard function
(with p i > 0 to be suitably chosen), which satisfies (a) and (b). Since every orbit on the boundary Y converges to one of the corners, it is sufficient to check (c) at these three equilibria. Hence (c) leads to a system of three linear inequalities
which can be summarized as
Obviously (6) has a solution in p i > 0 if and only if
In this case, by Corollary 2.4, (4) is robustly permanent, i.e., the heteroclinic cycle Y is robustly repelling. If the inequalities in (6), (7), or, equivalently, in (8) are reversed, then, by Remark 2.3, the heteroclinic cycle Y is robustly attracting for (4) . Note that the result does not depend on the special dynamics (4) but only on the "external eigenvalues" at the three corner equilibria which correspond to the entries of the matrix A. (Note that the above derivation of the stability criterion (8) using GALFs is much easier compared to other methods, such as finding a true Liapunov function near Y or applying Poincaré sections [35] .)
Now we turn to the proof of Theorem 2.2. We shall make use of Corollary 6.1.2 of [8] , which is a reformulation of Theorem 9 of the 1957 Russian edition 2 of Zubov's monograph [68] .
Zubov-Ura-Kimura theorem. Let (W, d) be a locally compact separable metric space and let Θ be a dynamical system on W . Finally, let [68] nor the paper by Ura and Kimura [64] had been generally known before the 1970 monograph of Bhatia and Szegö [8] . Had they been known before, they might have led to essential simplifications in establishing such important notions of topological dynamics as the Auslander-Seibert duality between stability 2 The proof of Theorem 9 in [68] is based on Theorem 7 of that work. Unfortunately, this latter statement is false. As it is remarked in the 1964 English edition [69] , the error was pointed out by S. Lefschetz to V. I. Zubov. A corrected version of Theorem 7 was published by Bass [5] , an associate of Lefschetz. A corrected version of Theorem 7 appears also in [69] and (although the last sentence on p. 35 of [69] is still false) makes the derivation of Theorem 9 correct, too. From Theorem 8 onward, section 11 of the English edition is a word-for-word translation of the Russian edition and contains several interconnected results on the local behavior of continuous-time dynamical systems near compact isolated invariant sets. More or less the same set of results was obtained by Ura and Kimura [64] independently in 1960. What we call the Zubov-Ura-Kimura theorem is a collection of several technical lemmas of [64, pp. 26-31] .
and boundedness, Bhatia's concept of weak attraction, and the Wilson-Yorke hyperbolic Liapunov function in the early sixties.
3 A large number of much later results in persistence theory during the eighties (including the Butler-McGehee lemma in the appendix of [15] ) followed easily from those in [68] and [64] .
Proof of Theorem 2.2. Suppose P is a GALF for (1). We claim that there are three constants c, δ, T > 0 and a compact subset S of X \ Y with the following property. Given x ∈ cl(X \ S) \ Y arbitrarily, there exists a time T x ∈ (0, T ] such that P (Ψ(T x , x)) > (1 + c)P (x) for every δ-perturbation (2) of (1). (9) In fact, condition (c) plus an easy compactness argument imply that there are positive constants c, d, and T such that for all
Since the p i 's are bounded and |g − f | < δ, we obtain for δ small enough by the triangle inequality that
By a standard Arzelà-Ascoli argument, the uniqueness property of (1) implies there is a δ > 0 such that |Ψ(t, x) − Φ(t, x)| < ε for t ∈ [0, T ], x ∈ X, and every δ-perturbation (2) of (1). In view of inequality (10), we conclude via condition (b) that
Since e c > 1 + c, inequality (9) follows. 3 All proofs of the Zubov-Ura-Kimura theorem work equally well for discrete-time dynamical systems. However, the first discrete-time version of the Zubov-Ura-Kimura theorem was discovered independently of [68] and [64] . It is Lemma 1 in Browder [10] (termed "a crucial one" by Browder himself), stating that a strongly ejective fixed point is repulsive. Establishing his famous existence theorem on nonejective fixed points, Browder worked out a great deal of basic topological dynamics using his own terminology. His crucial lemma is a direct consequence of the (discrete-time semidynamical version of the) Zubov-Ura-Kimura theorem. (Multivalued and various discretization aspects are investigated in [61] and [22] , respectively.)
Next we point out that
In fact, suppose there is a z ∈ I(d) such that γ + Ψ (z) ⊂ I(d). Then P attains its maximum value on cl(γ + Ψ (z)) at some point w. In particular, if z / ∈ Y , this implies P (w) > 0 and the existence of a time sequence {τ n } ⊂ R + such that P (Ψ(τ n , z)) → P (w) as n → ∞. Applying (9), we obtain that P (Ψ(T Ψ(τn,z) , Ψ(τ n , z))) ≥ (1 + c)P (Ψ(τ n , z)) → (1 + c)P (w), a contradiction to the choice of w.
As a byproduct of (11), I(d) is an isolating neighborhood of Y and for each
By the Zubov-Ura-Kimura theorem, Y is a repeller for (2) and the dual attractor A Ψ is contained in S. Remark 2.7. As for any proof using compactness considerations, the proof of Theorem 2.2 is also nonconstructive. However, it is not hard to see that all "intrinsically nonconstructive ingredients" of the proof are contained in assumption (c). To be more precise, assume that the conditions of Theorem 2.2 are all satisfied. In addition, assume that (H1) there exist positive constants c, T with the property that, given y ∈ Y arbitrarily,
Finally, assume that (no extra assumptions on the g i 's are needed!) (H2) the functions p i , f i , i = 1, 2, . . . , n, are (globally) Lipschitz. Reconsidering the proof of Theorem 2.2, it is routine to check that all compactness arguments including the Zubov-Ura-Kimura argument can be replaced by Gronwall inequalities. The final conclusion is that the parameters δ and the distance of S from Y are both larger than Λc exp(−λT ), where λ, Λ > 0 are computable constants and do not depend on c, T (provided by (H1)) and on the perturbation g, but only on the various Lipschitz constants (provided by (H2)). Hence the GALF assumption, together with (H1) and (H2), provides a way of estimating the distance between S and Y . Thus we have a feasible approach to the problem of "practical persistence" discussed by Hutson and Mischaikow [39] in two dimensions.
Exponential repulsivity.
In this section we explore the concept of an average Liapunov function and its relation to exponential repulsion and existence of (ordinary) Liapunov functions. 
for each x ∈ N and t ≤ 0.
Here d E (x, Y ) denotes the Euclidean distance between a point x ∈ X and the set Y .
Proof. The proof of assertion 1 will be omitted since it is the same as that of 2 but ignores the robustness.
(2) The application of the Zubov-Ura-Kimura theorem in the last step of proving Theorem 2.2 will be replaced by an explicit computation, as in the earlier proofs in [27] , [37] . Parameters introduced and auxiliary inequalities derived in proving Theorem 2.2 will be used throughout.
Since |p i g i | ≤ κ for some κ > 0, we obtain via integrating the identity
a consequence of assumption (b) that
and every δ-perturbation (2) of (1) .
Suppose now that
Set T x,0 = 0 and, recursively, as long as
can be iterated k(x) times and yields that
In view of inequality (14), it follows immediately that
and k = 0, 1, . . . , k(x) . By using T x,k+1 ≤ (k + 1)T , we conclude that
Choose T * > 0 in such a way that e −κT · (1 + c)
Suppose this is not the case. Then there exist a t * > 0 and an
and thus t * ≥ T * . A similar application of (14) and the simple inequality T < T * show that
We conclude that K(Ψ(−t * , x * ))T ≥ t * ≥ T * , and hence, by using inequality (15) with t = T * and x = Ψ(−t * , x * ),
Set N = {x ∈ X | P (x) < ∆}. By virtue of (16), we can pass to negative times and obtain from inequality (15) that
This completes the proof of assertion 2.
(3) The Euclidean distance between a point x ∈ X and the set Y equals
By compactness, there exist continuous, strictly increasing functions α, β : [0, 1/n] → R + with the properties that α(0) = β(0) = 0 and
Combining (16) and (18), the rate of repulsion near Y can be estimated in terms of the Euclidean distance function.
For example, the standard GALF
for each x ∈ X and leads to the desired exponential rate of repulsion. In fact, given x ∈ N arbitrarily, we obtain that 
Proof. The standard integration trick [8] is used for eliminating κ 1 from (12). We fix a negatively invariant open neighborhood U of Y in N and define
Here ∆ > 0 is arbitrary and κ = κ 2 /(1 + ∆) in (19) .
Lemma 3.3. If P is a GALF for (1) and W = exp (w) is any positive C 1 function, thenP = P W is also a GALF for (1) .
Proof.P obviously satisfies condition (a) in Definition 2.1. (b) follows from
together with Lemma 4.2 below, shows (c). 
Proof. If (B) holds, then V is a GALF, and hence by Lemma 3.3, with P, W,P replaced by V, 1/W, P , also P must be a GALF. Now suppose that
, and for the partial derivatives
L|t| , and hence in (23)
After integration this gives
for some positive constants C, C . Now use P α (for any α > 0) instead of P in (20) and consider
Then, by (22) , for every α > 0 and ∆ > 0, the function V α is continuous on X and satisfies (19) with κ = ακ 2 /(1 + ∆). The function W α is continuous and positive on X. Formal differentiation of (27) gives
With (22) and (25) we can estimate the integrand up to a constant factor by exp(− ακ2t 1+∆ + ακ 2 t − Lt) (for t < 0). Hence for
the indefinite integral in (28) converges absolutely and uniformly in x ∈ X. This implies that for all these α large enough, W α is C 1 . Then the claim follows for
We note that W (and hence V ) can be made as smooth as the vector field (1) by choosing α sufficiently large: This follows easily by further differentiating (28) . The relationship between (12) and (21) is in line with the general observation that, under certain conditions, inequalities can be differentiated with respect to parameters [9] , [47] .
Remark 3.6. Lemma 3.3 shows that to each GALF P there belongs a whole equivalence class of GALFs differing by a smooth positive factor. Theorem 3.4 shows that for a standard GALF, there is a true Liapunov function among these equivalent GALFs. Still, the advantage of the GALF concept is its considerably easier practical applicability, as compared to a true Liapunov function. Finding a standard GALF for (1) is reduced in the next section to the algebraic problem of finding suitable constants p i > 0. In the setting of manifolds with smooth boundary in section 11.1, there is essentially a unique standard GALF, which is simply the distance to the boundary manifold. The GALF conditions for this simple function characterize robust repulsivity of the boundary. Finding an explicit true Liapunov function is considerably more difficult.
Remark 3.7. Theorem 3.4 (B) implies another, very simple proof of robust permanence (under the stronger assumption f ∈ C 1 ): Write V = P e w . Then along interior solutions of a δ-perturbation (2)
The first sum is ≥ κ > 0 by (21) and the second term is less than a constant (since w is C 1 ) times δ. Hence for δ small enough, V is a local Liapunov function near Y also for (2).
GALF and minimax.
We need the minimax theorem in the following simplified formulation (see, e.g., [59] 
Proof. Replacing "lim" by "lim sup" in the ergodic theorem, we have that
Note that the right-hand side of (31) defines a lower semicontinuous function on Y . Since Y is compact and M Φ is weakly- * compact, we can take minima on both sides. This proves the "≥ part" of (30) .
To prove the "≤ part," we argue via reductio ad absurdum and suppose there exist a y 0 ∈ Y , an ε 0 > 0, and a time sequence {τ n } ⊂ R + such that τ n → ∞ and
is defined and the inequality in (32) goes over into Y h dµ > ε 0 + Y h dµ n . We may assume that, in the weak- * topology,
Lemma 4.2. For any continuous function h : Y → R, the following properties are equivalent:
(ii) For every y ∈ Y there is a T (y) > 0 with
is trivial. Suppose now that (ii) is satisfied. By an easy compactness argument, we see there is no loss of generality in assuming there are positive constants c 0 , T 1 , T 2 such that
Set τ 0 = 0 and, recursively, τ n (y) = τ n−1 (y) + T (Φ(τ n−1 (y), y)). By the construction,
Even with lim sup replaced by lim inf, (i) follows immediately. 
Proof. We may assume by homogeneity that p = (p 1 , p 2 , . . . , p n ) ∈ X. Applying the lemmas for h = i p i f i , we obtain that
On the other hand, it is elementary to check that
, the minimax theorem implies the equivalence of (α) and (β). Since the minimum in (33) is attained at an ergodic measure, the equivalence of (α) and (γ) follows.
Example 4.5. Returning to the rock-scissors-paper game (4)-(5), note that
where δ k is the Dirac measure at the kth vertex of the two-dimensional simplex, k = 1, 2, 3. By using homogeneity, condition (β) then translates into the requirement that for any q > 0 there exists an i ∈ {1, 2, 3} with (Aq) i > 0. (35) The equivalence of (7) and (35), for arbitrary n × m real matrices, is the well-known Farkas lemma on linear inequalities. Note that in an alternative proof of Theorem 4.4, the minimax theorem can be replaced by using an infinite-dimensional version of the Farkas lemma.
The integrals Y f i dµ are Liapunov exponents of µ. If µ is ergodic, then there exists a unique nonempty supporting subset I ⊂ {1, 2, . . . , n} such that µ(X I ) = 1 for the (relatively) open face X I := {x ∈ X : x i > 0 for i ∈ I and x j = 0 for j / ∈ I}. According to Lemma 5.1 in [57] , Y f i dµ = 0 for i ∈ I (compare also Remark 5.4). The integrals Y f i dµ for i / ∈ I are called external Liapunov exponents. Biologically, they describe the invasion rate of the missing species i at µ. For point measures δx, the external Liapunov exponents reduce to the external eigenvalues f i (x) at the boundary equilibriumx; see [35] . For periodic orbits in Y , the external Liapunov exponents coincide with the (normalized) external Floquet exponents; see [57] .
Combining Theorems 2.2 and 4.4, we see that (β) is a sufficient condition for robust permanence. This is a version of the main result in [57] . Strengthening condition (β) leads to the following result on "totally permanent systems" due to Mierczyński and Schreiber [52] . 
is a GALF for (1) for any choice of the exponents p i > 0.
Using Pesin theory, a converse result can also be shown; see [52] .
Local GALFs and Morse decompositions. Throughout this section, let K be a nonempty Φ-invariant compact subset of Y , and let
∂P K ∂xi can be extended to a continuous function on U for every i; (c) K for every y ∈ K there is a positive constant T y with the property that
In particular, N K \ Y does not contain entire trajectories of Ψ and, for each
Proof. Reconsidering the respective proofs in sections 2 and 3, we see that the existence of a local GALF implies that both (17) and (11) 
Proof. This is the localized version of Theorem 4.4, replacing Y by K, with the same proof.
In fact, a twofold application of the Φ-invariance of µ implies via Fubini's theorem that 
Proof. Arguing as in the first paragraph of the proof of Theorem 2.2, we obtain that there are three constants c, δ, T > 0 and,
We claim that, for δ sufficiently small,
Since k M k is the intersection of a finite collection of attractor-repeller pairs, there is no loss of generality in assuming that = 2 and that (M 1 , M 2 ) is an attractor-repeller pair for Φ| Y .
Since M 1 is an attractor for Φ| Y , there exists a compact neighborhood
We point out next that, for δ sufficiently small,
To the contrary, suppose that, for each j = 1, 2, . . . , there exists a 1 n -perturbation (2) of (1), a z j ∈ S 1 , and a time
and, by compactness, z n → z 0 and w n → w 0 for some z 0 ∈ Y ∩ ∂S 1 and w 0 ∈ Y ∩ ∂N 1 . We distinguish two cases according to whether {t j } ⊂ R + is bounded or not. By passing to a subsequence, we may assume that t j → t 0 for some t 0 ∈ R + or t j → ∞.
By continuity (and passing to a smaller δ if necessary), we see there exist positive times
In view of property (37) , this ends the proof (of case = 2) of (36).
The rest is easy. For each k = 1, 2, . . . , , the Zubov-Ura-Kimura argument we used in the last two paragraphs of the proof of Theorem 2.2 applies in cl(N k ) individually.
Remark 5.6. The proof of Theorem 5.5 shows that any continuous function P : X → R satisfying conditions (a) and 1, 2, . . . , , satisfies condition (9), too. Thus, in a technical sense, local GALFs can be joined together to a global "nearly-GALF."
6. Discrete-time analogues. Mutatis mutandis, all the previous results remain valid for discrete-time dynamical systems.
With F i : X → R, i = 1, 2, . . . , n, continuous, consider a mapping of the form
Throughout this section, it is assumed that F is a self-homeomorphism of X. Brouwer's open mapping theorem implies that
Our next result implies that this latter assumption is quite natural. It will also be crucial in establishing Lemma 7.2, the starting point of the theory of discretizations of Kolmogorov type in the next chapter, and it was used already in the proof of Theorem 3.4.
Proof. By the particular form of our mapping, this is certainly true for the zerodimensional subsimplices (vertices) of X. For a k-member subset {i 1 , i 2 , . . . , i k } of {1, 2, . . . , n}, consider the subsimplex of the form S = {x ∈ X :
By induction on the subsimplices, we may assume that S = X and F(s) = s for each facet s of S = X. Consider a point p 0 ∈ int(S) arbitrarily chosen. For any λ ∈ [0, 1], any facet s of S, and any point p ∈ s, the convexity of s implies that
By the homotopy property of Brouwer's degree, it follows that
where id R n denotes the identity on R n . Since deg(id R n , p 0 , int(S)) = 1, the existence property of the degree implies that p 0 ∈ F(S).
Corollary 6.1. In addition, assume that
Proof. Pick y ∈ Y arbitrarily. For index j satisfying y j = 0, inequality F j (y) > 0 is a direct consequence of the surjectivity theorem when applied to the X-facet S j = {x ∈ X : x j = 0}. For j satisfying y j = 0, inequality F j (y) > 0 follows from the diffeomorphism assumption. To the contrary, assume that F j (y) = 0 (and y j = 0). A direct computation shows that the jth row of the Jacobian of F evaluated at y equals (0, 0, . . . , 0), a contradiction.
The discrete-time version of an ALF for F [40] is a continuous mapping R : X → R with the following properties:
There exists a continuous function r : X → R such that r(x) = log(R(F(x))) − log(R(x)) whenever x ∈ X \ Y . (f) For every y ∈ Y there is a positive integer N y > 0 with the property that Ny k=1 r(F k−1 (y)) > 0. In contrast to the continuous-time case, we did not find a reasonable analogue of the notion of GALF for discrete time. Hence for studying robust permanence in discrete-time systems, we restrict ourselves to the standard ALF of the form R(x) = for some positive constants r i , i = 1, 2, . . . , n, and c n . For a proof, see [19] .
With
n. It is of course assumed that
x i G i (x) = 1 for each x ∈ X. We assume further that G is a self-homeomorphism of X. If G is permanent, then (A G , Y ) forms an attractor-repeller pair, where A G denotes the maximal compact G-invariant set in X \ Y . In analogy to the relation between (2) and (1), we say that G is a δ-perturbation of F if |G i (x) − F i (x)| < δ for each x ∈ X and i = 1, 2, . . . , n.
Theorem 6.3. If there is an ALF for F, then F is permanent. Moreover, assume that for some constants r
i > 0 suitably chosen, R(x) = n i=1 x ri i is an ALF for F.
Then F is robustly permanent. There are a δ > 0 and a compact subset S of X \ Y with the properties as follows. Every δ-perturbation G of F is permanent and A G is contained in S.
Proof. The proof of Theorem 2.2 can be repeated. The computations are based on the formulae
respectively. The last step is the application of the discrete-time version of the ZubovUra-Kimura theorem. The first statement of Theorem 6.3 is due to [40] ; see also [36] . The robustness result is new.
The set of F-invariant Borel probability measures on Y is denoted by M F . When combined with Theorem 6.3, our next result establishes a sufficient condition for robust permanence of F. Note that inequality Y log(F i ) dν > 0 is stronger than the (seemingly) "more natural" inequality Y F i dν > 1. A special case of heteroclinic cycles was treated in [24] . 
Discretizations of Kolmogorov type. We discuss definition and basic properties of Pth order one-step discretizations of (1).
Let h 0 be a positive constant. Let P ≥ 1, k ≥ 0 be integers with
We assume that ϕ is of order P, i.e., there exists a positive constant K (depending only on
We require also that ϕ is locally determined by {f i } n i=1 ; i.e., we assume the existence of a continuous function ∆ : [0, h 0 ] → [0, ∞) such that ∆(0) = 0 and, for all h ∈ (0, h 0 ] and x ∈ X, ϕ(h, x) is determined solely by the restriction of {f i } n i=1 to B(x, ∆(h)). All these assumptions are satisfied if ϕ comes from a (general r-stage explicit or implicit) Runge-Kutta method. The standard theory of discretization operators (see, e.g., Stuart and Humphries [60] ) implies that for all h sufficiently small, say
. Now we are in a position to define discretizations of Kolmogorov type. Besides the above requirements on differentiability, consistency, and determinacy (these three were grouped together in [7] for the first time), two further conditions on a general discretization operator are imposed.
Definition 7.1. We say that our discretization operator is of Kolmogorov type on X for (1) if, for each i = 1, 2, . . . , n, there exists a
and, in addition, ϕ(h, X) ⊂ X for each h ∈ [0, h 0 ].
Lemma 7.2. Let ϕ be a discretization operator of Kolmogorov type on X for (1).

Then, for all h sufficiently small, say h ∈ [0, h 0 ], ϕ(h, ·) defines a C
P+k+1 discretetime dynamical system on X.
Proof. We know already that ϕ(h, ·) is a C P+k+1 diffeomorphism of X onto ϕ(h, X) ⊂ X. The surjectivity theorem applies.
Remark 7.3. In accordance with (39), the solution operator of (1) satisfies
where
Actually, Q is of class C P+k+1 . Existence and continuity of the last derivative is a consequence of the C P+k+1 parametrized version of the Picard-Lindelöf theorem. In fact, with x ∈ X as a parameter, let z(·; x) denote the solution of the initial value problemż
Since (
) is a solution to (1), we have by uniqueness that z(t; x) = Q(t, x) for all t ∈ R and x ∈ X. Example 7.4. Let ϑ : [0, h 0 ]×X → R n be a discretization operator coming from a (general r-stage explicit or implicit) Runge-Kutta method. It is a straightforward but rather lengthy task to check that, for all h sufficiently small, say h ∈ [0, h 0 ], formula
makes sense and defines a Pth order discretization operator of Kolmogorov type on X for (1). For example, the explicit Euler method leads to
a first order discretization operator of Kolmogorov type. The difference between exact and discretized solutions of (1) on finite-time intervals can be estimated as follows. Proof. Writing out the coordinate functions explicitly, we find that methods of deriving the standard error estimate
g., in [60] ) apply and κ is an exponential function of T . For details, see [21] . (41) , the estimate Proof. The proof is almost the same as that for constant stepsizes.
Lemma 7.6. The previous lemma holds true for variable stepsize sequences. More precisely, given T > 0 arbitrarily and κ(T ) denoting the same constant as in
Φ i M m=1 h m , x − {ϕ(h M , ·) • · · · • ϕ(h 1 , ·)} i (x) ≤ x i · κ(T ) · max
Permanence for discretizations.
Results in this section fit well in the list of papers in [60] on attraction, Liapunov functions, and discretization. They are particularly closely related to continuity results on exponentially attracting attractors in [4] and on convergence rates of perturbed attracting sets with vanishing perturbation [25] . For the qualitative theory of discretizations in general, see the monograph [60] as well as the fundamental paper [48] .
. . , n, and consider mapping P :
Then P is an ALF for (1) if and only if P is an ALF for F = Φ(1, ·).
Proof. By letting b = 1 and , y) ) dt (a simple consequence of (40)) and forming the respective linear combinations,
holds for each y ∈ Y and N = 1, 2, . . . . Consequently, if P is an ALF for F, then P is an ALF for (1) and T y = N y . Conversely, assume that 
(A detailed proof of this latter statement is contained in [21] .) No upper semicontinuity result holds true for (the closure of the union of) supports of (all) invariant measures.
On the general problem of measures and discretization, we recommend [14] and the references therein. Several upper semicontinuity results of numerical dynamics are contained also in [60] . Lemma 8.1 enables us to give a short proof for permanence under discretization.
is an ALF for (1). Let ϕ be a Pth order discretization operator of Kolmogorov type for (1). Then, for all h sufficiently small, say h ∈ (0, h 0 ], Y is a repeller for the discrete-time dynamical system induced by ϕ(h, ·). In addition, there is a compact subset S of X \ Y with the property that the dual attractor
Proof. Assume that 0 < h ≤ h 0 < 1 and consider the positive integer 
In fact, for each x ∈ X, h ∈ (0, h 0 ] and i = 1, 2, . . . , n, inequality 0
with K = max 1≤i≤n max x∈X |f i (x)|. We conclude via (41) that
Note that the coefficient of x i on the right-hand side of (42) approaches zero as
for h small enough and Theorem 6.3 applies.
We do not know if Theorem 8.3 is true for a general GALF. The main difficulty is in proving the inequality
which seems to be a rather delicate matter. 
Variable stepsize discretizations.
In this section we present a generalization of Theorem 8.3 for variable stepsize discretizations.
The natural framework of handling variable stepsize sequences is that of nonautonomous dynamics. For general considerations, including several attractor definitions in the nonautonomous setting, we refer to [45] . In what follows we restrict ourselves to recalling the concept of cocycle attractors/repellers and to presenting a special case of the key result from Kloeden and Schmalfuss [44] . 
is independent of C and is contained in cl(U AΦ ), (45) (46) in the Hausdorff metric as M → ∞, and, with θ m h denoting the doubly infinite shifted stepsize sequence defined by
Proof. This is a restatement of Theorems 3.1 and 4.5 of [44] within the context of the present paper. Actually, the original results in Kloeden and Schmalfuss [44] are proved under the additional requirement
The starting point of their proof is a classical result in converse Liapunov theory, Theorem 22.5 of Yoshizawa [67] on the existence of Lipschitz continuous Liapunov functions. However, when starting from Conley's C ∞ Liapunov function for the attractorrepeller pair (A Φ , Y ), condition (48) turns out to be irrelevant. It is enough to replace Lemma 4.1 of [44] by Lemma 9.2 below and to reconsider the Kloeden-Schmalfuss argumentation. We find that Theorem 9.1 holds true for free stepsize sequences (subject only to the requirements x) is strictly decreasing, and, in addition,
Proof. This is a discretization consequence of Theorem 6.12 of Akin [2] . Details can be found in [20] .
Most results in [44] , [45] are stated and proved for abstract cocycles with the shift operator θ acting on a compact parameter space. Having applications to stochastic numerics in mind, no attempt is made in these papers to lift/weaken condition (48) in the simplest special case of deterministic discretizations with variable stepsize. The set A(h) is called a cocycle or pull-back attractor. Properties (44), (45), (46) , and (47) This explains why cocycle attractors are defined as they are, i.e., by using pull-back convergence. For constant stepsize sequences, Theorem 9.1 reduces to results in [43] , the starting point of the theory on numerical attractors.
The dual concept to cocycle attractors is that of a cocycle repeller. Reversing time, Theorem 9.1 establishes the existence of a cocycle repeller R(h). Nevertheless, even for discretizations of Kolmogorov type, the general theory says only that R(h) → Y in an upper semicontinuous way. However, in the case that permanence is granted by the standard GALF assumption, R(h) = Y for every doubly infinite stepsize sequence with h sufficiently small.
Actually, a stronger result-a discretized version of Theorem 3.1-holds true. 
Proof. The proof is an expanded version of that of Theorem 3.1. For details, see [21] .
A similar result holds true for asymptotically autonomous systems. Consider the ordinary differential equatioṅ
where e i : R × X → X is a continuous function satisfying
Assume that system (49) has the uniqueness property and that function f in the limiting autonomous system (1) is Lipschitz. The solution of (49) through (t 0 , x) ∈ R × X is denoted by Ψ (·, t 0 , x) .
If the limiting autonomous system (1) is robustly permanent due to a standard GALF, then (49) is permanent too. More precisely, the following result holds true. 
Proof. The proof is a simple variation of the proof of Theorem 9.3. Some details are contained in [21] .
Connections to index theories.
Let K be a nonempty Φ-invariant compact subset of Y . Following Szymczak, Wojcik, and Zgliczynski [63] , we say that K is of repelling type if {x ∈ X : ∅ = ω(x) ⊂ K} ⊂ Y . In view of Theorem 5.2 above, the existence of a GALF for (1) on K implies that K is of repelling type and, for some η > 0, B(K, η) \ Y does not contain entire trajectories. Starting from property (β) K , the very same conclusions are derived in the first part of the proof of Theorem 4.4 of Schreiber [57] .
x pi i defines a GALF for Φ on K. In particular, the existence of a local GALF plus the isolatedness of K with respect to the boundary flow Φ| Y imply that K is isolated (i.e., isolated with respect to the entire flow Φ on X).
From now on, assume that ∅ = K ⊂ Y is a compact isolated invariant set of repelling type. Assume, in addition, that K is a repeller for Φ| Y . In view of the Zubov-Ura-Kimura theorem, K is a repeller for Φ (i.e., an attractor for the backward flow Φ * defined by Φ * (t, x) = Φ(−t, x) for all (t, x) ∈ R × X) and thus ∅ = α(x) ⊂ K for any x ∈ X with d E (x, K) sufficiently small. Alternatively, assume that K is an attractor for Φ| Y . Applying the Zubov-Ura-Kimura theorem again, we find there exists an x ∈ X \ Y with ∅ = α(x) ⊂ K. Geometrically, the property italicized above means that K repels a trajectory from Y into X \Y . However, if K is neither a repeller nor an attractor for Φ| Y , then the existence of an x ∈ X \ Y with ∅ = α(x) ⊂ K is a rather delicate matter and requires methods of algebraic topology.
By using standard degree theory, the same problem in R n−1 × [0, ∞) (and K ⊂ R n−1 × {0} being a finite collection of equilibria (and R n−1 × {0} invariant)) was first investigated by Hofbauer [29] . Capietto and Garay [13] used the fixed point index (which is an appropriate version of degree theory) and a more general index theory developed by Conley [12] . Their approach, however, worked only for flows induced by vector fields and some special kinds of isolated invariant sets. Both restrictions were removed and much more Conley-type results proved by Wojcik [65] . Generalizations for discrete-time semidynamical systems were given by Szymczak, Wojcik, and Zgliczynski [63] . For details, in particular for the index theories involved, we refer to the original papers [13] , [65] , [63] and the references cited therein.
The next theorem is a straightforward consequence of the main results of [63] within the context of the present paper. 
Since the index map is homotopic to the identity, we conclude that, together with
Unfortunately, it is in general very difficult to check whether the homotopical
, nontriviality of the fixed point index, and that this latter condition can be fairly easily checked [1] . Besides, 
Proof. If K = Y and h is small enough, then K h = Y is a repeller for ϕ(h, ·) by Theorem 8.3, and the discrete-time version of the Zubov-Ura-Kimura theorem applies.
If K = Y and h is small enough, then
by the main result in Mrozek and Rybakowski [54] (when applied to Y \ {y 0 }, which is locally Lipschitz homeomorphic to R n−2 for any y 0 ∈ Y \ K). Hence K h = ∅. On the other hand, K h ⊂ U ∩ Y by the upper semicontinuity result in [22] , h sufficiently small. Furthermore, combining the proofs of Theorems 5.2 and 8.3, it is not hard to show that K h (as a subset of X) is isolated with respect to ϕ(h, ·) and, for each 
is nontrivial. Using Theorems 1 and 2 of [63] , the desired result follows immediately.
Discretizations have better topological properties than general discrete-time dynamical systems. For example, they preserve orientation. Near transversal sections, discretizations (for h small enough) embed to continuous-time local dynamical systems [17] , [23] . A further nontrivial topological property of discretizations is what we called numerical Wazewski property [22] , [18] . In certain applications, as it was pointed out by Conley [12] himself, the classical Wazewski principle is stronger than the index.
Conjecture [13] and C4 in [22] , we find that the conjecture holds true under the additional conditions that K is contained in a single face of Y and B is an isolating block with corners. One of the major difficulties in proving the conjecture is constructing C ∞ Liapunov functions for attractor-repeller pairs on manifolds with corners (such as Y ).
Applications.
In all the previous sections we worked with the simplex as the phase space and noted only that analogous results are valid in R n + for dissipative flows. In the present section we give applications to systems on other phase spaces such as compact smooth manifolds, half-spaces, products of a simplex with a ray, and products of simplices.
Subsection 11.1 is devoted to differential equations near compact smooth codimension 1 submanifolds of R n . Note that a much deeper codimension k ≥ 1 analysis, based on Oseledec's theory, is given in [3] , [11] for diffeomorphisms. It is an open problem to extend the concept of GALF (which is at present a codimension 1 object) to codimension k problems.
In subsections 11.2 and 11.3 we study robust permanence of replicator and LotkaVolterra equations. The problem of successful invasion is discussed in subsection 11.4. Subsection 11.5 is devoted to discretized game dynamics with variable stepsizes.
Manifolds with smooth boundary.
Let Ω be a bounded open set in R n and assume that Z = ∂Ω is a compact smooth codimension 1 submanifold of R n . Let U be an open neighborhood of Z in R n and let F : U → R n be a C 1 function. Assume that Z is invariant with respect to the (local) flow Θ of the ordinary differential equationẋ = F (x), x ∈ U . The set of Θ-invariant Borel probability measures on Z is denoted by M Θ (Z). Finally, for z ∈ Z, let ν(z) ∈ R n denote the outer normal unit vector of Z at z. It is well known that, for some ε > 0, mapping (−ε, ε) × Z → U , (λ, z) → x = z + λν(z) is a coordinate transformation. In this new system of normal and tangential coordinates,ẋ = F (x), x ∈ U can be rewritten as the systeṁ
With P (x) = λ (or, equivalently, P (x) = λ p for any p > 0) as GALF and applying (the corresponding analogue, with (X, Y ) replaced by (cl(Ω), Z), of) Theorem 2.2 and Lemmas 4.1 and 4.2, we obtain the following theorem.
Theorem 11.1. If the normal Liapunov exponent
It is not hard to compute S(0, z) explicitly:
where J (z) denotes the Jacobian of F evaluated at z and ·, · denotes the standard scalar product in R n . We note that an analogous result holds for abstract manifolds X with smooth collared boundary ∂X = Z. Condition (50) implies via Theorem 3.4 the existence of a Liapunov function in a neighborhood of Z of the form V (x) = λQ(λ, z) with Q positive and C 1 . Using Pesin's theory, one can show, as in [3] or [57] , that the converse of Theorem 11.1 is "almost" true: If F is C 2 and the reverse inequality holds in (50) for at least one invariant measure µ ∈ M Θ (Z) (i.e., at least one normal Liapunov exponent is negative), then the invariant manifold Z attracts at least one orbit from Ω \ Z. If F is only C 1 , then a weaker converse result can be obtained from the ergodic closing lemma, as in [30] , [57] : There are arbitrarily small C 1 -perturbations of the flow, with Z as invariant manifold, that have a periodic orbit in Z, which has negative normal Floquet exponent and is therefore normally attracting. Other converse results can be derived from index theory, as used in section 10.
We finally remark that Theorem 11.1 can be applied also to study dissipativity in a suitable compactification of the state space and to investigate critical cases of stability by analyzing homogeneous differential equations that arise as the principal part of normal forms, such as Molchanov's theorem [42] ; for details see [21] .
Consequences for replicator equations.
The replicator equation (4) on the simplex X enjoys an important averaging principle (see [35, Thm. 7.6 .4], [41] ), which can be stated in terms of time averages or space averages.
Lemma 11.2. 
is an equilibrium pointx on this face.
F be an ergodic invariant measure for (4) . Then its meanx = xdµ(x) is an equilibrium of (4), and the external Liapunov exponents of µ coincide with that atx.
A consequence of this averaging property is that in applying Theorem 4.4 for replicator equations one can restrict oneself to (convex combinations of) point measures instead of all invariant measures. Hence a finitely computable sufficient condition for robust permanence can be established. In particular, Corollary 2.4 simplifies to the following result from [35] and [41] , but now strengthened with robustness. 
Here h > 0 is such that 1+ha ij > 0 for all i, j. Then the map (52) is a diffeomorphism on X [49] . Another discrete-time replicator dynamics is
which is a diffeomorphism for h small and, in contrast to (52) , enjoys a similar averaging property to that of (4) [35, p. 79, Ex. 7.6.6]. Note that both (52) and (53) are first order discretization operators of Kolmogorov type for (4), but none of them is of the form of those investigated in Example 7.4 (except for zero-sum games, i.e., A = −A T ). The first part of our next result is a simple consequence of Theorem 8.3, whereas the stronger result in the second part follows from Theorem 6.3 and the averaging property. Finding a finitely computable condition for robust permanence for (52) Similarly, for all h > 0, P is also an ALF for (53) , and hence (53) is robustly permanent.
Consequences for Lotka-Volterra equations. Lotka-Volterra systemṡ
enjoy a similar averaging property to that of Lemma 11.2 for replicator equations. This goes essentially back to Volterra; see [35] , [41] , [57, Lem. 7.1] . Hence for LotkaVolterra equations (54) it is sufficient to consider point measures at boundary equilibria when applying our permanence results. In particular, our Theorem 4.4 shows that the sufficient condition in Schreiber's [57, Thm. 7.2] for robust permanence of LotkaVolterra equations is equivalent to the sufficient condition for permanence based on a standard GALF due to Jansen [41] (see also [35, Ex. 13.6 
.3]):
There are p i > 0 (i = 1, . . . , n) such that for every fixed pointx of (54) 
Now we turn to discrete-time Lotka-Volterra systems such as a higher-dimensional version of the logistic map, (56) and an exponential version (see [33] and [50] ),
The first part of our next result is a simple consequence of Theorem 8.3, whereas the second part follows from Theorem 6.3 and from the averaging principle in [33] .
Theorem 11.5. Suppose (56) and (57) Dissipativity of (57) is discussed in [33] and [50] .
As a further application we rederive and strengthen a recent result of Mierczyński and Schreiber [52] on totally permanent Lotka-Volterra systems. They established the equivalence (L2) ⇔ (L4) with their weaker meaning of robust permanence. Note that (L3) and (L4) are computable conditions. Theorem 11.6. The following conditions are equivalent: (L1) Equation ( 11.4. Invasion of a permanent system. Consider a permanent n-species community and a further species which is able to invade that resident community. Will the invader be able to survive, i.e., will the population move towards a new stable community consisting of the invader and a certain subset of the resident population? In the biological literature, e.g., in [66] , this question is often phrased as, Does invasion lead to persistence?
A positive answer to this question is possible only under stringent assumptions. For example, if in the resident system there are several attractors, and the new species invades at one attractor, it could be driven out again by leading the population to the other attractor. This can be avoided only if all normal Liapunov exponents on the global interior attractor are positive.
Even then, one could imagine that the population evolves to a state where the invader as well as some of the resident species are eliminated. A simple example in two dimensions is the systemẋ = x (x(1 − x) − y) , y = y(x − y).
The density of the invading species y increases near the resident equilibrium x = 1, y = 0. But every interior solution converges to the origin: y x increases monotonically, and for y > x, y decreases. However, this dynamics is degenerate, since the origin is not hyperbolic. If the resident system is robustly permanent (thanks to a GALF), this extinction phenomenon cannot occur. This is the essence of the next theorem, which generalizes an analogous result on Lotka-Volterra equations in [32] .
Theorem 11.7. We consider a system of n resident species on X = R n + and an invader whose density we denote by y ≥ 0, Since Φ(t, z, w) approaches Y , P (Φ(T, z, w)) → 0 as T → ∞. Thus each limit point of the left-hand side of (61) is ≤ 0. On the other hand, property Ψ(T, z, w) → 0, the GALF assumption, Lemma 4.2, and the robustness arguments in the proof of Theorem 2.2 imply that every limit point as T → ∞ on the right-hand side is positive. This is a contradiction.
An obvious drawback of Theorem 11.7 is that only positivity of the limsup can be guaranteed. However, one cannot do better in general: It is easy to construct examples with lim inf t→∞ Ψ(t, x, y) = 0. Consider (58)-(59) on X = R 4 + with three resident species (1,2,3) . Suppose, that the invader eliminates resident species 3 and forms together with 1 and 2 a system with an attracting heteroclinic cycle, such as in Example 2.6. Then lim sup t→∞ Ψ(t, x, y) > 0 but lim inf t→∞ Ψ(t, x, y) = 0. Moreover, the invader gets arbitrarily close to 0 for arbitrarily long times. Hence, practically, the invader is not safe from extinction. This example shows that information on the global dynamics of the full system (58)- (59) is needed to guarantee persistence after invasion. [34] studied imitation dynamics for two-person (bimatrix) games. These led to recurrence relations of the following form (k = 0, 1, . . . ):
Discretizations and diminishing stepsizes. Hofbauer and Schlag
Here the state space X is a product of two simplices, X = X n × X m ⊆ R n + × R m + , and f i , g j : X n × X m → R (1 ≤ i ≤ n, 1 ≤ j ≤ m) are appropriately chosen functions such that (p k , q k ) → (p k+1 , q k+1 ) defines a map from X n × X n into itself. In the limit h → 0 these discrete-time models tend to the differential equatioṅ
The functions f i , g j are given by
where π 1 , π 2 are the payoff functions for the two players, and φ i are strictly decreasing functions with positive values.
For n = m = 2, i.e., each of the two players has two pure strategies, X is simply the square [0, 1] 2 . Of particular interest are games with a cyclic structure: For these games, the boundary of the square, Y , forms a heteroclinic cycle for the dynamics (62) and (63) . They have a unique Nash equilibrium E which lies in the interior of X and which has been shown [34, Thm. 1] to be globally asymptotically stable for (63); i.e., E is the dual attractor to the repeller Y . Furthermore, there exists a standard GALF for (63) , so that Y is a robust repeller.
For small enough h ∈ (0, h 0 ) (h 0 being the minimal slope of the reciprocal of φ i ), the map (62) still has a standard GALF, so that Y remains a robust repeller; see [34, Prop. 1] . The dual attractor, A h , contains E (which is unstable for the maps [34, Prop. 3] ) as proper subset.
Combining now Theorem 8.3 and the upper semicontinuity result [20] for the attractor-repeller pair (E, Y ) of (63) shows that for small enough h > 0, the numerical attractor A h arising from E attracts all of the interior of the square X, i.e., is dual to the robust repeller Y . This confirms the conjecture in [34, p. 535, footnote 4] .
On the other hand, if instead of a constant stepsize h a decreasing sequence of stepsizes satisfying h k → 0 and h k = ∞ is chosen in (62) , then every orbit starting in the interior of the square converges to the equilibrium E. This conjecture from [34, p. 539 and footnote 9] follows now from the permanence result in Theorem 9.3 above, Lemma 4 from [20] (or Benaim and Hirsch [6] ), and the attractor-repellor decomposition (E, Y ) for the limiting differential equation (63) .
