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Wavelet shrinkage and thresholding methods constitute a powerful
way to carry out signal denoising, especially when the underlying
signal has a sparse wavelet representation. They are computationally
fast, and automatically adapt to the smoothness of the signal to be
estimated. Nearly minimax properties for simple threshold estimators
over a large class of function spaces and for a wide range of loss
functions were established in a series of papers by Donoho and
Johnstone. The notion behind these wavelet methods is that the
unknown function is well approximated by a function with a relatively
small proportion of nonzero wavelet coefﬁcients. In this paper, we
propose a framework in which this notion of sparseness can be
naturally expressed by a Bayesian model for the wavelet coefﬁcients
of the underlying signal. Our Bayesian formulation is grounded on the
empirical observation that the wavelet coefﬁcients can be summar-
ized adequately by exponential power prior distributions and allows
us to establish close connections between wavelet thresholding
techniques and Maximum A Posteriori estimation for two classes of
noise distributions including heavy-tailed noises. We prove that a
great variety of thresholding rules are derived from these MAP
criteria. Simulation examples are presented to substantiate the
proposed approach.
Key Words and Phrases: wavelets, denoising, regularization, MAP,
non-Gaussian noises, exponential power distributions, Cauchy dis-
tribution.
1 Introduction
There has recently been a great deal of research interest in wavelet thresholding
techniques for signal and image denoising applications (e.g. DONOHO, 1995,
SIMONCELLI and ADELSON, 1996, ABRAMOVICH et al., 1998, LEPORINI, 1998,
ANTONIADIS et al., 1997). In a series of papers, DONOHO and JOHNSTONE (1994,
1995, 1998), and DONOHO et al. (1995) developed wavelet shrinkage and thresholding
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white and Gaussian. They have also shown that the resulting estimates of the
unknown function are nearly minimax over a large class of function spaces (typically
Besov and Triebel bodies) and for a wide range of loss functions. The model
generally adopted for the observed process is: yðiÞ¼fðiÞþnðiÞ, i 2f 1;...;K ¼ 2Jg
(J 2 N ),1 where fnðiÞg is usually assumed to be a random noise vector with
independent and identically distributed (i.i.d.) Gaussian components with zero mean
and variance r2. Note however that the assumption of Gaussianity is alleviated in
the sequel. Estimation of the underlying unknown signal f is of interest. We
subsequently consider a (periodic) discrete wavelet expansion of the observation
signal, leading to the following additive model: Wj;k
y ¼ W
j;k
f þ W
j;k
n ,
k 2f 1;...;2 jKg, where W
j;k
f and W
j;k
n denote respectively the discrete wavelet
coeﬃcients of fðiÞ and nðiÞ at resolution level j (see MALLAT, 1989a). Under the
Gaussian noise assumption, thresholding techniques successfully utilize the unitary
transform property of the wavelet decomposition to distinguish statistically the
signal components from those of the noise. In order to ﬁx terminology, we recall that
a thresholding rule sets to zero all coeﬃcients Wj;k
y with an absolute value below a
certain threshold vj > 0. The classical hard (resp. soft) threshold estimate c W W
j;k
f of
the wavelet coeﬃcient W
j;k
f is obtained according to:
c W W
j;k
f ¼ IfjW
j;k
y j>vjgW j;k
y resp. c W W
j;k
f ¼ signðW j;k
y Þmaxð0;jW j;k
y j vjÞ
 
;
 
where IA denotes the usual indicator function of a set A and signð Þ is the signum
function. Of course, the crucial step of such procedures is the choice of a
thresholding (or shrinkage) method and, subsequently, that of the threshold value
(see NASON, 1995). For such problems a number of approaches have been proposed
in the literature, including minimax (DONOHO and JOHNSTONE, 1994, 1995, 1998),
cross-validation (NASON, 1995, 1996), hypotheses testing (ABRAMOVICH and
BENJAMINI, 1996, OGDEN and PARZEN, 1996a, 1996b), and Bayesian methods
(VIDAKOVIC, 1998, CHIPMAN et al., 1997, ABRAMOVICH et al., 1998 and RUGGERI and
VIDAKOVIC, 1999).
Most wavelet methods based on the Bayesian approach lead to shrinkage rules
instead of thresholding and involve specifying a prior distribution on the wavelet
coeﬃcients. Bayesian wavelet shrinkage rules are obtained by specifying a certain
prior for both f and r2.V IDAKOVIC (1998) assumed that W
j;k
f are independent and
identically t-distributed with n degrees of freedom and that r2 is independent of W
j;k
f
with an exponential distribution. However, his wavelet shrinkage rule, either based
on the posterior mean or via a Bayesian hypotheses testing procedure, requires
numerical integration. CHIPMAN et al. (1997) also assumed an independent prior for
W
j;k
f . Since a signal is likely to have a sparse wavelet distribution with a heavy tail,
they considered a mixture of two zero-mean normal components for W
j;k
f ; one has a
1The set of positive integers, reals, nonzero reals, nonnegative reals and positive reals are
respectively denoted by N , R, R , Rþ and R 
þ.
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the posterior mean has a closed-form representation. Both CLYDE et al. (1998) and
ABRAMOVICH et al. (1998) considered a mixture of a normal component and a point
mass at zero for wavelet coeﬃcients W
j;k
f .C LYDE et al. (1998) assumed that the prior
distribution for r2 is inverse gamma, and is independent of W
j;k
f . They used the
stochastic search variable selection algorithm (GEORGE and MCCULLOCH, 1997) to
search for nonzero wavelet coeﬃcients of the signal, and used the Markov chain
Monte Carlo technique to obtain the posterior mean by averaging over all models.
Moreover, closed-form approximations to the posterior mean and the posterior
variance were also provided. ABRAMOVICH et al. (1998) considered a sum of weighted
absolute errors as their loss function, resulting in a thresholding rule that is Bayes,
rather than a shrinkage rule, which is obtained from a Bayesian approach using
squared error loss. Their thresholding rule based on the posterior median also has a
closed-form representation, under the assumption that r2 is known.
In this paper, we exhibit close connections between wavelet thresholding and
Maximum A Posteriori (MAP) estimation (or, equivalently, wavelet regularization)
using exponential power prior distributions. These distributions are in particular the
priors that are put on W
j;k
f . Our approach diﬀers from those previously mentioned by
using a diﬀerent prior and also diﬀerent loss functions. One of the main advantages
of our approach is to naturally provide a thresholding rule, and consequently, a
threshold value adapted to the signal/noise under study. Moreover, we will also show
that the MAP estimation is also closely related to wavelet regularization of ill-posed
inverse stochastic problems with appropriate penalties and loss functions, that
parallel Bridge estimation techniques for nonparametric regression as introduced by
FRANK and FRIEDMAN (1993) and further extended by FU (1998).
For the sake of simplicity (but see our discussion later), we assume in the sequel
that the wavelet coeﬃcients of the signal and the noise are two independent
sequences of i.i.d. random variables. In most of the above mentioned Bayesian
approaches to wavelet regression the assumed independence of the wavelet
coeﬃcients is defended by the strong decorrelational property of the discrete
wavelet transform. As mentioned at the end of Section 3.1, these assumptions do not
imply that the original processes are i.i.d. and they are, in particular, valid when the
processes are radially decomposable. In order to simplify the presentation of our
result further, we will drop the dependence on the resolution level j and the time
index k of the quantities involved subsequently. As however illustrated by the
simulation examples in Section 3, level dependent distributions can be adopted for
the wavelet coeﬃcients.
2 Connections between MAP estimation and thresholding rules
At a given resolution level, we choose to model a wavelet coeﬃcient Wf by an
Exponential Power Distribution EPDða;bÞ:
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b
2aCð1=bÞ
e ðj j=aÞ
b
; ða;bÞ2R 2
þ :
Note that the EPDða;bÞ model was ﬁrst proposed in MALLAT (1989b) for wavelet
coeﬃcients of signals and images, and subsequently applied to image coding in
BUCCIGROSSI and SIMONCELLI (1997) and image denoising using a posteriori mean
estimates in SIMONCELLI and ADELSON (1996) and SIMONCELLI (1999). Such estimates
are however unable to provide thresholding rules. We denote by  Lð Þ : R  !R the
log-likelihood function (up to an additive constant) of the noise wavelet coeﬃcients.
In this part,  L will correspond to any type of noise and, in the two next sections,
some particular type of noises (and hence of likelihood functions) will be studied.
By assuming that Lð0Þ¼0, we proceed to determine the MAP estimate of Wf.B y
denoting by FyðxÞ the log-likelihood function of the posterior distribution of Wf,w e
have:
c W W f ¼ argmin
x FyðxÞ; with FyðxÞ¼LðWy   xÞþ
jxj
b
ab : ð1Þ
Provided that:
A1. Lð Þ is continuous at 0, diﬀerentiable on R  and its derivative L0ð Þ satisﬁes:
8x 2 R ; sign fL0ðxÞg ¼ signðxÞ;
it is straightforward to see that Fyð ÞP0 admits a global minimum. Furthermore,
any minimizer of FyðxÞ necessarily belongs to the interval ½minð0;WyÞ;maxð0;WyÞ ,
so that MAP estimation indeed corresponds to a shrinkage method. For simplicity,
we further assume that:
A2. the function Lð Þ is symmetric about 0, which implies that c W W f is an odd
function of Wy. However, it must be pointed out that the presented results can be
readily extended to the nonsymmetric case.
As it is easy to see, solving the minimization problem stated in eq. (1), when the
noise is assumed to be white Gaussian noise, leads to a special case of Bridge
regression, introduced by FRANK and FRIEDMAN (1993), which minimizes the
residual sum of squares LðWy   xÞ penalized by kjxj
b, k > 0. While Frank and
Friedman did not solve for the estimator of Bridge regression for any given b > 0,
they pointed out that if the true model includes many zero parameters, Bridge
regression will perform well for small values of b.T IBSHIRANI (1996) obtained similar
results by comparing the Lasso with the Bridge through intensive simulation studies.
In fact, under the classical Gaussian noise assumption, these results actually appear
as a particular case of nonsmooth regularization for local strong homogeneity
recovery recently introduced in NIKOLOVA (1997), which imply that a Bridge penalty
of small b values favors models with regression parameters either of many zeros or of
large absolute values from a long tailed density.
When the noise distribution is further assumed to be an EPDð  a a;   b bÞ distribution, the
componentwise minimization problem can be restated as the minimization of a
functional of the form
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b:
In terms of the observed process, and using the characterization of Besov spaces in
terms of (regular enough) wavelet decompositions, the above problem corresponds
to the following variational problem: ﬁnd a function b f f that minimizes over all
possible functions u the functional
ky   uk
  b b
B  s s;  b b;  b b þe k kkuk
b
Bs;b;b;
where   s s ¼ 1=  b b   1=2P0, s ¼ 1=b   1=2 > 0, 2P  b b > b > 0 and where Bs;b;b denotes
the Besov space, containing, roughly speaking, functions with s derivatives in Lb.I n
this framework, the norm (or quasi-norm) involved in the deﬁnition of the risk of an
estimator is a Besov space norm with indices   s s and   b b and leads to variational
problems of the same nature as those studied by CHAMBOLLE et al. (1998) in terms of
the Peetre’s K-functional of y between L2 (i.e.   s s ¼ 0 and   b b ¼ 2) and Bs;b;b (see also
DELYON and JUDITSKY, 1996, DECHEVSKY and PENEV, 1998). Choosing a known
value of s and therefore of b is linked to any additional information we may have
about the unknown curve. Typically, the value of s is an upper bound for the true
smoothness index corresponding to f.
We prove hereafter that the exponent parameter   b b determines the nature of the
estimates, and we establish in particular close connections with wavelet thresholding
techniques and MAP estimation for two classes of noise probability density
functions.
2.1 EPD Distribution for the noise wavelet coeﬃcients
A ﬁrst useful result is:
LEMMA 1. Assume A1, A2 and the following additional conditions:
A3. the noise log-likelihood  Lð Þ is convex on Rþ;
A4. there exists v > 0 such that LðxÞOjxj
b=ab iﬀ jxjOv.
Then, when bO1, the minimizer of Fyð Þ corresponds to a hard thresholding rule with
threshold value v.
PROOF. Due to A2, we can restrict our attention to the case WyP0. We easily
deduce from A3 that the function Fyð Þ is concave on ½0;Wy , so that its minimum
is reached either at 0 or at Wy. Assumption A4 allows us to show that
Fyð0ÞOFyðWyÞ iﬀ WyOv, thus ensuring that a hard thresholding estimate is
obtained. (
We now consider the particular case of a noise following an exponential power
distribution.
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Wf leads to thresholding rules. In particular, when   b bO1, hard thresholding rules are
obtained. In the case   b b > 1, we have, when jWyj!1 ,
c W W f ¼ Wy  
b  a a
  b b
  b bab
 ! 1=ð  b b 1Þ
jWyj
ðb 1Þ=ð  b b 1ÞsignðWyÞþoðjWyj
ðb 1Þ=ð  b b 1ÞÞ:
PROOF. First note that A1 and A2 are satisﬁed. Furthermore, when   b bO1, A3 and A4
hold, leading to hard thresholding policies with threshold value v ¼ð   a a
  b b=abÞ
1=ð  b b bÞ
(cf. Lemma 1).
When   b b >1, we consider
FyðxÞ¼
jWy   xj
  b b
  a a
  b b þ
jxj
b
ab ; ð2Þ
and proceed to calculate its derivative F0
yð Þ when, say, WyP0. We easily show that
F0
yðxÞ¼0i ﬀ
Wy ¼
b  a a
  b b
  b bab
 ! 1=ð  b b 1Þ
xðb 1Þ=ð  b b 1Þ þ x ¼ gðxÞð 3Þ
By studying the function gð Þ, it can be proved that, if WyOgðhÞ with
h ¼
b  a a
  b b
  b bab
 ! 1=ð  b b bÞ
1   b
  b b   1
   ð  b b 1Þ=ð  b b bÞ
;
Fyð Þ is an increasing function on R 
þ and, consequently, c W W f ¼ 0. This clearly shows
that a thresholding rule is obtained. Note however that this result only provides a
lower bound gðhÞ on the threshold value. More precisely, it can be deduced from
Condition (3) that, if Wy > gðhÞ, Fyð Þ has a unique minimum on R 
þ at x ¼ b x xy > h.
Then, c W W f ¼ b x xy if Fyðb x xyÞ < Fyð0Þ and is equal to 0 otherwise. The previous
inequality can be shown to hold asymptotically (when Wy !1 )a sb x xy is solution of
(3) and therefore such that
b x xy ¼ Wy  
b  a a
  b b
  b bab
 ! 1=ð  b b 1Þ
jWyj
ðb 1Þ=ð  b b 1Þ þ oðjWyj
ðb 1Þ=ð  b b 1ÞÞ: (
We point out that the condition   b b > b makes sense in a practical perspective as it
means that the wavelet decomposition ‘‘compresses’’ the signal better than the
noise.2 In the context of wavelet regularization with an L  b b risk function, this
assumption is also made in DELYON and JUDITSKY (1996) or DECHEVSKY and PENEV
(1998).
2When   b b > b, the pdf of Wf is greater than the pdf of Wn around 0, for a ﬁxed variance. So, one
may consider that the wavelet decomposition provides a more parsimonious representation for
the signal than for the noise.
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apply the previous result to some cases of particular interest. In a straightforward
manner, it can be checked that
COROLLARY 1. The minimizer of (2) for a Laplacian prior (b ¼ 1) and   b b > 1
corresponds to a soft thresholding rule with threshold value
v ¼ð   a a
  b b=  b baÞ
1=ð  b b 1Þ:
Note that this property holds in the Gaussian case (  b b ¼ 2). We further investigate the
Gaussian noise assumption with the following more general result.
COROLLARY 2. The MAP estimation with bO1 and   b b ¼ 2 leads to thresholding rules
corresponding to the threshold value:
v ¼
2   b
2ð1   bÞ
2r2ð1   bÞ
ab
   1=ð2 bÞ
; ð4Þ
where r2 ¼   a a2=2 denotes the variance of the noise. Moreover, we have:
lim
Wy ! v
jWyj>v
c W W f ¼ 
2r2ð1   bÞ
ab
   1=ð2 bÞ
:
PROOF. By combining the relation F0
yðb x xyÞ¼0 with the Gaussian assumption, it can
be proved after some algebra that Fyðb x xyÞ < Fyð0Þ iﬀ
b x xy >
2r2ð1   bÞ
ab
   1=ð2 bÞ
ð5Þ
where the lower bound is greater than or equal to h.A sWy satisﬁes (3) with x ¼ b x xy
and gð Þ is an increasing function on ½h;1Þ, (5) is equivalent to
Wy > g
2r2ð1   bÞ
ab
   1=ð2 bÞ  !
¼ v;
which ﬁnally provides the expected results. (
For illustration, a threshold rule associated with the considered statistical models
is presented in Fig. 1. Note that the function c W W f=Wy tends to 1 in as jWyj!1 .
When the value of jWyj is large, one can consider that the observed value of Wy is
not noise and then one does not shrink the value of Wy, which would result in
underestimating Wf. This improves the properties of the soft-thresholding rule which
always shifts the estimate Wy by a ﬁxed amount.
2.2 Cauchy distribution for the noise wavelet coeﬃcients
The previous results may be of interest in dealing with heavy-tailed exponential
power noise distributions. We extend this idea to other noise classes with the
following lemma.
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A5. there exists      >0 such that Lð Þ is convex on ½0;      ;
A6. L0ðxÞ¼oðwb 1Þ when x ! 0þ;
A7. there exists C 2 R 
þ such that, for all local minimizer b x xy > 0 of Fyð Þ,
Wy   b x xyOC;
A8. LðxÞ¼oðxbÞ when x !1 .
Then, the minimizer of Fyð Þ with bO1 corresponds to a double thresholding rule, i.e.
9ðvL;vUÞ2ð R 
þÞ
2 such that c W W f 6¼ 0 ) vL
PROOF. Due to Assumptions A1 and A2, we can focus on the case WyP0 and look
for the minimum of Fyð Þ on the interval ½0;Wy . According to A5, 8ðx;WyÞ2R2
with 0 < x < WyO     , L0ðWy   xÞOL0ðWyÞ. We then have
F0
yðxÞ¼  L0ðWy   xÞþ
b
ab xb 1P   L0ðWyÞþ
b
ab W b 1
y :
Now using A6, we can assert that there exists g > 0 such that 8ðx;WyÞ2R2 with
0 < x < Wy < g, F0
yðxÞP0. This implies the existence of a lower positive threshold
value. Furthermore, as a direct consequence of A1, Lð Þ is a nonnegative function.
This fact combined with A7 guarantees that, for any local minimizer b x xy > 0o fFyð Þ,
Fyðb x xyÞPb x xb
y=abPðWy   CÞ
b=ab.A sFyð0Þ¼LðWyÞ, Assumption A8 allows us to
conclude that there exists v U > 0 such that, for all Wy > v U, Fyð0Þ < Fyðb x xyÞ. This
shows the existence of an upper threshold. (
Fig. 1. Threshold rule corresponding to EPDð1;2Þ noise and EPDð1;0:6Þ prior distributions.
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thresholding introduced in KRIM and SCHICK (1999) where the boundedness of the
signal coeﬃcients is however assumed. We apply the previous proposition to Cauchy
noise distributions.
PROPOSITION 2. If Wn  C ð 0;  a aÞ where Cð0;  a aÞ denotes the centred Cauchy distribution
with inverse scale parameter   a a > 0, the MAP estimation with b 2ð 0;1  leads to double
thresholding rules.
This result is readily proved by verifying that the assumptions of Lemma 2
are satisﬁed. An example of such a double threshold estimator is presented in
Fig. 2. For illustration, we focus in the sequel on the Laplacian prior (b ¼ 1).
Then, the nonconvex function to be minimized is Fy : x#log 1 þ   a a2ðWy   xÞ
2
  
þ
jxj=a.
COROLLARY 3. If a  a aO   1, the minimization of the previous expression leads to the
degenerate MAP estimate: c W W f ¼ 0. If a  a a > 1, the MAP estimate corresponds to the
double soft thresholding rule deﬁned by
c W W f ¼ signðWyÞðjWyj vLÞ if vL < jWyj < vU
0 otherwise:
 
;
where vL ¼ a     a a 1 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2  a a2   1
p
and v U is the unique solution in ðv L;1Þ of the equation:
log 1 þ   a a2v2
U
  
¼ log 1 þ   a a2v2
L
  
þ
vU   vL
a
: ð6Þ
Fig. 2. Threshold rule corresponding to Cð0;2Þ noise and EPDð0:55;0:7Þ prior distributions.
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given by:
F0
yðxÞ¼ 
2  a a2 Wy   x
  
1 þ   a a2 Wy   x
   2 þ
1
a
:
It is straightforward to show that the existence of a local minimum at b x xy 2ð 0;WyÞ is
equivalent to: a  a a > 1 and Wy > vL (with vL as deﬁned above). In this case, the
location of the minimum is simply b x xy ¼ Wy   vL. It remains to study the sign of
Fyð0Þ Fyðb x xyÞ. It can be proved that Fyð0Þ > Fyðb x xyÞ (and, thus, c W W f ¼ b x xy)i ﬀ
hðWyÞ > hðvLÞ where hðxÞ¼logð1 þ   a a2x2Þ x=a. After some algebra, this inequal-
ity is shown to be satisﬁed iﬀ vL < Wy < vU where vU is the unique solution greater
than a þ   a a 1 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2  a a2   1
p
> vL of the equation hðvUÞ¼hðvLÞ. This leads to the implicit
deﬁnition of vU in (6). (
The intuition behind the double thresholding rule is that, for such heavy tail noise
distributions, the impulsiveness of the noise induces wavelet coeﬃcients with high
amplitudes which need to be eliminated by the estimator.
At this point, one may wonder how a non-Gaussian noise distribution can lead to
an independent distribution of the wavelet coeﬃcients. A class of noise distributions
which would lead to the analysis we have adopted in this paper is the class of radially
decomposable distributions described in FANG et al. (1989). Recall that a
K-dimensional random vector Z is said to be radially decomposable if there exist
a positive random scalar R and an independent K-dimensional random vector W
such that Z and RW are identically distributed. In this decomposition R is called the
radial component and W the base component. If the noise vector Z belongs to the
class of a-symmetric distributions with a ¼ 1 (a subclass of the family of radially
decomposable distributions), the analysis of NG and FRASER (1994) conducted for
general linear models, implies that one may assume that the components of the noise
on the wavelet coeﬃcients are i.i.d standard Cauchy in making inference about the
wavelet coeﬃcients.
Another issue which has not been addressed in this paper is the minimax
asymptotic behavior of the estimators derived in the above sections. For such a
study, one could rely on and extend the methods derived in NEUMANN and VON
SACHS (1995), and more particularly those of JUDITSKY (1997) which relate to
wavelet shrinkage in non-Gaussian noise under Lp losses. However, such an
approach is outside the scope of this paper and can be a subject of future research. In
the next section, we apply the considered statistical models and their corresponding
thresholding rules to some signal denoising examples.
3 Denoising examples
Our purpose here is to illustrate the behavior of the proposed MAP estimates for
signals corrupted by non-Gaussian noises. For simplicity, we will restrict our
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although more sophisticated algorithms could be envisaged, including Markov
Chain Monte Carlo methods (see e.g. SMITH and ROBERTS, 1993, TIERNEY, 1994,
LEPORINI and PESQUET, 2001). An interesting Empirical Bayes approach has also
been proposed in JOHNSTONE and SILVERMAN (1998) corresponding to a marginal
maximum likelihood estimation for mixture models.
3.1 Cauchy noise distribution
We ﬁrst consider an example of a Doppler-like signal embedded in Cauchy noise. As
the Cauchy distribution is an alpha-stable distribution, the wavelet coeﬃcients W
j;k
n
of the noise nðiÞ are Cauchy processes.
In a ﬁrst set of simulations, a noise is synthesized with i.i.d. Cð0;  a aÞ wavelet
coeﬃcients (see the remark at the end of the previous section). The parameter   a a is not
assumed to be known and, consequently, it must be estimated during the denoising
procedure.
The common way to specify a stable distribution is by its characteristic function
/ðtÞ. Recall that the log-characteristic function of a symmetric Cauchy distribution
with inverse scale parameter   a a is given by
logf/ðtÞg ¼  
jtj
  a a
:
Various methods have been suggested in the literature to estimate the parameters of
a stable distribution from an i.i.d. sample. Most of these methods are based on the
empirical characteristic function ^ / /ð Þ. For example, a moment estimate for 1=  a a is
obtained by solving by least-squares jtij=  a a ¼ logðj^ / /ðtiÞjÞ (see NIKIAS and SHAO,
1995).
Level-dependent Laplacian priors are adopted for the wavelet coeﬃcients of the
signal. In order to estimate the model parameters, we ﬁrst realize a rough estimation
of the signal of interest based on median ﬁltering. This means that an estimate of the
signal is obtained as
^ f fðiÞ¼medianfyði   PÞ;...;yði þ PÞg
where P 2 N is the ﬁlter length. Estimations of the (level-dependent) dispersion
parameters aj are obtained from the wavelet coeﬃcients of this signal estimate using
a method of moments approach. The inverse scale parameter   a a of the noise is
estimated using the empirical characteristic function as described above. The MAP
estimates of the signal coeﬃcients are then computed. The original process and a
noisy version where Cð0;100Þ noise has been added are presented in Fig. 3. The
signal to noise ratio can be deﬁned as SNR ¼   a aK 1=2ð
PK
i¼1 fðiÞ
2Þ
1=2 and is here equal
to 29.30. As expected, the estimation procedure relying upon the MAP criterion
suppresses the severe outliers generated by the heavy-tailed distribution. The
indicated normalized mean square error (NMSE) and normalized mean absolute
error (NMAE) were computed using 100 noise realizations. These results have been
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symlet ﬁlters.
For comparison, the result of a median ﬁltering of the noisy signal is also
provided. It is worth noting that this estimation has been obtained with optimized
window length. This optimization has been realized empirically so as to minimize the
mean square estimation error (so, using the signal to be estimated). It is clear that
any automatic procedure for the determination of the window length would lead to
decreased estimation performances.
Another example of a Cauchy noise is given which corresponds to an auto-
regressive model of order 1, nðiÞ¼0:9nði   1ÞþZðiÞ, driven by an i.i.d. Cð0;5000Þ
Cauchy noise ZðiÞ. We then have SNR ¼ 146:51. In this case, the wavelet coeﬃcients
are dependent Cð0;  a ajÞ random variables. They are however weakly dependent as can
be checked by computing the normalized codiﬀerence of the wavelet coeﬃcients. At
resolution level j, the standardized codiﬀerence can be calculated by
NCj ¼ 2  
EfjW
j;k
n   W
j;k 1
n j
pg
1=p
EfjW
j;k
n j
pg
1=p
Fig. 3. (a) Original Doppler-like signal, (b) signal corrupted with noise having i.i.d. Cð0;100Þ wavelet
coeﬃcients, (c) reconstructed signal using median ﬁltering with length 79 (NMSE ¼ 0.1318,
NMAE ¼ 0.2090), and (d) reconstructed signal using MAP estimation (NMSE ¼ 0.0355,
NMAE ¼ 0.0974).
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values estimated from 1000 noise realizations of length 2048 are: NC1 ¼ 0:1663,
NC2 ¼ 0:2250 and NC3 ¼ 0:1909.
The coeﬃcients   a aj are estimated at each resolution level j as previously and the
same signal denoising algorithm is applied. As shown by Fig. 4, although the
assumption of independence of the wavelet coeﬃcients is not theoretically satisﬁed,
the proposed estimation method also leads to improved performances over median
ﬁltering with optimized length.
3.2 EPD Distribution
In the second example, we consider a 256 256 image with intensity values ranging
from 0 to 255 which is corrupted by impulsive noise. For the sake of simplicity, we
have adopted one-dimensional notations in the previous parts of the paper but the
presented results can straightforwardly be extended to the 2D case. The main
diﬀerence for images is that additional indices are required. In particular, when a 2D
separable wavelet decomposition is performed, an index d 2f 1;2;3g must be
Fig. 4. (a) Original Doppler-like signal, (b) signal corrupted with Cauchy AR(1) noise, (c) reconstructed
signal using median ﬁltering with length 31 (NMSE ¼ 0.0553, NMAE ¼ 0.0863), and
(d) reconstructed signal using MAP estimation (NMSE ¼ 0.0347, NMAE ¼ 0.0504).
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the three analysis wavelets used.
The probability distribution of the noise is here assumed to be known and it is
given by the following mixture of Gaussians:
0:95Nð0;225Þþ0:05Nð0;2500Þ:
This allows us to estimate the more appropriate EPDð  a aj;d;   b bj;dÞ model for each
orientation and each resolution level. The parameters   a aj;d and   b bj;d have been
determined from noise samples using a Maximum Likelihood approach.3 Figs. 5and
6 show the relevance of this modelling. Due to the existence of a multiresolution
central limit theorem (see LEPORINI and PESQUET, 1999) for a wide class of second-
order stationary processes, parameters   b bj;d tend to 2 as j increases.
Estimations of the parameters ðaj;d;bj;dÞ of the prior distributions are subsequently
derived from the second and fourth order moments of the noisy image. The resulting
image estimate is presented in Fig. 9 whereas the original and noisy images are given
by Figs. 7 and 8. For evaluation, we show in Fig. 10 the performances of the
Fig. 5. Histogram and EPD modelling distribution (resulting from a Maximum Likelihood estimation)
of the noise wavelet coeﬃcients at resolution level j ¼ 1: (a) d ¼ 1;2,   b b1;1 ¼ 1:495,   a a1;1 ¼ 21:31,
(b) d ¼ 3,   b b1;3 ¼ 1:5,   a a1;3 ¼ 21:36.
3Note that, for symmetry reasons, we can impose the constraints:   a aj;1 ¼   a aj;2 and   b bj;1 ¼   b bj;2.
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 VVS, 2002Fig. 6. EPD model ﬁtting of the noise wavelet coeﬃcients at resolution level j ¼ 3: (a) d ¼ 1;2,
  b b3;1 ¼ 1:9,   a a3;1 ¼ 25:31, (b) d ¼ 3,   b b3;3 ¼ 1:91,   a a3;3 ¼ 25:27.
Fig. 7. Original image.
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level-dependent Gaussian noise. We also compare our approach with a minimax
procedure which is based on the EPD assumption for the noise (see Fig. 11). Then,
for each value of ðj;dÞ, a soft thresholding estimate is obtained by determining
numerically the threshold value vj;d > 0 which is the unique solution of the equation
(cf AVERKAMP and HOUDRE ´ , 1999):
Fig. 8. Noisy image (NMSE ¼ 15:48 10 3,N M A E¼ 10:26 10 2).
Fig. 9. MAP estimate using level-dependent EPD models (NMSE ¼ 9:676 10 3,N M A E¼ 7:793 10 2).
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Z 1
vj;d
ðx   vj;dÞ
2pðx;  a aj;d;   b bj;dÞdx ¼ v2
j;d þ   a a2
j;d
Cð3=  b bj;dÞ
Cð1=  b bj;dÞ
:
The NMSE and NMAE have again been evaluated for each method and eight tap
symlet ﬁlters have been used in this example to realize a three-level wavelet
decomposition.
Fig. 10. Sureshrink estimate with level-dependent noise variances (NMSE ¼ 13:34 10 3,
NMAE ¼ 9:410 10 2).
Fig. 11. Minmax level-dependent soft thresholding (NMSE ¼ 14:11 0  3,N M A E¼ 9:243 10 2).
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invariant averaging technique described in NASON and SILVERMAN (1995), COIFMAN
and DONOHO (1995). As demonstrated by Fig. 12, this results in a clear improvement
both in terms of quantitative performances and visual quality.
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