Nonminimum phase non-Gaussian deconvolution  by Lii, Keh-Shin & Rosenblatt, Murray
JOURNAL OF MULTIVARIATE ANALYSIS 27, 359-374 (1988) 
Nonminimum Phase Non-Gaussian Deconvolution 
KEH-SHIN LII 
Department of Statistics, University of California, 
Riverside, Riverside, California 92521 
AND 
MURRAY ROSENBLATT 
Department of Mathematics, University of Cakyornia, 
San Diego, L.a Jolla, California 92093 
Communicated by the Editors 
A procedure for deconvolution of nonminimum phase non-Guassian time series 
based on the estimation of higher order (greater than two) spectra is given. This 
can be applied to the analysis of seismograms. The procedure allows estimation of 
the wavelet. Knowledge of cumulant spectra of order greater than two allows 
estimation of the phase of the wavelet. In this way one has access to information 
not available in the ordinary second-order deconvolution procedures. Com- 
putational details of the method for estimating the phase of the wavelet are given. 
There are simulated illustrative examples. One of the examples is based on an 
actual reflectivity series from a sonic well log. The method is effective asymptotically 
in the nonminimum phase non-Gaussian context where the Wiener-Levinson 
procedure does not apply. 0 1988 Academic PKSS, IIIC. 
INTRODUCTION 
We shall make use of a model that has been used often in deconvolution. 
It is that of a linear process 
where (ak} is the wavelet sequence, (x,} the seismogram, and {<,} the 
reflectivity sequence which is here assumed to be a sequence of inde- 
pendent, identically distributed non-Gaussian random variables. It has 
been claimed that many seismograms are non-Gaussian [ 1, 123 and we 
shall indicate how a non-Gaussian character (as contrasted with a 
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Gaussian character) allows us to resolve most of the phase information. 
We shall just deal with this model and not consider many real difficulties 
like multiple reflection and multipaths. We shall assume that the 
seismogram sequence (x,} is observed but that the wavelet and reflectivity 
are unknown. The object is to estimate as much as one can about the 
wavelet and to deconvolve x, so as to estimate the reflectivity series l,. This 
will be accomplished by making use of higher order moment (cumulant) or 
spectral estimates. A discussion of the method has been given elsewhere 
[3, 91 but our object here is to give an exposition in a geophysical context. 
The method described has the positive feature that for a non-Gaussian 
nonminimum phase stationary sequence, it will yield estimates that 
converge to the wavelet with probability one as the sample size increases 
and correspondingly will also effect deconvolution with probability 1 (see 
[3]). Such a result has not been established in Donoho [ 11, Matsuoka 
and Ulrych [7], and Wiggins [ 121, where computational aspects of related 
procedures are described. Wiener-Levinson deconvolution will not 
converge to a nonminimum phase wavelet asymptotically and thus will not 
deconvolve in such a context. In the spirit of exposition of what appears to 
us a fruitful procedure which does not solve by any means many of the real 
difficulties but does represent an advance relative to an important aspect of 
deconvolution, we try to describe relevant features. One of our examples 
has some attempted aspect of a geophysical context. We should mention 
that the method discussed is only effective in the non-Gaussian case and is 
suggested for nonminimum phase series. We shall presently give a more 
detailed discussion of the model. In the next section we shall describe the 
computational procedures associated with the method. In the third section, 
a number of illustrations will be given. One example will involve a wavelet 
with three nonzero values and an exponentially distributed reflectivity 
series. Other examples will have spikey data with trinomial reflectivity 
series. The wavelet then has 20 nonzero values. In the last example, using a 
well-log reflectivity series provided by Henkart and a wavelet that is a 
recorded water gun signature, we will generate by convolution a possible 
seismogram x,. By using our ‘method, we shall estimate the wavelet and 
deconvolve. This will be compared with a Wiener-Levinson deconvolution 
(see [8]). It should be noted that the wavelet is not strictly minimum 
phase. Of course, the reflectivity series we give is obtained by a sonic 
measuring device and there is consequently a distortion of the real 
reflectivity that we shall discuss later. 
Assume that {t,} is a non-Gaussian sequence with mean zero and kth 
order eumulant yk # 0 for some k > 2. Further let the Q’S be real with 
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Actually stronger assumptions will be made later on. Then the spectral 
density of the x, sequence is 
where 
k Ia(e-“)I* fT2, 
a(z) = c ClkZk 
and G* > 0 is the < variance. The kth order cumulant of random variables 
Y , 2 . . . . Yk iS given in terms of moments by the relation 
cum( Y,, . . . . Y,)=C (-l)“-’ (p-l)! 
where v 1, . . . . vP is a partition of (1, 2, . . . . k) and the sum is over all such par- 
titions. We write out these relations in the case k = 2, 3,4 when EY, = 0, 
j= 1, . . . . k. Notice that then the cumulants of order 2 and 3 are the same as 
the corresponding moments 
but the cumulant of order 4 differs, as is the case with higher order 
cumulants, 
cum(Y,, Y2, Y,, Yd=E(Y, Y2Y3Y4) 
- 4 YI  Y2) 4 Y3 Y,) 
-E(Y, YdE(Y2Y4) 
-E(Y, Y,)E(Y,Yd. 
If Y, = Y, = Y3 = Y4 the corresponding 4th cumulant is sometimes called 
the coefficient of kurtosis. It is more appropriate to consider Fourier trans- 
forms (series) in higher order cumulants rather than the corresponding 
higher order moments. Further, the kth order cumulant for the process 
x, is 
362 LII AND ROSENBLATT 
and so the kth order cumulant spectral density [lo] of the process x, is 
=- -“I) ...a(e-iAk-l) a(ei(Al+ ... +&I)). (1) 
Introduce the function 
W= arg 
i 
a(l) 
a(ep’“) ,a(l), 
i 
9 
assuming that a( 1) # 0. Relation (1) implies that 
MA,)+ ... +h(l,-,)-h(l,+ . ..&--l) 
since h( -A.) = -h(l). This relation clearly implies that knowledge of the 
kth order cumulant spectral density bk(li, . . . . A& i) gives one information 
about h(A). 
We shall actually require that 
c Ikakl < m (2) 
because we want to have continuous differentiability of a(e-‘“). One can 
show that there is an integer linear indeterminacy in the phase of a(e-“) 
for these stochastic models under the conditions we specify [3]. The linear 
indeterminacy in the phase corresponds to an indeterminacy in the time 
indexing of the 5, process. For convenience we shall actually assume more 
than (2), specifically that a(z) is analytic in an annulus containing the unit 
circle. Then, of course, a(eC”) can have zeros but they are at most finite in 
number. 
To effect deconvolution in the non-Gaussian case one must estimate the 
argument of a(e-“) or h(A). Information of this character requires 
knowledge about higher order moments or cumulants. It cannot be 
obtained from information on the covariances alone. The deconvolution is 
carried out by estimating a(ePi”)-‘. Inf ormation on the absolute value of 
a(e-‘“) (or its inverse) can be obtained from the second-order spectral 
density. But information on the argument or phase of a(e-“) can only be 
obtained from data on kth order cumulant spectra with k > 2. 
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COMPUTATION 
We shall now consider computational questions. For convenience, the 
case k = 4 will be discussed in some detail but the case k = 3 can be con- 
sidered in quite an analogous manner. We focus on k = 4 assuming y4 # 0 
because the skewness of data encountered often seems to be small [2, 
p. 2110; 13, p. 27231. Since k =4, we shall be dealing with fourth-order 
cumulant spectral estimates. Initially we will assume that 
a(eC’“) #O (3) 
for any 1 and later see how to remove this assumption. Because of (2) and 
(3) h is continuously differentiable and 
h(n)=lA {h’(u)-h’(0)) du+cl=h,(l)+cl, c = h’(0). (4) 
0 
Now h(n) has to be an integral multiple of x because the a;s are real. One 
therefore can rewrite (4) as 
/@)+(A)-~ 1+d 71 
with “a” an indeterminate integer. Thus 
h’(O)-h’(i)=!i_mu& {h(ll)+2h(A)-h(l+24)} 
up to an indeterminancy in sign. Let us set A = A(n), kA = 1, and consider 
A = A(n) + o as n --f co. Now b(0, 0,O) is positive if y4 > 0. For the sake of 
simplicity, assume y4 > 0. 
Notice that 
k-l k-l 
jc, argNjdT4d)=j~1 {h(jA)+2h(A)-h(jA+24)} 
=2[kh(A)-h(kA)]+B 
with 
B=h(2A)-h(A)+h(kA)-h((k+ 1)A) 
and so if 1= kA, 
h,(n)=h(l)-h’(O)lr -i :f’ argb(jA, A, A)--:& 
J=l 
683/27/Z-4 
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We start with phase zero at frequency zero and then proceed by proximity 
or continuity. If A is small, B would also be expected to be small. A 
plausible estimate of h, (1) would then be given by 
G,(I) = --i ‘2’ arg .b( jA, A, A), 
/=I 
where &( jA, A, A) is an estimate of the fourth-order cumulant spectral 
density b(jA, A, A) based on a sample of size n. 
Of course estimates J(jA, A, A) can be computed in terms of the fast 
Fourier transform of the data. A more detailed discussion of this procedure 
using FFT can be found in [6]. If there are loo0 data points and there are 
at most ten nonzero contiguous Q’S, this method based on FFT appears to 
lead to reasonable results. However, if one still has 1000 data points and 
the number of nonzero contiguous elk’s is as long as 50 (as often is the case 
with real data) methods based on FFT do not appear to give reasonable 
estimates. This might be due to the fact that a third- (fourth-) order 
periodogram using a FFT based on data of length m has a variance of the 
order m2 (m3) (see [6] 1976) and reduction of the size of this variance is 
accomplished in part by smoothing over disjoint sections in frequency 
domain. It is perhaps startling that better estimates (in terms of resolution) 
than those obtained by FFT are obtained by making use of classical 
Fourier analysis in our experience. One estimates cumulants and then 
Fourier transforms them with appropriate weights. Of course, the weights 
have to be appropriately chosen. Our computations, for the most part in 
this paper, will be based on this classical Fourier transform procedure. 
We shall briefly describe such a computation. Our estimates of the 
moments 
JsJjxkx,), IA, WI, I4 <Men 
on the basis of a sample x0, . . . . x, are 
1 
c n-2M+l f-M 
xtxt+jxt+kxt+l. 
Here we assume Ex, G 0. The second moments 
are estimated by 
1 n-M 
c n-22M+ 1 ,=M x,x ,f”’ 
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The natural estimates of the cumulants 
(I) 
I 
1’ I 
IV’ I’ ( ’ 
n (2) 
: 
” 
F REFLECTIVITY 
e 
a 
I’ 
z 
(3) 
SEISMOGRAM 1 
I El0 Id0 240 310 
FIG. 1. Deconvolution of a second-order moving average x, = a, - SE,-, + 6s,- z which has 
roots i and $. The reflectivity E,‘S are generated by independent identically distributed 
exponential random variables with parameter 1. (2) is the reflectivity E, which generates the 
seismogram x,, (4). (1) and (3) are deconvolution of x, to estimate E, by the Wiener-Levinson 
method and the non-Gaussian method, respectively. The horizontal scale is from 1 to 320 
units. Vertical scale is normalized to mean 0 and variance 1. 
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are given in terms of the moment estimates. The estimate 
x wJ!l;l., exp{ - i(jl, + kil, + IA,)}, 
with wj,‘& an appropriately chosen set of weights. In our case we often 
chose 
If one appears to have zeros of a(~‘“) it is appropriate to add a small 
HEFLECTIYIT 
NG DECONVOLUTION 
I' 
I I 1' 
SEISMOGRAM 
I I I I I 
1 60 160 240 320 
FIG. 2. Figure 2 is the same as Fig. 1 except that the seismogram is generated by 
X, = E, - 2.33~~~, + 0.8678, _ z which has the roots f  and 3. 
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amount of Gaussian white noise to the data and then deconvolve as 
suggested above. This type of procedure has been suggested in Treitel and 
Wang [ 111. A more formal justification can be found in Lii and Rosenblatt 
[S]. These procedures appear to be robust relative to the addition of a 
mild amount of Gaussian noise (see [4]). 
ILLUSTRATIONS AND EXAMPLES. The first and second examples are the 
moving averages 
and 
respectively with the E,‘S independent, identically distributed exponential 
(1) WL ESTIMATION OF D WAVE 
h- \ 
(2) D WAVE 
(3) NO ESTIMATION OF D WAVE (6) NO ESllMATlON OF D WAVE !NVERSE 
I I I I I I 
(4) WL ESTIMATION OF D WAVE INVERSE 
(5) D WAVE INVERSE 
JL 
1 10 20 1 ID 20 
FIG. 3. The D wavelet is generated by expanding (1 - 5e-” + Se-2’A)/(1 -0.667e-“) and 
then truncating at e-lXA. This wavelet has two roots inside of the unit circle (f and f) and 
seventeen roots outside of the unit circle. The D wavelet is given in (2). (1) and (3) are 
estimates of (2) by the Wiener-Levinson method and the non-Gaussian method, respectively. 
(4), (5), and (6) are the inverses of (I), (2), and (3), respectively. The horizontal scale is 1 
through 20 with arbitrary time shift. The vertical scale is arbitrary, 
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random variables with parameter 1. The first and second figures have 
graphs of the reflectivity series (the E,‘s), the seismogram (x, series) 
generated, as well as the results of our non-Gaussian deconvolution and 
the Wiener-Levinson deconvolution for these two examples. In all cases, 
the sample size is 1280 points and a fourth-order cumulant spectrum is 
used in the deconvolution. It is apparent in both these cases that the non- 
Gaussian deconvolution does a better job of reproducing the reflectivity 
than the Wiener-Levinson deconvolution. Of course, both these examples 
are nonminimum phase and non-Gaussian. 
The second and third examples have as their wavelets the D and F 
wavelets as given in Figs. 3 and 4, respectively. The reflectivity series for 
these examples are generated from a sequence of independent, identically 
distributed trinomial variables with the instantaneous distribution 
with probability 0.05 
with probability 0.05 
with probability 0.90. 
(1) WL ESTIMATION OF F WAVE (4) W,. ESTlMATlON OF F WAVE INVERSE 
(2) F WAVE 6) F WAVE INVERSE 
(3) NG ESTIMATION OF F WAVE (6) NG ESTIMATION OF F WAVE INVERSE 
I I I r I 1 
1 10 2d 1 10 20 
FIG. 4. Figure 4 is the same as Fig. 3 except that the wavelet F is obtained by the revers- 
ing of the time direction in wavelet D. Roots of the z-transform of wavelet D are the inverse of 
the roots of the z-transform of the F wavelet. Notice that (1) and (4) are the same as (1) and 
(4) in Fig. 3. 
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The D wavelet is obtained by expanding 
1-5e-iA+6e-2i,4 
1-0.7e-‘” (5) 
and truncation at e-“O’. The F wavelet is obtained by replacing e-” in (5) 
by e”, expanding, and truncating at e”‘“. A graph is given of the zero 
locations of the z-transforms of the D and F wavelets in Fig. 5. Notice that 
the roots in the case of the D z-transform are the inverses of the roots of 
the Fz-transform. In Figs. 6 and 7 graphs are given of the reflectivity series, 
the seismogram generated, the results of our non-Gaussian deconvolution 
and the Wiener-Levinson deconvolution. The version of Wiener-Levinson 
we have used is based on the computation of the one step prediction error. 
In these two examples the non-Gaussian deconvolution does give a closer 
estimate of the reflectivity series than the Wiener-Levinson deconvolution. 
The object in the case of the D and F wavelets was to generate simulated 
(1) WATER GUN 50 (3) WATER GUN 60 
+ 
-i+ + 
(2) F RCXYT (4) II ROOT 
FIG. 5. (2) and (4) give locations of the roots of the z-transform of wavelets F and D, 
respectively. Locations are given relative to the unit circle on the complex plane. (1) and (3) 
give locations of roots of the z-transform of a water-gun signature truncated at 50 and 60 lags, 
respectively. 
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series with a larger number of lags, relative to the data sample size, than in 
the first two examples. Notice that in Figs. 3 and 4 both the wavelet and 
the Fourier inverse of the wavelet are graphed. Then the Wiener-Levinson 
and non-Gaussian estimates of the wavelet and the inverse are also given. 
The last example concerns an actual set of well-log reflectivity readings 
REFLECTIVITY 
(4) 
I ‘I”1 I I I 
‘I 
” I 
SEISMOGRAM I 
I I I I I 
1 80 160 240 320 
FIG. 6. Reflectivity in (2) is generated from a sequence of independent, identically 
distributed trinomial random variables which take values 0 with probability 0.9 and take 
values 1 and - 1 with probability 0.05 each. Seismogram (4) is generated by the convolution 
of the D wavelet with (2). Deconvolution results by the Wiener-Levinson method and the 
non-Gaussian method are given in (1) and (3), respectively. The horizontal scale is from 1 to 
320; the vertical scale is normalized to mean zero and variance one. 
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obtained by an oil company and supplied to us by Paul Henkart. This 
reflectivity series was passed through the filter corresponding to the water 
gun wavelet shown in Fig. 8. The result was the simulated seismogram pic- 
tured in Fig. 9. This was then deconvolved by the non-Gaussian and the 
Wiener-Levinson deconvolution procedures. We note that the effective 
length of the water gun signature is about 50 to 60 lags. The non-Gaussian 
deconvolution does appear to give a series closer to the reflectivity than 
does the Wiener-Levinson deconvolution. The contrast of the non- 
Gaussian deconvolution with the Wiener-Levinson deconvolution in this 
Wi DECONVOLUTI'ON 
u. (2) 
: 
p" 
E REFLECTIVI 
I- 
a 
$ 
I 
5 
(3) 
NG DECOh'VOLUTION 
SEISMOGRAbI I 
I I I I I 
1 en lea 240 320 
FIG. 7. Figure 7 is the same as Fig. 6 except that the D wavelet is replaced by wavelet F. 
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case is not as pronounced as previous simulated cases and is perhaps due 
to the relative length of the wavelet with respect to the length of the data 
(seismogram). Asymptotic theory tells us that the longer the length of the 
seismogram relative to the wavelet length the better the filter estimates 
and the deconvolution. However, in comparing the deconvolution with 
the reflectivity we should note that the assumption of independence of 
reflectivity readings in our model is certainly not satisfied by the actual 
reflectivity readings. These readings are made by a sonic device from 
overlapping sections in the descent. For this reason it might be better to 
model the reflectivity readings as a moving average. 
(4) WI-WATER GUN WAVE lNVERSE 
(‘2) WATER QUN WAVE 
1 
(5) WATER GUN WAVE INVERSE 
(3) NG-WATW GUN WAVE 
I I I 
1 40 60 
(6) NG-WATER OUN WAVE INVERSE 
I I I 
1 40 60 
FIG. 8. A water-gun wavelet is plotted in (2). (1) and (3) give estimates of (2) by the 
Wiener-Levinson method and non-Gaussian method, respectively. (4), (5), and (6) give the 
inverses of (I), (2), and (3), respectively. The horizontal scale is 1 through 80. The vertical 
scale is arbitrary. 
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WL DECONVbLUTION 
SEISMOGRAM 
FIG. 9. Reflectivity (2) is from well-log data. Convolution of (2) with the watergun 
signature is given in (4). (1) and (3) are deconvolutions of (4) using the Wiener-Levinson 
method and the non-Gaussian method, respectively. The horizontal scale is from 1 to 320. The 
vertical scale is normalized to mean zero and variance one. 
CONCLUSIONS 
In this paper we describe and illustrate a procedure for deconvolution 
that allows us to estimate the phase of the transfer function in the non- 
Gaussian case without making use of the ad hoc minimum phase 
assumption. This method converges asymptotically as the sample size 
374 LB AND ROSENBLATT 
increases relative to the effective length of the wavelet. This is not true of 
the Wiener-Levenson procedure in the nonminimum phase context. 
Questions relating to multiple reflections, multipath data, and heavy noise 
are not addressed. 
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