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I. INTRODUCTION 
In a previous paper (51 one of us presented an iterative method for solving 
the exterior Dirichler problem for the Helmholtz equation defined in the 
plane and used this result to provide a constructive approach for solving the 
low frequency inverse scattering problem for a cylinder. These results were 
based on the use of conformal mapping and the fact that the integral of the 
normal derivative of the total field over the boundary of the obstacle 
vanishes in the low frequency limit, neither of which is valid in the three 
dimensional case. In this paper, we shall show how the analysis of [S] can be 
modified in order to extend these results to the case of the exterior Dirichlet 
problem for the Helmholtz equation in R’. Our results are based on choosing 
an appropriate fundamental solution such that the integral equation 
associated with the exterior Dirichlet problem can be solved by iteration for 
sufficiently small values of the wave number. Previous results in this 
direction have been given by Kleinman [9] and Ahner [ 11. However, in 
Kleinman’s approach it was first necessary to construct the Green’s function 
for Laplace’s equation defined in the exterior of the scattering obstacle D, 
whereas in Ahner’s approach it was necessary to compute the first eigen- 
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function of the integral equation associated with this problem. Our method 
avoids both of these computations and instead provides an integral equation 
formulation of the exterior Dirichlet problem for the Helmholtz equation 
with the kernel of the integral equation being independent of D and 
expressible in closed form. Such a formulation is particularly suitable for 
obtaining analytic approximation for low frequency scattering problems (cf. 
[ 2, 17 1). However, rather than presenting an application to the direct 
scattering problem, we shall show how our iterative procedure can be used to 
obtain information on the inverse scattering problem for low frequency 
acoustic waves. The importance of our iterative procedure in this case is that 
it allows us to rigorously establish the limiting behavior of the total field as 
the wave number k tends to zero. This step is in general nontrivial since in 
the classical formulation of the scattering problem as an integral equation 
the resolvant operator has a pole at k = 0 and we are thus faced with a 
singular perturbation problem (cf. [ 121 and the references contained therein). 
In this regard we note that in many cases it is not in fact the limiting 
behaviour of the total field that is of interest, but instead the coefficients of 
certain higher order terms (cf. [4, 51). Having established the limiting static 
problem associated with the inverse scattering problem, we proceed to follow 
a standard approach (cf. [ 161) in order to obtain information on the shape of 
the scattering obstacle from a knowledge of the low frequency behaviour of 
the far field pattern. Our contribution here is to note that although in general 
the far field pattern is only known approximately, the determination of the 
shape of the obstacle D is stabilized by the fact that the solution of the static 
potential problem is known to have values lying between zero and one, i.e., 
the potential function to be determined lies in a compact set of harmonic 
functions (cf. [8, 15 I). Here it is necessary to assume that we know “a 
priori” the radius of a ball containing D in its interior, with optimal results 
holding if we know the radius of the smallest such ball containing D. 
II. THE EXTERIOR DIRICHLET PROBLEM FOR THE HELMHOLTZ EQUATION 
We begin by first considering the exterior Dirichlet problem for Laplace’s 
equation, i.e., to find u E Cz(lR3\@ n C”(lR3\D) such that 
u(x) = u’(x) f US(X) 
A,u = 0 
u(x) = 0 
lim u’(x) = 0, 
r-0 
in R3\D, 
in R3\fi, 
for x E i?D, 
(2.la) 
(2.lb) 
(2. lc) 
(2. Id) 
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where D is a bounded simply connected domain in R3 containing the origin 
with C2 boundary aD, ui is a given solution of Laplace’s equation defined in 
all of IF’, and r = Ix I. We note that under these conditions a solution u to 
(2.1) exists and u E C’(W”\fi)fl C’(iFi3\D) (cf. 171). Now let B be a ball of 
radius R contained in D with center at the origin and let 
1 R 1 
----. 
G(xqx-y~ lx/ 1x*-y(’ 
(2.2) 
be the Green’s function for Laplace’s equation in the exterior of B. Then 
from Green’s formula we have 
au5 
G(x,Y)---us 
avw 
& G(x, Y> WY) 
I 
= - 1/2u”(x), XEaD, 
= -US(X), x E R3\D, (2.3) 
where v denotes the unit outward normal to 30. In addition, since ui is a 
solution of Laplace’s equation in all of R3 and G(x, y) = 0 for y E aB, we 
have 
G(x, Y> 
ad i a 
WY) 
---- avoG(x,~) 4~) 
I 
1 
+4n as I u 
i a 
- Gb, Y) WY) 
WY) 
= 1/2U’(X), XEBD, 
= 0, x E R3\B, 
(2.4) 
where again v denotes the unit outward normal. Adding (2.3) and (2.4) 
together and using the fact that u(x) = 0 for x E aD now gives 
-ui(x> +&J W, Y 1 
i3D 
A WY) + $& ui &j G(x, Y> WY) 
NY) 
= -u(x), x E R3\D, 
= -1/2u(x), xEaD. (2.5 1 
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From the jump discontinuity properties of the single layer potential we now 
have the following integral equation for au/& evaluated on i?D: 
au 1 
W) +2x I 
a 
- G(x, Y) 
au 
aa wx> 
-WY) 
aw 
ad a i 
=2avo--- I 
i a 
a44 2~ aB u - G(x, Y> WY); av(Y) 
x E aD. (2.6) 
Note that in the special case where ui(x) = 1 we have 
1 
G G(x, Y) US = 2 h (2.7) 
for x E aD and hence in this case the right-hand side of (2.6) becomes 
-wvw( l/lx I). 
We shall now show that the integral equation (2.6) can be solved by 
successive approximations. (The solution of (2.1) can then be obtained by 
substituting the solution of (2.6) into (2.5), i.e., we have a constructive 
method for solving (2.1).) To this end let C(aD) denote the Banach space of 
continuous complex valued functions defined on aD and equipped with the 
maximum norm and define the compact integral operator K: C(aD) -P C(aD) 
by 
(Ku)(x) = - & jdD -& G(x, Y) u(y) ds( y). 
If we let f(x) be the right-hand side of (2.6) then (2.6) can be written as 
v-Kv=f, (2.9) 
where u = au/&. In order to show that (2.9) can be solved by iteration we 
shall show that the spectrum of K is contained in (-1, 1). We first note that 
since K is compact all spectral values of K different from zero are eigen- 
values. Let A be an eigenvalue of K corresponding to the eigenfunction 4, 
Kd = Ad, and define 
w=& j G(x, Y) @(Y) WY); x E lR3\B. (2.10) 
ao 
Then u is harmonic in R3\n and D\B, and from the jump discontinuity 
properties of single layer potentials we have 
u, = u- on i3D; (2.1 la) 
au,- 
av ---K$TI, 
= (4 f 1>g on aD, (2.1 lb) 
409/77/l-5 
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where f denote the Limits from outside and inside D, 
(1 -A)%+ (1+n)$=O 
respectively. Hence 
(2.12) 
and since u(x) = 0 for x E 3B we have from (2.1 la), (2.12), and Green’s 
theorem that 
gradu[*dx+(L+ l)jj Igradul’dx. (2.13) 
D\s 
Now define 
Z(u) = jjD, I grad u I* dx, 
f(u) = jj,,, I grad u I2 dx. 
(2.14) 
Then if F(U) + Z(U) > 0 we have 
* = 4N - Z(u) 
f(u) + Z(u) ’ 
(2.15) 
which implies that in this case 1 E [-1, 11. Now assume that A= -1. Then 
from (2.15) it follows that I(U) = 0. Hence, grad u = 0 in R3\D. Since 
u(x)+ 0, /XI--) co, we find u = 0 in R3\D. Then from (2.1 la) we have 
U- = 0 on i3D and from ZJ = 0 on ao we obtain u = 0 in D\B. Therefore, we 
have 
(2.16) 
i.e., A = -1 is not an eigenvalue, contrary to assumption. Now assume that 
A = 1 is not an eigenvalue, contrary to assumption. Now assume that A = 1. 
Then from (2.15) it follows that Z(U) = 0. Hence, grad u = 0 in D\B. Since 
u = 0 on 8D we have u = 0 in D\B. Then, from (2.1 la) we have u + = 0 on 
cYD. Since u(x) + 0, 1x1 + co, from the uniqueness for the exterior Dirichlet 
problem we get u = 0 in R3\D. Therefore, again by (2.16) we find that 1 = 1 
is not an eigenvalue, contrary to assumption. Finally, if Z(U) + i(u) = 0 then 
i(u) = Z(u) = 0 and from the previous argument we again find that in this 
case A is not an eigenvalue, contrary to assumption. Hence, the spectrum of 
K is contained in (-1, 1) and hence (2.9) can be solved by successive 
approximations. 
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Before turning our attention we briefly consider what effect a change of 
the radius R of the ball B has on the spectra1 radius of the operator K. In 
particular, consider the special case when D is a ball of radius one and u is 
defined by (2.10). Then u has an expansion in spherical harmonics of the 
form 
u(x)= g t (a,,~” + bnmpen-‘) Pr(cos 0) eimm; R<P<~, 
“ZO m=-n 
(2.17) 
where @, 6,#) are spherical coordinates, Pr denotes an associated Legendre 
polynomial, and the anm, b,,, c,,,, are constants. Then (2.11 a), (2.12) and 
the fact that u(x) = 0 for x E aB implies that 
a,,,,, + b,, -c,, = 0, 
R 2n+l a,,,,, + b,,, = 0, (2.18) 
(1 + A) nanm - (1 + A>(n + 1) b,, - (1 - A)(n + 1) c,, = 0, 
and this system has a nontrivial solution if and only if the determinant of the 
coefficients vanishes, i.e., 
LEA = l-&r+2)P+’ 
n 2n+l . 
(2.19) 
From (2.19) we see that in this special case the eigenvalues decrease as R 
increases, i.e., by using overrelaxation we can make the spectra1 radius 
smaller. This in turn implies that the rate of convergence of the successive 
approximations to the solution of the integral equation is improved. By using 
the methods introduced in [ 131 it can in fact be shown that this behaviour is 
true not only for a sphere but also for an arbitrary bounded simply 
connected omain [ 11,201. Hence for computational purposes it is desirable 
to pick R as large as possible and then use overelaxation to improve the rate 
of convergence (cf. [ 131). 
We now consider the exterior Dirichlet problem for the Helmholtz 
equation, i.e., to find u E C2(lR3\D) n C”(lR3\D) such that 
u(x) = ui(x) + US(X) in [R3\D, 
A,u + k2u = 0 in W3\D, 
u(x) = 0 for x E aD, 
(220a) 
(2.20b) 
lim r ($-ikuS) =O, 
r-cc 
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where the “incoming wave” ui is a solution of (2.20b) in all of R3, the wave 
number k is positive, and the radiation condition (2.20d) for the “scattered 
wave” us is assumed to hold uniformly in all directions. The domain D is 
assumed to satisfy the same conditions as in problem (2.1) and under these 
conditions we can again conclude that a solution to (2.20) exists and 
u E C2(lR3\D) n C’(lR3\D) [ 191. Now define 
eiklx-yl 
Gk(X,Y)= Jxwy/ 
R eiklx*--yl 
---. 
Ix1 I** -y(’ 
(2.2 1) 
where R is again the radius of the ball B contained in the interior of D. Then 
with respect to y the function G, is a fundamental solution to the Helmholtz 
equation satisfying the radiation condition (2.20d). Hence, proceeding in the 
same manner as we did for Laplace’s equation, we can use Green’s formula 
to derive the following integral equation for the unknown normal derivative 
of the solution to (2.20) evaluated on 30: 
x E 8D. (2.22) 
Note that the additional term on the right-hand side of (2.22) (as compared 
with the right-hand side of (2.26)) occurs since we no longer have the fact 
that G,(x, y) = 0 for y E aB. This minor inconvenience could have been 
avoided by choosing G, to be the Green’s function for the Helmholtz 
equation in the exterior of B instead of as in (2.21), but in this case the 
kernel of the integral equation (2.22) could no longer be expressed in a 
simple closed form such as (2.21). 
We shall now show that the integral equation (2.22) can be solved by 
iteration for k sufftciently small. As in the case of Laplace’s equation this 
provides a constructive method for solving the boundary value problem 
(2.20). Let C(aD) again denote the Banach space of continuous complex 
valued functions defined on i?D equipped with the maximum norm and define 
the compact integral operator K, : C(i3D) -+ C(aD) by 
&V)(X) = - & jaD & G,(X, Y) V(Y) %Y). 
Let f(x) denote the right-hand side of (2.22). Then the integral equation 
(2.22) can be written in the form 
u-Kkv=f; (2.24) 
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where u = &/a~. Then since 
I G,(x, Y) - Gk YI = O(k) (2.25) 
it follows that 
II K, - K II = O(k), (2.26) 
where ]( /] denotes the maximum operator norm. Hence, since the spectral 
radius of K is less than one, we can follow the argument of Theorem 2.2 of 
]lO] to conclude that there exists a positive constant k, such that the spectral 
radius of K, is less than one for 0 Q k < k,. Thus for such values of k we 
can solve (2.22) by the method of successive approximations. 
III. REMARKS ON THE INVERSE SCATTERING PROBLEM 
We now consider the application of the results of Section II to the inverse 
scattering problem associated with (2.20). In particular, if we apply Green’s 
formula to the solution u of (2.20) and the fundamental solution for the 
Helmholtz equation, we have that for x E IR3\D (cf. [6]) 
=$F(B,qi;k)+O 
(3.1) 
where (r, 13, (b) are spherical coordinates and 
The inverse scattering problem we wish to consider is that of determining the 
shape of i3D from a knowledge of the far field pattern F for all angles ($6 
and low values of the wave number k. 
We first want to reduce the solution of the inverse scattering problem to a 
generalized moment problem for the conductor potential of the domain D. 
To this end suppose ui(x) = eikxl,, where x = (x,, x2, x3). Then from the 
results of Section II, we have that the integral equation (2.24) can be solved 
by successive approximations, i.e., 
-2R $A] + O(k). (3.2) 
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From (2.26) and ] 18, p. 1641, we now have from (3.2) that 
au cc 
-= 
= I w> n-0 G 
a 1 
-2R z m 1 + W) 
= g& + O(k) 
(3.3) 
for x E ~70. From the results of Section II we can now identify u,(x) for 
x E R3\D as the solution of the Dirichlet problem 
u()(x) = 1 - U;(x) in R’\D, (3.4a) 
d,u,=O in R3\17, (3.4b) 
UJX) = 0 for x E aD, (3.4c) 
,J!rn, u;(x) = 0, (3.4d) 
i.e., U: is the conductor potential of the surface ~90 (cf. 131). Now expand F 
in a series of spherical harmonics 
F(& 6; k) = nzo ,$- q,,,,(k) C’(cos 8) eimm 
n 
and write q and y in spherical coordinates as 
q = (sin 0 cos 4, sin 19 sin 4, cos S), 
y = p(sin 8’ cos I$‘, sin 8’ sin qV, cos ey. (3.6) 
Then 
and since 
q y = p[cos ecos B’ + sin 8 sin 8’ COS(# - @)] 
=pcos y 
[I41 
e 
(3.7) 
(3.8a) 
(3.8b) 
where A+ 1/2 denotes Bessel’s function and P, Legendre’s polynomial we 
have from (3.2), (3.5), (3.8), and the orthogonality of the associated 
Legendre polynomials that 
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Since 
we have from (3.3), (3.9), and (3.10) that for n > 0, -n < m < n, 
%rlw = - 
i-y?r)“*k” au, 
2”+ ‘r(n + 3) I- aD av( y) 
X [p”PT(cos 0’) eeimm’] ds(y) + O(k”+l). (3.11) 
Hence, if we define 
P *m=ljy 
-[ 
2” + ‘I@ + 3) Pa,,(k) 
(n)“* k” 1 (3.12) 
then the inverse scattering problem has been reduced to determining D from 
the “moment” problem 
P nm =- s a. $f$ [p”Pf(cos 0’) e-‘“‘“‘I ds(y). 
Note that although the ,u,,,, are explicitly computable from the far field 
pattern F, small errors in measuring the coefficients a,,(k) will result in 
large errors in the numbers ,u,, if n is !arge. Hence, in practice we must 
assume that only a finite number of the ,u,, are known. Observe also that the 
“moment” problem (3.13) is nonlinear since both u. and the region of 
integration depend on D. 
We shall now show that (3.13) allows us to compute U, outside of a ball B 
containing D in its interior. Since only a finite number of the ,u,,, are known 
we can only compute no approximately, and in order to obtain error 
estimates it is necessary to know the radius of B “a priori”. Having obtained 
an approximation to no, we note that the level surface U,,(X) = 0 is aD and 
hence the level surface uO(x) = y, 0 < y < 1, approximate i?D as y tends to 
zero. Thus, if we determine the surfaces uo(x) = y, 0 ( y < 1, for x E R”\B 
and extrapolate as y tends to zero we can determine an approximation to 3D. 
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Obviously the success of this procedure is optimized if B is in fact the 
smallest ball containing D in its interior. To determine an approximation to 
U”(X) for x E R3\B we use the fact that q,(x) = 0 for x E 3D and hence from 
(3.13) and Green’s formula we have 
P nm = 
1 i al? 
u. $) [p”P,“(cos 8’) cim@‘] 
- 2 [p”P;(cos 6’) e-“““‘]I ds. 
Since in R3\&, U, has an expansion of the form 
Uo(x) = 1 + T f b,,p-‘- ‘P;(COS 6) &“‘@ 
n=O nl-” 
(3.14) 
we have from (3.14), (3.15), and the orthogonality of the associated 
Legendre polynomials that 
Suppose now that we know the pn,,, (and hence from (3.16) the b,,) for 
-n < m < n, 0 < n < N. We then want to know how accurately 
u;(x) = 1 + i k b,,p-‘- ‘P;(cos 0) eimQ (3.17) 
approximates U,,(X) for x E R3\&. To this end we note that from (3.15) we 
have that for n > 1 and p > a = radius of 8, 
471 (n-tm>! b p-n-, 
2n + 1 (n-m)! nm 
2n 7z = 
11 uo(x) Pr(cos 0) em’“@ sin 8 de d# (3.18) 0 0 
and since from the maximum principle 0 < uo(x) < 1 for x E R3\D, we have 
from (3.18) that 
4n(n + m)! 
(2n + l)(n - m)! “ma-“-’ 
< 2n 
I 
n IP~(cos @)I sin t9 dc9 
0 
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<2n[~~sinBdB]1’*[~~~P~(cos8)2sinBds0]”2 
( 
4n(n + m)! 
1 
112 
= 23’2n (2n + l)(n - m)! ’ 
i.e., 
lb,,1 Q a”+’ ( 
27c(2n + l)(n - m)! 
1 
I’* 
(ntm)! * 
(3.19) 
(3.20) 
Hence, for p > a we have ~ 
2nt2 
(3.21) 
n=N+l 
and in view of (3.16) this tells us how many Fourier coefficients of the far 
field pattern are needed in order to approximate uO(x) for )x1>, a, > a to 
obtain a given degree of accuracy in the L2 sense. We note that considerably 
sharper results are obtainable in the case of the inverse scattering problem 
for a cylinder due to the fact that conformal mapping techniques are now 
available (cf. (4,5]). 
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