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Abstract. We construct and analyze a strongly consistent second-order
finite difference scheme for the steady two-dimensional Stokes flow. The
pressure Poisson equation is explicitly incorporated into the scheme. Our
approach suggested by the first two authors is based on a combination
of the finite volume method, difference elimination, and numerical inte-
gration. We make use of the techniques of the differential and difference
Janet/Gröbner bases. In order to prove strong consistency of the gen-
erated scheme we correlate the differential ideal generated by the poly-
nomials in the Stokes equations with the difference ideal generated by
the polynomials in the constructed difference scheme. Additionally, we
compute the modified differential system of the obtained scheme and an-
alyze the scheme’s accuracy and strong consistency by considering this
system. An evaluation of our scheme against the established marker-and-
cell method is carried out.
Keywords: computer algebra, difference elimination, finite difference
approximation, Janet basis, modified equations, Stokes flow, strong con-
sistency.
1 Introduction
In this paper, we consider the two-dimensional flow of an incompressible fluid
described by the following system of partial differential equations (PDEs):
F (1) := ux + vy = 0 ,
F (2) := px − 1Re∆u− f (1) = 0 ,
F (3) := py − 1Re∆v − f (2) = 0 .
(1)
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2 Yu. A. Blinkov et al.
Here the velocities u and v, the pressure p, and the external forces f (1) and f (2)
are functions in x and y; Re is the Reynolds number and ∆ := ∂xx + ∂yy is the
Laplace operator.
A flow that is governed by these equations is denoted in the literature as a
Stokes flow or a creeping flow. Correspondingly, the PDE system (1) is called a
Stokes system. It approximates the Navier–Stokes system for a two-dimensional
incompressible steady flow when Re 1. The last condition makes the nonlinear
inertia terms in the Navier–Stokes system much smaller then the viscous forces
(cf. [16], Sect. 22·11), and neglecting of the nonlinear terms results in Eqs. (1).
The fundamental mathematical theory of the Stokes flow is e.g. presented in [14].
Our first aim is to construct, for a uniform and orthogonal grid, a finite dif-
ference scheme for the governing system (1) which contains a discrete version
of the pressure Poisson equation and whose algebraic properties are strongly
consistent (or s-consistent, for brevity) [12,9] with those of Eqs. (1). For this
purpose, we use the approach proposed in [7] based on a combination of the
finite volume method, numerical integration, and difference elimination. For the
generated scheme we apply the algorithmic criterion to verify its s-consistency.
The last criterion was designed in [12] for linear PDE systems and then gener-
alized in [9] to polynomially nonlinear systems. The computational experiments
done in papers [2,3] with the Navier–Stokes equations demonstrated a substan-
tial superiority in numerical behavior of s-consistent schemes over s-inconsistent
ones.
The linearity of Eqs. (1) not only makes the construction and analysis of
its numerical solutions much easier than in the case of the Navier–Stokes equa-
tions, but also admits a fully algorithmic generation of difference schemes for
Eqs. (1) and their s-consistency verification. To perform related computations
we use two Maple packages implementing the involutive algorithm (cf. [10]) for
the computation of Janet and Gröbner bases: the package Janet [4] for linear
differential systems and the package LDA [11] (Linear Difference Algebra) for
linear difference systems.
Our second aim is to compute a modified differential system of the con-
structed difference scheme, i.e., modified Stokes flow, and to analyse the accu-
racy and consistency of the scheme via this differential system. Nowadays the
method of modified equations suggested in [20] is widely used (see [6], Ch. 8 and
[17], Sect. 5.5) in studying difference schemes. The method provides a natural
and unified platform to study such basic properties of the scheme as order of
approximation, consistency, stability, convergence, dissipativity, dispersion, and
invariance. However, as far as we know, the methods for the computation of
modified equations have not been extended yet to non-evolutionary PDE sys-
tems. We show how the extension can be done for our scheme by applying the
technique of differential Janet/Gröbner bases.
The present paper is organized as follows. In Section 2, we generate
for Eqs. (1) a difference scheme by applying the approach of paper [7]. In Sec-
tion 3, we show that our scheme is s-consistent and demonstrate s-inconsistency
of another scheme obtained by a tempting compactification of our scheme. The
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computation of a modified Stokes system for our s-consistent scheme is described
in Section 4. Here, we also show by the example of the s-inconsistent scheme of
Section 3 how the modified Stokes system detects the s-inconsistency. Finally,
a numerical benchmark against the marker-and-cell method is presented in Sec-
tion 5 and some concluding remarks are given in Section 6.
2 Difference Scheme Generation for Stokes Flow
We consider the orthogonal and uniform solution grid with the grid spacing
h and apply the approach of paper [7] to generate a difference scheme for Eqs. (1).
Step 1. Completion to involution (we refer to [19] and to the references
therein for the theory of involution). We select the lexicographic POT (Position
Over Term) [1] ranking with
x  y , u  v  p  f (1)  f (2) . (2)
Then the package Janet [4] outputs the following Janet involutive form of
Eqs. (1) which is the minimal reduced differential Gröbner basis form:
F (1) := ux + vy = 0 ,
F (2) := px − 1Re
(
uyy − vxy
)
− f (1) = 0 ,
F (3) := py − 1Re
(
vxx + vyy
)− f (2) = 0 ,
F (4) := pxx + pyy − f (1)x − f (2)y = 0 .
(3)
We underlined the leaders, i.e., the highest ranking partial derivatives occurring
in Eqs. (3). F 4 is the pressure Poisson equation which, being the integrability
condition for system (1), is expressed in terms of its left-hand sides as
F (4) := F (2)x + F
(3)
y +
1
Re
(
F (1)xx + F
(1)
yy
)
= pxx + pyy − f (1)x − f (2)y . (4)
Remark 1. The differential polynomial F (2) in Eqs. (3) is F (2) in Eqs. (1) reduced
modulo the continuity equation F (1).
Step 2. Conversion into the integral form. We choose the following
integration contour Γ as a “control volume” and rewrite equations F (1), F (2),
and F (3) into the equivalent integral form
∮
Γ
−v dx+ u dy = 0 ,∮
Γ
1
Re
uy dx+
(
p− 1
Re
ux
)
dy −
∫∫
Ω
f (1)dx dy = 0 ,∮
Γ
−
(
p− 1
Re
vy
)
dx− 1
Re
vx dy −
∫∫
Ω
f (2)dx dy = 0 ,
(5)
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Fig. 1: Integration contour Γ (stencil 3× 3).
where Ω is the internal area of the contour Γ .
It should be noted that we use in Eqs. (5) the original form of F (2) given
in Eqs. (1) (see Remark 1) since we want to preserve at the discrete level the
symmetry of system (1) under the swap transformation
{x, u, f (1)} ←→ {y, v, f (2)} . (6)
Step 3. Addition of integral relations for derivatives. We add to sys-
tem (5) the exact integral relations between the partial derivatives of velocities
and the velocities themselves:
xj+1∫
xj
uxdx = u(xj+1, y)− u(xj , y) ,
yk+1∫
yk
uydy = u(x, yk+1)− u(x, yk) ,
xj+1∫
xj
vxdx = v(xj+1, y)− v(xj , y) ,
yk+1∫
yk
vydy = v(x, yk+1)− v(x, yk) .
(7)
Step 4. Numerical evaluation of integrals. We apply the midpoint rule
for the contour integration in Eqs. (5), the trapezoidal rule for the integrals (7)
and approximate the double integrals as
f
(1,2)
i+1,k+14h
2 ,
where h is the step of a square grid in the (x, y) plane.
As a result, we obtain the difference equations for the grid functions
uj, k ≈ u(jh, kh) , vj, k ≈ v(jh, kh) , pj, k ≈ p(jh, kh) , f (1,2)j, k ≈ f (1,2)(jh, kh)
approximating functions u(x, y), v(x, y), p(x, y), f (1)(x, y), f (2)(x, y), and the
grid functions approximating partial derivativesuxj, k ≈ ux(jh, kh) , uyj, k ≈ uy(jh, kh) ,vxj, k ≈ vx(jh, kh) , vyj, k ≈ vy(jh, kh) ,
where j, k ∈ Z:
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
(uj+2, k+1 − uj, k+1) 2h+ (vj+1, k+2 − vj+1, k) 2h = 0 ,
1
Re
(
uyj+1, k − uyj+1, k+2
)
2h+
(
pj+2, k+1 − 1
Re
uxj+2, k+1
)
2h
−
(
pj, k+1 − 1
Re
uxj, k+1
)
2h− 4f (1)j+1, k+1h2 = 0 ,
−
((
pj+1, k − 1
Re
vyj+1, k
)
−
(
pj+1, k+2 − 1
Re
vyj+1, k+2
))
2h
+
(
− 1
Re
vxj+2, k+1 +
1
Re
vxj, k+1
)
2h − 4f (2)j+1, k+1h2 = 0 ,
uxj+1, k + uxj, k
2
h− uj+1, k + uj, k = 0 ,
vxj+1, k + vxj, k
2
h− vj+1, k + vj, k = 0 ,
uyj, k+1 + uyj, k
2
h− uj, k+1 + uj, k = 0 ,
vyj, k+1 + vyj, k
2
h− vj, k+1 + vj, k = 0 .
(8)
Step 5. Difference elimination of derivatives. To eliminate the grid
functions ux, uy, vx, vy for the partial derivatives of the velocities, we construct
a difference Janet/Gröbner basis form of the set of linear difference polynomials
in left-hand sides of Eqs. (8) with the Maple package LDA [12] for the POT
lexicographic ranking which is the difference analogue of the differential ranking
used on Step 1:
j  k, u  v  p  f (1)  f (2) . (9)
The output of the LDA includes four difference polynomials not containing
the grid functions ux, uy, vx, vy. These polynomials comprise a difference scheme.
Being interreduced, this scheme does not reveal a desirable discrete analogue of
symmetry under the transformation (6). Because of this reason, we prefer the
following redundant but symmetric form of the scheme:
F˜ (1) :=
uj+2, k+1 − uj, k+1
2h
+
vj+1, k+2 − vj+1, k
2h
= 0 ,
F˜ (2) :=
pj+2, k+1 − pj, k+1
2h
− 1
Re
∆1 (uj,k)− f (1)j+1, k+1 = 0 ,
F˜ (3) :=
pj+1, k+2 − pj+1, k
2h
− 1
Re
∆1 (vj,k)− f (2)j+1, k+1 = 0 ,
F˜ (4) := ∆2 (pj,k)−
f
(1)
j+3, k+2 − f (1)j+1, k+2
2h
− f
(2)
j+2, k+3 − f (2)j+2, k+1
2h
= 0 ,
(10)
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where ∆1 and ∆2 are discrete versions of the Laplace operator acting on a grid
function gj, k as
∆1 (gj, k) :=
gj+2, k+1 + gj+1, k+2 − 4gj+1, k+1 + gj+1, k + gj, k+1
h2
, (11)
∆2 (gj, k) :=
gj+4, k+2 + gj+2, k+4 − 4gj+2, k+2 + gj+2, k + gj, k+2
4h2
. (12)
Remark 2. The difference equation F˜ (4) of the system (10) can also be obtained
(cf. [8]) from the integral form of F 4 in Eqs. (3)–(4) with the contour illustrated
in Fig. 1 by using the midpoint rule for the contour integration of the px and py
as well as for evaluation of the additional integrals
xj+2∫
xj
pxdx = p(xj+2, y)− p(xj , y) ,
yk+2∫
yk
pydy = p(x, yk+2)− p(x, yk) , (13)
and the trapezoidal rule for the contour integration of f (1) and f (2).
The difference polynomials (10) approximate those in Eqs. (3), and the cor-
respondence between differential and difference Janet/Gröbner bases is a conse-
quence of our choice of the differential (2) and difference (9) rankings.
3 Consistency Analysis
Let R = Q(Re, h)[u, v, p, f (1), f (2)] be the ring of differential polynomials over
the field of rational functions in Re and h. We consider the functions describ-
ing the Stokes flow (1) as differential indeterminates and their grid approxima-
tions as difference indeterminates. Respectively, we denote by R˜ the difference
polynomial ring whose elements are polynomials in the grid functions with the
right-shift operators σ1 and σ2 acting as translations, for example,
σ1 ◦ uj, k = uj+1, k , σ2 ◦ uj, k = uj, k+1 . (14)
We denote by I := 〈F (1), F (2), F (3)〉 ⊂ R the differential ideal generated by
the set of left-hand sides in (1) and by I˜ := 〈F˜ (1), F˜ (2), F˜ (3), F˜ (4)〉 ⊂ R˜ the
difference ideal generated by the left-hand sides of Eqs. (10).
The elements in I vanish on solutions of the Stokes flow (1) and those in I˜
vanish on solutions of (10). We refer to an element in I (respectively, in I˜) as
to a consequence of Eqs. (1) (respectively, of Eqs. (10)).
Definition 1. [12] We shall say that a difference equation F˜ = 0 implies the
differential equation F = 0 and write F˜ B F when the Taylor expansion about a
grid point yields
F˜ −−−→
h→0
F · hk +O(hk+1), k ∈ Z≥0 . (15)
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It is clear that to approximate Eqs. (3), the scheme (10) must be pairwise con-
sistent with the involutive differential form (3). We call this sort of consistency
weak consistency.
Definition 2. [12] A difference polynomial set {F˜ (1), F˜ (2), F˜ (3), F˜ (4)} is weakly
consistent or w-consistent with differential system (3) if
(∀ 1 ≤ i ≤ 4 ) [ F˜ (i) B F (i) ] . (16)
The following definition establishes the consistency interrelation between the
differential and difference ideals generated by Eqs. (1) and Eqs. (10), respectively.
If such a consistency holds, then it provides a certain inheritance of algebraic
properties of Stokes flow by the difference scheme.
Definition 3. [9] A finite difference approximation F˜ := {F˜ (1), . . . , F˜ (m)}
to (1) is strongly consistent or s-consistent with Stokes flow (1) if
(∀f˜ ∈ JF˜ K) (∃f ∈ I) [f˜ B f ] , (17)
where JF˜ K is a perfect difference ideal [15] generated by the elements in the
difference approximation.
Theorem 1. [9] The s-consistency condition (17) holds if and only if a Gröbner
basis G˜ of I˜ satisfies
(∀g˜ ∈ G˜ ) (∃f ∈ 〈F 〉 ) [ g˜ B f ] . (18)
Corollary 1. The difference scheme (10) is s-consistent with the Stokes sys-
tem (1).
Proof. By its construction, the set of difference polynomials in Eqs. (10) is a
Janet/Gröbner basis of the elimination ideal I˜0 ∩ R where I˜0 is the difference
ideal generated by the polynomials in Eqs. (8) (cf. [1], Thm. 2.3.4). The same
set is also a Janet/Gröbner basis for the ideal 〈F˜ (1), F˜ (2), F˜ (3)〉 and for the same
POT ranking with j  k and u  v  p  f (1)  f (2). It is readily verified with
the LDA package. Furthermore, it is easy to see that
F˜ (i) B F (i), (i = 1÷ 4) (19)
where F (i) are differential polynomials in Eqs. (3). 
Remark 3. For the computation of the image in mapping (19) one can use the
command ContinuousLimit of the package LDA.
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It is clear that s-consistency of Eqs. (10) with Eqs. (1) implies w-consistency.
But the converse is not true. For the numerical simulation of the Stokes flow it
is tempting to replace F˜ (4) in Eqs. (10) with a more compact discretization
F˜
(4)
1 := ∆1 (pj,k)−
f
(1)
j+2, k+1 − f (1)j, k+1
2h
− f
(2)
j+1, k+2 − f (2)j+1, k
2h
= 0 . (20)
Although this substitution preserves w-consistency since
F˜
(4)
1 B F (4) , (21)
the scheme { F˜ (1), F˜ (2), F˜ (3), F˜ (4)1 } is not s-consistent.
Proposition 1. The difference scheme {F˜ (1), F˜ (2), F˜ (3), F˜ (4)1 } is s-inconsistent.
Proof. The difference polynomial (20) does not belong to the difference ideal I˜
generated by the polynomial set in Eqs. (10) since F˜ (4)1 is irreducible modulo
the ideal I˜. This can be shown by the direct computation of the normal form
of F˜ (4)1 modulo the Janet basis (10) with the routine InvReduce of the Maple
package LDA. 
Now let us analyse the set {F˜ (1), F˜ (2), F˜ (3), F˜ (4)1 } with respect to
s-consistency. The Janet/Gröbner basis of the difference ideal I˜1 :=
〈F˜ (1), F˜ (2), F˜ (3), F˜ (4)1 〉 computed with LDA shows that I˜ 6= I˜1. This basis con-
sists of seven elements. Four of them, F˜ (1), F˜ (2), F˜ (3), F˜ (4)1 , imply system (3) and
the three remaining elements, denoted by F˜ (5), F˜ (6) and F˜ (7), are rather cum-
bersome difference equations which imply, respectively, the following differential
ones F
(5) := f
(1)
xxxxx + f
(1)
xyyyy + f
(2)
xxxxy + f
(2)
yyyyy = 0 ,
F (6) := f
(1)
xxx − f (1)xyy + f (2)xxy − f (2)yyy + 2 pyyyy = 0 ,
(22)
and F˜ (7) B F (6).
Equations (22) are not consequences of the Stokes equations since the dif-
ferential polynomials F (5) and F (6) are irreducible modulo the differential ideal
generated by the differential polynomials in Eqs. (1). It follows that there are
solutions to the Stokes equations which do not satisfy Eqs. (22).
Remark 4. Equations (22) impose the limitations on the external forces which
do not follow from the governing differential equations (1). This is a result of
s-inconsistency.
4 Modified Stokes Flow
In the framework of the method of modified equation (cf. [17], Sect. 5.5), a nu-
merical solution of the governing differential system (1), for given external forces
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f (1) and f (2), should be considered as a set of continuous differentiable func-
tions {u, v, p} whose values at the grid points satisfy the difference scheme (10).
Since the difference equations (10) describe the differential ones (3) only ap-
proximately, we cannot expect that a continuous solution interpolating the grid
values exactly satisfies Eqs. (3). In reality, it satisfies another set of differential
equations which we shall call the modified steady Stokes flow or modified flow for
short.
Generally, the method of modified differential equation uses the representa-
tion of difference equations comprising the scheme as infinite order differential
equations obtained by replacing the various shift operators in the difference
equations by the Taylor series about a grid point. For equations of evolutionary
type, the next step is to eliminate all derivatives with respect to the evolutionary
variable of order greater than one. This step is done to obtain a kind of canonical
form of the modified equation. Then, truncation of the order of the differential
representations in the grid steps gives various modified equations (“differential
approximations”) of the difference scheme.
As we show, the fact that both equation systems are Gröbner bases of the
ideals they generate and satisfy the condition (19) of s-consistency allows to de-
velop a constructive procedure for the computation of the modified flow. Since
the finite differences in the scheme (10) approximate the partial derivatives oc-
curring in Eqs. (3) with accuracy O(h2), it would appear reasonable that the
scheme would have the second order of accuracy. For this reason, we restrict
ourselves to the computation of the second order modified flow.
The Taylor expansions of the difference polynomials in Eqs. (10) at the grid
point (−h,−h) for F˜ (1), F˜ (2), F˜ (3), F˜ (4)1 , and at the point (−2h,−2h) for F˜ (4)
read 
F˜ (1) := ux + vy +
h2uxxx
6 +
h2vyyy
6 +O(h4) = 0 ,
F˜ (2) := px − 1Reuxx − 1Reuyy − f (1) + h
2pxxx
6 − h
2uxxxx
12Re
−h2uyyyy12Re +O(h4) = 0 ,
F˜ (3) := py − 1Revxx − 1Revyy − f (2) + h
2pyyy
6 − h
2vxxxx
12Re
−h2vyyyy12Re +O(h4) = 0 ,
F˜ (4) := pxx + pyy − f (1)x − f (2)y − h
2f(1)xxx
6 −
h2f(2)yyy
6
+h
2pxxxx
3 +
h2pyyyy
3 +O(h4) = 0 ,
(23)
where the terms of order h2 are written explicitly. The calculation of the
right-hand sides in Eq.(23) as well as the computation of the expressions
given below was done with the use of freely available Python library SymPy
(http://www.sympy.org/) for symbolic mathematics.
Remark 5. The Taylor expansions of the s-consistent difference scheme (10) and
of the s-inconsistent scheme {F˜ (1), F˜ (2), F˜ (3), F˜ (4)1 } over the chosen grid points
contain only the even powers of h. It follows immediately from the fact that all
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the finite differences occurring in the equations of both schemes are the central
difference approximations of the partial derivatives occurring in (3).
Furthermore, we reduce the terms of order h2 in the right-hand sides of (23)
modulo the differential Janet/Gröbner basis (10). This reduction will give us a
canonical form of the second order modified flow, since given a Gröbner basis,
the normal form of a polynomial modulo this basis is uniquely defined (cf. [1],
Sect. 2.1). The normal form can be computed with the command InvReduce
using the Maple package Janet.
Thus, the Taylor expansion of the difference polynomials yields the second
order modified Stokes flow as follows:
F˜ (1) := ux + vy +
h2 Ref(2)y
6 − h
2 Re pyy
6 +
h2vyyy
3 +O(h4) = 0 ,
F˜ (2) := px +
1
Revxy − 1Reuyy − f (1) + h
2f(1)xx
6 +
h2f(1)yy
4 +
h2f(2)xy
4
−h2pxyy2 + h
2uyyyy
6Re +O(h4) = 0 ,
F˜ (3) := py − 1Revxx − 1Revyy − f (2) −
h2f(1)xy
12 +
h2f(2)xx
12 −
h2f(2)yy
6
+
h2pyyy
3 − h
2vyyyy
6Re +O(h4) = 0 ,
F˜ (4) := pxx + pyy − f (1)x − f (2)y + h
2f(1)xxx
6 −
h2f(1)xyy
3
+
h2f(2)xxy
3 −
h2f(2)yyy
2 +
2h2pyyyy
3 +O(h4) = 0 .
(24)
Remark 6. Note that the symmetry under the swap transformation (6) that
holds in Eqs. (23) does not hold in Eqs. (24). This symmetry breaking is a
typical effect of the application of the Gröbner reduction to symmetric systems
and caused by the non-symmetry of the term ordering.
As we know, Stokes flow (1) satisfies the integrability condition (4) which we
rewrite as
F (2)x + F
(3)
y +
1
Re
(
F (1)xx + F
(1)
yy
)
− F (4) = 0 . (25)
Substitution of the Taylor expansions (24) into the equality (25) shows that
the sum of the second-order terms explicitly written in formulae (24) is equal
to zero. The following proposition shows that this is a consequence of the s-
consistency of the scheme.
Proposition 2. Given a uniform and orthogonal solution grid with a spacing
h, a w-consistent difference scheme for Eqs. (3) is s-consistent only if its Taylor
expansion based on the central-difference formulas for derivatives and reduced
modulo system (3), after its substitution into the left-hand side of the equal-
ity (25), vanishes for every order in h2.
Proof. Let G˜ := {G˜(1), G˜(2), G˜(3), G˜(4)} be a set of s-consistent difference
approximations to the differential polynomials F (1), F (2), F (3), F (4) in the
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Janet/Gröbner basis (3). The w-consistency of G˜ implies the central difference
Taylor expansion
G˜(i) = F (i) +
∞∑
m=1
h2mr(i)m , r
(i)
m ∈ Q(Re)[u, v, p, f (1), f (2)] (i = 1÷ 4) . (26)
We consider the family of difference polynomials (m ∈ N≥1)
G˜
(m)
0 := D
(m)
1 G˜
(2) +D
(m)
2 G˜
(3) +
1
Re
(
D
(m)
1,1 G˜
(1) +D
(m)
2,2 G˜
(1)
)
− G˜(4) (27)
with the central-difference operators D(m)1 , D
(m)
2 , D
(m)
1,1 , D
(m)
2,2 approximating the
partial differential operators ∂x, ∂y, ∂xx, ∂yy with accuracy h2m. Apparently,
G˜
(m)
0 belongs to the perfect difference ideal generated by G˜:
(∀m ∈ N≥1) [ G˜(m)0 ∈ JG˜K ] .
These difference operators are composed of the translations (14). For example,
D
(1)
i :=
σi − σ−1i
2h
, D
(1)
i,i :=
σi − 2 + σ−1i
h2
, i ∈ {1, 2}
and
D
(2)
i :=
−σ2i + 8σi − 8σ−1i + σ−2i
12h
, D
(2)
i,i :=
−σ2i + 16σi − 30 + 16σ−1i − σ−2i
12h2
with σ−11 ◦ u(j, k) = u(j − 1, k), σ−12 ◦ u(j, k) = u(j, k − 1), etc., σ2i = σi ◦ σi
and σ−2i = σ
−1
i ◦ σ−1i .
From Eqs. (26) and (27), we obtain
G˜
(1)
0 = F
(2)
x + F
(3)
y +
1
Re
(
F (1)xx + F
(1)
yy
)
− F (4) +O(h2) ,
⇒ F (2)x + F (3)y +
1
Re
(
F (1)xx + F
(1)
yy
)
− F (4) = 0 , (28)
G˜
(2)
0 = h
2
(
∂xr
(2)
1 + ∂yr
(3)
1 +
1
Re
(
∂xxr
(1)
1 + ∂yyr
(1)
1
))
+O(h4)
⇒ ∂xr(2)1 + ∂yr(3)1 +
1
Re
(
∂xxr
(1)
1 + ∂yyr
(1)
1
)
= 0 , (29)
...
G˜
(k)
0 = h
2k
(
∂xr
(1)
k + ∂yr
(3)
k +
1
Re
(
∂xxr
(1)
k + ∂yyr
(2)
k
))
+O(h2k+2)
⇒ ∂xr(2)k + ∂yr(3)k +
1
Re
(
∂xxr
(1)
k + ∂yyr
(1)
k
)
= 0 , . . . . (30)
The implication in Eq. (29) follows from the fact that the normal form of the
differential polynomial (29) modulo Eqs. (3), if it is nonzero, does not belong
to the differential ideal generated by the polynomials in (3) that contradicts the
s-consistency of G˜. Because of the same argument, the equality (30) holds for
any k. 
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Corollary 2. A w-consistent difference scheme for system (3) is s-consistent
if and only if its set of polynomials is a difference Janet/Gröbner basis for the
POT ranking (9).
Proof. “⇐” Because of our choice (9) of the ranking and the structure (3), differ-
ential Janet/Gröbner basis with the underlined leaders, a w-consistent difference
scheme composed of four difference polynomials {G˜(1), G˜(2), G˜(3), G˜(4)} has the
only difference S-polynomial of the form (27) which approximates the left-hand
side of the differential integrability condition (25). Together with the Taylor ex-
pansion (26), the relations (28)–(30) imply the reduction of S-polynomial (27) to
zero modulo {G˜(1), G˜(2), G˜(3), G˜(4)}. Thus, the scheme is a Janet/Gröbner basis.
“⇒” If a w-consistent set {G˜(1), G˜(2), G˜(3), G˜(4)} is a Janet/Gröbner basis,
then by Theorem 1 it is s-consistent. 
We illustrate Proposition 2 and Corollary 2 by the s-inconsistent difference
scheme {F˜ (1)1 , F˜ (2)1 , F˜ (3)1 , F˜ (4)1 } of Section 3 where the first three difference equa-
tions coincide with those of the system (10),
F˜
(i)
1 = F˜
(i) (i = 1, 2, 3) ,
and F˜ (4)1 is given by Eq. (20). Because of the distinction of the last equation from
F˜ (4) in (10), the reduced Taylor expansions of equations F˜ (1)1 = 0 and F˜
(4)
1 = 0
are different from F˜ (1) = 0 and F˜ (4) = 0 in system (24):
F˜
(1)
1 := ux + vy − h
2 Re pyy
6 +
h2vyyy
3 +O(h4) = 0 ,
F˜
(2)
1 := px +
1
Revxy − 1Reuyy − f (1) + h
2f(1)xx
6 +
h2f(1)yy
4 +
h2f(2)xy
4
−h2pxyy2 + h
2uyyyy
6Re +O(h4) = 0 ,
F˜
(3)
1 := py − 1Revxx − 1Revyy − f (2) −
h2f(1)xy
12 +
h2f(2)xx
12 −
h2f(2)yy
6
+
h2pyyy
3 − h
2vyyyy
6Re +O(h4) = 0 ,
F˜
(4)
1 := pxx + pyy − f (1)x − f (2)y − h
2f(1)xxx
12 −
h2f(1)xyy
12
+
h2f(2)xxy
12 −
h2f(2)yyy
4 +
h2pyyyy
6 +O(h4) = 0 .
(31)
If we expand F˜ i1 (i = 1÷ 4) up to the fourth order terms in h and substitute the
obtained expansions into the left-hand side of the integrability condition (25),
then we obtain
h2f
(1)
xxx
4
− h
2f
(1)
xyy
4
+
h2f
(2)
xxy
4
− h
2f
(2)
yyy
4
+
h2pyyyy
2
+O(h4). (32)
Expression (32) contains terms of second order in h. Up to the factor 4,
the sum of these terms is the differential polynomial F (6) in Eqs. (22). Thus,
the presence of the second-order terms in (32) is intimately related to the s-
inconsistency of (24) with governing Stokes equations (1). It is clear that the
PDE system (31) cannot be considered as a modified Stokes flow.
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5 Numerical Simulation
In this section, we present a numerical simulation in order to experimentally
validate the s-consistent difference scheme (10) for which we constructed the
modified Stokes flow (24). For that, we suppose that the Stokes system (1) is
defined in the rectangular domain which is discretized in the x- and y-directions
by means of equidistant points. We simulate a fluid flow through porous media
which is often mainly caused by the viscous forces, so that its modeling using
the Stokes system (1) is reasonable; see Fig. 2. Such a setup has many practical
applications in the field of petroleum engineering [5].
Fig. 2: Visualization of the simulation of a fluid flow through porous media using
the s-consistent difference scheme (10).
We measure the maximum relative error of the average velocities compared to
a ground truth result obtained by computing with extremely tiny h-values. From
several simulations with varying h-values, we can follow that a maximum relative
error of more than 15% in the velocity space compared to the ground truth should
not be tolerated in order to ensure for a sufficient degree of global accuracy.
Using this restriction we evaluate the performance of the s-consistent difference
scheme (10) against the popular classic marker-and-cell (MAC) method [13]. We
observe that compared to MAC, using the scheme (10), one can simulate with
around a factor of 1.7, i.e., with significantly larger h-values and, at the same
time, keep the relative error below the 15%-bar. Moreover, we observe that this
factor is only slightly dependent on the Reynolds number.
6 Conclusion
For the two-dimensional incompressible steady Stokes flow (1) and a regular
Cartesian solution grid, we presented a computer algebra-based approach in
order to derive the s-consistent difference scheme (10) for which we constructed
the modified Stokes flow (24). It shows that the generated scheme has order
O(h2).
Our computational procedure for the derivation of the modified Stokes flow
is based on a combination of differential and difference Gröbner basis techniques.
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The first is applied to the governing Stokes equations (1) to complete them to
the involution form (3) incorporating the pressure Poisson equation F (4), and to
verify the s-consistency of the scheme by applying the criterion of s-consistency
(Theorem 1) which is fully algorithmic for linear systems of PDEs. The difference
Gröbner bases technique is used for the derivation of the scheme on the chosen
grid by means of difference elimination.
In addition, we used both techniques to construct a modified Stokes flow (24).
Its structure as well as that of the scheme depends on the used difference rank-
ing. We experimented with several rankings and finally preferred the POT rank-
ing satisfying (2) for the differential case and (9) for the difference case as the
best suited. To perform the related computations we used the Maple packages
Janet [4] and LDA [11].
Since our difference scheme (10) for ranking (9) is obtained from its first three
equations {F˜ (1), F˜ (2), F˜ (3)} by constructing the difference Janet/Gröbner basis
(see Remark 2), it is interesting to check via the Gröbner bases whether there are
approximations of the continuity equation F (1) in the difference ideal generated
by F˜ := {F˜ (2), F˜ (3), F˜ (4)}. In the case of existence of such approximations they
might be used for the numerical study of Stokes flow in the velocity-pressure for-
mulation. However, the computation with LDA shows that the discrete version
of F (1) is not a consequence of F˜ . Thus, in the velocity-pressure formulation one
has to add information on the continuity equation to F˜ via the corresponding
boundary condition (cf. [18]).
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