Two-phase liquid cooling of computer chips via microchannels etched directly on silicon dies is a potential long-term solution to enable continued integration of high-performance multiprocessors. Two-phase cooling refers to the heat removal via evaporation of a refrigerant flowing inside a heat sink. While possessing superior cooling properties, largescale use of this technology in the industry is limited by the lack of thermal modeling tools that can accurately predict temperatures in a two-phase cooled IC. In this paper, we propose STEAM, a new compact thermal model for 2D/3D ICs with two-phase cooling via silicon microchannels. The accuracy of the STEAM model is validated against measurements from a real two-phase cooled IC test stack reported previously in literature. Temperatures were predicted with an average error as low as 10.2% for uniform heat fluxes and 6.9% for hotspots. Finally, the STEAM model is applied to a realistic 3D multiprocessor system-on-chip (3D MPSoC) with two-phase cooling to simulate IC temperatures and the refrigerant pumping power, demonstrating the applicability of STEAM in the early-stage design of near-future high-performance computers with two-phase cooling.
INTRODUCTION
Various advanced thermal packages have been proposed in the recent years to combat the rising heat fluxes of high- * This work has been partially supported by the Nano-Tera RTD project CMOSAIC (ref. performance computer chips that the conventional air-cooled heat sinks can no more handle [1] . In particular, two kinds of liquid cooling via microchannels, etched directly on the surface of silicon dies, are being explored: single-phase cooling using water and two-phase cooling using industrial refrigerants [2] . Single-phase cooling refers to the heat removal by a coolant that remains in liquid state and rises in temperature inside the heat sink (sensible heat absorption). Several prototype 2D and 3D ICs have been built to demonstrate that single-phase liquid cooling has superior cooling capabilities compared to air cooling [3, 4] .
Two-phase cooling refers to heat removal by the evaporation of a refrigerant in the heat sink. Here, the heated surface is cooled via the latent heat absorption, i.e., the conversion of the physical state from liquid to vapor. Generally, latent heat absorption of fluids results in a far higher heat removal than sensible heat absorption [5] . Hence, theoretically, two-phase cooling can be far more efficient than singlephase cooling of ICs. In addition, because refrigerants remain at an almost constant temperature (ideally) when boiling, two-phase cooling naturally overcomes the problem of induced thermal gradients encountered in single-phase cooling [6] . These principles have been practically demonstrated using prototypes of two-phase liquid cooled ICs built by various research groups [2, 7] . Moreover, two-phase cooling is already being used is some power electronics applications [8] .
In spite of these obvious advantages, adoption of the twophase cooling technology by the industry is limited partly because of the lack of widely available of computer-aided design (CAD) tools that can enable the energy-efficient and temperature-aware design of such devices. The following are the challenges to the development of CAD tools for twophase cooling:
1. Two-phase heat transfer, especially at the micrometer scale, is an extremely complex phenomenon to accurately model; conventional fine-grained simulation softwares for two-phase flows are still in the development stage. 2. Due to the complexities of computational modeling of two-phase flows, most existing studies have focused on building experimental prototypes of two-phase heat exchangers and developing measurements-based empirical correlations for the relationships between the various parameters of heat transfer such as temperature, heat flux, mass flow rate, pressure etc. 3. Integrated two-phase cooling for ICs as a concept is fairly new in the area of IC design. The knowledge of two-phase flows and heat transfer is largely contained in the thermal engineering literature, and the methods developed there are incompatible with the other existing CAD tools for electronics design.
In this paper, we propose a new thermal model called STEAM ("Simulation of Two-phase Energy And Mass balance"), a new compact thermal model for two-phase cooling of 2D/3D ICs that models the complex problem of conjugate heat conduction-convection in a two-phase cooled IC. The main contributions of the paper are as follows:
1. The fundamentals of two-phase cooling using microchannels are described and a brief literature review is presented from the perspective of early-stage design of ICs. The rest of the paper is organized as follows. Section 2 describes the fundamentals of two-phase flows and heat transfer and provides a brief review of existing literature on this topic. Section 3 describes the target problem being modeled, Section 4 presents the derivation of the proposed STEAM model and the implementation details andSection 5 describes the experimental validation of the accuracy of STEAM against measurement data. In Section 6, we analyze a realistic twophase cooled 3D MPSoC with STEAM and, finally, Section 7 summarizes the main conclusions.
TWO-PHASE COOLING
Two-phase flows on a macro-scale have been an integral part of various industries (refrigeration, energy, etc.) for many decades. Recently, owing to their growing importance in tackling rising heat fluxes in high-performance computers [9] , the study of micro-scale two-phase flows has also gained prominence. Various research groups have built prototypes of two-phase cooled ICs (see [1] for a complete review). The modeling of two-phase cooling begins with the study of the nature of two-phase flows. Fig. 1 (a) provides an illustration of the basic processes taking place inside a small section of micrometer scale rectangular channel with two-phase cooling. A refrigerant flows from left to right, absorbing the heat entering via the channel surfaces. In the process, the refrigerant evaporates incrementally, resulting in an increase in the vapor qualitydefined as the fraction of the vapor mass flow rate with respect to the total mass flow rate. The nature of the boiling process of the refrigerant, combined with the nature of its flow down the channel generates various regimes of flow such as bubbly flow, stratified flow, slug flow, etc. that can be analyzed using visualization studies [10] . Some relevant flow regimes are shown in Fig. 1(b) . These flow regimes determine how the liquid and the vapor phases interact with each other in the channel. The specific flow regime encountered in a particular case depends upon various factors such as the physical properties of the refrigerant, flow velocity and experimental conditions. Thus, the local heat removal capability of the two-phase flow at a particular point along the channel (i.e., the cooling efficiency) is a complex function of: The modeling problem is further complicated by the fact that in two-phase conditions, the temperature is a strict function of pressure [11] . This means that local saturation pressures of the refrigerant inside the microchannels must be first computed in order to calculate the temperatures of the refrigerant and, in turn, the entire IC. Consequently, the development of conventional numerical methods such as finite-element simulations are still in the early stages for two-phase cooling [12] .
Hence, traditionally, studies on two-phase cooling are focussed on extensive experiments performed on prototype devices, and studying the relationship between various experimental conditions and heat transfer properties of two-phase flows. An empirical fitting of the results is used to determine the complex relationships between the parameters described above. A rich body of literature exists in the domain of thermal engineering based on these studies. Due to the lack of space, it is impossible to review all these works in this paper. The reader is instead referred to Chapter 20 in [13] for a comprehensive survey of the research in this topic. The following are the main drawbacks of these studies, with respect to temperature-aware design of ICs:
1. The goal for these studies is the evaluation/prediction heat transfer coefficients (HTCs, or cooling efficiencies) and pressure drops for micro-scale two phase flows and not to develop a comprehensive CAD tool for early-stage design space explorations for ICs with two-phase cooling, which is the main concern for IC designers. 2. Most of these studies rely on uniform heat flux distributions (except a few such as [14] ) in their experiments and evaluate HTCs using 1D or simplified 3D heat conduction models for the solid structures in the IC. In a realistic IC, such as a multi-core processor, heat fluxes are highly non-uniform owing to the heterogenous nature and functioning of different logic elements [15] . Hence, a fully coupled three-dimensional conduction-convection model for the entire IC becomes necessary for the accurate calculation of temperatures. 3. Many of these studies provide HTC prediction methods based on the experimental data only from that particular study, and hence are susceptible to the unique experimental conditions and errors that cannot be replicated elsewhere. Typically, different methods show strong disagreements in their relative accuracies with respect to a particular set of measurements. Errors in some cases can be very high (∼ 50%).
Compact thermal models such as HotSpot [16] and 3D-ICE [17] have been proposed specifically for temperatureaware design for air-cooled and single-phase liquid cooled ICs respectively. A similar method for early-stage design space explorations (floorplan evaluations, combined HW-SW cosimulation etc.) is needed for two-phase cooling. In this paper, we utilize the knowledge available in the thermal engineering domain, and propose the STEAM model in order to address the above challenges. In particular, STEAM provides a simple, compact and flexible simulation framework for two-phase cooled ICs, where it is possible to incorporate HTCs from any previous study of two-phase flows. This capability is demonstrated in this work using three different methods from the literature.
TARGET IC ARCHITECTURE
The proposed STEAM thermal model is versatile in simulating a 2D or even a 3D IC with two-phase cooling via microchannels. For the presentation of the model, we choose a concept IC with two-phase cooling, based on a test structure built and studied by the authors of [14, 18] , illustrated in Fig. 2(a) . It consists of a single (12.7mm × 17.78mm) silicon die. 35 resistive heaters in a 5X7 grid on the surface of this die mimic the different heat dissipating logic blocks of a large microprocessor, such as the 48-core Intel Single-Chip Cloud Computer ( Fig. 2(b) ) [19] .
Microchannels were etched on a silicon substrate and attached to the silicon die via a high conductance thermal interface layer. Finally, the top surface of the structure (with the channels) is hermetically sealed using an insulating pyrex glass. There are a total of 135 microchannels of crosssectional dimensions 85µm × 560µm with 45µm thick silicon walls between the channels. These microchannels were injected with industrial refrigerants such as R-236fa or R245fa. For further details about the structural and material properties of the test structure, please refer to Section 5. At any point along the microchannel, the physical state of the refrigerant can be uniquely described using three parameters: pressure, temperature and vapor quality. Without loss of generality, we begin with the following assumptions:
1. The two-phase cooled microchannel heat sink is the only path for heat dissipation in the system, with zero heat escaping via other exposed surfaces. 2. The refrigerant is assumed to be already at saturation conditions at the inlet (i.e, evaporating or just starting to evaporate), and there is no sensible heat absorption in the refrigerant. Given the relatively low pressure (or temperature) drops seen in microchannel heat sinks [1] , this is a reasonable assumption. 3. The inlet physical state of the refrigerant is known.
Our goal is to simulate the three-dimensional distribution of temperatures in the IC and the physical state of the refrigerant inside the microchannels.
THERMAL MODELING IN STEAM
In this section our proposed modeling approach in STEAM will be presented. For a full list of symbols used in the ensuing sections and their meanings, please refer to the section on "Nomenclature" at the end of the paper.
Compact thermal modeling in STEAM begins with discretizing the target computational domain into small "thermal cells"-small cuboidal blocks-such that each cell contains only one type of material. Such a discretization for the target computational domain in Fig. 2(a) is illustrated in Fig. 3 . We now have "solid thermal cells" and "microchannel thermal cells" consisting of the refrigerant flowing under two-phase conditions, as shown in Fig. 4 . Each type of thermal cell must be modeled differently .
Compact modeling for solids
For the solid thermal cells, the conventional compact thermal modeling for heat conduction in solids is applied [16] . This is illustrated for a single solid cell in Fig 4(a) . In this representation, each solid cell is converted into an equivalent electrical circuit where the voltage represents temperature T of the cell and current represents heat flow. The heat conduction in all the six directions of the cartesian coordinate system are represented by thermal conductances (or resistances) g1−6. When there is heat generation in the solid cell because of electrical switching activity in the IC, it is represented using a input current source term qin applied directly to the cell as shown in Fig. 4(a) . Thus, the steady state energy balance equation (i.e. the process of equating total heat entering with the total heat leaving the cell) inside the solid thermal cell can be written for this equivalent electrical circuit as:
where TF 1−6 are the temperature of the 6 faces of the thermal cell. The conductances g1−6 can be calculated using the thermal conductivity of the solid material constituting the cell and the cell dimensions. Neighboring cells can be connected via the cell interfaces and the complete 3D heat conduction model can be constructed in the form of a resistive grid circuit [16] .
Energy and mass balance for two-phase flows
A two-phase thermal cell is illustrated in Fig. 4(b) , along with the flow direction and the microchannel walls from which heat enters the refrigerant. The complexities of heat transfer from the walls into the refrigerant (as described in Section 2 and 3) are contained by raising the level of abstraction in the STEAM model. This is accomplished using a 4-conductance model (or 4-resistor model) to represent the heat entering via convection from the four microchannel walls (W 1 − 4) into the refrigerant bulk as shown in Fig 4(b) . To derive the values of these conductances and to
T W2 Figure 5 : Compact thermal model of a two-phase thermal cell in STEAM. evaluate the evolution of temperature along the direction of flow inside the microchannel, the energy and mass balance equations inside each two-phase thermal cell must be solved for, as described below.
Consider the side view of the i th two-phase thermal cell (counting from the inlet along the microchannel) illustrated in Fig. 5 . Here, the direction of the flow is from left to right, and the convective resistances to the side walls (W 3 − 4) are not shown. This cell borders the (i − 1)
th and (i + 1) th thermal cells along the front and rear interfaces S1 and S2 respectively. The heat transfer in this thermal cell can be expressed using the steady state energy balance equation as follows:
Heat entering from (i − 1) th cell via surface S1
+ Heat entering from the microchannel walls = Heat exiting to the (i + 1) th cell via surface S2.
In two-phase cooling, the first and the last terms in the equation above are contributed by the flow of the refrigerant and the corresponding flow of enthalpy, or thermal energy, down the channel. The thermal energy of a refrigerant under two-phase conditions is dominated by the vapor quality [11] . That is, thermal energy entering from the walls of the microchannel is stored as the conversion of liquid into vapor as illustrated in Fig. 1(a) . The rate of flow of enthalpy, thus, is directly given by the function h lvṀ x. The second term is a function of the difference between the local wall temperatures TW 1−4 and the local bulk temperature of the refrigerant Ti, and the heat transfer coefficient, αW at the wall surface, which is defined as the rate of flow of heat per unit area per kelvin of temperature difference. Thus, the energy balance in Eq(2) can be written as:
where xS1 and xS2 are the vapor qualities of the refrigerant at the two interfaces of the thermal cell. The following observations can be made about the above equation:
1. The above equation provides a compact representation for heat transfer processes in two-phase flows. This is done by encapsulating the complexities of the two-phase heat transfer processes into a single parameter: the heat transfer coefficient αW .
2. Note that the mass balance equations for the vapor quality are implicitly coupled with the above energy balance equations. That is, when solving for the temperatures, the vapor quality distribution of the refrigerant along the microchannels are also automatically solved for. This coupling of the energy and mass balances is illustrated in Fig. 5 where the circuit drawn in violet represents mass balance and the circuit drawn in black represents the energy balance. 3. As before, the equivalent circuit shown in Fig. 4(b) can be connected to the neighboring 4 solid cells (Fig. 4(a) ) via the cell interfaces. Thus, a complete 3D thermal circuit grid can be created that models the conjugate 3D conduction and convection in the two-phase cooled IC. 4. In the above equations the refrigerant temperature Ti is assumed to be already known and is put on the righthand side as an input. In Section 4.2.2, the method for calculating this temperature is explained. 5. The inlet and outlet vapor qualities for each two-phase cell xS1 and xS2 can be obtained from the cell vapor qualities xi using central-differencing.
Thus, the equations (1) and (3) can be combined to construct the final coupled STEAM model for two-phase cooling of ICs as follows:
where X is the vector of temperatures in silicon and the vapor qualities inside the microchannel, G is the conductance matrix of the system, and U is the vector of sources (qin) and boundary conditions (represented by Ti). Solving this circuit, thus, simultaneously yields the temperatures in the silicon structures and the vapor qualities inside the microchannels from inlet to outlet.
Heat transfer coefficients for Two-Phase cooling
As mentioned in Section 2, the local heat transfer coefficient αW in Eq(3) is a complex function of various paramters. Thus, we use previous methods in the literature to compute this parameter for our purposes. The general agreement across many studies is that the most important parameters influencing the local HTC are the local heat flux from the walls q W and the local vapor quality x [13] . For example, Tran et al [13, 20] conducted experiments using several refrigerants and developed a statistical correlation for the local HTCs for micro-scale two-phase flows given by:
Using this method the local HTCs can be computed and substituted in Eq(3). There are several other methods to compute HTCs-both simple and complex-that can be easily incorporated in STEAM. In this paper, we have incorporated and studied three such methods (Section 5).
Pressure-drop in two-phase flows
As mentioned in Section 4.2, an important parameter in Eq(3) that must be computed is the refrigerant temperature Ti. Ideally, under two-phase conditions, fluid temperature remains constant as it evaporates since all the heat that enters the microchannel is used for phase conversion. However, in reality, there is a slight decrease of temperature from inlet to the outlet. This is because (as described in Section 2) under two-phase conditions, temperature is strictly a function of pressure [11] and there is a drop in pressure from inlet to outlet of the microchannel. This pressure drop is due to change in fluid momentum of the fluid from inlet to the outlet as well as friction at the fluid-wall and liquidvapor interfaces [13] . Pressure drop is also a measure of the effort required to pump the refrigerant into the microchannels. Pumping power-defined as the product of the pressure drop and the inlet volumetric flow rate-is an important parameter in the temperature-aware design of liquid-cooled ICs.
Similar to the HTCs, there are various experiment-based methods available for predicting local pressure-drop in the literature. The reader is referred to [13] for a full list of possible pressure-drop correlations. As an example, according to the homogenous pressure-drop approach, the local momentum and frictional pressure drops at a distance z from the inlet inside the microchannel are given by [13] :
where the two-phase friction factor fT P is calculated using the Blasius equation [13] . Hence, at the i th thermal cell, the pressure can be computed using the finite-difference approximation as follows: pi = pi−1 − ∆pi = pi−1 − dp dz i,mom + dp dz i,f rict ∆zi. (7) Once the local pressures of the refrigerant are computed at all points along the microchannel, software databases for fluids, such as REFPROP [21] , can be used to derive the corresponding temperatures, which are then substituted on the right-hand side in Eq(3) to build/update the STEAM thermal model.
STEAM simulation cycle
As can be seen from Eq(3-7), the local HTCs, the local physical state of the refrigerant and the solution to the thermal model are all strongly dependent on each other. Hence, we need an iterative solving methodology to correctly simulate the STEAM model. In this regard, our implementation of the STEAM simulator is illustrated in Fig. 6: 1. First, based on an initial guess of the refrigerant's physical state in the microchannels (eg. the inlet conditions), local HTCs are computed and substituted in Eq(3). 2. Next, these equations are combined with the heat conduction model of the IC in Eq(1) and the 3D STEAM equivalent circuit is generated. Thus, the matrices in Eq(4) are constructed. 3. Eq(4) is solved to obtain the IC temperatures T and vapor qualities x of the refrigerant. 4. Using the temperatures of the IC along the microchannel wall, the local wall heat fluxes entering the refrigerant qW are computed. These parameters are then given as input to Eq(5-7) to obtain the local HTCs αW and local pressures of the refrigerant pi. 5. Using the REFPROP software, the local temperatures of the refrigerant Ti are computed. These values and the HTCs are substituted in Eq(3). 6. The matrices in Eq(4) are updated and we go back to step 3. This process is repeated until convergence. The entire STEAM model, along with this iterative routine, was implemented in Matlab. Eq(4) was solved using the sparse LU solver available in Matlab. The simulations were performed in a computer with Intel Corei7 processor (3.4 GHz) with 32 GB RAM. The REFPROP program [21] needed for the simulations was directly called from Matlab.
ACCURACY VALIDATION OF STEAM
In this section, we validate the accuracy of the STEAM model. To do this, we compare results from STEAM simulations to experimental measurements from actual two-phase cooled IC test sections that have been built and studied in the literature. In this study, we choose the work done by [14, 18] . The silicon test structure was built in this study to simulate a real electronic IC, as illustrated in Fig. 2(a) .
The floorplan on the surface of the silicon-die in the test structure is shown in Fig. 7 . As described in Section 3, it contains 35 independent resistance heaters in a 5X7 grid numbered as rows and columns as shown in Fig. 7 . The direction of the flow in the microchannels is from top to bottom of these figures. There is one temperature sensor at the center of each of these heater blocks giving temperature measurements at 35 locations. The structural properties of the test structure are tabulated in Table 1 . Next, the following two experiments were performed.
•Experiment 1-Uniform heat flux: In the first case, all the heaters were fired to a uniform heat flux density of 96.4W/cm 2 (Fig 7(a) ). The refrigerant used in this case was R-236fa (Hexafluoropropane) at an inlet temperature of 31.1 o C in a purely liquid state (Saturation pressure, Psat = 3.32bar), and a mass flow velocity of 933kg/m 2 s. In the STEAM model, the structure was divided using thermal cells of size 85µm × 254µm. The pressure drops inside the channels were calculated using the homogenous model described in Section 4.2.2. For the HTCs, in order to study the effect of using different methods from the literature in the STEAM model on the accuracy, three different methods were used as case studies: Bertsch et al. (2009) [22] , Kandlikar et al. (2004) [23] and Tran et al. (1996) [20] .
The simulations in all cases converged in 3-4 iterations taking a total time of about 35 sec. The results from the STEAM model were then compared with the experimental data for temperatures from the various sensors on the silicon surface. Sample temperature results for the sensors in col#4 of Fig. 7 are plotted against simulation results as a function of the distance from inlet in Fig. 8(a) . The results from STEAM are plotted using solid lines with different colors corresponding to the different correlations used to predict HTCs (Bertsch et able to predict the general trend in the temperatures, some correlations fare better than the others. In order to study the errors, the ∆T -defined as the difference between the silicon temperature and the inlet refrigerant temperature (31.1 o C)-at all the sensor locations from STEAM simulations were plotted along with the corresponding data from measurements in a scatter plot in Fig. 9 . As can be seen here, while STEAM predicts temperatures in most cases within +/ − 30%, HTCs computed from Bertsch et al. [22] result in the most accurate predictions in this particular experiment (average error of 13.8%). The average errors from each of these methods is tabulated in Table 2 .
Note that the differences in the errors when using different HTC correlations can be attributed to the specific conditions of the experiments performed by the authors of these correlations (i.e. range of parameters such as flow rates, dimensions etc. explored in these studies) that may or may not conform to the conditions in our current experiment, as explained in Section 2. While from an EDA perspective, errors of 10.2% could be considered to be high, it must be noted that this is a favorable result for two-phase simulations considering existing literature on this subject [13] , especially for early-stage design of ICs. Moreover, STEAM provides a very effective platform for architecture-level thermal simulation, where HTCs from any of the existing studies can be easily [23] 23.7% Tran et al. (1996) [20] 11.2%
incorporated based on the current design specifications, as has been demonstrated by this experiment.
•Experiment 2-Hotspot heat flux: In order to simulate the effects of non-uniform heat fluxes typically found in real microprocessors, in the second experiment, a single heater (at location row# 3, col# 4) was fired to a very high heat flux density (200W/cm 2 ) while the rest of the heaters had a relatively low heat flux density (40W/cm 2 ) as shown in Fig. 7(b) . The refrigerant used in this experiment was R245fa (Pentafluoropropane), injected at a temperature of 31.1 o C in a purely liquid state (Psat = 1.84bar) with a mass flow velocity of 713kg/m 2 s. The STEAM model was constructed and simulated similar to Experiment 1. In this case, the temperature comparison for col# 4 is shown in Fig. 8(b) . Again, it was found that the accuracy of the STEAM model depended strongly upon the particular correlation used to predict the HTCs (best-case hotspot error of 6.9%).
SIMULATION OF A REALISTIC 3D MPSOC
In this section, we apply the STEAM model to a realistic 3D MPSoC to demonstrate the efficacy of STEAM as a tool for early-stage design of multiprocessor architectures with two-phase cooling. For this, we consider the 1.1cm×1.1cm 2-die version of the 8-core UltraSPARC T1 Niagara processor architecture proposed by the authors of [15] . The 2-dies (one with cores the other with cache memories) sandwich a single two-phase microchannel cavity. The structure and the floorplan of this architecture are shown in Fig. 10 .
The refrigerant used in this simulation was R-245fa, injected at a temperature of 31.1 o C in a purely liquid state (Psat = 1.84bar) with a mass flow velocity of 700kg/m 2 s. The STEAM model for this structure was implemented using the Bertsch et al. (2009) [22] correlations for the HTC, homogenous flow-model correlations [13] for the pressure drop and with a cell size of 50µm×200µm. The non-uniform power dissipation information was obtained by running var- ious real-life benchmark applications on this architecture in an FPGA and obtaining the utilization values of each floorplan element in the 3D MPSoC [15] . For each benchmark, the simulation of the complete 3D MPSoC stack took only 54 sec, demonstrating the suitability of STEAM in early-stage design iterations. The resulting thermal map of the core layer for one of the benchmarks is shown in Fig. 11 . As can be seen from the plot, temperatures near the inlet are higher than those near the outlet, which is counter-intuitive with respect to single-phase cooling [6] . But as explained in Section 2, this trend is expected in two-phase cooling where the temperature of the refrigerant actually decreases as it flows across the IC. These considerations, among others, would impact any thermal optimization methodologies to be developed for two-phase cooled MPSoCs in the future.
Based on the simulations, the total heat generated, the maximum temperature and the pumping power for each benchmark are tabulated in Table 3 . The pumping power is calculated using the pressure drop calculations implicit in STEAM simulations (Section 4.2.2). Note that this represents purely the energy required to pump the refrigerant through the microchannel heat sinks. In a real two-phase cooled thermal package, there would be other important contributors to the total cooling energy cost, such as pump efficiency, chillers etc., discussions on which are beyond the scope of this paper. Nevertheless, the above experiments demonstrate the viability of STEAM as an effective tool to evaluate the thermal reliability and estimating the cooling costs of two-phase cooled 2D and 3D ICs. 
CONCLUSIONS
In this paper we have presented a new thermal model called STEAM, which simulates the temperatures in an IC with two-phase cooling. The fundamentals of two-phase cooling and the derivation of the STEAM model from first principles have been described. The accuracy of the STEAM model has been validated against measurements from a real IC with two-phase cooling. Average errors incurred by the model have been found to be dependent on the particular heat transfer correlation studies employed in the model and can be as low as 10.2%. Finally, we performed several simulation experiments on a realistic 3D MPSoC, demonstrating that STEAM can serve as a low complexity tool for earlystage temperature-aware design of ICs with two-phase cooling. The STEAM thermal model will be freely distributed to the research community soon at [24] .
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