Abstract. We describe a local algorithm for finding subgraphs with high density, according to a measure of density introduced by Kannan and Vinay [1999] . The algorithm takes as input a bipartite graph G, a starting vertex v, and a parameter k, and outputs an induced subgraph of G. It is local in the sense that it does not examine the entire input graph; instead, it adaptively explores a region of the graph near the starting vertex. The running time of the algorithm is bounded by O( k 2 ), which depends on the maximum degree , but is otherwise independent of the graph. We prove the following approximation guarantee: for any subgraph S with k vertices and density θ, there exists a set S ⊆ S for which the algorithm outputs a subgraph with density (θ/ log ) whenever v ∈ S and k ≥ k . We prove that S contains at least half of the edges in S. 
Introduction
Algorithms for finding dense subgraphs are a useful tool for analyzing networks. In particular, they have been used to identify the cores of communities [Kumar et al. 1999] and to combat link spam [Gibson et al. 2005] .
The measure of density we consider was introduced by Kannan and Vinay [1999] . As an example, consider the bipartite graph that describes the incidence relationship between a set of groups G and a set of users U, where the edge between a user and a group exists when the user belongs to the group. The subgraph that consists of the set of groups S ⊆ G and the set of members T ⊆ U has density
d(S, T ) = e(S, T )
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where e(S, T ) is the total number of incidences between the groups and the members of the subgraph. Here d(S, T ) can be viewed as the geometric mean of the average degree of the users and the average degree of the groups. We remark that the density measure used in Kannan and Vinay [1999] was defined for directed graphs rather than bipartite ones. These two settings are equivalent, by a simple reduction described in Section 2.1. Kannan and Vinay gave a spectral algorithm that produces a subgraph where d(S, T ) is within an O(log n) factor of optimal [Kannan and Vinay 1999] . Charikar showed that a subgraph achieving the maximum value of d(S, T ) can be identified in polynomial time by solving a linear program [Charikar 2000 ]. He also gave a greedy algorithm that runs in linear time and produces a set with density at least half of the optimal d(S, T ) when an additional parameter is set appropriately. Algorithms for optimizing d(S, T ) subject to additional size constraints were given in Khuller and Saha [2009] . Other measures of density have been studied more extensively that d(S, T ), most notably the average degree of a subgraph (see, for example, Goldberg [1984] , Gallo et al. [1989] , and Kortsarz and Peleg [1994] ), and variations with additional constraints on the size of the subgraph (see for example, Feige and Seltser [1997] and Feige et al. [2001] ). This related work will be described in more detail in Section 2.2.
In this article we introduce an algorithm for finding dense subgraphs that could be described as a "local exploration algorithm." The algorithm is given as input a large graph and a specified starting vertex, and attempts to find a dense subgraph of G near the starting vertex by examining only a small subset of the graph. We view the graph as being accessed by the algorithm via an oracle, from which it it can request the degree of a vertex or the adjacency list of a vertex. This particular style of local exploration algorithm and approximation guarantee was first introduced by Spielman and Teng for the graph partitioning problem of finding sparse cuts Teng 2004, 2008] .
Our algorithm takes as input a bipartite graph G, a starting vertex v ∈ G, and a target size k. We prove that the running time is bounded by O( k 2 ), which depends on the target size k and the maximum degree , but is otherwise independent of the graph. We prove that for any subgraph (S, T ) there exists a large induced subgraph (S , T ) ⊆ (S, T ) for which the algorithm will produce a subgraph with high density. In particular, it will output a subgraph with density (d(S, T )/ log ) whenever v ∈ (S , T ) and max(|S|, |T |) ≤ k, and we prove that the induced subgraph (S , T ) contains at least half of the edges in (S, T ). This algorithm has several applications: it can find a dense subgraph near a targeted vertex of interest by examining only a portion of the graph, it can be applied from many different starting vertices in parallel, and it provides an upper bound on the size of the subgraph it outputs.
The main component of the algorithm is the pruned growth process, a deterministic iterative process in which the current vector is multiplied by the adjacency matrix of the graph, then normalized, then rounded to ensure that the number of nonzero elements in the vector is small. We show that by computing these sparse vectors we can identify a dense subgraph. This is similar in spirit to the truncated random walks used in the local partitioning algorithm of Teng [2004, 2008] , and both processes can be viewed as sparse approximate versions of existing spectral algorithms.
In Section 2, we survey related work on finding dense subgraphs, and compare different measures of density that have appeared in the literature. In Section 3, we define the pruned growth process. In Section 4, we state the algorithm and prove the local approximation guarantee.
Preliminaries and Related Work
Let G = (V, E) be a simple undirected bipartite graph, and fix a bipartition L , R. Let A be the adjacency matrix of the graph, let d(v) be the degree of a vertex v, and let be the maximum degree in the graph. We remark that the algorithm can be generalized to weighted graphs without any surprises, and we omit the details.
For any pair of sets S ⊆ L and T ⊆ R, let (S, T ) denote the induced bipartite subgraph of G on S ∪ T . We define e(S, T ) to be the number of edges between S and T . We will use the inner product notation e(S, T ) = 1 S A, 1 T , where 1 S is the indicator function on the set S. Unless stated otherwise, a vector is assumed to be a row vector indexed by the set of vertices V . For a vector x, we let supp(x) denote the support of the vector (the set of vertices on which x is nonzero). We let x denote the usual vector 2-norm, and letx := x/ x denote the unit vector in the direction of x.
THE OBJECTIVE FUNCTION d(S, T ).
We use the following objective function to measure density, which was introduced in Kannan and Vinay [1999] .
We define the density of the graph d(G) to be the maximum value of d(S, T ) over all induced subgraphs in G.
This objective function was originally defined in the setting of arbitrary directed graphs rather than undirected bipartite graphs. We now sketch a simple reduction that shows the two settings are equivalent for the purpose of identifying dense subgraphs.
Given an arbitrary directed graph on the vertex set V , construct an undirected bipartite graph where L and R are two distinct copies of V . For each edge x → y in the directed graph, place an undirected edge between the copy of x in L and the copy of y in R. There is an obvious bijective correspondence between pairs of sets (S, T ) in the directed graph, and pairs of sets (S ⊆ L , T ⊆ R) in the undirected bipartite graph. Kannan and Vinay [1999] originally defined the objective function d (S, T ) = e(S, T )/ √ |S||T |, where e(S, T ) is the number of edges from S to T in the directed graph. It is easy to see that d (S, T ) = d(S, T ) under the correspondence described earlier.
RELATED WORK.
A different measure of density, equivalent to the average degree of the subgraph, has been studied extensively [Goldberg 1984; Gallo et al. 1989; Kortsarz and Peleg 1994; Charikar 2000] .
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Definition 2. Let G = (V, E) be an undirected graph (not necessarily bipartite). For any set S ⊆ V , we define
We define f (G) to be the maximum value of f (S) over all subsets of V . A set achieving the optimal density f (G) can be found in polynomial time. Goldberg showed how to compute such a set using a sequence of maximum flow computations [Goldberg 1984] . The basic idea is to guess a parameter α and maximize the supermodular function e(S, S) − α|S|. This can be done by solving a flow computation or applying a submodular function minimizer. By repeatedly applying this procedure in a binary search, one can find the optimal f (S). A set achieving f (G) can also be found by a single applicaiton of the parametric flow algorithm of Gallo et al. [1989] . Kortsarz and Peleg [1994] gave a greedy 2-approximation algorithm for f (G) that runs in time O(m) in an unweighted graph. In contrast, the problem of finding an induced subgraph on exactly k vertices with the maximum number of edges is NP-hard, and there is a large gap between the best approximation algorithms and hardness results known for the problem (see, for example, Feige and Seltser [1997] and Feige et al. [2001] ).
Kannan and Vinay gave a spectral approximation algorithm that produces a subgraph (S, T ) with density d(S, T ) = (d(G)/ log n) from the top singular vectors of A. Charikar showed that a subgraph (S, T ) achieving d(S, T ) = d(G)
can be found in polynomial time by solving a linear program [Charikar 2000 ], and gave a greedy algorithm that finds a subgraph achieving d(S, T ) = d(G)/2 using an approach similar to Kortsarz and Peleg [1994] . That algorithm requires an additional parameter as input, runs in time O(m) for any value of the parameter, and produces the 2-approximation when the parameter is set correctly. A suitable value of the parameter can be found using binary search, which requires applying the algorithm O(log n) times, for a total running time of O(m log n) in an unweighted graph.
We now compare the objective functions d(S, T ) and f (S). It is easier to compare these two objective functions if we restrict f (S) to bipartite graphs. Definition 3. Given an undirected bipartite graph G, for any subgraph (S, T ) we define
We define f (G) to be the maximum value of f (S, T ) over all induced subgraphs.
The only difference between f (S, T ) and d(S, T ) is the denominator. Note that d(S, T
. The most striking difference between the two objective functions is that a star has high density according to d, but very low density according to f ; In a star where 
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Vinay [1999] . In the author's opinion, d is a weaker objective function than f , because of the differences described before. We are considering d(S, T ) because it is more amenable to spectral techniques which are central to the algorithm in this article.
A local algorithm for finding small subgraphs with large spectral radius was introduced in Andersen and Cioaba [2007] , which was based on techniques from the conference version of the current article [Andersen 2008] . One can find a dense subgraph by first finding a subgraph with large spectral radius using the algorithm from Andersen and Cioaba [2007] , and then applying Kannan and Vinay's spectral algorithm to the subgraph. The resulting algorithm has essentially the same running time as the one described here, but the local approximation guarantee applies to a smaller set of starting vertices.
We remark that the notion of local algorithm considered here is different from the one studied in distributed computing (for example, in Naor and Stockmeyer [1995] ). In that context, each node in the graph is viewed as a processor and a computation is considered local if it can be carried out by the distributed network in a number of rounds independent of the network size.
The Pruned Growth Process
We now define the deterministic process on which the local algorithm is based. The process generates a sequence of vectors x 0 , . . . , x T from a starting vector x 0 . At each step the vector is multiplied by the adjacency matrix A, then normalized, and then pruned by setting to zero each entry whose value is below a specified threshold. This pruning step reduces the size of the support, and therefore reduces the amount of computation required to compute the sequence.
Definition 4. Given a vector z and a nonnegative real number , we define prune( , z) to be the vector obtained by setting to zero any entry of z whose value is at most ,
Definition 5. Given a starting vector x 0 and a sequence 1 , . . . , t 0 of nonnegative real numbers, we define a sequence of vectors x 0 , . . . , x t 0 iteratively by the following rule:
We say x 0 , . . . , x t 0 are the vectors generated by the pruned growth process.
The size of the support of x t can be bounded as follows. For any time t and vertex u, we have either x t (u) = 0 or x t (u) ≥ t , so 1 ≥ x t 2 ≥ 2 t |supp(x t )|, which implies the bound
The algorithm will identify a dense subgraph by partitioning the vertices of the graph into a collection of disjoint sets determined by the vectors x t−1 and y t , as described next.
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For each t < t 0 , we let y t = x t A, and define X t i = S i (x t ) and Y t j = S j (ŷ t ). Notice that for any nonnegative vector z,
The Local Approximation Algorithm
In this section we state the local algorithm and prove the main theorems.
Algorithm. LocalDense(G, v, k)
Input: A bipartite graph G, a vertex v, and a target size k.
(1) Let t 0 = log(2 √ k), (
1) e(S , T ) ≥ e(S, T )/2, (2) If v ∈ (S , T ) and k
.
THEOREM 2. The running time of LocalDense(G, v, k) is O( k 2 ). For this bound, we assume that basic arithmetic operations can be performed in unit time. The operands are real numbers bounded by O(poly(n)) and (1/poly(n)).
The proofs of Theorems 1 and 2 are given in Section 4.3, after we prove two key lemmas. Here is an outline of how we will proceed. In Section 4.1 we show that if the ratio x t A / x t is large at some t < t 0 , then the algorithm will produce a dense subgraph. In Section 4.2 we show that for every dense subgraph, there is a vector supported on that subgraph that grows quickly when multiplied by the adjacency matrix, and whose entries are fairly large for many vertices in the subgraph. In the proof of Theorem 1 we use this vector to give a bound on x t , which will ensure that the algorithm outputs a dense subgraph. [Kannan and Vinay 1999] and Bilu and Linial's algorithm for finding sets with high discrepancy [Bilu and Linial 2004] . LEMMA 1. Let x be a nonnegative vector. Let y = x A, let X i = S i (x), and let Y j = S j (ŷ). Let P be the set of pairs (i, j) such that X i and Y j are nonempty and |i − j| ≤ 4 + log , and let
To prove the lemma, we will bound x A,ŷ in terms of d(x).
Here, I is the set of pairs (i ≥ 0, j ≥ 0) for which X i and Y j are nonempty. We partition I into three disjoint sets of pairs, P , Q , and R , depending on the difference between i and j.
We set = 4 + log β −1 ≤ 4 + log , so P ⊆ P. We sum over each set of pairs separately. The sum over indices in P is
The second-to-last line follows from the inequality 2ab ≤ a 2 + b 2 , applied with
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Now we observe that a given index i appears as the first element in at most 1 + 2 pairs in P . Similarly, an index j appears as the second element in at most 1 + 2 pairs in P . Therefore,
We bound the sums over Q and R in terms of the maximum degree . The sum over indices in R is
Similarly, the sum over Q is
Since we have set = 4 + log β −1 , we have
LOWER BOUNDS ON GROWTH INSIDE A DENSE SUBGRAPH.
The following lemma identifies, for any subgraph (S, T ) with high density, a set of starting vertices for which we can give a good lower bound on x t . We first identify a large subgraph (S , T ) inside of (S, T ) with high minimum degree, using a well-known vertex elimination argument also used in Kortsarz and Peleg [1994] and Charikar [2000] . We then construct a nonnegative vector ψ whose support is (S , T ) and for which the projection of x t onto ψ starts out reasonably large and grows quickly at each step. These properties of ψ will be used to give a bound on x t that is robust to the pruning step of the pruned growth process.
A Local Algorithm for Finding Dense Subgraphs

60:9 LEMMA 2. For every subgraph (S, T ), there exists a subgraph (S , T ) ⊆ (S, T ) and a vector ψ with the following properties.
(1) ψ is nonnegative and ψ = 1.
PROOF OF LEMMA 2. Given (S, T ), let d S = e(S, T )/|S| and d T = e(S, T )/|T |, which are the average degrees of the left and right sides of the subgraph. Note that
We will now use a well-known vertex elimination argument to show that there exists a large induced subgraph of (S, T ) where the minimum degree on the left side is a and the minimum degree on the right side is b. Let S 1 and T 1 be copies of S and T . At each step, if there exists a vertex u ∈ S 1 such that e(u, T 1 ) ≤ a, or if there exists a vertex u ∈ T 1 such that e(u, S 1 ) ≤ b, then select such a vertex arbitrarily and remove it from S 1 or T 1 . Continue this process until no such vertex remains, then let S = S 1 and T = T 1 . Clearly min u∈S e(u, T ) ≥ a and min u∈T e(u, S ) ≥ b. Note that the number of edges in e(S 1 , T 1 ) decreased by at most a each time a vertex from S 1 was removed, and decreased by at most b each time a vertex from T 1 was removed, so the total number of edges remaining in e(S , T ) satisfies
Now consider the following vector φ supported on (S , T ),
The following shows that φ A ≥ (d(S, T )/4)φ. For any u ∈ S and any v ∈ T ,
Let ψ = φ/ φ . Clearly ψ is a nonnegative unit vector whose support is S ∪ T . We have already shown that ψ A ≥ (d(S, T )/4)ψ and e(S , T ) ≥ e(S, T )/2. We have φ 2 = a|S| + b|T | = e(S, T )/2, so for any u ∈ S and any v ∈ T ,
We remark that the conference version of this article used a different argument in place of Lemma 2. There, it was shown that for each vertex u in a large subset of (S, T ), there exists a vector ψ u that has properties similar to ψ. Each ψ u is an eigenvector of some induced subgraph of (S, T ).
ANALYSIS OF THE ALGORITHM.
PROOF OF THEOREM 1. Let (S, T ) be a subgraph for which d(S, T ) ≥ 16θ for some θ ≥ 1. Assume that v is a vertex in the set S ∪ T described in Lemma 2, and assume that k ≥ max(|S|, |T |). We'll show that LocalDense (G, v, k) outputs a subgraph with density at least θγ −1 , where γ = (72 + 16 log θ −1 ). Let x 0 , . . . , x t 0 be the pruned growth process vectors starting from x 0 = 1 v . If the vector x t satisfies x t A ≥ θ at some time t < t 0 , then d(x t ) ≥ θγ −1 by Lemma 1, in which case we are done. We assume that this does not happen, which implies x t A ≤ θ for all t < t 0 , and attempt to derive a contradiction. By Lemma 2 there exists a nonnegative unit vector ψ such that ψ A ≥ 4θψ, such that supp(ψ) ⊆ S ∪ T , and such that ψ(v) ≥ 1/ √ 2k. We will prove the following lower bound on the projection of x t onto ψ.
Since x t is a unit vector and t 0 = log(2 √ k), this will be a contradiction. We know that (3) holds for t = 0. The main difficulty in the inductive step is to analyze how the pruning step affects the projection onto ψ. Recall that y t = x t−1 A/ x t−1 A . Let r t := y t − x t be the vector that is removed during the pruning step, and note that r t (u) ≤ t for any vertex u. Let r t be the vector that is equal to r t on the support of ψ, and zero elsewhere. Since supp(ψ) ⊆ S ∪ T , and supp(r t ) is contained in either L or R, we have |supp(r t )| ≤ max(|S|, |T |) ≤ k. Therefore,
We have
Here we have used that ψ A ≥ 4θψ, that A is symmetric, and that x t−1 is nonnegative. Then,
We now use the induction hypothesis that x t−1 , ψ ≥ ( √ 2k) −1 2 t−1 , and the fact
This establishes the inductive step for (3), and completes the proof. PROOF OF THEOREM 2. We bound the running time of LocalDense (G, v, k) by bounding the number of vertices in the support of x t at each step. By (2), we have |supp(x t )| ≤ −2 t . Let D t be the sum of the degrees of the vertices in supp(x t ), which satisfies
Consider the amount of computation required at step t. We can compute x t A and x t+1 from x t using O(D t ) multiplications and additions, which we assume can be carried out in unit time. We will show in the following that this dominates the We still need to show that the rest of the compuation at time t can be carried out in time O (D t 
Discussion and Open Problems
The running time and the size of the set output by LocalDense (G, v, k) are bounded by O( k 2 ), and improving either of these bounds in an open problem. We remark that the local algorithms for graph partitioning are more efficient, producing subgraphs with O(k) vertices Teng 2004, 2008; Andersen et al. 2006] . Obtaining a local approximation algorithm for the objective function e(S, S)/|S| is also open. If one could design a similar algorithm for the objective function e(S, S)/|S|, and improve the vertex bound to O(k) while maintaining a polylogarithmic approximation ratio, such an algorithm could be used to design better approximation algorithms for the densest k-subgraph problem (see Andersen and Chellapilla [2009] and Khuller and Saha [2009] for examples of this type of reduction).
