Preserving Privacy of Patients Based on Re-identification Risk  by Taneja, Himanshu et al.
 Procedia Computer Science  70 ( 2015 )  448 – 454 
1877-0509 © 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the Organizing Committee of ICECCS 2015
doi: 10.1016/j.procs.2015.10.073 
ScienceDirect
Available online at www.sciencedirect.com
4th International Conference on Eco-friendly Computing and Communication Systems, ICECCS 
2015 
Preserving Privacy of Patients based on Re-identification Risk  
Himanshu Taneja*, Kapil†, Ashutosh Kumar Singh‡ 
Department of Computer Applications, National Institute of Technology Kurukshetra-136118, India 
Abstract 
Electronic Medical Records (EMR) holds the medical data of the patients in an electronic form. It appears as a massive Big Data 
that needs to be stored in elastic clouds which are generally handled by a third party. The cloud service provider acts as a third 
party here and have the access to all the EMRs. Also, most of the times, the patient information needs to be shared with other 
research analysts and medical professionals for research or expert opinion. This raises serious concerns regarding the privacy of 
the patient’s data. 
In this paper, an approach based on reducing the re-identification risk is proposed to preserve the privacy of the EMRs. The 
proposed solution is based on k-Anonymity, l-Diversity, t-Closeness & δ-Presence and is implemented through ARX 
Anonymization tool. We have implemented the solution on randomly generated medical dataset based on extension of publicly 
available EMRs. The result shows that the re-identification risks are reduced to 2.33% from 100%. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Organizing Committee of ICECCS 2015. 
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1. Introduction 
The growth of Information Technology has resulted in the advancement of Healthcare services across the globe. 
The complexity of diagnosis and treatment of the disease has been reduced. The use of technology helps in disease 
prevention, its spreading and also has been able to provide a feasible solution to human impairments. The healthcare 
industry consists of patients’ treatment, medication, laboratory testing, diagnostic tests, and other services offered by 
the medical institutes. The medical industry is listed in one of the top 14th industry of the globe and is able to 
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contribute a significant factor in improving the economy of a nation. The quality of healthcare services can be 
improved when the diagnosis of the problem, its solution and monitoring of the treatment is done in an effective and 
efficient manner4. It largely depends upon how the information is gathered, stored, managed and accessed in the 
information systems15.  
The healthcare institutes are continuously working to improve their services being offered and finding different 
mechanisms to automate the manual processes in an optimum manner. The requirement of providing better services 
in a rapid and cost-effective manner fits well with the cloud computing domain. There are many medical institutes 
which have already deployed cloud computing for their organizations and medical facilities are being provided 
based out of cloud21. The invention of cloud computing technologies and big data helped in sharing of the resources 
across different organizations in an easy and cost effective manner where a lot of development time is saved. The 
cloud services are generally provided by a third party which takes care of everything related to cloud and the 
resources stored in it24.  
As the data resides at some other place, belonging to the third party, this situation raises serious concerns such 
as privacy and security despite providing many benefits as discussed above16. The cloud acts as a library of shared 
resources for holding the EMR and different parties can access this shared common data. The healthcare institute is 
not aware about where their data is stored, how it is stored and the other tenants who can access the data. They are 
left with no option other than trusting the cloud service provider6. Medical information is taken as the most 
confidential information as it directly contains the personal data of the patients. It has become uttermost concern to 
preserve the confidentiality of the patient’s data despite the fact that this data needs to be shared with other medical 
bodies, in case it is required. Though, the platforms providing the cloud based data are increasing, it has also 
resulted in the privacy and security concerns of the medical data stored in the cloud. As a result, many organizations 
are reluctant to deploy cloud computing solutions for their organization9, 18. It is important in the medical domain to 
take opinions of other practitioners for providing better diagnosis and treatment facilities. The medical data needs to 
be shared with other advanced labs for analyzing the results and prescribed medication. Considering the fact that this 
information is extremely personal to the patient, it has become important to decide which part of the information 
needs to be shared with others so that the privacy of the patients remain intact. Therefore, sharing of the medical 
data is considered as a critical activity in the healthcare organizations because it also needs to focus on improving 
the quality of services being provided by the institute. It is vital for the improvement of healthcare services11. The 
patient’s EMR can be modified, corrupted, or misused if shared with different entities22. Different researchers and 
industry experts are working to find an effective solution for this problem. Due to the diversification of the resources 
used and lack of standards followed in the Healthcare industry, this problem has been further complicated as one 
solution does not fit well for all the issues which appear in a diversified environment.  
We have proposed an approach based on the combination of k-Anonymity, l-Diversity, t-Closeness & δ-
Presence with the help of ARX Anonymization tool for solving the privacy concern that handles the problem in an 
effective manner. Different parameters of the anonymity techniques are used to measure the re-identification risks of 
the data. This will help in identifying the best values for the parameters so that the risk can be minimized and 
information utility can be maximized. One cannot deny the sharing of records, but the access to the information 
being shared can be controlled with the help of different technologies. With its help, even if an intruder becomes 
successful in gaining the unauthorized access to the medical records, he would not be able to decipher any 
information out of this data. So, the data will not be of any use to them. As a result, the privacy of patient’s data can 
be preserved. This paper is organized as follows: Section 2 describes the state-of-art work done based on different 
anonymization techniques. Section 3 demonstrates the proposed work, background details and implementation. The 
experimental results are shown in section 4. Finally, section 5 concludes the result. 
2. Related Work 
The research and ideas implemented in this paper are motivated by the state-of-art work done by different 
researchers based on the following areas:  
 
2.1 Anonymization Approaches 
 
Anonymization refers to hiding the specific details of an individual. Many studies are based on the 
anonymization techniques to preserve the privacy while accessing sensitive records. The concern of sharing 
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individual specific data in order to save the anonymity of the person whom the data is referring to was addressed 
by23. Generally anonymization techniques are used to hide the sensitive information. The researchers have suggested 
different techniques to protect the privacy such as randomization2, k-Anonymity23 and l-Diversity5, t-Closeness8, δ-
Presence7. These techniques played significant role in preserving the privacy of identities.  
All the open identifiers like name, contact number, email-id were removed from the original data and an analysis 
was done on the quasi-identifiers such as date of birth, city and gender to identify if it can re-identify the entity. This 
study was based on k-Anonymization and the work demonstrated about how generalization and suppression methods 
are used for achieving k-Anonymity. However, there is a disadvantage associated with k-Anonymity that disclosure 
of sensitive attribute cannot be prevented by it. To cater this problem, l-diversity was proposed by5.  
 
2.2 Data Partitioning 
 
The high dimension of data increases the cost of anonymization approach and optimal anonymization of such 
cases becomes NP-Hard. Therefore, data partitioning is done to balance the overall cost of anonymization. A study 
done on high-dimensional datasets reveals about the difficulty in anonymization as well as the risk of attacks on the 
data1. Commonly, cryptographic methods are used to provide privacy and security of the datasets14. Partitioning the 
data is usually classified in three categories: horizontally partitioning, vertically partitioning and hybrid partitioning. 
The ARX Anonymization tool is used recently by few researchers for preserving the privacy using 
anonymization techniques. A case study to anonymized Twitter data and preserve the user’s privacy was presented 
by3. The quality of anonymization was evaluated through ARX tool by13. Different approaches to preserve the 
privacy are summarized by20. The authors used ARX tool for anonymization techniques based on different metrics. 
A broad range of benchmark regarding globally optimal data anonymization algorithm was presented using the 
ARX tool10. The authors defined few metrics based on re-identification risks17. 
3. Proposed Method 
A combination of Anonymization techniques such as k-anonymity, l-diversity, t-closeness and δ-presence are 
applied with the help of ARX tool. The sample dataset was created by adding sensitive attributes in the publicly 
available dataset. This dataset consists of personal attributes of the patients, intended to check the privacy measure 
on these attributes. The explicit attributes such as name and email-id are not included to calculate the re-
identification risks based on quasi-identifiers, Gender, age, race, marital status, education, native country, working 
class, occupation, salary class and disease of the patients.  
3.1 Definitions 
k-Anonymity 
Let ܶሺܽଵǡ ǥ ǡ ܽ௡ሻ be a table, ܳܶሺܽ௜ǡ Ǥ Ǥ ܽ௠ሻ are quasi-identifier associated with ܶ. ܶ  will hold k-Anonymity, if 
each sequence of records in ܶሾܽ௬ሿ have a minimum of ݇ occurrences in ܶሾܳܶሿ for ݕ ൌ ݅ݐ݋݉. 
 k-Anonymity is the most commonly used privacy preserving technique23. The disclosures of identities are 
preserved by it. It is based on the concept of equivalence classes. A dataset is referred as k-anonymous if each record 
in it is same for a minimum of ݇ െ ͳ other records in terms of quasi-identifiers.  
l-Diversity 
Let ሺଵǡ ǥ ǡ ୬ሻ be a table, ܶכ  is its anonymized table and the set of sensitive attributes ሺଵǡ ǥ ǡ ୬ሻin ܶכ  is 
denoted by ݍכ class. A ݍכ class is said to be l-diverse if it consists of a minimum of ݈“well-represented” values for 
the set of sensitive attribute ܵ. If each ݍכclass of ܶ is l-Diverse then ܶ is l-Diverse. 
l-Diversity focuses on preserving attribute disclosure5. To achieve the l-Diversity, for each sensitive element there 
must be a minimum of ݈ “well represented” values in every equivalence class.  
 
t-Closeness 
Let ሺଵǡ ǥ ǡ ୬ሻ be a table and ܧ is the set of equivalence classes in ܶ. ܵ is the set of sensitive attributes in 
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attribute set ܣ. Suppose ܦ݅ݏሺܣሻ defines the distribution of all attributes and ܦ݅ݏሺܵሻ is the distribution of sensitive 
attributes in ܧ. ܧ will have t-Closeness if ݀൫ܦ݅ݏሺܵሻ െ ܦ݅ݏሺܣሻ൯ ൑ ݐ, where ݐ is a threshold value.  
ܶ is said to have t-Closeness if ܧ  have t-Closeness. It is also used to preserve attribute disclosure8. In this 
concept, a threshold value “ݐ” is set to form a distance, lower than ݐ, between the sharing of sensitive values per 
equivalence class & the general distribution across the dataset. Many versions of t-Closeness also have evolved with 
time19.  
 
δ-Presence 
Let ܲ be publicly available table and ܶ is exposed data table and ܶכ is a generalization of  ܶ. ܶכ is said to have δ-
Presence with ߜ ൌ ሺߜ௠௜௡ǡ ߜ௠௔௫ሻ݂݅ߜ௠௜௡ ൑ ܲ(tא ܶȁܲǡ ܶכሻ ൑ ߜ௠௔௫Ǣ ׊ݐ׌ܲ 
This technique is used to preserve membership disclosure7. It is based on the background knowledge of the 
attacker with respect to the larger dataset as a superset of the disclosed dataset. ߜ௠௜௡  and ߜ௠௔௫  represents the 
probability of a user belonging to the global dataset and varies between ߜ௠௜௡ and ߜ௠௔௫.  
 
Re-identification Risks 
 
The risk of re-identifying a record or its specific attributes by connecting the exposed data table to publicly 
available datasets or with the help of some background knowledge are referred as Re-identification  risks.  
3.2 Example 
In the below shown example, A is the exposed data, K-A is the k-anonymized data of A where k is set to 2. LT is 
݈-diversified data for T where l=2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Re-identification risks are calculated based on the unique records in the given table. As mentioned by17, greater 
number of unique records in the table will result in high re-identification risks. By combining the anonymization 
techniques, this risk can be reduced. Following metric is used for measuring the uniqueness of records: 
Let ஺ܲ  is the publicly available dataset and ܣ is the exposed sample. Then uniqueness parameter ܷ௣ can be evaluated 
by dividing the number of Equivalence Classes that are unique in both ( ஺ܲ  & ܣ) by Number of Records in ܣ. It can 
be denoted as: 
ܷ௣ ൌ ͳȀ݊ ൭෍ܥሺߜ௜ ൌ ͳǡ ߮௜
௜
ൌ ͳ൱ 
where ߜ௜ ل ߮௜, ׊i, ߜ௜ and ߮௜ denotes the equivalence class in ܣ and ஺ܲ   respectively and ܥሺሻ denotes the identity 
Quasi-
Identifiers 
Sensitive 
Attribute 
Gender Age Disease 
Male 39 Cancer 
Male 50 High BP 
Male 38 Myopia 
Male 53 Cataract 
Female 28 Cancer 
Female 37 Pneumonia 
Female 49 Tuberculosis 
Male 52 Diabetes 
Female 31 Pericarditis 
Male 42 Pericarditis 
 
Fig 1: A (Exposed Data) 
Quasi-Identifiers 
Sensitive 
Attribute 
Gender Age Disease 
Male 30-50 Cancer 
Male 30-50 High BP 
Male >30 Myopia 
Male >30 Cataract 
Female 20-40 Cancer 
Female 20-40 Pneumonia 
Female, Male >40 Tuberculosis 
Female, Male >40 Diabetes 
Female, Male 30-50 Pericarditis 
Female, Male 30-50 Pericarditis 
 
Fig 2: K-A (k=2-anonymized) 
Quasi-Identifiers 
Sensitive 
Attribute 
Gender Age Disease 
Male 30-50 Cancer 
Male 30-50 High BP 
Male >30 Myopia 
Male >30 Cataract 
Female 20-40 Cancer 
Female 20-40 Pneumonia 
Female, Male 30-50 Pericarditis 
Female, Male 30-50 Diabetes 
Female, Male 30-50 Tuberculosis 
Female, Male 30-50 Pericarditis 
 
Fig 3: LT (l=2-diversified) 
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function. 
 
As the number of unique records is reduced in k-anonymized table (Fig 2) and l-diversified table (Fig 3), the re-
identification risks are reduced.  
 
3.3 Implementation 
 
ARX Implementation is executed in four different phases: Configure Transformation, Explore results, Analyze 
utility and Analyze risk.  
 
Configure Transformation 
The dataset is imported in this phase. A sample input data is shown in Fig 4. After importing the data, the 
attributes are classified based on their type Insensitive, Sensitive, Quasi-Identifying and Identifying. In the given 
sample four attributes are Quasi-Identifying (QI= {Gender, Marital Status, Age, Occupation, Disease}) whereas the 
attribute Disease is classified as Sensitive. A hierarchy is created for quasi-identifiers based on the type of values 
these attributes hold. For example, the hierarchy of attribute Age, Gender, Marital Status and Work Status is shown 
in the Fig 5, 6, 7 and 8 respectively. 
 
 
 
 
 
 
 
 
Fig 4: Sample Exposed Dataset        Fig 5: Hierarchy of attribute “Age” 
 
 
 
 
 
 
Fig 6: Hierarchy of attribute “Gender”       Fig 7: Hierarchy of attribute “Marital Status”  
 
 
 
 
 
 
 
 
Fig 8: Hierarchy of attribute “Work Status” 
 
Explore Results  
The nest phase is Explore results. In this step, the solution space is explored with properties describing minimum 
and maximum information loss. 
 
Analyze Utility 
The third phase is Analyze Utility. In this phase, the result of Anonymization applied on the dataset, can be 
visualized. Fig 11 refers to the output dataset. 
 
Analyzing Risk 
Analyzing Risk is the fourth and final phase of ARX Anonymization approach. The risks are estimated based on 
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the Anonymization applied on the dataset. Fig 9 shows the risk estimates of the original dataset when no 
Anonymization technique was applied. The output shows that “re-identification risks” is 100% for every parameter.   
 
 
 
 
 
 
Fig 9: Risk Estimates prior to Anonymization 
4. Experimental Results 
Significant reduction in re-identification risks is achieved after applying anonymization technique on the dataset. 
The result shows that average re-identification risk is reduced to 2.33% which is a significant reduction.  
 
 
 
 
 
 
 
Fig 10: Risk Estimates post Anonymization 
Fig 11: Anonymized Output Dataset 
 
Fig 11 shows the anonymized output dataset. The privacy of the patients can be preserved following the proposed 
approach.   
 
The Re-identification risks are shown in Fig 12 and 13 with different parameters value for k-Anonymity and t-
Closeness, respectively. 
 
 
 
 
 
 
 
 
 
 
 
Fig 12: Re-identification Risk based on k-Anonymity                 Fig 13: Re-identification Risk based on t-Closeness 
 
Analysis 
 
The higher values of ݇ results in reduced re-identification risks, but on the other hand greater information loss is 
observed due to data distortion. Therefore, the value of k should be carefully set. The impact of t-Closeness on re-
identification risk varies with its minimum and maximum value as shown in Fig 13. The values are calculated based 
on Re-identification Risks (LRR: Low Re-identification Risk, ILR: Individual Low Re-identification Risk, ARR: 
Average Re-identification Risk, HRR: High Re-identification Risk, IHR: Individual High Re-identification Risk) for 
different values of t. 
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5. Conclusion and Future Work  
Privacy is very sensitive concern for the patients and therefore should be preserved with effective methods. We 
have used ARX for preserving the privacy of patient’s data. The privacy is measured through re-identification risk 
based on the uniqueness of records in the dataset. A combination of anonymization techniques such as k-Anonymity, 
l-Diversity & t-Closeness is applied to reduce the re-identification risk and hence the privacy of the patients is 
preserved. The proposed technique helped in reducing the average re-identification risks from 100% to 2.33%. This 
work can be further extended by working on different set of utility metrics such as non-uniform entropy and 
information loss to form a balance between information utility and privacy measures. 
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