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Abstract
Here we present a new approach to deal with first order ordinary differen-
tial equations (1ODEs), presenting functions. This method is an alternative
to the one we have presented in [1]. In [2], we have establish the theoretical
background to deal, in the extended Prelle-Singer approach context, with sys-
tems of 1ODEs. In this present paper, we will apply these results in order to
produce a method that is more efficient in a great number of cases. Directly,
the solving of 1ODEs is applicable to any problem presenting parameters to
which the rate of change is related to the parameter itself. Apart from that,
the solving of 1ODEs can be a part of larger mathematical processes vital to
dealing with many problems.
Keywords: 1ODEs, Symbolic Computation, Elementary functions
1. Introduction
Apart from their mathematical interest, dealing with first order differen-
tial equation (1ODEs) has its more direct application. Any physical (or, for
that matter, any scientific question) that can be formulate as a relationship
between the rate of change of some quantity of interest and the quantity
itself can be formulated as solving an 1ODE (at some stage). There are
many well known phenomena which fall into this category: Concentration
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and dilution problems are quickly remembered examples. Population models
are another such example. More specifically, of non-linear 1ODEs and, as an
final example, Astrophysics [3], etc. There are many others and there can
be many more lurking around the corner of the many scientific endeavours
being pursuit. In this sense, any novel mathematical approach, technique to
deal with such differential equations are welcome and could prove vital to
solve a fundamental question. More so in our case here where we allow for
the case where elementary functions can be presented on the 1ODE.
In [2], we have introduced a theoretical approach for finding the (possible)
elementary invariants for a 3D systems of 1ODEs1. The whole method and
algorithms were a follow up of many results we have produced on the line of
Darbouxian approaches for solving and/or reducing ODEs [1, 9, 10, 11, 12,
13, 14]. There has been already 6 years or so since we have completed the
work presented on [2] and we have produced some more work on those lines
since then, but nothing directly related to systems.
In [19], we have picked it up again and we have developed an new approach
to deal with 3D-systems of 1ODEs, this time basing our method on our
(so-called) S-function (introduced in [13] and used by us and other people
[20, 21, 22, 23, 24, 25, 26, 27]), that improves greatly the efficiency of the
method introduced in [2], for many cases.
These results concerning 3D-systems will set the stage for the method we
are presenting here. The motivation for the present work is twofold: First,
we will place the dealing with 1ODEs with function in the same (theoretical)
footing, in regard to the Prelle-Singer approach, as the methods we have for
rational 1ODEs [28], rational 2ODEs [13, 15, 16, 17, 18] and (since [2]) for
3D-systems with Elementary Invariants.
We will start by reviewing the main results introduced in [2]. Then, in
sections (2), (3), (4) and (5), we will present the whole method and algorithm,
explaining how we are going to use the ideas pertaining solving 3D systems to
solve 1ODEs, pointing out the limitations of our approach. We proceed then
to show some examples of the usage of the method. After that, in section
(6 and 7), we point out the efficiency of this new method in comparison to
some powerful solvers. Finally, we conclude and point out directions of how
to further our work.
Let us start by briefly reviewing both methods to deal with 3D-systems
1For other interesting approaches please see [4, 5, 6, 7, 8]
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that we have just mentioned.
1.1. 3D systems of 1ODEs with elementary invariants
In this section, we will introduce some basic concepts involving 3D poly-
nomial systems of 1ODEs and how we have managed to produce some re-
sults that were the analogue of previous results for 2D systems. These re-
sults allowed for the production of a semi-algorithm to deal with a class of
3D polynomial systems of 1ODEs presenting, at least, one elementary first
integral[2].
It is important that we do that summary in order to set the stage for the
new theoretical results2 and better understand the advances we had to make
to achieve it.
Consider the generic 3D system:
dx
dt
= x˙ = f(x, y, z),
dy
dt
= y˙ = g(x, y, z),
dz
dt
= z˙ = h(x, y, z). (1)
where f, g and h are all polynomials in (x, y, z).
A function I(x, y, z) is a differential invariant of the system (1) if I(x, y, z)
is constant over all solution curves of (1), i.e., dI
dt
= 0.
Thus, over the solutions, one has:
dI
dt
= ∂xI x˙+ ∂yI y˙ + ∂zI z˙ = f ∂xI + g ∂yI + h ∂zI = 0. (2)
Defining the Darboux operator (see, equation (3)) associated with (1), we can
write the condition for a function I(x, y, z) to be a first integral of the 3D
system (1) as D[I] = 0, finally leading to equation (4) below:
D ≡ f ∂x + g ∂y + h ∂z , (3)
dt =
dx
f
=
dy
g
=
dz
h
(4)
2Results to be introduced in sub-section 1.3.
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where f, g and h are the polynomials introduced in equation (1) So, by defin-
ing the 1-forms α and β as α ≡ g dx− f dy and β ≡ h dx− f dz, one can see
that they are null over the solutions of the system. So, one has:
α ≡ g dx− f dy = 0 and β ≡ h dx− f dz = 0. (5)
leading to the following conclusion (please see [2], for details):
dI = r α + s β (6)
where r and s are functions of (x, y, z).
In a way, it could be said that the task at hand (to solve the 3D system)
is “finding” r and s thus allowing us to have I via quadratures: From (6) we
have
D[I] = dI = r (g dx− f dy) + s (h dx− f dz) (7)
implying that
Ix = − r g − s h
Iy = r f
Iz = s f (8)
So,
I(x, y, z) =
∫
(− r g − s h) dx+
∫ (
r f − ∂
∂y
∫
(− r g − s h) dx
)
dy +
∫ {
s f − ∂
∂z
[∫
(− r g − s h) dx+
∫ (
r f − ∂
∂y
∫
(− r g − s h) dx
)
dy
]}
dz . (9)
Of course, stating that if determine r and s we will be able to use (9) to
finde the desired Differential invariant seems an empty statement without the
means to do so. In [2] we have produced this method. Without demonstrating
it again here, these steps to finding r and s are:
Definition: Let I be a first order invariant for the system (1). The
function defined by S := Iy/Iy′ = r/s is called the S − function associated
with the system via the first integral I.
Theorem 1: Consider a 3D polynomial system of first order ODEs (1)
that presents an elementary first integral I. If s/r (r and s defined by equation
4
(6)) is a rational function of (x, y, z) ( i.e., s/r = P/Q where P and Q
are polynomials that do not have any common factors), then f D[r/Q]
r/Q
is a
polynomial.
The results by Prelle and Singer in [28] also apply:
If a 3D polynomial system of first order ODEs (1) presents an elementary
first integral then it possesses one of the form
I =W0 +
∑
i>0
ci ln(Wi), (10)
where the Wi are algebraic functions of (x, y, z). that led to the following
theorem:
Theorem 2: Consider a 3D system of autonomous polynomial first order
ODEs (1), that presents an elementary first integral. Then, from the result
by Prelle and Singer it presents one of the form I = W0 +
∑
i>0 ci ln(Wi),
where the Wi are algebraic functions of (x, y, z). If r/s ( r and s are defined
above) is a rational function of (x, y, z) ( i.e., s/r = P/Q where P and Q are
polynomials that do not have any common factors), then r/Q can be written
as
r
Q
=
∏
i
pnii (11)
where pi are irreducible polynomials in (x, y, z) and ni are non-zero rational
numbers.
From the theorem just above, one can produce the following corollary:
Corollary 1: The polynomials pi (see theorem 2 above) are Darboux
polynomials of the operator D ≡ f ∂x+g ∂y+h ∂z (i.e., D[pi]pi is a polynomial)
or they are factors of the polynomial f .
1.2. An Algorithm
First of all, we would like to comment about the title of this subsection.
Why “an algorithm” and not “the algorithm”? In [2], we have pursued one
of the possibilities presented on corollary 1 (above), namely that pi|D[pi].
The other possibility, that pi could as well be factors of the polynomial
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f was not considered. This extra “road” will also be overlooked here in
this paper. In the future, we will pursue this way and also the possibilities
that we could equally well have used that (g dx = f dy, g dz = h dy) or
(h dx = f dz, h dy = g dz). instead of the one we have used: g dx = f dy and
h dx = f dz.
Recapitulating (briefly) this possible algorithm, we will display the fol-
lowing equations that are the two pillars where the whole method stands:
f P
D[T ]
T
= f P
∑
ni qi = −f D[P ]−P (f fx+g fy+f hz)−Q (f gz−g fz) ,
(12)
and
f Q
D[T ]
T
= f Q
∑
ni qi = −f D[Q]−Q (f fx+f gy+h fz)−P (f hy−h fy) .
(13)
Basically, these equations came from the use of the compatibility conditions
(Ixy = Iyx, Ixz = Izx, Iyz = Izy) and (8).
In words, our proposed algorithm (see [2]) can be explained as follows:
The first and most costly step is the determination of the Darboux Polyno-
mials pi and of the co-factors qi to a certain degree deg. By inspection on
(12) and (13), if that step is taken, it remains for us to determine ni, P and
Q, where ni are constants and P and Q are polynomials. We note that if
we construct two polynomials P and Q (in (x, y, z))) of generic degrees degP
and degQ and solve (12,13) for these coefficients and for ni, we would have
determined ni, P and Q and, onsequently, T =
∏
i pi
ni. Using that r/Q = T ,
we determine r. Since, by doing that, r and s (s = rP
Q
) would have been
found, we can use (9) to obtain the first integral I(x, y, z) by quadratures.
That is the jest of the method, now we will conclude by presenting the
algorithm in the form of steps:
• Steps of the Algorithm
1. Set deg = 0.
2. Set degQ = 0 and degP = 0.
3. Increase deg: deg = deg + 1.
4. Construct generic polynomials p and q (in (x, y, z)) of degrees deg
and MAX(degf, degg, degz)− 1.
6
5. Construct the operatorD and determine the Darboux polynomials
and the associated co-factors, up to degree deg, for the operator
D.
6. Increase degQ and degP : degQ = degQ + 1 and degP = degP + 1.
7. Construct generic polynomials Q and P (in (x, y, z)) of degrees
degQ and degP .
8. Try to solve equations (12,13). for the coefficients defining Q and
P and for ni.
9. If we are successful, go to step 10. In the opposite case, if degQ <
deg, we return to step 6. If degQ = deg, return to step 3.
10. Check if s and r satisfy the compatibility equations (Ixy = Iyx, Izy =
Iyz and Ixz = Izx) using equation (8). In the affirmative case go
to step 11. In the negative case, return to step 6.
11. Calculate the associated first integral using (9).
1.3. Second Approach
In the previous subsection, we have re-presented the method we have
introduced in [2]. Here, we are going to mention a second possibility we
have recently developed [19]. It is not similar to the one just presented.
It is based on our S - function [13]. It is not a follow-up of the cases we
have just mentioned that we did not pursue when introducing the method
above (see section (1.2)), despite being based on some of the theoretical
developments in in [2] and thats is why both approaches are being here
presented as subsections os the summary of theoretical aspects.
This new approach proved to be more efficient than the previous one in
a greta many number of cases. This is due to the fact that first approach
relies on the determination of the pertinent Darboux polynomials and that
can be computationally costly for these cases, rendering the whole approach
unpractical. This new approach has other interesting features as well, but
this is another story.
Basically, our new approach is based on the following equations:
The first equation is obtained considering thatIo and Is are (respectively)
the differential invariants for a 2ODE and a 3D:
Do[Io] ≡ N ∂x[Io] + z N ∂y[Io] +M ∂z[Io] = 0
Ds[Is] ≡ f ∂x[Is] + g ∂y[Is] + h ∂z[Is] = 0 (14)
7
where
Do ≡ N ∂x + z N ∂y +M ∂z
Ds ≡ f ∂x + g ∂y + h ∂z (15)
where M and N are the Numerator and denominator for the said 2ODE.
Formally considering these invariants the same: we would (after some
algebra) get:
Io = Is = I ⇒
⇒ N ∂y[I] +
(
Nh− fM
g − zf
)
∂z[I] = 0 (16)
finally,
S = −∂y [I]
∂z [I]
⇒ using this into equation (16)
⇒ (−N S (g − zf) + (Nh− fM)) ∂z[I] = 0 (17)
Where it is implied that g−zf 6= 0 and f 6= 0. Equation (17) above is one of
the equations we have mentioned that will be the basis of this new approach.
The second equation needed to fully determine the S-function and get on
with this approach is as follows (fully demonstrated on [20]:
D [S] = (S)2
(f gz − g fz)
f
+ (S)
g fy + f hz − f gy − h fz
f
− (f hy − h fy)
f
(18)
Once we have determined the S-function, we can, using its definition,
finding the solution to the equation
dz
dy
= −S(x, y, z) (19)
It is easy to demonstrate that the the differential operator associated with
this differential equation (19), namely (Da[I] = (∂y − S ∂z)[I]), applied to
the invariant to the 1ODE system under consideration I(x, y, z) = C, would
yield zero. It is important to stress that this does not mean that by solving
the above equation (19) we would have found the Invariant we seek. Please
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remember that we have considered x as a parameter in that equation (19),
so it is not certain that things will work out properly. In order to complete
the task, we have to do the following:
The relation of the general solution of the associated 1ODE (19), G(x, y, z) =
K to the first integral I(x, y, z) is given by I(x, y, z) = F(x,G), such that F
satisfies:
Dx[I] =
∂F
∂x
+
(
∂G
∂x
+ z
∂G
∂y
+
M
N
∂G
∂z
)
∂F
∂G
= 0. (20)
The above results and idea were demonstrated on [20] but here we are ap-
plying them in the context of the 3D systems. In a very short summary, we
use equations (17 and 18) to determine the S-function and equations (19 and
20) to find the differential Invariant.
Both methods to find the differential Invariant summarized above (1.2 and
1.3) are taylored to find th edifferential Invariants to 3D-systems of 1ODEs.
They both have their strength and weaknesses. The Later has proved more
efficient in the sense that there are more cases where it fares better than the
“old” one compared to the opposite, but both of them have their place in
the arsenal to deal with 3D-systems.
The important aspect we intend to stress now is that the results presented
on [2] put the dealing with 3d-systems of 1ODEs in the same footing as
the dealings with 1ODEs and 2ODEs in the context of the Prelle-Singer
approach. In [2], we have also introduced the method summarized in (1.2).
Whether one uses this method or the one summarized in (1.3) and introduced
in [19] or, for that matter, any method to solve the 3D-system, the important
thing is that the dealing with 1ODEs with functions, as we expect to make
it clear below, will be in the same footing as well. Of course, we will dwell on
the practical side of actually solving, findind the Invariant for that type of
systems as well. That will bring us back to the methods described on (1.2)
and (1.3).
2. New approach to deal with 1ODEs presenting functions
The title of this section suggests that there is, at least, one other method
to deal with 1ODEs presenting functions. Of course, there are many. What
it is meant by the title is another method do deal with 1ODEs presenting
functions within the Prelle-Singer approach (Darbouxian). The previous one
implied is presented on [1]. In these papers, we have produced an heuristic
(effective) approach. It is pointed out that the theoretical foundations we
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have used at the time were not solid. The work was recognized by the
practical applicability, what is worth by itself, Here we will establish a method
that has a sound theoretical basis besides practicability.
2.1. The ideia behind the method
Consider the following 1ODE:
dy
dx
=
M(x, y, f(x))
N(x, y, f(x))
. (21)
where M and N are polynomials in (x, y, f(x)).
In principle, outside the extension we have produced in [], there is no place
in the Prelle- Singer approach for treating these (non-rational) equations. Let
us remind ourselves of the following:
In general, any 1ODE of the form of equation (21) is equivalent to the
following 2D system:
dy
dt
= M(x, y, f(x))
dx
dt
= N(x, y, f(x)) (22)
We then go a step further. Let us take this 2D system and go one more
dimension: Let us simplify notation first. From now on, we will use u = f(x).
Now, besides the system (22) above, let us consider the following 3D system:
dy
dt
= M(x, y, u)
dx
dt
= N(x, y, u)
du
dt
=
du
dx
dx
dt
= N(x, y, u)
du
dx
(23)
Now, we claim that, apart from the system (22), the system (23) is also
directly related to the 1ODE (21). Note that, in the third equation, we
explicitly use that dx
dt
= N(x, y, u) and also du
dx
. Furthermore, he system (23)
is a 3D system of polynomial3 1ODEs, differently from system (22), which is
a 2D system. We are going to exploit this in what follows.
3More about the validity of that later in the paper
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One final observation before we continue, of course, in the above, we have
mention only the possible function of x. But, of course, we could have a
function of both x and y. So the more general case of the system (23) would
be:
dy
dt
= M(x, y, u)
dx
dt
= N(x, y, u)
du
dt
=
du
dx
dx
dt
+
du
dy
dy
dt
= N(x, y, u)
du
dx
+M(x, y, u)
du
dy
(24)
In most of what follows, we are going to consider the case of f(x) for the
sake of simplicity of the formulas to be displayed and to really focus on other
concepts. But, surely, generalizations such as the one that led to the system
(24) (instead of the system (23)) are always a possibility.
3. Example of the application of the ideia above: Exponentials
One obvious example to start with is the example of the exponential
function, for its simplicity. The most simple case within this contet is the
function u = ex.
For these case, system (23) reads:
dy
dt
= M(x, y, u)
dx
dt
= N(x, y, u)
du
dt
= N(x, y, u)u (25)
The case spans a whole family of cases: Let us consider the following. In
principle, the above case cover “only” the cases where the function ex appears
in the system, but if any function of the general expression ep(x), where p(x) =
any polynomail in x appears (just this exponential), will be easily included
as a possibility within our present method, let us see:
u = ep(x) = eanx
n+an−1xn−1+...+a0 ⇒
du
dt
=
dx
dt
du
dx
= N(x, y, u)
du
dx
= N(x, y, u)
dp(x)
dx
u⇒ (26)
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and the system would become
dy
dt
= M(x, y, u)
dx
dt
= N(x, y, u)
du
dt
= N(x, y, u)(an(n)x
n−1 + an−1(n− 1)xn−2 + ...)u (27)
Another possibility that springs to mind is that of a system with multiple
“exponential functions” of the form fi = e
aix+bi , where ai is a integer and bi
any constant. How come? Are We not dealing with cases of a single function
that we have called u? Not exactly. Let us see:
We actually have that:
fi = e
aix+bi = (
∏
i=1..ai
ex).ebi = (
∏
i=1..ai
ex).Ci = (u
ai).Ci (28)
(29)
and the whole problem can be dealt with using the single function u = f(x) =
ex yet again, no matter how many fi we encounter on the 1ODE. The system
will be written using u to many different powers and that is it.
The system would be of the form:
dy
dt
= M(x, y, ua1, ua1, ....)
dx
dt
= N(x, y, ua1, ua1, ....)
du
dt
= N(x, y, ua1, ua1 , ....)u (30)
The same form (basically) of the system (25), being actually a more general
form of it.
We could now present examples of the cases just enumerated but, before
that and before analyzing the effectiveness of the method, we would like to
point out that, surely, one of the shortcomings of the approach here proposed
is the fact that we can deal with any f(x) = eanx
n+an−1xn−1+...+a0 present on
the system. But we can nor deal with system presenting two (or more)
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such functions (e.g., f(x) = ex
2
and g(x) = ex
3
−1) if the exponents of such
exponential functions are not linear (please see case just introduced above
(30)).
But let us first concern ourselves with another shortcoming: what about
f(x) = er(x), where r(x) is a rational function of x? Can we deal with that
case within our framework? The answer to that question will prove very
important for the scope of the method.
3.1. Dealing with denominators
What about the case where u = f(x) = er(x), where r(x) = pi(x)
p2(x)
is a
rational function of x? and, therefore, p1(x) and p2(x) are polynomial func-
tions that have no common factors (let us consider that)? For that general
expression for the function on the 1ODE, the correspondent 3D system of
differential first order equations would look like:
dy
dt
= M(x, y, u)
dx
dt
= N(x, y, u)
du
dt
= N(x, y, u) (
p1.
dp2
dx
− p2.dp1dx
p22
)u (31)
where p1(x) = anx
n+an−1x
n−1+...+a0 and p2(x) = bmx
m+bm−1x
m−1+...+b0.
Clearly, the system (31) is not covered by the methods and results pre-
sented so far, where only polynomial systems are dealt with. Please keep in
mind that we are looking for a 3D system that is correspondent to a particu-
lar 1ODE. So, take heart, we can solve this situation by doing the following
transformation:
M(x, y, u)∗ = (bmx
m + bm−1x
m−1 + ... + b0)
2 M(x, y, u)
N(x, y, u)∗ = (bmx
m + bm−1x
m−1 + ... + b0)
2 N(x, y, u) (32)
So, the system
dy
dt
= M∗(x, y, u)
dx
dt
= N∗(x, y, u) (33)
13
would still be correspondent to the 1ODE under study since (M
∗
N∗
= M
N
). The
missing equation to complete the correspondency is the one defining u, the
third equation in all our systems so far. That would be (using the above
system (33)):
du
dt
=
dx
dt
du
dx
= N∗(x, y, u)
du
dx
= N(x, y, u)(p1.
dp2
dx
− p2.dp1
dx
)u (34)
and the whole system reads:
dy
dt
= M∗(x, y, u)
dx
dt
= N∗(x, y, u)
du
dt
=
dx
dt
du
dx
= N∗(x, y, u)
du
dx
= N(x, y, u)(p1.
dp2
dx
− p2.dp1
dx
)u (35)
and it is a polynomial 3D differential system.
This maneuver will prove to greatly improve the applicability os the ap-
proach hereby presented. Let us deal with that in the next sections.
4. The Logarithm
In the present section, we are going to extend the above ideas to the case
where u = f(x) = ln(R(x)) where R(x) is a rational function of x. The
technique, introduced in the section (3.1) justa above, allows us to deal with
the R(x) function and still be dealing with a 3D polynomial system. Let us
see: For the 1ODE
dy
dx
=
M(x, y, u
N(x, y, u)
. (36)
where M and N are polynomials in (x, y, f(x)) and u = ln(R(x)) where
R(x) = p3(x)
p4(x)
is a rational function of x and, of course, p3 and p4 are co-prime
polynomials.
In that case, the 3D system associated with the 1ODE (36) is:
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dy
dt
= M(x, y, u)
dx
dt
= N(x, y, u)
du
dt
=
dx
dt
du
dx
= N(x, y, u)
du
dx
=
N(x, y, u)(
(
d
dx
p3 (x)
)
p4 (x)− p3 (x) ddxp4 (x)
p4 (x) p3 (x)
) (37)
and again we are facing the “denominator” problem. This time it is resolved
by doing:
M(x, y, u)∗ = p4 (x) p3 (x) M(x, y, u)
N(x, y, u)∗ = p4 (x) p3 (x) N(x, y, u) (38)
in turn, this would imply the third equation to became:
du
dt
=
dx
dt
du
dx
= N∗(x, y, u)
du
dx
= N(x, y, u)(left(
d
dx
p3 (x) p4 (x)−p3 (x) d
dx
p4 (x))
(39)
and the whole system reads:
dy
dt
= M∗(x, y, u)
dx
dt
= N∗(x, y, u)
du
dt
= N(x, y, u)(
d
dx
p3 (x) p4 (x)− p3 (x) d
dx
p4 (x)) (40)
and it is a polynomial 3D differential system.
5. Trigonometry
Perhaps the most important consequence (in the sense of the scope im-
plied) of the idea introduced in subsection (3.1), namely that we can re-define
M and N and still be abe to represent the 1ODE as a 3D differential system,
15
f(x) as a function of eix as a function of u
sin(x) −1/2 i (eix − e−ix) −1/2 i(u
2
−1)
u
cos(x) 1/2 eix + 1/2 e−ix 1/2 u
2+1
u
sec(x) 2 (eix + e−ix)
−1
2 u
u2+1
tan(x)
−i(eix−e−ix)
eix+e−ix
−i(u2−1)
u2+1
Table 1: Examples of Trigonometric functions written as a function of imaginary expo-
nentials
is the application of it to the trigonometric function. The reason for that is
that we can represent any trigonometric function as written in terms of:
u = eIx
1/u = e−Ix (41)
i.e., we can use a single function f(x) = u to represent all trigonometric
functions.
Let us remind ourselves how to do that (please, see table (1)):
One can easily see from table (1) that denominators will appear on this
scenario (trigonometry). But, using the idea of redefining M and N , as we
have been presenting, we can accommodate these cases as well. Let us digress
about that a little bit. All the trigonometric functions present, as they are
differentiated, derivatives that are written (again) in terms of the same set
of trigonometric functions, that can be written as functions of u (as we have
tried to exemplify on the table (1). So, in principle, we can use the same
method and redefine the numerator and the denominator of the 1ODE under
study in order to generate a 3D equivalent differential system.
5.1. Method 1
We are not going to go into too much detail here, since there are many
possibilities that are covered by the trigonometric functions and the idea of
expressing them as exponentials. But, basically, what will happen is the
following:
Consider the following 3D system and that it is associated to an 1ODE
in the manner we have been doing so far:
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dy
dt
= M(x, y, f(x))
dx
dt
= N(x, y, f(x))
du
dt
=
df
dx
dx
dt
= N(x, y, u)
du
dx
(42)
furthermore, let us consider that the function f(x) is a trigonometric. For
example, one function such as those displayed on table (1). So, by considering
that u = eix, one can write that f(x) = g(u) and that g(u) can be written
as g(u) = p5(u)
p6(u)
, where the pis are polynomials, as can be seen from table (1).
So, in principle, depending of the general expression of M(x, y, f(x)) and
N(x, y, f(x)) and of f(x) = g(u), the system (42) can be written as:
dy
dt
=
M(x, y, u)
p7(u)
dx
dt
=
N(x, y, u)
p8(u)
du
dt
=
df
du
du
dx
dx
dt
= (iu)
df
du
N(x, y, u) (43)
since df
du
can be written as df
du
= p9(u)
p10(u)
, where the Pis are polynomials, one
can get:
dy
dt
= M∗(x, y, u)
dx
dt
= N∗(x, y, u)
du
dt
=
df
du
du
dx
dx
dt
= (iu)
df
du
N∗(x, y, u) (44)
where
M∗(x, y, u) = M(x, y, u)p7(u)p8(u)p10(u)
N∗(x, y, u) = N(x, y, u)p7(u)p8(u)p10(u)
(45)
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and so the system finally can e written as:
dy
dt
= M∗(x, y, u)
dx
dt
= N∗(x, y, u)
du
dt
=
df
du
du
dx
dx
dt
= (iu)p7(u)p8(u)p9(u)p10(u)N(x, y, u) (46)
that is a 3D polynomial system.
5.2. Method 2
One can notice that the above reasoning proves the concept that the
trigonometric functions, present as they may be in the 1ODE, can be regarded
as a 3D polynomial system. Again, in (46), we have concentrated on the
case where the trigonometric function is only a function of x, in order to
clarify the main aspect we are trying to convey. Of course, one can have
u(y) or u(x, y) as another possibilities. But, as we are going to try and
explain below, the above approach is not the only way to proceed in a “
practical” manner. There is at least on other way to proceed by really using,
from the start, that all the trigonometric functions can be expressed as a
function of u(x) = eix (or similar u′s such as u(y) = eiy) that is to, before
embarking in redefining the M ′s and N ′s, we substitute the trigonometric
functions for the associated expressions as a function of u (please see table
(1)). In that case, the redefining of the denominator and the numerator of the
1ODE can be “less costly”, for some cases, in the sense that this procedure
might produce polynomial terms (both in the numerator and denominator)
of lesser degree in (x, y, u) than if we had proceeded as previously (equation
(46) and before) implied. For instance, the third equation in (46) would read:
du
dt
= du
dx
dx
dt
+ du
dy
dy
dt
= (iu)(M∗∗(x, y, u) + N∗∗), where N∗∗ and M∗∗ are the
denominator and numerator already written as a function of u, instead of
what is present in equation (46). The term df
du
would not be present (there
would not be any function of u left). All would be already expressed only
using the single function u(x) (u(y), etc). Furthermore, the Method 1 (see
subsection 5.1 above) is designed to work for a single trigonometric function
whereas the method 2 can work for any number of trigonometric functions.
The interesting aspect of these ideas is that, as we shall demonstrate below
(in sections (6) and (7)), in the examples, this concept works! The issuing
3D system represents the original 1ODE in either way we chose to proceed.
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f(x) as a function of ex as a function of u
sinh(x) 1/2 ex − 1/2 e−x 1/2 u2−1
u
cosh(x) 1/2 ex + 1/2 e−x 1/2 u
2+1
u
sech(x) 2 (ex + e−x)
−1
2 u
u2+1
tanh(x) e
x
−e−x
ex+e−x
u2−1
u2+1
Table 2: Examples of Hyperbolic functions written as a function of exponentials
5.3. Hyperbolic
The reader can easily infer that the same set of ideas and procedures
(used above for the trigonometric functions) can be applied to the hyperbolic
functions. This time, every one of the functions can be written in terms of a
single function u = ex. Please see table (2).
6. Examples of the Usage of the Method
In this section, we will present simple examples of our method at work,
solving rational 1ODEs presenting functions. In order for the reader to better
understand the methods and ideas introduced above.
6.1. First example
Let us start with an example that deals with the Ln:
• d
dx
y (x) = x−y(x)−ln(x−5)
−x−4
Using the ideas introduced in section (4), particularly, equation (37), we get
the following 3D system:
dy
dt
= M(x, y, u) = −x+ y (x) + ln (x− 5)
dx
dt
= N(x, y, u) = x+ 4
du
dt
=
dx
dt
du
dx
= N(x, y, u)
du
dx
=
N(x, y, u)(
(
d
dx
p3 (x)
)
p4 (x)− p3 (x) ddxp4 (x)
p4 (x) p3 (x)
)
=
(x+ 4)
(x− 5) (47)
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So, as can be seen from the third equation, some redefining is needed. So,
the 3D system we will actually use would read:
dy
dt
= (−x+ y + u).(x− 5)
dx
dt
= (x+ 4).(x− 5)
du
dt
= (x+ 4) (48)
where u stands for ln(x−5). Thats the 3D polynomial system we aimed for.
Applying the techniques we have developed to solve such systems (actu-
ally to find its differential invariant), one gets such invariant to be:
−1/9 ln (x− 5)x− 10 ln (x+ 4)x− 5 ln (x− 5)− 40 ln (x+ 4)− 9 y − 36
x+ 4
.
and, solving for y(x), one gets:
y (x) =
(
−10
9
ln (x+ 4)− 4 (x+ 4)−1 + 1/9 ln (x− 5) (x− 5)
x+ 4
+ C
)
(x+ 4)
which is the solution to the 1ODE under study.
6.2. Second example
Now, trying one equation with an exponential function:
• d
dx
y (x) = x−y(x)−e
x2+x
x
Using the ideas introduced in section (3), we get the following 3D system:
dy
dt
= M(x, y, u) = x− y − ex2+x = x− y − u
dx
dt
= N(x, y, u) = x
du
dt
= (2x+ 1) ex
2+x x = (2x+ 1) u x (49)
20
where u stands for ex
2+x. One can see that, for the present case, no redefining
is needed.
Applying the techniques we have developed to solve such systems (actu-
ally to find its differential invariant), one gets such invariant to be:
i
√
pie−1/4erf (ix+ 1/2 i)ex
2+x + x2ex(x+1) − 2 xyex(x+1)
ex2+x
.
and, solving for y(x), one gets:
y (x) = −1/2
(
−i√pie−1/4+x2+xerf (ix+ 1/2 i)− x2ex(x+1) + Cex(x+1)
)
e−x(x+1)
x
which is the solution to the 1ODE under study.
6.3. Third example
Let us now deal with a simple trigonometric case:
(example for the usage of Method 2 - section (5.2) above)
• d
dx
y (x) = x− sin (x)− cos (x)− y (x)
Using the ideas introduced in section (5) and the description of both
methods we suggest for the trigonometric case (please see subsection (5.1
and 5.2, we will actually use the following 1ODE instead:
d
dx
y (x) = x+
1/2 i
(
(u (x))2 − 1)
u (x)
− 1/2 (u (x))
2 + 1
u (x)
− y (x)⇒
d
dx
y (x) = 1/2
i (u (x))2 − (u (x))2 − 2 y (x) u (x) + 2 xu (x)− 1− i
u (x)
(50)
So, the 3D system we will actually use would read:
dy
dt
= i u2 − 2 y u− u2 + 2 xu− 1− i
dx
dt
= 2 u
du
dt
= (2 i) u2 (51)
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where u stands for ei x.
Applying the techniques we have developed to solve such systems (actu-
ally to find its differential invariant), one gets such invariant to be:
(e(1−i)x).
(
i (u (x))2 + iu (x) + 2 xu (x)− 2 yu (x)− i− u (x)
)
−1
(
− (u (x))2 + 2 ixu (x)− 2 iyu (x) + i (u (x))2 − 2 iu (x) + 2 xu (x)− 2 yu (x) + 1− i− 2 u (x)
)
(
−2 ixu (x) + 2 iyu (x) + i (u (x))2 + 2 iu (x) + 2 xu (x)− 2 yu (x) + (u (x))2 − 1− i
)
(52)
and, solving for y(x), one gets:
y (x) = −1/4 −2 ie
(1−i)x (u (x))2 − 4 e(1−i)xu (x) x+ 2 ie(1−i)x + 4 e(1−i)xu (x) + C
e(1−i)xu (x)
substituting u(x) = ei x, one finally produces the solution to the 1ODE under
study:
y (x) = −1/4 −2 i (e
ix)
2 − 4 xeix + 2 i+ 4 eix + Ce(−1+i)x
eix
The reader might want to have this answer as function of the “normal”
trigonometric equations. In order to do that, it is only necessary to substitute
the transformations in table (1) and get the (equivalent) solution to the
1ODE:
y (x) = −1/4 (4 ex sin (x)− 4 exx+ C + 4 ex) e−x
7. Theoretical versus Practical results
In the previous section, we have present examples of the method in order
to exemplify the results previously displayed, making them a little clearer, we
hope. Here, we are going to point out that the method introduced can be of a
“practical” value as well. Besides placing the solving 1ODEs with functions
(in the manner and with the limitations we have emphasized) in the same
theoretical basis as the rational 1ODEs in the context of the Prelle-Singer
approach.
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What do we mean by “practical” value? The addition of any mathemat-
ical method to the arsenal available to the researcher or user alike is always
welcome. Furthermore, if said method can solve “hard” 1ODEs, i.e., 1ODEs
that many methods find it difficult.
Below, we are going to present a few cases where the powerful methods
that are implemented on the dsolve in built Maple command fails to solve
the 1ODE. The firs one will be presented in somewhat more detail, showing
more of the intermediary steps in order for the reader to have a “feeling”
of the kind of differential equation that appears on the method, for a case
where some other powerful methods fail.
7.1. First 1ODE
The first example in this section is one presenting an exponential function
in the 1ODE. It is not very elaborate 1ODE and also not very long. But it
eludes the dsolve command. Below, the 1ODE:
d
dx
y (x) = −
(
x2e
(y(x))2
x − x2y (x) + (y (x))3
)
x
(−2 (y (x))2 + x)
That will produce the associated 3D system:
dy
dt
= M(x, y, u) = −x2y + x2z + y3
dx
dt
= N(x, y, u) = −x(−2y2 + x)
du
dt
= N(x, y, u)
du
dx
+M(x, y, u)
du
dy
= −z(2xy − 2xz − y)y (53)
The correspondent S-function is:
S = −z
y
(54)
That produces the associated differential equation (please, see equation (19))
d
dy
z (y) =
z (y)
y
(55)
Solving this, one finds the G(x, y, z) function for this case:
G(x, y, z) =
z
y
(56)
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Following to solving equation (20), one gets:
Inv =
(y − z) e−x
z
(57)
Finally, leading to the following differential invariant for the system (and
1ODE):
(
y (x)− e (y(x))
2
x
)
e−x
(
e
(y(x))2
x
)
−1
= C1
and corresponding solution for the 1ODE:
y(x) = (ex C1 + 1)
1√
−2 (ex C1 + 1)2 x−1
(
LambertW
(
−2 (ex C1+1)2
x
))
−1
7.2. Second 1ODE
Let us consider the following 1ODE now:
d
dx
y (x) = −
(ln (xy (x)− 1))2 xy (x)− ln (xy (x)− 1) x (y (x))2 − (ln (xy (x)− 1))2 + y (x) ln (xy (x)− 1)− (y (x))2
ln (xy (x)− 1)xy (x)− xy (x)− ln (xy (x)− 1)
That will produce the associated 3D system:
dy
dt
= M(x, y, u) = xy2z − xyz2 + y2 − yz + z2
dx
dt
= N(x, y, u) = xyz − xy − z
du
dt
= N(x, y, u)
du
dx
+M(x, y, u)
du
dy
= (xy − xz + y)z (58)
Leading to the following differential invariant for the system (and 1ODE):
(y (x)− ln (xy (x)− 1)) e−x
ln (xy (x)− 1) = C1
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and corresponding solution for the 1ODE:
y(x) = ex
(
C1 + (ex)−1
)(−LambertW (−e 1x(ex C1+1) (x C1 ex + x)−1)+ 1
x (ex C1 + 1)
)
The fact is that the method succeed in solving the 1ODE, via solving
the associated 3D system. But, trying to understand a possible reason for
that and the fact that dsolve failed, we might argue that the strength of our
method, in cases like the present one, lies on the fact that the associated
3D system is “simple”, none of the polynomials f, g and h were not of a
extremely high degree, despite the fact that the original 1ODE was very long
and the function present was not simple. These facts might have contributed
to disturb the methods implemented on dsolve.
7.3. Third 1ODE
Let us conclude with a trigonometric example:
d
dx
y (x) =
((
tan
(
x−y(x)
xy(x)
))2
− x tan
(
x−y(x)
xy(x)
)
+ xy (x) + 1
)
(y (x))2
x2
((
tan
(
x−y(x)
xy(x)
))2
+ (y (x))2 + 1
)
That will produce the associated 3D system:
(example for the usage of Method 1 - section (5.1) above)
dy
dt
= M(x, y, u) = −x2y + x2z + y3
dx
dt
= N(x, y, u) = −x(−2y2 + x)
du
dt
= N(x, y, u)
du
dx
+M(x, y, u)
du
dy
= −z(2xy − 2xz − y)y (59)
Leading to the following differential invariant for the system (and 1ODE):
−
(
y (x)− tan
(
x− y (x)
xy (x)
))
x−1 = C1
and corresponding solution for the 1ODE:
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y(x) =
x
RootOf ( C1 Z x2 − tan ( Z ) Z x+ C1 x− tan ( Z ) + x) x+ 1
Again, the fact is that our method succeed in finding an invariant for the
system and 1ODE. In this present case, we have used what we have called
method 2 for dealing with trigonometric functions in section (5), subsection
(5.2). There was only one trigonometric function, albeit being an elaborated
one. So, this approach (method 2) tends to work better. Also again, the fact
that our method converts the problem of solving 1ODEs with complicated
functions into solving 3D polynomial systems, trading complexity for extra
dimensions, proved a practical way to proceed.
8. Conclusion
In this paper, we have introduced an approach to deal with 1ODEs with
elementary functions. We have been working on the solving or reducing odes
for a while now and our main initial motivation to doing what we had stared
to do here was to put the dealing with such 1ODEs in the same theoretical
footing as we have for rational 1ODEs [28], 2ODEs [13] and 3D systems [2].
When we do what we suggest in section (2), we believe that we have done
so, since in ([]) we have established the theoretical basis for the case of 3D
polynomial systems and, in section (2) and in the following sections, we have
argued for the correspondence of the said 1ODEs with 3d systems, in many
cases.
We have tried to make it plain that the proposed approach has its limi-
tations. For instance, in the range of functions (in the 1ODE) that can be
dealt with in the approach hereby introduced.
One can deal with exponential functions, any number of them, as long
as the exponents are linear in one of the variables (i.e., fi = e
aix+bi =
(
∏
i=1..ai
ex).ebi = (
∏
i=1..ai
ex).Ci = (u
ai).Ci. We are left with dealing
with the single function u = ex, no matter how many such function fi we
encounter on the 3D system. Actually, that is the whole point: Being able
to deal with one function only (that is, broadly speaking, the role the third
equation on the 3D system play, define the “one function”). Therefore, we can
deal with a slightly broader case than the one we have just mentioned. If one
has a single monomial, we can deal with it, we can convert them all into one
single functions. Let us see: Consider fi = e
aixkyq+bi = (
∏
i=1..ai
ex
kyq).ebi =
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(
∏
i=1..ai
ex
kyq).Ci = (u
ai).Ci, where (this time) u = e
xkyq . Again, we are
left with a single function u. We can work with exponentials of any rational
function with the nice idea we have introduced that enables the method
hereby presented to deal with “undesired” denominators (see section (3.1)).
We have discus the topic somewhat else in subsection (3) but, in order not
to forget anything, perhaps it is better to point out the following: we can
deal with any case where we can reduce it to one single function! It is better
perhaps exemplify what we can not do. We, for instance can not deal with
a 3D system present, say, two exponentials such as, namely, ex
2
−1 and ey(x),
etc.
Regarding the logarithmic functions, we have concentrated the discussion
in section (4) around the question of being a logarithmic function of any
rational function of x, y, z, that was the focus there. So, if the only function
present on 3D system is d, such that u = ln(R(x)) where R(x) = p3(x)
p4(x)
is
a rational function of x and, of course, p3 and p4 are co-prime polynomials,
we are in business. But, remind ourselves of the real request, namely that
we have only one function present on the 1ODE (in order to be able to
convert it into the correspondent 3D system), we can use the properties of
the logarithmic functions to broaden the scope of the method a little bit.
Consider that:
ln(a) + ln(b) = ln(a b) and that k ln(a) = ln(ak) (60)
So, if we have a an 1ODE with many logarithmic functions, as long as
they are logarithmic functions of powers of the same monomial, we are in
business. See the example below:
dy(x)
dx
=
x2 − y(x) + ln(x)
3− ln(x3)− xln(x2) =
x2 − y(x) + ln(x)
3− 3ln(x)− 2xln(x) (61)
So, even thought (at first) it seemed that we would not be able to deal with
the 1ODE, since it presented three different logarithmic functions, we see
that, after a little manipulation, we could re-write the 1ODE with just one
function. That is a simple example, but we think that the reader got the jest
of the idea we are trying to convey.
Again, perhaps is more useful to remind the reader of what are the actual
limitations, instead of enumerating all the possible cases where we can use the
present method. We can not deal with different (more than one) logarithmic
functions present on the 1ODE. So, we can not deal with cases where, for
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example, the following two functions appearon the sane 1od: ln(x2) and
ln(x− 1), etc...
Finally, in what concerns both trigonometric and hyperbolic functions,
as we have left it plain in subsection (5.1 and 5.2), we can deal with any
number of those functions if they all have the same arguments, for instance,
tan(R(x)), sin(R(x)), etc..where R(x) is a rational function of (x, y). Of
course, some combinations of different arguments can be acceptable. Please
consider that, for both trigonometric and hyperbolic cases, it boils down to
writing the functions in terms of exponential functions, eIx for the trigono-
metric case and ex for the hyperbolic functions. So, as we have explained
just above, some combinations can be re-arranged to be put in terms of a
single exponential/ But, again, let us not dwell in trying to predict all of
those exceptional cases and focus on the cases where we certainly can not
work within our new method here presented. We can not treat cases where,
for example, sin(x) and cos(x2 − x) appear simultaneously on the 1ODE.
We hope that the above considerations has succeeded in conveying the
fact that, despite its limitations, the results hereby introduced are of interest
both theoretical and “practical”. Our initial motivation was fulfilled for a
great many cases. Many 1ODEs can now be treated within the theoretical
Prelle-Singer frame work and, some of those, are solved by our efforts here
and elude other (powerful) solvers.
For future endeavours, we intend to extend our results for ND-systems,
where N is bigger than 3. By doing so, apart from dealing with systems
more completely, we will be able to extend the possibilities for dealing with
1ODEs as well.
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