How would one describe an image? Interesting? Pleasant? Aesthetic? A number of studies have classified images with respect to these attributes. A common approach is to link lower level image features with higher level properties, and train a computational model to perform classification using human-annotated ground truth. Although these studies generate algorithms with reasonable prediction performance, they provide few insights into why and how the algorithms work. The current study focuses on how multiple visual factors affect human perception of digital images. We extend an existing dataset with quantitative measures for human perception of 31 image attributes under 6 different viewing conditions: images that are intact, inverted, grayscale, inverted and grayscale, and images showing mainly low-or high-spatial frequency information.
Introduction
Automated assessment of high-level image properties has many commercial applications, such as in monitoring social media, facilitating targeted advertising, and understanding user behavior. The analyses of visual aesthetics have been used in commercial businesses such as assessing the quality of handwriting [1] [2] [3] . Predicting media interestingness has been applied in assessing educational and advertising effects [4, 5] . A plethora of studies have focused on predicting highlevel image attributes, such as aesthetics [6] [7] [8] , sentiment [9, 10] , and memorability [12, 13] . However, existing research on computational visual perception is rather insular, and a theoretical gap separates high-level image properties and low-level computer features. Although convolutional neural networks are becoming more commonly used in this field [14, 15] , such research has provided few insights into why the learned features represent subjective human perceptions. Indeed, human visual perception is subjective, implicit, and multi-dimensional, which is why it is difficult to gain deep understanding of human visual perception based on standard models and approaches from the computer vision field.
The current study empirically identifies factors underlying human perception of digital images and incorporates them into computational models. Our research builds on findings in multiple disciplines. Research on parallel processing modules in human visual system suggests that both piecemeal (dealing with local features) and holistic (utilizing global features) processes are important for object recognition [16] [17] [18] . Research on multiple-channel notion suggests that the visual cortex cells are two-dimensional spatial filters tuned for processing information at different spatial frequencies [19] [20] [21] [22] .
Motivated by human perceptual characteristics, in our work, we define local image features as the features originating from visual saliency (e.g., the entropy of an image's visual saliency map). We define global image features as features that provide a holistic description of an image (e.g., the mean value of the H, S, V channels of HSV color space). We defined spatial frequency (SF) features as the statistics of the coefficients after 2-D discrete wavelet transform of the image. To analyze the effects of these different features, we present a study focused on human image perception by leveraging human psychophysics, inferential statistics and computer vision science (see Fig. 1 for an overview). More specifically, we first extend an existing dataset for human visual perception analysis. The enhanced dataset includes 400 images of a wide range of semantics and types (photograph, computer graphics, matte paintings) with 6 different versions (see Fig. 2 ), as well as human annotations of an extensive list of attributes under the 6 conditions. Through a series of human behavioral studies and statistical analyses on the extended dataset, we show that color, local and global information, and spatial frequency each relates to distinct sets of high-level attributes during human perception. Our analyses provide insights into processes underlying human perception of images (see Fig. 1a, b ). We build an empirical model on the processes underlying human perception of images. Based on the empirical model, we propose a computational model that effectively integrates human visual characteristics to predict high-level human perceptions and reactions (see Fig. 1c ).
Our findings could be of interest to multiple disciplines. First, our study represents one of the first attempts to apply classic experiment paradigms from psychology in the computer science domain. There is rich literature in the field of psychology and neuroscience for human behavioral characteristics analyses, and our work demonstrates how to utilize the existing knowledge in multiple disciplines in computer vision algorithm design. Second, our human findings will help mass media practitioners and artists in designing emotion-eliciting visual content. It provides insights, for example, into choosing between grayscale and colored stimuli [23, 24] for advertisement design, and for redaction of emotion-eliciting information in privacypreserving applications. Finally, our computational modeling results suggest that a deep understanding of human visual characteristics helps create better computational models. It provides insights into the design of computer vision algorithms regarding how knowledge about human visual processing can be included to boost performance.
Related Work

Predicting High-Level Image Attributes
Research on image assessment has largely focused on predicting high-level image attributes, such as image memorability [13, 25] , aesthetics [7, 8, 26, 27] , interestingness [28] , popularity [29] , visual realism [30, 31] , and sentiment [9, 10, 32, 33] . Towards the goal of improved prediction, these studies use a list of image features known to influence the specific perception of an image. However, few insights have been provided into why the features predict those perceptions. Recently, deep neural networks (DNNs) have been increasingly used and have demonstrated superiority in predicting memorability [12, 34] , visual realism [14] and visual sentiment [15, 35] . But training a DNN requires a large-scale dataset with human ground-truth annotations. To get such big human data is often expensive and time consuming. In our work, we explore high-level image perception from a psychophysics perspective and incorporate our findings to build a computational model for the prediction of high-level image attributes. The proposed computational model is novel in Fig. 1 a We first perform a comprehensive human psychophysics experiment building on prior findings on the human visual system. b We then conduct detailed statistical analyses on the correlation between local, global, and spatial frequency information and 31 high-level image attributes. c Finally, we propose a computational model that takes into account our key psychophysics insights and predicts multiple high-level image attributes a sense that it mimics the characteristics of human visual perception.
Characteristics of Human Visual Perception
In the field of human vision, the holistic-piecemeal theory has been studied for a century, beginning with the debate between Structuralists, who championed the role of elements, and Gestalt psychologists, who argued that the whole was different from the sum of its parts [36] [37] [38] [39] . In face perception studies, most researchers agree that humans are using two parallel pathways-holistic and piecemeal-in context such as for face identification and expression recognition [16, 17, 40] . The holistic-piecemeal theory is later extended to the perception of general objects, as well as scenes [18, [41] [42] [43] [44] . Some researchers focus on the contribution of different spatial frequency channels to visual perception and find that various visual cortex cells are tuned to different spatial frequencies [19, [45] [46] [47] [48] . Moreover, viewed from a timescale perspective, human visual perception is commonly regarded as a coarse-to-fine process [49, 50] . Our psychophysics experiment takes into account these findings from psychology and neuroscience. We make one of the first attempts to apply the classic experiment paradigms from visual psychophysics in the field of computer vision research, to explore quantitatively how these underlying processes influence human perception of high-level image attributes.
A few studies have tried to incorporate human visual characteristics into computational learning, such as in training neural networks for object recognition using blurred images [51] , and human attention prediction in low-resolution or noised images [52, 53] . In our work, we make a deeper exploration of human visual characteristics for image perception, and computationally model these characteristics in a wider set of high-level image attribute prediction.
Attention and Emotion
Humans are known to have selective attention to visual stimuli [54, 55] . Selective attention is the process of focusing on a particular object in the environment for a certain period of time. Attention is a limited resource, so selective attention [56] [57] [58] have explored the relation between human attention and visual sentiment, and found that humans attend to emotional objects more than emotionally neutral objects. A few computational models have used the visual saliency information in predicting image attributes, such as visual aesthetics [8, 59] , visual memorability [60] [61] [62] , and visual sentiment [11] . A common approach is to add a sub-network that computes image saliency to a DNN model. Our work is clearly distinct from the previous studies, as we focus on human behavioral characteristics on how visual saliency influences human image perception, and systematically investigate how saliency features contribute to multiple high-level image attribute prediction.
Proposed Method
In this section, we introduce the methodology used for our study. We describe how we construct our dataset and collect human data.
Dataset Construction and Stimulus Manipulation
We propose an enhanced image dataset, in which each image has quantitative annotations of human perception of 31 highlevel image attributes under different conditions. Human annotations are collected in a psychophysics experiment on Amazon Mechanical Turk (MTurk) [63] . We extend an existing dataset proposed in our previous work [64] . We choose this dataset as it is a very comprehensive image set, with (1) 31 human-annotated attributes on each original image, (2) 31 human-annotated attributes on the focal object (i.e., the object with the highest saliency score in an automatically computed saliency map [60] ) of each original image, and (3) extensive object labels annotated by LabelMe [61] . The 31 attributes represent a comprehensive set of human perceptions of visual content, which include image aesthetics, semantics, spatial layout, and image sentiments (see Table 1 ). To evaluate the importance of multiple image factors, we manipulate the images using the following methods that are commonly applied in psychology, neuroscience, or computer vision [13, [62] [63] [64] : (1) decoloring-to leave only intensity information by removing color; (2) inversion-to disrupt global/configural information (local information may also be disrupted by not as much as global information); (3) both decoloring and inversion; (4) Fourier image decomposition to extract low-and high-spatial frequency information.
For (4), we follow the same method as [64] to obtain LSF and HSF images. Original images are Fourier transformed and multiplied by low-pass and high-pass Gaussian filters to preserve low (below 8 cycles/images) and HSF (above 24 cycles/image), respectively. We then inverse-Fourier transformed the product and rescaled the values to the full 8-bit range. We maximize the difference between LSF and HSF conditions by choosing a cut-off frequency of 16 cycles/ image. In line with the previous works contrasting categorization performance in LSF and HSF stimuli (e.g., [63, 65] ), LSF and HSF conditions exclude intermediate spatial frequencies (here 8-24 cycles/image) [66] [67] [68] [69] [70] .
In total, each image in our stimulus set has 6 versions: color_upright (original), color_inverted, grayscale_upright, grayscale_inverted, showing mainly low-spatial frequency (LSF) information, and showing mainly high-spatial frequency (HSF) information (see Fig. 2 for examples).
Human Psychophysics Study
We presented workers on MTurk with a series of image annotation tasks. Each participant saw only one version of images (e.g., original or color_inverted). Figure 3 shows a screen shot of the user interface of color_upright (original) viewing condition. The interfaces were the same for other viewing conditions except the images on the left were modified as appropriate for each condition. We used the same attribute list as in [26] to be annotated (see Table 1 ). Each image is rated by 9 MTurk workers for all of the attributes (see Supplementary Material for the detailed questionnaire). The average response across the 9 ratings for each attribute is normalized between 0 and 1, and stored as the attribute value for an image. The mean of each human-annotated attribute on all six versions are reported in the Supplementary Material. The data with all annotations are available 
Measures for Ensuring and Evaluating Data Reliability
We used three measures to ensure our data quality. First, we invited participants with only approved rate higher than 95% from MTurk's system. Second, we inserted two questions in the questionnaire to check whether the participants are clicking the buttons randomly. The two questions are "Are you serious in doing this survey?'' and "Are you providing answers randomly?" Third, we filtered out the submissions that were completed too quickly or too slowly (trimming the top and bottom 5% based on task completion time). Previous work has shown that filtering based on completion velocity filters out low-quality submissions [71, 72] .
To evaluate data reliability, we performed two experiments to assess within-and across-group consistency in human annotation. First, we used bootstrapping to randomly form two subject groups, that is, we randomly selected nine data points (using sampling with replacement) from all the annotations per image to form an observation of one participant group, and repeat this to create another group. We quantified the degree to which each attribute score for the two sets of participant groups was in agreement using Spearman's rank correlation (ρ). We computed the average ρ over 25 bootstrapping iterations (referred to as within-group correlation). Overall there is a moderate consistency among all attributes across all viewing conditions. We further computed the correlation of our annotations with the annotations published in [64] (referred to as across-group correlation). Although the two sets of annotations were collected during different periods of time with different experiment settings, there is still a statistically significant correlation, indicating that humans are moderately consistent in image perception (see Fig. 4 ).
To conclude, similar to other subjective image properties such as memorability, visual sentiment is likely to be influenced by the user context. However, despite this expected variability when evaluating subjective properties of images, we show a sufficiently large degree of consistency between different users' judgments, suggesting it is possible to devise automatic systems to estimate visual sentiment directly from images, ignoring user differences. One of our future works is to design personalized approaches to predict both human sentiment and individual differences [73, 74] . Fig. 3 The user interface for the image attribute annotation task shown to workers on Amazon Mechanical Turk. In this case, the image is presented in color_upright viewing condition Page 6 of 16
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Empirical Modeling
In this section, we report results of the statistical analyses on the human data, highlighting important observations, and then model our human findings empirically.
Methods and Definitions
Multi-level modeling (MLM)-a statistical modeling method commonly used in psychology and social scienceswas used to analyze the human data whose collection was described in the previous section. MLM is especially useful in multi-level data (aka. nested data, in which observations are nested with levels of another variable), resulting in a hierarchical structure in the data [75] . Readers can refer to the Supplementary Material for a detailed introduction of MLM. In our study, the score of each image attribute is nested by two levels (lower level: individual human rating; higher level: individual image) and influenced by two factors (factor A: viewing condition; factor B: image content). Our modeling considered all of these aspects and their interactions. We performed a series of mixed-model ANOVAs, followed by post hoc Tukey tests with Bonferroni correction. Readers can refer to [76] for an overview of these inferential statistical methods.
We use different types of features to aid our human data analysis. Again, we define local image features as the features originated from visual saliency (e.g., the entropy of an image's visual saliency map). We define global image features as features that present a holistic description of an image (e.g., the mean value of the H, S, V channels of HSV color space). We defined spatial frequency (SF) features as the energy after 2-D discrete wavelet transform of the image.
Results of Human Psychophysics Studies
We analyze the impact of six viewing conditions (color_ upright, grayscale_upright, color_invert, grayscale_invert,
showing mainly LSF or HSF information). We first report key observations, followed by discussions and comparisons with the existing literature. For all results mentioned, the detailed statistics are reported in the Supplementary Material.
First of all, we found that both viewing condition and image content significantly affected all attributes (ρs ≤ 0.001), indicating that image semantics, image inversion, decoloring, and showing only the focal object influenced human perceptions.
Second, we found that color increased positive visual sentiments. Decoloring of upright images significantly reduced the scores of emotional attributes "exciting", "make happy", "attractive", and "interesting" (see Fig. 5 ), suggesting that color increases positive visual sentiments. This accords with previous findings in psychology [77, 78] , which show that color is important for human positive sentiment perception. Notably, color does not significantly affect the attribute "aesthetic", which implies that the perception of image aesthetics is not largely dependent on color. In fact, previous literature has shown that image aesthetics are determined by multiple factors such as image layout (e.g., "Rule of thirds"), image contrast, and image semantics [7, 79, 80] .
Our results further indicate that holistic information, especially holistic color information, increased positive visual sentiments. Inversion significantly lowered the scores of "exciting'', "aesthetic'', "interesting'', and "high quality'' on colored images, but not on grayscale images (see Fig. 5 ). As inversion is known to impair the holistic human perception [81, 82] , this suggests that holistic color information increases positive sentiments.
Furthermore, HSF arouses more positive sentiments than LSF. Compared to LSF, HSF images are rated higher on positive attributes, such as "exciting", "attractive", "aesthetic", and "make happy" (see Fig. 5 ), indicating the importance of high spatial frequencies on positive sentiments. LSF images have similar ratings on "strange" and "mysterious" as original images (ρs > 0.1). This Fig. 4 Within-group a and across-group b human annotation consistency for the six conditions complements findings in [83] , which show higher energy (i.e., sum of mean squared value of coefficients in horizontal, vertical, and diagonal coefficients) in the LSF for emotional pictures than in neutral pictures. Here we found that HSF contains more information than LSF for positive sentiments, and the negative information is mainly carried by LSF.
Our MLM analyses also indicate that semantics influenced all attributes. Object type significantly impacted visual perception. Interestingly, natural objects arouse as much excitement as faces (see Supplementary Material for detailed analyses).
Previous work indicates that visual saliency influences human emotion perception [57, 58, 64, 84, 85] . To better understand how visual saliency affects image perception, we extracted some features from the focal object in each image and analyzed their correlation with visual attributes. We found that low-level color features of focal objects are more influential than that of whole image on attributes "attractive", "colorful", "make happy", "make sad", "close view" and "neat space". Simple low-level image features are traditional predictors of visual saliency [86] . We computed the mean and standard deviation (STD) of HSV color channels of the focal object. For comparison, we also computed the same color statistics on the whole image. We calculated the Spearman's rank correlation between color features and attribute scores. The overall impact of basic color statistics are low, but the correlation of color features of focal object is higher than that of global features on "attractive", "colorful", "make happy", "make sad", "close view" and "neat space" (see Fig. 8 ), suggesting that if left with only low-level color features, the perception of these attributes will still largely be present in the focal object.
Interestingly, in terms of human consistency, inversion (of color images) had the highest consistency in human perception (see Fig. [4] ). When a color image is inverted, the cognitive recognition process is disrupted. People can no longer match the inverted image with prior templates (which are upright) [18, 87] . Thus, their judgments rely more on low-level features (e.g., color and edges), and we believe depend less on individual experience. If so, higher consistency in human annotations resulted from the removal of idiosyncratic reactions. However, when an image is inverted and at the same time decolored, people will have less lowlevel features to use (no more low-level color features); thus, human consistency in this condition was lower than for color_inverted.
Unified Interpretation of Human Sentiment Perception
Here, we propose a model for the process of human visual sentiment perception that is consistent with our major findings. The model is an integrative hypothesis about the modes of processing of image features relevant to visual sentiment. The chief purpose of the model is to provide readers a unified framework for comprehending the relatively large set of results from our psychophysics experiments.
As such, we constructed our model to be consistent with our major experimental results. Therefore, the model is empirical, in the sense that it is based (qualitatively) on data. It was designed to rely on simple and biologically plausible computations (e.g., template matching).
The model, shown in Fig. 6 , is broadly divided into "piecemeal" and "holistic" pathways. Both piecemeal and holistic pathways perform essentially the same operation: SN Computer Science matching a given image patch to templates that have been learned through experience with other objects. The key difference between the pathways lies in the templates. Piecemeal templates are detailed and small in size, while holistic templates are coarse and cover multiple image parts. The template-matching outputs, which range between 0 and 1, are then combined in a weighted manner. The weights (denoted W i in Fig. 6 ) can be positive or negative, and are learned through prior experience. The final model output (i.e., the weighted combination) indicates the level of a sentiment.
Because majority of templates are derived from human prior experience of interacting with upright scenes, when images are inverted, the template-matching outputs become smaller, which causes the magnitude of the final ratings to decrease. This results in a systematically smaller difference among human ratings (i.e., higher consistency among sentiment perception). The colored templates are more affected by inversion, and the grayscale templates are affected less (see [88] for a review of the relationship between holism and inversion). Thus, inversion significantly increases human consistency of color images, but not on grayscale images.
As shown in the model, colored features in both piecemeal and holistic pathways contribute predominantly to positive sentiments. This accounts for the finding that color and HSF information increased positive ratings.
When the image resolution is reduced (e.g., in LSF viewing condition), fine details of the image are lost. This affects piecemeal processing severely, and the contribution of the piecemeal pathway to the weighted summation is reduced, ultimately leading to lower rating of positive sentiments.
Fig. 6
Perceptual model of human visual sentiment (taking the perception of "attractiveness" as an example). Human perception of digital images goes through both piecemeal and holistic pathways, and is based on a template matching mechanism. The outputs from various pieces of information are combined in the weighted manner to elicit different levels of visual sentiments This is consistent with the findings that semantics and visual saliency significantly affect visual sentiment, and HSF arouses more positive sentiments than LSF.
The model is able to qualitatively account for all of the main effects found in the human psychophysics experiments, but it has a number of limitations. For example, the details of the weighted combination are not specified. Should the combination be more OR-like (additive) or more AND-like (multiplicative)? Is the combination same for all types of sentiments? Is there a single combination step, or a hierarchy of OR-like and AND-like combinations [87] ? Some of the previous studies [64, 89] suggest that, at least for the piecemeal templates, the outputs may be combined in an AND-like fashion. This means that as long as even one single part is deemed negative, the whole image is perceived to be negative. Furthermore, the model does not specify how the template matching is performed: is the template matching for semantics occur before sentiment perception, or do they happen simultaneously?
The model also makes various simplifying assumptions. For example, in practice, it is possible-even likely-that there is a continuum between piecemeal and holistic processing. The relative contributions of piecemeal and holistic processing are likely to be influenced by many factors such as context, priming effects, and so on.
Our model structure, built on images of general scenes, is tantalizingly reminiscent of psychological models of human perception of faces [7] , suggestive of common processing mechanisms in visual perception [18, [90] [91] [92] . Although our model is currently qualitative, it lays the groundwork for follow-up studies to specify parameter values for a quantitative computational model. Often models for cognitive processes that start as qualitative inspire future research toward neural computational models [93] . In the following sections, we try to validate our perceptual model computationally. We also plan to flesh out our model through fMRI experiments in the future.
Computational Modeling
Here we design computational features motivated by our human studies. We built a computational model for quantitative sentiment assessment based on these features.
Feature Design
Global Features
We have shown in the previous sections that human image perception is influence by both local and global information. So we included a suite of global image descriptors that have been previously found to be effective in some highlevel image attribute predictions [9, 10, 31, 94] and scene recognition tasks [95] . The global features we used are (i) mean and std of HSV color channels, (ii) GIST [75] , and (iii) HOG 2 × 2 [96] [97] [98] .
Local Features
We define local features as the features originated from visual saliency. As shown in "Results of Human Psychophysics Studies" and "Unified Interpretation of Human Sentiment Perception", human visual perception is partly or largely presented in focal object, and significantly affected by image semantics. Based on such human visual characteristics, we design the following types of local features. First, to model the patterns of visual attention, we compute the entropy of the saliency map (generated using SALICON [65] ) of each image. Entropy is a statistical Figure 7 shows the distribution of entropies in all images (0.69 ± 0.25). We expect this feature would predict attributes related to human attention, such as "have focused object" and "close view". We then include a fully automated object detector Object Bank to encode salient objects in an image. Object Bank (OB) is an automatic object detector that models presence of a pre-defined set of objects [99] . A set of other studies have used object features in high-level image attribute prediction [8] . We further use an automated method for predicting locations of salient regions in an image [100] . Once we have the focal region, we compute the relative region size and distance to the image center to encode the spatial layout of the image. We also compute basic color statistics of the region. The above features are concatenated to form the local feature (hereafter referred to as "local basics").
Spatial Frequency Features
As discussed in observations 4 and 5 in "Methods and Definitions", both LSF and HSF carry important information, each for distinct set of image sentiments and semantic attributes. Our initial thought was to compute the LSF and HSF directly from a discrete wavelet transform. We applied a four-level and two-dimensional Haar wavelet decomposition and obtained the mean and standard deviation of coefficients of the first band as LSF feature, and those from the second to fourth bands as HSF feature. However, they did not perform well in predicting most of the attributes (ρs < 0.26), suggesting that wavelet coefficients alone are insufficient for highlevel attribute prediction. Thus, we develop an alternative way to extract LSF and HSF features based on natural image statistical models. Statistical models can be used to represent regularities inherent in natural images [101] . For example, high-contrast local image patches that mainly correspond to the edge structures display some regular patterns. This motivates us to use gradient information in modeling different frequency information. Let I(x,y) denote the image intensity, we compute the surface gradient of the image intensity with a scaled constant α as follows:
The constant α is to control the weight of emphasis on the low-gradient region versus the high-gradient region. We compute the gradient on R, G, B channels at every pixel of the LSF and HSF images from the psychophysics experiment
with α equal to 0.25. We use spatial pooling to reduce the dimension to 98 in the final algorithm. The results from LSF and HSF images, respectively, are used to represent LSF and HSF features.
Results of Computational Modeling
We use the designed features for training support vector regressor (SVR) [102] to predict the 31 image attributes. As we have multiple types of features, and different features have different contribution to distinct set of attributes, we use weighted kernel sum [94] to fuse the multiple features by automatically learning their weights for specific attributes. The experiments are performed on the 400 images with human-annotated ground truth on 31 attributes. An SVR is trained with each of the contextual features of each attribute. We use a grid search to select cost, RBF kernel parameter γ, and ϵ hyperparameters. We split the data into 80% as a training set and 20% as a test set. A fivefold cross validation is used. The results are evaluated by their Spearman's rank correlation with ground-truth human annotations.
The results are reported in Table 2 and Fig. 8 . A visualization of all prediction results is shown in the Supplementary Material. We make the following observations: 1. Our model, which integrates human visual characteristics, has an overall higher performance than those using local, global, or spatial features alone, suggesting that integrating the various channels from human perception helps boost the performance. 2. Local features significantly outperform global and spatial frequency features on attributes that relate to image focus: "have focused object" and "centered", and slightly outperform on "strange" and "make sad". This echoes our findings in human psychophysics study. 3. HSF features outperform LSF features on positive sentiments (e.g., "make happy", "exciting") and semantic attributes (e.g., "familiar scene", "dynamic"), whereas LSF moderately outperforms HSF on negative sentiments (e.g., "make sad", "strange"). These results are consistent with our findings in human studies (see "Results of Human Psychophysics Studies")
Applications
To test the generalizability of our model, in this section, we apply our model to new data sets and attributes. We perform a series of experiments on two new data sets: (1) the International Affective Picture System (IAPS) [103] , and (2) the Twitter Dataset [10] .
Emotion Categorization on IAPS Dataset
The IAPS is a common image set widely used in emotion research. It consists of natural color photos depicting complex scenes containing portraits, animals, landscapes, and so on. We use 389 of these images, selecting those previously coded as primarily eliciting only one of these 8 discrete emotions: anger, disgust, fear, sadness, amusement, awe, contentment, and excitement [104] .
During experiments, we use support vector machine (SVM) [102] to assign each image to one of the eight emotion classes. We follow [4] to perform one-vs-all classification. The SVM settings are the same as described in "Results of Computational Modeling", except here we use binary classifications instead of regression. We use area under ROC curve (AUC) as the evaluation metric. The classification results are reported in Fig. 9 . We compare our model with two other baseline methods dedicated to emotion assessment: (1) SentiBank-a 1200-dimensional sentiment detector for various sentiments prediction [10] ; (2) Machajdik's model-a model for affective image classification [9] .
As shown in Fig. 9 , our model performs overall best compared with both [9] and [10] on the IAPS data set. This reflects the performance boost resulting from building computational feature detectors based on human perception. 
Visual Sentiment Classification
We also test our model's ability to classify sentiment on the Twitter Dataset [10] . The dataset includes 603 tweets with photos and is originally collected to evaluate the performance of an automatic sentiment prediction method. Ground truth is obtained by human annotation using MTurk by the original authors (each image is judged as either positive or negative, generating a binary sentiment label) [10] . Our attribute list does not include binary sentiment categories, but we predict our model could efficiently categorize images by leveraging attributes, such as "make happy" and "interesting", that are related to the binary sentiments. We use SVM for binary sentiment classification, with the same settings as described in "Results of Computational Modeling".
Again we compare our model with SentiBank [10] and Machajdik's model [9] . As shown in Fig. 10 , our model outperforms comparing methods. When compared with the results on IAPS subset, the advantage of our model is less significant here. This might be because the two baseline methods are capable of extracting features that are representative of positive and negative sentiments, whereas our model, which includes multiple dimensions features, is more advantageous in predicting more delicate human sentiments, such as amusement, awe, and contentment.
Recently, deep neural networks (DNNs) have been applied to various kinds of automated visual understanding tasks. We further develop a DNN for testing the performance of deep learning on sentiment assessment. For the CNN, we first test DenseNet-121 [105] with pretrained parameters on ImageNet [106] . We replace the top layer of Densenet with a fully connected layer of 1024 neurons with ReLU activation function and attach one prediction layer with sigmoid activation function. We then fine-tune the network on the target dataset for a binary sentiment classification. The training and testing procedures are on a single NVIDIA GeForce GTX 960 M GPU using Keras with a Tensorflow backend [107, 108] . We use 20% of the images as validation set to monitor overfitting. We further try a shallower DNN AlexNet [109] with parameters pretrained on ImageNet.
As shown in Fig. 10 , our model outperforms comparing methods. We notice that although DNN has proved to be powerful in object recognition and scene classification, the DNN-based models do not produce impressive performance in our task. This suggests that computer vision methods designed for visual recognition may not work well for describing the images at the sentiment level. We also observe that due to the small data set size, it is almost impossible to train a DNN without overfitting. When compared with the results on IAPS subset in the previous section, the advantage of our model is less significant here. This might be because the two baseline methods are capable of extracting features that are representative of positive and negative sentiments, whereas our model, which includes multiple dimensions features, are more advantageous in predicting more delicate human sentiments, such as amusement, awe, and contentment. Altogether the results suggest that with limited training data, our multi-dimensional features which are motivated by a deeper understanding of human perception are more efficient in the sentiment prediction tasks.
Discussion
In this section, we test various visual features from low level to high level. Overall, the model which integrates multidimensional features performs the best, suggesting that taking into the account of various channels from human perception helps boost the performance. More specifically, different levels of image features contribute differently to different image attributes. For example, local features are most effective for attention-related features. HSF features are most contributive to positive sentiments whereas LSF features are more effective for negative sentiments. Based on these findings, we apply our model to two applications related to human emotion prediction. Results demonstrate the efficacy of our model in the case of limited training data.
Conclusions and Future Directions
In this research, we perform an extensive psychophysics experiment to empirically derive insights into processes of high-level image perception. Extensive analyses on human data suggest varying importance of holistic and local cues, color information, semantics, and saliency on human perceptions of different types of attributes. Based on these finds, we build an empirical model of human visual sentiment perception. We further design a computational model for automated assessment of highlevel perceptions of images. A series of comparative and application experiments demonstrate that the integration of local, global, and spatial frequency information substantially boosts prediction performance.
While we focus on human behavioral characteristics and hand-crafted features motivated by human cognition, we are aware that deep neural networks have been playing an important role in high-level visual understanding tasks. However, we still hope to advocate that understanding human behavioral characteristics is vital in creating artificial intelligence. Our experiments indeed demonstrate that by a deeper understanding of human visual perception, we can produce better computer models for high-level image understanding, even without deep learning.
There are many potentially promising fields that have yet to be explored. For example, it might be fruitful to investigate why human perception of multiple attributes is most consistent when the images are inverted. In the text, we hypothesized that this is due to the disruption of cognitive recognition process which leads humans to reply more on low-level features. However, there might be other possible explanations such as Gestalt principles in visual attention [39, 110] . Although DNN-based model does [111, 112] .
