We present a general framework whereby analysis of interior-point algorithms for semidefinite programming can be extended verbatim to optimization problems over all classes of symmetric cones derivable from associative algebras. In particular, such analyses are extendible to the cone of positive semidefinite Hermitian matrices with complex and quaternion entries, and to the Lorentz cone. We prove the case of the Lorentz cone by using the embedding of its associated Jordan algebra in the Clifford algebra. As an example of such extensions we take Monterio's polynomialtime complexity analysis of the family of similarly scaled directions-introduced by Monteiro and Zhang (1998)-and generalize it to cone-LP over all representable symmetric cones.
ASSOCIATIVE AND JORDAN ALGEBRAS, AND POLYNOMIAL TIME INTERIOR-POINT ALGORITHMS FOR SYMMETRIC CONES
S. H. SCHMIETA and F. ALIZADEH
We present a general framework whereby analysis of interior-point algorithms for semidefinite programming can be extended verbatim to optimization problems over all classes of symmetric cones derivable from associative algebras. In particular, such analyses are extendible to the cone of positive semidefinite Hermitian matrices with complex and quaternion entries, and to the Lorentz cone. We prove the case of the Lorentz cone by using the embedding of its associated Jordan algebra in the Clifford algebra. As an example of such extensions we take Monterio's polynomialtime complexity analysis of the family of similarly scaled directions-introduced by Monteiro and Zhang (1998) -and generalize it to cone-LP over all representable symmetric cones. Here is a closed, pointed convex cone with nonempty interior in n , and * is its dual: * = x for every z ∈ z x ≥ 0
The notation x ≥ y means that x − y ∈ , and x > y means x − y ∈ Int , the interior of .
It is well known and easy to see that all convex optimization problems can be formulated as -LPs for some suitable . Moreover, if there are strictly feasible primal and dual points-those feasible points that lie in Int for the primal or Int * for the dual-then the strong duality theorem holds, that is, the optimal values of (P) and (D) coincide. This fact leads to the complementary slackness theorem: The optimal pair x s satisfies a set of generally nonlinear equations which, along with primal and dual feasibility, in principle determine the optimal solution. It is this property that is exploited in all primal-dual algorithms, including those based on interior-point methods.
In this paper we focus on the special case in which is a symmetric cone, (that is, = * under an appropriate inner product), and homogeneous: For every pair of points x z ∈ Int there is a linear transformation A where A x = z and A = . Optimization over symmetric cones contains, as a special case, linear programming (LP), semidefinite programming (SDP) (that is, a cone-LP where is the set of positive semidefinite real symmetric matrices), and convex quadratically constrained quadratic programming (QCQP)-the latter problem can be expressed as a -LP where is the Lorentz cone (also known as the second-order cone, the quadratic cone, and the ice cream cone). We argue that complexity analyses of interior point algorithms for SDP extend-essentially verbatim-to all associatively induced symmetric cones (see below for definition). We demonstrate this point by extending the polynomiality proof in Monteiro (1998) for the class of similarly scaled directions in SDP introduced in Monteiro (1997) and Zhang (1998) . We first generalize the notion of similar scaling to associatively induced symmetric cones and then take Monteiro's proof and observe that it actually applies to all such symmetric cones. A related approach based on properties of Jordan algebras has been proposed by Faybusovich (1997a, b) and Tsuchiya (1997 Tsuchiya ( , 1998 ) (the latter concentrates on applying Jordan algebra methods to optimization problems over the Lorentz cone.) Faybusovich (1997a) works exclusively with Euclidean Jordan algebra and its multiplication, and develops his complexity analysis within this confine. Tsuchiya uses a similar approach but focuses on the Lorentz cone. He manages to extend the Monteiro-Zhang analysis of SDP (Monteiro and Zhang 1998 ) to QCQP problems. Just as was done in LP and SDP, he examines various neighborhoods around the central path and analyzes the so-called short-, semilong-and long-step path-following methods. Neither of these authors deals with the entire similarly scaled family, or analyzes the "pure Newton" methods of XS + SX of Alizadeh et al. (1998) or X 1/2 SX 1/2 of Monteiro and Tsuchiya (1999) , or Tseng (1998) (see below for definitions). Our approach is somewhat different from those of Faybusovich and Tsuchiya in that we do not rely solely on the Jordan algebra operations. Rather, we assume that the Euclidean Jordan algebra associated with our symmetric cone is induced by an associative algebra whose properties are used prominently in our development. This approach is the only known method that works at present in some contexts, for instance, in extending Monteiro's analysis of the XS + SX method.
To our knowledge it was O. Güler who first brought to the attention of optimization researchers the connection between symmetric cones and extensions of semidefinite programming. He also observed that the theory of self-concordant barriers developed by Nesterov and Nemirovski (1994) becomes especially simple for this class of cones.
Even before Faybusovich and Tsuchiya, Nesterov and Todd (1997, 1998) developed the theory of self-scaled barriers and self-scaled cones, and using the Nesterov-Nemirovski theory presented a new class of primal-dual algorithms which is an extension of the Monteiro and Adler (1989) and Kojima et al. (1989) methods for linear programming. They also proved a √ r iteration bound where r is the self-concordance parameter of the underlying cone. It turns out, however, that the class of self-scaled cones is identical to the class of symmetric cones, and the Nesterov-Todd algorithm is applicable only to -LP over such cones.
In the special cases of semidefinite programming and convex quadratically constrained quadratic programming there has been extensive work on primal-dual algorithms in recent years. Earlier, in a simple approach was proposed to extend some primal potential reduction linear programming interior-point algorithms and their polynomiality proofs to semidefinite programming by a word-by-word substitution. A similar technique was proposed by Nemirovski and Scheinberg (1996) for Lorentz cone optimization problems. These extensions apply to most potential reduction methods for primal only or dual only algorithms, but do not work with primal-dual algorithms that generalize the MonteiroAdler LP method. Such extensions relax the complementarity condition XS = 0 in SDP to XS = I (or SX = I or many other forms). These methods yield different directions because in general XS = SX. Kojima et al. (1997) prove a √ n iteration bound for SDP over n × n real symmetric matrices using relaxed complementary relations XS = I and SX = I. We refer to these algorithms as the XS and the SX methods, although elsewhere they are referred to as the HRWV/KSH/M method, as Helmberg et al. (1996) and Monteiro (1997) also proposed essentially the same techniques. Alizadeh et al. (1998) proposed the XS + SX method for SDP, which used XS + SX = 2 I as the relaxed complementarity condition and applied a "pure Newton" type method to it. This algorithm has excellent numerical properties at the expense of more complex operations in each iteration. Monteiro and Zhang (1998) proposed the wider class of similarly scaled primal-dual methods which use PXSP −1 + P −T SXP T = 2 I as the relaxed complementarity conditions for any nonsingular matrix P. It is easy to verify that choosing P = I yields the XS + SX method, P = S 1/2 yields the XS method, and P = X −1/2 yields the SX method. showed that the Nesterov-Todd method is also obtained by a special choice of P (see §3.2). Then, Monteiro (1998) proved the √ n iteration bound on the short-step pathfollowing algorithm for all algorithms in the similarly scaled family, thus generalizing the Monteiro-Adler proof to many of its extensions to SDP. Monteiro and Tsuchiya (1999) analyze another class related to writing the relaxed complementarity relations as X 1/2 SX 1/2 = I and S 1/2 XS 1/2 = I; they prove polynomial bounds on the number of iterations for various short-and long-step path-following algorithms based on these directions. Tseng (1998) also proposes a similar class of directions. We do not deal with these methods here. Nonetheless, it should be obvious how to extend such algorithms and their analysis to associatively induced symmetric cones using techniques developed in the present paper. In particular, one can find analogs of such methods for the Lorentz cone optimization problem.
For the Lorentz cone optimization problem Adler and Alizadeh (1995) make the first attempt to unify primal-dual methods for SDP, QCQP, and LP. The authors in particular derive explicit formulas for the Newton direction for the Lorentz cone optimization problem and prove some interesting properties of the central path. Alizadeh and Schmieta (1997) present numerical properties of the Newton method for optimization problems over semidefinite and quadratic cones. The papers of Tsuchiya were noted above. In addition, simultaneously with the present paper, Monteiro and Tsuchiya (2000) present a proof of the √ n iteration count on the Newton direction derived by Adler and Alizadeh and a class of directions that are analogous to the similarly scaled class of Monteiro and Zhang (1998) in SDP.
In §2 we briefly review the necessary concepts from associative and Euclidean Jordan algebra and their connection to symmetric cones. In §3 we define the extension of similarly scaled family to -LP where is a symmetric cone, and derive the Newton method in this context. Then we present a word-by-word extension of the analysis of Monteiro (1998) to illustrate how any SDP analysis may be extended to all associatively induced symmetric cones. In §4 we present reductions of the general theory to semidefinite programming over Hermitian positive semidefinite matrices with complex or quaternion entries. More interestingly, we also present the reduction to the Lorentz cone by using Clifford algebras as our associative algebra-see Shimpuku (1988) for an introduction to this topic. Finally, in §5 we make some concluding remarks.
2. Foundations. In this section we lay out a minimal foundation of the theory of Euclidean Jordan algebras embedded in associative algebras. This theory will serve as our basic toolbox for analysis of primal-dual interior-point methods. Our presentation mostly follows Faraut and Korányi (1994) . As stated earlier in the introduction, our analysis does seem to require properties of other algebraic structures in addition to Euclidean Jordan algebra; specifically, we need the properties of the associative algebra inducing the Jordan algebra.
2.1. Associative and power-associative algebras. Let be an n-dimensional real vector space endowed with a bilinear multiplication: x y → xy. If for all x ∈ , xx x = x xx , then is power associative; in this case we write x p for the product of p copies of x without any danger of confusion. In power-associative algebras x p x q = x p+q . If this multiplication is associative, that is, for all x y, and z, x yz = xy z, then is an associative algebra. If for some e ∈ , xe = ex = x for every x, then e is the identity element of . Throughout we deal exclusively with (power) associative algebras over reals with an identity. If there is a linear one-to-one conjugation mapping " " on such that x = x and xy = y x , then x is adjoint of x. If x = x then x is self-adjoint. Define = def x ∈ x = x , the set of self-adjoint elements of . Then clearly is a subspace of .
Let be power associative. For each x ∈ let k be the smallest integer such that the set e x x 2 x k is linearly dependent. Then k is the degree of x and we write deg x = k. The rank of , rk , is the largest deg x of any member x of . An element x is called regular if its degree equals the rank of the algebra.
For a regular element in a rank-r power-associative algebra , since the set e x x 2 x r is linearly dependent, there are real numbers a 1 x a r x such that x r − a 1 x x r−1 + · · · + −1 r a r x e = 0 the zero vector One can show (see Faraut and Korányi 1994) that each function a i x is in fact a homogeneous polynomial of degree i in the entries x j . The polynomial r − a 1 x r−1 + · · · + −1 r a r x is the characteristic polynomial of x for a regular x. Its roots, 1 r are eigenvalues of x. If x is not regular, then there is a polynomial of degree deg x , say m such that m x = 0; it is called the minimal polynomial of x. In case of regular elements, characteristic and minimal polynomials are the same. Notice, however, that since a i x are polynomial functions of x, the definition of a characteristic polynomial extends to all x ∈ including nonregular elements. We include the underlying algebra as subscripts for trace and determinant because in some contexts a vector x may be considered as an element of several different algebras, and thus may have a different eigenvalue structure in each. We drop subscripts when the underlying algebra is clear from the context.
Observe that in an associative algebra for each x and invertible p, both x and pxp
have the same characteristic polynomial as x, and thus the same eigenvalues, trace, and determinant. Also, if a is invertible then ab = a ba a −1 , and thus ab and ba have the same eigenvalues. Since the set of invertible elements is dense in , it follows that ab and ba have the same characteristic polynomial and thus eigenvalues, trace, and determinant for all a b ∈ .
In an algebra of dimension n, since xy is bilinear in x and y there exists an n × n matrix L x associated with each element x such that xy = L x y for all y. In fact, if is associative, then the mapping x → L x defines an isomorphism from to the subalgebra L of n × n matrices under matrix multiplication.
Jordan algebras.
Let be a n-dimensional vector space with a multiplication " " where the map x y → x y is bilinear. Then is a Jordan algebra if for all x y ∈ ,
Jordan algebras are not necessarily associative, but they are power associative.
Since is bilinear for every x ∈ there exists a matrix L x such that for every y, x y = L x y. Note that by (4), L x and L x 2 commute. For each x y ∈ define
Clearly Q x z y and Q x y are in for all x y z ∈ . The quadratic representation is an essential concept in the theory of Jordan algebras and will play an important role in our subsequent development. Indeed it is possible to start from the quadratic representation and define " " from it; see, for example, Jacobson (1968) .
Similar to associative algebras, we are concerned only with real Jordan algebras that have an identity element. Since Jordan algebras are power associative the definitions of rank, characteristic polynomial, eigenvalues, trace, and determinant remain valid for them.
Let be an associative algebra with identity e and conjugation " ". Then we can define the binary operation
and is a Jordan algebra derived from ; following Jacobson (1968) we write + for this Jordan algebra. Similarly, the set of self-adjoint elements of forms a Jordan subalgebra of + , which we denote by + . In general, any Jordan subalgebra of A + is represented by + and is said to be derived from . Those Jordan algebras that are isomorphic to a Jordan subalgebra of + for some associative algebra are called representable Jordan algebras (in the literature they are also called special); those that are not isomorphic to a Jordan subalgebra of + for any associative algebra are called exceptional Jordan algebras.
Observe that for any x y z ∈ + , Q x z y = xyz + zyx /2, and thus Q x y = xyx. Another important concept in Jordan algebras is the notion of Peirce decomposition. In fact, it arises in characterization of degeneracy in -LP with a symmetric cone; see Faybusovich (1997b) . However, since we do not use Peirce decomposition in this paper, we omit its discussion.
Euclidean Jordan algebras. A Jordan algebra
is Euclidean if tr x 2 > 0 for all x = 0. Such algebras extend many properties of symmetric matrices. They include having real eigenvalues, the notion of positive semidefinite elements, and the orthogonal eigenvectors. Below we review some of their properties. Throughout we assume that r = rk . Recall that an idempotent c is an element of where c 2 = c. (1) A complete system of orthogonal idempotents is a set c 1 c k of nonzero idempotents where c i c j = 0 for all i = j, and c 1 + · · · + c k = e.
(2) An idempotent is primitive if it is not a sum of two other idempotents. (3) A complete system of orthogonal primitive idempotents is called a Jordan frame. In Jordan frames k = r. Theorem 1. Let be a rank r Euclidean Jordan algebra. Then for every x ∈ there exists a Jordan frame c 1 c r and real numbers 1 r , such that
Furthermore, the i are the eigenvalues of x.
We call (5) the eigenvalue decomposition of x (or spectral decomposition of x). Now it is possible to extend the definition of any real-valued analytic function f · to elements of Jordan algebras via their eigenvalues:
We are particularly interested in:
(1) Square root:
k c k , whenever all i ≥ 0, and undefined otherwise;
(2) Inverse:
k c k whenever all i = 0 and undefined otherwise. We call x ∈ positive semidefinite if all its eigenvalues are nonnegative; we call it positive definite if all its eigenvalues are positive. We write x 0 (respectively x 0) if x is positive semidefinite (respectively positive definite).
Remark 1. Although x
−1 x = e, it is not necessarily true that any y where y x = e is inverse of x.
We may also define various norms on as functions of eigenvalues much the same way that unitarily invariant norms are defined on square matrices:
Observe that tr e = r and e F / = √ r. Finally, since " " is bilinear and trace is a symmetric positive definite quadratic form which is associative, tr x y z = tr x y z , we may define the inner product:
Note that the associativity of tr implies that L x is a symmetric operator with respect to the just-defined inner product.
Lemma 1. Let x be in
+ with eigenvalue decomposition
Then the eigenvalues of the symmetric linear operator L x all are of the form
The proof of this lemma uses the notion of Peirce decomposition and follows from Lemma IV.1.3 and Theorem IV.2.1 of Faraut and Korányi (1994) . Now the relevance of the theory of Euclidean Jordan algebras to the -LP optimization problems can be demonstrated. 2.4. Associatively derived Euclidean Jordan algebras. As we mentioned earlier, an associative algebra over reals with a conjugation and identity induces a Jordan algebra + . Also, the set of all self-adjoint elements of under " ", , is a Jordan subalgebra of + , written as + . We are interested in those associative algebras whose Jordan subalgebras of self-adjoint elements are Euclidean.
Before giving the formal definitions, note that if we have two power-associative algebras and , then ⊕ is also a power-associative algebra where x y ∈ ⊕ iff x ∈ and y ∈ , and x 1 y 1 x 2 y 2 = x 1 x 2 y 1 y 2 . Direct sums for associative, Jordan, and Euclidean Jordan algebras are defined similarly. We call a (power-associative, associative, Jordan, or Euclidean Jordan) algebra irreducible if it cannot be written as the direct sum of two other such algebras.
Definition 3. An irreducible Euclidean Associative Jordan system (EAJ) is a triple
where (1) is an associative algebra with identity e and conjugation " " such that tr xx ≥ 0 for all x ∈ ; (2) is the set of all self-adjoint elements of making a Euclidean Jordan algebra + with the operation x y = xy + yx /2; (3) is a subspace of which is closed under " ," making it an irreducible Euclidean Jordan subalgebra of + (we write + for this subalgebra) and; (4) is generated by , i.e., every element in can be written as the sum of products of elements in .
An EAJ system is either an irreducible EAJ system or is, recursively, 1 ⊕ 2 S 1 ⊕ 2 1 ⊕ 2 where 1 1 1 and 2 2 2 are EAJ systems. EAJ systems are special cases of a more general concept called special universal envelopes; see Jacobson (1968) . The elementary concept of EAJ systems is sufficient for the purpose of this paper.
Note that for an element x ∈ the characteristic polynomials with respect to the Jordan algebra + and the associative algebra are the same. However, if y ∈ + is regular in , it is not necessarily regular in . Therefore, the characteristic polynomial of y with respect to + is not necessarily the same as its characteristic polynomial with respect to + . However, the minimal polynomials are identical in both + and + .
Lemma 2. Let be a Euclidean Jordan algebra and a Jordan subalgebra. Let c and d be two primitive idempotents in . Then,
(1) There exists an element w ∈ with w 2 = e such that
Proof. Part (1) is Theorem IV.4.2, Part ii of Faraut and Korányi (1994) . To prove Part (2), notice that d = Q w c = wcw = wcw −1 , and thus d and c have the same spectrum, and thus the same rank, in any power-associative algebra. Finally, to prove Part (3) let each c i have an eigenvalue decomposition c i = k j=1 d ij in -by Part (2) all have a common rank k. We only need to show that c ij are orthogonal. Take c t and c , any two distinct primitive idempotents in the eigenvalue decomposition of x in . Since 0 = c t c = ij c ti c j and c ti c j ≥ 0 (because idempotents are positive semidefinite), c ti c j = 0 for all t i , and j.
Therefore, if is an eigenvalue of y in the + algebra with multiplicity, say m, then it is an eigenvalue of + with multiplicity km where k = rk + /rk + ; in particular k is an integer. This implies that tr y = ktr y and therefore, y F / = √ k y F / . For example, this is the case for the EAJ system associated with the Lorentz cone-see §4.
For our complexity analysis of primal-dual interior-point methods it is critical to distinguish the Frobenius norms of an element with respect to the algebras + and + . In an EAJ system, since for x ∈ the element xx ∈ , and all self-adjoint elements have only real eigenvalues (because + is Euclidean), we can extend various concepts of norm from + to . In the remainder of this section, unless explicitly stated otherwise, we assume that A is an irreducible EAJ system with rk + = n, rk + = r, and k = n/r. Observe that in this case the Jordan algebra + induces norms · F and · 2 on the associative algebra . First note the following lemma:
Lemma 3. For each element x ∈ of an EAJ system xx 0 in .
Proof. We know that tr xx ≥ 0, where tr · is with respect to + . Now since xx ∈ + , it has an eigenvalue decomposition:
Jordan multiplying both sides by q i and taking the trace in we get:
Since tr q 2 i > 0 we need to show that tr xx q i ≥ 0. First note that tr a b = tr ab + ba /2 = tr ab because an element of has identical eigenvalues with respect to and . Thus, tr xx q i = tr xx q i q i = tr q i xx q i = tr q i x q i x ≥ 0 Definition 4. Let x y ∈ . In the following, eigenvalues and trace are with respect to unless otherwise stated.
(1) The inner product: x y def = tr xy ; inner product with respect to x y x y /k. (2) The Frobenius norm: x F = tr xx ; Frobenius norm with respect to :
The two-norm: x 2 = max i i xx . (4) For the reducible EAJ system 1 ⊕ 2 1 ⊕ 2 1 ⊕ 2 , let x = x 1 x 2 , y = y 1 y 2 ∈ 1 ⊕ 2 . Then, recursively,
When xx ∈ , then x F / is still a valid norm, though some important properties do not hold for it. For instance, it is obvious that x 2 ≤ x F for any x ∈ , but that x 2 ≤ x F / can be deduced only when xx or x x is in . Thus, let us define the notion of a simple element x of .
Definition 5. An element x ∈ is simple if xx ∈ . 
Dividing both sides by k yields the first part of the lemma. Also, if y is simple then yy has the same eigenvalues in + as it does in + except that each eigenvalue of yy in + has k times its multiplicity in + . Therefore,
Now (7) and (8) imply xy F / ≤ x F / y F / .
Lemma 5. Let x y u v ∈ + with u v invertible, a be a simple element of , and ∈ . Then xy, xa, u −1 xyu, uv + u −1 v −1 , and xy + u are also simple.
Proof. xy is simple because xy xy = xyyx = xy
Finally, for the last two we have uv + u
Lemma 6. If x ∈ + is positive semidefinite, then Q p x is also positive semidefinite for p ∈ + . More generally, if q ∈ and x ∈ + , then qxq is positive semidefinite.
Proof. Since x 0, then x = y 2 for some y ∈ + . Thus qxq = qyyq = zz 0 where z = qy.
Finally, we need the following result.
Lemma 7. If x ∈ is such that x = −x , then all eigenvalues of x are real multiples of i = √ −1.
Proof. We have xx = −x 2 . We know that xx 0, and so all of its eigenvalues are nonnegative, numbers. Thus all eigenvalues of x 2 are nonpositive, which implies the lemma.
3. Newton's method and extension of Monteiro's proof. Let be an EAJ system with rk + = r, rk + = n, and the cone of squares of + . Define k = n/r. Consider the primal-dual pair of -LP problems:
where c a i ∈ , for i = 1 m and b ∈ m . We call x ∈ primal feasible if
be the matrix corresponding to the linear transformation that maps x to the m-vector whose ith component is a i x .
The sets of primal and dual interior feasible solutions are defined as:
The complementary slackness theorem for this pair of -LPs is given by x s = 0, and thus the system
completely determines the primal and dual optimal solutions in the absence of various degeneracies; see Faybusovich (1997b) and Alizadeh and Schmieta (1997) . The purpose of this section is to show that we can solve this system via Newton's method and obtain polynomial convergence for primal-dual interior-point methods based on it. Furthermore, the iteration complexity of these methods match the best results obtained by other methods, for instance the self-concordance theory of Nesterov and Nemirovski (1994) . To this end we establish that Monteiro's proof (given in Monteiro 1998) can be applied to our setting with no change at all, but some modification in the statement of the technical lemmas.
If we drop the condition that x ∈ in the primal problem (P) and add the barrier function − ln det x to the primal objective, and then apply optimality conditions to the resulting optimization problem, we obtain the system (11) except that the perturbed set of equations x s = e replaces complementary slackness conditions. Similarly, if the condition s ∈ is dropped from the dual problem (D) and the term ln det s is added to the dual objective, then applying optimality conditions results again in the same perturbed version of (11); see Alizadeh and Schmieta (1997) . We now apply the Newton method to this system, which leads us to the linear system
where x s y ∈ × × m . The parameter ∈ 0 1 is a centering parameter and = x s /r (remember r = rk + = e e ) is the normalized duality gap. The centrality measure for x s ∈ Int × Int is defined as
Given a constant ∈ 0 1 , we denote by F / the following (short-step) neighborhood of the central path:
for some scalar > 0, then system (12) has a unique solution.
Proof. This is essentially Theorem 2.1 from Monteiro and Zanjacomo (1997) . Using the associative algebra , the proof given there goes through verbatim.
Below we assume that x s y ∈ F 0 P ×F 0 D × m , and that x s y is a solution to (12) for some ∈ 0 1 . We adopt Monteiro's notation (with slight modification) and define for arbitrary ∈ :
We remark that by Lemma 5, , x , and s are simple elements of whereas w x in general is not simple.
Monteiro's proof.
Here we restate the technical results of §3 in Monteiro (1998) . We will first show these results for the straightforward Newton method (that is, without applying any scaling), and then we show that they remain valid when a certain "similarity scaling" is applied to the relaxed complementarity conditions in (11). Proof. For (a) note that d x s depends only on the eigenvalues of xs. Since xs and pxpp −1 sp −1 = pxsp −1 have the same eigenvalues, the equality follows. Using (a), for (b) it is enough to prove
Lemma 9. Suppose that x and s are in Int and p is invertible. Then
From Lemma 1 and the fact that L x and L x 2 commute in a Jordan algebra, we obtain that the eigenvalues of
which proves the inequality in (b).
To prove the equality part, note that if xs ∈ , then it has an eigenvalue decomposition in and x s = xs. Therefore,
Lemma 10. We have
Proof. (20) follows from (12) and the fact that x s y is primal-dual feasible.
Lemma 11. For every ∈ , we have
Proof. The proof for Lemma 3.4 in Monteiro (1998) , adjusted for e e = r, applies here.
Lemma 12. Let w ∈ be such that qwq −1 + qwq −1 = 0 for some invertible q ∈ + . Then
In particular, if w = u 1 + u 2 , for some u 1 ∈ and arbitrary u 2 ∈ , then
Proof. The proof is quite similar to Monteiro's Lemma 3.5. We prove all inequalities replacing · F / with · F , the norm with respect to + . By multiplying all inequalities by 1/ √ k we get the lemma. Define u def = w + w /2 so that u ∈ andû def = w − w /2; thuŝ u = −û . Now
Therefore,
(using Lemma 7). (31)
Thus u F ≤ û F , which implies (23). Also
This implies (24). Finally, the last inequality (25) follows from
Lemma 13. For every ∈ , we have w x F / ≤ √ 2 x x s (37) and
Proof. This proof is analogous to Lemma 3.6 in Monteiro (1998) . First, we know that w x satisfies conditions of Lemma 12 if we set q = x 1/2 . Now set
Since w x = u 1 + u 2 with u 1 ∈ and u 2 simple, we can use Lemmas 12 and 5 to obtain
which proves (37). For (38) we use (22) and get:
which together with (37) implies (38).
Lemma 14. If d x s ≤
for some ∈ 0 1 , then
Proof. Identical to Lemma 3.7 in Monteiro (1998) with two modifications. In (42) we must exchange r for n in the original proof. In addition, we have to show that x 1/2 sx 1/2 − e and e are orthogonal with our new definition of .
x 1/2 sx 1/2 − e e = x 1/2 sx 1/2 e − e e = x s − r = 0 Now (13) and the fact that d x s ≤ imply min xs ≥ 1 − because xs has the same spectrum as x 1/2 sx 1/2 ∈ , and therefore each of its eigenvalues in has multiplicity at least k. Hence,
Proof. Identical to Lemma 3.8 in Monteiro (1998) .
Lemma 16. If x s y ∈ F / for some > 0 satisfying (43), then for every ∈ 0 1 we have
Proof. As Lemma 3.9 in Monteiro (1998) . This lemma is the direct consequence of Lemmas 13 (with = 1), 14, and 15.
Theorem 3. Let
∈ 0 1 and ∈ 0 √ r be constants satisfying
Suppose that x s y ∈ F / and let x s y denote the solution of system (12), where
Proof. Identical to Theorem 4.1 of Monteiro (1998) after replacing r for n. An immediate consequence of this theorem is that the short-step path-following algorithm as described in §4.1 of Monteiro (1998) , once extended to the -LP over symmetric cones associated with EAJ systems, has iteration complexity √ r for each constant reduction in the duality gap. For the predictor-corrector algorithm of §4.2 of Monteiro (1998), we again obtain iteration complexity √ r .
3.2. Similarity scaling and their extension to symmetric cone optimization. Let x s p ∈ + with p invertible. Define the operator
H p is a bilinear form on x and s. For arbitrary u ∈ , definẽ
Since Q p Q p −1 = I the identity matrix, the operation· and · are inverses of each other. Furthermore, Lemma 6 shows thatũ and ũ are positive semidefinite whenever u is positive semidefinite.
Now consider the following change of variables (that is, scaling):
Thus, A is the matrix of the linear transformation mapping x to an m-vector whose ith entry is a i x . Observe that the cone of squares of + remains invariant under x →x (and consequently under x → x ) transformations. Now it is easily verified that x s y is feasible for the primal-dual pair (9), (10) iff x s y is feasible for the primal-dual -LP pair
The following two lemmas are easy to prove:
Lemma 18.
x s ∼ y is a solution to the system
if and only if x s y is a solution to the system
The main consequence of these lemmas is that if one applies one iteration of the Newton method of the previous section to the primal-dual problem (46) and (47), then Theorem 3 implies that d x + x s + s ∼ ≤ 1 . Therefore, d x + x s + s ≤ 1 when x y s is a solution of (48). Also, since x s 0 iffx s 0, Theorem 3 implies x + x 0 and s + s 0. Now the equation H p x s + H p x s = e − H p x s is obtained by linearization of H p x s = e. It follows that √ r iteration complexity applies to all the directions obtained by applying Newton's method to the class of algorithms that replace x s = e with H p x s = e. This replacement is justified by the following:
Proof. Faraut and Korányi (1994, p. 34) prove that Q p x Q p −1 x −1 = e. Multiplying both sides by and substituting s for x −1 gives the result. In semidefinite programming Monteiro (1998) and Zhang (1998) observed that many well-known primal-dual interior-point methods can be obtained in this way from an appropriate choice of p in (48). As a result, Monteiro's proof simultaneously applies to all these algorithms. Thus, the same argument can be extended to all -LP where is the cone of squares of + of an EAJ system. For instance, by choosing p = s 1/2 one can get the analog of the xs method of Helmberg et al. (1996) , Kojima et al. (1997) , and Monteiro (1998) . This method, just as in the special case of SDP, amounts to writing the complementarity condition as xs = e where multiplication is in . Then applying the Newton method to this system will result in x that may not necessarily be in + . (It can be shown that x = s −1 x s − s −1 −s −1 xs. Since necessarily s ∈ + , it follows that ( x + x /2 ∈ + .) We should mention that the xs method can in fact be extended to all -LP where is the cone of squares of any Euclidean Jordan algebra, including the exceptional ones.
Similarly, the Nesterov-Todd method can be obtained by choosing p = w −1/2 where w = Q x 1/2 Q x 1/2 s −1/2 . Again, this definition is applicable to all -LP, the cone of squares of any Euclidean Jordan algebra. Indeed, this extension was first studied in Faybusovich (1997a) .
4. Application to symmetric cones. As a result of Theorem 2 we know that Euclidean Jordan algebras completely characterize symmetric cones. The following fact, then, shows that Euclidean Jordan algebras are constructed from a set of five "atomic" algebras:
Theorem 4 (Faraut and Korányi 1994). If is an irreducible Euclidean Jordan algebra then it must be one of the following:
(1) The space n+1 with Jordan multiplication defined as follows: let x = x 0 x , s = s 0 s withx s ∈ R n , and x 0 s 0 ∈ R. Then the Jordan product is defined x s def = x T y x 0s + s 0x .
(2) The set of real symmetric n × n matrices with X S def = XS + SX /2 for symmetric matrices X and S.
(3) The set of complex Hermitian n × n matrices with X S def = XS + SX /2 for Hermitian matrices X and S.
(4) The set of Hermitian n × n matrices with quaternion entries and with X S def = XS + SX /2 for quaternion Hermitian matrices X and S.
(5) The set of 3 × 3 Hermitian matrices with octonion entries and multiplication X Y def = XY + YX /2 this is called the Albert algebra .
Therefore any Euclidean Jordan algebra either belongs to one of the five classes above or is obtained as a direct sum of algebras from them. Of these, the Albert algebra is the only one which is "exceptional" (see §2.2 for definition.) This implies that it is impossible to find an EAJ system where + is isomorphic to the Albert algebra. Therefore, the complexity analysis of interior-point algorithms for -LP presented in §3 does not extend to the cone of squares of the Albert algebra. This is in spite of the fact that the Newtonbased interior-point algorithm itself indeed does extend to this cone; it is the analysis that does not extend due to its reliance on associative algebras inducing + . We will discuss this point a bit further in our concluding remarks, but in this section we will exclude any further consideration of the Albert algebra and its cone of squares. (Of course, since x 0, iff L x 0, and in the case of Albert algebra L x is a 27 × 27 real, symmetric matrix, we get that optimization over the cone of squares of the Albert algebra is 1 ).
For the remaining four atomic algebras and their corresponding cones of squares (herein referred to as representable Jordan algebras and representable symmetric cones) we will present the associated EAJ systems and their rank r, which is the critical parameter in the iteration complexity of the interior-point method.
4.1. The cone of real symmetric positive semidefinite matrices. Here, the associative algebra is the space n of all n × n-matrices, n the set of all real symmetric matrices in , and = n . The resulting EAJ system is n n n with conjugation mapping the same as the transpose operation. Clearly, here the cone of squares is the set of positive semidefinite matrices, and optimization over this cone is simply the familiar semidefinite programming problem. Since rk n = n it follows that k = 1 and the analysis presented in §3 is exactly Monteiro's result in Monteiro (1998) . It may be useful to point out that in this case, the notions of characteristic polynomial, eigenvalues, rank, · F are the usual ones and X S = Tr XS T . Also, the primitive idempotents of a symmetric matrix X are rankone matrices q i q T i where the q i 's are the orthonormal set of eigenvectors of X. The matrix L X defining the multiplication X Y = XY + YX /2 for all Y is given by L X = X * I, the symmetric Kronecker product of X and the identity matrix; see Alizadeh et al. (1998) for the definition. Indeed, L X is the restriction of the "Kronecker sum" X ⊗ I + I ⊗ X to the space of n n + 1 /2 × n n + 1 /2 matrices. Finally, the quadratic representation in this algebra is the restriction of Q p = P ⊗ P to n n + 1 /2 × n n + 1 /2 matrices. 4.2. The cone of complex Hermitian positive semidefinite matrices. By analogy to real symmetric matrices we may be inclined to build our EAJ system by setting = n , the set of all n × n complex matrices, and = = n , the set of all n × n complex Hermitian matrices. The difficulty is that our EAJ systems are required to be defined over the field of real numbers. This problem, however, is remedied easily by noting that the field of complex numbers is isomorphic to the field of 2 × 2 real matrices of the form x −y y x the mapping taking this matrix to the complex number x + iy defines the isomorphism of the two fields. Hence an n × n-matrix with complex entries can be represented by a 2n × 2n-matrix consisting of 2 × 2 blocks of this type. Note that this transformation maps complex Hermitian matrices to symmetric matrices. If we take = 2n to be the set of such 2n × 2n-matrices and = = 2n the set of symmetric matrices in 2n , we see that 2n 2n
2n is an EAJ system representing the Hermitian matrices. Note that 2n is a proper subalgebra of 2n . In this EAJ system elements of 2n can have matrix rank of up to 2n, but the Jordan algebraic rank is at most n. Indeed, the Jordan algebraic eigenvalues of an element X of 2n are exactly the eigenvalues of the complex Hermitian matrix that produced X by the substitution of each its entries with a 2 × 2-matrix as prescribed above. But since X is 2n × 2n, its ordinary eigenvalues are the same as its Jordan algebraic ones, except that each is repeated twice. The rank of 2n is n, and X 2 F 2n is half the square of the ordinary Frobenius norm of X. Also, since 2n is a subalgebra of 2n , L X and Q P are the same as those in the Jordan algebra 2n .
4.3. The cone of quaternion Hermitian positive semidefinite matrices. The division ring of quaternions is isomorphic to the division ring of 4 × 4-matrices of the form   
Such a matrix is the isomorphic image of the quaternion x + iy + ju + kv; see, for example, Faraut and Korányi (1994) . If = 4n of 4n × 4n such matrices, and = = 4n the set of symmetric matrices in 4n , then the EAJ system 4n 4n
4n represents the Jordan algebra of Hermitian matrices with quaternion entries. The cone of squares of this algebra is the set of positive semidefinite Hermitian matrices. Again, the Jordan algebraic rank of this algebra is n even though the matrix rank of an element may be as large as 4n. Also, L x and Q p are inherited from 4n .
4.4. Clifford algebra and embedding of the Lorentz cone. We now consider a particular Jordan algebra over n+1 . First let us make a comment about notation. We assume elements x ∈ n+1 are indexed from zero, andx ∈ n is the subvector (indexed from one) made of the entries x 1 through x n of x, andx ∈ n+1 is the vector 0 x . Now define for x y ∈ n+1 :
It is straightforward to verify that n = n+1 is a Jordan algebra with the identity element e = 1 0 . The following facts are all easily established using elementary algebra (here x refers to the ordinary Euclidean norm in n+1 ): (1) For each element x of n : 2 , and rk n = 2, independent of n. x F / n = √ 2 x and x 2 = max x 0 + x x 0 − x . (4) n is a Euclidean Jordan algebra since tr n x 2 = 2 x 2 ≥ 0. Also x 0 in n iff x 0 ≥ x . The cone of squares, which is the same as the set of all positive semidefinite vectors in n , is the Lorentz cone = x x 0 ∈ x ∈ n x 0 ≥ x ; as stated earlier it is a symmetric cone.
(5) The identity
gives the eigenvalue decomposition of x as the vectors e/2 ±x/ 2 x form a Jordan frame.
(6) The operation x y can be written in the form
is an "arrow-shaped" matrix related to Lorentz transformations. Thus L x = Arw x in this case. (7) Finally,
Optimization over is fundamentally easier than other symmetric cones described above because an -LP can be solved analytically: The problem is equivalent to a least-squares problem and can be reduced to solving a system of equations along with a single variable quadratic equation. This, however, does not extend to optimization over a direct sum of Lorentz cones, a problem that contains convex quadratically constrained quadratic programming as a special case. We also like to study the performance of the primal-dual interiorpoint method on the -LP problem in order to generalize the analysis outlined in §3 to cones that are at least partially built by the direct sum of Lorentz cones.
To show that the analysis of §3 applies to -LP all that remains to do is to construct an EAJ system where n is isomorphic to . In other words, we need to embed n in an associative algebra such that x y = xy + yx /2. Such an algebra indeed has been known for about 150 years and has been studied in the literature on representation theory. The associative algebra that gives rise to n is called the Clifford algebra and is studied, for instance, in Shimpuku (1988) and Jacobson (1968) . In the remainder of this section we first define the Clifford algebra and then show that a proper Jordan subalgebra of its self-adjoint elements is isomorphic to n .
Let N = 1 n . Define the set + = e e 1 e n and = 1 −1 × + ; for notational convenience we write e i and −e i for members of . Define a multiplication with the following rules: e 2 = e ee i = e i e = e i e 2 i = e (50) e i e j = −e j e i for i = j, i j ∈ N (51) Now let n be the associative closure of under this multiplication. It is clear from the multiplication rules that n has 2 n+1 elements. Indeed, one can write members of n in the form of ±e I where I ⊆ N . Also, these rules indicate that e I e J equals either e K or −e K where K is the symmetric difference of the sets I and J . The set n under this multiplication forms a group with identity e = e, and the inverse of each element e I is either e I or −e I . We use + n and − n for the sets of, respectively, "positive" and "negative" elements of n . Now we use a standard technique to construct an algebra from this group. Take the linear space 2 n and identify the standard orthonormal basis with elements of + n . We assume that vectors in this space are indexed by subsets of N . In particular a basis element e I is the 2 n -vector with all entries zero except the one corresponding to set I, which is equal to one. The multiplication rules in n induce a multiplication on the space 2 n : where I J is the symmetric difference of sets I and J and sgn I J = 1 if e I e J = e I J and sgn I J = −1, if e I e J = −e I J .
Definition 6. The space 2 n , along with the multiplication defined in (52), forms an associative algebra called the Clifford algebra 2 n .
It is straightforward to verify that 2 n is indeed associative and that the identity element is e. Let us now define the adjoint operation on this algebra.
Definition 7. For a Clifford algebra 2 n , and an element x = I⊆N x I e I , (1) A basis element e I is even if e 2 I = e; it is odd if e 2 I = −e. In fact, it is easily verified that I is even iff it has k elements and k k − 1 /2 is even.
(2) For each vector x construct its adjoint x by setting x I = x I if e I is even and x I = −x I if e I is odd.
(3) A vector x is self-adjoint if x = x , that is, if and only if x I = 0 whenever e I is odd. Let 2 n be the set of all self-adjoint elements of 2 n . Clearly 2 n is a subspace of 2 n .
(4) An element x is simple symmetric if x I = 0 for all I with more than one element. Since e I with I empty or a singleton is even, this implies that simple symmetric vectors are self-adjoint. We denote the set of simple symmetric vectors by n+1 because these vectors have only n + 1 fixed coordinates that can assume arbitrary values.
Remark 2. Trivially " " is a linear transformation on 2 n and x = x. Also for basis elements, e I = e I if e I is even and e I = −e I if e I is odd. Thus e I e J = e J e I . It follows from this observation and the definition of the multiplication that xy = y x . Now consider the induced Jordan product x y = xy + yx /2. First, observe that both self-adjoint and simple symmetric elements of 2 n are closed under this multiplication: If x and y are self-adjoint and u = xy, v = yx, and e I is odd, then u I = −v I . If x and y are simple symmetric, then u = xy and v = yx each have all their coordinates equal to zero except those that are indexed by sets that have at most two elements. Now if set I has exactly two elements, then e I is odd, thus u I = −v I . Therefore xy + yx /2 has only zero entries except for those coordinates indexed by the empty set and by singleton sets; that is, xy + yx /2 is also simple symmetric.
Second, notice that for simple symmetric elements x and y, xy + yx /2 = x y, where x y was defined over n+1 at the beginning of this section. Thus the Jordan algebra made of simple symmetric vectors and the operation xy + yx /2 is isomorphic to the algebra n .
Thus we have our EAJ system: 2 n 2 n n . As mentioned, since rk n = 2 it follows that applying the primal-dual algorithm outlined in §3, the iteration complexity will be 1 .
The class of similarly scaled directions of Monteiro and Zhang (1998) can be derived by using Q p x Q p −1 s = e, for some p ∈ n , for the relaxed complementarity condition. In particular the xs, sx, and Nesterov-Todd methods can be derived by choosing p to be, respectively, s 1/2 , x 1/2 , and w 1/2 where w = Q x 1/2 Q x 1/2 s −1/2 . Finally, note that if in a -LP is the direct sum of t Lorentz cones (possibly of different dimensions), then the analysis of §3 implies iteration complexity of √ t .
5. Conclusion. In this paper we have shown that Monteiro's √ n bound on iteration count of short-step and predictor-corrector path-following algorithms over the class of similarly scaled directions of Monteiro and Zhang (1998) extends verbatim to optimization over the representable symmetric cones. This result, in fact, applies to just about any known interior-point algorithm for semidefinite programming. For instance, the high order convergence results of Luo et al. (1998) and Potra and Sheng (1998) also apply to this more general class. Furthermore, algorithms that are not in the Monteiro-Zhang family, such as those of Tseng (1998) and Monteiro and Tsuchiya (1999) , can also be extended to representable symmetric cones, and in particular applied to Lorentz cone optimization problems using techniques of this paper. In other words, implications of our approach go beyond Monteiro's analysis; SDP interior-point algorithms and their analysis extend to all representable symmetric cones. Hence, instead of restricting themselves to the ordinary semidefinite programming, it seems more natural for workers in optimization theory to develop interior-point algorithms for all representable symmetric cones.
A problem that remains open is whether pure Jordan algebraic techniques can be applied to prove r iteration complexity of the XS + SX or other methods. If so, such a proof will fill the gap for the Albert algebra as well. In Monteiro's proof and its extension presented in this paper, reference to elements of the associative algebra is made only in a few places. Let be an EAJ system. First notice that all simple elements (see §2) of are referenced through their (Frobenius or two) norms. Such references can be turned into references to elements of : If a ∈ is simple, then a F / = aa 1/2 F / and aa 1/2 ∈ . In the analysis given above, the only parameter of that is not simple is w x as defined in (16). Also, the proof of Lemma 8 relies on nonsimple elements in the Associative algebra.
In a companion paper Schmieta and Alizadeh (1999) , we show that the complexity analysis for the Monteiro-Zhang commutative class extends to all symmetric cones. Our analysis there is based exclusively on Euclidean Jordan algebras. No reference to associative algebras are made, and thus no assumption of representability is required.
