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“Green Profit” refers to economic profits generated by an environmentally sustainable business. As 
awareness of sustainability increases and environmental regulations become more stringent, manufactur-
ers are faced with the challenge of making a green profit in their businesses. Recovering end-of-life prod-
ucts after customer use is a promising solution to this challenge. Various recovery options, including re-
use, refurbishment, remanufacturing, and material recovery, can make it possible for companies to com-
ply with environmental legislation and also gain social and economic benefits. This dissertation presents a 
design approach, referred to as “Green Profit Design,” to help maximize green profits from end-of-life 
recovery of products. 
Green Profit Design is a Design for Recovery approach that facilitates green and profitable end-
of-life recovery of products by establishing a clear link between product design and end-of-life recovery. 
Product design features, including product architecture, functional performance, and material properties, 
greatly affect the economic and environmental performances of end-of-life recovery. Therefore, the most 
important factors in achieving green profit are an understanding of how design decisions affect actual 
end-of-life recovery and understanding the economic and environmental implications of the design. The 
Design for Recovery methods introduced in this dissertation evaluate product design from a recovery per-
spective and provide a quantitative assessment of how good or how bad a product design is in terms of 
both recovery profit and environmental impact. The methods can be utilized for either design improve-
ment or design selection.  
An original contribution of this dissertation is that it provides the foundation for integrating the 
different perspectives on end-of-life recovery of different domains, i.e., design engineering, environmen-
tal engineering, and business. Another important contribution is its thorough coverage of recovery pro-
cesses. In addition to technical and operational issues, the methods in this dissertation also cover the re-
covery processes at the front end (i.e., product take-back and reverse logistics) and the back end (i.e., re-
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marketing of recovered items) and suggest an advanced approach for coordinating and managing the en-
tire process more effectively. 
This dissertation presents two empirical studies, four Design for Recovery methods, and three ex-
tended studies on further refinement of the four methods. Using statistical analyses, the empirical studies 
investigate the challenges that the Design for Recovery approach must overcome. The current industry 
practice of electronics recovery is examined to gain a better understanding of the design issues associated 
with end-of-life recovery.  
The Design for Recovery methods focus on evaluating the design of the original product from a 
recovery perspective. The first three methods consider the case in which the second-life products recov-
ered from the end-of-life products have a pre-defined design. Optimization models for evaluating a single 
product and for evaluating the design of a family of products are presented, and the effects of product ob-
solescence and deterioration at the time of end-of-life recovery are also analyzed. The fourth method is 
focused more on how to remarket end-of-life products, and it provides the advanced tools required for 
market positioning to optimize the design and the price of a second-life product.  
The three extended studies focus on environmental implications of end-of-life recovery and dis-
cuss appropriate timing utilizing recovery principles. End-of-life recovery is basically a strategy for ex-
tending the life of a product by reusing, refurbishing, or remanufacturing that product. The studies 
demonstrate that an extended lifetime may not always be environmentally sustainable, and that shortening 
the lifetime may actually be better in some cases. To help decide on the optimal lifetime strategy for a 
given product, lifecycle assessment (LCA) approaches for a large-scale system are discussed, and an ana-
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Chapter 1.  Introduction  
1.1   Product End-of-Life Recovery: A Promising Way to Go Green 
As awareness of sustainability increases and environmental regulations become more stringent, manufac-
turers are faced with the challenge of conducting green businesses while maintaining profitability. Manu-
facturers make profit by producing and selling products. “Going green” means that manufacturers must 
make products that are not only profitable, but also more environmentally friendly. This goal involves 
managing a production system to generate less pollution and waste, but manufacturers also must consider 
the post-production consequences, i.e., the entire life of a product.   
The life of a product begins with its design and development. In manufacturing, raw materials are 
extracted and processed into parts, and the parts are assembled into a final product. Products are distribut-
ed to customers and used until they reach the end of their useful lives, after which they are discarded. All 
phases of this lifecycle of a product (i.e., material extraction, manufacturing, use, and end-of-life treat-
ment) generate environmental impacts by consuming natural resources and energy, releasing emissions, 
and producing waste. They exacerbate environmental problems, such as the depletion of natural resources, 
global warming, and shortage of landfill space. Therefore, to make a product environmentally friendly, 
the entire lifecycle of the product must be improved so that the environmental impacts that the product 
causes from its cradle (raw materials) to its grave (disposal) are minimized.  
End-of-life recovery of products is emerging as a promising solution to the challenge of achieving 
green, profitable businesses. In end-of-life recovery, used and discarded products (hereinafter called end-
of-life products) end their first life by becoming useful components of other products [1]. Reusable prod-
ucts, parts, or materials are retrieved from end-of-life products and are given a second life through either 
reuse or resale. Specifically, end-of-life recovery is achieved by various means, including reuse, recondi-
tioning, refurbishment, remanufacturing, cannibalization, and material recovery. Figure 1.1 shows the 
differences between these forms of recovery and how the forms can benefit the manufacturer’s business.  
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Material recovery is the simplest form of recovery [2]. The raw materials in an end-of-life prod-
uct, such as steel, aluminum, glass, plastic, and rubber, are reused to make a new product, possibly one 
that is different from the original product [3].  
In refurbishment, remanufacturing, and cannibalization, the end-of-life product is disassembled, 
and its parts that are still functioning well are recovered, either for reuse in production (refurbishment and 
remanufacturing) or resale to the second-hand market (cannibalization). Refurbishment and remanufactur-
ing are very similar in that both processes produce a rebuilt, “like new,” second-life product using recov-
ered parts. The difference lies in that refurbishment maintains the original specifications for the second-
life product, whereas remanufacturing involves the upgrading of some parts in order to achieve better 
quality or enhanced specifications.  
Reuse is the ultimate form of recovery in that an end-of-life product is remarketed to another user 
with few, if any, reprocessing operations. Only essential operations (e.g., data scrubbing) and a minimal 
level of disassembly are conducted without any value-adding treatments. Alternatively, reconditioning 
involves minor value-adding treatments, such as cleaning, lubricating, and polishing. In general, reuse and 
reconditioning are regarded as the most sustainable recovery forms, because they require minimum effort 
and resources to produce a marketable product.  
In practice, end-of-life recovery involves the concurrent use of multiple recovery forms, depend-
ing on the various product and the market conditions. Figure 1.2 illustrates a typical end-of-life recovery 
process for desktop computers.  




 End-of-life recovery of products can benefit the environment in two ways, i.e., (1) by reducing 
waste and (2) by conserving natural resources and energy. First, end-of-life recovery reduces the amount 
of waste that must be disposed. Waste is one of the major environmental problems that every country is 
now facing. In 2009, Americans generated about 243 million tons of municipal solid waste (MSW), about 
4.3 pounds of waste per person per day [4]. Electronic devices are one of the fastest-growing waste 
streams in MSW. In 2009, 2.37 million tons of electronic devices reached their end-of-life status in the 
United States [5]. End-of-life recovery is essential in order to reduce the rate at which landfills are grow-
ing and to reduce the mass of materials that must be incinerated. Second, end-of-life recovery conserves 
natural resources and reduced the amount of energy required to produce new products. Since it allows for 
reusing materials and parts, the production of new materials or parts can thus be minimized or avoided. 
Figure 1.2 Pictorial example of product end-of-life recovery 
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Accordingly, all of the natural resources and energy that would have been used for the production of a 
new product can be saved. In addition, the emissions and waste that would have resulted from the produc-
tion of a new product can be avoided as well. 
1.2   Motives and Barriers for End-of-life Recovery 
1.2.1  Motives for End-of-life Recovery 
Over the past few decades, product end-of-life recovery has been rapidly attracting the interest of product 
manufacturers. Today, end-of-life recovery is becoming more popular in various industries, including 
consumer electronics, appliances, machines and equipment, automobiles, and furniture. There are three 
motivational drivers for the growth of end-of-life recovery: (1) corporate social responsibility, (2) envi-
ronmental legislation, and (3) economic profitability. 
End-of-life recovery improves the environmental sustainability of products and enables compa-
nies to practice better corporate social responsibility. Traditionally, few manufacturers have taken respon-
sibility for what happened to their products when they reached the end-of-life status; in fact, their typical 
approach has been to ignore the end-of-life products [6]. Today, however, manufacturers cannot sustain 
their businesses with this approach. Customers and society now demand that manufacturers be responsi-
ble for the environmental burdens created by their products, and they are requiring that manufacturers 
provide responsible end-of-life recovery and disposal. 
Environmental legislation is another strong motivational driver. Various environmental regula-
tions have been enacted by a growing number of countries in Europe and East Asia and by a federal agen-
cy and over half of the states in the United States [7-9]. These regulations are aimed at conserving the 
consumption of energy and materials, minimizing pollution and waste, promoting product take-back and 
end-of-life recovery, reducing the hazardous and toxic substances in products, and reducing waste. Exam-
ples of well-known legislative drivers include the following: Waste Electrical and Electronic Equipment 
(WEEE) Directive [10]; Restriction of Hazardous Substances (RoHS) Directive [11]; End-of-Life Vehicle 
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(ELV) Directive [12]; and Extended Producer Responsibility (EPR) laws [13]. Landfill taxes, energy tax-
es, and emissions trading also have been enacted by some legislative bodies to promote end-of-life recov-
ery. These regulations place the responsibility for end-of-life recovery and proper disposal on the manu-
facturers. To cope with these regulatory pressures, manufacturers must create and conduct responsible 
end-of-life recovery processes for their products and meet the specified minimum recovery rate.  
Economic profitability is a positive motivation for end-of-life recovery. With end-of-life recovery, 
parts and materials from end-of-life products can be used to produce other products, or they can be sold 
on secondary markets. Thus, companies can utilize many of the resources and value remaining in their 
end-of-life products at only a small fraction of the original production costs [14]. Tax savings from re-
duced waste also increase profit. Xerox Corporation’s experience provides an excellent example of suc-
cessful end-of-life recovery. By remanufacturing used photocopiers, Xerox has saved millions of dollars 
in raw material and waste disposal costs [15]. Also, flourishing second-hand markets and changes in cus-
tomers’ perceptions of second-life products (i.e., reused, reconditioned, refurbished, and remanufactured) 
are providing a new opportunities for product end-of-life recovery. In a quickly changing market with 
rapid advances in technology, not all people in a market desire brand-new items or the latest technologies 
[16]. Certain groups of consumers create a demand for recovered, second-life products. Some of these 
consumers want affordable products that just provide basic functions (e.g., old, functioning cell phones); 
others seek discontinued products or are interested in environmentally-benign products [3]. As Seitz 
(2007) [17] stated, end-of-life recovery also can produce profits by supplying reliable spare parts. It helps 
secure enough spares for maintenance and warranty claims, thereby reducing the lead time for repair, 
even when the products or parts have been discontinued and are no longer produced.   
1.2.2  Barriers to End-of-Life Recovery 
Recovery has the potential for green profit generation. However, many companies still have not taken the 
opportunity. In 2009, the recovery rates of MSW and electronic waste were 34 and 25 percent, respective-
ly [4, 5]. Fortunately, however, recovery rates are showing an increasing trend. With strong motivations 
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for end-of-life recovery, more and more companies are choosing end-of-life recovery, instead of disposal, 
as the primary strategy for their end-of-life products. However, when it comes to the quality of their end-
of-life recovery, another problem is evident. Most end-of-life recovery activities are conducted at a very 
low level, which means that the majority of product end-of-life recovery is material recovery rather than 
other, higher-level recovery forms, such as refurbishment or remanufacturing. As an example, according 
to a survey conducted in 2009 in the United States, only 30 percent of recovered end-of-life electronic 
products were reused or refurbished while the other 70 percent were recycled (material recovery) [5].   
Doubts about economic profitability may be one reason that prevents the growth of end-of-life re-
covery. Many manufacturers have the opinion that the cost of end-of-life recovery outweighs any profits 
generated, and researchers in academia also share this concern. Many previous studies (e.g., [17-19]) have 
indicated that end-of-life recovery is not always profitable. The reasons for the lack of profitability in-
clude the highly-variable and uncertain quantity and quality of end-of-life products, high costs for product 
take-back, product designs that are not suited for recovery, and rapid changes in technology and market 
preferences that discourage recovery.  
Some researchers also have recommended that caution be exercised in assessing the environmen-
tal benefits of end-of-life recovery. Intlekofer et al. (2010) [20], Boustani et al. (2010) [21], and Gutowski 
et al. (2011) [22] explored the possibility that second-life products might actually consume more energy 
than new products. They showed that the improved energy efficiency of new products can overwhelm the 
energy savings associated with manufacturing of second-hand products.  
The inherent complexity of end-of-life recovery makes it difficult to achieve profit from end-of-
life recovery. As Kerr and Ryan (2001) [15] pointed out, economic success from end-of-life recovery de-
pends on many factors, including product design; the frequency, volume, and condition of end-of-life 
products; transportation distances; costs for product take-back; the value of second-life products; the de-
mand for second-life products; and the costs associates with implementing end-of-life recovery. For Orig-
inal Equipment Manufacturers (OEMs) who undertake the remanufacturing business, another challenge is 
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added, namely, the effect of end-of-life recovery on the sales of their new products. The potential for can-
nibalization of the sales of new products has been highlighted as a major barrier that prevents OEMs from 
choosing higher-level recovery forms [23-25].    
Geyer and Jackson (2004) [26] presented three possible barriers to end-of-life recovery. These are 
(1) limited access to recoverable, end-of-life products; (2) limited technical, economic, and/or environ-
mental feasibility of recovery processing; and (3) limited market demand for recovered products. The au-
thors warned that any of these barriers can completely constrain the economic and environmental perfor-
mance of value recovery from end-of-life products. Similarly, Guide and Van Wassenhove (2009) [27] 
highlighted the importance of three major activities in end-of-life recovery, i.e., take-back management, 
recovery operations, and market development for recovered products. The authors emphasized that creat-
ing value from end-of-life recovery is only possible when all three activities are well coordinated and 
managed.  
To facilitate end-of-life recovery, its potential for generating green profits must be confirmed and 
well-supported. To this end, scientific methods that can evaluate, substantiate, realize, and maximize that 
potential are in great demand. These methods also should address the aforementioned threats and barriers, 
which included insufficient economic profitability and environmental sustainability of end-of-life recov-
ery, imbalance between returns and demands, and cannibalization of the sales of new products.    
1.3   Design for Green, Profitable Recovery 
Environmental regulations (e.g., WEEE, RoHS, and ELV) are strong negative motivators for companies 
to undertake product end-of-life recovery. However, as stated in Navin-Chandra (1994) [2], the regulatory 
push factor alone is not enough to make it attractive for a company to invest in end-of-life recovery. Pull 
factors, especially economic profitability, must be significant enough that companies are positively moti-
vated to pursue end-of-life recovery. Thus, engineering methods for maximizing recovery profit have 
come into increasing demand. Design for Recovery is a group of engineering design tools that the aim of 
which is to improve the feasibility and profitability of end-of-life recovery at the design stage, where the 
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potential for affecting results is the greatest [28]. These tools address the economic and environmental 
concerns of end-of-life recovery with the help of well-designed products.   
Product end-of-life recovery is the process of collecting used products from their former users; 
sending recoverable units to recovery facilities; reprocessing collected units to render them re-marketable; 
and distributing recovered products, their components, or their materials to future customers. As Figure 
1.3 illustrates, the recovery process typically involves four sequential activities: (1) product take-back, 
including product acquisition and reverse logistics; (2) product disposition (i.e., testing, grading, and sort-
ing), along with necessary disassembly; (3) reprocessing, such as conditioning, parts replacement, and 
reassembly of second-life parts or products; and (4) remarketing (i.e., distribution and sales of second-life 
parts and products).  
Since the recovery process is highly dependent on the design of the original product, recovery can 
be improved drastically if proper decisions are made during the design stage. More specifically, product 
design features, such as function, material, structural layout, and inter-part connections [29], will greatly 
affect the types of second-life items that can be produced, the recovery operations that are necessary to 
produce these items, and the profitability of the second-life products. Thus, the major influence of the ini-
tial product design suggests that product design is the most important factor in improving the recovery 
process. Kerr and Ryan (2001) [15] also introduced good evidence to support the importance of initial 
product design. When discussing the recovery of Xerox photocopiers in Australia, the authors demon-
strated that products that were designed for easier disassembly and recovery resulted in decreased genera-
Figure 1.3 End-of-life recovery process 
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tion of waste and decreased consumption of resources, thus aiding in profitable recovery.  
Design for Recovery enables manufacturers to make better design decisions by helping them 
evaluate their design alternatives and identify the optimal design. Figure 1.3 shows that end-of-life recov-
ery involves two important design decisions, i.e., one for the original products that will be returned for 
recovery at the end of their lives and the other for the second-life products (not necessarily having the 
same product identity as the original product) recovered from the end-of-life products. For successful 
end-of-life recovery, both designs are important and Design for Recovery should support both designs. 
The original products should be designed for easier disassembly and recovery, such that both economic 
and environmental costs can be minimized. The second-life products should be designed so that parts and 
materials can be reused more easily and to facilitate successful remarketing, thereby maximizing the rev-
enue and profit attained from remarketing.  
1.4   Research Focus of the Dissertation 
1.4.1  Goal and Scope 
The principal goal of this dissertation is the development of Design for Recovery methods that facilitate 
green and profitable end-of-life recovery. Improving product design for greener and more profitable re-
covery is achievable only by understanding how design decisions affect end-of-life recovery and what 
economic and environmental implications those decisions will have at the end-of-life stage. However, the 
connection between product design and recovery has not been clear, thus hindering the movement toward 
 
Figure 1.4 Design evaluation using Design for Recovery methods 
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green, profitable recovery. The methods presented in this dissertation will help establish a clear link be-
tween the design of a product and its end-of-life recovery. For a product design, the methods identify po-
tentially the optimal way to recover that product, whereby the economic and environmental performance 
of the product can be evaluated at the design stage (Figure 1.4). Here, “optimal” implies that the design of 
the product can achieve the following objectives:    
 Maximize recovery profit 
 Maximize reduction of adverse environmental impacts (compared to the counterpart new produc-
tion) 
 Satisfy legislative requirements for end-of-life recovery 
 
The optimization result reveals the (maximum) total recovery profit and the environmental impacts saving 
which can serve as economic and environmental performance measures for product design, respectively. 
The performance measures can be used at the design stage to assess quantitatively how good or bad a 
product design is from a recovery perspective. These measures also can be used to determine the optimal 
product design and why it is better than the others. 
One key contribution of this dissertation is that it provides a foundation for integrating the three 
perspectives on end-of-life recovery, namely, design and process engineering, environmental engineering, 
and business. The methods included in the dissertation consider several issues simultaneously, such as 
product design, recovery operations (e.g., disassembly, conditioning, material recovery), environmental 
impact, market preferences, and total profit, to incorporate possible trade-offs between the issues.   
Another contribution of this dissertation is its coverage of recovery processes. To date, there has 
been a great deal of research conducted on end-of-life recovery and Design for Recovery, but most of the 
effort, especially in the engineering design area, has been focused on technical and operational issues, 
such as how to make a recovery operation feasible and/or more cost effective. However, as emphasized 
by many studies, including those of Geyer and Jackson (2004) [26] and Guide and Van Wassenhove 
(2009) [27], end-of-life recovery is a problem that goes far beyond technical and operational boundaries. 
For the success of end-of-life recovery, other issues at the front end (i.e., take-back management) and the 
back end (i.e., remarketing) also are important. Therefore, the methods in this dissertation cover the entire 
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recovery process and suggest an advanced way of managing that process by coordinating its many differ-
ent steps. Figure 1.5 displays the research focuses of this dissertation.  
Finally, of the possible recovery options, parts reuse through refurbishment, remanufacturing, and 
cannibalization are the primary focuses in this dissertation because they are among the most popular and 
preferred forms of recovery in real-world applications. Although product reuse via direct reuse or recon-
ditioning is recognized as the most sustainable option, these forms of recovery rarely are used because 
they are difficult to apply [30]. The uncertain after-use quality and technological obsolescence of end-of-
life products usually require major reprocessing operations, such as disassembly and parts replacement. 
Therefore, the methods presented in this dissertation are designed to focus more on reusing parts by utiliz-
ing the processes of refurbishment, remanufacturing, and cannibalization.     
1.4.2  Focused Research Questions 
This dissertation consists of three main parts. This section describes each of the parts and shows the re-
search questions addressed in each part. A pictorial overview of the research structure is presented in Fig-
ure 1.6. 
The first part (Chapters 3 and 4) investigates the challenges that face Design for Recovery. For a 
better understanding of design issues in end-of-life recovery, results are presented from two empirical 
studies of the current practices involved in electronic-waste (i.e., e-waste) recovery. The first study inves-
 
Figure 1.5 Research focus of this dissertation 
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tigates the nature of end-of-life products, particularly the quantities returned for recovery and their ages. 
The study addresses the following, specific research questions: 
 How many units of end-of-life products are returned to a collection center per day? Are there any 
differences in the quantities returned among various product types and brands?  
 How old are the products in the incoming stream of end-of-life products? To what extent do the 
ages of the end-of-life products vary? What are the differences in the ages among the various 
product types and brands? 
 How does the nature of end-of-life products complicate e-waste recovery? What are the design 
and managerial implications for making end-of-life recovery easier and more profitable?    
 
The second empirical study examines the residual market value of end-of-life products with the 
aim of understanding market preferences for second-life products. The following research questions are of 
the primary focus of the second study: 
 What is the relationship between product specifications and the market value of second-hand 
products? Among various specifications, which one has the greatest influence on the value the 
products?  
 




 How does the age of a product affect its residual market value?  
 To what extent do cosmetic and hardware conditions contribute to market value? 
 Do different types of products have any significant differences in their value trends? If so, what 
are the differences?  
 
The second part of the dissertation (Chapters 5 through 8) introduces four Design for Recovery 
methods that are aimed at evaluating the design of the original product from the recovery perspective. The 
first method is developed for evaluating a single product design. The method can be used in answering 
the following research questions:  
 What is (potentially) the optimal recovery strategy for a product with the given design? 
 In terms of recovery profitability, how good or bad is the current design? How can one determine 
which design is better than the others?  
 How should the design of the product be changed to enhance the profit from recovery? 
 
Extending the scope of analysis, the second Design for Recovery method evaluates a set of prod-
ucts, i.e., a family of products, which are to be are recovered at the same time. End-of-life management is 
regarded as a problem of multiple products that have certain parts in common. In order to improve the 
profitability and environmental sustainability of end-of-life recovery, a manufacturer should make com-
monality decisions in product family design by considering their influences on product take-back and 
end-of-life recovery. To help manufacturers make the best decisions, the method addresses the following 
research questions that are focused on the impact of component sharing during end-of-life recovery:  
 What is the optimal recovery strategy for a product family? 
 From the end-of-life recovery perspective, can a set of products benefit a company when the 
products are designed to have common components?  
 
The third and fourth methods focus on remanufacturing (that allows design changes of second-
life products, i.e., their product identities may change). The third method considers the impact of time on 
end-of-life recovery. The residual value of an end-of-life product, which changes over time, is a critical 
factor for the success of end-of-life recovery. This method addresses the issue that little is known on how 
to estimate the expected residual value, yet it is an essential input to solve many recovery problems. The 
third method addresses the following research questions: 
 How much economic value still exists in an end-of-life product from a (re)manufacturer’s per-
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spective, considering two major depreciation factors, i.e., technological obsolescence and physi-
cal deterioration of constituent parts?  
 How does the time-varying residual value affect end-of-life recovery? Does the change affect the 
best recovery strategy for a product?  
 
The fourth method provides an optimal market positioning for a remanufactured product at 
which maximum recovery profit is expected. Research questions of interests are as follows: 
 What are the optimal product specifications for a second-life product? Is it better to reuse or up-
grade a part? If it is better to upgrade a part, to what level should it be upgraded?  
 What is the optimal price at which a second-life product should be sold? What is the expected 
cost and total profit of end-of-life recovery? 
 How does the optimal market positioning change as the ages of end-of-life products increase? 
 
The fourth and last part of the dissertation (Chapters 9 through 11) concentrates on environmental 
implications of end-of-life recovery and ecologically appropriate timing for remanufacturing or replacing 
products. End-of-life recovery is basically a strategy for extending the lifetime of a product by reusing, 
refurbishing, or remanufacturing the product. In general, second-life products are regarded as more envi-
ronmentally sustainable than new products. However, such an extended lifetime may not always be envi-
ronmentally sustainable [20-22], especially when a new product has a significantly higher energy effi-
ciency than a second-life product and the product typically generates the majority of its environmental 
impact at the usage stage. Appliances, equipment and machines, and vehicles are among the examples. A 
more appropriate solution for this type of products may be to shorten their lifetime by promoting proper 
replacement with new products. The “Cash-for-Clunkers” program in the United States is an exemplary 
approach along this line. In the fourth part in this dissertation, different lifetime strategies (i.e., to extend, 
to maintain, or to shorten the current lifetime) are evaluated from an environmental perspective, and a 
method is suggested for determining the optimal approach. Large-scale agricultural and construction 
equipment is used for illustration. The following research questions are addressed: 
 What are the environmental implications of a product’s lifecycle? How can the environmental 
impacts associated with a complex product be assessed?  
 In terms of environmental impact, what are the differences between different lifetime strategies? 




1.5   Overview of the Dissertation 
This dissertation presents Design for Recovery methods for green and profitable end-of-life recovery. The 
dissertation is organized into 12 chapters, and the overall flow is illustrated in Figure 1.7.  
Chapter 1 introduces the concept of end-of-life recovery and provides the motivation for develop-
ing Design for Recovery methods. In addition, the research structure and focused research questions in 
this dissertation are presented. Chapter 2 presents a survey of the related literature. The existing ap-
proaches for planning and managing end-of-life recovery are reviewed along with previous Design for 
Recovery methods. The background to lifecycle assessment (LCA) is also surveyed.  
 
Figure 1.7 Overall flow of this dissertation
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Chapters 3 and 4 investigate obstacles in achieving green and profitable end-of-life recovery and 
discuss the role of Design for Recovery in overcoming the obstacles. Chapter 3 addresses the characteris-
tics of end-of-life products that are known to be highly influential in performing end-of-life recovery in a 
profitable manner. Using data collected from an e-waste collection center, the quantity and age of the e-
waste are analyzed by product type and brand. Based on the results, the design and managerial implica-
tions for more profitable e-waste recovery are discussed. Chapter 4 presents an empirical study of market 
value of end-of-life and second-life products using the examples of laptop computers and cell phones. To 
create a better understanding of the link between product design and second-hand market value, a value 
model is developed by analyzing a thousand items that were on the market in recent years and their cur-
rent buy-back prices in the second-hand market. The value model formulates the second-hand market val-
ue as a function of product specifications, age, and cosmetic and hardware conditions. Based on the re-
sults of the analysis, the design implications for improving the value of used products are discussed.  
Chapters 5 through 8 present Design for Recovery methods. Chapter 5 proposes a framework for 
analyzing the effect of design differences on product recovery and determining the architectural charac-
teristics that are desirable from the end-of-life perspective. For better design evaluation, an optimization-
based model is developed that considers product design and recovery network design simultaneously. The 
chapter consists of two parts. In the first part, a generic mathematical model is proposed for evaluating 
design alternatives, and in the second part, a comparative study based on the proposed model is conducted 
using an example of cell phones.  
As a logical extension to the single-product evaluation considered in Chapter 5, Chapter 6 pre-
sents a quantitative model for evaluating product family design from an end-of-life recovery perspective. 
A mixed integer programming model is developed to identify an optimal strategy for managing product 
take-back and end-of-life recovery, thereby assessing the product family design in terms of its profitabil-
ity in end-of-life recovery. The developed model highlights the impact of component sharing on end-of-
life recovery. An example with a cell-phone family is used to illustrate the application of the proposed 
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model and to demonstrate how it supports decision making in product family design.  
Chapter 7 addresses the problem of determining the remaining economic value in an end-of-life 
product, which is a critical input that is required for solving many recovery problems even though little is 
known about how to formulate a reasonable estimate of residual value or how to use such information for 
improving end-of-life recovery. An estimation model is presented that assesses the time-varying econom-
ic value of an end-of-life product, considering two major value depreciation factors, i.e., technological 
obsolescence and the physical deterioration of the constituent parts. The model has various applications to 
decision making for end-of-life recovery, including optimization of the mix of parts and planning the re-
manufacturing strategy. More importantly, the model is useful in identifying the conditions under which 
refurbishment or remanufacturing will be more profitable than new production. The developed model and 
its potential applications are illustrated using the desktop computer as an example.  
Chapter 8 presents Design for Recovery methods that involve the design optimization of second-
life products. In a market in which there are rapid changes in technology and customer preferences, the 
technological obsolescence of end-of-life products poses a significant challenge to product end-of-life 
recovery. End-of-life products must be remanufactured with appropriate upgrading of parts, and they 
must be offered to the market at reasonable prices so that customers will choose remanufactured products 
over competing new products. The optimal strategy for remanufactured products must be known at the 
initial design stage so it can be used to optimize the design to facilitate remanufacturing. In Chapter 8, a 
model is proposed that can be used for positioning a remanufactured product. The model provides an es-
timate of a remanufactured product’s appropriate selling price and specifications that will allow maxi-
mum recovery profit by considering three groups of inputs, i.e., original product design, the target market 
(i.e., customers’ preferences and competing products), and end-of-life information (i.e., expected end-of-
life timing, quantities returned, expected recovery cost, and profit). The developed model is illustrated by 
using the desktop computer as an example. Potential applications are also discussed with an emphasis on 
design for remanufacturing and recovery strategy planning.  
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Chapters 9 through 11 are focused on the environmental sustainability of end-of-life recovery. 
Chapters 9 and 10 investigate the environmental performance of a large-scale system using lifecycle as-
sessment (LCA), which also is known as lifecycle analysis. LCA is an analytical tool that is used to eval-
uate environmental performance. It examines all stages of a product’s lifecycle and gives a quantitative 
assessment of the total environmental impact (e.g., greenhouse gas emissions and global warming, waste 
generation, and energy and resource depletion). An effective LCA makes it possible to identify priority 
areas for improvement, and, further, it identifies ways to reduce adverse environmental impacts. Despite a 
wealth of LCA studies on various products, only a few have examined large-scale systems due to the 
complexity of the task. Chapter 9 describes how the LCA approach can be applied to a complex off-road 
machine, especially when the anticipated usage patterns of the machine (e.g., average work load, fuel 
consumption rate, and total lifetime) vary greatly by consumer. Chapter 10 discusses how to conduct a 
comparative LCA for multiple products. To make a fair comparison, the impact generated by the same 
amount of production is proposed as the comparison basis.  
Chapter 11 proposes a model that can be used for planning optimal lifetimes of various products. 
Extending the life of a product through remanufacturing or refurbishing is generally regarded as being 
“greener” than new production, because it reduces the consumption of resources and the generation of 
waste that are associated with the production of new products. However, when considering improved per-
formance of new products, extending the lifetime of less-efficient, less-productive, old products may not 
always be greener than new production. This chapter presents a generic model to decide the optimal life-
time strategy for a product. Three different lifetime strategies, i.e., maintaining, extending, and shortening 
the current lifetime, are compared from an environmental perspective and for a given time horizon. The 
average environmental impact per unit production is used as the basis for a fair comparison. When the 
model is applied along with an optimization technique, it also can identify the optimal lifetime of a prod-




Chapter 12 summarizes the contributions made by this dissertation and states the conclusions that 
resulted from the results of the work. Also, the limitations of the current work are discussed, and future 
research directions are suggested.   
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Chapter 2.  Literature Review1 
Given the research focus identified in Section 1, a survey of relevant studies of product end-of-life recov-
ery and Design for Recovery is presented in this chapter. As shown in Figure 2.1, the relevant studies can 
be divided into five groups: Design for Recovery, product recovery strategies, planning and management 
of remanufacturing, lifecycle assessment, and product lifetime planning.[31-35]  
2.1   Design for Recovery 
Manufacturers need an efficient way to make end-of-life recovery more profitable and more environmen-
tally sustainable. In addition, the process must satisfy the recovery targets and requirements mandated by 
 
Figure 2.1 Relevant literature discussed in this dissertation 
 
 
1 Reprint, with permission, from Ref. [31-35].  
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environmental legislation. In this context, designing a product that will be easy to disassemble and recov-
er at its end-of-life stage has become a great concern to most product manufacturers, which results in an 
increasing demand for Design for Recovery.  
Design for Recovery and related technologies, such as Design for Lifecycle and Design for Eco-
efficiency, make the principles of sustainable product design available to their users. Sustainable product 
design focuses on the fact that product design is a critical determinant of profitability as well as environ-
mental consequences [36]. Decisions made at the design stage affect all phases of a product’s lifecycle. In 
many previous studies (e.g., [37-41]), it has been reported repeatedly that the design stage determines 70-
85% of a product’s total lifecycle implications, including lifecycle cost and environmental impact (Figure 
2.2). Therefore, sustainable design is aimed at proactively dealing with economic and environmental is-
sues during the early design stage, when the potential for affecting results is the greatest [28].  
Some researchers, such as Lye et al. (2001) [36], O’Shea (2002) [42], Holt and Barnes (2010) 
[43], and Sy and Mascle (2011) [44], developed a holistic design approach that considers the concerns of 
all lifecycle phases in an integrated manner. However, sustainable design can also be broken down into 
many principles according to the stages of product lifecycle, including manufacturing, use and the end-of-
life of the product. Throughout these stages, different design strategies are derived as the pieces of sus-
tainable design [45]. Design for Recovery, which is among the principles of sustainable product design, 
 (a) (b) 
Figure 2.2 Impact of design on the commitment of lifecycle implications: (a) lifecycle costs (re-
drawn from Fig. 4 in Ref. [37]) and (b) environmental impacts (redrawn from Fig. 2 in Ref. [40]) 
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addresses the economic and environmental concerns of product end-of-life recovery. It considers improv-
ing product designs as a way to enhance recovery profit and seeks to identify improved, if not optimal, 
product design to reduce the cost of recovery and/or increase the profit associated with recovery. 
2.1.1  Design for X 
In the field of Design for Recovery, many methods have been presented with the aim of supporting a spe-
cific recovery operation or a particular form of recovery by means of design enhancement.  
Design for Disassembly (DfD) is a representative design principle in Design for Recovery. Disas-
sembly is “the process of systematic removal of the desired components or materials from the original 
assembly so that the components or materials are obtained in the desired form” [46]. Efficient disassem-
bly is a prerequisite for profitable and environmentally-sustainable recovery. In addition to retrieving re-
usable parts and recyclable materials, disassembly also helps ensure the safe disposal of hazardous parts 
and the destruction of parts to prevent unauthorized resale [47].  
Traditionally, DfD has been conducted by following a set of guidelines, such as “minimize the 
number of fasteners,” “ensure easy access for disassembly,” “use two-way snap fits for easy assembly and 
disassembly,” and “use standard tools and fasteners” [48, 49]. More quantitative approaches also have 
been presented, including those of Dowie et al. (1995) [50], Boks et al. (1996) [51], Kroll and Carver 
(1999) [52], Das et al. (2000) [53], Kondo et al. (2003) [54], Desai and Mital (2003) [55], and Sodhi et al. 
(2004) [56]. The primary purposes of these methods are to evaluate product design in terms of ease of 
disassembly and to suggest redesign options based on the results.  
Some studies have presented more advanced DfD approaches using optimization techniques. For 
instance, Takeuchi and Saitou (2005) [57] proposed an optimization model that simultaneously deter-
mines the spatial configurations of components and the fastening features of the components, such that 
the product can be disassembled in the most profitable way. Viswanathan and Allada (2006) [58] suggest-
ed a model that optimizes the configuration of the product from the perspective of disassembly, consider-
ing the distribution of remaining value in an end-of-life product.  
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Design for Material Recovery (Design for Recycling)  suggests making better choices in selecting 
materials so that the processes of material recovery (e.g., disassembly, shredding, and separation) will be 
more efficient [30, 45]. Attempts must be made in the product design stage to develop and utilize designs 
that minimize the impurity levels of the materials in order to maximize the quality of the recycled materi-
al and its market price [47, 59]. Chen et al. (1994) [29] emphasized that the potential recyclability of a 
product is determined at the design stage, and, thus, can be improved by changes in material composition, 
structural layout, and interconnections between parts.  
Many approaches in Design for Material Recovery evaluate product design from the material re-
covery standpoint and highlight priority areas for improvement. Such methods include those of Lee and 
Ishii (1997) [60], Kanai et al. (1999) [61], Eikelenberg et al. (2003) [62], Huisman et al. (2003) [63], and 
Ferraro and Amaral (2006) [64]. The general criteria used for evaluating designs include higher fractions 
of recycled and recyclable materials, a smaller variety of materials, higher compatibility of materials used 
for adjacent parts, easier disassembly of parts and separation of materials, and smaller quantities of toxic 
materials [29, 45].   
Design for Remanufacturing (Part Reuse) encompasses design principles that facilitate any of the 
steps involved in remanufacture, i.e., transportation, disassembly, sorting, cleaning, refurbishment, reas-
sembly, and testing [65]. Interest in the remanufacturing business has become increasing rapidly in both 
industry and academia because it provides an environmentally and economically sound strategy for prod-
uct end-of-life recovery [66, 67]. Sundin and Bras (2005) [68] pointed out that remanufacturing is also 
important in functional sales businesses.  
In order for remanufacturing to be successful, it is critical to know in advance whether the design 
of a given product incorporated features to facilitate the remanufacturing process. Lund (1984) [69] pre-
sented criteria that can be used to assess the remanufacturability of various products. According to Guide 
(2000) [66], the criteria can be summarized as follows: “(1) the product is a durable good, (2) the product 
fails functionally, (3) the product is standardized and the parts are interchangeable, (4) the remaining val-
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ue-added is high, (5) the cost to obtain the failed product is low compared to its remaining value, (6) the 
product technology is stable, and (7) the consumer is aware that the remanufactured products are availa-
ble.” Amezquita et al. (1995) [70] characterized the remanufacturability of a product and suggested guide-
lines for Design for Remanufacturing, including ease of disassembly, ease of cleaning, ease of parts re-
placement, standardization of parts, fasteners, and interfaces. Hammond and Bras (1996) [71] presented 
quantitative metrics for assessing the ease of remanufacturing of a product. Hammond et al. (1998) [72] 
presented results from surveys among automotive remanufacturers, and obstacles to remanufacturing 
were investigated and ranked from the practitioner’s perspective. Also, design issues that might affect 
remanufacturability were identified, and the relative importance of each issue was evaluated to highlight 
the priority areas where improvements were needed. Shu and Flowers (1999) [65] investigated the effects 
of the designs of fasteners and joints on the profit from remanufacturing. They presented several cases in 
which joints designed for ease of assembly and recycling do not necessarily facilitate remanufacturing. 
They stressed the importance of the reliability of joints and of the ease with which they can be disassem-
bled and reassembled. Zwolinski and Brissaud (2008) [73] generated profiles of remanufacturable prod-
ucts by analyzing past products that had been remanufactured successfully in terms of their external char-
acteristics (i.e., market lifecycle, technology cycle, and wear-out life) and internal characteristics (i.e., 
number of parts, modularity, and number and types of fasteners). The profiles served as excellent refer-
ences for successful remanufacturing, and they can be used in the design and the re-design processes. Du 
et al. (2012) [74] developed an integrated model for assessing remanufacturability of used machine tools. 
Three criteria were used in the assessment, i.e., technical feasibility, economic feasibility, and environ-
mental benefits.   
One difficulty in remanufacturing is that the product and its parts can easily become obsolete or 
outdated [75]. Design for Upgrading is another line of design principles that has focused on the im-
portance of upgrading the initial design. Ishigami et al. (2003) [76] proposed a design method to enhance 
upgradability of a product over multiple generations. Upgrading in each generation was executed by add-
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ing modules to a product, replacing modules in a product, or removing modules from a product. Given an 
upgrade plan, the method helped determine the best product structure for the plan, yet the method for es-
tablishing the upgrade plan was not discussed. Xing et al. (2009) [77] pointed out that the upgradability of 
a product is influenced strongly by the product’s functional, physical, and structural characteristics. They 
proposed quantitative measures for product upgradability and developed an evaluation model that can be 
applied at the design stage. The research was extended by Xing and Abhary (2010) [78], who developed 
an optimization model to maximize the upgradability of a product. These studies presented ways to im-
prove the initial designs of products so that the products could be upgraded more easily, thereby extend-
ing their lifecycles in the future. However, little progress has been made concerning the content of up-
grades, i.e., identifying the level to which the specifications a product must be upgraded.  
2.1.2  Modularization and Standardization 
Modularization is a design approach that groups similar or closely related parts into a single module. 
Whereas traditional approaches have paid little attention to end-of-life recovery aspects, modular design 
recently has become a core concept in Design for Recovery [41]. Many previous studies, including Ki-
mura et al. (2001) [79] and Seliger and Zettle (2008) [80], have confirmed that product modularization 
can improve the reuse of parts reuse and the recovery of materials.  
In general, modular design involves measuring the similarity between different parts as a critical 
step [31]. Many recent studies have attempted to incorporate recovery-related characteristics in this step, 
including those conducted by Gu and Sosale (1999) [81], Sand et al. (2002) [82], and Umeda et al. (2008) 
[83]. Metrics that are frequently used include the similarity of physical and technological lifespans, com-
patibility of materials, and ease of disassembly. These measures also are used extensively in evaluating 
the modularity of a given product design, as shown in Newcomb et al. (2003) [84] and Qian and Zhang 
(2009) [85]. 
From the recovery perspective, an ideal modular design is that parts with the same end-of-life 
disposition (i.e., reuse, reconditioning, or material recovery) should be grouped in the same module. In 
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this regard, the general modularization approach has a limitation because it combines similarity metrics of 
different aspects into a single score using the weighted-sum approach. Accordingly, although the derived 
module can in a sense be a group of similar parts, it does not necessarily mean that the module will be 
recovered as a whole. If parts follow different end-of-life options, the module becomes meaningless be-
cause it must be disassembled. In Umeda et al. (2009) [86], this issue was addressed by using scenario-
based modularization.   
The standardization of parts and the product platform are well-known concepts in the area of new 
product design. In general, it is accepted that sharing components across multiple products can have a 
multitude of benefits, especially in the design and manufacturing stages [87]. However, most existing 
methods and applications have overlooked the benefit of component sharing in the end-of-life recovery. 
Perera et al. (1999) [88], Bras (2007) [75] and King and Burgess (2005) [89] emphasized this potential 
and stated that cost reduction in the end-of-life stage is another possible advantage of component sharing. 
The cell-phone case study in Seliger et al. (2003) [90] provided a good example that showed how the po-
tential can be materialized into a platform designed for remanufacturing.   
2.2   Product Recovery Strategies 
In product end-of-life recovery, a trade-off exists between the recovery costs and the profits that are real-
ized. As the recovered value of an end-of-life product increases, the costs to achieve that goal also in-
creases. As shown in Figure 2.3, it is important to develop a recovery strategy that balances the amount of 
money invested against the profits that can be realized from the second-life product [2, 29, 91]. The re-
covery strategy involves two plans, i.e., disassembly plan (to what level to disassemble the product with 
what sequence) and reprocessing plan (what recovery options to apply for disassembled parts). 
Studies related to recovery strategy planning have aimed at identifying the optimal recovery strat-
egy, which is the strategy that maximizes the benefit-cost ratio or the recovery profit from returned end-
of-life products. The main concerns include the optimal level and sequence of disassembly, recovery op-
tions for the disassembled parts, and related design and redesign issues [92]. As emphasized by Ishii 
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(1999) [93], incorporating the recovery strategy in the product definition is important for improving and 
selecting the appropriate design options. With the resulting optimal recovery plan, designers can evaluate 
the current design alternatives and improve them by, for example, using a modular design, changing the 
assembly method, changing materials, and changing the configuration of the product’s components.  
2.2.1  Value Deterioration of End-of-Life Products 
The age of an end-of-life product, or the time that has elapsed from its production and sale, has a signifi-
cant influence on the profitability of recovery [94]. Since the recovery occurs after that time has elapsed, 
it is very important to understand how the value of an end-of-life product varies over time for use in plan-
ning and optimizing the recovery strategy. Accordingly, several models have been developed to estimate 
the relationship between the age and the value of a product.  
Understanding how consumers place a value on a used product is essential information in the 
planning of an effective recovery strategy. Various models have been developed to measure the values of 
used products and their depreciation over time from the consumer’s perspective. However, most such 
models do not measure the values in monetary terms. For example, Vadrevu et al. (1994) [95] modeled 
the value of a product as a function of the deviation of a quality characteristic from the ideal target. Since 
 
Figure 2.3 Optimal recovery strategy (redrawn from Fig. 4 in Ref. [2]) 
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products show signs of wear as they age, their quality characteristics also deteriorate, and this changes the 
customer’s benefits and losses during the use of a product. The authors defined the product’s value as the 
cumulative sum of all benefits and losses during the use of the product until failure. Based on that defini-
tion, they developed a quantitative value model that focused on a single quality characteristic. Kumar et al. 
(2007) [96] proposed a model to characterize, from a consumer’s perspective, how value is created, con-
sumed, and reclaimed over a product’s lifecycle. They emphasized that the value perceived by the con-
sumer determines the selection of the recovery option at the end-of-life stage. Rachaniotis and Pappis 
(2008) [97] used performance value in evaluating and optimizing the design of a remanufactured product. 
The performance value of a product was formulated as the weighted sum of the performance values of its 
constituent parts. The part performance value was represented as a function of time and fitted to the his-
torical, PC-benchmark data using the least squares method. Pandey and Thurston (2009) [98] proposed a 
method for evaluating the time-dependent performance of a remanufactured product made of components 
that had different ages. Effective age, defined in terms of time, was presented as a new way for measuring 
performance value. They pointed out that different components deteriorate functionally at different rates. 
To get the function of the performance of an individual component, the customer’s or an expert’s assess-
ment of value degradation was coupled with the reliability of that component.   
In addition to performance, other measures also have been used to represent the residual value of 
a product. Daimon et al. (2003) [99] proposed a top-down approach for estimating physical and value life-
times of a product and its components. First, they estimated the physical and value lifetimes of a product 
based on the prevailing disposal data in the market. By analyzing each component’s contribution to the 
possible causes of disposal, they estimated the physical and value lifetimes of a component and used the 
information to decide the appropriate lifecycle option for a component. Xing and Luong (2009) [77] pre-
sented a method for estimating a product’s potential to serve an extended life based on its essential func-
tional, physical, and structural characteristics. One indicator they used was whether a component of the 
product is reusable for an extended life. The indicator considers both physical reusability and functional 
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reusability of constituent components. To assess the reusability, many factors were incorporated, includ-
ing the elapsed lifetime of the product, reliability of the component, the design cycle (the frequency for 
new designs to be released), and the current functional level of the component. Zhao et al. (2010) [100] 
used a customer utility function to represent a product’s value during its life. A multi-attribute utility 
function was defined that incorporates three attributes: prices, time-dependent reliability, and environ-
mental impact.  
Although these measures can identify the products that are preferred in the market, they have a 
limitation. Since they are not based on monetary value, it is difficult to combine them with operational 
costs, which complicates recovery decision making. The market values of products have been analyzed in 
several empirical studies, but most such studies have focused on the retail price of new products. For in-
stance, Harris and Dave (1994) [101] quantified the relationship between the price of a laptop computer 
and its components. Based on the result, they identified the specifications that have the most significant 
influence on the price. Rutherford and Wilhelm (1999) [102] presented a model for forecasting the selling 
price of a laptop computer. The model was used to derive design and managerial implications relative to 
upgrading the product.   
To date, methods for determining the value of a second-life product is determined have not been 
examined in detail, especially the effects of product characteristics (i.e., specifications, age, and condi-
tions) on the value. In their discussion of the importance of responsiveness in managing the reverse net-
work, Guide et al. (2006) [94] presented an exponential value decay function, i.e., ( ) (0) atV t V e  , to 
model the time-dependent market value of returned commercial products. The parameter a was used to 
represent the speed at which technological advances occur. However, the impact of design specifications 
on the value received little attention in this model. Ferrer (1997) [16] modeled remanufacturing econom-
ics in his study of the economics of PC remanufacturing. He proposed an estimation model for the selling 
price of a PC and the cost of remanufacturing. The value of a PC was defined as a linear function of time 
and its components’ market value. The value of each component was defined as a decreasing function of 
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time, i.e., ( ) (0) aV t V t   , where a is the component-specific positive parameter obtained by a regression 
analysis of the retail prices of new components [97].  
2.2.2  Disassembly and Recovery Strategy Planning 
In general, a recovery strategy is determined to recover the maximum value from an end-of-life product 
while satisfying environmental regulations. A recovery strategy contains two plans, i.e., disassembly and 
reprocessing, which describe how to disassemble a product and what to do with the disassembled parts, 
respectively. If designers are aware of the best recovery strategy for a product during the early design 
stage, they can create designs that will allow the product to be disassembled and the parts to be repro-
cessed more efficiently and effectively. Therefore, during the design stage, it is necessary to develop a 
method that will support the recovery strategy.  
Earlier work in this field aimed at optimizing the recovery strategy for a single type of product. A 
group of studies focused on determining the optimal sequence for disassembling a product. As Nasr et al. 
(1998) [103] reported, disassembly is not simply the reverse of assembly. During end-of-life recovery, a 
product is not disassembled completely; rather, it is disassembled into physical chunks, and each chunk is 
recovered simultaneously or disposed without further disassembly. Das and Naik (2001) [104] and 
Hundal (2002) [28] pointed out that a product can be regarded as an assembly of physical chunks, such as 
reusable parts or subassemblies, i.e., a mass of recyclable material and a lump of waste material. Disas-
sembly sequencing refers to an analysis that determines the sequence and level of disassembly operations 
considering their feasibility and economics. For instance, Kuo et al. (2000) [105] provided a graph-based 
approach for determining the disassembly sequence and conducting a cost analysis. A geometrical struc-
ture of components and fasteners, the order of disassembly, and the costs of disassembly were considered 
to generate the most feasible and profitable disassembly sequence. Refining the linear programming tech-
nique that was developed in the field of Petri Net [106], Lambert (2002) [107] addressed the problem of 
determining the sequences involved in optimal disassembly. As a prerequisite of the method, a transition 
matrix that comprehends the structure of the product was established. Dong et al. (2006) [108] proposed a 
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hierarchical approach that reduced the computational complexity of disassembly planning.  
A larger number of studies have considered both disassembly and reprocessing plans for design 
improvement, and a few studies have presented design methods based on the designer’s expertise. Marks 
et al. (1993) [109], Ishii et al. (1994) [110], and Feldmann et al. (2001) [111] described a design approach 
in which designers establish a recovery strategy by clustering components based upon their intent. In their 
strategy, components in each group must share some common characteristics that are desirable for profit-
able end-of-life recovery. By applying the method iteratively, designers can examine and evaluate various 
cases of component clustering with the aim of identifying the best recovery strategy. Some researchers 
have used analogies to determine the appropriate recovery strategy. Analyzing the recovery strategies of 
current industry practice, Rose et al. (2000, 2002) [112, 113] suggested a classification scheme for identi-
fying appropriate end-of-life strategies for a product based on that product’s characteristics. By helping 
designers predict strategies, the study aimed to enable them to redesign products to move toward a higher 
level of reuse. Based on these research efforts, Chen and Wu (2003) [114] proposed a neural network 
model for determining end-of-life product strategies. 
One limitation of these previous methods is that the quality and effectiveness of strategy planning 
may be highly dependent on the designer’s ability. Furthermore, the more complex the structure of a 
product is, the more difficult it becomes to identify the optimal recovery strategy for that product. It might 
be possible that the best recovery strategies are not considered and that designers miss opportunities for 
design improvements. Therefore, contrary to the approaches that are based on user-interactive methods, 
more recent studies have presented optimization-based methods for identifying optimal recovery strate-
gies.   
In general, the optimization-based design methods start with identifying an optimal recovery 
strategy, followed by an evaluation of product design based on the strategy. A recovery strategy is affect-
ed mainly by the structure of the product. Thus, most studies of end-of-life decision making have been 
concerned the product’s structure. In particular, the AND/OR graph, Petri Net, Bill-of-Materials (BOM), 
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and the Disassembly Tree (hereinafter referred to as DT) have been used extensively to represent the 
structure of a product [31]. 
Many researchers have suggested the use the AND/OR graph or Petri Net in devising methods for 
end-of-life decision making. These techniques can represent every possible plan of product disassembly. 
Hence, no matter how big the problem becomes, they make it possible to identify the optimal disassembly 
level and the appropriate disassembly sequence.  
Penev and de Ron (1996) [115], Pnueli and Zussman (1997) [116], and Erdos et al. (2001) [117] 
converted a product design into the form of an AND/OR graph and developed algorithms to find the op-
timal disassembly and reprocessing plans for the product. Tiwari et al. (2001) [118] presented a Petri-Net-
based approach to determine the recovery strategy for a product. Building on the work of Lambert (2002) 
[119], who developed a linear programming model to determine the optimal disassembly sequence using 
a transition matrix, Kwak et al. (2009) [31] proposed a model to optimize both the disassembly and repro-
cessing simultaneously. 
BOM and DT represent the structure of a product as a form of hierarchical tree. Because neither 
BOM nor DT involves all possible disassembly alternatives, the methods in this branch have focused on 
optimizing the disassembly level (i.e., the extent to which a product is disassembled) rather than the dis-
assembly sequence.  
Johnson and Wang [120] proposed a method that used DT to plan the disassembly of a product. 
To lower the complexity of the planning process, the adjacent nodes that have compatible materials or the 
same options for disposal are grouped into a cluster in advance. However, recovery or disposal of subas-
sembly was not accounted for in the decision-making process. Using the DT derived from BOM, 
Veerakamolmal and Gupta (1999) [121] proposed a method for developing a recovery strategy to analyze 
the design efficiency of a product. As a measure of design efficiency, an index, i.e., the total benefit to 
total cost ratio, was developed. Krikke et al. (1998) [122] developed a dynamic programming model for 
determining the optimal recovery strategy for a single-type product. The model considers the quality of 
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end-of-life products and the technical, commercial, and ecological feasibility of recovery options. The 
model was used by Krikke et al. (1999) [123] to determine recovery strategies for computer monitors. 
Teunter (2006) [124] generalized the model of Krikke et al. (1998) [122] by allowing partial disassembly 
and multiple disassembly processes. Gonzalez and Adenso-Diaz (2005) [125] determined the maximum-
profit recovery strategy using a BOM-based approach. They also proposed a method for revising the re-
sulting strategy in order to satisfy other business criteria.  
Some researchers have considered multiple objectives in their decision making. Lee et al. (2001) 
[126] introduced a multi-objective model for determining the optimal level of disassembly and recovery 
options for the disassembled parts. Minimizing environmental impact, disassembly time, and recovery 
costs were considered as objectives. Hula et al. (2003) [127] presented a method for multi-criteria deci-
sion making for optimization of product disassembly and recovery. Two objectives were considered, i.e., 
minimizing environmental impact and maximizing profit while satisfying environmental regulations. Jun 
et al. (2007) [128] proposed a multi-objective, evolutionary algorithm for the selection of the recovery 
option. They considered two objectives, i.e., recovery cost and recovered quality (quality after end-of-life 
recovery). Zhao and Thurston (2010) [129] developed a mathematical model to determine the optimal 
product design that maximizes the sum of initial sales profits and end-of-life value. They showed that 
lifecycle profitability can be maximized when both ends of the product lifecycle are considered during 
initial product design.  
Few studies have considered the extension problem associated with multiple types of products. 
Jayaraman (2006) [130] and Franke et al. (2006) [131] developed methods to manage a number of units 
of multiple end-of-life products in end-of-life recovery. These studies incorporated refurbishment and 
remanufacturing in the optimization model but at an abstract level. Detailed operations were not modeled. 
Approaches with a more-detailed modeling of refurbishment and remanufacturing are discussed in Sec-
tion 2.3. Unlike other studies that focused on component commonality, Behdad et al. (2009) [132] clari-
fied the issue of process commonality across multiple products in end-of-life recovery. They assumed the 
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existence of common disassembly operations and developed a recovery management model for multiple 
products.  
Finally, there is another group of models that are aimed specifically at material recovery. Sodhi 
and Reimer (2001) [133] developed mathematical models for optimizing recycling operations for end-of-
life electronic products. Each model was designed to support a particular stakeholder, i.e., generators, re-
cyclers, and material processors. For each stakeholder, the models provide optimal disassembly and recy-
cling strategies whereby the stakeholder can maximize her or his profit. Spengler et al. (2003) [134] for-
mulated a solution for the material recovery planning problem for electronic waste. Their solution con-
sisted of the use of mixed-integer linear programming to determine which products to acquire and how to 
disassemble and recycle them.  
2.2.3  Disassembly Scheduling 
The research in this arena addresses the problem of scheduling disassembly. It is also referred to as re-
verse material requirements planning (MRP) [135]. The demand for parts or recovered products triggers 
disassembly, and the objective is to fulfill the demand at minimum cost. In general, it is assumed that 
there are multiple types of end-of-life products, and deterministic demand is given at the beginning. Key 
decision variables are the amount and the types of end-of-life products to acquire and disassemble and the 
amount and types of parts to procure externally.  
Taleb and Gupta (1997) [136] proposed a solution for the problem of scheduling disassembly for 
multiple products that are comprised of the same (or similar) components or materials. They presented 
two MRP-like algorithms to make two decisions, i.e., 1) the quantity of cores to buy and 2) the disassem-
bly schedule required to fulfill the demand for the various parts with minimum costs. Meacham et al. 
(1999) [137] formulated a single-period optimization model to determine a cost-minimizing disassembly 
plan for multiple products. Ferrer and Whybark (2001) [138] extended the scope of planning by incorpo-
rating multiple factors (e.g., multiple periods, core trade-ins, variable disassembly yields, and sales of in-
ventory that is no longer needed), and the model gives an optimal plan that minimizes total inventory 
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costs while satisfying the demand for parts. Lambert and Gupta (2002) [139] determined the optimal lot 
sizes of end-of-life products to disassemble so as to fulfill the demand for various components from a mix 
of different product types that have a number of components and/or modules in common. Lee et al. (2004) 
[135] developed integer programming models for disassembly scheduling. The objective was to minimize 
the sum of costs associated with purchasing, setting up, maintaining inventory, and disassembly opera-
tions. Imtanavanich and Gupta (2005) [46] developed a multi-criteria, decision-making model that incor-
porated product deterioration, stochastic yields, and demand for parts from material recycling. They con-
sidered the following goals: total profit, cost for procuring parts, take-back cost, and disposal cost. Inder-
furth and Langella (2008) [140] developed integer linear programming models that were more general-
ized than previous models. They considered multi-level product structures and partial disassembly in the 
optimization model.   
2.3   Planning and Management of Remanufacturing 
Remanufacturing is an option for recovering end-of-life products by converting them into second-life 
products (by upgrading functions or parts). This option encompasses product take-back, disassembly, re-
processing option selection for disassembled parts, and reassembly and remarketing. 
2.3.1  Product Take-Back and Reverse Logistics 
The studies in this area address the physical design of logistics networks for product end-of-life recovery. 
Fleishmann (2000) [141] divided reverse logistics into three parts, i.e., product take-back, the recovery 
operation (including inspection, disassembly, reprocessing, and disposal), and redistribution. Instead of 
recovery operations inside a facility, these studies focused on the overall logistic flow of materials over 
reverse networks. The main decision variables are the numbers, types, and locations of facilities to open, 
the quantities and types of end-of-life products to take back, and the inflow and outflow of materials at 
each of the operating facilities; these decision variables must be assessed carefully to minimize the total 
cost or to maximize the total net profit. 
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Fleishmann (1997) [14] highlighted that reverse logistics is not necessarily a symmetrical picture 
of traditional forward logistics, so different approaches are necessary for distribution planning, inventory 
control, and production planning. The major differences that were discussed included the high uncertainty 
of timing, quantity, and quality of input end-of-life products; the high number of low-volume flows from 
widely dispersed users to several collection centers; and the necessity of combined routing between for-
ward and reverse logistics.   
Taking back the right amount and quality of end-of-life products is an essential element of suc-
cessful remanufacturing. The quantity, quality, and timing of end-of-life products typically are highly var-
iable. Accordingly, there has been increasing interest in determining how to manage and control product 
take-back. Guide and Wassenhove (2001) [142] explained two approaches for managing take-back, i.e., 
the waste stream approach (aimed at reducing disposal and reducing costs, driven by regulatory pressure) 
and the market-driven approach (aimed at controlling the incoming level of quality of return and maxim-
izing the revenue, encouraged by financial incentives to motivate the end-user). An appropriate acquisi-
tion method must be selected to maximize the profit from remanufacturing. In particular, they showed the 
advantages of the market-driven approach and described how it can be used as the control lever for the 
quality of input in remanufacturing. Klausner and Hendrickson (2000) [143] also showed that the buy-
back price (i.e., a financial incentive paid for returning an end-of-life product) is an effective means for 
controlling the quantity and quality of returning end-of-life products. A model was presented to determine 
the optimal buy-back price in order to maximize the total remanufacturing profit. Galbreth and Blackburn 
(2006) [144] considered the importance of sorting policies in remanufacturing when the condition of the 
end-of-life product varies. They determined optimal acquisition and sorting policies, i.e., how many end-
of-life products to take back and how selective to be during the sorting operation, whereby remanufactur-
ing can meet the existing demand with minimum costs.   
Many studies have been conducted in an effort to design the optimal reverse logistics network, 
i.e., the optimal path to distribute returned end-of-life products so as to meet the demand for recovered 
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products. The major decision variable is the volume of product flow between two facilities, and the key 
constraint is the capacity of the facilities, i.e., the maximum amount of product the facilities can handle. 
Fleishmann (2001) [145] developed a generic model for the design of a logistics network for a single-type 
product. Jayaraman et al. (1999) [146] proposed a 0-1 mixed-integer program to design an optimal, re-
verse-logistics network for multiple-type products. The authors underlined that the availability of end-of-
life products as a critical success factor in remanufacturing. Jayaraman et al. (2003) [147] presented a 
heuristic method to solve a problem similar to that addressed by Jayaraman et al. (1999) [146] with re-
duced computational effort. Krikke et al. (1999) [148] proposed an approach in which the reverse logis-
tics network was optimized based on a recovery strategy. The recovery strategy was determined first, and, 
subsequently, a mixed-integer, linear-programming model determined the optimal recovery network to 
execute the recovery strategy. The model was applied to the recovery of copiers. Krikke et al. (2003) [149] 
presented an optimization model for the design of a closed-loop supply chain with an application for re-
frigerators. The model deals with the optimization of the logistics network and production planning sim-
ultaneously. The model minimizes total costs, energy consumption, and waste. To extend the model de-
veloped by Fleishmann (2001) [145], Salema et al. (2007) [150] formulated a model that addresses the 
limits of production and storage capacity, the production of multiple products, and the uncertainly in de-
mand and return flow. They used scenario-based analysis to consider the uncertainty of product returns 
and demands.  
Bulk recycling networks focusing on material recovery also have been discussed in many previ-
ous studies. Realff et al. (2004) [151] developed a robust, mixed-integer, linear-programming model to 
design the infrastructure for reverse production, using the problems associated with carpet recycling as an 
example. An optimal recycling plan and the optimal network were obtained. The authors found a robust 
solution that appraises the impact of two major sources of uncertainty, i.e., the volume of carpet collected 
and the price of recycled materials. Spengler et al. (2003) [134] presented a mixed-integer, linear-
programming model for integrated planning of take-back, disassembly, and bulk recycling. The recovery 
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of electronic scrap was analyzed as a case study.    
2.3.2  Remanufacturing Strategy Planning 
Similar to recovery strategy planning in Section 2.2.2, remanufacturing strategy planning involves opti-
mizing disassembly and reprocessing plans. However, there is a greater focus on identifying the second-
life products to produce and determining how to produce them. In other words, when a remanufacturing 
strategy is planned, plans for parts reassembly and, if necessary, plans for parts replacement and upgrad-
ing must be incorporated.  
End-of-life product recovery involves multiple types of products that have some commonalities. 
Several studies have considered the recovery of multiple types of products. For example, Jayaraman 
(2006) [130] and Franke et al. (2006) [131] proposed a mathematical model for optimizing the refurbish-
ment of a number of units of multiple products. Jayaraman (2006) [130] proposed a linear-programming 
model that was called remanufacturing aggregate production planning. The goal was to minimize the re-
manufacturing cost per unit given the distribution of incoming quality. The decisions of interests are the 
number, type, and quality of cores to take back and how to disassemble, remanufacture, or dispose of 
them. Franke et al. (2006) [131] modeled a generic remanufacturing process for mobile phones and for-
mulated an optimization model to find the optimal recovery plan with the maximum profit margin. These 
studies incorporated refurbishment and remanufacturing in the optimization model at the product level; 
however, the detailed production at the part level, such as disassembly, parts reuse, replacement, and reas-
sembly, was not incorporated. 
More detailed modeling can be found in several studies on refurbishment. With a known design 
for a second-life product, the plan for parts reuse has been optimized over multiple lifecycles in these 
studies. Zhou et al. (1999) [152] proposed a time-varying cost model for product recovery. Although they 
noted the importance of considering technological obsolescence, the model was developed by considering 
only the physical deterioration of constituent parts. Planning end-of-life recovery and optimizing design 
were suggested as applications for the model. Mangun and Thurston (2002) [153] developed a model for 
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designing a product portfolio that incorporated parts reuse through refurbishment. Given multiple market 
segments with varying requirements for environmental impact, production cost, and reliability, they at-
tempted to determine the optimal product design for each segment in order to maximize the total utility of 
the portfolio. However, design decisions regarding technical-performance specifications were not ad-
dressed. The main decisions were made on how to restore the physical condition of a product, such as 
when a product should be taken back, and which parts should be reused, refurbished, recycled, or dis-
posed. Zhao et al. (2010) [100] extended this study by allowing different lifecycles. The selling price, re-
liability, and environmental impact of recovered products were considered to determine the optimal plan 
for take-back and recovery of product portfolio. The model identifies optimal lifecycles and optimal re-
covery plans for a number of products. However, no changes in design specifications were considered. 
Research on remanufacturing that includes the upgrading of parts is still in its early stages. Only a 
few studies have presented models for determining the optimal design for a remanufactured product, but 
they did not discuss the selling price of the remanufactured product. Tsubouchi and Takata (2007) [154] 
presented a model for generating a closed-loop manufacturing plan that incorporated parts reuse and 
module-based design upgrades. The model determined the optimal timing and content of the design up-
grade, so as to satisfy customers’ requirements, while minimizing the environmental load from production 
by means of parts reuse. Rachaniotis and Pappis (2008) [97] proposed a decision making model for re-
manufacturing a set of systems, in which the parts deteriorated at different rates and had different levels 
of importance for the system. The model aimed to determine the optimal remanufacturing plan so that the 
value of the performance of the overall system could be maximized. The model considered the upgrading 
of parts in decision making, and it determined which parts should be reused, replaced, upgraded, or dis-
posed.  
2.3.3  Remarketing of Remanufactured Products 
Remarketing-related issues, such as market positioning (i.e., what products to offer to the second-hand 
market), pricing (i.e., what price should be placed on the remanufactured product), and competition be-
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tween new and remanufactured products, are critical for the success of remanufacturing, but they have not 
been studied to any significant extent, especially in the engineering domain.   
The imbalance between returns of end-of-life products and the demand for remanufactured prod-
ucts is one of the major factors that complicates production planning and control in the remanufacturing 
business [66]. Remanufacturing is possible only when both a supply of end-of-life products and a demand 
for remanufactured products exist [19, 155]. Remanufacturers must find a balance between returns and 
demand so that recovery profit can be maximized. Appropriate pricing of end-of-life and/or remanufac-
tured products can be an effective means to achieve this goal.  
As explained in Section 2.3.1, the price of an end-of-life product affects both the quantity and 
quality of returns. A few models have been developed for optimal pricing of end-of-life products, includ-
ing those developed by Klausner and Hendrickson (2000) [143] and Liang et al. (2009) [156]. Pricing of 
remanufactured products also has been examined as an effective strategy to control the demand side. 
Vadde et al. (2007) [157], Mitra (2007) [158], and Vorasayan and Ryan (2006) [159] presented optimal 
pricing models for remanufactured products. Recently, pricing models that simultaneously optimize the 
price of both end-of-life and remanufactured products have been presented, including those of Guide et al. 
(2003) [19], Ferrer et al. (2010) [160], and Vadde et al. (2011) [161].  
The role of product design in addressing this balancing issue has not been researched in depth. 
Ostlin et al. (2009) [162] considered possible remanufacturing strategies in different supply and demand 
situations and suggested several strategies to balance the demand for remanufactured products with the 
rate of returns. They highlighted that upgrading can increase the demand for remanufactured products. 
Macdonald et al. (2010) [163] incorporated customer preferences in making recycling decisions. Their 
model determined the optimal design (i.e., the mixture of new and recycled material) and the price of the 
product, considering trade-offs among environmental impacts, customers’ preferences, and profitability. 
Although the model determined both design and price, it dealt with a recycling case, and little is known 
about how to incorporate more complex product characteristics, such as product structure, technological 
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obsolescence, and physical deterioration.     
2.4   Lifecycle Assessment (LCA) 
2.4.1  Value of Lifecycle Assessment 
Every product lives a “life,” from raw material extraction through manufacturing and use, and, finally, 
end-of-life treatment (e.g., reuse, recycling, and disposal). All processes in the lifecycle generate envi-
ronmental impacts by consuming energy and raw materials and releasing emissions and wastes [40]. Over 
the past several decades, the awareness on environmental issues (e.g., global warming, the depletion of 
fossil fuel and metal resources, ozone depletion, and waste disposal) has increased significantly, and vari-
ous environmental regulations have been promulgated worldwide. Accordingly, a key issue that industries 
and businesses must consider is the reduction of the environmental impacts of their products. This issue 
has propelled the development of methodologies for evaluating and reducing the adverse environmental 
impacts associated with various products.   
LCA is an analytical tool that can be used to quantify the potential environmental impact of a 
product [28, 40, 164]. Taking a “cradle-to-grave” approach, an LCA examines all stages in the lifecycle 
of a product (i.e., manufacturing, use, maintenance, and end-of-life) and provides a quantitative assess-
ment of the total environmental impact associated with the product. As Figure 2.4 illustrates, an LCA is a 
systematic, phased approach, consisting of four methodological components that follow the ISO 14040 
standard, i.e., a definition of the goal and scope of the analysis , lifecycle inventory analysis (LCI), lifecy-
cle impact assessment (LCIA), and interpretation (i.e., conclusions based on the assessment and sugges-
tions of improvement actions) [40, 164-166]. Through this approach, an LCA assesses the environmental 
impact at various levels: 
 Lifecycle inventory: An inventory analysis assesses the quantities of pollutants released to the en-
vironment and the amount of raw material and energy consumed at a detailed level. Energy and 
raw materials used, atmospheric emissions, waterborne emissions, solid wastes, and other releas-
es are quantified for the entire lifecycle of a product [166]. For example, the expected amounts of 
atmospheric emissions, such as carbon dioxide (CO2), sulfur dioxide (SO2), nitrogen oxides 
(NOx), and particulate matter, are assessed in terms of their mass.     
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 Lifecycle impact category: LCA evaluates environmental impact in terms of several impact cate-
gories, including climate change, acidification, eco-toxicity, resource depletion, and ozone deple-
tion. LCI results are assigned to the impact categories based on their effects on, for example, the 
quality of the ecosystem, human health, and resource depletion.   
 Lifecycle impact indicator: It is also possible to obtain an aggregate impact score from an LCA, 
which helps for easier understanding of the environmental impact and provides a quick compari-
son between different products. The score is determined by giving a relative weight to impact cat-
egories and combining them into a single number. 
 
 
Figure 2.4 Framework and applications of LCA (Redrawn based on Ref. [165, 167, 168]) 
 
The results from LCA can be used for many purposes. LCA provides a better understanding of 
the potential environmental impacts of a product. An effective LCA can show (1) the extent of the envi-
ronmental impact that will be caused by a product and (2) how different lifecycle phases (e.g., manufac-
turing, usage, and end-of-life) and/or product subsystems (e.g., subassembly and parts) contribute to the 
total impact. LCA helps the company identify priority areas for improvement identify opportunities to 
reduce any adverse environmental impacts (e.g., [169, 170]).  
LCA offers an objective means of comparing different decision alternatives. Thus, it can assist in 
various decision-making activities in industrial, governmental, and non-governmental organizations (e.g., 
strategic planning, setting priorities, and making choices) [167]. For instance, a company may use LCA 
results in the design process to choose materials and components that cause less environmental degrada-
tion [28, 171]. Product and process optimization is another application of LCA along this line [172, 173].  
LCA is commonly used to justify the sustainability of a business. For example, many LCA stud-
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ies have been presented to justify remanufacturing (e.g., [22, 174]). It is also frequently used for market-
ing purposes (e.g., a scheme for environmental reporting or eco-labelling or to make an environmental-
product declaration) [167, 175]. 
Recently, LCA has gained popularity in various industries as an effective tool for environmental 
assessment. Many LCA studies have been reported on various products, including consumer electronics, 
appliances, mechanical parts (e.g., engines and transmissions), and automobiles (e.g., [176-178]). Howev-
er, LCA is data-intensive approach, and, due to the complexity of the task, only a few studies (e.g., [179, 
180]) have examined complex systems, such as heavy-duty, off-road equipment. 
2.4.2  Methodology of Impact Assessment 
Many methods are available for conducting an LCA. In this section, two impact assessment methods are 
discussed, i.e., Eco-Indicator 99 and IPCC (Intergovernmental Panel on Climate Change) 2007.  
2.4.2.1  Eco-Indicator 99 
Eco-Indicator 99, which allows the environmental impact of a product to be expressed in a single score, is 
one of the most widely used impact assessment methods. Commissioned by the Dutch Ministry of Hous-
ing, Spatial Planning, and the Environment (VROM), this method was developed collaboratively by Pré 
Consultants and LCA experts from different organizations in The Netherlands and Switzerland, including 
the Dutch National Institute of Public Health and the Environment (RIVM) [181]. 
Figure 2.5 shows the basic structure of the Eco-Indicator 99 method. The method starts with an 
inventory analysis that places the system’s inputs and outputs into an inventory list of the most basic sub-
stances, such as copper, iron, carbon dioxide, and nitrogen oxides. Then, these substances are assigned to 
11 different impact categories, such as carcinogen, respiratory inorganics, and climate change. (Table 2.1 
gives a brief description of the 11 impact categories.) Each substance is multiplied by a characterization 
factor that expresses the relative contribution of the substance in its impact category. For example, in the 
acidification/eutrophication impact category, sulfur dioxide has a characterization factor of 1.041, where-
as ammonia has characterization factor of 15.57. This means that, when the same masses of sulfur dioxide 
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and ammonia are released, ammonia will cause about 15 times more acidification than sulfur dioxide. 
After the 11 impact categories have been assessed, they are clustered into three damage catego-
ries, i.e., human health, ecosystem quality, and resources (Table 2.2). In this damage assessment step, the 
impact categories that have the same units can be combined. For example, all six categories that refer to 
human health are expressed in units of disability-adjusted life years (DALY), and, in this method, DALY 
caused by respiratory organics can be added to DALY caused by radiation.   
Finally, the three damage categories are normalized, weighted, and combined as a single score 
value, called the Eco-indicator point. As for normalization factors, there are three perspectives available 
within Eco-indicator 99, i.e., the ‘egalitarian’ (E), the ‘individualist’ (I), and the ‘hierarchist’ (H) [181-
183]. Different perspectives attribute different normalization factors to the damage categories. As a con-
sequence, three different eco-indicator single scores may be obtained, depending on the perspective. This 
properly suggests the fact that the judgment of environmental problems is not objective. However, the 
developers of this method recommended using the hierarchical version as the default method, because 
most models work according to consensus-building processes, and this perspective also provides a bal-
anced view of long-term and short-term perspectives.  
 
 




 Egalitarian version: This version uses an extremely-long time perspective with precautionary 
thinking; substances are included if there is only an indication of their effect.   
 Individualist version: The chosen time perspective is short-term (100 years or less) with optimis-
tic thinking that technological development will recover some of damages; substances are includ-
ed if there is complete proof regarding their effects.  
 Hierarchical version: This version offers a balanced perspective between short-term and long-
term effects. Substances are included if there is consensus regarding their effects. It reflects the 
idea that proper scientific and political approaches can avoid many problems. 
 
Table 2.1 Impact categories of Eco-indicator 99 method [183] 
Impact category Unit Description 
Carcinogen DALY1 Carcinogenic affects on humans due to emissions of carcinogenic 
substances to air, water and soil 
Respiratory organics 
 
DALY Respiratory effects on humans caused by summer smog, due to 
emissions of organic substances to air 
Respiratory inorganics DALY Respiratory effects on humans cause by winter smog resulting 
from emissions of dust, sulphur and nitrogen oxides to air.  
Climate change DALY Damage to human health resulting from an increase of diseases 
and deaths caused by climate change 
Radiation DALY Damage to human health resulting from radioactive radiation 
Ozone layer DALY Damage to human health resulting from increased UV radiation 
due to emission of ozone depleting substances to air 
Ecotoxicity PAF*m2*year2 Damage to ecosystem quality, as a result of emission of ecotoxic 
substances to air, water and soil 
Acidification 
Eutrophication 
PDF*m2*year3 Damage to ecosystem quality, as a result of emission of acidify-
ing substances to air 
Land use PDF*m2*year Damage to ecosystem quality, as a result of either conversion of 
land or occupation of land 
Minerals MJ surplus energy Surplus energy required per kg mineral or ore extracted, as a re-
sult of decreasing ore grades 
Fossil fuels MJ surplus energy Surplus energy required per kg fossil fuel extracted, as a result of 
lower quality resources  
1DALY: disability adjusted life years; 2PAF: potentially affected fraction; 3PDF: potentially disappeared fraction
 
Table 2.2 Damage categories of Eco-indicator 99 method [181, 182] 
Damage category Description 
Human health This category represents the damage to human health with respect to the number and 
duration of diseases, and life years lost due to premature death from environmental 
impacts. It incorporates infectious diseases, cardiovascular and respiratory diseases, 
cancer, eye damage, and respiratory diseases as well as forced displacement due to 
the climate change, ozone layer depletion, and toxic chemicals in air, drinking water 
and food.  
Ecosystem quality This category considered the effect on species diversity. It expresses a percentage of 
species that are threatened or that disappear from a given area during a certain time 
due to ecotoxicity, acidification, and land occupation and conversion. 
Resources This category signifies the increase in energy requirement to extract lower-quality 





2.4.2.2  IPCC 2007 Method 
Unlike Eco-indicator 99 which estimates the overall environmental impact of a product’s lifecycle, the 
IPCC 2007 method focuses on the specific aspects of the environmental impact, i.e., climate change. Cli-
mate change is quantified using an indicator called Global Warming Potential (GWP). The measure char-
acterizes different greenhouse gas (GHG) emissions according to their global warming potential. Charac-
terization values for GHG emissions are normally based on global warming potentials published by the 
Intergovernmental Panel on Climate Change (IPCC; www.ipcc.ch) [184, 185]. The unit of GWP is kg 
CO2 equivalent. Carbon dioxide has a GWP of exactly 1 since it is the baseline unit to which all other 
greenhouse gases are compared. The GWPs of different air emissions are listed in Table 2.3. Three time 
horizons, i.e., 20, 100, and 500 years, are used to reflect different atmospheric lifetimes of the GHG emis-
sions.  
Table 2.3 Global Warming Potential of GHG in kg CO2 equivalent [184, 185] 
Emissions GWP time horizon 20 years 100 years 500 years 
Carbon dioxide (CO2) 1 1 1 
Methane (CH4) 72 25 7.6 
Nitrous oxide (N2O) 289 298 153 
Hydrofluorcarbons (HFC) 437 - 12000 124 - 14800 38 - 12200 
Sulfur hexafluoride (SF6) 16300 22800 32600 
Perfluorocarbons (PFC) 5210 - 8630 7390 - 12200 11200 - 18200 
http://www.ipcc.ch/publications_and_data/ar4/wg1/en/ch2s2-10-2.html 
 
2.5   Discussion: Limitations and Challenges 
While previous research has provided a great background for practicing Design for Recovery, it has limi-
tations in three main areas that require more advanced methods for green profit design.  
First, when evaluating a product design, most previous methods have focused on the impact of 
product design on technical and operational issues, such as product disassembly and reprocessing opera-
tions. However, they have overlooked the fact that a product design also can affect other issues at the 
front end (i.e., take-back management) and the back end (i.e., remarketing). To achieve green profit from 
end-of-life recovery, a holistic approach that can consider the impact of product design on the full process 
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of end-of-life recovery is required. 
Second, previous studies have ignored or simplified several key design issues, such as increased 
component sharing across multiple products, the mutual interaction between product design and logistics 
network, product obsolescence and deterioration over time, and part reuse and reassembly in remanufac-
turing. These design-related issues can have significant effects on the economic and environmental out-
comes of end-of-life recovery, so more attention must be paid to these issues.     
Third, only few models have been developed for quantifying the environmental performance of 
end-of-life product recovery. Most previous research assumed that end-of-life recovery is always more 
environmentally-sustainable than new production, which may not be true. There is a need for the devel-




Chapter 3.  The Quantity and Age of End-of-Life 
Products2 
The quantity and age of the incoming stream of “feedstock” from product take-back systems are known as 
the major sources of the uncertainty that complicates e-waste recovery. This chapter presents the results 
of an analysis of data from an incoming stream for an e-waste collection center and analyzes the quantity 
and age of e-waste by product type and brand. The analysis results point out receiving of outdated prod-
ucts and simultaneous processing of multiple generations and brands of products are among main obsta-
cles to e-waste recovery. The potential role of product design in overcoming those obstacles is discussed 
with emphasis on design for upgrade, repurpose, and commonality. [186] 
3.1   Introduction 
Recovering end-of-life products has become a promising solution to the waste problem in the consumer 
electronic industry. Such recovery considers the entire product lifecycle from cradle to “grave” and back 
to the cradle again. Used products, components, or materials are given a second life through reuse, which, 
in turn, can reduce the quantities of electronic waste (i.e., e-waste) that must be disposed and bring about 
economic and social benefits as well [7, 187, 188]. 
Over the past two decades, many design methods have been developed to make e-waste recovery 
easier and more profitable. These methods involve, for example, designs for disassembly, recycling, reuse, 
and remanufacturing. One difficulty with these methods is that the nature of the incoming e-waste stream 
is highly variable. Unlike traditional manufacturing processes, which impose tight control of raw materi-
als, recovery processes must deal with an incoming stream of raw materials (e-waste) that varies widely 
in terms of design, returning volume, age, and condition [14, 66, 189, 190]. However, little research has 
 2 Reprint, with permission, from Kwak et al. (2011) [186].  
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focused on the nature of the e-waste itself, so what actually happens in the real world still remains uncer-
tain. This lack of knowledge poses an obstacle to the improvement of design methods for e-waste recov-
ery.   
In an effort to gain a better understanding of the nature of the incoming e-waste stream, this chap-
ter presents the results of an analysis of the data collected from an e-waste collection center. With empiri-
cal evidence, the characteristics of the e-waste stream are examined, and, based on the results, the design 
and managerial implications for more profitable e-waste recovery are discussed. The quantity and the age 
(or timing) of e-waste are the primary variables of concern in this analysis. These variables are known to 
be the major sources of the uncertainty that complicates e-waste recovery [14, 66, 189]. More specifically, 
this analysis helps to answer the following research questions:  
 What is the origin of e-waste for a single e-waste drop-off center? How many units of e-waste are 
returned to the center per day? Is there any difference in returning quantities among various prod-
uct types and brands?  
 How old is the incoming stream of e-waste? How variable is the age of the e-waste? How long (or 
what percentage of the age) is the storage time? What are the differences in the ages among the 
various product types and brands that are returned? 
 How does the nature of e-waste complicate e-waste recovery? What are the design and manageri-
al implications for making e-waste recovery easier and more profitable?    
 
Although there have been numerous studies on the e-waste stream (e.g., [191-193]), they have 
more focused on what mass of e-waste is returned and how it can be processed, rather than identifying the 
numbers and types of e-waste products that are returned. Also, the analyses showed the e-waste status at 
the level of a state, a nation, or the globe, but not at the level of a single collection center. The current 
study adds a new set of results to the previous results. With a set of real data, it presents a more detailed 
level of analysis, i.e., the data are from a single e-waste drop-off center where individual consumers vol-
untarily return their used electronics; the quantity and age of e-waste are examined by product type as 
well as by brand. 
The rest of the paper is organized as follows. Section 3.2 describes the data collected, and Section 
3.3 presents the analysis results. Section 3.4 summarizes the findings and highlights the design and mana-
gerial implications. Finally, the conclusions drawn from the analysis are presented. 
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3.2   Data Collection for E-Waste Stream 
This section gives an overview of the data collection for the analysis. A waste collection center in Goose 
Island, Illinois (Chicago, USA) is the data source under consideration. The facility is one of the waste 
drop-off centers operated by the City of Chicago. Individual consumers return their used items to the fa-
cility with no reward or charge, and the facility sends the items to third-party companies for reuse, recy-
cling, and proper disposal. PC Rebuilders & Recyclers (PCRR), based in Chicago, is one of the compa-
nies dedicated to e-waste recovery. The Company accepts consumer electronics (e.g., computers, moni-
tors, printers, and TVs) from the Goose Island facility and recovers them by means of reuse, refurbishing, 
component reuse, and material recovery. For the purpose of monitoring, PCRR records a set of infor-
mation for each incoming product, which includes the following: 
 Arrival date and time: Date and time when the product arrived at the Goose Island facility 
 Product type: Product category to which the product belongs (e.g., laptop) 
 Brand: Original manufacturer of the product (e.g., Apple, Sony, Dell) 
 Year and month manufactured: Year and month when the product was manufactured 
 Age: Period of time between when the product was manufactured and when it arrived at the 
Goose Island facility (the end of its life) 
 Zip code: Zip code of the individual consumer who disposed the product 
 Distance: Distance between the Goose Island facility and the location of the individual consumer 
 
The dataset analyzed in this study is the actual information that PCRR collected for 23 months, 
from November 2007 to September 2009. The product types covered in this analysis are limited to desk-
tops (the central processing unit (CPU) only, hereafter referred to as the CPU), laptops, monitors, printers, 
and TVs. These products were chosen because they account for the majority (more than 90%) of the in-
coming e-waste stream. Accordingly, about 9,500 lines of e-waste data were prepared for the analysis. 
In addition to the general information, PCRR also collects another set of information on the hard 
drives of desktop computers. It contains: 
 Date manufactured: Date the hard drive was manufactured 
 Date last used: Date the hard drive (or the computer) was last used 
 Read date: Date the hard drive was read by PCRR 
 Years used: Number of years between the date manufactured the date last used  
 Years stored: Number of years between the date last used and the date read   
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 Age: Number of years between the date manufactured and the date read; the sum of years used 
and years stored  
 
From October to December 2009, PCRR examined 63 hard drives from individual consumers and 
638 hard drives from corporations. This study also uses the data from the hard drive log to investigate 
consumers’ behavior in returning e-waste.  
The data used for this study provides a snapshot of the quantity and age of e-waste which helps 
clarify the role of product design in improving e-waste recovery. However, it should be noted that the da-
ta represents current situation of an e-waste drop-off center, and resulting statistic values in the following 
sections can change based on items, such as time, market environment, and the location, type, and size of 
facility.  
3.3   Data Analyses and Key Findings 
3.3.1  Quantity of E-Waste 
How many units of and what types of e-waste are returned to a collection center are important issues in e-
waste recovery, since they largely affect the efficiency (economies of scale) of recovery processes and the 
 
Figure 3.1  Histogram of distance, zip code, and arriving time for incoming products 
 
Table 3.1  Descriptive statistics: distance 
Type Mean StDev. Min. Median Max. IQR* 
CPU 5.53 5.28 1 3.69 57.95 5.54 
Laptop 5.38 5.45 1 3.59 50.37 5.39 
Monitor 5.60 5.47 1 3.69 60.65 5.50 
Printer 5.49 5.52 1 3.69 50.37 5.35 
TV 5.47 5.47 1 3.69 50.37 5.61 
*Interquartile range (IQR) = upper quartile (Q3) - lower quartile (Q1) = 75th percentile - 25th percentile. 
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profitability of the e-waste recovery. This section analyzes the quantity of e-waste, especially the origin of 
e-waste and the difference in returning quantity among various product types and brands.  
The Goose Island facility under consideration is a single drop-off center where individual con-
sumers return e-waste with no reward or charge. Figure 3.1 shows the geographic locations from which 
the e-waste came to the Goose Island facility (i.e., where the consumers live). As shown in the first panel, 
most e-waste comes from an area that is within 10 miles of the recovery facility. The second panel for zip 
code shows a similar result; most e-waste is from a limited area near the facility (zip code: 60622).     
One possible question here might be if those returning patterns are different for different product 
types. In general, monitors and TVs are bulkier than CPUs, laptops, and printers. Since they are often dif-
ficult to move or deal with, it is plausible to say that the average distances of monitors and TVs should be 
less than the other product types. However, Table 3.1 demonstrates that the distances are about the same 
for all product types, which means that consumers’ willingness to return a product is not affected by 
 
Figure 3.2  Histogram of incoming quantity per day for different product type 
 
Table 3.2  Descriptive statistics: quantity per day 
Type Mean StDev. Min. Median Max. IQR 
CPU 13.38 10.91 1 10 77 8 
Laptop 2.63 2.21 1 2 17 2 
Monitor 16.61 13.96 2 12 88 12 
Printer 7.43 9.05 1 5 68 5 




product type, when it comes to the distance. Likewise, it turns out that the zip code for each product type 
follows similar patterns to those in Figure 3.1. It seems that the coverage of a single collection center is 
not different for different product types. 
Figure 3.2 and Table 3.2 show how the number of units collected per day is distributed for each 
product type. Unlike the distance, the incoming quantity per day shows quite different patterns, depending 
on the product type. First, the mean incoming quantity per day changes significantly. Monitors have the 
highest frequency with a mean of about 17 units per day, while laptops have the lowest with a mean of 
almost three units per day. Second, the variances are different. Especially, CPUs and monitors show wid-
er distributions (i.e., higher variability) with standard deviations of almost 11 and 14, respectively. Their 
greater variances imply more difficulty of predicting the incoming quantity of e-waste, which might make 
it more difficult to plan and manage the recovery process.   
An interesting fact observed in all product types is that only a few brands account for most of the 
incoming e-waste stream. For example, Figure 3.3 shows a Pareto Chart of the percentage of various 
 
Figure 3.3  Pareto chart of brand of CPU box 
 
Table 3.3  Number of the major brands for different product type 
Type Major brands*  Total brands  
CPU 5-6 123 
Laptop 5-6 35 
Monitor 10-15 198 
Printer 13-17 96 
TV 4 41 




brands of CPUs received. Figure 3.3 illustrates that only five major brands, out of a total of 123 brands, 
account for more than 75% of the total units that were disposed. Table 3.3 demonstrates that a similar 
phenomenon exists for other products. About the 5-15% of all brands account for 75-80% of the total in-
coming quantity. 
3.3.2  Age of E-Waste 
Age is another important characteristic of e-waste because it is closely related to how obsolete a product 
is and whether the product is reusable or not. In the consumer electronic market, reusability of a used 
product depends more on its technological obsolescence than its reliability. As a testament, most of the e-
waste entering PCRR is known to have good reliability. Taking the computer as an example, the failure 
rates for hard drives and memory are only 10% and 2%, respectively. Processor failures are extremely 
rare. Nevertheless, 40-60% of computers are considered non-reusable, because they are too old to be re-
used. In other words, their functional specifications are too obsolete or outdated. The age of e-waste is an 
 
Figure 3.4  Histogram of age for different product type 
 
Table 3.4  Descriptive statistics: age (year) 
Type Mean StDev. Min. Median Max. IQR 
CPU 9.16 3.05 1.92 8.82 27.72 3.04 
Laptop 11.10 3.39 3.10 10.46 26.67 3.97 
Monitor 9.95 3.24 1.24 9.48 29.44 4.03 
Printer 8.73 3.61 1.13 8.47 20.24 5.51 




important condition that largely affects the profitability of e-waste recovery. Therefore, this section ana-
lyzes the age of e-waste in order to help understand the current situation and find a way to improve it.  
Figure 3.4 and Table 3.4 show the age distribution of e-waste for each product type. Different 
product types show different means and variances of age. CPUs, laptops, and monitors had mean ages of 
approximately 9, 11, and 10 years, respectively. Printers exhibit the shortest mean age of about 9 years, 
while TVs exhibit the longest, i.e., about 15 years. TVs also show the highest variability in age with a 
standard deviation of almost 7 years. Regardless of product type, the age is distributed over a wide range. 
This wide range of age implies that the e-waste recovery must deal with multiple generations of products 
simultaneously. For instance, recovering TVs involves a range of products from one year old to 33 years 
old. If the technological obsolescence cycle of TVs is 3 years [112], the range of products corresponds to 
more than 10 generations of products.   
Table 3.5  Mean age vs. wear-out lifespan 
Type Wear-out lifespan [112, 194-197] Mean age 
CPU 5-6 9.16 
Laptop 3-5 11.10 
Monitor 8-10 9.95 
Printer 5-8 8.73 
TV 15 15.21 
 
An interesting point is that the mean age of each product type is more or less different from its 
typical wear-out lifespan in Table 3.5. Especially, a huge difference between the two life characteristics 
was observed in CPUs and laptops. On the other hand, only a negligible difference was found in monitors 
and TVs. A wear-out lifespan is an estimate of the longest period of time that a product can perform the 
original functions. Thus, it can be regarded as the upper estimate of the actual usage time (i.e., the time 
period between the initial purchase and the last use of the product). With this interpretation, Table 3.5 
implies two points. First, the time when the consumers return the e-waste may be different from the time 
when they stop using it. In other words, people store their used products for a while before finally discard-
ing them. Second, the length of storage time varies depending on the product type. CPUs and laptops 
seem to be stored for a longer period of time than monitors and TVs. It seems that storage time is affected 
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by whether the product contains proprietary data, the size of the product and the ease of storage, and the 
original price.  
The hard drive data also give support to the point that people actually store their e-waste before 
disposal. Table 3.6 summarizes the age, used year, and stored year of hard drives from commercial users 
and individual consumers. Figure 3.5 shows the histograms of stored year and stored ratio of hard drives. 
It turns out that both commercial users and individual consumers store their computers for a while before 
disposal. The average number of years stored is approximately 1.4 years for commercial users and 1 year 
for individual consumers. Stored ratio is the ratio of stored year to the age, which represents how much of 
the total lifetime is spent in storage. The average stored ratio is 0.22 for commercial users and 0.19 for 
individual consumers. The Kruskal-Wallis Test on the stored ratio indicates that, with the p-value of 
 
Figure 3.5  Histogram of stored year and stored ratio of hard drive 
 
Table 3.6  Descriptive statistics: age, used year, and stored year and ratio of hard drive 
Commercial Mean StDev. Min. Median Max. IQR 
Age 6.22 1.66 1.49 6.41 10.37 2.81 
Used year 4.84 1.88 0.04 4.95 8.99 2.42 
Stored year 1.38 1.42 0.00 0.98 9.01 1.33 
Stored ratio 0.22 0.21 0.00 0.16 1.00 0.21 
Consumer Mean StDev. Min. Median Max. IQR 
Age 6.36 2.05 1.18 6.36 10.60 3.13 
Used year 5.33 2.47 0.08 5.33 10.40 4.40 
Stored year 1.03 1.03 0.03 0.72 4.59 1.47 
Stored ratio 0.19 0.22 0.00 0.12 0.98 0.25 
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0.016, the median stored ratios for commercial users and individual consumers are different. (See the Ap-
pendix A for detailed results.) Thus, it can be concluded that individual consumers tend to use computers 
for a longer period of time and store them for a less period of time than commercial users. The results of 
the correlation analysis presented in Figure 3.6 and Table 3.7 give additional implications on the relation-
ship between age, used year, and stored year. First, the older age of a product implies it was used for a 
longer period of time. There exists a strong positive correlation between the used year and the age. Se-
cond, a computer used longer tends to be stored for a shorter period of time. A significant negative corre-
lation exists between used year and stored year. Third, the stored year has very little relationship with the 
age of product. The correlation between age and stored year are very weak and, therefore, insignificant. 
Therefore, an older product does not necessarily mean it was stored for a longer period of time.  
 
Figure 3.6  Histogram of stored year and stored ratio of hard drive 
 
Table 3.7  Correlation analysis result 
Commercial Used year Stored year 
Age 0.715 (0.000) 0.223 (0.000) 
Used year  -0.519 (0.000) 
Consumer Used year Stored year 
Age 0.913 (0.000) -0.199 (0.118) 
Used year  -0.581 (0.000) 
Cell contents: Pearson correlation coefficient (p-value) 
 
In summary, previous results illustrated two facts about the age of e-waste. First, different prod-
uct types have different ages. Second, people store their e-waste before disposing it, and this behavior 
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increases the age of returning e-waste. Figure 3.7 gives another implication on the age of e-waste by strat-
ifying the e-waste data according to the brand. Figure 3.7 shows two interval plots of age, one for the 
mean age and the other for the standard deviation of age. An interval in these plots depicts the 95% confi-
dential interval (CI) of the mean or standard deviation for the corresponding product type and brand. If 
intervals in a plot overlap, it indicates the means (or standard deviations) are not significantly different. 
Since both plots in Figure 3.7 have non-overlapping intervals, it can be concluded that different brands 
have different means and variances of age. Also, Figure 3.7 demonstrates that such trends are general. 
Both CPUs and monitors have the same conclusion and, even though not included in the paper, the other 
product types also share the conclusion. Table 3.8 describes the related statistics in detail.  
Irrespective of product type, the e-waste from Brand A has a greater mean and variance of age 
compared to the e-waste from Brands D and G. This indicates that Brand A products are so old that they 
might have more obsolescence issues, hence less potential for reuse. Moreover, Brand A requires that a 
 
Figure 3.7  Histogram of stored year and stored ratio of hard drive 
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wide variety of products across multiple generations be processed simultaneously. However, the ages of 
Brands D and G are relatively young on average, which implies the better chance of reuse when assuming 
all other conditions (e.g., reliability and demand) are equal. In addition, they might have a smaller variety 
of products owing to the smaller number of generations.  
 
Table 3.8  Descriptive statistics: age (year) of CPU and monitor for different brand 
CPU Brand A Brand D Brand G 
Mean 11.27 7.87 9.06 
StDev. 2.90 2.18 2.05 
Min. 4.72 1.92 2.30 
Median 10.54 7.81 8.84 
Max. 22.89 21.61 22.54 
IQR 3.84 2.74 2.01 
Monitor Brand A Brand D Brand G 
Mean 13.07 8.49 9.69 
StDev. 3.27 2.32 2.34 
Min. 6.06 1.39 3.14 
Median 13.08 8.39 9.28 
Max. 26.30 21.66 18.44 
IQR 4.52 2.54 2.73 
 
3.4   Design and Managerial Implications 
The data analysis shows how the quantity and age of e-waste is distributed and how those characteristics 
differ with product type and brand. In addition, the analysis results revealed the characteristics of e-waste 
that hinder the improvement of e-waste recovery processes. With the summary of the findings, this sec-
tion describes the obstacles to the e-waste recovery and how design and managerial efforts can contribute 
to overcoming them, thereby making the e-waste recovery easier and more profitable.   
3.4.1  Reducing the Storage Time 
An obstacle to end-of-life recovery is that the returning e-waste is usually too old to be reused as is. For 
instance, the average age of returning desktops (CPUs) is about 9 years, while the average replacement 
cycle and wear-out lifespan of desktop are known to be 3-4 years and 5-6 years, respectively [112, 195-
197]. Only few people would want to use such an outdated computer. Accordingly, many computers inev-
itably head to material recovery, which is in general less profitable and less environmentally-benign than 
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reuse or refurbishment [113, 198]. The fortunate part is that there is a possibility of reducing the age of 
returning e-waste. In the previous analysis, the age data implied that people often keep their products in-
definitely even though they are no longer used. The analysis of hard drive data also showed that CPUs 
have been stockpiled at home or in the office, on average, for the 15-20% of their lives. If the storage time 
were decreased by any means, younger e-waste with higher potential for reuse will be taken back. There-
fore, managerial effort to encourage timely disposal is desirable. Giving an economic incentive to con-
sumers might also work.  
3.4.2  Design for Upgrade, Design for Repurpose 
Design efforts are also important to overcome the age obstacle. More specifically, two design approaches 
are available. The first approach is design for upgrade, which reduces the degree of obsolescence of a 
product. When products become obsolete (e.g., the computer memory is too small to run current software), 
people either choose to upgrade (e.g., add additional memory to the computer) or buy a new computer 
with more memory. If product design allowed an easier upgrade, more people might choose to upgrade 
and postpone the replacement, which, in turn, would decrease the amount of e-waste. The analysis results 
show evidence that consumers are willing to upgrade their products if upgrading is easy. Table 3.2 shows 
that there is a difference between the number of CPUs and monitors disposed by consumers. The Kruskal-
Wallis Test on the quantity of return per day also indicates that, with the p-value of 0.008, the median 
quantity of returns for CPUs and monitors are different. (See the Appendix A for detailed results.) In ad-
dition, Table 3.8 shows that the age of CPUs and the age of monitors are different as well, because con-
sumers use monitors longer than they use CPUs. General desktop computers have a modularized structure. 
CPUs and monitors are designed as separate modules and no sophisticated knowledge or skills are re-
quired to connect/disconnect them. This example illustrates that people have a willingness to upgrade just 
one portion (or module) of product if the design of the product supports the upgrade. Hence, design strat-
egies that respond to this willingness, i.e., making it easier for consumers to upgrade memory, operating 
systems and software, and user-interface elements, would be a promising way of elongating the life of a 
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product and reducing e-waste. Also, “piggybacking,” which enables renewed functionality through the 
integration (or add-on) of a secondary device or component [199] would encourage consumers to use the 
equipment longer. It should be noted that designing to facilitate upgrading benefits e-waste recovery as 
well when people finally dispose of the product. To be competitive in the second-hand market, a used 
product must be equipped with more recent functions and features. Products that have been designed to be 
more easily upgraded have much higher potential for reuse and refurbishment.   
The second design approach to overcome the old age of e-waste is to create demand for older 
products (more specifically, their parts) by designing another product that can utilize the parts from them. 
The second item does not necessarily have to have the same identity as the original product. For instance, 
memory and processors from old computers can be reused in making gaming machines or dolls. Repur-
posing the e-waste is a representative design strategy in this regard. An example is LCD monitors. LCD 
monitors can be reused in its original application as a monitor or can be reused in another application as a 
TV. This possibility creates additional demands for used LCD monitors.  
3.4.3  Design for Commonality across Multiple Generations and Brands 
An important fact about e-waste recovery is that it requires that multiple generations and brands of prod-
ucts be processed at the same time. Table 3.4 describes that e-waste has a wide range of ages for all prod-
uct types. Considering the pace of technological advances and design changes, the range of age implies 
that the incoming stream of e-waste contains multiple generations of products with different designs. The 
problem is that such design diversity can complicate e-waste recovery. Hard drive designs from different 
age products are a case in point. Currently, two types of hard drives are available in the market, i.e., Paral-
lel ATA (PATA, old technology) and Serial ATA (SATA, new technology) drives. Before being reused 
or refurbished, every computer must undergo a data destruction process that eliminates all personal and 
confidential information. In case of PCRR, the company uses a machine that reads and deletes multiple 
hard drives at once. However, the difference between PATA and SATA drives requires that different ma-
chines be developed and operated, which increases the recovery costs. Furthermore, old computers cannot 
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accommodate the new SATA drive, and some new computers are not compatible with the old PATA 
drive. As a result, the reuse of hard drives is limited.    
Recovering value from a variety of products is influenced by individual product designs and by 
the interactions between designs, i.e., the interchangeability of components or the commonality of recov-
ery processes. The variance of age is a good indicator of why multiple generations of products must be 
considered simultaneously in the design stage. Unfortunately, current approaches for design for reuse and 
recovery have focused on improving single-product designs. Therefore, more design methods must be 
developed to consider and improve multiple generations of products simultaneously.  
According to Bras (2007) [75], Simpson (1998) [200], and Perera et al. (1999)[88], increasing 
part commonality across product variants can benefit the e-waste recovery in two ways. First, component 
reuse can increase as the interchangeability of components across product variants increases. Second, the 
economies of scale can increase as multiple variants can share tools and worker skills necessary to con-
duct recovery operations. Pandey et al. (2008) [201] proposed the concept of temporal commonality that 
may exist between generations and would greatly influence reuse decision making. In this regard, design 
for commonality across multiple generations might be employed. To be specific, a product could be de-
signed to be compatible and expandable with components from older-generation products. Many recovery 
systems store e-waste by first disassembling it into groups of components. Some e-waste is too old to re-
furbish, even though it is fully functional. However, newer products might be designed so that they can 
reuse older-generation components. For example, a PC designed to have two slots for hard drives can re-
use old 20-GB hard drives to meet the minimum hard drive specification for the refurbished PC, for in-
stance 40 GB. Similarly, PCs with multiple slots for memory expansion can facilitate the reuse of 256-
MB memory from older-generation products, while satisfying minimum specifications for refurbishment 
(for example, 512 MB) Another way to design for commonality across multiple generations is to increase 
process commonality. For instance, designing products to share similar disassembly structures can help 
increase the economies of scale in disassembly operations [132].   
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From a similar context, standardization across multiple brands is also desirable. Brand is another 
source of the design diversity of the incoming e-waste stream. As shown in Table 3.3, e-waste recovery 
involves multiple brands of products at the same time. Laptop batteries are an example of an opportunity 
to benefit overall e-waste recovery by improving commonality across multiple brands. Laptop batteries 
from different brands do not have standard dimensions or shapes, which makes them difficult to reuse for 
other laptops. Considering component compatibility, such as dimensions, interface, and architecture, can 
increase the reusability of this component between different brands.  
3.4.4  Design for Commonality that Considers Different Age Characteristics 
Different brands have differences in the means and variances of the age of e-waste, so different strategies 
for design for commonality are recommended. Figure 3.7 and Table 3.8 show that different brands exhibit 
different means and variances for age. The difference in the mean ages indicates that different brands 
might have different level of obsolescence and ease of reuse and refurbishing. If the mean age of a brand 
tends to be too old, then the company can focus on material recovery or component reuse beginning in the 
design stage. On the other hand, the difference in the variances of ages indicates that the degree of design 
variety and its variability differ for different brands. This underscores the importance of differentiated 
commonality strategies. If there is a high variability of ages in incoming returned products, longer term 
“generational commonality” must be considered for higher profit in product recovery. If, on the other 
hand, there is a lower variability of ages, in incoming products, then “contemporary commonality” (i.e., 
commonality only for a few generations) is better suited for product recovery. In this case, manufacturers 
would not need to consider longer term generational commonality.  
3.4.5  Design for Component Reuse and Material Recovery for Minor Brands 
Different brands also have different characteristics in terms of quantity of return, so different design strat-
egies are recommended. Figure 3.3 illustrates the fact that most e-waste comes from a limited number of 
brands. This indicates that only those brands might be able to meet the minimum-volume requirement to 
make reuse or refurbishing a viable business. Reusing and refurbishing a product involves various opera-
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tions, such as inspection, disassembly, repair, testing, packaging, and redistribution. All processes are 
highly dependent on the e-waste product’s design, so different tools, skills, and resources are required for 
different products. To practice economies of scale, therefore, reuse or refurbishing efforts are usually fo-
cused on a product with a high frequency of return (i.e., greater quantity). Also, the major consumers in 
the second-hand market (e.g., schools, non-profit organizations, and charitable organizations) tend to pre-
fer a set of identical (at least similar) products. Furthermore, higher return implies that the product was 
more popular in the market and is likely to be so in the second-hand market. With this background, major 
brands with high disposal quantities are usually considered for reuse, while minor brands are usually sent 
directly for material recovery. One possible design strategy that minor brands can employ to increase re-
use is to design products that are intended for component reuse. By increasing part compatibility with ma-
jor-brand products, it is possible to facilitate the reuse of components. However, it should be admitted that 
the initial cost of implementing the strategy could be burdensome for the minor brands with limited re-
sources. For the successful application of the strategy, cooperation from major brands and governmental 
supports might be demanded. 
Another design strategy is design for material recovery. The value from material recovery is af-
fected by the types of materials in a product and how easy it is to refine them. Thus, minor brands can 
consider design strategies, such as increasing material compatibility in a product, using less-toxic and eas-
ily-degradable materials, and improving modularity and disassemblability so that materials can be easily 
separated and refined.    
3.4.6  Design for Ease of Return 
The analysis poses a question on the effect of the e-waste drop-off center. Expecting consumers to return 
their products by themselves seems to have some limitations. In Figure 3.1, most e-waste is from a lim-
ited area within a 10-mile radius of the facility. Figure 3.2 indicates that the average quantity of e-waste 
for each product type is less than 20 units, which might be too small to make any business from it. Thus, a 
company might need either to increase the number of collection centers or to develop another way of col-
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lecting e-waste. Taking e-waste back through mail is a widely used method for small goods and electron-
ics. It can cover a much wider area than take-back through drop-off. However, large, heavy, and/or fragile 
products are not appropriate for take-back by mail. Whether product design can help overcome these limi-
tations and facilitate take-back through mail is an open question.   
3.5   A Look Back and a Look Ahead 
This chapter addressed the characteristics of e-waste that are known to be highly influential in recovering 
the e-waste in a profitable manner. These characteristics and their interactions have not been well defined 
and still remain uncertain. In an effort to gain a better understanding of the key characteristics of e-waste, 
this paper presented an analysis of data collected from an e-waste collection center. Especially, the quan-
tity and age of the e-waste were analyzed by product type and brand.  
The analysis results revealed current obstacles to e-waste recovery. The old age of e-waste is 
among main obstacles to e-waste recovery. Receiving of outdated products makes reusing the e-waste 
infeasible and/or unprofitable. The paper highlighted design for upgrade (designing products that support 
easier upgrade) and design for repurpose (designing products and applications that can utilize the parts 
from e-waste) as the potential role of product design in overcoming the age obstacles. Processing of mul-
tiple generations and brands of products at the same time is another major obstacle to e-waste recovery. 
Different brands have different characteristics in terms of age and quantity of returning products. In order 
to improve the recovery rate and profitability, it is important to consider the e-waste characteristics and 
apply a design strategy that fits the characteristics well. Possible design strategies were discussed in this 
regard, including design for commonality across multiple generations and brands and design for compo-




Chapter 4.  The Residual Market Value of End-of-Life 
Products3 
Second-hand market value is important for manufacturers in that it affects the profitability of both new 
product sales and end-of-life recovery. To gain a better understanding of second-hand market value, this 
chapter presents an empirical study of buy-back price using laptop computers and mobile phones as ex-
amples. A thousand items that were on the market in recent years were examined, and their current buy-
back prices were estimated using the pricing engine of a real buy-back company. The statistical analysis 
provided a model that could assess the value of used products. The model provides the relationships of 
design specifications and age with second-hand market value, and it also provides the impacts of cosmetic 
and hardware conditions. Based on the results of the analysis, the design implications for improving the 
value of used products are discussed. [202] 
4.1   Introduction 
Rapid advances in technology have spurred rapid improvement of many consumer electronic products 
(e.g., personal computers, laptops, copiers, televisions, and cell phones). Although streams of new prod-
ucts have enhanced the quality of life in innumerable ways, they have also exacerbated an environmental 
problem, i.e., electronic waste. New products render formerly cutting-edge products quickly obsolete or 
outdated. Consequently, even though a product might be in good working order, it might be replaced by 
the consumer and regarded as waste. Evidence of this was apparent in a survey conducted by the Con-
sumer Electronic Association (CEA) in 2008 [203] in which only 38% of consumers reported that they 
had discarded a product because it no longer worked.   
Fortunately, not all consumers desire brand new products or the latest technologies, which in turn 
 3 Reprint, with permission, from Kwak et al. (2011) [202].  
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creates demand for product reuse and/or remanufacturing [16]. These consumers seek lower cost, basic 
functions, and decreased environmental impact [3]. 
This chapter focuses on the market value of used products and its design implications. Given the 
flourishing second-hand market, how consumers perceive the value of a used product has become more 
important to manufacturers in that it affects both new product sales and end-of-life management. Con-
sumers in the new product market have begun to consider resale value when making purchases, just as 
they do when buying an automobile. To enhance its competitiveness in the new product market, a manu-
facturer must consider the second-hand market value early in the design stage, and, if necessary, identify 
ways to increase the second-hand market value of its own brand items. In this regard, the effects of design 
decisions on market value must be known at the design stage. An accurate estimation of second-hand 
market value is also essential in planning and optimizing end-of-life recovery. To maximize profit from 
recovery, a manufacturer needs an optimal recovery strategy, including which end-of-life products to take 
back and how to reprocess them (e.g., which parts to reuse or discard and which parts to upgrade). Such 
an optimal strategy is attainable only if the manufacturers know which products are more preferred in the 
market and how much profit can be achieved by reprocessing these products. 
This chapter presents an empirical study of second-hand market value using the examples of lap-
top computers and mobile phones (hereafter called cell phones). The goal of the study was to develop a 
value model for used products that can show how second-hand market value is determined and how prod-
uct design (i.e., specification) affects the valuation. To construct the value model, this study used buy-
back price (i.e., the price a buy-back company pays for used consumer electronics) as an indicator of se-
cond-hand market value. Buy-back companies purchase used electronics, test their functional status, and 
resell them through retail and wholesale outlets. In general, a higher buy-back price means a higher resell-
ing price in the second-hand market. Therefore, the buy-back price of a product is publicly available in-
formation that reflects the product’s real second-hand market value.  
The value model developed in this study links a product’s specifications to its second-hand mar-
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ket value. It also incorporates the impacts of product age (i.e., the time that has elapsed since the product 
was originally introduced to the market) and cosmetic and hardware conditions. More specifically, the 
model helps to answer the following research questions: 
 What is the relationship between product specifications and the second-hand market value? 
Among various specifications, which one has the greatest influence on the value?  
 To what extent do cosmetic and hardware conditions contribute to the market value? 
 How does the age of a product affect the market value?  
 Do different types of products have any significant differences in their value trends? If so, what 
are the differences?  
 
The results of this study can assist in making design decisions that benefit reuse and remanufac-
turing and facilitate recovery decision making. The model can be used in applications to:  
 Evaluate product design alternatives in terms of potential second-hand market value 
 Provide design guidelines for improving potential second-hand market value 
 Assess and optimize the potential profitability of recovery strategies  
 Plan product take-back, i.e., what to take back and when to take it back  
 
As discussed in Chapter 2, various models have been developed to estimate the market value of 
products and their depreciation over time (e.g., Ferrer (1997) [16], Rachaniotis and Pappis (2008) [97], 
Pandey and Thurston (2009) [98], and Guide et al. (2006) [94]). However, the current study has a distin-
guished contribution in two points. First, this study analyzed the real buy-back prices, not the retail prices 
of new products or the non-monetary performances. Since the data incorporate the information on cos-
metic and hardware conditions and product age, the study quantified the link between second-hand mar-
ket value and the conditions and age. In addition, the current study compared the value trends of two dif-
ferent product types, enabling a better understanding of second-hand market value by highlighting the 
differences between different product types. 
The rest of the chapter is organized as follows. Sections 4.2 and 4.3 describe the data collection 
conducted for product specifications and buy-back prices, respectively. Section 4.4 presents the regres-
sion analysis conducted for value model formulation and the resulting models. Section 4.5 summarizes 
findings and discusses design and managerial implications, followed by conclusions. 
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4.2   Data Collection for Product Specifications 
In this study, two different kinds of data, i.e., product specifications and buy-back prices, were gathered 
and then integrated into a master data set. Section 4.2 explains the data collection related to product speci-
fications. To cover a wide range of specifications with reasonable variety, a thousand items that were on 
the market in recent years were selected and examined. 
4.2.1  Laptop Computer 
To gather laptop specification data, Consumer Reports, published by Consumers Union, which performs 
product reviews, was used as the data source. One merit of using this source is that it deals with actual 
Table 4.1  Specification data collected for laptop computers 
Specification Description 
Brand Original manufacturer of laptop 
Published year Year introduced by the magazine 
Screen Size of screen (inch) 
Weight Weight with battery and any drives (pound) 
Battery life Battery hours with continuous use 
Processor (CPU) Processor brand, model and speed 
Hard Drive (HD) Size of hard drive in gigabyte 
RAM Size of memory in gigabyte 
Optical drive Type of optical drive  
Networking ability (Wi-Fi) Wireless networking capability 
Operating system (OS) Type of Windows system installed 
Retail price Approximate original retail price 
 
 
Figure 4.1  Design trends in laptop specifications 
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products that have been offered to the market, incorporating actual design trends from the past. The mag-
azine reports laptop evaluations two or three times a year. Mainstream models across all product sectors 
(i.e., entry-level, middle-level, and premium-level laptops) were the major targets of the evaluation.  
Among the laptops reviewed by the magazine from 1999 to 2009, a total 367 of laptops were sampled for 
the analysis. The data set included a wide spectrum of products, from low-end to high-end products. Only 
laptops with a Windows operating system were considered. Netbooks were excluded. Table 4.1 describes 
the product specifications collected.  
Figure 4.1 illustrates how laptop specifications have advanced during the past decade. All laptops 
were classified into 11 groups, according to the year the review appeared in Consumer Reports (i.e., pub-
lished year). With this grouping, the overall trend represents the continuing progress in the level of laptop 
specifications.  
The biggest changes were observed in hard drives and RAMs. The storage sizes of these two 
components have been increasing at a near exponential rate. Average hard drive storage has increased 
from less than 10 GB to 300 GB. Average memory has increased from 32 MB in 1999 to 6 GB today.   
Optical drives and operating systems exhibit continuous transitions from one technology to the 
next. Approximately in the middle of the time horizon (1999 – 2009), DVD burners replaced CD-ROMs, 
CD/DVDs, and CD-RW/DVD, and, now, Blu-ray players have begun to replace DVD burners. Similarly, 
Windows 95 in the late 1990s transitioned to Windows 98, which transitioned to XP in the early 2000s. 
XP, which dominated the mid-2000s transitioned to Windows Vista, and, now, Windows 7 has begun to 
replace Vista. Both optical drives and operating systems were modeled as ordinal variables. Detailed def-
inition of variable is provided in the Appendix (Table B1).      
Processors showed an interesting pattern. After a considerable increase in speed, no significant 
advance was observed. On the other hand, the processor type exhibited an important change. In 2006, 
multi-core processors were first introduced and a rapid transition from single-core to multi-core proces-
sors took place in only one to two years. Wireless networking, a feature that emerged in the early 2000s 
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was also interesting. All laptops after 2006 were equipped with wireless networking capability. Shortly 
after the first appearance of this feature, it was incorporate by the majority of laptops; only four years lat-
er, wireless networking became an essential feature for laptops.  
Screen size, weight, and battery life did not show significant trends in their mean values. Howev-
er, the wide range of grey dots in a group implies increasing product variety in the market. A wide variety 
of products have continued to be offered to the market, from small-screen, light-weight, slim laptops for 
portable usage to large-screen, workhorse laptops for desktop replacement.    
Finally, despite these dramatic improvements in technical specifications, the original retail price 
continues its decreasing trend.  The average price dropped from $2,230 in 1999 to $734 in 2009.  
4.2.2  Cell Phone 
To collect data for cell phone specifications, phonearena.com, a website dedicated to information on cell 
phones, was used as the data source. Among the cell phones introduced by the website for the last six 
years (2004-2009), 629 cell phones were sampled for the analysis. Table 4.2 describes the product speci-
fications collected for each cell phone model. 
Figure 4.2 shows the design trends in the cell phone market for the past six years, from 2004 to 
2009. All cell phones were classified into six groups according to the introduced year. A binary indicator 
variable was used to model whether a key feature, such as Bluetooth, GPS, MP3, Speakerphone, Wi-Fi, 
Table 4.2  Specification data collected for cell phones 
Specification Description 
Brand Original manufacturer of cell phone 
Published year Year introduced by the website 
Status Whether the phone is currently available or discontinued in the market 
Technology Mobile communication technology: GSM, CDMA, CDMA (3G), UMTS 
Form factor Form type of handset (e.g., candy bar, clamshell, slider, dual-slider) 
Keypad type Keypad type of handset: numeric key, half- QWERTY, QWERTY, touch. 
Key features Whether the phone has the following functions: Bluetooth, GPS, MP3, Speaker-
phone, Wi-Fi, Email, and Touch screen. 
Camera Camera resolution in megapixels  
Resolution Resolution of main display defined in three levels (i.e., low, average, and high) 
Talk time Talk time in hours 
Note: GSM (Global System for Mobile Communication), CDMA (Code Division Multiple Access), 




Touch, and Email, was available or not. Increasing trends in their mean values indicated that they are be-
coming more popular (or ubiquitous) in cell phone design. Among all of the features, the speakerphone 
has become a basic feature that was included on all phones introduced in 2009. Similarly, Bluetooth, MP3, 
GPS, and Email will soon become basic requirements if current design trends continue.  
There is also a trend associated with the handset design. Regarding the form factor, candybar and 
clamshell shapes are the most classical form of handsets. During first three years, the candybar form lost 
its share as the clamshell became more popular. However, starting in 2006, the candybar has resurged in 
 
Figure 4.2  Design trends in cell phone specifications 
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the market, which can be explained by the emergence of touch-screen phones. The type of keypad is an-
other important design characteristic. The numeric keypad is the simplest, oldest type of keypad. Recently, 
only 30% of phones had numeric keys and even greater numbers of them are expected to be replaced by 
other keypad types, such as QWERTY and virtual key, in the near future.   
Finally, mobile technologies have shown a transition to third generation (3G) mobile cellular 
technologies, from CDMA to 3G CDMA and from GSM to UMTS. Accordingly, about 78% of cell 
phones introduced in 2009 were equipped with 3G technologies, either 3G CDMA or UMTS.     
At a glance, the overall trends of cell phones look similar to those of laptop computers. However, 
two notable differences exist between the two. First, the way in which technological transition occurs is 
different. Laptop computers advance by improving the level of each specification. The types and numbers 
of specifications are almost unchanged. However, as shown in Figure 4.2, cell phones advance mainly by 
adding new features. The average number of features was 2.6 in 2004, but it had increased to 5.3 by 2009. 
Except for the display resolution, camera, and talk time, cell phones are characterized by whether they 
include a feature or not. The more advanced phones usually have a larger number of features.    
Another difference is in the pace of technological transition. Compared to laptops, cell phones 
have shown slower and smoother transitions. As the design trends of the laptop computer depicted, if a 
new technology or feature entered the market, most laptops had included it within a couple of years. On 
the other hand, such rapid advances have not been observed in the cell phone market.  
4.3   Data Collection for Buy-Back Price 
This section describes the data collection conducted for buy-back prices. Gazelle.com is one of the largest 
buy-back companies in the United States, and it was used as the source of buy-back price data. This for-
profit company operates an online pricing engine, and it sets its buy-back price to reflect products’ se-
cond-hand market values based on product specifications and conditions. This pricing engine was used in 




For laptop computers and cell phones, the pricing engine requires four types of inputs, i.e., prod-
uct specifications, functional status, cosmetic condition, and hardware condition. Among these factors, 
functional status is the factor that dominates all other inputs. A malfunctioning product is assigned a buy-
back price of zero, regardless of its specifications and other conditions. Therefore, in this study, all prod-
ucts were assumed to be fully functional. 
Cosmetic condition is an ordinal variable with four possible levels, i.e., poor, fair, good, and ex-
cellent. For laptop computers, hardware condition is a nominal variable with four classes, i.e., no failure, 
hard drive failure, optical drive failure, and battery failure. For cell phones, hardware condition is defined 
as a binary variable that indicates the presence of water damage, which is one of the most frequent acci-
dental damages of cell phones [204]. The combination of cosmetic and hardware conditions generates a 
total of 16 different scenarios for each laptop computer and eight different scenarios for each cell phone. 
 
Figure 4.3  Buy-back prices with excellent cosmetic condition and no hardware failure 
 
Table 4.3  Buy-back prices with excellent cosmetic condition and no hardware failure 
Published year Laptop a Cell phone Mean StDev. Mean StDev. 
1999 1.80 4.47 - - 
2000 2.20 5.01 - - 
2001 16.64 12.73 - - 
2002 29.57 10.61 - - 
2003 101.27 19.46 - - 
2004 100.54 12.89 1.93 3.79 
2005 101.04 16.22 4.28 8.66 
2006 134.68 37.75 8.05 11.82 
2007 203.83 44.98 20.73 22.08 
2008 237.82 52.85 45.80 44.37 




Thus, following all the scenarios, laptop computers were evaluated one by one 16 times, and cell phones 
were evaluated one by one eight times for the identical product specs.  
Figure 4.3 and Table 4.3 show the buy-back price trends for laptop computers and cell phones as 
a function of age when the cosmetic condition is excellent and no hardware failures have occurred. In 
general and as expected, newer products command higher buy-back prices.  
As shown in Figure 4.1 in general, laptop computers from more recent years have improved spec-
ifications. Accordingly, the mean buy-back price of a laptop made in 2009 is $249, but the mean buyback 
price of laptops made in 2004 and 1999 are only $101 and $2, respectively. Two large decreases in buy-
back prices were observed between 2006-2007 and 2002-2003 when there were significant advances in 
specifications, including the emergence of wireless networking and multi-core processors. Conversely, 
during the relatively flat intervals that appeared in 1999- 2002 and 2003-2005, only gradual technological 
transitions occurred, not much differentiated from the current point of view; for instance, the differences 
between 4-GB and 6.4-GB hard drives, or 32-MB RAM and 64-MB RAM are relatively insignificant at 
the present time. 
Similar to the laptop computer example, a monotonically decreasing trend appears in the value of 
cell phones, as their age increases. However, the pace of value depreciation is much more rapid than it is 
for laptop computers. Four to five years after market introduction, a phone has almost no market value. 
However, there are no sudden decreases, which indicates that the development of the technology has pro-
gresses smoothly. The greatest decrease in buy-back price for cell phones occurred between 2008 and 
2009.  
One interesting point is that laptop buy-back prices have formed a funnel shape, while the cell 
phone buy-back price has formed a triangular area. Figure 4.3 shows a significant range in buy-back pric-
es for a given year, especially for newer models. The range of buy-back prices is significantly smaller for 
older products, since the difference between low-end and high-end products is negligible from the current 
time point of view. However, none of the laptops has zero value unless it is 10 years old or older, whereas 
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every age group of cell phones includes zero-value phones; even some of the phones released in 2009 and 
the other phones that are still available for sale in the market have zero value in the second-hand market 
as of 2011. Generally, such phones are entry-level models that have limited features. A new phone with 
the same feature may still be available in the market for a reduced price. Thus, to be attractive as an alter-
native to a new phone, a used phone must have an even lower price. When considering the cost associated 
with recovering products for reuse (e.g., buy-back, testing, data destruction, and logistics), the used phone 
is very unlikely to maintain any profitability in reuse. Furthermore, unlike laptops, the market for compo-
nent reuse is so immature that material recovery would be the only available option [205]. Unfortunately, 
material recovery from discarded cell phones is faced with serious limitations on the amount of profit that 
can be earned [206].  
4.4   Value Model Development 
This section explores the mathematical relationship between product characteristics (input variables, i.e., 
product specifications, age, and cosmetic and hardware conditions) and the buy-back price (output varia-
ble). The main issues here are how product characteristics determine the buy-back price and which char-
acteristics are more influential than others. In this study, regression analyses were used to address these 
issues. The software package Minitab 16 was used for conducting regression analyses throughout the sec-
tion. 
4.4.1  Background 
One common idea about buy-back price is that it is inversely proportional to the age of product. The re-
sults of this study reinforced that idea. As Figure 3 shows, in both laptop and cell phone cases, the value 
of a used product monotonically decreases as its age increases. However, Figure 4.3 also implies that age 
alone cannot explain the buy-back price trend sufficiently, especially the price differences within the 
same age group. This indicates that more detailed value models are required. Also, Table 4.4 supports this 
requirement. Fitting the buy-back price to a function of age (t) alone results in significant error. The 
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standard error S is in the same units as the response variable (buy-back price). Here, S is 40-56, which 
indicates that the observed buy-back prices fall a standard distance (roughly an average absolute distance) 
of $40-56 from the fitted buy-back prices. 
One might hypothesize that the buy-back price of a product is proportional to its original price, so 
the original price can serve as a simple and viable indicator of buy-back price. For example, suppose that 
two people, X and Y, bought different laptops at the same time. If person X paid $2,000 for a laptop while 
person Y paid $1,000 for another, then person X would expect to receive a greater buy-back price than 
person Y. However, is it accurate to assume that the buy-back price will be proportionately greater be-
cause the original market price was greater? As shown in Figure 4.4, this is not always the case, especial-
ly if products have old specifications.  
The scatter plots in Figure 4.4 depict the correlation between the original price of a laptop com-
Table 4.4  Buy-back price as a function of product age 
Product Function form Fitted function Standard error (S) 
Laptop 
( ) (0)V t V at   ( ) 279 29.7V t t   46.5202 
( ) (0) atV t V e   ( ) 341.459 exp( 0.2182 )V t t    46.0223 
( ) (0) aV t V t    0.5414( ) 285.593V t t    55.6933 
Cell phone 
atVtV  )0()(  ( ) 103 20.6V t t   44.1577 
( ) (0) atV t V e   ( ) 279.813 exp( 0.8891 )V t t    39.3266 
( ) (0) aV t V t    1.5881( ) 116.727V t t    39.5687 
 
 
Figure 4.4  Correlation between original price and buy-back price 
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puters and its buy-back price (assuming that the computer is in excellent cosmetic and hardware condi-
tions). The results of the detailed correlation analysis are provided in the Appendix (Table B2).  
Figure 4.4 shows that the linear correlation is significant when the products were introduced in 
recent years. As the original price increases, the buy-back price also tends to increase. However, for older 
products, the buy-back price appears to have no clear relationship to the original purchase price. In addi-
tion, even though products have the same original retail prices, their buy-back prices can be significantly 
different. Thus, the original price cannot be expected to have a significant correlation to the buyback 
price or to provide a reliable measure of the buy-back price, especially if buy-back occurs many years 
after the initial purchase. Again, this implies the need for an advanced value model. 
Sections 4.4.2 and 4.4.3 explore the correlation between buy-back price and individual product 
specifications and age, to determine which attributes are most influential. Cosmetic and hardware condi-
tions add variations to the buy-back price that is determined by product specifications and age. An analy-
sis of the impacts of cosmetic and hardware conditions is presented in Section 4.4.4.  
4.4.2  Regression: Buy-Back Price of a Used Laptop Computer  
Using regression analysis, buy-back prices of laptop computers (with excellent cosmetic and hardware 
conditions) can be formulated as a function of product specifications and age. However, regression analy-
sis that involves product specifications raises the issue of multicollinearity, which is a condition that oc-
curs when two or more predictors are strongly correlated. As shown in Figures 4.1 and 4.2, product speci-
fications are strongly correlated with each other. For instance, the relationship between hard drives and 
the amounts of RAM shows a definite linear pattern, since both features have increased markedly over the 
past few years.  
One way to resolve the issue of multicollinearity is to perform a partial least squares (PLS) re-
gression. PLS regression is particularly useful when the input variables are highly collinear; it reduces the 
number of predictors to a smaller set of uncorrelated components and conducts least squares regression on 
those components. However, PLS regression is not usually suitable for screening out predictors [207]. In 
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this study, multiple regression analysis was performed alongside PLS regression to screen out insignifi-
cant factors, thereby complementing PLS.  
Product specifications can be assigned to one of three different groups, i.e., basic specifications, 
processor brand (i.e., Processors A1-A3, Processor B1, and Processor B2), and manufacturing brand (e.g., 
Table 4.5  PLS regression results with different inputs (response: buy-back price) 
Independent variable Model R2 Predicted R2 Std. Error (S) 
Basic specifications 0.8592 0.8497 20.87 
Basic specifications + Processor brand 0.9497 0.9428 20.07 
Basic specifications + Processor brand + Manufacturer brand 0.9553 0.9485 18.89 
Basic specifications + Processor brand + Manufacturer brand + Age 0.9575 0.9502 18.44 
 







(Constant) 21.5311 33.8021 
Screen [inch] 1.4173 11.3774 
Optical drive 3.1317 22.1477 
Weight [lb] –2.1035 –15.2929 
Processor speed [GHz] 24.1290 69.8992 
Multi core*Processor speed [GHz] 14.1427 48.4767 
Hard drive [GB] 0.1115 54.6661 
RAM [GB] 8.7811 51.8015 
Wi-Fi 13.6888 13.8511 
Operating System 9.0809 45.8699 
Processor A1 –12.1989 –12.1967 
Processor A2 –12.8643 –12.8186 
Processor A3 –10.9384 –10.8435 
Processor A4 49.4362 49.3715 
Processor B1 –37.1343 –37.0256 
Processor B2 –38.3575 –38.3771 
Brand D –3.5943 –3.5603 
Brand H 7.2486 7.1871 
Brand T –3.2633 –3.3164 
Brand S 21.0422 20.8498 
Brand G –1.0655 –1.0822 
Brand L –0.9984 –0.9158 
Age [year] –3.8882 –38.9730 
Model R2 0.9567 0.9569 
Predicted R2 0.9503 0.9504 
Standard error (S) 18.57 18.55 
F statistics 1979.37 1985.14 
P-value 0.00 0.00 
Note: The p-value from Analysis of Variance (ANOVA) indicates whether the regression 
model estimated is statistically significant; if the p-value is less than α (here, 0.05), the in-
dependent variables in the model, as a set, are considered as useful for estimating the value 
of response variable. 
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Brand D). Basic specifications include screen size, type of optical drive, weight, processor speed, and 
type (whether it is multi-core or not), hard drive size, RAM size, version of the operating system, wireless 
networking capability, and battery life.  
Table 4.5 shows the results from different PLS regressions using different groups of input varia-
bles. Compared to the age-only model in Table 4.4, all PLS regressions better fit the buy-back price with 
smaller S values. Comparing the results gives an indication of the variables that can best approximate the 
buy-back price. Basic specifications are the best explanatory variables of buy-back price, having a pre-
dicted R-squared value of 85%. In addition, the processor brand provides additional significant explana-
tion, thereby increasing the predicted R-squared value to 94.3%. However, the effects of the manufactur-
er’s brand and the product’s age on the buy-back price seem to be smaller than the others. Only slight 
changes in the R-squared values were observed.  
Table 4.6 shows the final PLS models with the highest predicted R-squared values. Two models 
were developed, i.e., Model 1, which uses input variables without any scaling, and Model 2, which uses 
standardized variables that are scaled first to lie within 0 and 1. Both models showed a predicted R-
squared value of 95%. The p-values from ANOVA for buy-back price are 0.000, which are less than an 
alpha of 0.05, providing evidence that the models are statistically significant. A coefficient of Model 1 
indicates how much change in buy-back price is expected when the input variable increases by one unit. 
A coefficient of Model 2 shows the sign and magnitude of the relationship between each input variable 
and buy-back price. Since all input variables are normalized first to lie within 0 and 1 in Model 2, the re-
sulting coefficients imply the relative influence of each specification in deciding buy-back price. 
The results indicate that processors are the most influential design attribute in the model. Most 
processor-related specification shows strong correlation with buy-back price: processor speed, processor 
brand and model, and multi-core. Hard drive and RAM sizes are also identified as important specifica-
tions. Optical drive, operating system, wireless networking ability, and screen size are also significant 
variables, although their influences appear to be lower. Unlike other variables, the weight of the laptop is 
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inversely proportional to buy-back price. Finally, battery life turns out not significantly correlated with 
buy-back price so removed from the model. 
An interesting result is that the manufacturer’s brand can influence the buy-back price. A particu-
lar laptop manufacturer (Brand S) increased the buy-back price by $21. This implies that the brand itself 
has a positive effect on the price, all else being equal. Another interesting result was observed from the 
product age. The coefficient of age in Model 1 is -3.89, which means that the depreciation of value due 
exclusively to age was $3.89 per year. Compared to product specifications, the impact of age seems very 
small. In other words, consumers in the second-hand market do not care much about how old the laptop is, 
but what specifications it has.    
4.4.3  Regression: Buy-Back Price of a Used Cell Phone 
In order to understand how product specifications and age affect buy-back price, regression analyses were 
conducted for the cell phone data. There are seven types of cell phone specifications, i.e., key features, 
keypad type, mobile technology, handset form factor, manufacturer brand, product age, and availability. 
The key features include Bluetooth, GPS, MP3, Speakerphone, Wi-Fi, Touch, and Email. Product age 
denotes the time elapsed from the market release of the phone model, not the length of usage for a specif-
ic phone. Availability is a binary variable that indicates if the phone is still on sale or has been discontin-
ued.  
Table 4.7 compares how well different groups of variables explain the buy-back price. The lower 
standard error, S, values of all models implies that a model incorporating product specifications provides 
a better fit than the age-only model in Table 4.4. Among the groups of specifications, handset form factor 
seemed to have no correlation with buy-back price. Rather, including form factors in the model decrease 
the predicted R-squared value. On the other hand, including other factors increased the fidelity of the 
model.     
Table 4.7 also shows the interesting result that availability has a significant impact on buy-back 
price. Its impact seems to be even larger than the impact of product age. When its interaction with age 
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(i.e., Availability*Age) is considered, the model provided a better approximation of buy-back price.  
The final regression models in Table 4.8 give a clearer idea concerning how product specifica-
tions and age are correlated with buy-back price. Two models are presented, i.e., Model 1 in which coef-
ficients indicate the marginal change in buy-back price according to a unit of increase in the input varia-
ble and Model 2 in which coefficients indicate the impact magnitude of each specification in deciding 
buy-back price. By excluding insignificant factors, the final models improved their predicted R-squared 
values to approximately 77%. Among the phone features, Bluetooth, MP3, Speakerphone, and Email 
were excluded. Form factors were also removed, as expected from Table 4.7.    
Table 4.7  PLS regression results with different inputs (response: buy-back price) 
Independent variable Model R2 Predicted R2 Std. error (S) 
Features 0.6572 0.6377 32.68 
Features + Keypad 0.6798 0.6522 31.76 
Features + Keypad + Technology 0.6924 0.6612 31.08 
Features + Keypad + Technology + Form 0.6932 0.6589 31.06 
Features + Keypad + Technology + Form + Brand 0.7009 0.6624 30.64 
Features + Keypad + Technology + Form + Brand + Availability 0.7503 0.7222 27.91 
Features + Keypad + Technology + Form + Brand + Age 0.7353 0.7003 28.86 
Features + Keypad + Technology + Form + Brand + Availability + Age 0.7562 0.7282 27.59 
Features + Keypad + Technology + Form + Brand + Availability + Age 
+ Availability*Age 
0.7935 0.7635 25.50 
 







(Constant) –24.2947 –20.523 
GPS 8.7902 8.790 
Wi-Fi 24.9419 24.942 
Talk Time [hr] 2.8357 35.928 
Resolution 10.5808 10.581 
Touch 20.1426 20.143 
Camera [megapixel] 13.6466 110.538 
Virtual Keypad 10.8545 10.855 
UMTS 9.4785 9.478 
Brand R 24.7743 24.774 
Availability 91.8409 91.841 
Availability*Age –34.1259 –136.504 
Model R2 0.7841 0.7841 
Predicted R2 0.7663 0.7663 
Standard error (S) 26.00 26.00 
F statistics 375.85 375.85 
P-value 0.00 0.00 
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The results reveal an interesting point regarding the impact of the age of a phone. Surprisingly, 
the results indicated that the age alone was not significantly correlated with buy-back price, and so was 
excluded from the model. Rather, availability and the interaction with the age are the most influential at-
tributes. Consumers in the second-hand market consider if the phone is currently on sale in the new prod-
uct market first, rather than considering when the phone was released in the market. In other words, if a 
phone is discontinued, its age does not matter to consumers. The age becomes important only if the phone 
is currently available on the new product market. If the phone is still available, the older age depreciates 
the value of the phone by $34.13 per year. Considering that the marginal decrease was $3.89 per year in 
the laptop case, cell phones seem to be very sensitive to age.  From this result, it can be inferred that de-
sign changes that are made too frequently and phase-out of a phone can have detrimental effect on the 
value of used products. In contrast, making a product that has a long market lifetime and maintaining a 
model’s identity for longer periods seem to help increase the value of a used product.  
The other specifications that have significant impacts on buy-back prices reflect market prefer-
ences towards better performance and cutting-edge features and technology. The market strongly prefers 
higher resolution of camera and screen and longer talk time (or battery life). It also highly appreciates the 
availability of recent features, such as Wi-Fi, touch, and virtual keypad, on cell phones. A relatively old 
feature, GPS, also increases the buy-back price, but to a smaller extent. Advanced mobile technology is 
also important. If a phone supports UMTS, an increased buy-back price is expected. However, the 3G 
CDMA does not show any significance. This implies that the second-hand market might prefer a GSM 
phone to a CDMA phone. Finally, similar to the example of laptop computers, a manufacturer’s brand 
(Brand R) has a significantly strong relationship with buy-back price. However, the impact of premium 
brands seems larger in the cell phone example showing a stronger influence than some of the key features.     
4.4.4  Impact of Cosmetic and Hardware Condition 
Previous sections established the mathematical model linking product specifications and age to buy-back 
price. Given excellent cosmetic and hardware conditions, this buy-back price varies if different conditions 
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are applied. Denoting the buy-back price with excellent conditions as X, this section discusses the effects 
of cosmetic and hardware conditions on X. Table 4.9 shows how cosmetic condition affects buy-back 
price when there is no hardware failure. Fundamentally, a degraded cosmetic condition decreases the buy-
back price X. The worse the cosmetic condition is, the more the value of X is expected to decrease. How-
ever, if X is below a certain value (i.e., threshold X), the used product loses all its residual value, so the 
second-hand market value drops to zero. Using regression analysis, this study formulated the impact of a 
Table 4.9  Effect of cosmetic condition on buy-back price 
(X: Buy-back price with excellent cosmetic and hardware conditions) 
Type Cosmetic condition Regression model Std. error (S) Threshold X 
Laptop Poor max[0, 22.7407 0.3126 ]X   0.9496 72.75 
Fair max[0, 11.4804 0.6014 ]X   0.4920 19.09 
Good max[0, 3.1241 0.9015 ]X   0.4635 3.47 
Cell phone Poor max[0, 9.8936 0.1993 ]X   0.1332 49.64 
Fair max[0, 3.0989 0.7501 ]X   0.2787 4.13 
Good max[0, 1.2605 0.9001 ]X   0.3103 1.40 
 
Figure 4.5  Effect of cosmetic condition on buy-back price 
 
 
Figure 4.6  Effect of cosmetic condition on residual value ratio  
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different condition as a function of X. For instance, consider a laptop computer, the value of which is 
$300 when it has perfect cosmetic and hardware conditions (i.e., X = 300). If the cosmetic condition de-
creases to good, fair, and poor, the value becomes approximately $267, $169, and $71, respectively. This 
corresponds to a residual value ratio (i.e., the ratio of the calculated buy-back price to Y) of approximate-
ly 89%, 56%, and 24%, respectively.  
The resulting regression models are shown in Figure 4.5. The x-axis represents buy-back price 
with excellent conditions X, while the y-axis represents the calculated buy-back price assuming a degrad-
ed cosmetic condition. Both laptop computers and cell phones show a similar trend. As X is higher, price 
differences (or, the vertical gaps between different lines in Figure 4.5) increase for different cosmetic 
conditions. This indicates that a better cosmetic condition is more critical to a product with greater X. In 
other words, the benefit from better cosmetic condition increases as products have more advanced speci-
fications and/or a younger age. In contrast, for the oldest and/or least-performing products, the cosmetic 
condition does not have much impact on the buy-back price.  
Table 4.10  Effect of cosmetic and hardware conditions 
Hardware failure Cosmetic condition Regression equation Std. error (S) Threshold X 
Hard drive 
(Laptop) 
Poor max[0, 37.7465 0.2900 ]X   2.1532 130.16 
Fair max[0, 35.8380 0.5370 ]X   3.9627 66.74 
Good max[0, 38.2055 0.7993 ]X   5.9324 47.80 
Excellent max[0, 39.3820 0.8884 ]X   6.5695 44.33 
Optical drive 
(Laptop) 
Poor max[0, 32.3110 0.3019 ]X   2.6186 107.03 
Fair max[0, 28.1744 0.5720 ]X   4.8501 49.26 
Good max[0, 28.2700 0.8579 ]X   7.2730 32.95 
Excellent max[0, 28.4320 0.9539 ]X   8.0965 29.81 
Battery 
(Laptop) 
Poor max[0, 33.6691 0.3136 ]X   1.7699 107.36 
Fair max[0, 31.6116 0.5976 ]X   3.5276 52.90 
Good max[0, 33.4122 0.8967 ]X   5.1268 37.26 
Excellent max[0, 34.0517 0.9963 ]X   5.6975 34.18 
Water damage 
(Cell phone) 
Poor 0 0.0000 - 
Fair 0 0.0000 - 
Good max[0, 10.5515 0.1496 ]X   0.1127 70.53 




Figure 4.5 gives another implication when comparing laptop computers and cell phones. The im-
pact of cosmetic condition is different for different product types. Figure 4.6, which shows the residual 
value ratio, also confirms this. The differences between the two products stand out for fair and poor con-
ditions. Fair condition seems more detrimental to laptop computers than to cell phones. For poor condi-
tion, however, the reverse is true, i.e., cell phones lose more of their value. For example, suppose a cell 
phone with the value of which is X = 300. Good, fair, and poor conditions change the cell phone value to 
approximately $269 (90%), $222 (74%), and $50 (17%), respectively. Compared to the previous example 
of a laptop computer, the cell phone retains more value for fair condition, and less value for poor condi-
tion.  
 
Figure 4.7  Effect of cosmetic and hardware conditions on buy-back price 
 
 
Figure 4.8  Effect of cosmetic and hardware conditions on residual value ratio 
 87 
 
Combined with cosmetic condition, hardware conditions cause additional variations in the buy-
back price. Table 4.10 shows the results of the regression analysis, which show the combined effects of 
cosmetic and hardware conditions. Figures 4.7 and 4.8 illustrate the resulting regression models and re-
sidual value ratio, respectively. Since Figures 4.7(d) and 4.8(d) assume an excellent cosmetic condition, 
their results highlight the effect of hardware condition.  
As expected, a hardware failure decreases the product value. Similar to cosmetic conditions, 
hardware conditions are more influential on buy-back price when the product has a higher X value. For 
laptop computers, failure of the hard drive had the most detrimental influence on buy-back price. Overall, 
however, the effect of hardware condition seemed relatively small, compared to that of cosmetic condi-
tion.  
In the case of cell phones, the hardware failure due to water damage is so detrimental that a cell 
phone loses most or all of its market value. Even current, available cell phones that have an excellent 
cosmetic condition only can maintain, at most, 23% of their X value. One outlier of this trend is the Apple 
iPhone. Even with water damage, an iPhone a value of $30 to $150, depending on the model. Considering 
that its X value is ranged from $122 to $440, it maintains about 25% to 34% of the value in spite of the 
water damage. The fact that there is a demand for iPhone’s parts in the market helps understand why the 
damaged phone can have such exceptional value.  
Going back to the difference between laptop computers and cell phones, the lower impact of 
hardware failure in the laptop computer example can be explained by similar reasoning. While laptop 
computers have a flourishing market for component recovery, cell phones do not have such market at pre-
sent. Facilitating component recovery seems essential to mine the value inside damaged products.  
4.5   Design Implications 
The findings from this study suggest that design approaches should be tailored to a product by consider-
ing, for example, its pace and types of technological advances, lifetime, market positioning, maturity of 
second-hand component market, and average user behavior, etc. More specifically, three design implica-
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tions for improving second-hand market value were obtained. 
The first recommended design approach is design for upgrading for laptop computers and design 
for component reuse for cell phones. More advanced specifications are the necessary condition for higher 
second-hand market value. However, a product cannot avoid technological obsolescence over its lifetime. 
With the current rapid pace of technological advances, it is difficult to retain high second-hand market 
value with the original specifications.  
For laptop computers, upgrading can be a profitable solution for obsolescence. They evolve by 
improving the level of specifications, rather than adding a new type of specification. Moreover, they have 
a well-established modular structure that allows easy replacement of parts and upgrading. By replacing 
obsolete parts with new parts and/or adding additional memory or hard drives, the profitability of laptop 
computers can be improved in the second-hand market. For example, Table 4.6 shows that the additional 
storage of hard drive can increase the second-hand market value by approximately $0.12 per gigabyte. If 
the cost of upgrading a hard drive is less than $0.12 per gigabytes, the profitability of laptop computers 
can be improved in the second-hand market. Given such a cost target, products can be designed so that 
they are easily expandable or upgradable. Some specifications are more effective than others in increasing 
product value. For example, processors, hard drives, and memory have greater influence on the value of a 
laptop than other specifications. The magnitude of the impact of each specification (Tables 4.6 and 4.8) 
should be considered when design takes future upgrading into account.   
Unlike laptop computers, cell phones might face significant challenges in upgrading their specifi-
cations. Cell phones advance mainly by adding new features. To increase their value in the second-hand 
market, they must be equipped with recent features. However, current cell phone design does not allow 
easy disassembly and upgrading. Actually, considering their integrated, dense structure, it is doubtful if 
adding a new feature is technically feasible. Design for component reuse is an alternative design strategy 
that cell phones can employ to increase reuse. An important fact about e-waste recovery is that it requires 
that multiple generations and brands of products be processed at the same time. By increasing part com-
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patibility with more advanced, next-generation models, it is possible to facilitate the reuse of components. 
Design for component reuse includes using standardized components, making product easy to disassem-
ble, inspect, and repair. 
The second recommended design approach relates to the market positioning of product design, 
i.e., design for reuse for high-end products and design for material recovery or design for repurposing for 
low-end products. It will be difficult to achieve profit from reuse or remanufacturing of some products, 
irrespective of when they are returned or what their conditions are. For example, the cell phone study 
showed that some entry-level models with low-end specifications have zero value, even if they were pro-
duced recently and are still available for purchase in the new product market. If design for reuse can 
change this situation and ensure profitability in reuse, that should be the first priority. However, if this 
approach is not promising, such phones should be designed with different intentions from the beginning, 
e.g., material recovery and repurposing. The value models developed in this paper help evaluate the eco-
nomic profitability of a design strategy. Thus, they can be used in choosing the best design strategy. 
Design for material recovery helps low-end products to have increased profit from recycling. It 
includes, for example, reducing weight, using eco-friendly material, improving the purity of the materials 
used in a product, reducing toxic material, facilitating disassembly by material type, and using materials 
that are easy to refine. Design for repurposing creates demand for older products (more specifically, their 
parts) by designing another product that can utilize such parts. It is not essential that the repurposing item 
has the same identity as the original product. For instance, memory and processors from old equipment 
can be reused in making gaming machines or dolls.  
Design for end-of-use conditions is another important design approach. Cosmetic and hardware 
conditions affect second-hand market value, which is determined by product specifications and age. This 
study quantified the importance of these conditions in retaining the value of a product. With this 
knowledge, a profitable investment can be made for better end-of-use conditions. For example, making 
products easy to recolor or retexture, adding protective film, and using more durable materials are ways to 
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maintain good cosmetic condition. The use of engravings, stickers, and various ornaments is a recent 
trend in the electronic market, but it can be detrimental to value of the product in the second-hand market. 
Thus, designing a product to allow reversible customization seems necessary.  
Keeping the hardware in good condition is also important, especially if component recovery is 
not popular. As the cell phone example showed, an immature market for component recovery makes it 
difficult to mine the residual value of a damaged phone. If protecting/repairing hardware can be done with 
reasonable investment, it is better to include such features to appeal to consumers who want high resale 
value.  
Finally, both cosmetic and hardware condition are much more critical for products that have ad-
vanced specifications and/or that will be returned early. Thus, design for end-of-use condition would be 
more effective for products targeting business-purpose users and tech-savvy users.  
4.6   A Look Back and a Look Ahead 
Second-hand market value is important for manufacturers in order to increase profitability of both new 
and end-of-life recovery markets. This paper presented an empirical study of buy-back prices using the 
example of laptop computers and cell phones in an effort to create a better understanding of the link be-
tween product design and second-hand market price.  
One common idea about the second-hand market value is that it is inversely proportional to the 
age of product. This study reinforced the idea. In both laptop and cell phone cases, the value of a used 
product monotonically decreased as its age increased. However, the study found that age alone does not 
explain the buy-back price trend sufficiently, especially the price difference among products of the same 
age and the value trend differences between product types. Therefore, this study focused on identifying 
the basic nature of buy-back price and its association with product design.  
To clarify how product design relates to the buy-back price, this paper investigated three factors 
in addition to product age, i.e., product specifications, cosmetic condition, and hardware condition. Hun-
dreds of laptops and cell phones from the past decade were examined and their buy-back prices at the pre-
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sent time were estimated using the pricing engine of a real buy-back company. The statistical analysis 
elucidated how the four factors influence the buy-back price, and their significant influences substantiate 
why product design is important and effective in increasing the values of used products.  
In concluding this study, it should be noted that buy-back prices used were from a single buy-
back company and that assessments of buy-back prices would vary from company to company [208]. Fu-
ture research can involve improving the fidelity of the value model by enlarging the amount and the cov-
erage of input data. Conducting time-series analysis on the impact of product specifications could be an-
other line of future research. Current value models are based on buy-back prices assessed in a single peri-
od of time. A specification of importance at the present time could be changed to unimportant in the fu-
ture as new technologies become available. Time-series analyses based on buy-back prices collected over 
multiple time periods can help explore how the impact of each product specification changes over time. 
Rutherford and Wilhelm (1999) [102] and Tucker and Kim (2010) [209] would provide an excellent 




Chapter 5.  Linking Product Design to End-of-Life 
Recovery Profit4  
This chapter introduces a framework for analyzing how design differences affect product recovery and 
what architectural characteristics are desirable from the end-of-life perspective. For better design evalua-
tion, an optimization-based model is developed which considers product design and recovery network 
design simultaneously. For illustration, a comparative study with cell phone examples is presented. Three 
cell phone handset designs that share the same design concept but have different architectural characteris-
tics are created, and the recovery potential of each design variant is evaluated under three different recov-
ery scenarios. The results show that the framework can highlight preferred design alternatives and their 
design implications for the economic viability of end-of-life recovery. [210] 
5.1   Introduction 
Product end-of-life recovery converts end-of-life products into a set of marketable products, components, 
or materials. It includes taking back used products from consumers, reprocessing the collected units fol-
lowing appropriate end-of-life options (i.e., direct reuse, refurbishment, component reuse, material recov-
ery, and disposal), and distributing recovered products, components, or materials to customers [145]. 
Since more companies have been choosing recovery instead of disposal as their primary strategy for 
waste management, engineering methods for maximizing recovery profits are now being sought by indus-
try.   
Since the recovery process is highly dependent on the way a product is designed, product design 
is the most important factor in maximizing recovery profit [31, 37, 41, 211]. Product design features, such 
as technical specifications, architectural characteristics, and material composition, greatly affect the quali-
 4 Reprint, with permission, from Kwak and Kim (2010) [210].  
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ty and quantity of end-of-life products, and thus, the feasibility and profitability of the recovery process 
[212]. Therefore, for more profitable end-of-life recovery, it is critical for manufactures to practice design 
for recovery and equip their products with greater potential for recovery.  
One challenge of conducting design for recovery is to understand how product design affects the 
recovery profit. More specifically, following questions must be addressed first, i.e., how good or bad is 
the current design, which design is better than the others and why it is so, and how the product design 
should be changed to lead to increased profit. However, the link between product design and recovery 
profit has not been clear, hindering the movement toward profitable recovery.  
With an aim to clarify the link between product design and recovery profit, this chapter presents a 
generic model for design evaluation. The model assesses product design in terms of its potential recovery 
profit. Especially, the model can help explore how architectural characteristics influence the recovery 
profit. If applied to multiple design alternatives, the model can also identify the best design alternative. 
Figure 5.1 shows how the model can assist in design selection. The developed model is applied to each of 
design alternatives and the evaluation results reveal the best alternative with maximum recovery profit.  
The proposed model can help manufacturers enhance their design competence. Applying the 
model at the design stage, manufacturers can maximize the recovery potential of their products. Although 
being developed for original manufacturers, the model is also useful for third-party remanufacturers (i.e., 
recovery companies that work independently from the original manufacturers but use their products for 
 
Figure 5.1  Framework of proposed comparative study 
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recovery business). For example, the model can help third-party remanufactures to decide which products 
to take back and recover. It suggests the models or brands that are more worthwhile to recover and the 
best recovery plan for the products.        
The remaining chapter is organized as follows. Section 5.2 describes the major contribution of the 
proposed model and gives an overview of the recovery system under consideration. Section 5.3 describes 
the transition matrix which represents the relationship between product design and recovery processes in a 
generic mathematical form. Section 5.4 presents the mathematical model for design evaluation, and Sec-
tion 5.5 describes a comparative study for model illustration. Section 5.6 concludes the chapter.  
5.2   Simultaneous Consideration of Product and Recovery Network 
In the engineering design community, a number of methods have been developed to evaluate product de-
sign from the recovery perspective (e.g., [50-53, 91, 109, 116, 117, 125]). Similar to the current study, 
many of them selected recovery profit as the evaluation criterion and assessed the potential profit by de-
riving an optimal recovery plan. The recovery plan involves decisions for in-house operation, such as dis-
assembly level, disassembly sequence, and reprocessing options for disassembled parts, which is obvious-
ly affected by the design of product. However, the existing approaches have overlooked an important fact: 
the recovery plan and its profitability is also affected by the design of recovery logistics network (herein-
after recovery network).  
Recovery network design determines the feasibility of recovery operations as well as the profita-
bility of possible recovery plans. Network features—what facilities are involved in the network, what 
sorts of recovery operations are performed and how well by the facilities, which facility is assigned to do 
a particular job, what customers are included as end nodes of the network, and so on—affect recovery 
cost and/or recovery revenue. Thus, even if product designs are identical, the optimal recovery plan and 
its profitability can differ depending on the recovery network design. However, previous methods as-
signed constant logistics costs before finding the optimal recovery plan. Accordingly, products with the 
same design lead to an identical optimal plan. 
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Another major area of recovery research, i.e., the recovery network design field also suffers the 
same problem. General network design models (e.g., [145, 146]) neglect product design when optimizing 
a network. All recovery processes that a product passes through (i.e., disassembly, reconditioning, and 
reassembly) are modeled as a single operation like remanufacturing or refurbishment. The cost of recov-
ery operation is assigned as a fixed parameter, so the optimal network becomes irrespective of product 
design. Accordingly, it impossible to consider how design difference of products affects the network de-
sign. Krikke et al. (2003) [149] is an exception which highlighted the mutual interaction between product 
and network designs. The authors developed an optimization model that finds the optimal design for 
closed-loop supply chain by considering product design features. However, the model was customized 
into a specific application (i.e., refrigerator recovery), so difficult to apply to general cases.  
When decision-makers evaluate the recovery profit of design alternatives, they should consider 
product design in conjunction with the design of the recovery network. The model proposed here supports 
such simultaneous consideration of product and recovery network. Given the target product (or, design 
alternative), the model regards network design as a set of decision variables that should be optimized 
simultaneously with the operational recovery plan. By optimizing both the recovery network design and 
the recovery plan, the proposed model can provide a more reasonable estimate for the maximum recovery 
profit. 
 




Figure 5.2 shows a generic recovery system that the proposed model aims to optimize. Product 
recovery usually involves five types of facilities in its logistics network: collection centers, disposal sites, 
warehouses, recovery plants and demand sites. Collection centers are central points where end-of-life 
products are collected and sorted for further processing. An end-of-life product should move to one of the 
following places: recovery plants for reprocessing, demand sites for direct resale, disposal sites for land-
fill or incineration, and warehouses for later recovery (i.e., the recovery decision is suspended). The desti-
nation is determined based on the functional condition of products and the economics of recovery.  
In the recovery plant, end-of-life products can be reprocessed with various recovery options, in-
cluding direct reuse, repair, refurbishment, and material recovery. When recovering its parts is more prof-
itable than recovering the product itself, cannibalization is performed. An end-of-life product is first dis-
assembled into a set of parts. Individual parts then start their recovery as independent units, each with its 
own end-of-life option. In this chapter, three recovery options are considered in addition to disposal: 
 Reuse: An item is used for its original purpose without repair.  
 Refurbishment: An item maintains its identity and structure and is restored as a like-new product. 
Disassembly, overhaul, replacement, and reassembly are part of refurbishing a product. 
 Material recovery: An item is disassembled, shredded and/or separated to recover raw materials.  
 Disposal: An item is sent to disposal sites either for landfill or incineration.  
 
According to chosen recovery options, recovery plants conduct a sequence of operations for end-
of-life products and transform them into a set of re-marketable units. It should be noted that a product can 
be recovered not only in the form of a product but also of a module, a component, or a mass of materials. 
Also, multiple recovery plants may be required to accommodate necessary operations.  
After all reprocessing is complete, recovered units are sold to demand sites, such as manufactur-
ing plants and second-hand markets. When a company does not carry out any material recovery on its 
own account, the company can regard recyclers as demand sites as well (which is the case considered in 
this chapter).   
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5.3   Transition Matrix for Recovery Modeling 
5.3.1  Recovery Modeling Using Transition Matrix 
A transition matrix is one that represents every possible recovery scenario a product design derives. Spe-
cifically, a transition matrix enables mathematical modeling of the relationship between product design 
and recovery processes. In previous research [31, 119], a transition matrix has been used to model product 
disassembly. In this research, a transition matrix is modified so that its transitions can model various re-
processing operations including disassembly, part replacement, and reassembly.  
Table 5.1 shows an example of a transition matrix. The rows of the matrix are related to product 
design. Every possible state a returned product can take on the recovery network is defined as a state, s. 
The entire set of feasible states constitutes the rows. The columns show feasible transitions, namely, re-
covery operations, p. An operation p is regarded as a state change and the integer values in the relative 
column are used to indicate such state changes; the values in a column describe the input and output of 
the corresponding operation. If a cell (s, p) has a value of ‒1, a unit having state s is processed according 
to operation p. Alternatively, if a cell (s, p) has a value of 1, a unit having state s is generated according to 
operation p. If a cell (s, p) has a value of 0, represented as a dot in the table, that state has nothing to do 
with the operation p. In short, the transition matrix shows which operation is needed to transform a parent 
unit in a certain state into a certain set of child units in other states. This implies that different designs re-
sult in different transition matrices as the feasibility of a transition and every possible state that can result 
from transitions are affected by product design. 
 
Table 5.1  Example transition matrix for recovery modeling (the dot represents zero value) 
 Operation1 Operation 2 Operation 3 ⋯ Operation p 
State 1 െ1 െ1 1 ∙ ∙ 
State 2 1 ∙ ∙ ∙ ∙
State 3 ∙ 1 െ1 ∙ ∙
⋮  ∙ ∙ ∙ ∙ ∙ 
State s ∙ 1 െ1 ∙ 1 





As shown in Table 5.1, four types of transitions are useful in modeling different recovery opera-
tions: (1 to 1), (1 to N), (N to 1), and (0 to 1). Transition (1 to 1) links an input unit with another single 
output unit. For example, a unit in state 1 is transformed into a unit in state 2 by means of operation 1; a 
repair operation that changes a failed unit into a functioning unit might be represented in this way. Transi-
tion (1 to N) links an input unit with multiple output units having different states. For instance, operation 
2 changes a unit in state 1 into two units in states 3 and s; a disassembly operation can be represented in 
this manner. Transition (N to 1) is for an operation changing multiple units into a single item. Operation 3 
belongs to this category. It converts two units in state 3 and s into a unit in state 1; a reassembly operation 
that occurs in remanufacturing can be represented as such. Finally, transition (0 to 1) represents the addi-
tional entrance of an input unit. For example, operation p adds a unit in state s with no changes in other 
 
Figure 5.3  Recovery operations for product XYZ 
 
Table 5.2  Transition matrix for product XYZ 
 Disassembly  Spare  Reassembly  Refurbishment 
 1 2 3 4  5  6 7 8 9  10 
X*YZ െ1 െ1 ∙ ∙ ∙ ∙ ∙ ∙ ∙ െ1 
XYZ ∙ ∙ ∙ ∙ ∙ ∙ ∙ 1 1  1 
X*Y 1 ∙ െ1 ∙ ∙ ∙ ∙ ∙ ∙ ∙ 
XY ∙ ∙ ∙ ∙ ∙  1 ∙ െ1 ∙ ∙ 
X*Z ∙ 1 ∙ െ1 ∙ ∙ ∙ ∙ ∙ ∙ 
XZ ∙ ∙ ∙ ∙ ∙ ∙ 1 ∙ െ1 ∙ 
X* ∙ ∙ 1 1 ∙ ∙ ∙ ∙ ∙ ∙ 
X ∙ ∙ ∙ ∙  1 െ1 െ1 ∙ ∙ ∙ 
Y ∙ 1 1 ∙ ∙ െ1 ∙ ∙ െ1 ∙ 




units; supplying spare parts can be represented in this way.  
By using these transitions, every possible recovery scenario of a returned product can be repre-
sented in a matrix form. Figure 5.3 and Table 5.2 illustrate this. A product XYZ with a defect in part X is 
assumed as the recovery target. In this case, the company can choose a plan from several recovery options 
for the product: they can reuse the product (reuse); they can refurbish the product by replacing the defec-
tive part, X, in order to sell the renewed product XYZ (refurbishment); or, they can disassemble the prod-
uct with the intent to reuse or resell the resulting modules and/or components (component recovery). As 
for material recycling, it is assumed that the company does not perform recycling jobs but sells the prod-
uct or disassembled components to third-party recyclers. Accordingly, there are 10 possible states (aster-
isks are used to indicate the defective part) and 9 feasible recovery operations, operation 1 to 9. In Figure 
5.3, recovery operations are represented by a solid line while movement without state change is repre-
sented by a dotted line. Depending on which operation is performed, an input product XYZ can be led to a 
different output.  
Additionally, defining a transition and modeling the recovery is a matter of abstraction. In this 
example, refurbishment of XYZ can be represented by a combination of disassembly, replacement (spare), 
and reassembly operations. However, it is also possible to represent the same process by means of a sin-
gle transition, operation 10.   
5.3.2  Linking the Transition Matrix with Network Design 
The capacity and capability of recovery plants are defined for each facility and for each transition. Each 
recovery plant has different capabilities as well as capacities for recovery operations. The capacity ujp for 
plant j operation p indicates the maximum amount that a facility can handle at one time. In contrast, capa-
bility indicates whether a facility has the ability to do the operation, and if so, how well. Capability of 
plant j is reflected through the unit operation cost, cjp. High capability is reflected through a low operation 
cost, and vice versa. If a facility cannot perform an operation, then capacity is set to zero; concurrently, 
the cost for that operation is set to +∞. 
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The connection between the transition matrix and the facilities’ capacity and capability infor-
mation is represented by Equations (5.1), (5.2), and (5.3), where zjp is a decision variable indicating the 
number of times operation p is executed at recovery plant j.  
 ,     ,jp jpz u j J p P      (5.1) 
 operation jp jp
j J p P
C c z
 
   (5.2) 
 ,          ,      js jp sp js
p P
E z T O j J s S

        (5.3) 
Equation (5.1) shows the capacity constraints and Equation (5.2) shows the total operation cost of 
a network. Equation (5.3) pertains to the balance between inflow and outflow at a recovery plant j in 
terms of the volume of units. Ejs and Ojs represent the total volume of input and output units, respectively, 
in state s at plant j. A recovery operation changes an input’s state into another state. The entry of transi-
tion matrix Tsp indicates the input and output of operation p. When operation p uses a unit with state s as 
its input, Tsp has a value of ‒1; when operation p produces a unit with state s, Tsp has a value of 1; other-
wise, Tsp is 0. Therefore, if plant j conducts a particular operation p zjp times, the initial input amount Ejs is 
changed by zjp·Tsp. Accordingly, the total changes due to recovery operations result in the summation of 
zjp·Tsp with respect to all p. Ojs should be equal to the remaining units reflecting the total changes.  
5.4   Mathematical Model 
The recovery profit of a design is evaluated by a mathematical model. The model is summarized as the 
optimization problem in Table 5.3. The details of the symbols used in the model are shown in Table 5.4. 
5.4.1  Objective Function 
The objective of this model is to maximize the profit from product recovery. Conversely, it is to minimize 
the total recovery cost after deduction of the total revenue. In this model, total recovery cost is the sum of 
eight cost components. These are cost for site opening (C1), cost for disposal (C2), cost for storage (C3), 
cost for transportation (C4, C5, C6), cost for recovery operation (C7C଻), and penalty cost (C8) for unpro-
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cessed or discarded products. The objective function is modeled as shown in Equation (5.4).  
 8
1
min : nnf C R   (5.4) 
5.4.1.1  Site opening 
A returned product reaching the collection point i must move to another place in order for further recov-
ery processes. Except demand sites, there are three different types of site where the end-of-life product 
can proceed to; recovery plant, disposal site, and warehouse. What should be considered here is that a 
product can be transferred only to an available place. Perhaps, a site is constructed by the company. Or, a 
site can be used by the company under some contracts with the site owner. In such cases, company should 
pay some fixed costs. Equation (5.5) represents the total fixed cost required for opening (or using) sites, 
where Y is a binary variable indicating whether a site opens or not.  
 1 11
g wf f g w
j j l l r rC c Y c Y c Y       (5.5) 
5.4.1.2  Disposal from collection sites 
A returned product can be thrown away at a disposal sites after it is tested/inspected at a collection site. 
Table 5.3  Problem statement 
Item Description 
Given Transition matrix and the amount and quality of returned products. 
Location and distance of the potential recovery facilities. 
Cost of facility opening, recovery operations, and logistics. 
Revenue from recovered items. 
Find Facilities to be opened and/or used. 
The number of units of items flowing from one facility to another. 
Recovery operations performed by each facility and their frequency. 
Subject to 1) Flow balance feasibility: an item must be sent only to an available facility that is open or 
in use; a facility should maintain its flow balance between input and output units. 
2) Facility capacity: for each recovery operation, a plant has its own capacity and can deal 
with the input amount less than the capacity.  
3) Unit state change feasibility: when a recovery operation converts a single item into other 
unit(s), the state change should be feasible. 
4) Avoided excess fulfilment: the supply of a recovered unit cannot exceed the demand for it. 
There is no penalty for unmet demand. 




The disposal cost consists of transportation cost and processing cost.  The former is for moving a product 
from collection point to disposal site, and the latter is for doing actual jobs for disposal, such as landfill or 
incineration. Equation (5.6) represents disposal cost. 
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Table 5.4  Mathematical notation 
Notation Description 
Index  
I  Collection points; i I  
J  Potential locations of recovery plant; j J  
K  Fixed demand locations; k K   
L  Potential locations of disposal site; l ∈ L 
R  Potential locations of warehouse; r ∈ R 
P  Possible recovery operation; p ∈ P 
S  Possible states of recovery target unit; s S  
Variable  
,g wils irsX X  Volume of unit in state s flowing from i to disposal site l and to warehouse r, respectively 
,ijs iksX X
   Volume of unit in state s flowing from i to recovery plant j and to demand site k¸ respectively 
jksX
  Volume of unit in state s flowing from j to demand site k 
m nj j s
X  Volume of unit in state s flowing from jm to jn, jm ≠ jn 
h
jsX Volume of unit in state s not proceeded further and discarded at j 
, ,f g wj l rY Y Y Indicator opening recovery plant j, disposal location l, and warehouse r, respectively 
jpZ Number of times operation p is executed at plant j  
Parameter  
spT Entity value of transition matrix 
isE Total volume of returned product with state s at i 
d
ksv Volume of demand for unit in state s at site k 
f
jpu Maximum capacity of plant j for recovery operation p 
d
ksr Revenue from providing a unit in state s at demand site k 
1 1, ,g wfj l rc c c Fixed cost for opening recovery plant j, disposal location l, and warehouse r, respectively 
2 2,g wil irc c Transportation rate from i to disposal location l and to warehouse r, respectively, for a unit s 
3 3,g wil irc c Processing cost at disposal location l and at warehouse r, respectively, for a unit s 
,ijs iksc c
  Transportation rate from i to plant j and to demand site k, respectively, for a unit s 
jksc
 Transportation rate from j to demand site k for a unit s 
m nj j s
c
 
Transportation rate from plant jm to jn, jm ≠ jn for a unit s 
o
jpc Unit processing cost for recovery operation p at plant j 
h




5.4.1.3  Storage  
Instead of throwing a product into the recovery network, company can suspend the decision and store the 
product for a while for some reasons. In this case, company should pay the storage cost in Equation (5.7) 
composed of transportation cost and warehousing cost. 
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5.4.1.4  Transportation  
In the recovery network, products or disassembled units are transported between sites. Three types of 
transportation can exist: transportation from collection point i to recovery plant j and demand site k (C4), 
transportation between recovery plants (C5), and transportation from plant j to demand site k (C6).  
 4 ijs ijs iks iks
i I j J s S i I k K s S
C c X c X   
     
      (5.8) 
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 6 jks jks
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C c X 
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   (5.10) 
5.4.1.5  Recovery operations  
Each facility performs various recovery operations, such as reuse, repair, recycling, remanufac-
turing, disassembly, and others. Every operation for an input causes unit operation cost, and this 
cost has different value depending on the facility’s capability. Equation (5.11) represents opera-
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5.4.1.6  Penalty for unprocessed /discarded unit at recovery plants 
In a recovery plant, some units can be discarded without further processing. Penalty cost for such units is 






j J s S
C c X
 
   (5.12) 
5.4.1.7  Revenue 
Selling remanufactured products or recovered material returns income. Equation (5.13) describes the total 
revenue of the recovery system.  
 diks jks ks
k K i I j J
R X X r 
  
         (5.13) 
5.4.2  Constraints 
5.4.2.1  Flow balance at collection point 
From a collection point, a returned product with state s should move to one of the following places: re-
covery plants, disposal sites, and warehouses. Constraint (5.14) represents this; here, Eis indicates the total 
volume of returned product with state s at collection point i. 
 ,           ,      g wis ijs ils irs iks
j J l L r R k K
E X X X X i I s S 
   
            (5.14) 
5.4.2.2  Facility feasibility  
A returned product can be treated only by available facilities. Recovery operations can be performed only 
by open plants. Constraints (5.15), (5.16), and (5.17) constrain this feasibility condition in terms of dis-
posal sites, warehouses, and recovery plants respectively; here, ω is an extremely large number.  
           g gils l
i I s S
X Y l L
 
     (5.15) 
           w wirs r
i I s S
X Y r R
 
     (5.16) 




ijs j js jj s jks js j m n
i I s S j J s S j J s S k K s S s S
X X X X X Y j j j j j J    
        
                (5.17) 
5.4.2.3  Input flow balance at recovery plants 
Every input unit of a recovery plant is either from collection points or other recovery plants. Thus, Ejs, the 
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total volume of input unit in state s at a facility j, is the sum of input flows from collection points and in-
put flow from recovery plants.  
           ,  ,  
m
m
js ijs j js m
i I j J
E X X j j j J s S 
 
         (5.18) 
5.4.2.4  Unit state change feasibility at recovery plants 
A recovery operation changes an input’s state into another state. As explained in Equation (5.3), the left-
hand side represents the total number of units with state s that remain at plant j after all recovery opera-
tions. This number should be nonnegative according to constraint (5.19). For example, when operation p 
uses a unit with state s as its input (Tsp = ‒1), the number of operations for the unit in state s cannot ex-
ceed the number of inputs with s.  
 0          ,  js jp sp
p P
E Z T j J s S

        (5.19) 
5.4.2.5  Capacity of recovery plants 
There is a set of operations a facility can do, and the facility can perform only the activities in the set. As 
for an activity, a facility has the upper bound of input amount, that is, capacity. The facility can deal with 
only the amount of inputs less than capacity. Capacity for unavailable operation is set as 0. 
           ,  fjp jpZ u j J p P      (5.20) 
5.4.2.6  Output flow feasibility at recovery plants 
The output in state s at the recovery plant j is equals to the remaining units, changing from the initial input 
amount due to recovery operation. The output, OjsO୨ୱ,, increases if the plant j performs any recovery oper-
ation generating unit with state s. In contrast, it decreases if the plant operates recovery operation trans-
forming unit’s state into other states.   
           ,  js js jp sp
p P
O E Z T j J s S

        (5.21) 
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5.4.2.7  Output flow balance at recovery plants 
An output unit in state s should move to either one of other recovery plants or demand sites. Or, a plant 
could stop to recover the unit even accepting some penalty cost for giving up the recovery. Equation (5.22) 
represents this output balance constraints. 
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5.4.2.8  Demand satisfaction and avoidance of excess fulfillment 
Each of demand sites requires an amount of unit in state s, and this demand can be satisfied by the input 
from collection points and recovery plants. This supply of recovered units at the demand site k is con-
trolled not to exceed the corresponding demand, dksv , by constraint (5.23).  
           ,  diks jks ks
i I j J
X X v k K s S 
 
        (5.23) 
5.4.2.9  Variable condition  
Y is a binary variable indicating whether a site opens or not. X represents the volume of items moving on 
the network; thus, every X should have nonnegative integer value. Also, Zjp indicating the number of op-
eration should be nonnegative integer. Constraints (5.24) and (5.25) restrain these variable conditions.  
 ,  ,  0 or 1 (binary)f g wj l rY Y Y   (5.24) 
 ,  ,  ,  ,  ,  ,  ,  nonnegative integer
m n
g w h
ils irs ijs iks jks j j s js jpX X X X X X X Z
      (5.25) 
 
5.5   Illustrative Example: Comparative Study 
To illustrate how to apply the proposed framework and how it benefits product design and recovery deci-
sion making, this section presents a comparative study with cellular phone design alternatives.    
5.5.1   Overview of Cellular Phone Recovery 
As the number of discarded cellular phones (cell phones) per year rapidly increases, recovering cell 
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phones has become a great concern worldwide. Because cell phones are small, both the environmental 
impact and the economic value of an obsolete unit are also perceived to be small. However, when large 
numbers of discarded products are considered, the impact and value of those phones become significant, 
making their need for recovery inevitable.  
Following is the design-recovery scenario considered in the comparative study. Suppose that 
there is a cell phone manufacturer (the decision maker) who has interests in recovery business. Currently, 
the company conducts take-back of used cell phones but does not perform any recovery activities in-
house. Instead, the company sends collected phones to a recycling partner for recovery. However, if the 
company can carry out recovery as an in-house business, it will be possible to reuse or refurbish used 
phones (i.e., fixing defects) and resell them as refurbished phones. Recycling partners will also be availa-
ble if recycling is more profitable than reuse or refurbishment. Now, the manufacturer is developing a 
new cell phone model, for which there are currently three design alternatives to be considered. If the 
company decides to start recovery business, this model will be the first one recovered by the company. In 
order to make a decision, the manufacturer needs to know whether undertaking in-house recovery would 
be profitable or not. Especially, the manufacturer seeks the answers to following questions: Can cell 
phone recovery make a profit that surpasses its anticipated, negative side effects? Does cell phone design 
affect recovery profit? If so, among the three design alternatives, which one would be the best from the 
end-of-life perspective? Given this situation, this comparative study aims to demonstrate following two 
points. First, the proposed framework can help the manufacturer to find the answers to those questions. 
Second, the framework can support the manufacturer to consider not only product design but also recov-
ery network design, which leads to better evaluation of recovery profit.     
The general recovery process for used cell phones starts with segregating handsets from their ac-
cessories, including battery, charger, and hands-free devices. It is the handset recovery that carries con-
siderable portion relative to the entire profit from cell phone recovery. Thus, this research accounts only 
for the handset design in their differences and the effect on the profit. We also assume that the company 
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can discern the condition of a handset accurately without any disassembly operations. During the test at a 
collection center, every part passes through function tests, and the handset is given a state s based on the 
test result. In this paper, a component’s condition is a binary parameter: functioning and non-functioning. 
Finally, the cell phone designs and parameter values used here—such as plant location and capacity, op-
eration costs, and resale revenues, etc.—are simulated and controlled. Every data has been created to ap-
proximate reality. Three individual handset designs and market parameter values are established based on 
previous literature [90, 213] as well as market research [214].  
5.5.2  Three Handset Designs  
To analyze whether architectural differences can make one handset design more profitable than others, 
three design variants (Handset α, β, and γ) were created based on actual cell phones on the market. The 
handsets were designed to have identical functions and the same clamshell-type appearance, which makes 
it reasonable to assume same amounts of returned units and same prices for recovered handsets for all 
three handsets.  
A clamshell (or folding) handset considered here is composed of upper and lower blocks (Figure 
5.4). The upper block comprises the main and sub LCD, UI board, camera, and earpiece, all contained by 
cover A (outside upper cover) and cover B (inside upper cover). In the lower block are positioned the key 
mat, dome sheet, main PWB, antenna, and microphone, contained by cover C (inside upper cover) and 
cover D (outside lower cover). Covers B and C compose the main frame constructing the folding structure 
of the handset and are fastened by a hinge module. The PWB flex connects the UI board and main PWB 
through the folding frame. Detailed part information used here is described in Table 5.5, where “cost” 
represents the price for a new component that the recovery company should pay for a new spare part, and 
“resale” indicates the revenue from a used component in working condition in a cell phone market. The 
company can gain resale values by selling the components resulting from handset disassembly. Resale 





Figure 5.4  Three design variants for a clamshell-type handset 
 
 
Table 5.5  Handset component information  
Part Information Handset Information 
Part Description Cost [$] Resale [$] Mass [lbs] Handset α Handset β Handset γ
A Cover A (upper Cover)  4 2 0.01 O O O 
B Camera  5 2.5 0.01 O O O 
C UI Board  5 2.5 0.02 O   
C´ UI Board (with an opening)  5 2.5 0.01  O  
D Main LCD  15 7.5 0.02 O   
E Sub LCD 8 4 0.02 O   
(DE) Dual LCD 23 11.5 0.04  O  
(CDEI) LCD module  30 15 0.05   O 
F Earpiece Speaker  1 0.5 0.0025 O O O 
G Cover B (inner cover 1) 5 2.5 0.02 O O O 
H Cover C (inner cover 2) 3 1.5 0.01 O O O 
I PWB flex  2 1 0.02 O O  
J Hinge Module  0.5 0.25 0.02 O O O 
K Key Mat  3 1.5 0.005 O O O 
L Dome Sheet  1 0.5 0.005 O O O 
M Main PWB  20 10 0.08 O O O 
N Antenna  2 1 0.005 O O O 
O Microphone  1 0.5 0.0025 O O O 
P Cover D (lower cover)  5 2.5 0.01 O O O 
Total mass of handset [lbs] 0.26 0.25 0.23 
 































Table 5.5 also gives information about the part composition of each handset. Although they share 
identical parts except the display-related components, the three handset designs differ significantly in 
terms of display parts, folding structure, and key mat. Figure 5.4 represents the three handset designs and 
their architectural characteristics. Three transition matrices for Handsets α, β, and γ appear in the Appen-
dix C.  
 Integrated design of display parts: For the display, a handset requires four components: a main 
LCD, a sub LCD (or caller ID LCD), a UI Board, and a PWB flex connector. These components 
can be integrated into a handset in three ways, as shown in Figure 5.4: they can be designed as 
four distinctive parts; the main LCD and sub LCD can be combined as a dual LCD component; or 
all four can be integrated into a single LCD module. The last method of integration tends to be 
lighter, since less material is used. In this work, Handsets α, β, and γ follow different ways and 
have four distinctive parts, a dual LCD, and a LCD module, respectively.   
 Disassemblability of the folding structure: Whether display parts are integrated into a module af-
fects the disassemblability of the folding structure. When a handset contains an integrated display 
part, i.e., an LCD module, the handset can be disassembled only from the lower cover; in order to 
dismantle the upper block, the lower block must be disassembled. However, in other cases, a 
handset can be disassembled from either the upper block or the lower block, so there is no prece-
dence between two blocks.  
 Detachability of key mat: There are two possible alternatives for designing the connection be-
tween the key mat and the remaining lower block: the key mat can be easily detachable from the 
entire handset without any prerequisite disassembly, or the key mat is blocked by other parts in 
the lower block, thus requiring another disassembly process in order to be detached. In this study, 
Handset β has a key mat that can be disassembled at any time, unlike other handsets.  
 
5.5.3  Design and Recovery Scenarios  
There are several factors besides product design that influence recovery profit: the number and quality of 
returned product, market parameters (e.g., demand size and potential resale revenue), and recovery net-
work features (e.g., possible locations and expected capacity of recovery facilities, operation cost, and 
transportation rate). In order to evaluate Handsets α, β, and γ impartially, we need to assume such network 
conditions and parameters identical if they are independent of design differences. For example, possible 
locations of facilities and basic transportation rate should be controlled to be identical for all three hand-
sets because they are insensitive to the presumed architectural differences. In contrast, if network condi-
tions and parameters are dependent on design differences so that they need to be differentiated, such val-
ues are assigned based on an estimating equation and same basic data. For instance, transportation rate for 
 111 
 
a unit s is estimated by multiplying the basic transportation rate ($ per pound per unit distance) by dis-
tance between facilities and weight of unit s. A scenario in this paper defines a set of values for the net-
work conditions and parameters and proposes circumstances under which the three subject designs can be 
compared fairly so as to reveal the meaningful design implications in terms of product recovery.   
Three scenarios used in this paper assume different quality (i.e., defect condition) of the returned 
handsets. Defect conditions decide which part must be disassembled and replaced in refurbishment. They 
also determine which part can be (or cannot be) sold to the market for component recovery. Therefore, 
defect conditions are important when evaluating different designs for parts and disassembly structures. 
Specifically, an important design issue relates to how different part designs and disassembly structures 
react to a specific defect condition (i.e., what designs are better than others under the defect condition) 
and how different defect conditions affect the result. Thus, three scenarios are defined to have different 
defect conditions and used to examine Handsets α, β, and γ with different display parts and disassembly 
structures.  
Scenario 1 assumes that every returned handset has a defect in the main LCD and examines dif-
ferent designs for that part. Scenario 2 assumes defects in the key mat and compares the handsets focusing 
on different disassembly structures. Finally, Scenario 3 assumes a defect in the microphone. Because the 
three handsets have the same microphone and the design differences are not related to microphone disas-
sembly, the defect has a negligible effect on handset refurbishment. If the proposed model works well, the 
evaluated recovery profits in Scenario 3 for Handsets α, β, and γ should be similar. While these scenarios 
do not provide an exhaustive analysis, each highlights distinctively different design implications and can 
validate the proposed framework. 
Except the defect condition, all three scenarios share the same network conditions and parameters. 
As Figure 5.5 depicts, the company has one main collection center and sells the recovered handsets to a 
cell phone market (Market 1) and to a recycling center (Market 2). Both markets are assumed to have un-
limited demand for any working unit. For non-working units, however, Market 1 has no demand, while 
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Market 2 has unlimited demand. The revenue from each market that the company can expect for selling a 
used or refurbished item is shown in the appendix.  
There are two potential locations for recovery plants. Plant 1 is located much closer to the mar-
kets, while Plant 2 is located closer to the collection center. Except for location, both plants have identical 
features and are assumed to have unlimited capacity. There is also one disposal site and one warehouse 
available, and the capacity of each facility is assumed to be unlimited. In summary, the scenarios have 
values of i=1, j=2, k=2, l=1, and r=1.   
The site opening costs for plants 1 and 2, the disposal site, and the warehouse are set as $100,000, 
$10,000, and $50,000, respectively. Transportation costs are assigned based on the distance and unit 
weight; for simplification, “unit distance” is defined as a measure of the relative distance between two 
facilities; $0.385/lb is assigned for unit distance which is represented as 1 in Figure 5.5. (Dashed lines in 
the figure represent the flow between recovery plants.) Unit weights are also used to assign other costs: 
the disposal and storage cost as well as the penalty cost at recovery plants. All these unit cost data appear 
in the appendix, along with the unit operation cost of each recovery plant.   
 
Figure 5.5  Logistics network assumption for handset recovery 
(Numbers represent the distance between two facilities; 1 represents a unit distance.) 
 
5.5.4  Analysis Results 
5.5.4.1  Scenario 1: All returned products have a defect in the LCD.  
 Design implication: A high-cost part has different designs. 




Regardless of the handset type, suppose that all returned handsets have problems with their main LCDs—
broken LCDs, for example—while other components are in working condition. In this scenario, three 
handset designs are evaluated one by one under the same condition. The number of returned items for 
each handset is given as 5,000, and every recovery plant has enough capacity to accommodate the items. 
While Market 2 has unlimited demand for any type of item, Market 1 has no demand for items containing 
defective LCDs. Optimization was conducted using Excel Premium Solver Platform (Version 9.5). Table 
5.6 shows the optimization result, and Figure 5.6 represents the corresponding optimal recovery network.  
Our results show no difference among the three handsets in terms of reprocessing options and re-
covery network design. In order to achieve maximum recovery profit, 5,000 units of defective handsets 
should be sent to Plant 1 for refurbishment. At Plant 1, the defective LCD part in the handset—the main 
 
Figure 5.6  Optimal network design with scenario 1 
 
Table 5.6  Evaluation results with three scenarios 
Scenario (1) Defect in LCDs (2) Defect in key mats (3) Defect in MICs 
(Returned units=5,000) Handset α Handset β Handset γ Handset α Handset β Handset γ Handset α Handset β Handset γ
C1 Site opening  100,000 100,000 100,000 100,000 100,000 100,000 100,000 100,000 100,000
C2 Disposal  - - - - - - - - - 
C3 Storage  - - - - - - - - - 
C4 Transport from i 2,000 1,923 1,769 2,000 1,923 1,769 2,000 1,923 1,769 
C5 Transport between js  - - - - - - - - - 
C6 Transport from j to k  538 558 538 510 490 452 505 486 447 
C7 Recovery operation  75,600 115,600 151,550 15,800 15,010 15,800 5,860 5,860 5,860 
 (Disassembly)  150 150 375 150 5 150 180 180 180 
 (Part replacement)  75,000 115,000 150,000 15000 15000 15000 5000 5000 5000 
 (Reassembly)  450 450 1175 650 5 650 680 680 680 
C8 Penalty  - - - - - - - - - 
Total cost [$] 178,138 218,081 253,857 118,310 117,423 118,021 108,365 108,269 108,076
Revenue [$] 375,038 375,077 375,096 375,010 375,010 375,010 375,005 375,005 375,005




LCD for Handset α, the dual LCD for Handset β, and the LCD module for Handset γ—is detached from 
other components and sent to Market 2 for recycling. The other components are reassembled with a new 
LCD part, and the units are sold as refurbished handsets in Market 1. Although two plants do not differen-
tiate the total distances from the collection center to the markets, the optimal network design always 
chooses Plant 1 since choosing Plant 2 means earlier refurbishment than Plant 1, and the refurbished 
handsets with new spare parts will move a farther distance to Market 1 after reprocessing. Since the 
weight from the spare parts is added earlier, Plant 2 requires more transportation costs than Plant 1, so 
Plant 2 is never used when Plant 1 has enough capacity to deal with the returned units.  
Under this scenario, Handset α demonstrates the best design and a maximum profit of $196,900. 
The design difference in LCD parts results in sharp differences among the three handsets, especially con-
cerning operation cost (C7). Although the defect exists in the main LCD, the whole dual LCD unit must 
be replaced in Handset β, making the required replacement cost higher than that of Handset α. Handset γ 
shows the least profit for two reasons. First, similar to Handset β, Handset γ should replace the LCD 
modules, rather than just the main LCD. Moreover, during the refurbishment, Handset γ needs more steps 
for disassembly and reassembly than the other two since its folding structure requires the lower block to 
be disassembled first before the LCD module is removed.  
5.5.4.2  Scenario 2: All returned products have a defect in the key mat.  
 Design implication: The disassembly structure differs for an identical part.   
 Best design: Handset β 
 
Instead of the main LCD, Scenario 2 presents problems with key mats, and refurbishing the handsets re-
quired that their key mats be replaced. As in Scenario 1, 5,000 handsets are returned items, there is unlim-
ited demand at Market 2 for any type of items, and Market 1 has no demand for any items containing non-
working key mats. Table 5.6 provides the results of the evaluation.  
The results seem similar to those in Scenario 1. Five thousand defective handsets are sent to Plant 
1 for refurbishment, where they are disassembled into defective key mats and other components. While 
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defective key mats are sent to Market 2 for recycling, the other components are reassembled into a refur-
bished handset by virtue of new key mat supplies, and then sent to Market 1 for resale.  
However, the best design in Scenario 2 differs from the one in Scenario 1 in that, although the 
profit differences are small, Handset β is the most profitable design. Handset β requires fewer disassem-
bly and reassembly operations because it allows the key mat to be detached first without precedence con-
straints. The magnitude of the revenue value, however, diminishes the impact of savings in the disassem-
bly process. In addition, Handset γ’s lower weight reduces the differences between Handset β and γ since 
the lighter unit has a lower transportation cost.  
5.5.4.3  Scenario 3: All returned products have a defect in the MIC.  
 Design implication: Designs are identical for a part, but the product weights differ.  
 Best design: Handset γ 
 
Scenario 3 assumes a defect in the microphone, but all other assumptions and conditions from the previ-
ous scenarios are the same. With respect to the microphone, the three designs are identical; all of them 
place the microphone in the same location in the lower blocks. Thus, it is expected that the three designs 
are comparable in terms of the recovery profit.  
The results from the reprocessing option and logistics network are similar to those of Scenarios 1 
and 2. Regardless of the handset type, the optimal recovery plan for the 5,000 returned handsets involves 
detachment and recycling of defective microphones, followed by handset refurbishment by means of a 
new microphone supply. As expected, the three handset designs show similar recovery profits (Table 5.6). 
Although slight differences in recovery profits exist, because of differences in transportation costs related 
to weight features, the operation costs are exactly the same for the three designs. Since Handset γ is the 
lightest, it shows better performance than others, but the profit gap is very small compared to that in the 
other two scenarios.  
5.5.5  Influences of Recovery Network Conditions and Parameters 
In the three previous scenarios, the returned product’s condition significantly changes the recovery profit. 
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As Table 5.6 shows, the recovery profit in Scenario 3 was higher than that in the other two scenarios. 
Since the microphone is a low-cost part, Scenario 3 requires less replacement cost than the Scenarios 1 
and 2. This result implies that variations in network conditions and parameters can lead to significantly 
different recovery profit, even when the product design is the same.  
In order to demonstrate how network conditions and parameters affect the optimal recovery plan 
 
Figure 5.7  Sensitivity analysis results 
 
Table 5.7  Sensitivity analysis results 
Section Optimal recovery plan and network design 
(a) Case 1: Refurbished Handset α can be sold at $75. 
1A No reprocessing operation is performed. All handsets are sent to Market 2 for material recovery.  
1B Plant 1 opens and handset resale in Market 2 stops. All handsets are refurbished and sold at Mar-
ket 1. Defective LCDs are sold at Market 2.  
1C For 5,000 units, it is the same as 1B. Demand for refurbished handset in Market 1 is fulfilled. For 
excess units, component resale in Market 1 is conducted. Defective LCDs are sold at Market 2.    
1D For 10,000 units, it is the same as 1C. All excess handsets are sent to Market 2 for recycling.  
1E For 15,000 units, it is the same as 1D. Plant 2 opens and handset resale in Market 2 stops. Com-
ponent resale in Market 1 increases.  
(b) Case 2: Refurbished Handset α can be sold at $40.  
2A No reprocessing operation is performed. All handsets are sent to Market 2 for recycling.  
2B Plant 1 opens and Handset resale at Market 2 stops. All handsets are disassembled into compo-
nents. Component resale in Market 1 is conducted.  
2C For 5,000 units, it is the same as 2B. Demand for some components in Market 1 is fully fulfilled. 
For excess units, handset refurbishment is conducted. Defective LCDs are sold at Market 2.  
2D For 10,000 units, it is the same as 2C. All excess handsets are sent to Market 2 for recycling.  
2E For 15,000 units, it is the same as 2D. Plant 2 opens and handset resale in Market 2 stops. Com-




and recovery profit, two sensitivity analyses, cases 1 and 2, are conducted by changing the volume of end-
of-life Handset α from 0 to 20,000 by increments of 1,000. The two sensitivity analyses only differ by the 
price of refurbished Handset α in Market 1: the handset is sold at $75 (case 1) and $40 (case 2), respec-
tively. All other conditions are assumed to be identical. All end-of-life handsets have a defect in the LCD 
part, as in Scenario 1. The volume of demand in Market 1 is limited to 5,000 for all working units, Market 
2 maintains unlimited demand, and the capacity of every operation in Plants 1 and 2 is limited to 5,000.  
Figure 5.7 and Table 5.7 show the analysis results. Figure 5.7 shows how the average recovery 
profit per unit of end-of-life product changes as the total quantity of the input units increases. The results 
illustrate how various network features can affect the link between product design and its recovery profit. 
Although there are various network features, three features are of main focus here: 1) new-site opening 
cost, 2) selling price of the refurbished product, and 3) the capacity of facility and the volume of market 
demand. 
 New-Site Opening Cost. The site-opening cost of a recovery plant serves as a barrier to entry and 
makes an in-plant recovery option less attractive until the number of used handsets exceeds a cer-
tain level. This observation emphasizes the importance of economies of scale in product recovery. 
In case 1, when the number of used handset is 1,000, none of recovery plants opens because of 
the $100,000 site-opening cost, and thus, no reprocessing operation—whether disassembly, reas-
sembly, or replacement—appears in the optimal plan. Instead of reprocessing, then, selling all the 
returned units in Market 2 is the optimal solution. However, when there are enough returned units 
to make the site opening affordable and profitable, handset refurbishment is chosen as the optimal 
solution, which significantly raises the recovery profit. A similar result is found in Section 2A of 
case 2; the only difference is the threshold amount at which the optimal plan changes. Case 2 has 
a higher threshold (4,000 units), than case 1 does (2,000 units) because a returned handset in case 
2 generates less profit, and more units are required to offset the site-opening cost. Before Plant 2 
opens, the impact of economies of scale reappears in Sections 1D and 2D.   
 Price of Remanufactured Product. Resale prices of recovered items determine the priority of re-
processing options. In the sequence of reprocessing options added in Sections B and C of cases 1 
and 2, when a refurbished handset has a price of $75, the preferred reprocessing option in the op-
timal plan is handset refurbishment, and the next most preferred option is component resale in 
Market 1. This result reflects the profitability of the reprocessing options. However, when the re-
furbished phone has a price of $40 in Market 1, component resale in Market 1 is preferred first, 
followed by handset refurbishment. Because refurbishment requires high-cost operations includ-
ing part supply, when a refurbished handset has lower resale price, the most profitable option be-
comes component resale, which requires disassembly operations only.     
 Facility Capacity and Demand Volume. Facility capacity and the volume of demand are related to 
setting the number of returned handsets, that is, points that divide sections in Figure 5.7. Between 
Sections B, C, D, E, and F, the optimal recovery solution changes whenever the number of re-
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turned handset reaches a certain level; a new reprocessing option is added in order to deal with 
excess units. There are two possible reasons for this result: facilities cannot afford the additional 
operations required for the additional units to use the current reprocessing option; or the demand 
for the item recovered is fully satisfied, so an additional unit recovered has no place to be sold. In 
this respect, facility capacity and/or demand size establish the upper limit of the number of used 
handsets that can follow a specific reprocessing option. 
 
The model also allows demonstrating that the “best design” is sensitive to network features as 
well. In Scenario 2, Handset β shows better performance than the other two handsets when all returned 
handsets have a defect in the key mat. Because this result is predictable without considering any network 
variables and parameters, it is tempting to conclude that it is unnecessary to consider network features in 
decision making. However, Figure 5.8 suggests a counter-argument. Figure 5.8 presents the results of 
three different evaluations conducted under the same assumptions on defective key mats. In the three cas-
es, network conditions and parameters were differentiated, resulting in the changes in the optimal repro-
cessing option and shifts in the ranking of designs as the optimal reprocessing option changes. Figure 
5.8(a) represents Scenario 2, for which Handset β is the best design. Figure 5.8(b) shows the case in 
which the resale price is $40, under which the optimal reprocessing option is component resale and Hand-
set γ is most profitable. Figure 5.8(c) shows the case in which the volume of returned units is 1,000, under 
which the optimal reprocessing option is handset resale at Market 2 and Handset γ is the design that loses 
the least amount of money. In summary, Handset β’s superiority in Scenario 2 disappears in the second 
and third cases.  
 




5.6   A Look Back and a Look Ahead 
Product recovery has become of great concern to manufacturers who take responsibility for product end-
of-life decisions, and product design is an essential part of achieving maximum recovery profit. However, 
the links between product design and the recovery process have not been clear, and this knowledge gap 
has hindered the movement toward design-for-recovery and profitable end-of-life recovery. The design 
evaluation model presented in this chapter clearly established the link between products’ pre-life and end-
of-life by showing how different product designs affect recovery profit. Unlike previous models, the 
model considers both product design and recovery network design simultaneously. More accurately, re-
covery profit is estimated based on the optimal recovery plan, as well as on the optimal recovery network 
design. Thanks to the feature, the model is applicable to various product design and network conditions. 
To illustrate the model applications, a comparative study was presented with an example of three 
handset designs which differ in architectural characteristics. In a given scenario, different designs result in 
different recovery profits. When one design is better than others, the result provides clue to preferred 
product design that improves economic viability of end-of-life recovery. For instance, the handset study 
shows that modular design (Handset α) is more preferred than integrated design, when high rate of defects 
in LCD is expected. In the study, a greater variance in recovery profits were observed when the part de-
signs differ than when the disassembly structures (Scenario 2) or weights (Scenario 3) differ. This implies 
that the part composition is more influential than the structure or weight, especially when the part is rela-
tively high cost. Such a result is useful since it highlights important design properties that the designer 
should focus more on with priority.  
The comparative study also demonstrates that it is worthwhile to incorporate recovery network 
design into end-of-life decision making model. The results of this study do not suggest that the best de-
sign in one scenario is always the best in all cases. The evaluation results for different scenarios show that 
identifying the best design is not a simple problem since the best design changes depending on the situa-
tion considered, particularly when it is linked to end-of-life decisions. This means that it is critical to in-
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volve network conditions and parameters in linking product design and recovery profit. For example, 
Handset α is better than the others in Scenario 1 but not in Scenario 2. Sensitivity analyses also support 
the importance of network features since changes in a returned product’s quantity and condition, the size 
of demand in a market, expected revenue values, plant capacity and capability, and other parameter values 
such as site opening costs, can shift the evaluation results significantly, changing the designs’ rankings.   
It should be reminded that the purpose of this research is to provide a generic framework that 
simultaneously considers product design and recovery processes and network designs. In a sense, the re-
sults of three scenarios match well with the intuition, which validates that the proposed model captures 
the real world well and can serve various situations reliably. In the future, the framework can be extended 
or improved in several points. The influences of environmental regulations on recovery profit can be in-
volved in the proposed framework. External costs or penalties due to environmental regulations (e.g. 
WEEE, RoHS, ELV, REACH, etc.) are big issues in recovery industry. Thus, including such legislative 
driving forces in the model will lead to a more advanced framework. Uncertainty is also an important 
point worth being improved. Many network features are uncertain and inherently changeable. Such uncer-
tainty should also be considered in the product design stage in order to find an optimal design that is ro-
bust to possible changes. Future work can involve developing a framework that can deal with such uncer-
tainties. Finally, the mathematical model suggested here is for single product and single period. The 
mathematical model can be extended to a model for multiple types of products and multiple periods. This 




Chapter 6.  Linking Product Family Design to End-of-
Life Recovery Profit5 
Product family design via component sharing is a widely practiced approach for offering sufficient variety 
to the market in an economical way. When discussing product family design, most previous research has 
focused on its benefits in the design and manufacturing stages. This chapter highlights another important 
aspect of product family design; i.e., the impact of component sharing on end-of-life management. This 
chapter presents a quantitative model for assessing product family design from an end-of-life perspective. 
Using mixed integer programming, the developed model identifies an optimal strategy for managing 
product take-back and end-of-life recovery, thereby assessing the product family design in terms of its 
profitability in end-of-life management. Especially, the model incorporates increased component inter-
changeability by component sharing. A design study of a smartphone family is presented, as an illustra-
tion, and the results show that the model can assess profitability of a family design and highlight preferred 
family design alternatives. [32] 
6.1   Introduction 
For more than a decade, a great deal of research has been conducted on the design issues expressed in the 
following questions. Can a set of products benefit a company when it is designed to have common com-
ponents? If so, what are the best designs for a group of products?  It is commonly accepted now that shar-
ing components across multiple products can have a multitude of benefits, especially in the design and 
manufacturing stages. Specifically, component sharing is highlighted as a means of increasing product 
variety while retaining the necessary economies of scale and scope [87]. The growing interest in compo-
nent sharing has triggered the development of product family design. Many approaches have been devel-
5 Reprint, with permission, from Kwak and Kim (2010) [32].  
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oped to support component sharing and product family design, and successful product families have been 
reported by both academics and industries.  
Most existing methods and applications, however, have overlooked the impact of product family 
design on end-of-life management. Managing end-of-life products involves two major activities; i.e., 
product take-back for collecting used products from their former users and end-of-life recovery of eco-
nomic value. Environmental regulations currently mandate that manufacturers assume the economic bur-
den of these two activities [215]; therefore, manufacturers must find a way to achieve profitability in end-
of-life management. The point is that the profitability of end-of-life management may be influenced by 
the design of the product family.  
End-of-life management involves multiple types of end-of-life products. Accordingly, product 
take-back and end-of-life recovery are influenced by individual product designs and the interactions be-
tween designs; i.e., the commonality of components across product variants. Manufacturers must careful-
ly make commonality decisions in product family design to improve profitability of end-of-life manage-
ment. Thus, a method is needed to determine which product family design is better from an end-of-life 
perspective. 
This chapter presents a quantitative model for assessing the profitability of product family de-
signs in end-of-life management. The proposed model evaluates a product family for which the product 
variants are assumed to overlap end-of-life stages. Each product variant has a hierarchical assembly struc-
ture, and some of its components can be shared with other product variants. The model also focuses on 
the fact that component commonality influences the end-of-life profitability by increasing the degree of 
component interchangeability and identifies an optimal strategy for maximizing the profitability of man-
aging product take-back and end-of-life recovery, which is formulated as a mixed integer programming 
problem.  
Most previous product family design research has not focused on end-of-life management. Alt-
hough a few studies (e.g., [75, 88, 200]) considered the end-of-life stage, they simply state that cost re-
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duction in the end-of-life stage is another possible advantage of component sharing. Our model quantita-
tively assesses the effects of component sharing on the end-of-life stage. The authors believe this is a 
novel approach in the product family and the end-of-life management area. 
The rest of the chapter is organized as follows. The background for the chapter is presented in 
Section 6.2 and the problem settings and the end-of-life management process are described in Section 6.3, 
while mathematical model to assess product family design is proposed in Section 6.4, and an illustrative 
example is presented in Section 6.5. The conclusion and future work are presented in Section 6.6.  
6.2   End-of-Life Recovery of a Family of Products 
A family of products can be defined as a group of related products that share a product platform; i.e., a set 
of common design elements, processes, technologies, and other assets [216, 217]. In this paper, a product 
family is specifically defined as a group of products 1) that has common components shared by some or 
all of its product variants and 2) whose product variants are anticipated to have overlapping end-of-life 
stages; i.e., end-of-life management can be performed on multiple product variants simultaneously. Shar-
ing the product platform can benefit both design (pre-life) and recovery (end-of-life) stages with this defi-
nition. 
Figure 6.1 depicts an exemplary family of products in which two variants exist and Component X 
is common. Each product variant has a hierarchical assembly structure consisting of three levels; i.e., core, 
intermediate [140], and component. A core refers to a used product that is intact. Disassembly separates a 
core into parts that are either intermediates or components. Here, the term “part” refers to any decompos-
able element of a product. Intermediate denotes non-atomic parts of a product at the middle level of prod-
uct hierarchy, which are neither a core nor a component. Through another step of disassembly, intermedi-
ates can be separated into child components. Component indicates an atomic part at the lowest level, 
which cannot be disassembled any further [122]. The parent items of a component can be either interme-
diates or cores, depending on the product structure. Starting from components, child parts are reassembled 
into a parent part until a core is made. It should be noted that all product variants in this paper are as-
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sumed to have three-level structures for simplicity.  
 
Figure 6.1  Exemplary product family sharing Component X 
 
 
With the definition of product family in the beginning of this section, product variants of a family 
of products have overlapping end-of-life stages. Hence, within a time period, multiple product variants 
are expected to reach the end-of-life stage at the same time, which renders component commonality 
across the variants affects profitability in end-of-life management. As Bras (2007) [75], Simpson (1998) 
[200], and Perera et al. (1999) [88] stated, improving component commonality can benefit end-of-life 
management in two ways. First, the economies of scale in the recovery operation increase. Necessary 
tools and worker skill and set-up time decrease in various operations, including disassembly, conditioning, 
and reassembly. Second, the interchangeability of components across a family of products increases. For 
instance, in Figure 6.1, Component X, which resulted from the disassembly of Product 1, can be used for 
refurbishing both Intermediate WX and Product 1 and Intermediate XY and Product 2. Such increased 
interchangeability facilitates the profitable reuse of more components.   
The current model in this chapter focuses on the increased interchangeability of components and 
its impact on manufacturer’s profit, which has not been dealt with to any great extent in the previous liter-
ature. When a product family has some components that are shared by multiple variants, the model quan-
titatively assesses how the interchangeable components of a product family can benefit end-of-life recov-
ery. Following sections, 6.3.1 and 6.3.2, describe the recovery processes under consideration in the model.   
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6.3   Processes for End-of-Life Recovery 
6.3.1  Product Take-Back 
End-of-life management consists of two sequential processes, i.e., product take-back and end-of-life re-
covery. Product take-back is the process of collecting cores, i.e., products that reach their end-of-life sta-
tus. Since product take-back determines the volume, type, and quality of feedstock processed later in the 
recovery process, how many cores and which types of cores should be acquired are major concerns for the 
manufacturer.  
Regulatory requirements on waste collection greatly affect manufacturers’ take-back decisions by 
forcing manufacturers to meet a certain collection target. For example, the Waste Electrical and Electron-
ic Equipment (WEEE) directive imposes a mandatory collection target of four kilograms per person per 
year on EU Member States. Recently, the directive announced a new target, 65% of the average weight of 
products positioned on the market over the two previous years in each Member State. In this paper, the 
proposed model assumes that a collection target exists for a manufacturing company to comply with the 
legislation. The company must take back a certain number of cores so that the total weight of the collect-
ed cores exceeds the target.    
The cost of core procurement is another important factor that affects take-back decisions. Accord-
ing to environmental legislation, consumers can return the cores to collection points free of charge in 
most cases. Without compensation, however, consumers tend to store a core indefinitely even if they no 
longer use it. Manufacturers provide an economic incentive to motivate consumers to return their cores. 
Although this may increase the take-back cost, manufacturers can secure a greater number of valuable 
cores in order to offset end-of-life management costs by making more profit in recovery. Thus, the pro-
posed model assumes a buy-back program as a take-back strategy. The buy-back price can have either 
negative, zero, or positive value depending on the type and condition of the core. Negative value is in-
cluded, because a company is allowed to charge consumers for taking back cores in some cases [218].  
For simplicity, the current study adopts bi-level condition levels, i.e., fully-functioning (referred 
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to as working hereafter) and malfunctioning (referred to as non-working hereafter). Working cores are 
usually more expensive to buy back but have higher disassembly yield rates of working parts and compo-
nents. Hence, the type, condition, and number of cores to take back should be carefully determined.  
6.3.2  End-of-Life Recovery 
After product take-back, the collected cores pass thorough an end-of-life recovery process. Manufacturers 
must identify the most profitable way to recover incoming feedstock. To this end, this research considers 
material recovery, reuse, reconditioning, refurbishment, and cannibalization as recovery options [122, 
219]. The meaning of each option is described in Table 6.1. Here, reuse and reconditioning options only 
apply to working items.  
Table 6.1  End-of-life recovery options 
Option Description 
Recycling An item is sent to recyclers and shredded, separated, and refined to recover raw materials. 
The higher per weight material concentration, the more per weight recycling revenue.   
Reuse An item is sold to another user to be used for its original purpose. Only essential operations 
(e.g., data scrubbing) are conducted without any value-adding operations. Only working 
cores can follow this option.  
Reconditioning An item is sold to another user and used for its original purpose. In addition to essential 
operations, some minor value-adding operations, such as cleaning, lubricating, and polish-
ing, are conducted to raise the value of the core. Only working cores can follow this option. 
Refurbishment An item is restored to its original condition. Product type and structure are maintained. Dis-
assembly, part conditioning and replacement, and reassembly belong to the refurbishment 
option. If upgrading functions are conducted to the level of up-to-date products, such refur-
bishment can be reclassified as remanufacturing.  
Cannibalization 
 
An item is cannibalized for parts. Disassembly is conducted to separate a core into a set of 
parts. Individual parts resulting from the disassembly then can start their recovery as inde-
pendent units, each with its own recovery and disposal option. Working parts can also be a 
source of parts for refurbishing other parts or cores.  
 
When deciding how to recover cores, manufacturers also need to consider environmental regula-
tions, which obligate them to achieve a specific recovery rate or pay a penalty. In the proposed model, the 
recovery target is set at 80% of the collection target. For example, a company that has a collection target 
of 85,000 lb should recover more than 68,000 lb of resources from the collected cores. In other words, the 
firm cannot dispose of more than 17,000 lb. Many manufacturers (e.g., HP, Dell, and Apple) prefer to 
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satisfy the regulation rather than to pay penalties for promoting “green” corporate image. Therefore, the 
proposed model represents the regulation as a constraint, which must be satisfied.  
Figure 6.2 depicts the three-stage recovery process considered in this research. Here, a company 
is assumed not to carry out recycling operations on its own account. Instead, the company sells cores and 
parts to its recycling partners who perform actual recycling operations. Depending on the path each core 
follows in the recovery process, a set of collected cores can be transformed into eight kinds of outputs, i.e., 
four in the form of a product and four in the form of parts. These outputs are further transported to land-
fills, recycling partners, or customer markets, according to their assigned disposal and recovery options.  
In the first stage of the recovery process, a decision is made concerning the next step for each 
core collected from the product take-back. To illustrate, suppose a set of used cell phones just arrived for 
the recovery process. Based on their conditions, the cell phones are discarded, recycled, reused, recondi-
tioned, or disassembled. Cell phones for disposal and material recycling go to landfills or to recycling 
partners. The other cell phones undergo data scrubbing to eliminate any remaining personal data, and 
some of them are resold as reused or reconditioned phones, and some are sent to Stage 2 for disassembly.  
In Stage 2, a core is disassembled for the purpose of refurbishment or cannibalization. For exam-
ple, a cell phone from Stage 1 is disassembled into a screen module, main board, antenna, microphone, 
keypad, and cases. Further disassembly can be done as needed, but an important point is that every result-
ant part is either working or non-working. A deterministic parameter, disassembly yield rate, reflects the 
number of working parts acquired by the disassembly of a core or an intermediate. Similar to the ap-
proach taken by Krikke et al. (1998) [122], disassembly yield rate in this research depends on the parent 
item’s condition. For example, suppose a cell phone has the following disassembly yield rates for its main 
board: Yield|W = 1 and Yield|N = 0.8. When a working (W) cell phone is disassembled, one unit of work-
ing main board results from the disassembly. When a non-working (N) cell phone is disassembled, only 








After disassembly, non-working parts are either disposed of or recycled. For working parts, any 
disposal and recovery options are allowed including reassembly. If the reassembly option is chosen, a part 
is harvested, reconditioned, and sent to Stage 3. In Stage 3, parts are reassembled into its parent part or a 
core. When there is a shortage of parts, new spare parts are procured. The resulting parts and cores are 
remarketed as refurbished items.  
6.4   Mathematical Model 
Given a product family design, the proposed model uses mixed integer programming to identify an opti-
Table 6.2  Problem statement 
Item Description 
Given Product family design in which commonality decisions are already identified. 
Disassembly yield rates of cores and intermediates. 
Costs of cores and the maximum amount of cores available for take-back. 
Costs and revenue of executing recovery and disposal options. 
Market demand for recovered items. 
Find Optimal take-back strategy: Amount, type, and condition of core that should be taken back.  
Optimal disposal and recovery strategy for collected cores. 
Disassembly level of cores (if disassembled) and recovery and disposal options for parts. 
Amount and type of spare parts to acquire for refurbishment. 
Subject to 1) Flow volume balance constraints: With respect to an item, its flow balance between in-
put and output units should be maintained. 
2) Environmental regulations: Collection and recovery targets should be satisfied. 
3) Core availability: There are limits on the amount of available cores that can be collected.  
4) Avoiding excess fulfilment: The supply of a recovered item cannot exceed the volume of 
demand for it.  
Maximizing Total net profit from managing the end-of-life of a family of products 
Assumption 1) Three-level product structure: Each product variant has a three-level assembly structure 
consisting of a core, intermediates, and components, which are denoted with three indi-
ces. 
2) Unlimited part procurement: Spare parts can be procured with no lead time, and there are 
no limits on the number of parts that can be purchased.  
3) Unlimited facility capacity: There are no limits on the number of items or the number of 
operations that can be processed.     
4) No loss in yield in the recovery operation: Data scrubbing, conditioning, disassembly, 
and reassembly do not damage their input items, and there is no loss in yield caused by 
operations.   
5) Deterministic parameter values: Disassembly yield rates, market demand, related costs, 
and revenue are deterministic.  
6) Single-period planning. 
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mal take-back and recovery strategy. The optimization result can be used to quantify the economic im-
pacts of component sharing on end-of-life recovery. The proposed model is summarized as the optimiza-
tion problem in Table 6.2. The notations used in the model are described in Table 6.3. 
 
Table 6.3  Mathematical notation 
Notation Description 
Index  
I  Core set; i I  
J  Intermediate set; j J  
K  Component set; k K  
,j kP P  Parent set of intermediate j and parent set of component k, respectively   
Q Quality condition set; { , };Q w n q Q   




i qX  Number of core i with condition q to take back 
, , ,, ,
l l l
i q j q k qX X X  Number of core i, intermediate j, and component k with condition q to dispose of, respectively 
, , ,, ,
m m m
i q j q k qX X X  Number of core i, intermediate j, and component k with condition q to recycle, respectively 
, , ,, ,
u u u
i q j q k qX X X  Number of core i, intermediate j, and component k with condition q to reuse, respectively 
, , ,, ,
c c c
i q j q k qX X X  Number of core i, intermediate j, and component k with condition q to recondition, respectively
, ,,
d d
i q j qX X  Number of core i and intermediate j with condition q to disassemble, respectively 
, ,,
r r
j q k qX X  
Number of intermediate j and component k with condition q to use in refurbishment, respective-
ly 
,j kY Y  Number of intermediate j and component k to procure for spare, respectively 
r
jZ   Number of intermediate j to refurbish and use in core refurbishment 




i j  Number of units of intermediate j originally included in core i; the multiplicity of intermediate j
,
o
i k  Number of units of component k originally included in core i; the multiplicity of component k 
,
o
j k  Number of units of component k originally included in intermediate j 
,
q
i j  Disassembly yield rates of core i with condition q with respect to working intermediate j 
,
q
i k  Disassembly yield rates of core i with condition q with respect to working component k  
,
q
j k  Disassembly yield rates of intermediate j with condition q with respect to working component k
,   Collection target and the maximum allowed disposal amount (recovery target) 
,i qA   Number of core i with condition q available for take-back 
, ,i j k    Weight of core i, intermediate j, and component k, respectively 
,
t
i qc  Per unit take-back cost for core i with condition q 
e
ic  Per unit data scrubbing cost for core i 




Table 6.3  Mathematical notation (cont’d) 
Notation Description 
,d di jc c  Per unit disassembly cost for core i and intermediate j, respectively 
,r ri jc c  Per unit reassembly cost for core i and intermediate j, respectively 
,y yj kc c  Per unit procurement cost for intermediate j and component k, respectively 
s
ic   Per unit software upgrade cost for core i 
, ,l l li j kc c c  Per unit cost from disposing of core i, intermediate j, and component k, respectively 
, ,m m mi j kr r r  Per unit revenue from recycling core i, intermediate j, and component k, respectively 
, ,u u ui j kr r r  Per unit revenue from reusing core i, intermediate j, and component k, respectively 
, ,c c ci j kr r r  Per unit revenue from reconditioning core i, intermediate j, and component k, respectively 
,z zi jr r  Per unit revenue from refurbishing core i and intermediate j, respectively 
, ,u u ui j kD D D  Demand for used core i, intermediate j, and component k, respectively 
, ,c c ci j kD D D  Demand for reconditioned core i, intermediate j, and component k, respectively 
,z zi jD D  Demand for refurbished core i, and intermediate j, respectively 
 
6.4.1  Objective Function 
The objective of this model is to maximize the total profit from end-of-life management. The objective 
function is modeled in Equation (1). The total cost of end-of-life management is the sum of nine cost 
components: cost for take-back (C1), cost for data scrubbing (C2), cost for product conditioning (C3), cost 
for disassembly (C4), cost for part conditioning (C5), cost for spare part procurement (C6), cost for reas-
sembly (C7), cost for software update (C8), and cost for disposal (C9). The total recovery revenue is the 
sum of four revenue terms: revenue from selling items to recyclers (R1), revenue from selling used items 
to the market (R2), revenue from selling reconditioned items to the market (R3), and revenue from selling 
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6.4.2  Constraints 
6.4.2.1  Flow balance of cores  
There are several ways to process collected working cores, i.e., sending to landfills, selling to recyclers, 
selling as a used product, selling as a reconditioned product, and conducting disassembly to refurbish or 
cannibalize the core. For non-working cores, the three available options are disposal, recycling, and disas-
sembly. Constraints (6.15) and (6.16) require every collected core to follow one of the possible options.   
 , , , , , ,      
t l m u c d
i w i w i w i w i w i wX X X X X X i I        (6.15) 
 , , , ,       
t l m d
i n i n i n i nX X X X i I      (6.16) 
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6.4.2.2  Flow balance of intermediates 
Constraints (6.17) and (6.18) restrain the flow balance of working and non-working intermediates, respec-
tively. The left-hand side of each constraint represents the amount of intermediates obtained from the dis-
assembly of their parent cores. Since the model assumes a bi-level quality condition for every item, every 
intermediate acquired from the disassembly is either working or non-working. Depending on the condi-
tion of the parent cores, the amount of working and non-working intermediates can vary. To reflect this, 
the number of disassembled working cores and non-working cores are multiplied by different disassembly 
yields π.  
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Each earned intermediate must follow one of the possible processing options. For working inter-
mediates, six options are available: disposal, recycling, reuse, reconditioning, disassembly into compo-
nents, and reuse for core refurbishment. For non-working intermediates, only three options are available: 
disposal, recycling, and disassembly into components.  
6.4.2.3  Flow balance of components 
Constraints (6.19) and (6.20) ensure the flow balance of working and non-working components, respec-
tively. The left-hand side of each constraint represents the amount of components that resulted from dis-
assembly. Both a core and an intermediate can be the parents of a component depending on the product 
family design. The conditions of parent items determine the amount of working and non-working compo-
nents.  
Constraint (6.19) states that every working component must follow one of five options: disposal, 
recycling, reuse, reconditioning, and reuse for intermediate refurbishment. Constraint (6.20) requires eve-
ry non-working component to be land-filled or recycled. Since a component is the lowest-level part, the 
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6.4.2.4  Flow balance of refurbished intermediates.  
Intermediates can be refurbished by reassembling working components. Working components can result 
from the disassembly of cores or from external procurement. Once refurbished, intermediates can be sold 
on the market or reassembled with other parts to refurbish cores. Constraint (6.21) forces a balance of the 
flow between input components and output refurbished intermediates.    
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6.4.2.5  Flow balance of refurbished cores 
Similar to intermediates, cores can be refurbished by reassembling their working child parts. Working 
intermediates can be obtained by core disassembly or intermediate refurbishment. If there is a shortage of 
working intermediates, external procurement is also possible. As for the working components, only two 
sources are available: core disassembly and external procurement. After reassembly, refurbished cores are 
sold in the market as refurbished products. Constraint (6.22) restricts the flow balance between input in-
termediates and output refurbished cores, while Constraint (6.23) balances the flow between input com-
ponents and output refurbished cores. 
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6.4.2.6  Environmental regulations 
Environmental regulations require weight-based calculations. Constraint (6.24) represents the regulation 
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on collection targets. The proposed model presumes a collection target α for a manufacturing company. 
The company must take back enough cores to exceed the target. Constraint (6.25) models the regulation 
on the minimum rate of recovery (or, the maximum allowable disposal amount). The left-hand side of the 
constraint represents the total weight of discarded items, and β denotes the upper limit of disposal. In the 
proposed model, the recovery target is set at 80% of the collection target α. In other words, disposal of up 
to 20% of α is allowed; thus, β = 0.2α.  
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6.4.2.7  Core availability 
The proposed model assumes a buy-back program wherein the manufacturer pays the consumer for each 
core. The number and type of cores to take-back are decision variables, not given parameters. Regarding 
take-back decisions, Constraint (6.26) limits the amount of available cores that can be collected.  
 , , , ,;      
t t
i w i w i n i nX A X A i I     (6.26) 
6.4.2.8  Demand satisfaction and avoidance of excess fulfillment 
The customer market demands a certain amount of used, conditioned, and refurbished items. Constraint 
(6.27) prevents the supply of recovered cores from exceeding the market demand. Similarly, the supply of 
recovered intermediates and components cannot exceed the corresponding demand according to Con-
straints (6.28) and (6.29), respectively. 
 , ,; ;      
u u c c s z
i w i i w i i iX D X D Z D i I      (6.27) 
 , ,;  ;       
u u c c s z
j w j j w j j jX D X D Z D j J      (6.28) 
 , ,;      
u u c c
k w k k w kX D X D k K     (6.29) 
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6.4.2.9  Variable condition 
All decision variables in the model represent numbers of items. Due to disassembly yields, the amount of 
intermediates and components acquired from the disassembly might not be integers. To absorb the deci-
mals, the amount of items sent to landfills and the amount sold to recyclers are set as real numbers. The 
others are constrained as integers. Constraints (6.30), (6.31), and (6.32) restrain these variable conditions. 
 , , , , , ,, , , , 0 and integer; , 0     ,
t u c d s l m
i q i q i q i q i i q i qX X X X Z X X i I q Q       (6.30) 
 , , , , , ,, , , , , , 0 and integer; , 0     ,
u c d r r s l m
j q j q j q j q j j j j q j qX X X X Y Z Z X X j J q Q       (6.31) 
 , , , , ,, , , 0 and integer; , 0     ,
u c r l m
k q k q k q k k q k qX X X Y X X k K q Q       (6.32) 
6.5   Illustrative Example 
This section presents an illustrative example with a smartphone family to illustrate how to apply the pro-
posed model and how it supports decision making in product family design.  
6.5.1  Smartphone Family Design 
Suppose that a smartphone manufacturer makes new products in the first period and uses cores to offer 
second-hand items along with new products in the next period. Until now, the company has customized 
the design of each phone to a specific market segment using uniquely designed components. However, 
since the company offers various types of phones to the market at the same time, parts proliferation due to 
the core variety [75] has become one of the biggest obstacles to making profits in recovery. To address 
this issue, the company is considering designing a family of products in which some parts are shared by 
product variants. The design team has developed a design alternative for a product family. Now, they 
want to know whether the family design actually supports the recovery business and, if so, what increase 
in profit is anticipated. Regarding the legislative issues, the company currently has a collection target of 
85,000 lb and a recovery target of 68,000 lb.   
In this scenario, the proposed model is applied to a smartphone family (composed of four product 
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variants) and to a reference case. In the reference case, no component is shared by multiple product vari-
ants. Figure 6.3 represents the product structure of the smartphone considered in this research. All product 
variants have identical structures composed of 15 components. The design difference comes from the 
variant parts, represented as an oval in the figure. Some, but not all, product variants can share the identi-
cal design for the variant parts. If all product variants share the same design for a part, the part is referred 
Figure 6.3  Smart phone structure (picture courtesy of iFixit, http://www.iFixit.com) 
 
Table 6.4  Part composition of product variants in the high-sharing smartphone family 















Top screen assembly Intermediate Common 1 1 1 1 
Dock connector assembly Intermediate Common 1 1 1 1 
Rear panel assembly Intermediate Variant 1 2 3 4 
Logic board Component Variant 1 2 2 3 
Camera Component Common 1 1 1 1 
Battery Component Common 1 1 1 1 
Digitizer Component Common 1 1 1 1 
LCD screen Component Common 1 1 1 1 
Ear speaker Component Common 1 1 1 1 
Frame Component Common 1 1 1 1 
Antenna Component Common 1 1 1 1 
Charger port Component Common 1 1 1 1 
Ringer/speaker Component Common 1 1 1 1 
Microphone Component Common 1 1 1 1 
Rear casing Component Variant 1 2 3 4 
Headphone jack assembly   Component Variant 1 1 2 1 
WiFi Antenna Component Common 1 1 1 1 




to as a common part [220]. The smartphone variants differ in memory size and rear panel color. Table 6.4 
gives detailed information on the part composition of each product variant. Four product variants in this 
product family share a significant number of parts and intermediates as noted as "common." Number "1" 
in Table 6.4 represents each type. For example, camera is noted as "1" for all four variants (i.e., common 
part), while rear casing is noted as 1, 2, 3, or 4, each representing different component.  
Finally, for a simple illustration, the second-hand items to be recovered from cores are assumed 
to maintain their original design, without any hardware upgrade. In addition, the proposed model is appli-
cable when the refurbished items have different design from cores; such refurbished items are regarded 
also as cores while their takeback availability (Ai,q) is set as zero. By doing so, no takeback is considered 
for the second-generation products but they become a possible throughput from refurbishment.    
6.5.2  Parameter Setting 
Table 6.5 represents the amount of available cores to take-back and the buy-back price of a core for each 
type and condition. The parameter values used here are simulated based on the actual prices of a particu-
lar smartphone in the new product market (www.apple.com), in the second-hand market (www. ebay.com), 
and in the buy-back market (www.gazelle.com; www. nextworth.com). The price difference between cores 
originates mostly from the difference in memory size, which is determined by the logic board, the most 
expensive component in the smartphone family. 
Table 6.6 shows the disassembly yield rates of cores and intermediates. In the smartphone family, 
most failures are expected in the top screen assemblies, especially the digitizers. The yield rates used in 
this study are estimated based on the failure reports on a particular smartphone model [204, 221]. The 
model has a structure similar to the one in Figure 6.3. It should be also pointed out that, for simplicity, 
this study assumes the same yield rates for every core in the family. This is so for every rear panel assem-
bly. If the parameter values are given, the proposed model can serve other cases as well. For example, the 
model is applicable to the case where different cores (e.g., Phone 1 and Phone 2) or different intermedi-
ates (e.g., rear panel assembly 1 and rear panel assembly 2) have different yield rates.  
 139 
 
Finally, recovery cost and revenue parameters are assigned as shown in the Appendix D. The dis-
posal cost and recycling revenue of an item are assigned based on its weight shown in the second column. 
A cost per pound multiplier, $0.02/lb (Sodhi and Reimer 2001), is used to estimate disposal costs. For 
recycling revenue, three different multipliers are used: $5.00/lb for logic boards, $1.50/lb for batteries, 
and $2.50/lb for any mix of items (www.grn.com). Revenue from selling reused, reconditioned, and refur-
bished core is set as 30%, 40%, and 50% of the new product price in Table 6.5. As for parts, the ratios 
change to 50%, 65%, and 80% of new part price in the market. Retail prices of new parts are estimated 
according to the prices of similar parts in the market (www. ubreakifix.com). 
6.5.3  Optimization Result 
In order to assess how much profit can be improved by adopting the family design, a reference case with-
Table 6.5  Product take-back information 
Type of core Sale price [$] (w/o 2-year contract)
Buy-back price [$] Available units 
Working Non-working Working Non-working
Phone 1 (8GB, Black) 450 150 100 80000 100000 
Phone 2 (16GB, Black) 550 180 100 50000 80000 
Phone 3 (16GB, White) 550 180 100 60000 80000 
Phone 4 (32GB, Black) 650 300 150 10000 10000 
 
Table 6.6  Disassembly yield rate of cores and intermediates 
Parent part Child part Yield|W Yield|N 
Phone (Core) Top screen assembly 1 0.333 
 Dock connector assembly 1 0.741 
 Rear panel assembly 1 0.600 
 Logic board  1 0.793 
 Camera 1 0.787 
 Battery 1 0.792 
Top screen assembly Digitizer 1 0.380 
 LCD screen 1 0.545 
 Ear speaker 1 0.718 
 Frame 1 0.804 
Dock connector assembly Antenna 1 0.587 
 Charger port 1 0.365 
 Ringer/speaker 1 0.606 
 Microphone 1 0.587 
Rear panel assembly Rear casing  1 0.407 
 Headphone jack assembly 1 0.478 
 WiFi Antenna 1 0.496 




out component sharing was necessary. Therefore, a set of four smartphones that share no components 
(Reference case in column 5 in Table 6.7) was analyzed in addition to the high-sharing family design 
(Family 1) described in Table 6.4, using equivalent parameters and assumptions. In addition, two families 
of smartphones with limited sharing are also derived and compared to examine how the degree of sharing 
influences the optimization result. One family (Family 2) shares only the digitizer and LCD screen across 
all product variants, and the other one (Family 3) shares the microphone only.  
The optimization results from the four different cases are shown in Table 6.7. Table 6.8 shows the 
optimal amount of cores to take back in each case. Due to the limitation of space, a complete set of opti-
mization results is presented only for the high-sharing design in Table 6.9. Figure 6.4 is presented to help 
in understanding the table. It graphically represents some of the results in Table 6.9, specifically the re-
Table 6.7  Optimization result (objective value = cost‒revenue)  











Cost in total 50193370 50413117 50454510 50411329 
Take-back 35428200 35590450 35590420 35590420 
Data scrubbing 433395 433358 433358 433358 
Core conditioning  36804 30000 30000 30000 
Disassembly 516793 519440 519976 519441 
Part conditioning 694243 614578 611375 616448 
New part procurement 12507263 12652324 12696412 12648694 
Reassembly 476674 472969 472970 472970 
Software upgrade 100000 100000 100000 100000 
Disposal 0 0 0 0 
Revenue in Total 70494557 68944233 68843196 68788606 
Recycling 64017 74574 75056 75104 
Reuse 12580000 12788185 12686640 12632003 
Reconditioning 18830540 17061474 17061500 17061500 
Refurbishment 39020000 39020000 39020000 39020000 
Objective value [$] ‒20301186 ‒18531117 ‒18388687 ‒18377277 
ROI (Return on Investment) 40.45% 36.76% 36.45% 36.45% 
 
Table 6.8  Optimal number of core to take-back 
 Working Core Non-Working Core 
 Family 1 Family 2 Family 3 Reference Family 1 Family 2 Family 3 Reference
Phone 1 (8GB, Black) 20000 19999 20000 20000 65548 64700 64701 64701
Phone 2 (16GB, Black) 20000 20000 19999 19999 72103 72103 72101 72101
Phone 3 (16GB, White) 20000 20000 20000 20000 72103 72103 72104 72104
Phone 4 (32GB, Black) 9176 10000 10000 10000 10000 10000 10000 10000




sults related to all cores, the front screen assembly, and the components that compose the front screen as-
sembly.  
From the optimization results, three implications are obtained as follows: 
 Result 1: Family 1 is the most profitable design among the four cases. In Table 6.7, all four cases 
present negative objective values, which implies that the end-of-life management can be a profit-
able business in all cases. Especially, Family 1 shows the smallest objective value (i.e., the largest 
profit) among the four cases. This means that Family 1 can support end-of-life management, and, 
once adopted, the profit is expected to increase by 1.9 million dollars.  
 Result 2: Family 1 allows the most efficient end-of-life management among the four cases. The 
 
Figure 6.4  Graphical representation of the part of the optimal solution 
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last row of Table 6.7 presents the return on investment (ROI) of each case. ROI denotes the ratio 
of net profit relative to the cost, and the higher, the better. The ROI for Family 1 is the highest, 
which means that Family 1 can obtain more profit with the same investment. 
 Result 3: Maximum profit and ROI increase as the degree of component sharing increases. Fami-
ly 1 has the highest degree of component sharing, while the reference case has no sharing. Fami-
lies 2 and 3 are in between these two. The four cases demonstrate that the maximum profit and 
ROI increase with the degree of component sharing. The results also indicate that the identity of 
the components that are shared is also an important factor affecting the profitability. For example, 
even though the microphone is shared in Family 3, the profit and ROI do not change much. Mi-
crophone and its parent intermediate (i.e., dock connector assembly) are the cheapest parts in a 
smartphone; although Family 3 encourages reuse of these parts (rather than material recovery), 
the revenue from the increased reuse is too small to make any significant difference in total profit. 
However, when the digitizer and LCD screen are shared in Family 2, the profit increases more 
significantly. Family 2 facilitates reuse of digitizers and LCD screens, which are the most high-
priced components along with logic boards.  
 
The discussion up to now has been focused only on the economic perspective. Table 6.10 inter-
prets the same optimization results from a different viewpoint, i.e., material flows. Comparing the four 
cases gives the following implications:  
 Result 4: Family 1 requires less new resources to retrieve maximum profit from the same amount 
of input material. The table shows how much material must be input to the recovery system to ob-
tain maximum profit. Family 1 shows superiority here as well. It uses a smaller amount of new 
resources. From an environmental perspective, less new material is usually more desirable. How-
ever, it is hard to conclude that the higher degree of sharing is always better in terms of saving re-
sources. Families 2 and 3 require more weight of material than the reference case. (Also, Family 
3 is worse than the reference, even in the net profit per unit weight.) This is due to higher reuse 
rate of parts. In other words, more reusable parts are available due to higher interchangeability in 
product family compared to the reference case. In turn, the remanufacturer may use more material 
to manufacture more second-hand products for higher profit.     
 Result 5: Family 1 supports end-of-life management to be more effective. First, Family 1 enables 
core management in a better way. From the environmental standpoint, reuse, reconditioning, and 
refurbishment are regarded as better options than material recycling. In this regard, Family 1 is 
superior to the others. Table 6.10 shows how the input material is processed in each design case. 
For Family 1, a greater percentage of material is reused, reconditioned, and refurbished than for 
the other cases. Second, Family 1 allows the retrieval of a greater value from the same amount of 
material. The last row of Table 6.10 shows net profit per pound. Family 1 shows the best perfor-








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Family 1’s superiority is the result of high interchangeability of its components. Thus, Family 1 
can reduce take-back and part procurement costs while increasing recovery revenue. As shown in Table 
6.5, Phone 4, which has 32 GB of memory and is black in color, is the most profitable phone to refurbish. 
The unit net profit obtained from refurbishment is higher than it is for other variants. In addition, the cur-
rent setting of parameters assumes a large market demand for a refurbished Phone 4. (The demand for 
every core and part is listed in the last column of Table D1 in the Appendix.) However, Product 4, the 
most preferred core to refurbish, is also the most difficult one to refurbish. Not only is it expensive to 
take-back, but the core availability is too low to satisfy the demand. While the demand for refurbished 
Phone 4 is 50,000, there are only 20,000 cores available, including working and non-working cores. 
Therefore, spare parts must be purchased to meet the demand.  
In the case of Family 1, a company can utilize other phones to refurbish Phone 4. Because Prod-
uct 1 is the least expensive core, it would be an excellent substitute for Product 4. Accordingly, as pre-
sented in Table 6.8, the optimal take-back plan for Family 1 involves less take-back of working Product 4 
along with more take-back of non-working Product 1.  
In addition to the cost reduction in product take-back and parts procurement, increased revenue 
for reconditioning is also examined. Since other phones take the place of Phone 4 in providing parts for 
refurbishment, the company can keep some of the available Phone 4 for other purposes without sacrific-
ing refurbishment. Specifically, the company can recover Product 4 by the second most profitable way; 
i.e., reconditioning, which increases the overall recovery revenue. 
 
Table 6.10  Material input-output flow 
  Family 1 Family 2 Family 3 Reference 
Input Take-back 85000 85000 85000 85000 
New part spare 13128 16529 16545 16454 
Output Disposal 0 (0.00%) 0 (0.00%) 0 (0.00%) 0 (0.00%) 
Recycling 21482 (21.89%) 26717 (26.31%) 26910 (26.50%) 26983 (26.58%) 
Reuse 17988 (18.33%) 18192 (17.92%) 18016 (17.74%) 17916 (17.65%) 
Reconditioning 20554 (20.95%) 18516 (18.24%) 18516 (18.23%) 18516 (18.24%) 
Refurbishment 38104 (38.83%) 38104 (37.53%) 38104 (37.52%) 38104 (37.53%) 
Sum of weight (lb) 98128 101529 101545 101454 
Net profit per pound 206.88 182.52 181.09 181.12 
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6.6   A Look Back and a Look Ahead 
End-of-life management is regarded as a problem of multiple cores with commonality. In order to im-
prove the profitability of end-of-life management, a manufacturer should make commonality decisions in 
product family design by considering their influences on product take-back and end-of-life recovery. To 
help manufacturers make the best decisions, an optimization method was developed for assessing product 
family designs for their profitability in end-of-life management. Using mixed integer programming, the 
model identifies an optimal strategy for product take-back and end-of-life recovery, thereby assessing the 
maximum profits for the product family during the end-of-life stage. The profit value can be used as a 
quantitative measure to evaluate product family design. By applying this method in the design stage, 
manufacturers can assess various product family designs and choose the best one.     
An example with a smartphone family illustrates how to apply the proposed model and how it 
supports decision making in product family design. The study results demonstrate that product family 
design can be a means of improving the profitability of end-of-life management. When multiple products 
are designed to have common components, their profit outweighs the reference case products in which no 
components are shared. Moreover, the superiority is examined not only in the magnitude of profit, but 
also in the return on investment. The results also imply that the profit monotonically increases with the 
level of component sharing, but the increasing amount differs from case to case, depending on the shared 
parts. Finally, the results show that product family design has potential to support a more environmentally 
conscious product recovery. The high-sharing smartphone family produces greater value for the company 
from the same amount of material. Also, it requires a smaller amount of new material to achieve the max-
imum profit.     
The economies of scale in recovery operations can be incorporated in the model in the future. As 
component commonality increases, the necessary tools, the required worker skills, and the time required 
for set-up can decrease in various recovery operations (e.g., disassembly, conditioning, part purchasing, 
warehousing, and reassembly). However, in the current model, the economies of scale are excluded from 
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consideration by assuming unlimited facility capacity and by assuming constant unit cost for every opera-
tion. Uncertainty is also an important aspect because many parameters, which are assumed to be deter-
ministic in this chapter, are stochastic in reality. The proposed model is one of the first attempts to exam-
ine product family design from the end-of-life point of view, thus using mixed integer programming was 
a natural choice; it is simple and provides a great foundation for a variety of studies in the future. Howev-
er, uncertainty in real-world decisions must be considered in the assessment to find an optimal family de-
sign that is robust in handling possible changes. Future work should include the development of a sto-
chastic model that can deal effectively with such uncertainties. Finally, an integrated approach should be 
developed in the future that considers both end-of-life stage and design and manufacturing stages. Com-
bining the proposed model with traditional family design approaches will lead to a more advanced 




Chapter 7.  Modeling Time-Varying Value of End-of-
Life Recovery6  
The residual value of an end-of-life product, which changes over time, is a critical factor for the success 
of remanufacturing. This chapter addresses the issue about which little is known, i.e., how to estimate the 
expected residual value given that the potential economic value of an end-of-life product is an essential 
input to solve many remanufacturing problems. This chapter presents a quantitative model for estimating 
the time-varying economic value of an end-of-life product. Considering two major value depreciation fac-
tors, i.e., technological obsolescence and physical deterioration of constituent parts, the model estimates 
the residual value of an end-of-life product from a (re)manufacturer’s perspective. The model has various 
applications to decision making for remanufacturing, including Design for Remanufacturing and planning 
remanufacturing strategies. The model can be used to identify the conditions under which remanufactur-
ing becomes more profitable than new production. This chapter describes the model that was developed 
and its potential applications using the desktop computer as an example. [33, 222] 
7.1   Introduction 
Since environmental awareness among the general population and the promulgation of environmental 
legislation have increased worldwide, industries and businesses have become much more focused on re-
ducing the adverse environmental impacts of their products. Remanufacturing can make a significant con-
tribution this effort. If remanufacturing is well planned and managed appropriately, it can achieve both 
economic profitability and environmental improvements. 
For successful remanufacturing, it is important for (re)manufacturers to evaluate and improve the 
potential profitability. Understanding the residual value of an end-of-life product is essential to this end. 
 6 Reprint, with permission, from Kwak and Kim (2011) [33].  
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More specifically, the reusable parts of a product at the end of its life must be identified, and their market 
value must be estimated, both ahead of time. Only when such information is determined, can 
(re)manufacturers make informed and effective decisions concerning the product design and recovery 
strategy, e.g., which product design to choose and how to further improve it for remanufacturing, when to 
take back end-of-life products, whether or not to remanufacture a product, and which part to reuse in the 
remanufacturing process and which part to replace or upgrade, and what price should be placed on a re-
manufactured product. However, little is known about how to estimate residual value, which presents a 
serious challenge to the remanufacturers’ decision making.  
This chapter presents a quantitative model for estimating the residual value of an end-of-life 
product with the aim of assisting (re)manufacturers’ decision making. The residual value of a product var-
ies (in most cases, decreases) depending on when the product reaches its end-of-life status, and the depre-
ciation depends significantly on the product’s characteristics, such as the rate at which its constituent parts 
approach technological obsolescence, the degree of technological obsolescence the parts have attained, 
the reliability of parts, and the trend of market prices for the parts. The model proposed in this chapter 
introduces these characteristics into the value estimation. The model considers two major value deprecia-
tion factors, i.e., technological obsolescence and physical deterioration of constituent parts, and it esti-
mates the economic value of an end-of-life product from the (re)manufacturer’s perspective.  
The model has various applications to decision making for remanufacturing, and two of the appli-
cations are presented in this chapter. First, the model can help designers achieve Design for Remanufac-
turing and Design for Lifecycle. The model shows the potential residual value of the current product de-
sign as well as which parts are likely to be reusable at the end of the product’s life. Designers can use the 
results in improving their product’s remanufacturability and optimizing the product design from a lifecy-
cle perspective. Second, the model assists with the development of a remanufacturing strategy. Since it 
helps evaluate the profitability of remanufacturing strategies, (re)manufacturers can investigate the best 
plan ahead of time including when and how to take back their end-of-life products and which recovery 
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strategy to explore. Specifically, the model can identify the conditions under which remanufacturing be-
comes more profitable than new production. 
 This chapter illustrates the model and its potential applications, using the example of desktop 
computers. It should be noted that the decision makers under consideration are (re)manufacturers whose 
interest is in reusing or reselling the parts from an end-of-life product. If a part is not functioning well or 
is not needed, they may send it to a third-party recycler for material recovery. However, the profit that 
(re)manufacturers acquire from recycling is assumed to be negligible.  
The rest of the chapter is organized as follows. Section 7.2 presents the model used to estimate 
the time-varying value of an end-of-life product. Sections 7.3 and 7.4 describe potential applications of 
the model for improving product designs and planning remanufacturing strategies, respectively. Section 
7.5 provides a summary of the chapter and suggests future research.  
7.2   Time-Varying Residual Value of End-of-Life Products 
Understanding the time-varying value of an end-of-life product is important in planning and optimizing 
remanufacturing decisions. This section presents a quantitative model for estimating the time-varying 
value of an end-of-life product.  
7.2.1  Overview 
The value of a product varies over time. In other words, the product experiences technological obsoles-
cence and/or physical deterioration, which in turn depreciates its value. In the previous literature, several 
approaches have been presented to model the time-varying value of a product [16, 94-100]. As in the pre-
sent study, most of these studies considered both technological obsolescence and physical deterioration in 
estimating the value of a product.  
The current value model is distinguished from the previous studies in two ways. First, most of the 
previous approaches evaluated the product value from the customer’s standpoint. As a result, their as-
sessments require more or less subjective and qualitative inputs from consumers or experts. In contrast, 
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the present model focuses on the economic value of a product from the manufacturer’s standpoint. Second, 
although some approaches estimated the market value (Ferrer (1997) [16] and Guide et al. (2006) [94]), 
they linked the time directly to the product’s (or part’s) value using functions such as ( ) (0) aV t V t   or 
( ) (0) atV t V e  , where ( )V t  is the value at time t, and a is the product-specific parameter that represents 
the speed of depreciation. The current model clarifies the link and proposes a more generic means of es-
timating value. It starts with modeling how product design characteristics (component’s time-dependent 
characteristics) change with time, and, then, it estimates the influences of these changes on the residual 
value.  
A product can be regarded as a combination of parts. Here, the term “part” refers to any decom-
posable component of a product. The remanufacturing process under consideration starts with the disas-
sembly of end-of-life products into parts. After disassembly, the resulting parts are sorted by type, rather 
than based on its parent product, and it is determined whether they are reusable or not [113]. Reusable 
parts are stocked for reuse in production or resale to the market, and non-reusable parts are shredded and 
recycled as raw materials.  
As can be seen in the description above, a product loses its original identity at the end of its life as 
it changes back into a group of parts. Therefore, it is reasonable to define the residual value of a product 
as the sum of the residual values of its parts. First, a model for the time-varying value of an end-of-life 
part (i.e., a used part disassembled from an end-of-life product) is presented, and, then, a model for an 
end-of-life (whole) product is presented. For purposes of illustration, the product chosen was desktop 
computers. The basic notation used in the models is described in Table 7.1. 
Each part has its own lifetime characteristics. To be specific, each part deteriorates physically or 
functionally at its own speed and degree. For instance, computer CPUs are known to be extremely reliable, 
but easily become obsolete due to the frequent advent of successive, better-performing models. In contrast, 
optical drives (e.g., CD-ROM, DVD drive) are relatively less reliable, but they change less frequently 
from a technological perspective. Market conditions also vary for different parts. Some parts can have 
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greater value than others depending on the size of the market and the consumers’ perceptions of used 
parts or their willingness to buy used parts. For example, consumers might be willing to buy a used CPU 
or graphic card, whereas they would less likely to buy a used chassis. The part-value model in this paper 
estimates the (expected) economic value of a part based on these part characteristics. It consists of two 
sub-models that address two major depreciation factors, i.e., technological obsolescence and physical de-
terioration.  
7.2.2  Technological Obsolescence and Market Value  
The model uses the concept of generational difference, δi (t), to model the technological obsolescence of 
an end-of-life part. The generational difference of a part is the gap between its generation and that of the 
cutting-edge part (i.e., maximum generation). As time proceeds, the generational difference of a part in-
Table 7.1  Mathematical notation for value estimation 
Notation Description 
i  Parts for product; index i I  
t  Returning year; time when the product reaches its end-of-life and returns for recovery 
( )eolproductV t  Residual value of an end-of-life product at its end-of-life time t 
( )eoliV t  Residual value of a used part i at time t 
( )eolproductPV t  Residual value of an end-of-life product at time t in present value 
( )eoliPV t  Residual value of a used part i at time t in present value 
( )eoliM t  Market value of a unit of used, subject part i at time t 
,max ( )
eol
iM t  Market value of a unit of used, cutting-edge (i.e., max-generation) part i at time t 
,max ( )
new
iM t  Market value of a unit of new, cutting-edge part i at time t 
( )iR t  Reliability of part i for time period [0, t] 
( )i t  Generational difference of the used, subject part i at t 
( )i t  Number of successive generations of part i being newly released in the market for [0, t] 
, ( )i nP t  Probability that ( )i t n   
i  Market value discount for used part i relative to new part i 
i  Market value trend (i.e., increasing, decreasing, or static) for part i; yearly rate 
i  Parameter for exponential value depreciation due to technological obsolescence 
i  Average frequency per year in which a successive generation of part i newly released 
  Minimum mean-time-to-failure (MTTF) required for a reusable part 
i  Constant failure rate for part i 




creases. Therefore, the generational difference indicates, in terms of the technology, how obsolete a part is 
compared to the cutting-edge part. 
It is common for the value of a formerly cutting-edge part to drop significantly, due to the release 
of a successive model with better performance. The more often that successive models enter the market, 
the less the value of that part becomes. Figure 7.1 shows that such a decreasing trend of part’s value can 
be represented by an exponential depreciation model with a constant parameter i .  
Figure 7.1 is a snapshot of market value trends for used hard drives, obtained from a US e-waste 
recovery company [186]. Figure 7.1(a) represents the value trends in terms of the performance, specifical-
ly, storage size for hard drives. Figure 7.1(a) is redrawn in Figure 7.1(b) using the concept of part genera-
tion. Generation numbers are assigned from 1 to 12, starting from the lowest-performing part (i.e., the 
oldest) to the cutting-edge part with the highest performance (i.e., the latest). Then, the oldest and the lat-
est parts correspond to the maximum (i.e., 11 = 12-1) and minimum (i.e., 0 = 12-12) generational differ-
ences, respectively. The figure reveals that the part’s market value depreciates exponentially from the 
maximum market value (of the latest part) as the generation number decreases. In other words, the part’s 
market value exponentially depreciates by its generational difference. Although not shown in this paper, 
other parts of a desktop computer also show similar trends, regardless of whether they are new or used.  
The exponential value depreciation can be modeled by Equation (7.1) by the degree of deprecia-
 
Figure 7.1  Example of exponential value depreciation: used hard drives 
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tion and generational differences. In this model, successive generations are always assumed to be more 
advanced and, thus, more valuable than the previous generations. Also, both new and end-of-life parts are 
assumed to have identical exponential depreciation trends with a constant parameter, i , which can be es-
timated by the least-squares method. For the hard drives in Figure 7.1, an i  of 0.1717 was obtained with 
an R2 of 0.9437. New and end-of-life parts, however, have different market values, due to the value dis-
count for a used part relative to a new one, which is represented by αi. 
 
 ( ) ( ),max ,max( ) ( ) ( )i i i i
t teol eol new
i i i iM t M t e M t e
           (7.1) 
 
Once parameter i  is obtained, it is possible to estimate the future value of a part, with the as-
sumption that i  will not change during the time period under consideration. Equation (7.1) is used in the 
value estimation, along with Equations (7.2) and (7.3) which address the market value trend and genera-
tional difference, respectively.  
There could be an industry-wide trend in the market value for a part. Taking the computer indus-
try as an example, the original retail price of computers continues its decreasing trend, despite dramatic 
improvements in technical specifications. As shown in Chapter 4, the average laptop price was $3,000 in 
1999, and $720 in 2009. Likewise, the market price of a part can have increasing, decreasing, or static 
trends. Equation (7.2) represents such trends using πi.  
Equation (7.3) calculates the generational difference of part i at time t by adding the current gen-
erational difference (i.e., δi(0)) and the total number of future generations that will appear by time t (i.e., 
γi(t)). Since γi(t) is a stochastic process representing the total number of new generations that occur by 
time t, it can be assumed to be a Poisson process having rate μi, where μi denotes the average frequency 
per year with which a successive generation of part i is newly released. Accordingly, the number of new 
generations by time t is Poisson distributed with a mean of μit, and Equation (7.4) is obtained [223]. Sub-
sequently, the mean market value of an end-of-life part can be estimated by Equation (7.5). 
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 ,max ,max( ) (0)i
tnew new
i iM t e M
   (7.2) 
 ( ) (0) ( )i i it t     (7.3) 
 , ( ) { ( ) } ( ) ,     0,1,2,!
it
n
i n i i





     (7.4) 
 ( (0) ),max ,
0
( ) ( ) ( )i i neol newi i i i n
n
E M t M t e P t   

        (7.5) 
7.2.3  Physical Deterioration and Residual Value of an End-of-Life Part 
Understanding the reliability of a part is a common and essential step in evaluating its end-of-life residual 
value. Reliability is the probability that a part will survive successfully to age t [8]. When a constant fail-
ure rate i is assumed, the reliability of a part i is generally defined by Equation (7.6).  
 
 ( ) i tiR t e
   (7.6) 
 
Reliability gives an estimate of the number of surviving parts at t. However, reliability does not 
necessarily indicate that all surviving parts are reusable. As Anityasari and Kaebernick (2008) [224] 
pointed out, the reusability of an end-of-life part must be decided based on the probability of its surviving 
during the second life. To address this point, this chapter introduced the concept of a reusability threshold 
θ which represents the minimum mean-time-to-failure (MTTF) required for an end-of-life part to be ap-
proved as reusable. Then, the reusability of a part i is defined by Equation (7.7). Throughout the chapter, 
it was assumed that all parts have a three-year threshold (e.g., PC industry). In other words, a 
(re)manufacturer can reuse or resell only a part that is expected to survive at least three more years.   
 





R tR t R t R t e
R t
        (7.7) 
 
The (mean) residual value of an end-of-life part i is defined by Equations (7.8) and (7.9) in which 
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the reusability of the part is multiplied by the expected market value. In these equations, non-reusable 
parts are not included because it is assumed that their economic value to the (re)manufacturer is zero. In 
general practice, non-reusable parts are sent to third-party recyclers for material recovery. The recyclers 
may pay (re)manufacturers for a non-reusable part, but, in this paper, the assumption was made that the 
amount is insignificant. Therefore, the present model only considers reusable parts and their market value. 
However, if the value from material recovery is significant, Equations (7.8) and (7.9) can be modified to 
form Equations (7.10) and (7.11), respectively, where Si (t) denotes the unit value from material recovery 
of a part i. Equations (7.12) and (7.13) discount the future value into the present value (i.e., at time 0).  
Here, r is an interest rate with continuous compounding, i.e., $1 deposited at rate r with continuous com-
pounding grows to ert at time t.  
 
 ( ) ( ) ( )eol eoli i iV t R t M t    (7.8) 
 ( ) ( ) ( )eol eoli i iE V t R t E M t          (7.9) 
 ( ) ( ) max  ( ( ), ( )) (1 ( )) ( )eol eoli i i i i iV t R t M t S t R t S t         (7.10) 
 ( ) ( ) max  ( ( ), ( )) (1 ( )) ( )eol eoli i i i i iE V t R t E M t S t R t S t               (7.11) 
 ( ) ( )eol eol rti iPV t V t e
   (7.12) 
 ( ) ( )eol eol rti iE PV t E V t e
         (7.13) 
7.2.4  Time-Varying Value of an End-of-Life Product 
The residual value of a product is defined as the sum of the residual values of its parts, as indicated in 
Equations (7.14) and (7.15). Similar to the residual value of a part, the residual value of an end-of-life 
product can be adjusted to the present value by Equations (7.16) and (7.17). 
 
 ( ) ( )eol eolproduct i
i I
V t V t

   (7.14) 
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 ( ) ( )eol eolproduct i
i I
E V t E V t

        (7.15) 
 ( ) ( )eol eol rtproduct productPV t V t e
   (7.16) 
 ( ) ( )eol eol rtproduct productE PV t E V t e
         (7.17) 
 
For illustration, the developed model was applied to a mainstream desktop computer ‘Desktop X’ 
in Table 1. The reliability parameters were assigned based on previous literature [225] and on an online 
product-review website (www.pcworld.com [226]). Market data for i  and μi were obtained from Chapter 
4 as well as online marketplaces and price comparison portals, such as ebay.com and pricewatch.com. 
However, it should be noted that the data used for this paper are just for illustration, and additional data 
collection and calibration are needed to be representative of industry.  
Table 7.2  Exemplary product information: Desktop X 
Part i i  i  i (0)i i i  ,max (0)newiM
CPU 0.0018 0.6733 0.5 0 0.75 0.00 175 
RAM 0.0147 0.8378 1 0 0.65 0.00 50 
Motherboard 0.0302 0.6733 0.5 0 0.65 0.00 150 
Hard drive 0.0633 0.1717 2 0 0.65 0.00 120 
Graphic Card 0.0390 0.2883 2 0 0.70 0.00 100 
Optical Drive 0.1372 0.8088 0.5 0 0.70 0.00 80 
Chassis 0.0438 0.1500 0.2 0 0.20 0.00 75 
 
 
Figure 7.2  Value depreciation of Desktop X’s end-of-life parts:  
(a) Mean residual value and (b) mean residual value ratio 
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To incorporate the uncertainty from the Poisson process γi(t), a simulation was conducted that 
varied the return time t from 0 to 15 years. (As a reminder, return time is the time between when the 
product was manufactured or sold and when it reaches the end of its life and is returned to the 
(re)manufacturers). For simulation, a software product entitled Risk Solver Platform for Excel was used 
throughout the work. The results are shown in Figure 7.2. All values in the figure are mean values from 
5,000 trials each and have been adjusted to the present values (t = 0). Referring to the federal funds rate 
trend, r = 0.03 was applied for the adjustment. 
Figure 7.2(a) shows how the mean residual value of an end-of-life part varies as the returning 
year t changes and shows the comparative values of the parts at year t. Figure 7.2(b) represents the mean 
residual value ratio, i.e., the ratio of the mean residual value to the value of the original part (i.e.,
(0)
,max(0) (0) i i
new new
i iM M e
    ). It helps compare different parts with respect to the speed at which their 
values depreciate. Under the current setting, RAM and the graphics card lose their values so rapidly that 
only $1.50 and $3.60, respectively, remain if the product returns at year five. This amounts to less than 5% 
of their original values of $50 and $100, respectively. The next fastest depreciation was determined to be 
for the optical drive and the hard drive. Only 5-7% of their original values remain when t = 5. The CPU 
and motherboard show relatively gradual depreciation. When the product returns after five years, approx-
imately 19% and 13%, respectively, of their original value can be recovered. The chassis loses more than 
80% of its initial value, because people rarely choose to purchase a used chassis. However, afterwards, its 
value depreciates slowly, maintaining some value for a long lifetime.    
One interesting point is that the ranking of the parts in terms of residual value can change depend-
ing upon t. For instance, the graphic card is more valuable than the optical drive if t  ≤ 4, but the opposite 
is true if t > 4. The chassis is the least valuable part at the beginning, but it becomes the most valuable 
part when the product is more than 14 years old. These results imply that the parts that are worthwhile 
recovering depend largely on the return time t.  
Figure 7.3 shows how the mean residual value and the residual value ratio of an end-of-life 
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Desktop X change over time. The second y-axis on the right side represents the mean residual value ratio, 
when the original product value was $750. If a product is returned at the end of the fifth year, the desktop 
computer retains about $77 of its original value, which corresponds to a residual value ratio of 0.103. If 
the product is more than 10 years old, the residual value becomes less than $20, which is less than 2.7% 
of its original value.  
7.3   Application to Design Improvement  
The developed model can be used in the design stage to evaluate and enhance product design from vari-
ous lifecycle perspectives. In this section, two applications are discussed, i.e., Design for Remanufactur-
ing and Design for Lifecycle.  
7.3.1  Design for Remanufacturing 
Design for Remanufacturing is an engineering design method that aims to improve remanufacturing by 
means of initial product design. It starts from the idea that incorporating remanufacturing concerns in the 
original designs of products can play a key role in avoiding many economic and environmental problems 
after the products reach their end-of-life stage [2]. One goal of Design for Remanufacturing is to maxim-
ize profit from remanufacturing. The value model proposed in this paper can help designers implement 
Design for Remanufacturing and enhance a product’s expected remanufacturing profit.  
 
Figure 7.3  Residual value and residual value ratio of Desktop X 
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First, the developed model provides a performance measure to evaluate product design alterna-
tives. To improve product design, designers must be able to assess the current performance of the product 
and the impact of their design decisions on it. Once they have such capability, they can determine ways to 
improve the current design. Likewise, to implement design for remanufacturing, designers must be able to 
assess the expected residual value corresponding to a design alternative. Only if such information is avail-
able can they research ways to improve the residual value and/or better ways to recover the value. The 
developed model provides a link between design decisions and the residual value. Designers can estimate 
the expected economic value of a product and use the information as a measure for design performance.   
In addition, the model helps clarify the cause(s) of each part’s value depreciation (physical dete-
rioration and/or technological obsolescence) and provides insights for design improvement. During the 
value estimation, the model assesses the technological obsolescence and physical deterioration of each 
part at a given returning time t, using the generational difference (i.e., δi(t)) and non-reusability (i.e., 
1 ( )iR t w  ). As shown in Figure 7.4, the results can be plotted on a two-dimensional map for a certain t. 
For instance, if t = 7, the CPU is plotted on point (0.018, 3.5) since its generational difference and physi-
cal deterioration at t = 7 are expected to be 3.5 (= δi(t)) and 0.018 (= 1 ( )iR t w  ), respectively.  
The plot helps identify the problems of each part and provides insights for design improvement. 
 




For example, it is expected that the generational difference of the graphic card at t = 7 is 14 on average, 
while its physical deterioration is less than 30%. If a remanufactured product requires better specifications 
with the generational differences less than 14, (re)manufacturers may not be able to reuse the part even 
though it is functioning well physically. If possible, (re)manufacturers should find a way to slow down 
the technological obsolescence of the graphics card. Another way is to design a product (or the other parts) 
to be more compatible with a better graphics card, while making the original graphics cards easy to resell 
in the second-hand market. The optical drive shows the opposite case from the graphics cards, where the 
physical deterioration is critical. For such a part, design should focus on extending the physical lifetime of 
the product by improving reliability and supporting easy maintenance and repair. 
The model also enables disassembly planning and Design for Disassembly. Disassembly is the 
process of separating a product into its constituent parts, which plays a crucial role in remanufacturing. 
Unlike the assembly process that has to be performed completely, disassembly is usually performed only 
for parts with a high residual value, since such partial disassembly is often more profitable than complete 
disassembly [119, 124]. Therefore, it is important to know a priori which parts will be more valuable than 
the others at the end-of-life stage.  
As shown in Figure 7.2, the developed model gives an estimate for each part’s residual value 
when a specific returning time t is given. Those value estimates clarify which parts are worthwhile to dis-
assemble, e.g., if a product is likely to return at the end of fifth year, the CPU and the motherboard might 
be good candidates for disassembly since they are likely to retain high residual value; in contrast, disas-
sembling the RAM seems unreasonable in that only a very small value (i.e., $1.5) is expected, which 
might be insufficient to offset the required cost. Likewise, residual value information from the model en-
ables planning of the disassembly a priori at the design stage and tailoring the product design according to 
the disassembly plan. Many studies have been conducted for disassembly planning and Design for disas-
sembly. Although most of them have used the (expected) residual value information of the target product 
in decision making, they have not discussed how to obtain estimates of the residual value. The current 
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value model in this work is expected to complement those previous methods in this area.     
7.3.2  Design for Lifecycle: Part Selection for Maximizing the Lifecycle Value   
Because different parts have different lifetime characteristics, the parts that are included in a product af-
fect the initial production and the end-of-life stage. Therefore, designers must choose the best combina-
tion of parts so the total profit from the product’s lifecycle can be maximized. In this section, a mathemat-
ical model is presented that can be used to determine the optimal combination of parts from the lifecycle 
perspective. The model maximizes the expected lifecycle profit, i.e., the summation of initial production 
cost (negative), sales price, and end-of-life residual value. For simplification, the sales profits are assumed 
to be fixed and identical for any combination. In other words, consumers do not recognize the difference 
between alternative parts. Then, the problem is defined as shown in Table 7.4, which is formulated by 
Equations (7.18) - (7.20).    
In this example, the current design is equipped with the newest parts. Therefore, for all parts, 
(0) 0i   and ,max(0) (0).new newij ijM M Assuming returning time to be t = 7, the problem is solved; the optimal 
solution is shown in the last column of Table 7.3. For example, the solution shows that CPU 2 must be 
chosen out of the three alternatives.  
 minimize    (0) ( )new eol rtij ij ij ij
i j i j
M x E V t x e        (7.18) 
 ubject  to   1          ij
j
s x i   (7.19) 
  1 3 ; 0 1          ,j j ijx x x , i j    (7.20) 
Table 7.3  Problem statement 
Item Description 
Given Part alternatives and their current value and lifetime characteristics (Table 2) 
Distribution of returning year t 
Find An optimal combination of parts 
Subject to Only one alternative j is chosen for each part type i (Equation (7.19)). 
The CPU and motherboard must be compatible with each other (Equation (7.20)).  
Minimizing Production cost of a product less its expected end-of-life residual value 
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Table 7.4  Design for lifecycle: finding an optimal part mix 
Part i j i  i  i (0)i α i ,max (0)newijM  x Decision 
CPU 1 0.01 0.50 0.5 0 0.75 0.05 150 x11 0 
 2 0.03 0.50 0.5 0 0.75 0.05 150 x12 1 
 3 0.03 0.70 1 0 0.75 0.05 145 x13 0 
RAM 1 0.01 0.75 1 0 0.65 0.05 50 x21 0 
 2 0.02 0.75 1 0 0.65 0.05 35 x22 1 
Motherboard 1 0.03 0.40 0.5 0 0.65 0.05 150 x31 0 
 2 0.05 0.40 0.5 0 0.65 0.05 100 x32 1 
 3 0.05 0.60 1 0 0.65 0.05 120 x33 0 
Hard Drive 1 0.05 0.15 2 0 0.65 0.05 100 x41 1 
 2 0.03 0.15 2 0 0.65 0.05 120 x42 0 
Graphic Card 1 0.05 0.20 2 0 0.70 0.00 110 x51 0 
 2 0.05 0.40 2 0 0.70 0.00 100 x52 0 
 3 0.05 0.20 3 0 0.70 0.00 100 x53 1 
Optical Drive 1 0.10 0.80 0.5 0 0.70 0.05 80 x61 0 
 2 0.15 0.80 0.5 0 0.70 0.05 75 x62 1 
Chassis 1 0.05 0.15 0.2 0 0.20 0.00 50 x71 1 
 
7.4   Application to Planning the Remanufacturing Strategy 
In addition to design improvement, the model assists in planning the remanufacturing strategy by identi-
fying a more profitable way to recover the end-of-life product’s residual value. Since the value model 
helps evaluate the profitability of remanufacturing strategies, (re)manufacturers can investigate the best 
remanufacturing strategy including when and how to take back their end-of-life products and which re-
covery strategy to explore.  
7.4.1  Planning Product Take-Back 
The model can be used in planning product take-back. To illustrate, suppose that recovering a desktop 
computer costs $25/unit in present value. In Figure 7.3, the residual value of an end-of-life Desktop X be-
comes $25 around eight and half years later; afterwards, the residual value becomes less than $25. Ac-
cordingly, a reasonable take-back strategy is to collect Desktop X at least before it is eight and half years 
old. Similarly, if the processing cost is $45/unit in present value, then Desktop X must be taken back be-
fore it is seven years old.  
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Figure 7.3 also easily yields the upper limit of the buyback price (i.e., the price paid for the end-
of-life product for take-back). For instance, the residual value of a four-year-old desktop computer is 
about $106. When the recovery cost is $25, the maximum buyback price for such a computer is about $81. 
If it costs more, recovery cannot be profitable on average.  
The model enables a reverse way of decision making as well. For instance, suppose that 
(re)manufacturers are interested in only a desktop computer that is less than seven years old. Since the 
residual value of a seven-year-old desktop computer is estimated to be $43, the maximum allowable total 
processing cost (including buyback price) is also $43, which can be used in setting the target costs in 
product and process design for remanufacturing.  
7.4.2  Remanufacturing Decision Making: Remanufacture or Produce a New Prod-
uct? 
To produce a product, (re)manufacturers must pay processing cost, such as cost of (dis)assembling, pur-
Table 7.5  Mathematical notation for value estimation 
Notation Description 
target ( )i t  Generational difference of the target-level part i at t 
1 ( )productC t  Cost of new production without recovery at t 
2 ( )productC t  Cost of new production with part resale at t 
3 ( )productC t  Cost of remanufacturing without part resale at t 
4 ( )productC t  Cost of remanufacturing with part resale at t 
( )spareiC t  Cost of purchasing new, target-level part i in short for remanufacturing at t 
( )reverseC t  Cost of processing an end-of-life product for recovery at t 
( )remaniC t  Cost of reconditioning processes for a unit of reusable end-of-life part i at t 
( )forwardC t  Cost of processing a (re)manufactured product for sale at t 
( )resaleiI t  Income from reselling an end-of-life part i after remanufacturing at t 
1 ( )product t  Profit from new production without recovery at t 
2 ( )product t  Profit from new production with part resale at t 
3 ( )product t  Profit from remanufacturing without part resale at t  
4 ( )product t  Profit from remanufacturing with part resale with part resale at t 




chasing spare parts, and testing. The point is that the processing cost and the profit from selling a 
(re)manufactured product can differ according to what production strategy is used. This section demon-
strates that the developed model can help compare different production strategies, in terms of processing 
costs, profit, and environmental impacts. Table 7.5 describes the additional notation used in the model.  
Assume that a company plans to offer a product with the following target specifications with re-
spect to generational differences: target ( ) {0,  1,  1,  1,  1,  1,  1}.i t  This indicates that the company wants 
to release a product with the newest CPU model with the second-fastest speeds, and a set of previously 
leading-edge technologies (i.e., one generation old), such as RAM, motherboard, and hard drive. The 
company just released Desktop X, which is comprised of all up-to-date parts (i.e., (0) 0,  i i   ), which 
is expected to return at t for recovery. Then, there are four production strategies that the company can 
choose from: 
 New production only (strategy NO): no recovery is conducted. A product is produced with new 
parts only.  
 New production with parts resale (strategy NR): a product is produced using new parts. At the 
same time, recovery is performed to retrieve reusable parts. 
 Remanufacturing only (strategy RO): product recovery is performed. A product is produced by 
reassembling reusable parts from the recovery and new parts where necessary. If any reusable 
parts remain, they are sent to a recycler, resulting in no income. 
 Remanufacturing with part resale (strategy RR): remanufacturing is performed. If any reusable 
parts remain after remanufacturing, they are sold in the second-hand market for additional income. 
 
In this work, two assumptions were used. First, a product is remanufactured only to a product at 
 
Figure 7.5  Mean ratio of reusable parts satisfying the target specifications 
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the same-level or lower level position (i.e., specifications) in the market (i.e., target ( ) (0),  i it i   ). Se-
cond, remanufacturing is performed based on product conformity. In other words, in remanufacturing a 
product, both a target-level part target( ( ) ( ))i it t  and one with an above-target specification 
( target( ) ( )i it t  ) can be used. Accordingly, the mean ratio of the end-of-life part that can be used in 
remanufacturing, i.e., a part that is reusable and also conforms to the target, can be estimated as shown in 
Figure 7.5. Figure 7.5 indicates that reusable parts that satisfy the target generational difference decrease 
as return time t increases, which means that the advantage of remanufacturing over new production also 
decreases over time. 
7.4.2.1  Time-Varying Advantage of Remanufacturing: Cost Perspective 
The four production strategies include different plans for the reuse of parts and purchasing new parts, 
which means their processing costs must differ. The cost of each production strategy can be modeled by 
Equations (7.21) – (7.27). All costs can be adjusted to the present value by multiplying by e-rt. In the PC 
illustration, three types of processing cost are considered, as shown in Table 7.6 [18, 227]. Other parame-
ters are identical to those given in Table 7.2. 
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Table 7.6  Assumptions on processing costs 
Type Recovery processes Cost per unit [$] 
Creverse Sorting and disassembly 4.5 
 Sanitizing hard drive  12 
Cirecond Cleansing and testing a part i 1 
Cforward Reloading software 8 
 Assembling and testing a PC 12 
 
 
Figure 7.6  Time-varying advantage of remanufacturing: cost perspective 
 
Figure 7.6 compares the cost of different (re)manufacturing strategies. Here, all values of πi are 
set to zero, and all cost values are adjusted to the present value. Accordingly, all strategies have decreas-
ing tails as t increases. Figure 7.6 shows that all three strategies involving recovery have significant cost 
advantages over the strategy “new production only,” even though the degree decreases continuously and 
finally disappears as t increases. “Remanufacturing with part resale” incurs the lowest cost in most cases, 
while the order of the other categories change according to t. In the beginning, when t ≤ 1, “remanufactur-
ing only” is better than “new production with part resale;” however, as t increases, the opposite becomes 
true. It is apparent that “new production only” becomes the best strategy when t is very large. It becomes 
more economical than “remanufacturing only” if t ≥ 11. It also becomes more economical than “new pro-
duction with part resale” and “remanufacturing with part resale” if t ≥ 13 and t ≥ 15, respectively. 
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7.4.2.2  Time-Varying Advantage of Remanufacturing: Profit Perspective 
The four production strategies can be compared in terms of expected profit with an assumption that the 
selling prices of new and remanufactured products with target generational difference are as follows: 
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where τ represents the gross margin rate, and β represents the price discounting factor for a remanufac-
 (a) (b) 
 
Figure 7.7  Time-varying profit advantage of remanufacturing when (a) β = 1 and (b) β = 0.8 
 
 





Assuming that τ = 0.25 (i.e., a new product can be sold at the price with 25% gross margin) and 
remanufacturing is instantaneous (i.e., product return, remanufacturing, and the sale of the remanufac-
tured product occur at the same time), Figure 7.7 compares the four production strategies in terms of the 
expected profit, when β is 1.0 or 0.8. As can be seen in Figure 7.7(a), if the remanufactured product is 
sold at the same price as the new product, the previous order of the strategies in Figure 7.6 remains the 
same, i.e., “remanufacturing with part resale” is the best and “new production only” is the worst. Howev-
er, if there is a price discount for the remanufactured product, different results can be expected. In Figure 
7(b), where an 80% discounting factor is applied, the best strategy is changed to “new production with 
part resale” for t ≤ 12. Also, it becomes more difficult for remanufacturing strategies to achieve a profit. 
Profitability is not possible if t ≥ 8 (“remanufacturing only”) or if t ≥ 11 (“remanufacturing with part re-
sale”).  
Figure 7.7 implies that the β value (along with the return time t and whether or not the part is re-
sold)) is a key factor deciding in the best strategy. Then, a point of interest might be the range of β values 
for which remanufacturing is more profitable than new production. Propositions 1 and 2 provide this 
range of values when return time t and the part-resale strategy are known.  
 
Proposition 1. When the target generational difference of target ( )  ( (0),  )i it i    is given and 
there is no part resale, the range of β where remanufacturing becomes more profitable than new produc-
tion is: 
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Proof. When there is no part resale, the profit from new production and the profit from remanu-
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Therefore, when there is no part resale, the range of β where remanufacturing becomes more profitable 
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Proposition 2. When the target generational difference of target ( )  ( (0),  )i it i    is given and part 
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Proof. The profit from new production with part resale and the profit from remanufacturing can 
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Figure 7.8 shows the threshold β values obtained from Propositions 1 and 2. The threshold β val-
ues vary depending on the return year t. The figure indicates that remanufacturing can make more profit 
only if consumers are willing to pay for the remanufactured product more than β of the new product’s 
price. If the current β is lower than the threshold, new production is more profitable than remanufacturing.   
Figure 7.8 can be used to decide which production strategy to use for a target product. For in-
stance, if the current value of β in the market is 0.8 and no resale of parts is considered, remanufacturing 
is better than new production only when t = 2.5. If products are returned after 2.5 years, it is better to 
choose new production rather than remanufacturing in terms of economic profit.  When the resale of parts 
is considered, the threshold β becomes higher, even exceeding 1.0 when t ≥ 11. This implies that remanu-
facturing can be more profitable than new production only if consumers are willing to pay a premium for 
a remanufactured product. Figure 7.8 also helps determine an appropriate price for a remanufactured 
product. It provides an estimate of the minimum price for which remanufacturing can be justified from 
the profit perspective. For example, if a (re)manufacturer expects a product (i.e., a PC) to be returned at 
year 7, remanufacturing of the product can be justified only if its price is set above 97% of the price of a 




7.4.2.3  Time-Varying Advantage of Remanufacturing: Environmental Perspective 
Environmental performance of different production strategies is another important aspect that must be 
considered for fair comparison of remanufacturing and new production strategies. Since the four produc-
tion strategies include different plans for the reuse of parts and the purchase of new parts, their environ-
mental impacts must differ. The concepts of technological obsolescence and physical deterioration also 
are useful in comparing different strategies from an environmental perspective.  
As shown in Figure 7.5, remanufacturing strategies reuse end-of-life parts and purchase less new 
parts than new production strategies. Therefore, from an environmental perspective, remanufacturing can 
have an advantage over new production. However, the advantage from part reuse decreases over time as 
each part experiences technological obsolescence and physical deterioration. Equations (7.41) - (7.43) 
represent the environmental impact of each production strategy, where ( )spareiE t  and ( )remaniE t are calculat-
ed by Equations (7.44) and (7.45). In the equations, the environmental impact of the resale of parts and 
material recovery are not considered, because the approach used in LCA was applied [40]. According to 
this approach, the environmental gains or impacts are allocated to the company or the user who actually 
uses the end-of-life parts. 
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In regard to a desktop computer, new parts (i.e., , ( )
new
i targetE t or ( )spareiE t ) account for the most impact 
from the production stage [176]. Figure 7.9 compares the environmental impacts of remanufacturing and 
new production strategies assuming that the impacts of other processes are insignificant (i.e., 
( ) ( ) ( ) 0reverse forward recondiE t E t E t   ). Table 7.7 shows the , ( )newi targetE t values used for the comparison. 
SimaPro 7.2, which is a well-known software program for LCA (lifecycle assessment), was used to esti-
mate the environmental impacts. The environmental impacts of a part are assumed to be static regardless 
of t; in other words, there is no difference in the environmental impacts between different generations. 
The figure demonstrates that the proposed model can show how the environmental advantage of remanu-
facturing decreases as t increases. The results can be used in selecting a production strategy in conjunc-
tion with the other models that focus on the cost and profit perspectives.    
 
7.5   A Look Back and a Look Ahead 
This chapter addresses the problem of how much economic value still resides in an end-of-life product, 
which is a critical factor for successful remanufacturing. Even so, little is known about how to estimate 
residual values or how to use these values to improve remanufacturing. In this chapter, a quantitative 
model is proposed that was developed specifically to estimate the (mean) time-varying value of an end-
of-life product.  Considering technological obsolescence and the physical deterioration of constituent 
parts, the model estimates the residual value of an end-of-life product from a (re)manufacturer’s perspec-
tive. To model technological obsolescence and physical deterioration, the concepts of generational differ-
ence (δ) and reusability threshold (θ) were introduced, respectively.  
The developed model enables (re)manufacturers to plan and manage their remanufacturing busi-
ness ahead of time from the design stage. First, it provides a quantitative performance measure to evaluate 
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product design alternatives from a remanufacturing perspective. Using the model, (re)manufacturers can 
clarify which design is better than others and why, which can be used in design improvement as well as in 
design selection. The model also can assist strategic planning of remanufacturing. It helps evaluate and 
compare different remanufacturing strategies in terms of their expected processing cost, net profit, and 
environmental gains. Thus, (re)manufacturers can investigate the best remanufacturing strategy including 
when and how to take back their end-of-life products and which recovery strategy to explore. 
In the future, the value depreciation parameters, i  and i , should be studied further. In the devel-
oped model, they are defined as static parameters that do not vary over time, but can be elaborated as sto-
chastic variables. Another potentially productive line of research would be to integrate this company-
perspective model with a consumer-perspective model. Value models from a consumer standpoint could 
help clarify the link between product design and lifecycle profit. The trade-off between economic and 
environmental values of remanufacturing also should be examined. Another research opportunity for the 
further improvement of remanufacturing would be to optimize the remanufacturing design target, which 





Chapter 8.  Market-Driven Positioning of Remanufac-
tured Products7  
In a market with rapid changes in technology and customer preferences, technological obsolescence of 
end-of-life products poses a significant challenge to product end-of-life recovery. Remanufacturing by 
upgrading the appropriate parts can be a promising solution for overcoming obsolescence. This chapter 
introduces a model for positioning a remanufactured product with the aim to support design for remanu-
facturing by upgrading and reusing parts. By considering the design of the original product, the target 
market (i.e., customer preferences and competing products), and recovery economics, the model provides 
an estimate of the appropriate selling price and specifications of a remanufactured product, for which 
maximum recovery profit is expected. The developed model is illustrated with the example of a desktop 
computer. Potential applications are also discussed with an emphasis on designing for remanufacturing 
and planning the recovery strategy. [34] 
8.1   Introduction 
Product end-of-life recovery is a process of retrieving residual value from end-of-life products. By recov-
ering re-marketable resources (e.g., reusable parts and recyclable materials) and reusing or reselling them, 
end-of-life recovery can create profits and provide environmental benefits. Accordingly, companies are 
entering into the business of end-of-life recovery in increasing numbers and in various industries, includ-
ing consumer electronics, appliances, machines and equipment, automobiles, and furniture [228]. 
Rapid changes in technology and customer preferences, however, present a significant challenge 
to product recovery. With rapid advances in technology, product designs have improved rapidly and dras-
tically. Each year, millions of new products are released to the market, and they render formerly cutting-
7 Reprint, with permission, from Kwak and Kim (2011) [34].  
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edge products quickly obsolete or outdated. In a market with such quick changes, refurbishing—a form of 
product end-of-life recovery that restores end-of-life products, mechanically or aesthetically, to their orig-
inal condition [3]—is hard to justify. Since refurbished products are offered with their original specifica-
tions from past years, it is difficult to attract customers because they tend to prefer more advanced tech-
nologies and performance. 
Fortunately, remanufacturing can offer a promising solution for the problem of end-of-life obso-
lescence. In remanufacturing, end-of-life products are rebuilt with the necessary part upgrades, thereby 
equipping the remanufactured products with advanced features or technologies. One difficulty, however, 
is that sophisticated decision making is required to ensure that upgrading end-of-life products will be 
profitable. To be specific, end-of-life products must be remanufactured with appropriate upgrading of 
parts and offered to the market at reasonable prices, leading customers to choose remanufactured prod-
ucts over competing products. Moreover, to obtain insight into design for remanufacturing and leverage 
the recovery profit, such an optimal strategy must be developed at the initial design stage. An optimal 
strategy includes essential information for design for remanufacturing, such as what type and proportion 
of end-of-life parts should be processed for in-house remanufacturing or the resale of parts at the end-of-
 




life stage. Since design concerns (e.g., part compatibility, security, reliability, and liability) are different 
between parts for in-house reuse and parts for resale, the optimal design should differ as well. By embed-
ding the optimal remanufacturing strategy in the initial product design, a company can amplify the prod-
uct’s remanufacturability, thereby increasing the profit and reducing potential risks.  
With the aim of supporting Design for Remanufacturing with parts upgrade, in this chapter, a 
model is proposed for positioning a remanufactured product on the market. As shown in Figure 8.1, the 
model considers three groups of inputs: the design of the original product, the target market (i.e., custom-
er preferences and competing product information), and end-of-life information (i.e., expected end-of-life 
timing and return quantity, expected recovery cost, and revenue). Using optimization techniques, the 
model provides an estimate of the optimal (or at least better) selling price and specifications for a remanu-
factured product that are expected to generate maximum recovery profit. The decision variables are:  
 Is it better to reuse or upgrade a part?  
 If it is better to upgrade a part, to what level should it be upgraded?  
 What is the optimal sales price for the remanufactured product? What are the expected cost and 
total profit of remanufacturing? 
 
The rest of the chapter is organized as follows. Section 8.2 presents a more detailed description of 
the problem. Section 8.3 presents the optimization model for positioning remanufactured products in the 
market. Section 8.4 presents the illustrative optimization results and their potential implications with an 
emphasis on design for remanufacturing and planning the recovery strategy. Section 8.5 summarizes the 
chapter and provides suggestions for future research.  
8.2   Market Positioning of Remanufactured Products 
8.2.1  Background 
To compete in the market, it is critical for manufacturers to optimize their product offerings with the best 
mix of design (i.e., product specifications) and selling price. Product positioning is a well-known, popular 
approach to this end in designing a new product. Given the rapid changes in technology and customer 
preferences, well-timed repositioning of a product with proper design upgrades has received much atten-
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tion, as highlighted in Wilhelm et al. (2003) [229] and Singh and Sandborn (2006) [230].     
Market positioning is also a critical decision for successful remanufacturing. However, position-
ing a remanufactured product is different from positioning a new product, and it requires more complicat-
ed decision-making. It involves making decisions on the reuse of parts (i.e., whether to reuse a part or 
upgrade it) where the feasibility and profitability of doing so are affected by technological obsolescence 
and physical deterioration of the parts. Although end-of-life recovery has been studied extensively over 
the few past decades, the positioning of a remanufactured product has not been considered in most studies. 
Even though a few pricing models for remanufactured products have been presented in the marketing 
community ([94, 158-160]), little or no attention has been paid to how product design affects customers’ 
preferences, demand, and selling price in the remanufacturing market.  
The engineering community has addressed end-of-life recovery with a focus on operational issues. 
Most research has assumed that a recovered product either maintains the original design (i.e., the end-of-
life product is refurbished) or has a pre-defined design (i.e., the end-of-life product is remanufactured 
with upgraded parts, but the upgrade levels are specified rather than being individually determined; for 
instance, an end-of-life product is remanufactured into a subsequent model that shares many components 
with the original product). Since the design of a remanufactured product has been regarded as a given, 
fixed target to achieve, the primary concern has been how to achieve the target more effectively, i.e., what 
types, what quantity, and what quality of end-of-life products should be taken back (e.g., reverse logistics 
planning, disassembly scheduling) and how can the end-of-life products be reprocessed to make viable 
remanufactured products (e.g., disassembly sequencing, recovery option planning).   
Another relevant line of study has focused on the importance of design upgrades. For instance, 
Ishigami et al. (2003) [76], Xing et al. (2009) [77], and Xing and Abhary (2010) [78] developed methods 
for evaluating and enhancing the upgradability of a product at the design stage. However, research on re-
manufacturing with part upgrades is still in its early stages. Only a few studies (e.g., Tsubouchi and Taka-
ta (2007) [154] and Rachaniotis and Pappis (2008) [97]) have presented models for determining the opti-
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mal design for a remanufactured product; however, these models do not include any consideration of the 
selling price of the remanufactured product. One exception is Macdonald et al. (2010) [163], in which the 
authors incorporated customer preferences in making recycling decisions and determined the optimal de-
sign (i.e., the mixture of new and recycled material) and the price of the product, considering trade-offs 
among environmental impacts, customers’ preferences, and profitability. Although the model determined 
both design and price, it dealt with a recycling case, and little is known about how to incorporate the more 
complex product characteristics, such as product structure, technological obsolescence, and physical dete-
rioration.   
This chapter presents an optimization model for making positioning decisions of a remanufac-
tured product. A remanufactured product is produced by reassembling both end-of-life parts and new 
parts; a part is upgraded if such upgrading is more profitable. Here, the design of a remanufactured prod-
uct is not a given target to achieve; rather, it is a decision variable to optimize, and the upgrade level is 
optimized for each part. The developed model optimizes both the design and the selling price of a reman-
ufactured product, taking into account various marketing and engineering aspects simultaneously. It con-
siders both technological obsolescence and physical deterioration of an end-of-life product as well as cus-
tomers’ preferences and competing products in the remanufacturing market. Also, unlike the previous 
models that focused on performance value from the customers’ standpoint, this model focuses on eco-
nomic value from the manufacturers’ standpoint.     
8.2.2  Problem Description 
In this study, a product is regarded as a mix of parts. Here, the term “part” refers to any discrete compo-
nent of a product. The remanufacturing process under consideration starts from disassembling end-of-life 
products into parts. After separation, the resulting parts are sorted by part type, rather than their parent 
products, and the determination is made whether they are reusable or not [113]. While non-reusable parts 
are shredded and recycled into raw materials, reusable parts are used either for in-house remanufacturing 
or for resale to the second-hand market. If an insufficient quantities of parts are available for remanufac-
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turing, new parts are purchased. In contrast, if parts are left unused in remanufacturing, they are sold to 
the second-hand market. 
The problem addressed in this chapter is that the end-of-life product must be remanufactured with 
the appropriate upgrade and sold at the right price. Suppose a manufacturer offers a top-of-the-line desk-
top computer model, called Desktop X, which is comprised of up-to-date parts and is expected to return at 
time t for recovery. The manufacturer is planning to use the returned parts in remanufacturing desktop 
computers. The remanufactured desktop computer will be released in another market where the company 
is not offering any new products. Figure 8.2 represents the target market under consideration on a two-
dimensional map. There are three competing products on the market (i.e., high-spec, mid-spec, and low-
spec) and they differ in terms of specifications and selling price. The lines in Figure 8.2 are isoutility lines 
 
Figure 8.2  Target market description: positioning map 
 
Table 8.1  Target market description using generational differences:  
Customer preferences and competing products  
Part Part-Worth Ideal Critical Competing Products High-Spec Mid-Spec Low-Spec 
CPU 0.150 0 3 0 1 2 
RAM 0.125 0 3 0 1 2 
Motherboard 0.050 0 3 0 1 2 
Hard drive 0.075 0 5 0 1 2 
Graphic Card 0.025 0 3 0 1 2 
Optical Drive 0.050 0 2 0 1 1 
Chassis 0.025 0 2 0 0 0 
Price 0.500 0 1500 1500 1000 500 




(also called isopreference or indifference lines); all points on a line have the same utility (preference) in 
the target market. As the line approaches the upper left corner, it corresponds to higher utility. To maxim-
ize the profit from remanufacturing, the company must find the best position on the map for their remanu-
factured product, i.e., the best specifications (or part combination) and selling price for the remanufac-
tured product. Seven parts are of interest including the central processing unit (CPU), random-access 
memory (RAM), and the chassis (case, fan, and power supply). The results will be reflected in the design 
of Desktop X by means of design for disassembly, reuse, and material recovery.  
Table 8.1 gives a more detailed description of the target market. This study uses the concept of 
generational difference to represent the product design and its technological obsolescence. As product 
technology advances, cutting-edge parts of a new generation of products begin to appear on the market. In 
this study, the newer parts correspond to a higher number generation, and the cutting-edge part corre-
sponds to the maximum generation (the latest). The generational difference of a part is the gap between its 
generation and the current maximum generation of the cutting-edge part. Therefore, the generational differ-
ence indicates, in terms of the technology, how old a part is compared to the cutting-edge part. For instance, 
Desktop X consists of cutting-edge parts, so its generational difference at present (t = 0) is zero for every 
part. On the other hand, as shown in Table 8.1, the low-spec desktop includes relatively obsolete parts, i.e., 
parts that are mostly two generations old, except for the chassis. Despite the lower level of product specifi-
cation, the current market share shows that customers prefer the low-spec model (70% market share) be-
cause of its lower price. 
One benefit of using generational difference is that it is a relative measure, so it is less likely to 
change over time. For example, a high-spec performance desktop has been equipped with the latest parts. 
Although, the absolute level of its part specifications (e.g., the CPU model) has changed over time (e.g., 
Core 2 to Core i), its generational difference has been static at zero. Therefore, the generational differ-
ences for competing products are applicable over a wide range of time t.  However, it should be noted that 
the generational differences for Desktop X will increase with time as its constituent parts become older 
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and more obsolete.      
The part-worth column in Table 8.1 shows the customer preferences in this market. The ideal 
column represents the ideal generational differences (= 0) and the price that customers prefer. The critical 
column, however, represents the critical (maximum) generational difference that customers are willing to 
consider when purchasing the product. If any part has a generational difference greater than the critical 
difference, customers will not choose the product. For example, in Table 8.1, customers will not buy a 
product if its CPU is more than three generations old.  
Given the original product, the problem of interest here is to find the optimal market position of a 
remanufactured product. More specifically, the optimal generational differences and optimal selling price 
at which the total remanufacturing profit is maximized must be determined. The potential market share of 
a remanufactured product (or the probability that customers will choose the product over competing prod-
ucts) is an important factor in positioning. The current model incorporates the conditional, multinomial 
logit choice model for computing market share. For simplicity, three assumptions were made, i.e., 1) the 
customer utility is a linear, weighted sum of generational differences and price; 2) a utility discounting 
factor ρ is used as a multiplier when the product is remanufactured; and 3) the part-worth utility, wi, does 
not vary over time. Based on these assumptions, the customer utility for a product j at time t (i.e., Uj(t)) 
can be modeled as Equation (8.1), where δij(t) is the generational difference for part i in product j at time t 
and rescaled by Equation (8.2) to lie between 0 to 1, and δi,ideal(t) and δi,critical(t) are the ideal and critical 
generational differences for part i at t, respectively. Likewise, the price of product j, Pj, is also rescaled to 
P'j (Equation (8.3)). Here, εi is an error term. 
  ' '( ) ( ( ))i Ij i ij price j jU t w t w P       (8.1) 
 ,'
, ,
( ) ( )
( )
( ) ( )
ij i critical
ij




   
   (8.2) 
 '
( ) ( )
( )




P t P t
P t
P t P t
   (8.3) 
 183 
 
Under the multinomial logit choice model, the market share of product j at t, Dj(t), is defined as 
Equation (8.4). N refers to the customer choice set including product j, and k is a scaling parameter. In the 
current example case, a total of four choices are available (N = 4), including the remanufactured product. 
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 Alongside the target market and customer preferences, the expected quantity and quality of 
available Desktop Xs at the end of life t must be considered in positioning a remanufactured product. The 
corresponding remanufacturing cost and revenue also must be considered. To this end, an estimation 
model is required to assess the time-varying cost and revenue of remanufacturing, such as the cost of re-
placing failed parts, the cost of upgrading obsolete parts, and the revenue from reselling the end-of-life 
parts when they are not used in remanufacturing. For this purpose, in this study, the model for part-value 
estimation, which is described in Chapter 7, was used. Equations (8.5), (8.6), and (8.7) show the key for-
mulations for part-value estimation, i.e., unit market value, reusability, and residual value of a part, re-
spectively. A more detailed explanation is provided in Chapter 7.    
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8.3   Mathematical Model 
This section presents an optimization model for positioning a remanufactured product, when the original 
product design and necessary information on the target market and end-of-life stage are known. Note that 
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the model assumes that remanufacturing is instantaneous. Also, part multiplicity is not considered in the 
model. In other words, the product is assumed to include one and only one unit of each part. If needed, 
however, this assumption can be relaxed easily with a small change in the model. Table 8.2 describes the 
notation used. 
The optimization model is formulated in Equations (8.8) through (8.28). The goal of this model is 
to maximize the total remanufacturing profit, with respect to three key decision variables, i.e., xi (an indi-
cator of whether it is better to reuse (= 1) or upgrade (= 0) a part), ui (target generational difference of part 
i when it is better to upgrade the part, that is, when xi = 0), and P (the optimal selling price of the remanu-
factured product).  
 maximize  reman resale spare procV V C C    (8.8) 
Table 8.2  Mathematical notation for positioning model 
Notation Description 
ix  Binary decision variable indicating whether part i maintain its original specification (xi=1) or up-
grade its specification (xi=0). 
iy  Generational difference of part i which to be included in the remanufactured product 
iu  Generational difference of part i being newly decided when the part i is to be upgraded 
P  Market price for remanufactured product 
remanV  Revenue from selling a remanufactured product 
resaleV  Revenue from selling the leftover parts not being used in remanufacturing 
spareC  Cost of purchasing new spare parts for remanufacturing 
procC  Cost of processing a unit of end-of-life product for end-of-life recovery 
1procC  Cost of common processes for a unit of end-of-life product   
2proc
iC  Cost of reconditioning processes for a unit of reusable end-of-life part i 
3procC Cost of remanufacturing processes for a unit of remanufactured product 
, ( )i
n ew
i yM t  Market value of a unit of new part i with generational difference yi at time t  

 
Effective remanufacturing ratio; the ratio of the amount of remanufactured products to the amount 
of returned end-of-life products 
( )D t  Expected market share of the remanufactured product at t 
( )Q t  Total size of target market 
( )S t  Quantity of returning product at t relative to the total market size Q(t) 
z Binary dummy variable; z=1 when S(t)≥D(t), else z=0 
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 ( ) ( )ideal criticalP t P P t   (8.27) 
  , , 0, 1  ; 0 and integer            i i ix l z u i    (8.28) 
 
Equation (8.8) is the objective function, which represents the unit profit from recovering an end-
of-life product. It consists of four components, i.e., 1) the revenue from remanufacturing Vreman, 2) the 
revenue from selling end-of-life parts Vresale, 3) the cost of purchasing spare parts for remanufacturing 
Cspare, and 4) the cost of processing an end-of-life product Cproc. Equations (8.9) through (8.12), respec-
tively, describe the four components. Please note that non-reusable parts are assumed to be recycled with 
no financial income and/or cost to the (re)manufacturer; thus, neither is included in the model. Equations 
(8.9) through (8.12) include the variables, β, xi, yi, and li. To understand the equations, therefore, the four 
variables must be understood. 
The term β is the effective remanufacturing ratio, which indicates the relative size of demand (i.e., 
market size for the remanufactured product at t) compared to the size of the supply (i.e., returned amount 
of the end-of-life product at t). For example, if 100 units of end-of-life products are returned and β is 0.5, 
this means that 50 units of remanufactured products are produced from the end-of-life products. Remanu-
facturing is possible only when both a supply of end-of-life products and a demand for remanufactured 
products exist [19, 155]. In the proposed model, β addresses such balance constraints.  
Equations (8.13) through (8.15) constrain β to be either 1 or D(t)/S(t), where D(t) refers to the 
market share of the remanufactured product, and S(t) refers to the relative amount of end-of-life products 
compared to the total market size. For instance, if the total market size at t is 200,000 and the end-of-life 
product returned at t is 50,000, then S(t) is 0.25. Suppose that the demand for remanufactured product is 
smaller than the available end-of-life products i.e., S(t) ≥ D(t); z = 1. Only a portion of the end-of-life 
products (equal to the demand) is actually used for remanufacturing. In this case, β becomes D(t)/S(t). 
Now assume that the demand for the remanufactured product is larger than the number of available end-
of-life products i.e., S(t) < D(t); z = 0. Then, all end-of-life products are processed for remanufacturing 
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and the same amount of remanufactured products is produced. Producing more than S(t) is not considered 
in this model, since after the S(t)th product, all subsequent products must be made of new parts since no 
reuse or recovery is conducted. Thus, the upper bound of β is 1, which means all end-of-life products are 
processed for remanufacturing and that the same amount of remanufactured products is produced.  
As described in Equations (8.16) through (8.21), market share D(t) is formulated as a function of 
product specifications yi and the selling price P. The variable yi denotes the generational difference of part 
i, which is to be included in the remanufactured product. In Equation (8.17), yi is formulated as a function 
of two decision variables xi and ui (i.e., xi·δi(t)+ui). When xi is 1, there is no change to the original specifi-
cations, and part i is reused. At the same time, ui becomes 0, according to Equation (8.18). Thus, yi equals 
δi(t), which is the generational difference of original part i. In contrast, when xi is 0, part upgrading is 
conducted and the current part with δi(t) is replaced by an upgraded part with ui. As a result, yi is im-
proved to ui. For simplification, this model assumes that δi(t) is deterministic (=δi(0)+μi·t), as shown in 
Equation (8.19). 
To understand the recovery revenues and costs per unit of end-of-life product, one must know 
what and how many spare parts are purchased and what and how many end-of-life parts are sold to the 
second-hand market. To this end, Figure 8.3 illustrates the possible cases of procuring spare parts and 
selling used parts. As described in Section 8.2, the first step in the remanufacturing process under consid-
eration is the disassembly of all end-of-life products into parts. After disassembly, the resulting end-of-
 




life parts are sorted by part type, and the reusable parts are collected for further processing. However, not 
all reusable parts are used in remanufacturing. If part i is upgraded (xi = 0), then end-of-life part i cannot 
be reused in remanufacturing; instead, it is sold to the second-hand market. In such a case, β units of new 
part i with a generational difference of yi = ui are purchased. To be reused in remanufacturing, therefore, a 
reusable end-of-life part i must be determined to be included in the remanufactured product (i.e., xi = 1).  
If reusable parts are to be included in the remanufactured product, the next question is whether 
the reusable parts are sufficient in quantity to satisfy the demand β. If the end-of-life part i is insufficient 
in quantity for remanufacturing (i.e., β > Ri(t+θ) or li = 1 by Equations (8.22) and (8.23), respectively), 
then as many as β − Ri(t+θ) new parts are purchased. In contrast, if there are enough reusable parts to ful-
fill the demand (β ≤ Ri(t+θ) or li = 0), then β units for reusable end-of-life part i are used in remanufactur-
ing, while the rest of the units (Ri(t+θ) − β) are sold to the second-hand market.  
Equations (8.24) and (8.25) are used to estimate the market values of new and end-of-life parts, 
respectively, using the valuation model in Chapter 7. These values are used in modeling the revenue from 
selling parts and the cost of procuring spare parts, as shown in Equations (8.10) and (8.11), respectively. 
Finally, Equations (8.26) and (8.27) prevent yi and P from exceeding the critical generational difference. 
Equation (8.28) represents variable conditions.  
As shown in Equation (8.12), the present model considers three types of recovery processes in 
formulating the cost, i.e., 1) Cproc1 for common processes for end-of-life products (e.g., sorting, disassem-
bly, and sanitizing hard drives), 2) Ciproc2 for part-specific reconditioning processes for end-of-life part i 
(e.g., cleansing and testing), and 3) Cproc3 for remanufacturing/refurbishing processes for remanufac-
tured/refurbished products (e.g., reloading software, product testing). It should be noted that Cproc1 is con-
ducted for all returned end-of-life products regardless of their quality. Also, Ciproc2 is performed for reusa-
ble end-of-life part i only part i is reused in remanufacturing.  
8.4   Illustrative Example 
This section illustrates the positioning model using the example of the Desktop X case, which is used in 
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Chapter 7. The example study shows how to apply the proposed model and how it supports decision mak-
ing in design for remanufacturing and planning the recovery strategy. The original design and target mar-
ket information used in the optimization appear in Tables 7.2 and 8.1, respectively. Additional parameter 
settings are presented in Tables 8.3 and 8.4. The processing costs in Table 8.3 are based on [18, 227]. The 
optimization was conducted with return year t being varied from 1 to 10 in increments of one year. Pre-
mium Solver Platform for Excel was used for the optimization. Since the problem is non-linear, the 
Standard Evolutional Engine was used in conjunction with the Standard GRG Non-linear Engine to find 
the optimal, or at least reasonably good, solution.  
8.4.1  Positioning of Remanufactured Product with Consideration of Part Upgrade 
Table 8.5 shows the optimization results. Each column represents a scenario in which 50,000 units (S(t) = 
0.25) of the original product (Desktop X) reach end-of-life at t and are returned for recovery. Given t, each 
column shows the optimal positioning of the remanufactured product as well as the corresponding opera-
tional plan.  
The upper part of the table shows the optimal reuse/upgrade decision for each part i. A shaded 
cell indicates that xi = 1 at t, which means that the remanufactured product will include the same part i as 
Table 8.3  Processing cost assumptions 
Type Recovery processes Cost/unit 
Cproc1 Sorting and disassembly 4.5 
 Sanitizing hard drive 12 
Ciproc2 Cleansing and Testing a part 1 
Cproc3 Reloading software 8 
 Testing a PC 12 
 
Table 8.4  Parameter setting 
Parameter Assumption Value 
Returning year, t  [1, 12] 
Total market size in units, Q(t) 200,000 
Relative size of expected return, S(t) 0.25 
Utility discount, ρ 0.70 
Scaling parameter, k 38.955 




the original Desktop X, and the working parts recovered from the end-of-life Desktop X will be reused for 
remanufacturing. For example, if t = 1 (i.e., the end-of-life product returns for recovery one year later), 
the remanufactured product will maintain the same CPU, motherboard, graphics card, optical drive, and 
chassis as Desktop X and reuse those end-of-life parts from Desktop X. As t increases, the benefit from 
reusing and reselling parts decreases due to technological obsolescence and physical failure. Therefore, 
parts worthwhile recovering change over t. The results in Table 8.5 demonstrate that the developed model 
does a good job of reflecting such a trend. In the result, the number of parts reused in remanufacturing is 
reduced from five to two in year 2 and, again, from two to one in year 5. In year 9 and afterwards, none of 
the parts is reused. This means that the optimal remanufactured products are technically new products (i.e., 
manufactured with new parts only), although they are labeled and marketed as a remanufactured product. 
The number in a cell represents the generational difference yi (= xi·δi(t)+ui) for the remanufactured 
product. When part i is reused (xi = 1), yi is identical to δi(t) = δi(0)+μi·t, which is the generational differ-
ence of original part i. For example, the remanufactured product better use the original chassis until t = 8. 
The chassis is the newest part at t = 0 with zero δi(0), but its generational difference increases by 0.2 eve-
ry year and becomes 1.6 at t = 8. Of more interest here are the other cells (where xi = 0), including the up-
Table 8.5  Optimization results: remanufacturing with part resale (ρ=0.7) 
 t=1 t=2 t=3 t=4 t=5 t=6 t=7 t=8 t=9 t=10 
CPU 0.5 0 0 0 0 0 0 0 0 0 
RAM 0 0 0 0 0 0 0 0 0 0 
Motherboard 0.5 1 1.5 2 1 1 1 1 1 1 
Hard drive 0 0 0 0 0 0 0 0 0 0 
Graphics card 2 1 1 1 1 1 1 1 1 1 
Optical drive 0.5 0 0 0 0 0 0 0 0 0 
Chassis 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 0 0 
Price 598.45 716.89 699.54 686.07 734.95 733.76 732.62 731.52 793.50 793.50 
Market share D(t) 0.1778 0.1607 0.1430 0.1230 0.1169 0.1111 0.1056 0.1002 0.0986 0.0986 
β 0.7114 0.6427 0.5718 0.4922 0.4677 0.4445 0.4222 0.4007 0.3943 0.3943 
Market share (High) 0.0997 0.1018 0.1039 0.1063 0.1071 0.1078 0.1084 0.1091 0.1093 0.1093 
Market share (Med) 0.1472 0.1502 0.1534 0.1570 0.1581 0.1591 0.1601 0.1611 0.1613 0.1613 
Market share (Low) 0.5753 0.5873 0.5997 0.6137 0.6180 0.6220 0.6259 0.6297 0.6308 0.6308 
(1) Reman. revenue 425.71 460.76 400.01 337.67 343.73 326.18 309.31 293.13 312.85 312.85 
(2) Resale revenue 102.31 144.40 97.90 68.27 55.54 38.67 27.25 19.47 18.46 14.39 
(3) Processing cost 162.22 351.97 314.97 273.39 295.93 282.09 268.75 255.91 281.23 281.23 
(4) Net profit/unit 365.80 253.19 182.95 132.55 103.34 82.76 67.82 56.69 50.08 46.01 
Note: (1)= Vreman=β·P; (2)= Vresale; (3)= Cspare+Cproc; (4)=(1)+(2)−(3)
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grade target ui. For instance, in t = 1, it is better to upgrade the RAM and hard drive (xi = 0) to cutting-
edge parts (yi = ui = 0). All reusable end-of-life RAM and hard drives from Desktop X are sent to the se-
cond-hand market for parts resale. The results over t show that, in the end, it is better to replace most parts 
with new parts. However, the new parts here do not necessarily mean cutting-edge parts. For instance, it 
is optimal to upgrade the motherboard and graphics card to the preceding generation, i.e., making them 
one generation old.    
The second part of the table presents the optimal price of the remanufactured product, the corre-
sponding market share, and the effective remanufacturing ratio β. As described in Section 8.3, β is the 
ratio of the amount of remanufactured products to the amount of returned end-of-life products. In other 
words, given a certain number of end-of-life product returns, β units of remanufactured products are pro-
duced, which means that β units of each part i are needed in remanufacturing. Taking the first column 
with β = 0.7114 as an example, the end-of-life parts from 50,000 (= S(t)*Q(t)) units of end-of-life prod-
ucts are used in producing 35,570 (= β* S(t)*Q(t) = D(t)*Q(t)) units of remanufactured products. In other 
words, an end-of-life Desktop X is disassembled, and its end-of-life parts are used in producing 0.7114 
units of remanufactured products. Since the optimal price P of the remanufactured product at t = 1 results 
in approximately $600 per unit, the expected revenue from remanufacturing turns out to be approximately 
$426.  
The next part of the table shows the resulting market share of the three competing products, i.e., 
high-spec, mid-spec, and low-spec desktop computers. Before positioning the remanufactured product, 
their market shares were 10%, 20%, and 70%, respectively. However, when the remanufactured product 
is positioned, the mid-spec and low-spec desktop products incur significant losses in their market share, 
whereas the market share of the high-spec product tends to increase slightly except when t = 1. This is an 
interesting insight into market competition; the remanufactured product takes the market shares of the 
low-spec and med-spec products. 
The rest of the table shows the revenue and cost components of the optimal remanufacturing plan 
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at t. Due to the depreciation in the value of end-of-life parts, the revenue from remanufacturing and part 
resale decreases over time, while the processing cost increases. The last row of the table shows how the 
corresponding total profit per unit decreases as t increases.   
The model helps to determine the optimal design of a remanufactured product, with consideration 
of customer preferences, competing products, expected market share, available end-of-life parts, remanu-
facturing cost, and revenue. The optimization result reveals which parts should be reused and which parts 
should be sold separately at the end-of-life t. With that, designers can apply appropriate design strategies 
towards design for remanufacturing. For example, the motherboard and the chassis can be designed for 
in-house reuse. Since they are likely to be reassembled with more advanced parts in the future, their com-
patibility with the other parts must be considered at the initial design stage. On the other hand, parts for 
resale, in this case, RAM and the hard drive, might require different approaches. Standardization of the 
parts across product family can be considered to increase demand for the end-of-life parts. Also, security 
and liability issues become more important to such parts, since the parts will be used outside the compa-
ny’s territory.  
8.4.2  Comparison of Recovery Strategies 
Until now, only remanufacturing with the leftover parts being sold has been considered. However, there 
are other recovery strategies: 
 Remanufacturing only: a product is rebuilt by reassembling reusable parts from the end-of-life 
product and new parts, where necessary. Parts are upgraded to have better specifications. If any 
reusable parts remain, they are sent to a recycler with no income. 
 Refurbishing with part resale: an item is restored to its original condition without change to its 
original specifications. Reusable parts that are left after refurbishing are sold in the second-hand 
market for additional income.   
 Refurbishing only: similar to refurbishing with part resale, a part is restored to its original condi-
tion without being upgraded. However, no part resale is conducted. Any remaining parts are sent 
to a recycler with no income, even if the parts are reusable. 
 Part resale only: all reusable parts are sold to the second-hand market without remanufacturing or 
refurbishing. Non-reusable parts are sent to a recycler with no income. 
 
The developed model is applicable to these recovery strategies as well, with a small modification 
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to the optimization model. Hence, it can help compare different recovery strategies in terms of recovery 
profit. For demonstration, the model was applied to the Desktop X case assuming each recovery strategy. 
Figure 8.4 compares the maximum recovery profit per unit from different recovery strategies. It should be 
noted that refurbishing becomes infeasible as t increases beyond a certain limit. Since the original specifi-
cations become too obsolete to satisfy the critical specifications, it is impossible to refurbish an end-of-
life product without changing its specifications. Under the current setting, refurbishing is feasible only 
when t = 1. Accordingly, when t ≥ 2, the ‘refurbishing with part resale’ strategy has the same profit as the 
‘part resale’ strategy, while the ‘refurbishing only’ strategy has a negative profit due to the processing 
cost of Cproc1= $16.50/unit.  
Figure 8.4(a) compares the recovery strategies when the utility discounting factor ρ is assumed to 
be 0.70. The graph shows that remanufacturing with resale has a significant advantage over the other 
strategies, even though the degree tends to decrease as t increases. An interesting point is that the ranks of 
recovery strategies change with t. For example, the second-best strategy changes with t. When t = 1 and t 
≥ 5, the ‘remanufacturing only’ is the second-best strategy. However, when 2 ≤ t ≤ 4, the ‘resale only’ (or 
‘refurbishing with part resale’) strategy takes its place. When t ≥ 10, the revenue from part resale becomes 
less than the required cost. For example, when t = 10, the resale revenue is $14.39/unit, while the required 
 
Figure 8.4  Comparison of different recovery strategies: recovery profit per unit 
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recovery processing cost is $16.50/unit. Accordingly, the ‘resale only’ strategy has a negative profit if t ≥ 
10.  
To see how the utility discount affects the recovery profit, Figure 8.4(b) compares the recovery 
strategies for a different ρ value, i.e., ρ = 0.85. Compared to Figure 8.4(a), significant profit increases ap-
pear when a product is remanufactured or refurbished. The ranks of recovery strategies are also affected, 
and strategies with remanufacturing outperform the other strategies for all values of t. This result implies 
that the recovery profit is affected largely by the customers’ perception of recovered products.  
Figure 8.5 compares the optimal market positioning of different recovery strategies. The x-axis of 
each graph represents the selling price of a unit of product. The y-axis represents the total sum of part-
worth utilities from product specifications (i.e., ∑i wiyi'(t)); in the ideal case (i.e., all parts are up-to-date), 
the sum reaches 0.5. Thus, the upper left corner (0, 0.5) and the lower right corner (1500, 0) represent the 
ideal and critical products for customers, respectively. The figure shows that the recovery strategies offer 
a product to the market that has better specifications and a lower selling price. When ρ = 0.70, in terms of 
specifications, recovered products are positioned between the mid-spec and high-spec desktops; price-
wise, they are positioned around the low-spec desktop. Figure 8.5 also indicates that the optimal market 
position changes depending on the recovery strategy as well as ρ. When ρ = 0.85, although their positions 
are almost same as ρ = 0.70 spec-wise, their prices are repositioned around the price of the mid-spec desk-
top. Table 8 provides details about the positioning results.  
Table 8.6 highlights the differences between the recovery strategies. Unlike the “remanufacturing 
with part resale” strategy, the “remanufacturing only” strategy does not resell end-of-life parts to the mar-
ket. Therefore, the strategy focuses on increasing its share in the remanufacturing market so as to reuse 
more end-of-life parts. Accordingly, compared to “remanufacturing with part resale”, the “remanufactur-
ing only” strategy includes more end-of-life parts in its optimal remanufactured product, even though that 
makes the product more obsolete. For example, in Table 8.6, the hard drive is reused if the “remanufac-
turing only” strategy is used, whereas it is upgraded if the “remanufacturing with part resale” strategy is 
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used. To offset the downside of obsolete specifications, however, the “remanufacturing only” strategy 
offers a lower price and tries to take more market share. Similar trends exist between the “refurbishing 
with part resale” and “refurbishing only” strategies. Since refurbishing is the only way to reutilize the 
end-of-life parts, the “refurbishing only” strategy tries to increase its market share, enduring the low sell-
ing price. 
Remanufacturing strategies seem to have greater profitability than refurbishing strategies. Re-
 
Figure 8.5  Comparison of different recovery strategies: market positioning 
 
Table 8.6  Comparison of different recovery strategies: optimal positioning (t = 1) 









ρ 0.70 0.85 0.70 0.85  0.70 0.85 0.70 0.85 
CPU 0.5 0.5 0.5 0.5 - 0.5 0.5 0.5 0.5 
RAM 0 0 0 0 - 1 1 1 1 
Motherboard 0.5 0.5 0.5 0.5 - 0.5 0.5 0.5 0.5 
Hard drive 0 0 2 2 - 2 2 2 2 
Graphic card 2 2 2 2 - 2 2 2 2 
Optical drive 0.5 0 0.5 0.5 - 0.5 0.5 0.5 0.5 
Chassis 0.2 0.2 0.2 0.2 - 0.2 0.2 0.2 0.2 
Price 598.45 986.17 478.25 858.66 - 471.70 733.67 360.90 733.67 
Market share D(t) 0.1778 0.25 0.2216 0.25 - 0.0884 0.25 0.2098 0.25 
β 0.7114 1 0.8863 1 - 0.3537 1 0.8393 1 
High 0.0997 0.0909 0.0944 0.0909 0.1 0.1105 0.0909 0.0958 0.0909 
Med 0.1472 0.1342 0.1393 0.1342 0.2 0.1632 0.1342 0.1414 0.1342 
Low 0.5753 0.5248 0.5447 0.5248 0.7 0.6379 0.5248 0.5529 0.5248 
(1) Reman. revenue 425.71 986.17 423.87 858.66 - 166.82 733.67 302.90 733.67 
(2) Resale revenue 102.31 77.80 - - 278.44 163.85 0.00 - - 
(3) Processing cost 162.22 322.97 114.36 165.91 16.50 26.05 118.09 58.16 118.09 





manufacturing strategies actively search for an optimal position for products and invest in new parts, if 
necessary. In contrast, refurbishing strategies seem to avoid additional investment, as shown by their low 
processing costs. Due to design obsolescence, it is difficult to penetrate the market without reducing the 
price. Hence, it is difficult to justify the purchase of new parts. A lower-cost, lower-profit position is pre-
ferred.  
As shown in Figure 8.5, ρ greatly affects the optimal positioning results, especially the optimal 
price. Higher ρ enables a recovered product to be sold at a higher price, in a larger market. Accordingly, 
more remanufacturing and refurbishing are conducted, which facilitates the purchase of new parts for re-
pair and upgrade. The processing cost increases in all cases when ρ increases from 0.70 to 0.85. The “re-
manufacturing with resale” strategy reuses the optical drive if ρ = 0.70 and upgrades the part if ρ = 0.85.     
8.5   A Look Back and a Look Ahead 
End-of-life products must be remanufactured with appropriate part upgrading and offered to the market at 
a reasonable price in order for customers to choose remanufactured products over competing, new prod-
ucts. The optimal strategy for remanufactured products must be known at the initial design stage, so that it 
can provide insight into design for remanufacturing. The model introduced in this chapter addresses posi-
tioning of a remanufactured product with the aim of assisting in remanufacturing with part upgrade. By 
considering the original product design, target market, and recovery economics, the developed model can 
provide an estimate for optimal selling price and design specifications of a remanufactured product. The 
developed model is also applicable to recovery strategies, such as remanufacturing only, refurbishing with 
part resale, refurbishing only, and part resale only. The model and its potential applications are illustrated 
with an example of a desktop computer. Note that the data used are only for illustration. Positioning re-
sults depend on the input data and can be changed if different data are used. However, the model itself is 
generic and applicable to any data.   
In the future, the model can be improved for multi-objective decision making by incorporating 
the environmental perspective. Different recovery strategies include different plans for parts reuse and the 
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purchase of new parts, which implies that their environmental impacts must be different. Both economic 
and environmental perspectives can be considered simultaneously to optimize and compare recovery 
strategies. Finally, the current model only considers the positioning of a remanufactured product. Future 
research can incorporate the positioning of new products into the model as well to see the impact of re-
manufacturing on market cannibalization.           






Chapter 9.  Lifecycle Assessment of a Complex System: 
A Case Study of Heavy-Duty, Off-Road Equipment8  
This chapter presents a comprehensive lifecycle assessment (LCA) study that was conducted for heavy-
duty, off-road equipment. The machine studied here is a large-scale, construction machine equipped with 
an iT4 (interim Tier 4)-certified diesel engine. Two lifecycle impact assessment methods, Eco-Indicator 
99 and IPCC 2007, were used to calculate the environmental impact and global warming potential associ-
ated with the machine’s lifecycle, from material extraction to end-of-life recycling and disposal. Due to 
fuel consumption and emissions, machine utilization during the usage phase is expected to account for 
most of the total environmental impact. However, the impact from usage can vary greatly, depending on 
how customers use the machine. To take into account various machine usage patterns, two sensitivity 
analyses were performed in this LCA study, i.e., varying the load factor and varying the fuel consumption 
rate. Potential opportunities for reducing the environmental impact of the machine are also discussed and 
prioritized. [35] 
9.1   Introduction 
Products must be designed and manufactured carefully, so that their entire lifecycle can be more sustaina-
ble and their environmental impacts can be reduced (e.g., greenhouse gas emissions and global warming, 
waste generation, and energy and resource depletion). Lifecycle assessment (LCA), which also is known 
as lifecycle analysis, is an essential tool for attaining these two goals. Taking a “cradle-to-grave” ap-
proach, an LCA examines all stages of a product’s life and gives a quantitative assessment of its potential 
environmental impact [28, 166, 172]. The results of the LCA help identify priority areas for improvement 
and ways to reduce environmental impacts.  
Recently, LCA has gained popularity in various industries as an effective tool for environmental 
8 Reprint, with permission, from Kwak et al. (2012) [35].  
 199 
 
assessment. However, due to the complexity of the task, few studies have examined complex, off-road 
equipment. This chapter presents a comprehensive LCA study of a typical piece of diesel construction 
machinery (Figure 9.1). The target machine is characterized by a large body, a complex product structure 
with a large number of constituent parts, and high fuel consumption (throughout the long lifecycle). This 
chapter describes how the LCA approach can be applied to such a complex machine, especially when the 
usage patterns of the machine (e.g., average work load, fuel consumption rate, and total lifetime) vary 
greatly by consumer. 
The rest of the chapter is organized as follows. Section 9.2 presents the goal and scope of this 
LCA study. Section 9.3 describes the lifecycle modeling and the data that were collected for the target 
machine and its lifecycle. Section 9.4 presents the results of the LCA, followed by sensitivity analyses in 
Section 9.5. Section 9.6 explores the potential opportunities for reducing environmental impacts. Section 
9.7 provides conclusions based on the results of the LCA and suggestions for future work. 
9.2   Goal and Scope Definition 
The objectives of the LCA study of the heavy-duty equipment were: 
 To assess the environmental performance of currently-marketed heavy-duty equipment 
 To provide baseline LCA results for general heavy-duty equipment  
 To develop detailed guidelines on the use of LCA for complex machines  
 To demonstrate applications of LCA in improving a product and its lifecycle 
 
 
Figure 9.1 Target machine (Picture Courtesy of Deere.com) 
 200 
 
9.2.1  Functional Unit and System Boundary 
The target machine of this study is typically used in construction settings to lift and move heavy material 
around a worksite. As Figure 9.1 illustrates, the machine has a front bucket attached to the cab. The model 
under consideration here is a currently-marketed machine that is equipped with an interim Tier 4 (iT4)-
certified diesel engine. The machine’s lifetime is assumed to be 20,000 hours of operation including idle 
time. Thus, the functional unit is defined as 20,000 hours of operation; a more detailed description of the 
operation is discussed in Section 9.3.2. 
Using the cradle-to-grave approach in this chapter, the entire lifecycle of the target machine is 
considered. Figure 9.2 gives a simplified overview of the lifecycle under consideration. It consists of four 
phases, i.e., 1) manufacturing, 2) machine use (i.e., fuel consumption and emissions), 3) maintenance (i.e., 
 
Figure 9.2 System boundary: A lifecycle of off-road equipment 
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production of spare parts, filters, oils and fluids), and 4) end-of-life treatment (i.e., reuse, recycling, land-
fill, and incineration). All important upstream processes and infrastructure are also taken into account. 
Here, the manufacturing phase includes both the extraction of raw materials and the production of the en-
tire machine.  
9.2.2  Methods, Assumptions and Limitations 
The machine’s lifecycle was analyzed using two different impact assessment methods, i.e., Eco-Indicator 
99 and IPCC 2007. The LCA software SimaPro version 7.3 (www.pre.nl) was used for the calculations. 
The following assumptions were used throughout the study: 
 Most of the lifecycle inventory data were taken from the Ecoinvent (www.ecoinvent.org) data-
base, and the majority of the data reflects average European situations.  
 The machine’s lifecycle involves four types of transportation, i.e., transportation between part 
manufacturers and the assembly factory, delivery of the finished machine to the dealership, trans-
portation of spare parts and refills to the consumer for maintenance, and transportation of the used 
machine and maintenance parts for end-of-life treatment. Due to the lack of data, transportation 
involved in parts manufacturing was not included in the analysis. However, this transportation 
was expected to have a relatively insignificant impact on the fidelity of this study. As shown in 
other LCA studies of heavy-duty equipment, transportation usually accounts for the lowest envi-
ronmental impact in the total lifecycle [179, 180]. 
 For end-of-life processing, the “cut-off approach” was used for allocation. The environmental 
impacts or benefits from recycling were not allocated to the current lifecycle [232-234]. 
 
9.3   Data Collection and Model Construction 
Clear understandings of the target product and its lifecycle are essential for any successful LCA study. 
This section describes the data collected for the current study. The data were collected based on the Pareto 
principle (80-20 rule); not all relevant data were collected, but the most effective areas were included.    
9.3.1  Manufacturing 
9.3.1.1  Material Extraction 
Many thousands of individual parts are involved in the assembly of a complex product, such as the heavy-
duty equipment studied here. Due to such complexity, most previous studies of large-scale products have 
excluded product structure from consideration. However, to identify critical parts that have significant 
environmental impacts, product structure must be taken into account. In this study, a bill-of-materials (i.e., 
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a hierarchical list of parts that shows how the final product is assembled) for the machine was secured 
from the manufacturer, and the product structure was defined as a four-level hierarchy consisting of the 
full machine (level 0), functional groups (level 1), components (level 2), and subcomponents (level 3).  
Once the product structure was defined, starting from the lowest-level subcomponents, their 
weights and material compositions were examined. When materials had no equivalent in the Ecoinvent 
database, assumptions were made concerning equivalent materials. The total weight of the target machine 
was assumed to be approximately 18,000 kg. Among the 17 level-1 functional groups, the loader (i.e., 
boom and bucket), frame chassis, wheels and tires, and axles were the heaviest. Altogether, these compo-
nents accounted for approximately 70% of the total mass of the machine.    
Table 9.1 shows the material composition of the target machine collectively by material type. The 
Table 9.1 Assumptions on material composition 
Material type Mass (%) 
Low-Alloyed Steel  61.54 
High-Alloyed Steel 8.81 
Unalloyed Steel 1.13 
Cast Iron 17.59 
Aluminum Alloy (AlMg3) 0.12 







Synthetic Rubber 6.73 
Ceramics 0.08 
Oil 0.89 
PP (Polypropylene) 0.15 
HDPE (High Density Polyethylene) 0.43 
Fiber Glass 0.08 
Flat Glass (Coated) 0.81 
Nylon 0.01 
PVC (Polyvinylchloride) 0.01 
Polyurethane 0.03 
Ethylene Vinyl Acetate Copolymer 0.02 
Sulfuric Acid 0.04 




main material is steel (i.e., low-alloyed, high-alloyed and unalloyed steel), which accounts for over 70% 
of the machine’s weight. Cast iron and rubber are the second and third most-used materials. 
9.3.1.2  Manufacturing Processes 
For manufacturing processes, information was needed for each subcomponent. When process data were 
not directly available from the manufacturer, “General Manufacturing” data in the Ecoinvent database 
were used. General manufacturing involved various aspects of manufacturing processes, as shown in Fig-
ure 9.3. For machining or tooling of metal parts that accompanies scrap, a scrap rate (the amount of mate-
rial removed) was defined as 0.227 kg per kg of finished part; in other words, each kg of finished product 
began with 1.227 kg of raw material. In general, plastics and rubber materials were assumed to have been 
produced by the “injection molding” process; some parts were known to have been heat treated, and that 
information was also included in the model. Any glass parts were assumed to have been subjected to the 
glass tempering process. Finally, the lack of precise data concerning welding also required an assumption, 
 
Figure 9.3 Description of general manufacturing (www.ecoinvent.org) 
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and the welding rate was defined to be 0.146 m of welding per kg of steel (low, high, and unalloyed varie-
ties) in the machine.   
9.3.1.3  Transportation 
The manufacturing phase involved three types of transportation: (1) the transportation for parts manufac-
turing, (2) the transportation between part manufacturers and the assembly factory, and (3) the delivery of 
the finished machine to the dealership. The mass, travel distance, and transportation mode (by truck 
and/or oceanic freight shipping) were used to calculate the environmental impacts of transportation. As 
discussed in Section 9.2.2, the transportation for parts manufacturing was not included in this analysis.  
9.3.2  Machine Utilization 
9.3.2.1  General Modeling of the Operation of the Machine 
The usage phase involved fuel consumption and emissions. Two sets of information were critical for 
measuring the environmental impact resulting from the usage phase, i.e., the fuel consumption rate and 
the emission rate. Only if both of these sets of information are available would it be possible to derive the 
exact impact of the usage phase. One difficulty is that the fuel consumption rate and the emission rate de-
pend significantly on the machine itself (i.e., its engine performance) and also on how the machine was 
used.  
Machines typically operate at a variety of speeds and workloads, depending on the severity of the 
application and the operator’s skill. It is rare for a machine to operate at full load using the engine’s rated 
power, i.e., the maximum power that its engine is capable of producing at its rated speed. To take into 
account partial load operations, in this study, the concept of load factor was used, which indicates the 
fraction of the rated power used [235]. For instance, if an engine rated at 160 kW operates with a 0.2 load 
factor, the engine would be producing an average of 32 kW during its operation. 
Equations (9.1) and (9.2) provide the fuel consumption rate and emission rate when the machine 
was used to perform a single operation. As shown in the equations, the fuel consumption rate of an opera-
tion depends on the rated power, the brake-specific fuel consumption (BSFC) of the engine, and the en-
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gine’s load factor for the operation. Similarly, the emission rate of an operation was determined by the 
power and the emission factors of the engine and the average load factor of the operation.   
 
 Engine power [kW] Load factor BSFC [g/kWh]Fuel consumption rate [gallon/hr] = 
Fuel density [g/gallon]
   (9.1) 
 Emission rate [g/hr]= Engine power [kW] Load factor  Emission factor [g/kWh]   (9.2) 
 
The engine power, BSFC, and the emission factors are engine-specific characteristics. The BSFC 
is a measure of an engine’s fuel efficiency; it is defined as the rate of fuel consumption divided by the rate 
of power production [236], and it varies at different engine load factors, so it can be represented as a func-
tion of load factor. Figure 9.4 shows the BSFC function assumed for the target machine in this study. 
Based on test data acquired for the engine, the BSFC was modeled as an exponentially-decreasing func-
tion of load factor. The emission factors (g/kWh) represent the amounts of gaseous emissions that are 
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Figure 9.4 Brake-specific fuel consumption (BSFC) as a function of engine load factor 
 
Table 9.2 Assumptions on emission factors 
Emission type Zero-hour emission factor [g/kWh] Deterioration coefficient 
HC  0.025 0.027 
NOx  1.72 0.008 
CO  0.11 0.151 
Particulate matter (PM) 0.008 0.473 
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emitted per unit of power generated. In this study, six types of emissions were considered, i.e., hydrocar-
bons (HC), nitrogen oxides (NOx), carbon monoxide (CO), particulate matter (PM), carbon dioxide 
(CO2), and sulfur dioxide (SO2).  
The emission factors for HC, NOx, CO, and PM can be measured by conducting emissions testing 
for the engine. One problem, however, is that the emissions are influenced by engine deterioration. In 
other words, as the engine ages, the emissions may also increase over time. To address the effects of dete-
rioration, in this study, the methodology proposed by the U.S. Environmental Protection Agency’s 
(EPA’s) NONROAD model was used [237]. The NONROAD model calculates the emission factors for 
an aging engine by multiplying the zero-hour emission factor (i.e., the emission factor for a new engine) 
by a deterioration factor. Equations (9.3) through (9.5) describe emissions modeling that included consid-
eration of the deterioration of the engine. Table 9.2 shows the emission factors and deterioration coeffi-
cients assumed for the target machine. 
 
 Emission factor [g/kWh] = Zero-hour emission factor [g/kWh] Deterioration factor  (9.3) 
 Deterioration factor = 1+Deterioration coefficient Age factor  (9.4) 
 Accumulated hours of machine use (hour)Age factor = 
Expected lifetime of the engine at full load (hour)/Load factor
 (9.5) 
 
Unlike the other emissions, the emission factors for CO2 and SO2 were calculated based on BSFC. 
Equations (9.6) and (9.7) were used for the calculation [236, 237]: 
 
 2CO  [g/kWh] = (BSFC [g/kWh] HC [g/kWh]) 0.87 (44 /12)    (9.6) 
 2SO  [g/kWh] = (BSFC [g/kWh] (1 soxcnv) HC [g/kWh]) 0.01 soxdsl 2       (9.7) 
 
where HC is the hydrocarbon emissions, 0.87 is the average carbon fraction of the diesel fuel, 44/12 is the 
ratio of CO2 mass to carbon mass (i.e., 44 g of CO2 are emitted for every 12 g of carbon burned), soxcnv 
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is the fraction of fuel sulfur converted to direct PM (assumed to be 0.3 in this study), 0.01 is the conver-
sion factor from weight percent to weight fraction, soxdsl is the weight percent of sulfur in the diesel fuel 
(assumed to be 0.0015 in this study), and the number 2 is the grams of SO2 formed from a gram of sulfur.  
9.3.2.2  Two-Mode Operation: Idling and Non-Idling 
Assuming that the machine’s operation has two main segments, i.e., idle and non-idle operations, Equa-
tions (9.1) and (9.2) can be transformed into Equations (9.8) and (9.9), where α denotes the ratio of idle 
operation over the machine’s lifetime, and x0 and x denote the load factors during the idle and non-idle 
operations, respectively. 
 
0 0BSFC ( ) [g/kWh]Engine power [kW]
(1 ) BSFC ( )[g/kWh]






          (9.8) 
0 0Emission rate [g/hr] = Engine power [kW]  ( EF  [g/kWh] (1 ) EF [g/kWh]) x x         (9.9) 
 
Suppose that the engine power, BSFC, and the engine load during idling are given. Equations (9.8) 
and (9.9) imply that the idle-time ratio α and the engine load factor during non-idle operation x are critical 
(a) Load-based approach 
 
(b) Fuel-based approach 
 
Figure 9.5 Two approaches for estimating fuel consumption and emission rates 
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factors in the impact assessment. When the idle-time ratio and the load factor are known, the correspond-
ing fuel consumption and emission rates can be calculated easily using Equations (9.8) and (9.9) (i.e., 
load-based approach (Figure 9.5(a)). Table 9.3 provides the estimates for the fuel consumption rate (in 





minimize  Actual fuel consumption rate 
subject to 0 1
where 
BSFC ( ) [g/kWh]
Engine power [kW]
(1 ) BSFC ( )[g/kWh]
 [gallon/hr] ,
Fuel density [g/gallon]












        
  p( / 0.1692) 215.6509.x 
 (9.10) 
 
One difficulty is that the load factor is not readily available to the consumers, and it may be diffi-
cult to collect the actual field data. Another potential approach is a fuel-based approach that starts from 
the average fuel consumption rate (Figure 9.5(b)). Unlike the load factor, the average fuel consumption 
rate is relatively easy to obtain from an actual field study. However, this approach still requires the load 
factor in order to calculate the emissions. In other words, the load factor that corresponds to the known 
average fuel consumption rate must be identified. In this study, an optimization model was developed for 
estimating the load factor, as shown in Equation (9.10). Given the fuel consumption rate and the idle-time 
Table 9.3 Estimates for the fuel consumption rate (gallons per hour) 
Idle-time ratio Load factor during non-idle operation 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
0 3.54 4.92 5.57 6.10 6.71 7.43 8.28 9.21 10.21 11.24 
0.1 3.33 4.57 5.16 5.63 6.18 6.83 7.59 8.43 9.33 10.26 
0.2 3.12 4.22 4.75 5.17 5.65 6.23 6.91 7.66 8.45 9.28 
0.3 2.91 3.87 4.33 4.70 5.12 5.64 6.23 6.88 7.58 8.30 
0.4 2.70 3.52 3.92 4.24 4.60 5.04 5.54 6.10 6.70 7.32 
0.5 2.49 3.18 3.51 3.77 4.07 4.44 4.86 5.32 5.82 6.34 
0.6 2.28 2.83 3.09 3.30 3.54 3.84 4.17 4.55 4.94 5.36 
0.7 2.07 2.48 2.68 2.84 3.02 3.24 3.49 3.77 4.07 4.38 
0.8 1.86 2.13 2.26 2.37 2.49 2.64 2.81 2.99 3.19 3.40 




ratio, the optimization model estimates the load factor x for non-idle operation, which makes the calculat-
ed fuel consumption rate y closest to the actual value obtained from consumers. Here, x0 and the fuel den-
sity were assumed to be 0.03 and 3,217.6 grams per gallon (or 850 grams per liter), respectively. 
According to the fuel-based approach, the load factors that match any fuel consumption rate and 
idle-time ratio can be obtained, as shown in Table 9.4. For example, assume that the fuel consumption 
rate is known to be three gallons per hour. Depending on the idle-time ratio, the load factor varies greatly 
from 0.08 to 0.8. When the idle time ratio is assumed to be 0.3, the corresponding engine load during 
non-idle time x is 0.1062. In this study, this profile, i.e., the known fuel consumption rate of three gallons 
per hour, the idle-time ratio of 0.3, and the load factor during the non-idle operation of 0.1062, was arbi-
trarily chosen as the baseline case. Tables 9.5 and 9.6 provide a more detailed description of the baseline 
case. 
Table 9.4 Estimates for the load factor during non-idle operation 
Idling rate Average fuel consumption rate [gallons per hour] 1 2 3 4 5 6 7 8 9 10 
0 0.0199 0.0446 0.0770 0.1243 0.2099 0.3814 0.5425 0.6683 0.7781 0.8797 
0.1 0.0189 0.0463 0.0838 0.1429 0.2682 0.4693 0.6229 0.7494 0.8638 0.9721 
0.2 0.0176 0.0486 0.0930 0.1716 0.3607 0.5618 0.7125 0.8438 0.9663 
0.3 0.0159 0.0515 0.1062 0.2227 0.4725 0.6632 0.8178 0.9588 
0.4 0.0137 0.0556 0.1268 0.3257 0.5925 0.7825 0.9488 
0.5 0.0108 0.0616 0.1647 0.4782 0.7314 0.9348 
0.6 0.0065 0.0712 0.2596 0.6502 0.9135 
0.7 0.0897 0.4913 0.8778 
0.8 0.1406 0.8043 
0.9 0.5520 
 
Table 9.5 Assumptions on fuel consumption rate (baseline case) 
 Idling Non-idling 
Time spent [ratio] 0.3 0.7 
BSFC [g/kWh] 928.32 669.86 
Fuel consumption [kg/hr]  4.62 11.81 
Fuel consumption [gallons per hour] 1.44 3.67 
 
Table 9.6 Assumptions on emission rate (baseline case) 
Emission Idling Non-idling Average Deterioration 
HC 0.12 0.44 0.35 0.027 
NOx 8.57 30.32 23.80 0.008 
CO 0.55 1.94 1.52 0.151 
Particulates 0.04 0.14 0.11 0.473 
CO2 14747.06 37669.52 30792.78 - 
SO2 0.10 0.25 0.20 - 
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9.3.3  Maintenance 
Maintenance activities over the lifetime of the machine, such as parts replacements and oil and filter 
changes, are another factor that affects the environmental performance of the machine. In this study, the 
degree and frequency of maintenance activities were assumed based on the maintenance schedule rec-
ommended by the manufacturer. Table 9.7 summarizes the amount (in quantity or volume) of various 
parts, fluids, and filters that were assumed to be consumed throughout the total lifetime, i.e., 20,000 
hours. The impacts of transporting spare parts and refills to the customer were also considered.  
 
Table 9.7 Assumptions on maintenance (baseline case) 
Maintenance type Total amount 
Filters 311 Filters 
Fluid (coolant and oils) 2282.9 Liters 
Tire 12 Tires 
Attachments (e.g., cutting-edge) 7 Parts 
Batteries  4 Parts 
Others (e.g., wiper motors and blades) 23 Parts 
 
9.3.4  End-of-Life 
End-of-life requires information on both the machine’s lifetime and its end-of-life disposition. In this 
study, the machine was assumed to operate for a total of 20,000 hours; at the end of its life, it was as-
sumed to be either recycled or discarded. Table 9.8 shows the end-of-life scenario that was used in this 
study. The machine and all replacement parts and refills consumed over the machine’s lifetime follow the 
same scenario. It was assumed that 90% of steel and iron was recycled, while the rest was discarded either 
by landfill or incineration.  
 
Table 9.8 Assumptions on End-of-Life Treatment 
Material type Recycling Landfill Incineration 
Steel and iron 90% 10% 0% 





9.4   Results of the Lifecycle Assessment 
9.4.1  Lifecycle Inventory Analysis 
Assuming the baseline usage scenario (Tables 9.5 and 9.6), Table 9.9 shows the amount of major lifecycle 
inventories associated with the target machine’s lifecycle. The results reveal how different lifecycle phas-
es contribute to the overall lifecycle inventories. Here, the impacts from the usage phase include both the 
impacts from fuel and the impacts from emissions. The former represents the impacts from extracting and 
processing natural resources, refining and producing diesel fuel, and transporting fuel to the machine. The 
latter indicates the impact of emissions from diesel fuel combustion.   
For the CO2, SO2, and NOx outputs, the usage phase accounts for over 70% of the total invento-
ries. However, for particulates, the usage phase contributes much less, approximately 20%. Only a small 
fraction of particulates come from machine emissions, thanks to advanced filter technologies.   
 
Table 9.9 Lifecycle inventory (LCI) results 
Lifecycle phase CO2 SO2 NOx Particulates 
Share [%]     
Manufacturing 8.9 20.0 16.8 62.6 
Maintenance 3.6 8.3 6.1 17.2 
Usage 86.6 71.3 73.9 19.4 
End-of-life 0.9 0.4 3.2 0.9 
Total mass [kg] 816520.5 1194.7 1114.6 386.6 
 
9.4.2  Lifecycle Impact Analysis 
9.4.2.1  Total Lifecycle 
Figure 9.6 provides Eco-indicator 99 scores associated with the lifecycle of the machine. The total pro-
duction (i.e., manufacturing and maintenance phases) accounts for approximately 26%, usage approxi-
mately 73%, and end-of-life phase accounts for approximately 1%. As shown in Figure 9.7, fossil fuels, 
respiratory inorganics, and climate change are three main impact categories and cause over 85% of the 
total environmental impact. For those impact categories, the usage phase causes a majority of the impact 
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Figure 9.6 EI-99 score for the machine’s lifecycle [Method: Eco-indicator 99 H/A] 































Figure 9.7 EI-99 score composition for the machine’s lifecycle [Method: Eco-indicator 99 H/A] 
 
Table 9.10 EI-99 score for the machine’s lifecycle [Method: Eco-indicator 99 H/A] 
Impact category Manufacturing Maintenance Use End-of-life Total Share [%] 
Carcinogens 1714.89 591.42 457.00 223.55 2986.85 4.19 
Respiratory organics 3.12 2.98 16.34 0.39 22.83 0.03 
Respiratory inorganics 4402.40 1685.67 6802.92 219.05 13110.04 18.37 
Climate change 750.75 301.61 6858.44 89.63 8000.44 11.21 
Radiation 19.68 8.31 13.05 0.43 41.48 0.06 
Ozone layer 0.31 0.32 4.29 0.03 4.95 0.01 
Ecotoxicity 1260.96 758.20 166.50 89.49 2275.16 3.19 
Acidification 96.66 35.68 392.97 14.85 540.15 0.76 
Land use 90.55 39.92 500.76 5.22 636.45 0.89 
Minerals 1256.01 815.71 23.56 2.20 2097.48 2.94 
Fossil fuels 2358.52 2105.94 36942.28 235.43 41642.17 58.36 




Figure 9.8 and Table 1.11 quantify the amount and contribution of the global warming potential 
impact in 100 years (GWP 100a) associated with different lifecycle phases. The total global warming po-
tential is measured to be 836,650 kg CO2 equivalent. One major difference to note for this method is that 
IPCC 2007 highlights the impact from greenhouse gas emissions, whereas Eco-Indicator 99 emphasizes 
the impact from fuel consumption, or fossil fuel depletion. Therefore, within the usage phase of the 
lifecycle, the main source of impact in this method is the emission caused by fuel burn.   
9.4.2.2  Manufacturing Stage 
An analysis that is focused on the initial manufacturing stage can help compare different functional 
groups in terms of their environmental performances. Figure 9.9 shows the LCA results for the manufac-
turing stage only. Manufacturing the functional group “FG04” causes the most environmental impact, 
about 32% of the total, followed by “FG08” with 12%, “FG17” with 10%, “FG15” with 9%, “FG13” with 
7%, “FG16” with 6%, and “FG14” with 4%. Together, these seven functional groups account for about 
80% of the total environmental impact of the manufacturing phase.  
Total Score: 836648.84 kg CO2e
End-of-Life 
1.2%







Figure 9.8 GWP 100a for the machine’s lifecycle [Method: IPCC 2007] 
 
Table 9.11 GWP 100a for the machine’s lifecycle [Method: IPCC 2007] 
 Manufacturing Maintenance Use End-of-life Total 
GWP [kg CO2e] 78267.58 31668.43 716964.78 9748.05 836648.84 
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In general, massive functional groups have high impacts. However, Figure 9.10 implies that the 
weight of a part does not necessarily represent the magnitude of its impact. Even if the weights of differ-
ent functional groups are about the same, their impacts can vary significantly; conversely, functional 
groups with similar environmental impacts can have a wide range of weights.   
Figure 9.11 shows the sources of impact for the seven major functional groups. It clarifies wheth-
er the impact is associated with material consumption, manufacturing, or transportation. Based on the re-










































Figure 9.9 Impact sources of the manufacturing phase 
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Figure 9.11 Impact source of major functional groups 
 
9.5   Sensitivity Analysis 
In the previous sections, the LCA was conducted with the following assumptions: a fuel consumption rate 
of three gallons per hour, a non-idle engine load factor of 10.62%, and an idle-time ratio of 30%. Based 
on these assumptions, fuel consumption and emissions during the usage phase are responsible for most of 
the environmental impacts associated with the machine’s lifecycle. However, the fuel consumption and 
emission rates depend on how a consumer uses the machine, and, thus, they vary widely. Sensitivity anal-
ysis is one way to consider and compare such variations. In this section, two types of sensitivity analyses 
are presented, one that varies the load factor and one that varies the fuel consumption rate. 
9.5.1  Engine Load Factor 
As discussed in Section 9.3.2, if x and the idle-time ratio α are given, the corresponding fuel consumption 
and emission rates can be obtained easily. Load-based sensitivity analysis evaluates how the environmen-
tal impacts vary for different idle-time ratios and non-idling load factors. Figure 9.12 and Tables 9.12 and 
9.13 present the results of the sensitivity analysis. The idle-time ratios were varied from 0.2 to 0.4, and 
the non-idling load factors were varied from 0.1 to 1.0 (full load), both with increments of a 0.1. 
When the load factor is zero (i.e., the machine is not used at all), no fuel is used, so there is no 
impact associated with usage. As the load increases, the environmental impacts also increase, due to in-
creased fuel consumption and emissions. When the idle-time ratio α is 0.3 and the machine is used at full 
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load, the impact from the usage phase reaches up to 88% (EI-99) and 94% (GWP) of the total impact. 
 
 (a) EI-99 score  (b) GWP 100a 




















































Figure 9.12 Impact variation for different engine load factors 
 
Table 9.12 EI-99 score variation for different non-idling load factors  
(% number represents the ratio of the impact of use) 
Load factor  
(non-idling) 
Idle-time ratio 

































































Table 9.13 GWP variation for different non-idling load factors 
(% number represents the ratio of the impact of use) 
Load factor  
(non-idling) 
Idle-time ratio 
0.2 0.3 0.4 



















































9.5.2  Fuel Consumption Rate 
The analysis based on the fuel consumption rate supports market communication. The fuel consumption 
rate typically is more important to customers than the load factor. The environmental impact for a given 
fuel consumption rate can be used in marketing as a customized metric for environmental performance.     
In this study, a sensitivity analysis was conducted for different fuel consumption rates and idle-
time ratios; the fuel rates were varied from 1 gallon per hour to 10 gallons per hour, and the idle-time ra-
tio was varied from 0.2 to 0.6 in 0.1 increments. Figure 9.13 and Tables 9.14 and 9.15 present the results 
of the sensitivity analysis.  
As was the case for engine load, the environmental impact increases as the fuel rate increases. If 
the fuel consumption rates are the same, less idling is slightly better because the average load factor in-
creases as the idle-time ratio increases; for instance, when idle-time ratios are 0 and 0.3 (Table 9.4), the 
average load factors are 0.0770 (= 0×0.03+1×0.0770) and 0.0833 (= 0.3×0.03+0.7×0.1062), respectively, 
and the emission rates also increase as the idle-time ratio increases. However, the difference between dif-
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ferent idle-time ratios is marginal in the fuel-based analysis; their fuel consumption rates are the same, 
and CO2 emission rates are also the same.  
 
 (a) EI-99 score  (b) GWP 100a 























































Figure 9.13 Impact variation for different fuel consumption rates 
 
Table 9.14 EI-99 score variation for different fuel consumption rates 
(% number represents the ratio of the impact of use) 
Fuel consumption 
(gallons per hour) 
Idle-time ratio 
0.2 0.3 0.4 



































8 171527.10 (88.24%) 
171507.64 
(88.24%) - 
9 191280.74 (89.20%) - - 





Table 9.15 GWP score variation for different fuel consumption rates 
(% number represents the ratio of the impact of use) 
Fuel consumption 
(gallons per hour) 
Idle-time ratio 
0.2 0.3 0.4 



































8 2039934.00 (93.67%) 
2039993.70 
(93.67%) - 
9 2283307.00 (94.15%) - - 
10 - - - 
 
9.6   Improvement Analysis 
A goal of lifecycle assessment is to determine ways to improve the environmental performance of the tar-
get system. In this section, available opportunities for reducing the environmental impacts of the target 
machine and evaluating the effectiveness of these opportunities are explored using LCAs.  
Assume that there are six potential solutions for reducing the environmental impacts of the target 
machine. Four of the solutions relate to product design, i.e., reduced fuel consumption rate, reduced emis-
sion rates, improved durability, and improved productivity. The other two solutions relate to usage behav-
ior, i.e., reduced idling during operation and increased use of biodiesel. Different solutions have different 
environmental implications, as indicated below:  
 Reduced fuel consumption rate: A product that has improved energy efficiency (or, improved 
BSFC) requires less fuel to finish the same amount of work. Thus, the decrease in fuel consump-
tion can contribute to reducing the impact of use. 
 Reduced emission rates: A product that has lower emission factors produces less gaseous emis-
sions during operation, thereby lowering the impact of use.  
 Improved durability: A more durable product has longer maintenance cycles for its replacement 
parts and refills. For the same period of time, the product requires less frequent maintenance, 
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thereby lowering the adverse environmental impacts associated with maintenance. Reduced 
maintenance also provides an additional benefit in the end-of-life stage, i.e., since less parts are 
consumed over the machine’s lifetime, less waste is generated, which, in turn, reduces the impact 
of end-of-life treatment.    
 Improved machine productivity: A product with better productivity can accomplish the same 
amount of production in a shorter period of time. For the same period of lifetime, the total impact 
remains the same, but the impact per unit of production (e.g., impact per ton of material moved or 
the impact per bushel of grain harvested) decreases as the machine’s productivity increases.   
 Reduced idling: Reduced idling indicates that more time is spent on non-idling operation during. 
Since non-idling operation consumes more fuel and generates more emissions than idling opera-
tion, the total impact per hour may increase as the idle-time ratio increases. However, an in-
creased amount of production can offset the downside, when the impact per unit of production is 
considered.   
 Use of biodiesel: Using biodiesel, such as B20 (20% biodiesel), is a potential solution for reduc-
ing the impact of use. Biodiesel is known to have both pros and cons. With biological recycling 
of carbon, biodiesel can reduce the emission of CO2, which is a major greenhouse gas. However, 
it may require more energy and resources for production. In addition, its energy content is less 
than that of conventional diesel, so, as the percent of biodiesel increases, more fuel is required to 
accomplish the same amount of work. To assess the effect of biodiesel, fuel consumption and 
emission rates were assumed based on Ref. [238, 239]. Taking into account differences in energy 
and carbon contents and fuel density (Table 9.16), the BSFC of biodiesel was assumed to be 
112.5% of the BSFC of conventional diesel fuel. Equation (9.11) shows how emission factors 
would change as biodiesel is blended with conventional diesel fuel; the coefficient β for each 
emission is given in Table 9.17, and the percent change in each emission is given in Table 9.18 
and Figure 9.14. For example, if B20 biodiesel is used instead of conventional diesel, the emis-
sion of particulate matter (PM) would be decreased by 12%. Table 9.19 summarizes the assump-
tions made on the emission rates for the baseline-use case (i.e., 30% idling and a non-idling load 
factor of 0.1052). 
 
 





Average energy content (BTU per gallon ) 119,224 129,500 
Carbon content 77.8% 86.7% 
fuel density (grams per liter) 880 850 
CO2 emission (fossil) 5.18% 100% 
CO2 emission (biomass)* 94.82% 0% 
*The biomass CO2 does not have any negative environmental impact as it is offset by the credit from the production 
stage—the carbon in the atmosphere is absorbed into plants through photosynthesis (biological carbon cycling).  
 
 
   % change in emissions= exp (% biodiesel) 1 100%      (9.11) 
 
Table 9.17 Coefficients for biodiesel emission [238] 
  NOx PM HC CO 
Coefficient β 0.0009794 -0.006384 -0.011195 -0.006561 
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Percent biodiesel  
Figure 9.14 Average effects of biodiesel on emissions (redrawn Fig. ES-A in Ref. [238]) 
 
Table 9.18 Percent change in emissions (%) 
B5 B10 B20 B100 
NOx 0.49 0.98 1.98 10.29 
PM -3.14 -6.18 -11.99 -47.19 
CO -3.23 -6.35 -12.30 -48.11 
HC -5.44 -10.59 -20.06 -67.36 
 
Table 9.19 Assumptions on emission rates (g/kWh, baseline use case) 
  Diesel B5 B10 B20 B100 
NOx 1.720 1.728 1.737 1.754 1.897 
PM 0.008 0.008 0.008 0.007 0.004 
CO 0.110 0.106 0.103 0.096 0.057 
HC 0.025 0.024 0.022 0.020 0.008 
SO2 0.016 0.015 0.014 0.013 0.000 
CO2 2376.072 2263.479 2150.885 1925.698 124.202 
 
 
An LCA using sensitivity analyses can help assess the effect of each solution quantitatively and 
provides a means for prioritizing the solutions. In this study, a sensitivity analysis was conducted for each 
of the six solutions by varying the improvement rate from 0% to 20%. For example, the lifecycle impact 
of the target machine was calculated when the fuel consumption rates were assumed to be reduced by 0% 
to 20%. A zero improvement rate denotes the baseline case. Thus, the total impact for zero percent im-
provement is the same as shown in Section 9.4. For biodiesel, a 20% improvement rate indicates that bio-
diesel B20 was used.  
Figures 9.15 and 9.16 illustrate the results of the sensitivity analyses. When the total impact is 
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considered, reducing the rate of fuel consumption is shown as the most effective solution. If the impact 
per unit production is considered, improving the machine’s productivity was identified as the most effec-
tive solution, followed by reducing the rate of fuel consumption. Using biodiesel shows an interesting 
result in that it provided contradictory implications, depending on the impact measure. The increasing 
trend of the EI-99 score in Figure 9.15 implies that using biofuel may not be environmentally sustainable 
even though it reduces greenhouse gas emissions (Figure 9.16).  
 (a) Total impact  (b) Impact per unit production 


















































Figure 9.15 Improvement analysis (EI-99 score) 
 
 (a) Total impact  (b) Impact per unit production 

















































Figure 9.16 Improvement analysis (GWP 100a) 
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9.7   A Look Back and a Look Ahead 
LCA is a versatile analytical tool that can quantify the total environmental impact associated with a prod-
uct’s lifecycle. It can be used to examine all stages of a product’s life and provide a quantitative assess-
ment of total environmental impact.  
This chapter presented the LCA study conducted for currently-marketed, heavy-duty equipment. 
Among the various LCA methods, Eco-Indicator 99 and IPCC 2007 were used to calculate the total envi-
ronmental impact in terms of eco-indicator point and global warming potential, respectively. Due to the 
consumption of diesel fuel, the usage phase accounts for most of the total environmental impact. This im-
plies that improving fuel efficiency should have a higher priority than any other consideration when at-
tempting to improve the environmental performance of heavy-duty equipment. As for manufacturing, ad-
ditional work is needed on improving the most high-impact functional groups in order to reduce the envi-
ronmental impact of manufacturing effectively. 
Environmental impact is affected by different patterns of machine utilization. This study exam-
ined how the total impact changes when the machine is used in different ways. The results of the analysis 
improved our understanding of the machine’s environmental performance by indicating a range of envi-
ronmental impacts corresponding to various customer-usage profiles.  
Improving the detailed fidelity of this work should be one of the focuses of future work. This 
could include, for example, determining the impacts of materials and manufacturing processes that are 
specific to the manufacturing organization rather than using Ecoinvent data. Another important area for 
future work is the development of decision-aid tools that incorporate LCA considerations into product 
design and management. LCA perspectives can be added to previously-developed models, including 
models for optimizing end-of-life recovery and positioning products in the marketplace. Finally, this 
chapter investigated the environmental performance of a single product. However, to use LCA in design 
selection, lifecycle assessment should be capable of comparing multiple products on a fair basis. Such a 
comparative LCA is discussed in Chapter 10.     
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Chapter 10.  Comparative Lifecycle Assessment of 
Multiple Complex Systems: A Case Study of Heavy-
Duty, Off-Road Equipment9  
This chapter presents a method for the comparative lifecycle assessment (LCA) of two distinctively dif-
ferent systems based on industrial heavy-duty off-road equipment. The study demonstrates how to com-
pare the environmental impact performance of two different machines when they perform the same types 
of operations, but have different levels of operational productivity. Considering the entire lifecycle of a 
machine from material extraction to end-of-life treatment, the two machines were analyzed and compared 
in terms of their lifecycle impact score. To make a fair comparison between the two machines, the impact 
generated by the same amount of production was used as the basis for comparison. The results of the 
study can quantify the relative lifecycle impact across different machine architectures for design and mar-
ket support purposes. [240] 
10.1   Introduction 
As awareness of the importance of sustainability increases and environmental regulations become more 
stringent, manufacturers are increasingly faced with the challenge of making their products green as well 
as profitable. LCA that compares multiple products can be a useful tool for the design and marketing of 
greener products because it can show which products have less adverse environmental impacts and how 
much less the impacts will be.   
This chapter presents a comparative LCA study of heavy-duty, off-road equipment. The study 
compares the global warming potential (GWP) of two similar-purpose, heavy-duty, off-road machines 
that perform the same types of operations but have different designs and thus different levels of opera-
9 The material in this chapter is based on the publication provided by Kwak et al. (2012) [240].  
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tional productivity. To make a fair comparison between the two machines, the same amount of production 
was used as the functional unit (i.e., the basis for comparing different products). The results of the study 
showed which machine is “greener”, why that is the case, and how much greener it is. Such information is 
valuable for use in designing products and supporting the products in the marketplace.   
The rest of the chapter is organized as follows. Section 10.2 presents the scope and the functional 
unit of this LCA study. Section 10.3 describes the data to be collected for the two target machines during 
their lifecycles. Section 10.4 presents the results of the LCA, and Section 10.5 presents the conclusions 
that were drawn from the study and provides suggestions for future work.  
10.2   Defining the Basis for Comparison 
10.2.1  System Boundary 
The target products of this study are the same type of large-scale, complex machines that typically are 
used in worksite settings. The main functions of these machines are to lift and move heavy materials 
around the worksite. In this study, two recent models, Machine A and Machine B, were compared in 
terms of the significance of their global warming potential (GWP). By using the cradle-to-grave approach, 
the entire lifecycle of each machine was incorporated into the comparison. The lifecycle consists of four 
phases, i.e., manufacturing, usage, maintenance, and end-of-life treatment. Here, the manufacturing phase 
includes both the extraction of raw materials and the production of the entire machine.  
10.2.2  Assumptions 
Different levels of productivity for two different machines complicate the comparative LCA in that they 
cause different aging of the machines. Different machines have different load factors for the same opera-
tion. In general, a smaller load factor implies less severity of machine application and, thus, longer life-
time of the machine. To define the basis for comparing two different machines, several key assumptions 
must be made about the machines’ lifetimes and impact allocations.  
First, it is assumed that a machine is retired from service and discarded for end-of-life treatment 
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when its engine reaches the end of its life. Replacement of the engine is not considered in this study. Un-
der this assumption, the expected machine lifetime Ti can be estimated as follows [235]:  




  (10.1) 
where MLi is the expected lifetime of machine i if it were operated at full load, and LFi is the average load 
factor of Machine i over its lifetime. Load factor is the average power level at which the engine operates 
divided by the engine’s rated power [235]. The rated power is the maximum power level that an engine is 
capable of producing. For instance, if an engine rated at 160 kW operates at a load factor of 0.5, the en-
gine would produce an average of 80 kW during the operation. Thus, load factor reflects the severity of 
machine’s application. Full load means that the machine operates at the engine’s rated power throughout 
the entire operation, which implies the maximum possible severity of the machine’s application. In this 
study, both machines were assumed to have the same lifetime of 4,667 hours at full load, based on the 
estimate from Ref. [235]. 
Second, it was assumed that the machine would exhaust its full lifetime Ti. No early retirement 
was conducted. For the end-of-life treatment after Ti, the “cut-off approach” was used for allocating im-
pacts. The environmental impacts and benefits of recycling were not allocated to the current lifecycle 
[232-234]. 
Finally, the total impact of a machine’s entire lifecycle (i.e., the sum of the impacts of manufac-
turing, maintenance, machine use, and end-of-life treatment) was allocated by operation hours in a linear 
manner. If the scope of analysis includes a fraction of the machine’s lifetime, such as Pi hours out of Ti, 
then Pi/Ti of the total impact of its lifecycle was taken into consideration.  
10.2.3  Functional Unit: Same Amount of Production 
Table 10.1 shows the productivity of the target machines, i.e., Machines A and B. Although they conduct 
the same types of operations (i.e., Operations 1 through 4 and Idling), their engines and machine operat-
ing mechanisms are different; therefore, their productivity levels differ significantly in every operation. 
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This implies that the amount of work done over the same period of time may differ by machine. Therefore, 
the same amount of operating hours cannot be the appropriate functional unit in this comparative LCA. 
To make a fair comparison of machines with different productivity, in this study, the functional 
unit was set as the same amount of total production. In other words, the impact of the machine’s lifecycle 
that was caused by the same amount of production was used as the basis for comparison.  
Different levels of productivity, however, still complicate the comparative LCA in that they cause 
different aging of the machines. In Table 10.1, the two machines have different load factors for the same 
operation. As shown in Equation (10.1), a smaller load factor implies less severity of machine application 
Table 10.1 Assumptions on machine productivity 
Work Mode Machine A Machine B Production/hr Load factor  Production/hr Load factor  
Operation 1 286.0 tons 0.74 291.0 tons 0.69 
Operation 2 1094.0 tons 0.86 1060.0 tons 0.71 
Operation 3 23.3 miles 0.63 23.5 miles 0.67 
Operation 4 23.0 miles 0.74 23.2 miles 0.73 
Idling - 0.02 - 0.01 
 
Table 10.2 Functional unit description: same amount of production 
Work Mode 
Machine A Machine B 
Operation 
profile 





over the lifetime 
Total operation hours 




Operation 1 31.8% 2476.97 708413.19 tons 2434.41 31.4% 
Operation 2 16.8% 1308.59 1431594.72 tons 1350.56 17.4% 
Operation 3 15.7% 1222.91 28493.71 miles 1212.50 15.6% 
Operation 4 15.7% 1222.91 28126.84 miles 1212.36 15.6% 
Idling 20.0% 1557.84 - 1552.461 20.0% 
Total 100% 7789.21 - 7762.29 100% 
1The idling hour is assumed to be 20% of total operation–in other words, 25% of the non-idling hour (i.e., total working hour of the 
other operations).  
 
Figure 10.1 Implication of different productivity on machine lifetime and functional unit 
Machine A
Machine B
PA=TA TB Operation Hours0 PB
Functional Unit Remaining Life
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and, thus, longer lifetime of the machine. Therefore, an impact allocation based on the assumptions in 
Section 10.2.2 may be needed.   
Taking into account the possible implications of different levels of productivity, this study con-
ducts the following seven-step procedure to define the proper functional unit. (Figure 10.2 summarizes 
the main steps for defining the functional group.) 
1) For Machine A, assume an average profile of operations over its lifetime. In Table 10.2, Machine 
A is assumed to perform, for example, Operation 1 for 31.8% of its lifetime and Operation 2 for 
16.8% of its lifetime.  
2) Given the operation profile, calculate the average load factor, weighted by time spent at each op-
eration, for Machine A and find the expected machine lifetime TA using Equation (10.1). In this 
study, the average load factor of Machine A is 0.599, and the expected lifetime is 7,789.21 hours 
(=4,667 hours/0.599).  
3) For each operation, calculate the total operating hours over the machine’s lifetime, by multiplying 
the operational profile by TA. Using the productivity information of Machine A, i.e., production 
per hour, calculate the total amount of production over the lifetime for each operation. In this 
study, Machine A performs Operation 1 for 2,476.97 hours (=7,789.21 hours*0.318) during its 
lifetime, and the total production is 708,413.19 tons (=2476.97 hours *286 tons/hour).     
4) Using the productivity information of Machine B, calculate PB, i.e., the total operating hours 
needed for Machine B to finish the same amount of production as Machine A did (Step 3, above). 
In this study, idling hours were assumed to be 20% of the lifetime, i.e., 25% of the total non-
idling hours. As shown in Table 10.2, PB in this study results in 7,762.29 hours. 
 

























5) From Step 4, define the average operation profile for Machine B and calculate the average load 
(here, 0.562).  
6) Using the average load factor from Step 5, calculate the expected lifetime of Machine B, TB (here, 
8,300.96 hours).  
7) Define the fraction of Machine B, i.e., PB/TB (here, 93.5%), which can be used for impact alloca-
tion. Only the fraction of total lifecycle impact is incorporated into the current comparison.    
  
Following these seven steps, the functional unit can be defined as shown in Table 10.2 and Figure 
10.1. Given the same amount of production, the average load factors for Machines A and B are 0.599 and 
0.562, respectively. In other words, Machine B conducts the same amount of work with less power (and 
less use of the machine), and accordingly, a longer machine lifetime is expected. Not only do the two ma-
chines have different total lifetimes (7,789.21 hours and 8,300.96 hours), but Machine B can complete the 
same amount of work in a shorter period of time, i.e., 93.5% of its lifetime. While the amount of work 
leads Machine A to reach the end of its life, Machine B still has 6.5% of its life remaining. Therefore, 
only 93.5% of Machine B’s total lifecycle impact is accounted for in the current comparison.  
10.3   Modeling the Lifecycle of a Product 
A clear understanding of the target product and its lifecycle is essential to any successful LCA study. This 
section describes the data collected for the current comparative study.  
10.3.1  Manufacturing 
The total weights of Machines A and B are assumed to be 18,039 and 18,067 kg, respectively. These total 
weights are relatively similar, but the different designs of the machines create minor differences in terms 
of material composition. Table 10.3 shows the material composition of the two machines collectively by 
material type. The main materials are steel and iron, which account for more than 85% of the total weight. 
Rubber and plastics (e.g., polypropylene, high density polyethylene, and polyurethane) are the second and 
third-most prevalent materials.  
In this study, manufacturing processes were taken into account as follows. When process data 
were not available directly from the manufacturer, “General Manufacturing” data from the Ecoinvent da-
tabase (www.ecoinvent.org) were used. For manufacturing the metal parts that accompany scrap, a scrap 
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rate (the amount of material removed) was defined as 0.227 kg per kg of finished part; in other words, 
each kg of finished product began with 1.227 kg of raw material. Plastics and rubber materials were as-
sumed to have used the injection molding process in general; some parts were known to have gone 
through heat treatment, and that information was also included in the model. Any glass parts were as-
sumed to have gone through the glass tempering process. Finally, the lack of precise welding data also 
required an assumption, so the welding rate was defined to be 0.146 m of welding per kg of steel (low, 
high, and unalloyed varieties) in the machine. 
Table 10.3 Assumptions on material composition [%] 
Material type Machine A Machine B 
Low-alloyed steel  61.54 59.98 
High-alloyed steel 8.81 8.30 
Cast iron 17.59 19.28 
Unalloyed steel 1.13 1.16 
Aluminum alloy 0.12 0.12 
Primary aluminum 1.00 1.09 
Lead 0.18 0.18 
Brass 0.001 0.001 
Bronze 0.001 0.001 
Copper 0.02 0.20 
Platinum 0.000025 0.000018 
Palladium 0.000025 0.000018 
Rubber 6.73 6.72 
Ceramics 0.08 0.05 
Oil 0.89 0.89 
Fiber glass 0.08 0.08 
Flat glass 0.81 0.80 
Polypropylene  (PP) 0.15 0.15 
High Density Polyethylene (HDPE)  0.43 0.44 
Polyurethane (PU) 0.03 0.03 
Ethylene vinyl acetate copolymer 0.02 0.02 
Nylon 0.01 0.01 
Polyvinylchloride (PVC) 0.01 0.01 
Sulfuric acid 0.04 0.04 
Others (electronics, switches, control units, etc) 0.32 0.44 
 
Table 10.4 Assumptions on maintenance over lifetime 
Maintenance type Machine A Machine B 
Filters 116 filters 114 filters 
Coolant and oils 780.7 liters 1079.7 liters 
Tire 4 tires 4 tires 
Attachments 1 parts 3 parts 
Batteries 0 batteries 2 batteries 
Others 6 parts 7 parts 
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10.3.2  Maintenance 
Maintenance activities over the machine’s lifetime, such as parts replacements and oil and filter changes, 
are other factors that affect the environmental impacts of the machines. In this study, the degree and fre-
quency of maintenance activities were assumed according to the average maintenance schedule recom-
mended by the manufacturer. Table 10.4 summarizes the amount (in quantity or volume) of parts, fluids, 
and filters that were assumed to be consumed throughout the machine’s full lifetime, i.e., 7,789.21 and 
8,300.96 hours for Machines A and B, respectively. 
 
Table 10.5 Assumptions on fuel consumption rates (gallons per hour) 
Work mode Machine A Machine B 
Operation 1 8.61 7.68 
Operation 2 9.75 7.91 
Operation 3 7.60 7.40 
Operation 4 8.60 8.10 
Idling 1.00 0.91 
 
Table 10.6 Assumptions on emission rates: Machine A (grams per hour)   
Work mode HC NOx CO PM SO2 CO2 
Operation 1 3.08 211.86 13.55 1.00 0.59 88884.75 
Operation 2 3.57 245.69 15.71 1.16 0.66 100649.29 
Operation 3 2.60 178.76 11.43 0.84 0.52 78456.38 
Operation 4 3.07 211.54 13.53 1.00 0.58 88780.09 
Idling 0.08 5.74 0.37 0.03 0.02 2408.53 
 
Table 10.7 Assumptions on emission rates: Machine B (grams per hour) 
Work mode HC NOx CO PM SO2 CO2 
Operation 1 3.16 205.89 15.21 0.84 0.52 79283.43 
Operation 2 3.25 212.08 15.66 0.87 0.54 81661.44 
Operation 3 3.04 198.36 14.65 0.81 0.50 76392.65 
Operation 4 3.33 217.16 16.04 0.89 0.55 83617.16 
Idling 0.07 4.28 0.32 0.02 0.01 1649.50 
 
10.3.3  Usage 
The usage phase involves fuel consumption and emissions. To measure the environmental impacts from 
the usage phase, two sets of information are critical, i.e., fuel consumption rates and emission rates.  
Table 10.5 shows the fuel consumption rates of the target machines in gallons per hour (gph) for 
each operational mode. Tables 10.6 and 10.7 show the emission rates (grams per hour) for six types of 
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emissions: hydrocarbons (HC), nitrogen oxides (NOx), carbon monoxide (CO), particulate matter (PM), 
sulfur dioxide (SO2), and carbon dioxide (CO2). The emission rates are machine-specific, and they are 
determined by the engine and after-treatment performance. 
10.3.4  End-of-Life Treatment 
End-of-life treatment requires information on both machines’ lifetimes and their end-of-life disposition. 
As described in Section 10.2, the machines’ lifetimes were assumed to be 7,800 and 8,300 hours for Ma-
chines A and B, respectively. At the end of their lives, it is assumed that both machines will be either re-
cycled or discarded.  
Table 10.8 shows the end-of-life scenario used in this study. The machine and all spare parts and 
refills consumed over the machine’s lifetime follow the same end-of-life scenario. 90% of the weight that 
is attributable to steel and iron is recycled, while the remaining 10% is discarded either by landfill or in-
cineration.  
Table 10.8 Assumptions on end-of-life treatment 
Material type Recycling Landfill Incineration 
Steel and Iron 90% 10% 0% 
Else 0% 80% 20% 
 
10.3.5  Transportation 
The lifecycle of a machine involves four types of transportation: (1) transportation between part manufac-
turers and the assembly factory, (2) delivery of the machine to the dealership, (3) transportation of spare 
parts and refills to the consumer for maintenance, and (4) transportation of the used machine and mainte-
nance parts for the end-of-life treatment. Note that transportation during parts manufacturing is not in-
cluded in this analysis due to the lack of data; however, as explained in Chapter 9, this most likely has 
only a minimal impact on the fidelity of this study, since transportation usually accounts for the lowest 
environmental impact in the total life cycle [179, 180].  
Table 10.9 summarizes the two target machines’ relative energy spent on different types of trans-
portation, where one tonne-kilometer (tkm) is defined as the energy needed to transport the mass of one 
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metric ton over one kilometer. The mass, travel distance, and transportation mode (i.e., truck and/or oce-
anic freight shipping) were used to calculate the environmental impacts of transportation. 
Table 10.9 Assumptions on Transportation (tkm) 
Transportation type Machine A Machine B 
Machine assembly 12067.5/4174.0 12129.3/3826.5 
Sales and distribution 29912.7 29959.3 
Maintenance 695.2 955.8 
End-of-life treatment 30607.9 30915.1 
 
10.4   Results 
The two machines were compared in terms of their global warming potential (GWP). For the calculation, 
the LCA software SimaPro 7.3 and the impact assessment method IPCC 2007 (www.ipcc.ch) were used. 
IPCC 2007 quantifies the GWP of a system, considering greenhouse gas emissions to the atmosphere and 
their impact for a fixed time period (in this study, 100 years). The unit of GWP is kg CO2 equivalent. 
Most of the lifecycle inventory (LCI) data were taken from the Ecoinvent database (www.ecoinvent.org), 
where most of the data reflect the average European situation. 
10.4.1  Impact of Usage 
Table 10.10 presents the impact assessment results for the usage phase. The impact of the usage phase 
consists of two parts, i.e., fuel consumption and emissions. The first set of columns shows the impact of 
fuel consumption for each operational mode. The second set of columns shows the impact of emissions. 
By summing up the impacts of fuel consumption and emissions, the third set of columns provides the im-
pact per hour of operation. The last two columns divide the total impact per hour by the production per 
hour (in tonnes or miles) to generate the impact per unit production.  
Figure 10.3 compares the two machines’ GWPs per unit production for the five operational 
modes. The percentages above the operations in the figure represent the ratio of Machine B’s impact to 





10.4.2  Impact of Total Lifecycle   
Figures 10.4 and 10.5 quantify the total lifecycle impact of Machines A and B, respectively, based on 
each machine’s full lifetime. The total GWP of Machine A’s lifecycle is about 750,000 kg CO2 equivalent, 
and almost 88% of the impact is from the usage phase. The total GWP of Machine B’s lifecycle is 
720,000 kg CO2 equivalent, and again, most of the impact, more than 86%, is caused by the usage phase.  
The overall impact proportions are similar for the two machines, but Machine B shows a greater 
proportion of maintenance impact. This is partly due to the additional maintenance required for the longer 
lifetime of the machine, i.e., 8,300.96 hours compared to the 7,789.21 hours for Machine A. 
10.4.3  Impact of Functional Unit 
Table 10.11 and Figure 10.6 summarize and compare the two machines’ GWPs for the functional unit. 
The functional unit in this study represents the same amount of production for both machines. Due to the 





























Figure 10.3 Impact of usage: a unit of production 
 
Table 10.10 Impact of usage: GWP 100a (kg CO2 equivalent)  
Work Mode 
Impact per hour 
(fuel)  
Impact per hour  
(emissions) 
Impact per hour  
(total)  
Impact per  
unit production 
Machine A Machine B  Machine A Machine B Machine A Machine B  Machine A Machine B
Operation 1 14.59 13.02  88.88 79.28 103.48 92.30  0.36 0.32 
Operation 2 16.53 13.41  100.65 81.66 117.18 95.07  0.11 0.09 
Operation 3 12.88 12.54  78.46 76.39 91.34 88.94  3.92 3.78 
Operation 4 14.58 13.73  88.78 83.62 103.36 97.35  4.49 4.20 
Idling 1.69 1.54  2.41 1.65 4.10 3.19  4.10 3.19 
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difference in design and thus productivity, Machine B can complete the same amount of production as 
Machine A within just 93.5% of its full lifetime. Thus, Machine B’s impact in Table 10.11 is 93.5% of 
the total lifecycle impact given in Figure 10.5, while Machine A’s impact is equal to the total lifecycle 
impact shown in Figure 10.4. Therefore, the total GWPs for the functional unit result in about 750,000 kg 
CO2 equivalent and 680,000 kg CO2 equivalent for Machines A and B, respectively. The result shows that 
by choosing Machine B, one can expect a reduction in GWP of 9.7%.  
Table 10.11 GWP 100a (kg CO2 equivalent) comparison: functional unit   
Lifecycle stage Machine A Machine B 
Manufacturing 78267.58 73188.47 
Maintenance 8659.98 11755.93 
Usage 654134.03 583901.58 
End-of-Life 6912.61 6585.92 
Total 747974.20 675431.89 

































Figure 10.4 Lifecycle impact of Machine A: total lifecycle 
 




































































Figure 10.6 Lifecycle impact comparison: functional unit 
 
10.5   A Look Back and a Look Ahead 
LCA is a versatile analytical tool that can quantify the total environmental impact associated with a prod-
uct’s lifecycle. By examining all stages of a product’s life, LCA provides a quantitative assessment of its 
total environmental impact and shows how different lifecycle phases contribute to the total impact. An 
effective LCA can help companies identify priority areas for improvement and ways to reduce adverse 
environmental impacts. When applied to multiple products, LCA results also assist in design and manage-
rial decision making by offering an objective means of comparing different decision alternatives. 
This chapter presented a comprehensive, comparative LCA study conducted for heavy-duty, off-
road equipment. The study demonstrated how LCA can be applied to the comparison of two different ma-
chines with different levels of productivity. For a fair comparison, the same amount of work was used as 
the functional unit for the analysis. A seven-step procedure for functional unit definition was developed. 
The comparative LCA results for the two machines showed that choosing Machine B can reduce the envi-
ronmental impact (GWP) by approximately 9.7%. (Refer to Tables 10.1 and 10.2 for comparative data for 
the two machines.) The comparison approach proposed here is generally applicable with other impact 
metrics as well, such as Eco-Indicator 99 score, although the values of the differences in the impacts may 
not be the same.         
Environmental impact is affected by different patterns of machine utilization. The machine usage 
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patterns (e.g., average load factor, fuel consumption rate, and the ratio of idle time to the machine’s total 
lifetime) vary significantly from consumer to consumer. This implies that the benefit of one machine can 
vary depending on how customers use the machine. Future work will examine how the benefit of each 




Chapter 11.  To Extend, or to Shorten: Optimal  
Lifetime Planning10 
Extending the life of a product through remanufacturing or refurbishing is generally regarded as being 
“greener” than new production, because it reduces the resource consumption and waste generation associ-
ated with the production of new products. However, when considering the improved performance of new 
products, extending the lifetime of less-efficient, less-productive, old products may not always be greener 
than new production. Rather, shortening the product’s life by early replacement with a newer, more-
efficient product can be a better option. This chapter presents a generic model that can be used to deter-
mine the optimal lifetime strategy for a product. Three different lifetime strategies, i.e., to maintain, to 
extend, and to shorten the current lifetime, are compared from an environmental perspective for a given 
time horizon. The average environmental impact per unit production was used as the basis for a fair com-
parison. Applied with an optimization technique, the model can also identify the optimal lifetime of a 
product. To illustrate, the developed model was applied to an example of complex, heavy-duty, off-road 
equipment. [241] 
11.1   Introduction 
As awareness and concern for environmental issues increase, business and government are faced with the 
key challenge of determining how best to promote and facilitate sustainable production and consumption. 
Products must be designed and manufactured carefully so that the entire lifecycle of a product (i.e., manu-
facturing, use, maintenance, and end-of-life treatment) satisfies customers’ needs while minimizing ad-
verse environmental impacts. Thus, both industry and academia are becoming more interested in identify-
ing viable methods for extending the lifetimes of various products through reusing and remanufacturing. 
Extending products’ lifetimes reduces the consumption of resources and the generation of waste that are 
10 The material in this chapter is based on the publication provided by Kwak and Kim (2012) [241].  
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associated with the production of new products. Accordingly, end-of-life recovery often is viewed as a 
“greener” option than the production of new products, and it is becoming more and more prevalent in var-
ious industries, including electronics, appliances, furniture, machinery, and equipment.  
Recently, however, some researchers have begun to question the environmental benefit of extend-
ing products’ lifetimes [20-22, 242]. These researchers have claimed that this practice may not always be 
greener, especially if the product typically generates most of its environmental impact in the use stage, 
when a new product would be more efficient, more productive, or more reliable than an old product. Ex-
amples include appliances, some equipment and machines, and vehicles. A more appropriate solution for 
these types of products may be to shorten their lifetimes by promoting their replacement with new prod-
ucts at the appropriate times. The “Cash-for-Clunkers” program in the United States exemplifies such an 
approach [243-245]. 
This chapter presents a generic model to identify the optimal lifetime strategy for a product, re-
flecting its environmental characteristics. Three different lifetime strategies for a given time horizon, i.e., 
to maintain, to extend, or to shorten the current lifetime, are compared from an environmental impact per-
spective. The model highlights the best strategy for a product and identifies the optimal lifetime that 
would minimize the product’s potential environmental impact. The model is demonstrated with an exam-
ple of complex, heavy-duty, off-road equipment. 
Although optimal lifetime planning has been addressed by many researchers [20, 242, 243, 246-
249], the current study differs from their work in several ways. To make a fair comparison, this study 
considers how much environmental impact is generated to accomplish the same amount of production. 
More specifically, the average impact per unit amount of production, i.e., the average over a given time 
horizon, hereinafter referred as impact per unit production, was used as the basis for comparison. The unit 
production can be any measurement of production depending on the product type. For example, it can be 
a ton or a cubic yard of material moved; a bushel or an acre of grain harvested; or a given number of 
miles that a vehicle traveled. Formulated as an optimization problem, the developed model provides the 
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optimal lifetime for a product (or, its optimal replacement cycle, in years) that will minimize the average 
impact per unit of production.  
The proposed model considers the impact of the entire lifecycle of a product, from manufacturing 
to end-of-life treatment. The impact of maintenance, which has not been examined comprehensively in 
previous studies, is also incorporated to take into account the effect of product deterioration with age. The 
model also includes the effects of future technological advances and design trends. The main focus of this 
work is to determine ways to enhance the productivity and durability of products while simultaneously 
reducing their energy consumption and emission rates.  
The rest of the chapter is organized as follows. Section 11.2 describes the three lifetime strategies 
under consideration and the key assumptions that were used in comparing them. Section 11.3 presents the 
model for optimal lifetime planning, and the model is illustrated in Section 11.4. Section 11.5 summarizes 
the chapter and offers suggestions for future research. 
11.2   Problem Description 
For a given product, this research considers three different lifetime strategies, i.e., to maintain, to extend, 
and to shorten the product’s lifetime. To make a fair comparison of the different strategies, the model 
 
Figure 11.1 Comparison of different lifetime strategies 
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considers their influences over a given time horizon DC (in years). Figure 11.1 illustrates the three life-
time strategies. Here, maintaining the current average lifetime is used as the baseline case, which means 
the product is replaced by a new product every TYB years. If the product’s lifetime is extended, the re-
placement cycle is increased to TYE years; if the lifetime is shortened, the replacement cycle becomes TYS 
years.  
Compared to the baseline case, extending and shortening the product’s lifetime have their own 
pros and cons. The impacts associated with manufacturing and end-of-life treatment can be reduced by 
extending the product’s lifetime. When the product’s lifetime is extended, fewer products are needed to 
serve a given time horizon, which reduces the number new products that must be produced and reduces 
the amount of end-of-life treatment that must be done. For example, the baseline case in Figure 11.1 re-
quires two successive products in order to serve a time period DC. If product’s lifetime is extended, the 
strategy still requires two products, but the second product consumes only a portion of its lifetime (i.e., 
DC-TE out of TE) during DC. On the other hand, if product’s lifetime is shortened, the number of neces-
sary products is increased to three, although the third product consumes only a portion of its lifetime (i.e., 
DC‒2TS out of TS) during DC. This implies more adverse environmental impacts are generated from the 
manufacturing and end-of-life treatment stages.  
Shortening the product’s lifetime by early replacement, however, can reduce impacts significantly 
from other perspectives. Technological advances provide one rational explanation for this. A newer prod-
uct usually delivers better performance, such as increased productivity (i.e., the product can generate a 
greater amount of production in the same period of time), reduced energy consumption and emission rates, 
and increased durability (i.e., maintenance is required less frequently). Moreover, the shortened lifetime 
implies less aging of the product. Accordingly, the product requires less maintenance and, possibly for 
some types of products, undergoes less performance degradation over its lifetime. Considering technolog-
ical advances and the deterioration of a product with time, shortening a product’s lifetime can dominate 
the other strategies, even when the potential increases in impacts associated with manufacturing and end-
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of-life treatment are considered. 
Given the trade-offs between different lifetime strategies, the questions of interest here are: “How 
can the optimal lifetime strategy for a given product be identified?” and “What is the optimal lifetime TY* 
from an environmental perspective?” To address these questions, in this chapter, an analytical model for 
evaluating lifetime strategies is presented. The model is based on the following assumptions:  
 Assumption 1: The decision maker aims to find an appropriate constant lifetime TY (in years) for 
a product. Here, TY refers to the years between the first use and the final disposal of the product. 
A product may have more than one user (owner) during TY, but TY is regarded collectively as a 
single lifecycle.  
 Assumption 2: With regular maintenance, a product maintains a constant level of productivity 
throughout TY. In other words, there is no degradation in productivity over the product’s lifetime.  
 Assumption 3: Due to technological advances, trends in new product design exist over DC, such 
as increasing the product’s productivity, increasing the product’s durability, and decreasing the 
product’s energy consumption and emission rates. The design trends over DC are predictable. 
 Assumption 4: For the last lifecycle, if DC includes only a portion of its lifetime, then only that 
portion of the total impact of the product’s lifecycle is attributable to DC. Likewise, only that por-
tion of the total production of the product during its lifetime is included in the consideration. 
 
11.3   A Model for Optimal Lifetime Planning 
11.3.1  Average Impact per Unit Production 
In the current model, the impact per unit production (i.e., the average impact per unit amount of produc-
tion over DC) is defined by Equation (11.1). As explained in Section 11.1, the definition of unit produc-
tion varies by product. For construction machinery, it can be a ton or a cubic yard of material moved; for 






Total impact over DC II
Total production over DC P
   (11.1) 
 
The impact per unit production provides the basis for comparing different lifetime strategies. It 
also helps identify the optimal lifetime strategy. An optimization problem minimizing the impact per unit 












For a lifetime strategy in which a product is replaced every TY years, this section describes how 
to quantify the impact per unit production. The first step is to calculate the number of lifecycles over DC. 
Equation (11.3) shows the calculation, where DC is the scope of the analysis (in years), TY is the lifetime 
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The total environmental impact over DC is given by Equation (11.4). Here, i is the index for the 
lifecycle ( {1, , }i N  ), and Ii denotes the total environmental impact of the ith lifecycle. The impact of 
the Nth lifecycle is accounted for based on the portion of the product’s lifetime consumed for DC (As-
sumption 4). Similarly, the total amount of production over DC is computed by Equation (11.5), where Pi 
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11.3.2  Modeling of a Single Lifecycle  
In order to calculate the total environmental impact and the total amount of production of a lifecycle, the 
total use of the product (in hours) during the lifecycle must be given. Equation (11.6) calculates the total 
lifetime hours of use THi at the ith life cycle, where AHi(t) denotes the annual hours of use when the prod-
uct is t years old. As the product’s lifetime TY increases, THi also increases, which means that the product 
is utilized for a longer period of time before being discarded. In other words, the product experiences 
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Total lifetime hours of use









Given THi, Equations (11.7) and (11.8) can be used to compute the total amount of production 
and the total environmental impact of the ith lifecycle, respectively. In Equation (11.8), the environmental 
impact consists of four parts, i.e., impacts of manufacturing, maintenance, use, and end-of-life treatment.  
 
 i i iP PR TH   (11.7) 
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11.3.3  Environmental Impact of a Lifecycle 
In Equation (11.8), the impact of manufacturing is determined by the product’s material composition and 
manufacturing processes. This impact is set at the design stage and does not vary by a product’s lifetime. 
In contrast, the impacts of maintenance, use, and end-of-life treatment are affected by a product’s lifetime, 
more precisely, by THi. In the following section, modeling of the lifetime-dependent environmental im-
pacts is discussed. 
11.3.3.1  Impact of Maintenance 
Over the lifecycle of a product, certain parts and components may have to be replaced several times. To 
capture the impact of maintenance, the developed model uses Equations (11.9) and (11.10). 
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Number of units of part  in the product
Number of replacements of part  over the lifetime
Per unit impact of replacing part  at the -th lifecycle
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To calculate the impact of maintenance, the number of replacements during the lifecycle and the 
impact of each replacement must be known. As can be seen in Equation (11.10), the number of replace-
ments depends on a part’s replacement cycle λik (in hours) and THi. In Equation (11.10), the first replace-
ment cycle is subtracted from THi, since the first part is included in a new product at the manufacturing 
stage and does not constitute a replacement. In general, as THi increases, more replacements are required 
for minor parts (e.g., filters, oil, batteries) and for major parts (e.g., engine, tires, transmission). To extend 
the lifetime beyond a certain limit, major rebuilding is likely to be required, wherein a significant portion 
of the major parts are replaced.  
11.3.3.2  Impact of Usage 
Product usage generally involves energy consumption (e.g., use of fuel or electricity), and for some prod-
ucts, emissions as well. The impact of usage can be formulated as Equations (11.11) through (11.13).  
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, Impact of use from energy consumption and emissions, respectively
Energy consumption rate (per hour)
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As a product deteriorates over its lifetime, its performance may degrade significantly, which, in 
turn, increases the impact of an hour of use over time. For instance, as an engine deteriorates, its emission 
rates increase and so does the impact of equipment use [237]. In the case in which emission rates change 
over time depending on the age of the product, Equation (11.13) can be restated as Equation (11.14). This 
example case will be discussed in more detail in Section 11.4. 
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11.3.3.3  Impact of End-of-Life Treatment 
The impact of end-of-life treatment is modeled as Equation (11.15). It includes both the impacts of pro-
cessing the end-of-life product and processing all replacement parts and refills consumed over the prod-
uct’s lifetime.    
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Impact of end-of-life treatment of product











11.3.4  Effect of Technological Advances 
With technological advances, products of later lifecycles are likely to have better performance, such as 
improved productivity, decreased energy consumption and emission rates, increased durability, and in-
creased material recyclability. It should also be noted that there could be an ‘adverse’ trend as well. For 
instance, a product may require more materials and manufacturing processes in order to have better func-
tions and performance. Regardless of whether they benefit a new product or not, the trends involved in a 
new product design make the total amount of production and the total lifecycle impacts differ between 
two consecutive lifecycles.  
Trends can exist in any design and performance variables, but this study was focused on the fol-
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lowing variables: productivity, durability (i.e., maintenance cycle), energy consumption, and emission 
rates. As Equation (11.1) indicates, an increase in productivity reduces the impact per unit of production. 
Increased durability results in less frequent maintenance activities over a product’s lifetime. Since fewer 
parts are used for maintenance, the impacts of maintenance and end-of-life treatment can be reduced. Ac-
cordingly, the total impact over DC decreases, and so does the impact per unit of production. Reduced 
energy consumption and emission rates lessen the impact of use. Consequently, both the total impact over 
DC and the impact per unit of production decrease.    
The design trend for a variable can be represented as a function of TY, as shown in Equation 
(11.16). In the equation, X represents any performance variable, and Xi represents its value at the ith 
lifecycle. The form of the function can be obtained from the historical data of each variable, as discussed 
in Ref. [20, 250]. For instance, if “linear” technological advances are assumed over DC, Equation (11.16) 
can be rewritten as Equation (11.17), where αX denotes the annual change expected for a variable X. 
When such a linear trend exists, the magnitude of the change in the values between lifecycles is propor-
tional to the product’s lifetime TY.  
 1 (( 1) )iX X f i TY     (11.16) 
 1 (1 ( 1) )i XX X i TY       (11.17) 
11.4   Case Illustration: Off-Road Equipment 
11.4.1  Case Description 
To illustrate the developed model, a case study of an agricultural harvester is presented in this section. 
The target machine is characterized by a complex product structure with a large number of constituent 
parts, and it has high fuel consumption throughout its long lifetime.  
Throughout its lifetime, the machine is assumed to be used following the annual use trend in Fig-
ure 11.2.  In the first year, right after being placed into service, the machine is used 550 hours (i.e., AHi(0) 
= 550) [251]. The annual hours of use decreases with the age of machine, and 16 years later, the utiliza-
tion level has decreased by 50% [251, 252]; for simplification, a linear trend is assumed in this study. Ta-
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ble 11.1 shows how the machine operates during its lifetime. With 75% of the time spent for production, 
the average production per hour is assumed to be 750 units (i.e., PRi = 750).   
The current average lifetime of the machine is estimated as 10.96 years (or 5,000 hours). In other 
words, the machine is replaced every 11 years. This study aims to identify the optimal lifetime strategy 
TY* for the target machine. Here, DC is set as 25 years. In searching TY*, TY greater than 25 years is not 
considered to be realistic; TY is constrained to lie between 0 and DC. 







 Annual hours of use








































Figure 11.2 Assumptions on annual hours of use 
 
Table 11.1 Hourly operation of the target machine 








Non-idling 0.75 1000 0.78 47.07 
Idling 0.25 0 0.30 21.37 
Average - 750 0.66 40.65 
 
Table 11.2 Assumptions on maintenance: major parts 
Part Replacement cycle [hours of use]  
Tires (6 units) 3000 
Engine 5000 
Transmission 3000 




11.4.2  Environmental Impact of a Lifecycle 
In order to find the optimal lifetime strategy, the total environmental impact of a lifecycle must be defined. 
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In this case study, global warming potential (GWP) was used as the measure of environmental impact, 
even though the model generally is applicable with any other impact metrics as well, such as an Eco-
Indicator 99 score. LCA software SimaPro 7.3 and impact-assessment method IPCC 2007 (www.ipcc.ch) 
were used for the impact assessment. IPCC 2007 quantifies the GWP of a system considering greenhouse 
gas emissions for a fixed time period (in this study, 100 years). The unit of GWP is kg CO2 equivalent (kg 
CO2e).  
 Impact of manufacturing: Over 16,000 parts were used in the assembly of the machine. The ma-
chine consists mostly of steel and cast iron. Rubber and plastics are the second and third prevalent 
materials. The impact of manufacturing the machine was assumed to be 83,000 kg CO2 equiva-
lent. 
 Impact of maintenance: To calculate the impact of maintenance, the type and frequency of 
maintenance activities were assumed based on the average maintenance schedule recommended 
by the equipment’s manufacturer. Table 11.2 shows some of the assumptions relative to the re-
placement of major parts. It was assumed that the first major rebuilding will occur at 3,000 hours 
and that the engine will be replaced at 5,000 hours. Minor parts, oil, filters, and fluids also were 
replaced following its own maintenance schedule.  
 Impact of use: The use phase of the machine involves two impact sources: diesel fuel consump-
tion and emissions. Equations (11.18) and (11.19) formulate the impacts of fuel consumption and 
emissions, respectively. For the calculations, two sets of information are critical: the average fuel 
consumption rate and the average emission rates.  
Table 11.1 shows the fuel consumption rates (in kg per hour) of the target machine for 
each operational mode. The weighted average of the fuel consumption rate was 41 kg of diesel 
fuel per hour. Table 11.3 shows the emission rates (in grams per hour) for six types of emissions: 
nitrogen oxides (NOx), particulate matter (PM), carbon monoxide (CO), hydrocarbons (HC), sul-
fur dioxide (SO2), and carbon dioxide (CO2). The emission rates are influenced by the age of en-
gine. In this study, an engine deterioration model from Ref. [237] was modified and used to for-
mulate the emission rates as they varied over the machine’s lifetime. 
Figure 11.3 illustrates the emission-rate trend used in this study. As the age of engine in-
crease, the emission rates (in grams per hour) also increase. The rates increase linearly with the 
age of engine; they increase to (1+DFil) times the initial rates when the engine reaches the end of 
its life. If the engine is replaced with a new engine, then the deterioration effect disappears and 
the emission rates revert to the original rates. In this study, it was assumed that the engine would 
be replaced after every 5,000 hours of operation. For emission l, the total lifetime emission 
amount (in grams) was computed by Equation (11.20). The deterioration coefficients (DFil) for 
each emission l are given in Table 11.3 [237]; they were assumed to be constant throughout DC. 
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Figure 11.3 Product lifetime strategy and total impact 
 
Table 11.3  Emissions profile of the target machine 
Emission type Operation [g/hr] Idling [g/hr] Average [g/hr] Deterioration coefficient 
NOx 372.73 143.16 315.34 0.008 
PM 1.76 0.67 1.49 0.473 
CO 23.84 9.16 20.17 0.151 
HC 5.42 2.08 4.59 0.027 
SO2 0.99 0.45 0.86 - 
CO2 149627.50 67944.69 129206.80 - 
 
 Impact of end-of-life treatment: The total impact of end-of-life treatment was calculated by Equa-
tion (11.15). In this study, the impact of processing the end-of-life machine was assumed to be 




Figure 11.4 shows the results of the impact assessment with various lifetime hours of use. The 
figure illustrates how the impact of each life-cycle phase varied for different lifetimes of the machine. 
Figure 11.4(a) presents the total lifecycle impact of the machine, and Figure 11.4(b) shows the average 
impact per unit of production. As the total number of hours of use increases, all the impacts in Figure 
11.4(a), except the impact of manufacturing, increase constantly. However, when the total amount of life-
time production was taken into account, different patterns appeared. Overall, the impact per unit of pro-
duction showed a decreasing trend with the age of the machine. This was due mainly to the reduced im-
pact of manufacturing. The more hours a machine is used, the more hours there are to spread the impact 
of manufacturing over. However, the benefit of longer lifetime was offset sometimes by the increasing 
impact of maintenance. Especially, the major rebuilding and parts replacements after 3,000 and 5,000 
hours of operating time create significant increases in the impact per unit of production. 
11.4.3  Optimal Lifetime Strategy 
Given Figure 11.4, one may conclude that extending the lifetime of a product is the better than early re-
placement. Although maintenance complicates the decision, overall, it seems true that a longer lifetime 
results in less impact per unit of production. However, there is a missing factor in Figure 11.4, i.e., the 
improved performance of a new product. The model presented in this section determines a product’s op-
timal lifetime by considering both its deterioration and technological advances. When future design trends 
  (a) Total lifecycle impact (b) Impact per unit production 






























    



























Accumulated hours of use (hour)
Figure 11.4 Sensitivity analysis: lifecycle impact with different hours of lifetime use (GWP 100a) 
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are incorporated, different implications are provided, as shown in Figure 11.5.   
This study considers annual design trends in four different performance variables, i.e., the ma-
chine’s productivity, the machine’s durability, fuel consumption rate, and emissions rate (emissions of 
HC, NOx, CO, PM). For each variable, three cases are shown in Figure 11.5, i.e., the baseline case (0% - 
no improvement in performance during DC), 0.5%, and 1% improvement per year. Improvements in 
 (a) Productivity (b) Durability (maintenance cycle) 
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Figure 11.5 Effect of design trends: impact per unit production under different lifetime strategy 
 
Table 11.4 Annual trends and optimal lifetime strategy TY* (year) 
Design trend 0.1% 0.2% 0.3% 0.4% 0.5% 0.6% 0.7% 0.8% 0.9% 1.0% 
Productivity 10.96 10.96 10.96 10.96 10.96 6.02 6.02 6.02 6.02 6.02 
Durability 25.00 25.00 25.00 25.00 25.00 25.00 25.00 25.00 25.00 25.00 
Fuel consumption rate 13.94 10.96 10.96 10.96 10.96 10.96 6.02 6.02 6.02 6.02 




emission rates are not depicted in the figure, since they do not make any significant change in the impact 
per unit of production. (See Figure 11.5(d).) For every case, the developed model provides the impact per 
unit of production. To examine how different lifetime strategies affect the impact per unit of production, 
sensitivity analyses were conducted by varying the machine lifetime TY. Different TY values cover a wide 
range of lifetime strategies, including maintaining, extending, and shortening the current lifetime.  
The results in Figure 11.5 show how important a lifetime strategy is in reducing the impact per 
unit of production. Depending on the lifetime, the impact per unit of production varies greatly. Design 
trends also influence the impact per unit of production significantly. Depending on design trends, differ-
ent lifetime strategies can become the optimal strategy for the same machine. In the baseline case in 
which no design trend was considered, several lifetime strategies were determined to be locally optimal, 
including replacing the machine every six years, every 11 years, and every 14 years. The lowest impact 
occurred for the longest lifetime, i.e., 25 years. In other words, the model recommends an extension strat-
egy that would keep the machine operational for as long as possible. When performance improvement is 
incorporated, however, the optimal lifetime tends to be reduced. Also, as more rapid improvement is ex-
pected, shortening the lifetime through early replacement is recommended. For instance, when a 0.5% 
performance increase in productivity is expected every year, the optimal lifetime is altered to 11 years 
(i.e., maintaining the current lifetime). If a 1% performance increase is expected, the optimal lifetime is 
reduced to six years, representing the strategy of shortening the current lifetime. Considering Figure 11.2, 
six years corresponds to 3,000 hours, and the optimal strategy is to replace the machine right before its 
first major overhaul.   
In this study, an optimization also was conducted to confirm the optimal lifetime TY*. A genetic 
algorithm was used to solve the problem (Equation (11.2)). Table 11.4 shows the results of the optimiza-
tion. In general, a rapid improvement in performance leads to a shortening strategy, while a slow im-
provement, or none at all, leads to an extension strategy. However, the optimal lifetime was found to be 
insensitive to several performance variables, including the machine’s durability and its emission rate. 
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While 0-1% annual trends were considered, the optimal lifetime remained the same at 25 years. 
11.4.4  Discussion 
In the previous sections, only GWP was used as the measure of environmental impact. This section exam-
ines how this measure of impact affects the planning of the optimal lifetime. Another measure, Eco-
indicator 99 (EI-99 H/A), was used to assess the impact. The new set of results is shown in Figure 11.6, 
  (a) Total lifecycle impact (b) Impact per unit production 
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Figure 11.6 Sensitivity analysis: lifecycle impact with different hours of lifetime use (EI-99 H/A) 
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Figure 11.7 Effect of design trends: impact per unit production under different lifetime strategy 
 
Table 11.5 Annual trends and optimal lifetime strategy 
Design trend 0.1% 0.2% 0.3% 0.4% 0.5% 0.6% 0.7% 0.8% 0.9% 1.0% 
Productivity 25.00 10.96 10.96 10.96 10.96 10.96 10.96 10.96 6.02 6.02 
Durability 25.00 25.00 25.00 25.00 25.00 25.00 25.00 25.00 25.00 25.00 
Fuel consumption rate 25.00 25.00 13.94 10.96 10.96 10.96 10.96 10.96 10.96 10.96 




Figure 11.7, and Table 11.5. 
Figure 11.6 presents impacts of the target machine’s lifecycle based on different assumptions 
about the machine’s lifetime. The overall trends are similar to those shown in Figure 11.4, but it was 
found that the new measure EI-99 emphasized the impact of production (i.e., impact of manufacturing and 
maintenance) to a greater extent. Accordingly, changes in the optimal lifetime strategies also were ob-
served. When considering GWP, EI-99 favors a longer lifetime for which the impact of production can be 
spread over more hours.  
11.5   Conclusions 
To minimize environmental impacts caused by massive production and consumption, two contradictory 
approaches to the product’s lifetime, i.e., to extend or to shorten its lifetime, have been explored exten-
sively by both industry and academia. Since each approach has its own pros and cons, determining which 
strategy is best for a product is not a simple problem, and it has not been fully addressed before.     
This chapter presents a generic model for deciding the optimal lifetime strategy for a product. 
Three different lifetime strategies, i.e., to maintain, to extend, and to shorten the current lifetime, were 
compared from an environmental perspective, reflecting the lifecycle characteristics of a product. To 
make a fair comparison, the average impact per unit of production was quantified. The developed model 
incorporates not only the total lifecycle of a product, but it also incorporates design trends and different 
patterns of customers’ usage of the product. Applied with an optimization technique, the model can pro-
vide the optimal lifetime of a product. The developed model was applied to an example of heavy-duty, 
off-road equipment under different assumptions concerning design trends.  
In the future, sensitivity analyses will be conducted to clarify how various parameters and varia-
bles affect the optimal lifetime strategy. Another line of future work would be to compare the optimal 
lifetime strategies between different product types, e.g., higher impact in the usage phase vs. the manufac-
turing phase. Different products have different lifecycle characteristics and design trends, which may lead 
to different optimal lifetime strategies. In the future, the developed model will be applied to various prod-
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ucts, including consumer electronics, appliances, machines, and vehicles.  In future research, the current 
model, which only considers a constant, optimal lifetime, should be extended to a dynamic model that 
could consider various lifetimes.    




Chapter 12.  Closure 
12.1   Summary 
This dissertation discusses a design approach for sustainable products and systems. As public awareness 
of sustainability increases and environmental legislation becomes more stringent, companies and indus-
tries must achieve a “green profit” in their business by making products that are green as well as profita-
ble. What is most important in achieving this goal is the development and implementation of an optimal 
systems design. Products and their production processes must be carefully designed and optimized, so 
that the entire lifecycle of a product (i.e., material extraction, manufacturing, use, and end-of-life) delivers 
a greater economic profit and causes less adverse environmental impact (e.g., emissions, waste, and ener-
gy and resource depletion). Accordingly, businesses are facing an increasing need for a design tool that 
can help maximize the green profit of a system more effectively and systematically. To serve this need, 
this dissertation proposed an approach to sustainable design, called “Green Profit Design.”  
Recovering end-of-life products after customers’ use is a promising solution to the challenge of 
achieving green profit. Various recovery options, including reuse, remanufacturing, and material recy-
cling, can make it possible for companies to comply with environmental legislation and also gain social 
and economic benefits. Green profit design attempts to facilitate product end-of-life recovery through 
well-designed products and systems. Accomplishments in four areas are presented in this dissertation: (1) 
optimization of end-of-life recovery; (2) planning remanufacturing strategies; (3) evaluation of the envi-
ronmental performance of complex, large-scale systems; and (4) planning a product’s optimal lifetime 
from a lifecycle perspective.  
Understanding how design decisions influence end-of-life recovery is critical in design for recov-
ery. The optimization of recovery can provide foundations for modeling the link between product design 
and end-of-life recovery and for evaluating which design is better than others and why. In this dissertation, 
two models were developed for recovery optimization: one for evaluating the design of a single product 
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and one for evaluating the design of a family of products.  
 Evaluation of the design of a single product: This framework analyzes the design of a single 
product from the end-of-life perspective. For better evaluation of the design, an optimization-
based model was developed that considers the designs of the product and its recovery network 
simultaneously. For the design of a given product, the developed model identifies a potential op-
timal approach for recovering that product at the end of its life. The results of the optimization 
showed that the (maximum) total recovery profit and the reduction of adverse environmental im-
pacts can serve as economic and environmental performance measures for designing products.  
 Evaluation of the design of a family of products: This quantitative model evaluates the design of a 
family of products from a recovery perspective. When discussing product family design via com-
ponent sharing, most previous research has focused on its benefits in the design and manufactur-
ing stages. This model highlights another important aspect of such design, i.e., the impact of 
component sharing on end-of-life recovery. For a family of products that are recovered at the 
same time, the developed model identifies an optimal take-back and recovery strategy, thereby 
assessing the products in terms of their profitability in end-of-life recovery. In particular, the 
method can quantify the benefit of increasing the inter-changeability of parts. Using the model, 
companies can improve their commonality decisions in designing families of products.   
 
Interest in the remanufacturing field has been increasing significantly in both industry and aca-
demia. However, many companies still have not taken advantage of the opportunities that this area affords. 
Doubts about economic profitability in remanufacturing may be one reason that prevents the growth of 
remanufacturing. To facilitate remanufacturing businesses, this dissertation investigated two key issues, 
i.e., the estimation of the residual value of an end-of-life product and the determination of optimal market 
positioning for a remanufactured product.  
 Estimation of the residual value of end-of-life products: A quantitative model was presented for 
estimating the time-varying economic value of an end-of-life product. The value model reflects 
two major depreciation factors, i.e., technological obsolescence and physical deterioration of con-
stituent parts. The model can be used to conduct strategic planning for the remanufacturing of 
products. Since the model helps evaluate the profitability of different remanufacturing strategies, 
remanufacturers can identify ahead of time the best plan, including when and how to take back 
their end-of-life products and which strategy to explore. The model also helps identify the market 
conditions that are required for remanufacturing to become more profitable than the production of 
new products.  
 Market positioning of remanufactured products: In a market with rapid changes in technology 
and customer preferences, end-of-life products must be remanufactured with appropriate part up-
grading and offered to the market at reasonable prices, leading customers to choose remanufac-
tured products over competing products. To serve the need for such decision making, a model 
was proposed regarding positioning of a remanufactured product. The model finds the optimal 
selling price, production quantity, and specifications of a remanufactured product for which max-
imum recovery profit is expected. Depending on the age of the end-of-life product, the model de-




End-of-life recovery must be planned and optimized carefully, so that it contributes toward more 
sustainable production and consumption with less adverse environmental impact. Lifecycle assessment is 
an essential tool for accomplishing theses goals. It examines all stages of a product’s lifecycle and gives a 
quantitative assessment of the total environmental impact. Despite a wealth of LCA studies on various 
products, only a few have examined large-scale systems due to the complexity of the task. In this disserta-
tion, two LCA approached were demonstrated using the example of heavy-duty off-road equipment.  
 Evaluation of the environmental performance of a complex system: Products must be designed 
and manufactured carefully, so that their entire lifecycles become more sustainable with less ad-
verse environmental impact. Lifecycle assessment (LCA) is an analytical tool for the evaluation 
of environmental performance. Through an effective LCA, one can identify priority areas for im-
provement, and further, ways to reduce adverse environmental impacts. This research demon-
strated an LCA approach for a large-scale system. How to conduct an LCA on complex off-road 
equipment was described. Various sensitivity analyses were proposed to capture diverse usage 
patterns of machines and to assist in the improvement analysis. 
 Comparative LCA for multiple systems: A comparative LCA analyzing multiple products can of-
fer an objective means of evaluating and selecting a design, and it is useful for various design and 
marketing purposes. In this research, a comparative LCA framework was developed to compare 
the environmental performance of multiple systems. To illustrate, two off-road machines were 
compared when they perform the same types of operations but have different levels of operational 
productivity. To make a fair comparison between the two machines, the impact generated by the 
same amount of production was used as the basis for comparison.  
 
End-of-life recovery is a strategy for extending the lifetime of a product by reusing, repairing, or 
remanufacturing the product. However, when considering the improved performance of new products, 
extending the lifetime of less-efficient, less-productive old products may not always be greener than pro-
ducing new products. Shortening the product’s lifetime by early replacement with a newer, more-efficient 
product can be a better option. For the sustainable practice of end-of-life recovery, this dissertation pre-
sented an LCA-based model to evaluate different lifetime strategies (i.e., to extend or to shorten the life-
times of products) and to determine the optimal approach.  
 Planning the optimal lifetime of a product: A generic model that can be used to determine the op-
timal lifetime strategy for a product was presented. Three different lifetime strategies, i.e., main-
taining, extending, and shortening the current lifetime of a product, were compared from an envi-
ronmental perspective for a given time horizon. The average environmental impact per unit of 
production was used as the basis for a fair comparison. Used in conjunction with an optimization 
technique, the model can identify the optimal lifetime for a product, namely the optimal timing 
for practicing end-of-life recovery. This model also allows justifying and/or improving the envi-
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ronmental sustainability of end-of-life recovery. The developed model was illustrated by using 
the example of complex, heavy-duty, off-road equipment.  
 
A main contribution of this dissertation is that it provides a foundation for integrating various 
perspectives on end-of-life recovery. To achieve green profit from end-of-life recovery, a holistic ap-
proach is required that involves various stakeholders’ views, including design and process engineers, en-
vironmental engineers, and business professionals. The developed methods consider several issues simul-
taneously, such as product design, recovery operations (e.g., disassembly, conditioning, material recov-
ery), environmental impact, market preferences, and total profit to incorporate possible trade-offs between 
the issues.   
Another contribution of this dissertation is its coverage of recovery processes. The methods in 
this dissertation cover the entire recovery process from the front end (i.e., take-back management) to the 
back end (i.e., remarketing) and suggest an advanced way of managing the process effectively. More im-
portantly, this dissertation provided mathematical models that can evaluate the impact of product design 
on the full process of end-of-life recovery. Several key design issues were addressed, such as increased 
component sharing across multiple products, the mutual interaction between product design and logistics 
network, product obsolescence and deterioration over time, and part reuse and reassembly in remanufac-
turing.   
12.2   Limitations and Future Research Direction 
Although current green profit design has focused primarily on end-of-life recovery, it should be extended 
to incorporate other lifecycle stages as well. More holistic approaches should be developed to evaluate, 
substantiate, realize, and maximize the green profit from the entire lifecycle. Additional future work will 
come from advancing theoretical and methodological aspects of current green profit design approaches. 
Especially, incorporating uncertainty is needed because most current approaches have been based on de-
terministic settings. 
One challenge of end-of-life recovery is that it deals with a limited number of heterogeneous, 
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end-of-life products. Given resource limitations, a company must identify the most profitable way to re-
cover value from these products, while satisfying various legislative targets, such as take-back rate, re-
covery and disposal rates, and waste treatment criteria. Although many studies have been conducted on 
optimizing the recovery of end-of-life products, they generally have taken an all-in-one approach, which 
makes their practical application limited due to the complexity of the target systems. In the future, a de-
composition approach must be presented that addresses end-of-life recovery of a large-scale system.  
Optimizing the design of a product portfolio that consists of both new and second-life (i.e., recov-
ered from end-of-life) products is another potential line of research. For original equipment manufacturers 
(OEMs), one of the major barriers to end-of-life recovery is the potential for cannibalizing new product 
sales. Sustainable portfolio design is needed as a foundation for resolving cannibalization issues. The sell-
ing prices and specifications of both new and recovered products must be optimized simultaneously so 
that the maximum total profit or the minimum adverse environmental impact, or both, can be achieved 
while avoiding the side effect of cannibalization.  
Potential research areas also include proposing tools for the design of sustainable services. Cur-
rent green profit design tools are aimed at improving physical goods, such as consumer electronics, auto-
mobiles, and heavy-duty equipment. Tools for services or systems of services and products (i.e., product-
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Table A1. Test for equal variances: stored ratio versus type 
95% Bonferroni confidence intervals for standard deviations 
Type N Lower StDev Upper 
Commercial 638 0.201488 0.214164 0.228476 
Consumer 63 0.180484 0.216957 0.270926 
Levene's Test (Any Continuous Distribution): Test statistic = 0.16, p-value = 0.689 
 
 
Table A2. Kruskal-Wallis test: stored ratio versus type 
Kruskal-Wallis test on stored ratio 
Type N Median Ave Rank Z 
Commercial 638 0.1613 356.8 2.41 
Consumer 63 0.1150 292.4 -2.41 
Overall 701  351.0  
H = 5.80  DF = 1  P = 0.016 
H = 5.80  DF = 1  P = 0.016  (adjusted for ties) 
 
 
Table A3. Test for equal variances: quantity per day versus type 
95% Bonferroni confidence intervals for standard deviations 
Type N Lower StDev Upper 
CPU 197 9.7944 10.9064 12.2910 
Monitor 199 12.5397 13.9562 15.7179 
Levene's Test (Any Continuous Distribution): Test statistic = 3.61, p-value = 0.058 
 
 
Table A4. Kruskal-Wallis test: quantity per day versus type 
Kruskal-Wallis test on quantity per day 
Type N Median Ave Rank Z 
CPU 197 10 183.1 -2.66 
Monitor 199 12 213.7 2.66 
Overall 396  198.5  
H = 7.06  DF = 1  P = 0.008 






Table B1. Data code 
Code Optical drive Operating system 
0 None Windows 95 
1 CD-ROM Windows 98 
2 CD/DVD Windows ME 
3 CDRW/DVD Windows XP 
4 DVD-R/RW Windows Vista 
5 DVD-SuperMulti Windows 7 
6 Dual Layer  
7 Blu-Ray Disc/Super Multi  
 
 
Table B2. Correlation between original price and buy-back price 
Published year Pearson correlation P-value 
1999 0.429 0.216 
2000 0.348 0.325 
2001 0.714 0.014 
2002 0.393 0.384 
2003 0.419 0.199 
2004 0.287 0.095 
2005 0.511 0.000 
2006 0.278 0.033 
2007 0.678 0.000 
2008 0.461 0.000 






Table C1. Transition matrix (Handset α) 
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Table C3. Transition matrix (Handset γ) 
 
 





Table C5. Cost and revenue parameters (Handset α) 
 
  
Feasible state 2gilc  3gilc  2wirc  3wirc  h sjc 1  h sjc 2  dskr 1  dskr 2  
ABCDE*FGHIJKLMNOP 0.100 1.500 0.100 0.500 3.000 3.000 20.00 0.100 
ABCDEFGHIJK*LMNOP 0.100 1.500 0.100 0.500 3.000 3.000 25.00 0.100 
ABCDEFGHIJKLMNO*P 0.100 1.500 0.100 0.500 3.000 3.000 25.00 0.100 
ABCDEFGHIJKLMNOP 0.100 1.500 0.100 0.500 3.000 3.000 75.00 0.100 
GHIJK*LMNOP N/A N/A N/A N/A 2.048 2.048 12.00 0.068 
GHIJKLMNO*P N/A N/A N/A N/A 2.048 2.048 12.00 0.068 
GHIJKLMNOP N/A N/A N/A N/A 2.048 2.048 16.00 0.068 
ABCDE*FGHIJ N/A N/A N/A N/A 1.760 1.760 0.00 0.059 
ABCDEFGHIJ N/A N/A N/A N/A 1.760 1.760 8.00 0.059 
GHIJ N/A N/A N/A N/A 0.269 0.269 4.00 0.027 
NO*P N/A N/A N/A N/A 0.067 0.067 0.00 0.007 
NOP N/A N/A N/A N/A 0.067 0.067 2.00 0.007 
CD N/A N/A N/A N/A 0.462 0.462 6.00 0.015 
LM N/A N/A N/A N/A 0.981 0.981 10.00 0.033 
A N/A N/A N/A N/A 0.038 0.038 2.00 0.004 
B N/A N/A N/A N/A 0.038 0.038 2.50 0.004 
C N/A N/A N/A N/A 0.231 0.231 2.50 0.008 
D N/A N/A N/A N/A 0.231 0.231 4.00 0.008 
E* N/A N/A N/A N/A 0.231 0.231 0.00 0.008 
E N/A N/A N/A N/A 0.231 0.231 7.50 0.008 
F N/A N/A N/A N/A 0.010 0.010 0.50 0.001 
G N/A N/A N/A N/A 0.077 0.077 2.50 0.008 
H N/A N/A N/A N/A 0.038 0.038 1.50 0.004 
I N/A N/A N/A N/A 0.077 0.077 1.00 0.008 
J N/A N/A N/A N/A 0.077 0.077 0.25 0.008 
K* N/A N/A N/A N/A 0.019 0.019 0.00 0.002 
K N/A N/A N/A N/A 0.019 0.019 1.50 0.002 
L N/A N/A N/A N/A 0.019 0.019 0.50 0.002 
M N/A N/A N/A N/A 0.923 0.923 10.00 0.031 
N N/A N/A N/A N/A 0.019 0.019 1.00 0.002 
O* N/A N/A N/A N/A 0.010 0.010 0.00 0.001 
O N/A N/A N/A N/A 0.010 0.010 0.50 0.001 
P N/A N/A N/A N/A 0.038 0.038 2.50 0.004 
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Table C6. Cost and revenue parameters (Handset β) 
Feasible State 2gilc  3gilc  2wirc  3wirc  h sjc 1  h sjc 2  dskr 1  dskr 2  
ABC´(DE)*FGHIJKLMNOP  0.096 1.442 0.096 0.481 2.885 2.885 20.00 0.096 
ABC´(DE)FGHIJK*LMNOP  0.096 1.442 0.096 0.481 2.885 2.885 25.00 0.096 
ABC´(DE)FGHIJKLMNO*P  0.096 1.442 0.096 0.481 2.885 2.885 25.00 0.096 
ABC´(DE)FGHIJKLMNOP  0.096 1.442 0.096 0.481 2.885 2.885 75.00 0.096 
ABC´(DE)*FGHIJLMNOP  N/A N/A N/A N/A 2.827 2.827 0.00 0.094 
ABC´(DE)FGHIJLMNO*P  N/A N/A N/A N/A 2.827 2.827 24.55 0.094 
ABC´(DE)FGHIJLMNOP  N/A N/A N/A N/A 2.827 2.827 50.00 0.094 
GHIJK*LMNOP N/A N/A N/A N/A 2.048 2.048 12.00 0.068 
GHIJKLMNO*P N/A N/A N/A N/A 2.048 2.048 12.00 0.068 
GHIJKLMNOP N/A N/A N/A N/A 2.048 2.048 16.00 0.068 
ABC´(DE)*FGHIJK N/A N/A N/A N/A 1.702 1.702 0.00 0.057 
ABC´(DE)FGHIJK* N/A N/A N/A N/A 1.702 1.702 8.00 0.057 
ABC´(DE)FGHIJK  N/A N/A N/A N/A 1.702 1.702 9.00 0.057 
ABC´(DE)*FGHIJ  N/A N/A N/A N/A 1.644 1.644 0.00 0.055 
ABC´(DE)FGHIJ  N/A N/A N/A N/A 1.644 1.644 8.00 0.055 
GHIJLMNO*P N/A N/A N/A N/A 2.048 2.048 4.00 0.068 
GHIJLMNOP N/A N/A N/A N/A 2.048 2.048 12.00 0.068 
GHIJK* N/A N/A N/A N/A 0.288 0.288 4.00 0.029 
GHIJK N/A N/A N/A N/A 0.288 0.288 5.00 0.029 
GHIJ N/A N/A N/A N/A 0.269 0.269 4.00 0.027 
NO*P N/A N/A N/A N/A 0.067 0.067 0.00 0.007 
NOP N/A N/A N/A N/A 0.067 0.067 2.00 0.007 
(DE)*  N/A N/A N/A N/A 0.462 0.462 0.00 0.015 
(DE)  N/A N/A N/A N/A 0.462 0.462 11.50 0.015 
LM N/A N/A N/A N/A 0.981 0.981 10.00 0.033 
A N/A N/A N/A N/A 0.038 0.038 2.00 0.004 
B N/A N/A N/A N/A 0.038 0.038 2.50 0.004 
C´  N/A N/A N/A N/A 0.115 0.115 2.50 0.004 
F N/A N/A N/A N/A 0.010 0.010 0.50 0.001 
G N/A N/A N/A N/A 0.077 0.077 2.50 0.008 
H N/A N/A N/A N/A 0.038 0.038 1.50 0.004 
I N/A N/A N/A N/A 0.077 0.077 1.00 0.008 
J N/A N/A N/A N/A 0.077 0.077 0.25 0.008 
K* N/A N/A N/A N/A 0.019 0.019 0.00 0.002 
K N/A N/A N/A N/A 0.019 0.019 1.50 0.002 
L N/A N/A N/A N/A 0.019 0.019 0.50 0.002 
M N/A N/A N/A N/A 0.923 0.923 10.00 0.031 
N N/A N/A N/A N/A 0.019 0.019 1.00 0.002 
O* N/A N/A N/A N/A 0.010 0.010 0.00 0.001 
O N/A N/A N/A N/A 0.010 0.010 0.50 0.001 




Table C7. Cost and revenue parameters (Handset γ) 
Feasible state 2gilc  3gilc  2wirc  3wirc  h sjc 1  h sjc 2  dskr 1  dskr 2  
AB(CDEI)*FGHJKLMNOP  0.088 1.327 0.088 0.442 2.654 2.654 20.00 0.088 
AB(CDEI)FGHJK*LMNOP  0.088 1.327 0.088 0.442 2.654 2.654 25.00 0.088 
AB(CDEI)FGHJKLMNO*P  0.088 1.327 0.088 0.442 2.654 2.654 25.00 0.088 
AB(CDEI)FGHJKLMNOP  0.088 1.327 0.088 0.442 2.654 2.654 75.00 0.088 
AB(CDEI)*FGHJ  N/A N/A N/A N/A 1.413 1.413 0.00 0.047 
AB(CDEI)FGHJ  N/A N/A N/A N/A 1.413 1.413 8.00 0.047 
AB(CDEI)*FG  N/A N/A N/A N/A 1.067 1.067 0.00 0.036 
AB(CDEI)FG  N/A N/A N/A N/A 1.067 1.067 8.00 0.036 
(CDEI)*  N/A N/A N/A N/A 0.577 0.577 0.00 0.019 
(CDEI)  N/A N/A N/A N/A 0.577 0.577 15.00 0.019 
NO*P N/A N/A N/A N/A 0.067 0.067 0.00 0.007 
NOP N/A N/A N/A N/A 0.067 0.067 2.00 0.007 
LM N/A N/A N/A N/A 0.327 0.327 10.00 0.033 
A N/A N/A N/A N/A 0.038 0.038 2.00 0.004 
B N/A N/A N/A N/A 0.038 0.038 2.50 0.004 
F N/A N/A N/A N/A 0.010 0.010 0.50 0.001 
G N/A N/A N/A N/A 0.077 0.077 2.50 0.008 
H N/A N/A N/A N/A 0.038 0.038 1.50 0.004 
J N/A N/A N/A N/A 0.077 0.077 0.25 0.008 
K* N/A N/A N/A N/A 0.019 0.019 0.00 0.002 
K N/A N/A N/A N/A 0.019 0.019 1.50 0.002 
L N/A N/A N/A N/A 0.019 0.019 0.50 0.002 
M N/A N/A N/A N/A 0.923 0.923 10.00 0.031 
N N/A N/A N/A N/A 0.019 0.019 1.00 0.002 
O* N/A N/A N/A N/A 0.010 0.010 0.00 0.001 
O N/A N/A N/A N/A 0.010 0.010 0.50 0.001 














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Proof of Equation (7.38) 
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