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We demonstrate that the semiclassical field-induced surface hopping (FISH) method (Mitric´ et al., Phys. Rev. A 2009, 79,
053416) accurately describes the selective coherent control of electronic state populations. On the example of the strong field
control in the potassium dimer using phase-coherent double pulse sequences, we present a detailed comparison between FISH
simulations and exact quantum dynamics. We show that for short pulses the variation of the time delay between the subpulses
allows for a selective population of the desired final state with high efficiency. Furthermore, also for pulses of longer time
duration, when substantial nuclear motion takes place during the action of the pulse, optimized pulse shapes can be obtained
which lead to selective population transfer. For both types of pulses, the FISH method almost perfectly reproduces the exact
quantum mechanical electronic population dynamics, fully taking account of the electronic coherence, and describes the leading
features of the nuclear dynamics accurately. Due to the significantly higher computational efficiency of FISH as a trajectory-
based method compared to full quantum dynamics simulations, this offers the possibility to theoretically investigate control
experiments on realistic systems including all nuclear degrees of freedom.
1 Introduction
Light-induced ultrafast dynamical processes in molecular sys-
tems are governed by transitions between the electronic states,
which arise either through the interaction with electromag-
netic fields or due to the intrinsic nonadiabatic coupling. The
theoretical description of such phenomena which are funda-
mental for photochemistry requires efficient methods for per-
forming coupled electron-nuclear dynamics simulations. The
largest obstacles preventing the use of fully quantum mechan-
ical approaches for complex systems are the inability to pre-
calculate accurate global potential energy surfaces in multidi-
mensional systems as well as the tremendous cost of full quan-
tum wavepacket dynamics simulations which restricts their
application to systems containing only few atoms. Thus, the
direct dynamics employing classical trajectories propagated
”on the fly” using various quantum chemical methods has be-
come one of the major computational tools for the treatment
of complex systems. In the field of nonadiabatic dynamics, a
particularly successful method is the mixed quantum-classical
dynamics based on Tully’s surface hopping approach1,2 which
has in recent years been combined with ab initio molecular dy-
namics and has provided valuable insight into the mechanisms
of various photochemical and photophysical processes3–22. It
should be noted that while most nonadiabatic dynamics sim-
ulations have been carried out without explicitly considering
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the electronic excitations induced by light, there are several
important application areas such as e.g. ultrafast spectroscopy
or coherent control which require the inclusion of laser fields
into the dynamics simulations. We have recently developed
the field-induced surface hopping method (FISH)23 which al-
lowed us to simulate the laser-driven multistate dynamics in
complex molecular systems. Our approach is based on the
idea to combine classical nuclear dynamics with quantum me-
chanical electronic state population dynamics and to allow the
trajectories to switch between the electronic states in analogy
with Tully’s surface hopping method. However, the switch-
ing probability is determined both by nonadiabatic couplings
as well as by external electric fields. This method is widely
applicable for the theoretical description of light-induced dy-
namical processes in molecular systems. Specifically, we have
recently simulated spectroscopic observables such as time-
resolved photoelectron spectra24–26 or harmonic emission27.
A particularly important application area of FISH simula-
tions is the coherent control of molecular processes by op-
timally shaped laser fields. Stimulated by theorical con-
cepts28–32, the progress in laser pulse shaping technology has
led to numerous experimental realizations allowing for manip-
ulation of photochemical and photophysical processes on the
time scale of nuclear33–37 and electronic motion38–41 and for
control of the outcome and yield of chemical reactions42–44.
The most widely used control strategy relies on the iterative
optimization of the control field in the closed-loop learning
scheme utilizing the response of the molecular system as a
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feedback signal, as theoretically proposed by Judson and Ra-
bitz45 and subsequently applied in several pioneering exper-
imental studies46–50. However, in this way complex pulse
forms are usually obtained and their interpretation is often far
from being obvious. Therefore, the efficient simulation of co-
herent dynamics driven by shaped laser fields is highly de-
sirable in order to reveal the mechanism underlying the con-
trol and to establish the connection between the experimen-
tally optimized pulse shapes and the intrinsic dynamical pro-
cesses. In this context, as already demonstrated on several
examples, our FISH method offers a uniquely powerful tool
for the simulation of control experiments in complex molec-
ular systems. Since the electric field is directly included in
the dynamics simulations, it can be theoretically optimized in
analogy with the experimental closed-loop learning approach,
which we have illustrated on the example of selective iso-
merization of a Schiff base molecular switch23. Furthermore,
the FISH method can also directly utilize experimentally op-
timized laser fields in order to reveal the control mechanism,
as we have shown on the example of optimal dynamic dis-
crimination of two spectroscopically almost identical flavin
molecules51. The applicability of the FISH method to the
control of dynamics in the condensed phase has also been re-
cently introduced in the framework of the quantum mechani-
cal/molecular mechanical (QM/MM) approach52.
Since the FISH method employs classical trajectories for
the nuclear dynamics, the fundamental question has to be ad-
dressed to which extent it can take into account the electronic
and nuclear coherence effects which are at the heart of the co-
herently controlled dynamics. In our previous work we have
already demonstrated that the FISH method can perfectly re-
produce the coherent Rabi oscillations between two electronic
states in a two-level model system. Moreover, we have shown
on several one-dimensional systems that the FISH method al-
most perfectly reproduces the results of full quantum dynam-
ics simulations23,27. In this contribution, we focus on the
strong field control and investigate systematically the ability
of our FISH method to describe coherent processes in a sys-
tem with several coupled electronic states. We have chosen
the potassium dimer as a prototype since accurate potential
energy curves and transition dipole moments are available.
Moreover, the strong field control using the selective popula-
tion of dressed states (SPODS) scheme, which was previously
experimentally applied to potassium atoms53–55, has been al-
ready demonstrated on this molecular example using quantum
dynamics simulations56. Within SPODS, the excitation to a
manifold of excited electronic states by a phase coherent dou-
ble pulse sequence is used to manipulate the final state popula-
tion. Almost perfect selectivity in populating different target
states has been achieved by varying the time delay between
the two subpulses. Therefore, due to its conceptual clarity,
the SPODS control scheme is particularly suitable for system-
atic investigation of coherent control in the framework of the
semiclassical FISH method.
We demonstrate that the FISH method accurately describes
the coherent electronic processes induced within the SPODS
control scheme and gives results which are in almost per-
fect agreement with the exact quantum dynamics simulations.
Thus, due to its applicability to complex systems with many
degrees of freedom, the FISH method is suitable for the simu-
lation of coherent control in systems ranging from polyatomic
(bio)molecules and clusters to complex nanostructures and
supramolecular assemblies or systems interacting with their
environment such as solvent or surfaces.
The paper is organized as follows: First, the field-induced
surface hopping method is briefly reviewed and the compu-
tational details are presented in Section 2. Subsequently, in
Section 3 the results are presented and discussed. Finally, con-
clusions are given in Section 4
2 Theoretical Formulation
2.1 Field-induced surface hopping (FISH)
The detailed description of FISH simulations23 as well as
several applications to complex molecular systems23–27,51,52
have been provided previously. Briefly, the idea of the FISH
method is to extend the applicability of surface hopping sim-
ulations to laser-driven dynamics by including the coupling
between electronic states due to the interaction with the elec-
tromagnetic field. In this way, classical trajectories are propa-
gated in a manifold of several electronic states, and the popula-
tion transfer is described by allowing the trajectories to switch
between the states according to quantum mechanically calcu-
lated transition probabilities. For performing the FISH simu-
lations, three steps are needed: First, the initial ensemble of
trajectories is generated, e.g. by sampling the quantum me-
chanical Wigner distribution function. Second, each trajectory
is propagated in the manifold of ground and excited electronic
states using classical molecular dynamics. Notice, that so far
the FISH simulations have been performed both in the frame-
work of ab initio methods (TDDFT) as well as using semiem-
pirical methods for the electronic structure. Third, parallel to
the propagation of classical trajectories, along each trajectory
the time-dependent Schro¨dinger equation is solved in the man-
ifold of adiabatic electronic states coupled by the laser field









From the quantum mechanical amplitudes ci(t) the density
matrix elements are calculated as ρi j = c∗i c j. Since the di-
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agonal elements of the density matrix correspond to the pop-
ulations of the respective electronic states, their change can
be used to devise a stochastic procedure for switching the tra-
jectories between different electronic states. In this way, the
hopping probabilities are determined in each nuclear time step
from the change of the quantum electronic state populations
ρii according to






and used in a stochastic process to decide if a state switch
occurs27,57. The Θ functions have a value of one for posi-
tive arguments and of zero otherwise. The smooth electronic
state population as a function of time is then obtained by av-
eraging over the ensemble of trajectories. Notice, that FISH
simulations can be straightforwardly extended in order to in-
clude other types of couplings such as e.g. magnetic dipole
coupling which can be used to simulate the dynamics of chi-
ral systems driven by polarized laser fields. In the same spirit,
the FISH method has been recently also extended in order to
include the spin-orbit coupling58. Thus, the FISH method
is a general framework which allows for the simulation and
control of laser-driven processes in complex molecular sys-
tems. We wish to emphasize that in our simulations, we have
specifically considered nuclear dynamics on field-free poten-
tial energy surfaces and have not explicitly accounted for the
deformation of the potentials due to the laser fields. However,
since the deformed light-induced potentials can be regarded as
linear combinations of the unperturbed potentials which are
recovered after the pulses have ceased, it makes in principle
no difference which potentials are used for the propagation.
In particular, the effects of resonant Stark shift which are the
fundament of the SPODS scheme are fully covered also when
the nuclei are propagated on the field-free potentials. The
sole contribution neglected in this approach is the additional
force component originating from dipole moment derivatives,
which plays a significant role only at very high field strengths.
Although there have recently been several attempts to straight-
forwardly extend our FISH method by including these effects,
the applicability of such approaches has so far been restricted
only to one-dimensional model systems58,59. Its extension to-
wards real systems would require the analytic ”on the fly” cal-
culation of dipole moment derivatives in electronically excited
state which would severly increase the computational cost of
the simulations.
2.2 Computational Procedures
2.2.1 Ab initio potential energy curves and transition
dipole moments. Both the quantum dynamical as well as the
FISH simulations have been performed using precalculated
potential energy curves and distance-dependent electric tran-
Fig. 1 a) CAS-MRCI potential energy curves for the states X1Σ+g ,
A1Σ+u , 41Σ+g , 21Π+g and 51Σ+g of K2. b) Transition dipole moments
between the A1Σ+u and the X1Σ+g , 41Σ+g , 21Π+g and 51Σ+g states as a
function of the internuclear distance.
sition dipole moments for the K2 dimer. For this purpose, the
high level multireference configuration interaction (MRCI)
method60–62 was employed as implemented in the MOLPRO
program package63. As reference states in the MRCI calcula-
tion, the state-averaged complete active space self-consistent
field (CAS-SCF) wavefunctions64,65 were used. The K atoms
were described using a 1-electron effective core potential66
together with a (7s5p7d2f)/[6s5p5d2f] Gaussian basis set67 as
well as the core polarization potential from Ref.68. The active
space for the CAS-SCF calculations was constructed from the
one occupied and 15 virtual orbitals. Subsequently, the MRCI
calculations including single and double excitations from all
reference wavefunctions have been performed. This approach
has previously been proven to yield precise results for K2 67,69.
The potential energy curves for the X1Σ+g , A1Σ+u , 41Σ+g , 21Πg
and 51Σ+g states as well as the transition dipole moments be-
tween the X1Σ+g and A1Σ+u as well as between the A1Σ+u and
the higher-lying 41Σ+g , 21Π+g and 51Σ+g states have been cal-
culated in the range between 5.25 and 25.0 a0.
2.2.2 Quantum dynamics simulations. The quantum
dynamics calculations have been carried out employing the
grid-based numerical solution of the nuclear Schro¨dinger
equation using a second-order difference propagator70. The
values of the potential energy as well as of the transition dipole
moments at the 256 grid points for nuclear distances between
4 and 15 a0 were obtained by B-spline interpolation. As initial
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Fig. 2 Final state population after excitation with a short
phase-coherent double pulse laser field as a function of the time
delay τ between the two subpulses [cf. Eq. (3)].
condition, the lowest vibrational eigenstate of the electronic
ground state X1Σ+g was chosen. The time step for the dynam-
ics was 0.005 fs, and the propagation was performed over 60
fs. The laser coupling of the electronic states was described by
the electric dipole interaction −~µi j(R(t)) ·~E(t). The electric










with a frequency ω0 of 1.49 eV (830 nm), a width of ∆t =
14.1 fs and amplitudes for the subpulses of E1 = 0.0011 a.u.
(4.17 · 1010W/cm2) and E2 = 0.005 a.u. (8.78 · 1011W/cm2).
The polarization of the field was assumed to be 45◦ with re-
spect to the internuclear axis of the molecule. For the pulse
delay τ , different values in the range from 11.8 to 13.1 fs
have been employed. Experimentally, such ultrashort fem-
tosecond pulse pairs with precisely adjusted time delay (up
to a precision of 0.3 attoseconds) have been recently realized
by Baumert et al. and have been applied to the SPODS control
in potassium atoms71.
2.2.3 FISH simulations. For the FISH dynamics, 300
initial conditions were sampled from a canonical Wigner dis-
tribution function at 10 K, and the nuclei were propagated
classically in the respective electronic states by solving the
Newtonian equations of motion using the velocity Verlet al-
gorithm72,73 with a time step of 0.2 fs. The total propagation
time was the same as for the quantum dynamics. The neces-
sary forces have been obtained ”on the fly” from the numeri-
cal gradients of the potential energy curves. According to the
FISH procedure, the trajectories were allowed to switch be-
tween the electronic states in a probabilistic manner. For this
purpose, the time-dependent Schro¨dinger equation (1) was in-
tegrated numerically in the basis of the electronic states along
the nuclear trajectories, employing a time step of 8·10−5 fs.
Notice, that in the present contribution only the dipole cou-
pling between the electronic states was taken into account and
the nonadiabatic couplings present in Eq. (1) were neglected.
The probabilities for hoppings between the electronic states
were calculated from the quantum mechanical state popula-
tions ρii = c∗i ci according to Eq. (2). In order to improve the
statistics of the hopping events, the whole ensemble of initial
conditions was propagated twice.
2.2.4 Pulse optimization. The ability of longer laser
pulse sequences to selectively populate a chosen excited state
has been examined by optimizing a double pulse sequence in
a restricted parameter space. For this purpose, the field param-







Using a genetic algorithm74 the field parameters have been op-
timized with the target to maximize the population of the 21Πg
state after the field has ceased. The optimization procedure
was performed employing FISH simulations with a smaller
ensemble of 72 trajectories.
3 Results and discussion
The calculated potential energy curves for K2 which serve
as a basis for quantum dynamical and FISH simulations are
presented in Fig. 1a). We consider the electronic ground
state X1Σ+g and four electronically excited states (A1Σ+u , 41Σ+g ,
21Πg and 51Σ+g ). The first optically allowed excited state
(A1Σ+u ) can be easily reached in a single photon process with
830 nm light. The three higher excited states 41Σ+g , 21Πg
and 51Σ+g lie closely together and are, also using 830 nm ex-
citation, in principle accessible from the A1Σ+u state. This
opens a possiblity to control the population of these higher
excited states by using phase-coherent double pulses as previ-
ously demonstrated by Wollenhaupt and Baumert56. The rele-
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Fig. 3 (a) Temporal field strength (blue) and relative temporal phase
(red) of the double pulse with time delay τ=12.0 fs. The field
strength is given in atomic units (1a.u. = 5.14 ·1011V/m). b)/c)
Time-dependent electronic state populations obtained by quantum
dynamics (b) and by employing the FISH method (c).
vant transition dipole moments between the considered states
strongly depend on the internuclear distance as shown in Fig.
1b).
In order to explore the ability of the FISH method to de-
scribe coherent control of the electronic state population we
have, following Ref.56, first performed FISH simulations us-
ing excitation with the field given in Eq. (3) and systematically
varying the parameter τ in the range from 11.8 fs to 13.1 fs.
For comparison, numerically exact quantum dynamics simu-
lations have been also performed. The resulting dependence
of the final electronic state population on the time delay τ is
presented in Fig. 2. As can be seen from the quantum dy-
namical simulations, the time delay has a strong influence on
the final population of the 41Σ+g and 51Σ+g states such that al-
most complete reversal of the corresponding populations can
be achieved. Specifically, maximal population of the 41Σ+g
state of ∼ 75% is obtained for τ=12.0 fs while the population
of the 51Σ+g state is kept below 10% in this case. In contrast,
for τ=12.9 fs the population of the 51Σ+g is maximized while
the population of the 41Σ+g remains lower than 10%. As can
be seen from Fig. 2b), the semiclassical FISH simulations al-
most perfectly reproduce the quantum dynamics results of the
final electronic state populations.
Fig. 4 (a) Temporal field strength (blue) and relative temporal phase
(red) of the double pulse with time delay τ=12.9 fs. b)/c)
Time-dependent electronic state populations obtained by quantum
dynamics (b) and by employing the FISH method (c).
In order to examine the details of the electronic state popu-
lation dynamics within the FISH method and to validate them
against the full quantum mechanical results we present in Figs.
3 and 4 the resulting time-dependent populations obtained us-
ing the values of τ=12.0 fs and 12.9 fs which correspond to
the maximal final populations of the 41Σ+g or 51Σ+g states, re-
spectively. In Fig. 3a the excitation field (blue line) together
with the relative temporal phase (red line) is shown. The phase
smoothly varies between zero and ∼ 2.1. The population dy-
namics obtained fully quantum mechanically and in the frame-
work of the FISH method are presented in Fig. 3b) and 3c).
In both cases, the ground state population is transferred via
transient occupation of the A1Σ+u and 21Πg finally to the 51Σ+g
state. The final population of this state reaches in both cases
about 75 %. Overall, the time-dependent populations obtained
using the FISH method follow closely the full quantum me-
chanical results. Notice, that our quantum mechanical and
FISH simulations do not employ the rotating wave approxi-
mation, in contrast to the simulations of Ref.56. Therefore,
our electronic state populations exhibit additional small oscil-
lations corresponding to the counter-rotating corrections to the
rotating wave approximation.
For τ=12.9 fs the overall envelope of the electric field is un-
changed, but the relative temporal phase varies now from zero
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to ∼ -2.1 as shown in Fig. 4a). This phase change leads to
dramatically different dynamics. The resulting state popula-
tions are presented in Fig. 4b for the full quantum and in Fig.
4c for the FISH simulation. In both cases, after initial popu-
lation of the A1Σ+u state, the 41Σ+g state starts to be populated
immediately and reaches a maximal value of 80 % after 30 fs.
Subsequently, large-amplitude Rabi oscillations lead to pop-
ulation transfer back to the X1Σ+g and A1Σ+u states, and also
partly to the 21Πg state. After 38 fs the population of 41Σ+g
state has diminished to a value of only 4 %. However, after 40
fs the 41Σ+g state begins again to be populated, reaching a fi-
nal value of almost 75 % after the pulse has ceased. Again,
the comparison between full quantum and FISH dynamics
shows perfect agreement. These findings clearly indicate that
the FISH method is adequate for simulation and control of
coherent electronic state population dynamics in a manifold
of several coupled electronic states. Since the FISH method,
as we have previously demonstrated, can be straightforwardly
coupled with either ab initio or semiempirical molecular dy-
namics, this opens a possibility to control coherent electronic
processes as well as to simulate time-resolved spectroscopies
in complex systems such as biomolecules interacting with the
environment, which is far beyond the reach of full quantum
dynamics simulations.
The ability of the FISH method to correctly describe the
coupled electron-nuclear dynamics in a manifold of several
electronic states is not restricted to the short pulse limit, in
which no significant nuclear motion occurs, but also applies
to the case in which the laser pulse duration is longer and the
internuclear separation changes considerably. In order to il-
lustrate this, we have optimized a double pulse sequence of
longer time duration with the aim to maximize the final pop-
ulation of the 21Πg state. The resulting pulse as well as the
time-dependent electronic state populations for both the quan-
tum dynamical and the FISH simulation are shown in Fig. 5,
while the optimized pulse parameters are given in Table 1. The
first subpulse induces population transfer between the ground
state and the excited 1Σ+u , 51Σ+g and 21Πg states until t≈130
fs. Under the influence of the second pulse at later times only
Rabi cycles between the ground state and the 21Πg state are
induced, while the populations of all other states remain very
small. Finally, when the field ceases, a 21Πg population of
∼ 70 % is reached. Comparison between the exact quantum
dynamics (Fig. 5b) and FISH (Fig. 5c) clearly shows that
also in the case where the the wavepacket moves substantially
during the action of the pulse, the FISH electronic state pop-
ulations agree very well with the full quantum dynamics re-
sults. The time evolution of the probability distributions for
the internuclear distance R and the corresponding momentum
P is illustrated in Fig. 6 for both the full quantum dynamics
and the FISH dynamics employing the optimized pulse from
Fig. 5. As can be seen from Fig. 6a) the main part of the
Fig. 5 (a) Temporal field strength of the optimized long double
pulse with time duration of about 150 fs. b)/c) Time-dependent
electronic state populations obtained by quantum dynamics (b) and
by employing the FISH method using the ensemble of 300
trajectories (c).
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Table 1 Optimized pulse parameters for maximizing the population










position wavepacket, starting from the ground state minimum
around 7.4 a0, steadily moves to larger internuclear distances
until it reaches the outer turning point at 10.1 a0 after ∼ 350
fs. Since the field has already ceased after 250 fs, the subse-
quent dynamics is dominated by the wavepacket oscillation in
the 21Πg state with a period of ∼ 750 fs. Similarly, also the
momentum oscillates with this period [cf. 6c)]. The same be-
haviour is seen for the FISH simulations [cf. Fig. 6b) and d)].
Notice, that for comparison with the full quantum mechani-
cal simulation the FISH probability densities for R and P have
been obtained by convoluting each trajectory with a Gaussian
function of width 0.15 a0 in position and 2.5 a−10 in momen-
tum space and averaging over the whole ensemble. Although
the overall agreement is very good, after 700 fs the quantum
dynamics simulation exhibits characteristic interference fea-
tures which are a consequence of nuclear coherence. Such
phenomena fundamentally cannot be present in FISH simu-
lations due to the purely classical propagation of the nuclear
degrees of freedom. However, we emphasize that the effect of
the electronic coherence is fully accounted for since the elec-
tronic degrees of freedom are propagated quantum mechani-
cally according to Eq. (1). Further insight into the quantum
and FISH dynamics can be obtained by analyzing the dynami-
cal processes in terms of the phase space distribution. For this
purpose, the quantum mechanical nuclear wavepackets χi(R)
have been Wigner transformed75 as
















where the index i denotes the respective electronic state. As
can be seen from Fig. 7 the main part of the quantum me-
chanical Wigner distribution exhibits an elliptical motion in
the phase space as it is expected for a bound potential. In-
terestingly, after 300 fs negative contributions appear in the
distribution which can be attributed partly to portions of the
wavepacket moving in other states than the mainly populated
21Πg, and partly to quantum mechanical nuclear interferences.
Fig. 6 Position and momentum probability distributions for the
dynamics induced by the optimzed double pulse shown in Fig. 5a)
employing quantum dynamics [a) and c)] as well as the FISH
method [b) and d)]. The label a0 denotes the Bohr radius,
a0 = 0.529A˚. Blue color represents zero probability density, yellow
and red denote increasing positive values.
Fig. 7 Quantum mechanical Wigner distribution function for
selected timesteps of the dynamics driven by the optimized double
pulse from Fig. 5. Violet areas correspond to negative values of the
distribution, blue to zero, yellow and red to increasing positive
values.
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Fig. 8 Classical phase space distribution obtained from FISH
simulations for selected timesteps of the dynamics driven by the
optimized double pulse from Fig. 5. Blue areas correspond to a
value of zero for the distribution, yellow and red to increasing
positive values.
The semiclassical FISH phase space densities shown Fig. 8
are obtained by folding the individual trajectories with Gaus-
sian phase space functions of width 0.15 a0 for the position
and 2.5 a−10 for the momentum variable. They exhibit very
similar evolution as the full quantum mechanical Wigner func-
tions. In particular, the maxima of the phase space density
evolve almost identically in the quantum and FISH simula-
tions, whereas the width of the classical distribution becomes
slightly larger for later times of the dynamics. Regarding the
negative features of the quantum mechanical Wigner function,
those belonging to wavepacket motion in less populated elec-
tronic states appear also in the semiclassical distribution, but
with a positive sign (see e.g. Fig. 8 in the snapshot at 1050
fs the narrow feature at R∼8.5 a0 and P between 5 and 15
a−10 ), whereas those parts corresponding to interferences are
not present (e.g. for 1050 fs the periodic feature above the
main part of the wavepacket, for R between 9 and 11 a0 and
P between 4 and 13 a−10 ), since they are not described within
the semiclassical FISH simulations as discussed above.
4 Conclusions
We have demonstrated by comparison with exact quantum dy-
namics simulations that our recently introduced FISH method
can accurately describe coherently driven electron-nuclear dy-
namics in a system with several coupled electronic states.
Moreover, we have shown that the coherent control of a two-
photon electronic excitation and selective state populations
can be achieved in the framework of the FISH method. This
opens the possibility to control photochemistry and photo-
physics in complex molecular systems since the FISH method
has already been implemented in the framework of the ab ini-
tio and semiempirical molecular dynamics ”on the fly”.
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