We consider simple random walks on two partially directed square lattices. One common feature of these walks is that they are bound to revolve clockwise; however they exhibit different recurrence/transience behaviors. Our main result is indeed a proof of recurrence for one of the graphs, solving a conjecture of Menshikov et al. ('17). For the other one, we analyze the asymptotics of the return probabilities, providing a new proof of its transience. Furthermore, we study the limiting laws of the winding number around the origin for these walks.
Models and Results
In this paper we will analyze the recurrence/transience property of random walks on two-dimensional oriented graphs G 1 and G 2 , illustrated in Figure  1 . Precisely, we define G 1 = (V, E 1 ) with vertex set V isomorphic to Z 2 and edge set E satisfying that a directed edge (v, w) = ((v 1 , v 2 ), (w 1 , w 2 )) ∈ E 1 if and only if (w 1 , w 2 ) = (v 1 , v 2 ±1), or (w 1 , w 2 ) = (v 1 +1, v 2 ) and v 2 = w 2 ≥ 0, or (w 1 , w 2 ) = (v 1 − 1, v 2 ) and v 2 = w 2 < 0. The graph G 2 = (V, E 2 ), can be obtained with a slight modification of G 1 by redefining only the orientations of the edges leading out from x-axis, that is, ((v 1 , 0), (w 1 , w 2 )) ∈ E 2 with v 1 = w 1 and w 2 = ±1 if and only if w 2 = −1 and v 1 = w 1 > 0, or w 2 = 1 and v 1 = w 1 < 0, or w 2 = ±1 and v 1 = w 1 = 0.
Although G 1 and G 2 may look very similar, the random walks on these graphs exhibit completely different behaviors. The graph G 1 appeared for the first time in [2] , where a proof of transience was given; the other G 2 was introduced in [8] [9] and the random walk on G 2 was conjectured there to be recurrent. Indeed, our main result will be a proof of this conjecture. Theorem 1. The simple random walk on graph G 2 is recurrent.
The main idea of the proof is to consider a continuous analogue of the walk on G 2 that admits a rather simple description in terms of Brownian motions, and then to prove recurrence for G 2 by the Lyapunov function method (see e.g. [9] ). Let m ∈ R + and (B R t ) t≥0 be the one-dimensional standard Brownian motion 1 starting at 0 with a reflecting barrier at 0 to stay in positive real 1 The weak limit of the random walk on G2 should be constructed from a Brownian line. We define a continuous-time process (W t ) t≥0 := (W (1) t , W (2) t ) t≥0 on R 2 , which is the continuous analogue of random walk on G 2 , together with a sequence of random times (U n ) n≥0 in the following recursive manner: we set U 0 := 0 and W 0 := (−m, 0) as the initial position; for every n ≥ 1,
Un , 0) for every n and its x-coordinate W
Un changes sign alternately. It turns out that it suffices to keep track of |W (1) Un | at these returns to x-axis, since the recurrence of W t would follow immediately from the recurrence of |W (1) Un |. To this purpose, we define H B n := |W
Un | and call this discrete-time process (H B n ) n≥0 on R + the continuous ladder height process. The ladder height process is itself a Markov chain and has a nice representation as the product of i.i.d. random variables η n 's defined by
for n ≥ 1. One way to understand log η i 's is through the decomposition of each step of the ladder height process into two parts, one from the starting point on x-axis to y-axis and the other from y-axis back to x-axis. Denote Z the standard folded normal distribution and T h the Lévy distribution independent of Z, i.e. the hitting time at 0 for a standard Brownian motion started at h > 0. Then by decomposing we have
motion with twice the quadratic variation of a standard one. In this section, we will stick to the above definition for simplicity. [7] ), it follows that log η 1 is symmetric and, in particular, has mean zero. Therefore, we've shown that n i=1 log η i is recurrent, which by (1) implies the recurrence of the ladder height process and hence the recurrence of the continuous walk W t . Later in Section 2, we will show how to adapt this argument to the discrete setting and prove Theorem 1 for the random walk on G 2 .
It is natural to consider the number of windings N t up to time t for the continuous walk W t . We will establish in section 2.4 the scaling limit of the winding number to be a standard Lévy distribution. For > 0, one can also consider the big winding number N b t taking place outside a small ball of radius centered at the origin. As can be seen from [1] , the big windings in the continuous process better capture the winding phenomena in its discrete counterpart. To facilitate the analysis of the big windings in W t , we use the following definition
which counts one half of the number of half windings started outside a small neighborhood of the origin.
Theorem 2. For the continuous-time process (W t ) t≥0 defined above, we have
where β s is a standard Brownian motion and T h represents its first hitting time at h ∈ R.
The scaling limit of N b t in Theorem 2 has the same distribution as T 1 ∧ T −1 , the first hitting time of a reflected Brownian motion at one, whose Laplace transform is sech( √ 2t), see e.g. Exercise 3.27 in [7] . It follows from the Markov property of Brownian motion that T 1 ∧T −1 has a sub-exponential tail, in contrast with the heavy tail of Lévy distribution caused by the small windings near the origin.
Theorem 2 in particular shows that for the continuous walk W t the number of windings grows faster than for the planar Brownian motion: indeed in that case it is known since [14] and [10] [13] that the winding angle rescaled by 1 2 log t has Cauchy limiting distribution and the big winding angle under the same scaling is asymptotically hyperbolic secant with density (1/2)sech(πu/2). The difference in order results from the fact that W t is allowed to wind only in the clockwise direction, while the planar Brownian motion winds randomly in both directions.
Consider now the simple random walk (M i ) i≥0 on G 1 . As already mentioned, the transience of this graph is known, and was originally proved in [2] by computing the characteristic function of the walk sampled along a sequence of random times; thereafter a second proof has been proposed in [8] and in [9] and is based on considering the process, at the times of its successive returns to the x-axis, as an oscillating random walk in one dimension. However, one drawback of these methods is that they don't give any information about the rate of decay of the return probability of the walk. In section 3.1 we will obtain a local limit theorem for this probability, in particular providing a new proof of transience. More precisely, let T n be the time just after the n-th vertical step of M , and consider the decomposition
such that S is the simple random walk on Z and Ξ 0 := 0, Ξ n := n−1 i=0 ξ i for n > 0, where ξ i is the random variable representing the horizontal steps that M performs between the i−th and the i + 1-th vertical step; note that |ξ i | is a geometric random variable with success probability p = 2/3, and sgn(ξ i ) is determined by S i . We shall prove the following.
Theorem 3. For simple random walk M on graph G 1 we have
Finally, by exploiting this result, we can show that the winding number N G 1 (n) up to the n-th step for the transient walk on G 1 has a different asymptotic behavior from that of W t .
Theorem 4. We have
The structure of the paper is as follows: in section 2 we shall study the random walk on G 2 and prove Theorems 1 and 2, whereas in section 3 we analyze G 1 and prove Theorems 3 and 4.
Recurrence of G 2
Now we return to our original goal, the recurrence of the random walk (X i , Y i ) i≥0 on the graph G 2 . For simplicity we assume the random walk starts at (X 0 , Y 0 ) = (−m, 0) for some fixed m ∈ Z + and use the notation P m to make explicit the dependence on initial position. Sometimes we might want to start at (X 0 , Y 0 ) = (0, h) for some h ∈ Z + , in which case we write P h . Analogous to the Brownian motion case, we can consider the discrete time ladder height process (H n ) n≥0 with the state space N. More rigorously, we define H n := |X τn | for n ≥ 0, where {τ n } n≥0 is a sequence of stopping times defined recursively as follows: τ 0 := 0 and for n ≥ 1,
In the following, we will stick to the convention that log H 1 = 0 when H 1 = 0 for simplicity. We also define for n ≥ 1,
and V n := |Y σn |. Note that τ n−1 < σ n ≤ τ n for any n ≥ 1. With this definition, in analogy with the decomposition (2) in the continuous setting, we can further decompose each step H n of the ladder height process into two parts, one starting from (X τ n−1 , 0) to the (0, V n ) and the other from the (0, V n ) to (X τn , 0). Under P m , we should always consider H 1 , H 1 /m and V 1 as playing the same role as H B 1 , η 1 and √ 2mZ in the continuous case respectively. Furthermore under P h , the correspondence is between H 1 and its continuous analogue h 2 T 1 /2. Note that the extra constants √ 2 and 1/2 come from the fact that the continuous analogue of the random walk in question should be constructed from a Brownian motion with twice the quadratic variation of a standard one.
It is not hard to see that the process H is a Markov chain in its own right starting at H 0 = m and has the same recurrence property as the original chain (X, Y ). The main difficulty in the combinatorial setting, however, is that the identity E m log(H 1 /m) = 0 only holds in the asymptotic sense, since one tries to approximate random walks with Brownian motions. In fact, one can show that
when m → ∞, with the help of some Donsker-type arcsine laws, i.e. see [11] , Prop.5.27, p.137. Unfortunately, this result is not sufficient to prove the recurrence. Hence instead of log H 1 , we consider a modified function √ log H 1 with the same convention at zero as above. Using the inequality
Taking expectation, we get
Once we show that 1 (m) + 3 (m) << 2 (m) for large enough m by giving reasonable bounds on their asymptotics, we can conclude √ log x is a Lyapunov function for (H n ) n≥0 and apply the criterion in [9] , Thm.2.5.2, p.53 to prove the recurrence. Let us make a few comments about these errors before we proceed. The first order error 1 (m) comes from the approximation of random walks with Brownian motions, the main difficulty we mentioned above, and its upper bound will be the main focus in this section. The approximation techniques we apply will be local central limit theorems and the Euler-Maclaurin formula. The second order term 2 (m) is the reason behind our choice of function and it quantifies the amount we are able to exploit from using a concave function of log H 1 . Observe that E m (log H 1 − log m) 2 ≥ Var m (log H 1 ), and we will show later in section 2.3 that the variance on the right hand side is uniformly bounded away from zero for all m > 0, where some local limit theorems we prove for 1 (m) are also needed. We remark that this result shares the same spirit as the fact that Var m (log H B 1 ) does not depend on m. For the truncation error 3 (m), one should expect log H 1 to be concentrated around log m, and we will show in section 2.3 with Chernoff bounds that 3 (m) decays polynomially and thus negligible compared to 2 (m) when m goes to infinity.
In order to estimate 1 (m), it is more convenient to consider the decomposition described by the random variables V n 's, see (4) for definition and the subsequent discussion of continuous analogues. Then
so it suffices to estimate the corresponding approximation errors
and
where γ is the Euler constant, Z and T 1 are defined in the paragraph above (2), and we use the result E log T 1 = −2E(log Z) = γ + log 2.
To this end, we define p m,h := P m (V 1 = h) to be the probability that the random walk starting from (−m, 0) hits the y-axis at point (0, h) and q h,l := P h (H 1 = l) the probability that the random walk started at (0, h)
4m and
4x be functions define on R + . Then we can rewrite and decompose the two errors as follows:
where δ > 0 is sufficiently small.
Local limit theorems
Throughout this section we shall denote the usual one-dimensional simple random walk on Z by S. We want to establish a local limit theorem for p m,h and q h,l . First, we shall prove the following:
Proof. Our approach is based on the fact that conditioned on the number of vertical steps before hitting y-axis, the vertical movement has the same law as S. To calculate the probability of n vertical steps, we hope to interpret the number of vertical steps before hitting y-axis as the sum of m many i.i.d. geometric random variables G p,m := m i=1 g i with success probability p = 1/3 and support in {0, 1, 2, . . . }. The intuition is almost correct except that on graph G 2 , only vertical steps are allowed at ordinate zero. For this reason, we modify the transition probability of S by ignoring the origin as follows: p(1, −1) = p(1, 2) = 1/2 and p(−1, 1) = p(−1, −2) = 1/2, and write S for the resulting random walk. We also consider a 2D modification, the random walk (X i , Y i ) i≥0 on an oriented graph G 2 where all the horizontal edges are to the right and all points on x-axis are ignored. Precisely, G 2 = (V , E 2 ) has vertex set V = Z 2 \ Z × {0}, and E 2 consists of all edges leading to the nearest neighbors upward, downward and to the right. Then the intuition of geometric random variables holds for the random walk on G 2 , with the caveat that the conditional law of vertical movements has the same law as S . For the process (X i , |Y i |) i≥0 with y-coordinate taking absolute value, define p m,h analogously as the probability that the random walk started at (−m, 1) hits the y-axis at point (0, h) for m, h ∈ Z + . Then
We will focus on p m,h can be treated analogously. Let δ > 0, we split the sum into two parts
and notice that the second term in the above display decays exponentially fast by Chernoff bound. Then, by applying the local limit theorem (see e.g.
[6], p.36 2 ) to S we obtain
where we define p n (h) :
2n and use the fact that if |n − 2m| ≤
by first order approximation. We conclude by noting that the same proof would go through if we apply instead the LLT in [6] , eq. (2.4) on p.25.
Now we consider the second part of our decomposition and prove a local limit theorem for q h,l .
Lemma 2. We have
Proof. Let G p,n := n k=1 g k , with g k 's i.i.d. geometric random variables with success probability p = 2/3 and values in {0, 1, 2...}. Decomposing and conditioning on the number of vertical steps n, we have
by the Ballot Theorem (see e.g. [3] , p.202 Thm.4.3.2). Now, let δ > 0 and split the sum into two parts as follows
Notice that
so for the second term of (11), we have
for appropriate c > 0 by the Chernoff bound. By (12) again, we can rewrite the first term of (11) as
and apply the local limit theorems and first order approximation as before.
Thanks to Lemma 1 and Lemma 2 we can estimate the errors I 1 and J 1 :
Here in the second term of the summation, we use a uniform bound for all h ≤ √ m and an integral to bound the sum for h ≥ √ m, where the error is monotone in h. Applying a similar splitting, we have
For errors I 2 and J 2 , as in the case h ≥ √ m mentioned above, it is straightforward to give sub-exponential bounds with integrals:
(15) and
for some c > 0.
Euler-Maclaurin approximation
In this section we will apply the Euler-Maclaurin formula to bound I 3 and
4m . Hence, by the Euler-Maclaurin formula
where r k denotes the k-th error term and the last equality follows from
4x . By the Euler-Maclaurin formula,
where we use the fact that
We conclude this section by noting that the bounds on errors I 4 and J 4 follow from direct calculation:
Proof of recurrence
In this section, we complete the proof of Theorem 1. By the formulas (7), (8), (9) and (10) and the estimates (13), (14), (15), (16), (17), (18), (19) and (20), we get
where γ is the Euler constant. Then, by (6) and Lemma 1
For the truncation error 3 (m), we have by Lemma 1 and Lemma 2
where for h > √ ml δ , we apply Chernoff bounds by viewing p m,h as the sum of m many i.i.d random variables, each of which has the same law as the convolution of geometrically many Bernoulli distributions.
Finally, for the numerator in 2 (m), we have
To estimate the rightmost term, we notice that by Lemma 1 for any a > b > c > 0, there exist p 1 , p 2 > 0 such that
By the above estimate on R g (h), we obtain that on the event
It follows that the rightmost term in (23) is bounded away from zero by a positive constant 4p 1 p 2 (log a − log b) 2 
for large enough m. We finish our proof of Theorem 1 with (5), (21) and (22).
The scaling limits of the winding numbers
In this section we shall prove Theorem 2. Recall in (1) the ladder height process satisfies
be the time when the continuous walk W t just completed its n-th winding around the origin, and let N t be the number of windings up to time t, that is, N t = n iff T n ≤ t < T n+1 . Note that we have log µ n ≤ log T n ≤ log(4n) + log µ n ,
where
log η i .
Thus we consider N * t defined by the minimum n such that log µ n > log t. Since 2n i=1 log η i is the sum of i.i.d. random variables with zero mean and finite variance σ 2 , by applying Donsker-type theorem on the first hitting time at one, we get 3 The random walk on G 1
A local limit theorem for the return probabilities
In this section we shall prove Theorem 3. Recall that we denote by T n the time just after the n-th vertical step of M , and consider the decomposition (3). Define A + n := |{0 ≤ j < 2n|S j ≥ 0}|. and we can show that P 0 (A + n = k|S 2n = 0) ∼ 1 2n for typical k's between 0 and 2n by decomposing with respect to the first time of S entering negative axis and using the generalized Chung-Feller Theorem 2.3.1 in [5] . Then
with Ξ 2n,k :=
is a sequence of i.i.d. geometric random variables with success probability p = 2/3 and values in {0, 1, 2, ...}. Let m n,k := E(Ξ 2n,k ) = k − n and s n := σ 2 (Ξ 2n,k ) = 2nσ 2 (g 1 ). For 0 < δ < 1/2, we split the sum in (25) into two parts
and then the first term in (26) can be estimated by means of a local limit theorem for independent (not necessarily identically distributed) random variables (e.g. here we use [12] , Chapter VII, Theorem 5, p.197). We obtain |k−n|≤n 1/2+δ
. Finally, we bound the second term of (26) through large deviations. For k ≥ 0 defineΞ 2n,k := Ξ 2n,k − m n,k . We have
since, by Taylor expansion, Proof. By the transience of (Ξ, S), we can find C > 0 such that n P 0 (Ξ n = x, S n = 0) ≤ C < ∞ for every x ∈ Z. Whence i P 0 (M i = 0) = n x≥0 P 0 (Ξ n = −x, S n = 0)(1/3)
Remark 1. By a slight modification of the above argument one can actually extend the limit theorem to most of the points z = (z 1 , 0) ∈ Z 2 with |z 1 | ≤ n except for a subset of size o(n), and obtain P 0 (M T 2n = z) ∼ 1 2 √ πn 3/2 . Similarly, for |z 1 | > n + n 1/2+δ with δ > 0, the probability is exponentially small.
Remark 2.
With analogous but more involved calculations, a local limit theorem for the original chain M of the form P 0 (M 2n = 0) ∼ 3 8πn 3 can be established.
The winding number of the random walk
Let's now prove Theorem 4. Recall that we denote by M the random walk on G 1 and by N G 1 (n) the number of windings completed up to time n. Notice that however we count these windings during which the walk visits the origin won't change the order in question, since the random walk is transient by Corollary 1. In light of this, we say that M performs a half winding started at time n = T 2k iff (Ξ 2k , S 2k ) = (m, 0) for some m ∈ Z \ {0}, and the next hitting of (Ξ, S) at the x-axis is at a point (m , 0) such that sgn(m ) = −sgn(m). Define N * G 1 (n) to be the number of half windings started before step n. Note that we have
for every n. Moreover, by (3) E(N * G 1 (T 2n )) = By (29) we deduce that E(N G 1 (T 2n )) ∼ 1 2π log n and we conclude the proof by noting that the event T 2n−n 1/2+δ ≤ 3n ≤ T 2n+n 1/2+δ fails with small probability, by large deviations.
