Likelihood-free MCMC with Amortized Approximate Ratio Estimators by Hermans, Joeri et al.
Likelihood-free MCMC with Amortized Approximate Likelihood Ratios
Joeri Hermans Volodimir Begy Gilles Louppe
University of Liège, Belgium University of Vienna, Austria University of Liège, Belgium
Abstract
Posterior inference with an intractable likelihood
is becoming an increasingly common task in sci-
entific domains which rely on sophisticated com-
puter simulations. Typically, these mechanistic
models do not admit tractable densities forcing
practitioners to rely on approximations during in-
ference. This work proposes a novel approach
to address the intractability of the likelihood and
the marginal model. We achieve this by learn-
ing a flexible estimator which approximates the
likelihood-to-evidence ratio. The resulting amor-
tized ratio estimator is embedded in MCMC sam-
plers such as Metropolis-Hastings and Hamilto-
nian Monte Carlo to approximate the likelihood-
ratio between consecutive states in the Markov
chain, allowing us to draw samples from the in-
tractable posterior. Techniques are presented to
improve the numerical stability. We demonstrate
our approach on a variety of benchmarks and com-
pare against well-established approximate infer-
ence techniques. Scientific applications in high
energy and astrophysics with high-dimensional
observations show its applicability.
1 Introduction
Domain scientists are generally interested in the posterior
p(θ |x) = p(θ)p(x |θ)
p(x)
(1)
which relates the parameters θ of a model or theory to obser-
vations x. Although Bayesian inference is natural for such
settings, the implied computation is generally not. Often
the marginal model p(x) =
∫
p(θ)p(x |θ)dθ is intractable,
making posterior inference using Bayes’ rule impractical.
Methods such as Markov chain Monte Carlo (MCMC) [1, 2]
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bypass the dependency on the marginal model by evaluat-
ing some form of the likelihood ratio between consecutive
states in the Markov chain. This allows the posterior to
be approximated numerically, provided that the likelihood
p(x |θ) and the prior p(θ) are tractable. We consider an
equally common and more challenging setting in which the
likelihood cannot be evaluated in a reasonable amount of
time or has no closed-form expression (intractable). How-
ever, drawing samples from the forward model is possible.
The prevalence of this problem gave rise to a large body
of research typically referred to as “simulation-based” or
“likelihood-free” inference.
This work proposes a novel approach to perform likelihood-
free posterior inference using MCMC. Our method relies on
a novel ratio estimator that can be trained on samples from
the joint p(x,θ) to approximate the likelihood-to-evidence
ratio p(x |θ)/p(x). The amortized ratio estimator can be
used to compute the acceptance probability in Metropolis-
Hastings [1, 2]. When the classifier is differentiable, we de-
rive the score∇θ log p(x |θ) making the proposed method
also applicable to Hamiltonian Monte Carlo [3].
2 Background
2.1 Markov chain Monte Carlo
MCMC methods are generally applied to sample from a pos-
terior probability distribution with an intractable marginal
model, but for which point-wise evaluations of the likeli-
hood are possible [1, 2, 4]. Posterior samples are drawn
from the target distribution by collecting dependent states
θ0:T of a Markov chain. The mechanism for transitioning
from θt to the next state θ′ depends on the algorithm at
hand. However, the acceptance of a transition θt −→ θ′ for
θ′ sampled from a proposal mechanism q(θ′ |θt), is usually
determined by evaluating some form of the posterior ratio
p(θ′ |x)
p(θt |x) =
p(θ′)p(x |θ′) / p(x)
p(θt)p(x |θt) / p(x) =
p(θ′)p(x |θ′)
p(θt)p(x |θt) . (2)
We observe that (i) the normalizing constant p(x) cancels
out within the ratio, thereby bypassing the need for its in-
tractable evaluation, and (ii) how necessary the likelihood
ratio is in assessing the quality of a candidate state θ′ against
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Metropolis-Hastings Metropolis-Hastings (MH) [1, 2] is
a straightforward implementation of Equation 2. The pro-
posal mechanism q(θ′ |θt) is typically a tractable distri-
bution. These components are combined to compute the










The choice of an appropriate transition distribution is im-
portant to maximize the effective sample size (sampling
efficiency) and reduce the autocorrelation.
Hamiltonian Monte Carlo Hamiltonian Monte Carlo
(HMC) [3, 5, 6] improves upon the sampling efficiency of
Metropolis-Hastings by reducing the autocorrelation of the
Markov chain. This is achieved by modeling the density
p(x |θ) as a potential energy function
U(θ) , − log p(x |θ), (4)




with momentum m ∼ p(m) to the current state θt. A new
state θ′ can be proposed by simulating the Hamiltonian dy-
namics of θt. This is achieved by leapfrog integration of
∇θ U(θ) over a fixed number of steps with initial momen-








is computed to assess the quality of the candidate θ′.
2.2 Approximate likelihood ratios
The most powerful test-statistic to compare two hypotheses
θ0 and θ1 for an observation x is the likelihood ratio [7]
r(x |θ0,θ1) , p(x |θ0)
p(x |θ1) . (7)
Previous work [8] has shown that it is possible to express
the test-statistic through a change of variables d(·) : Rd 7→
[0, 1]. This observation can be used in a supervised setting to
train a classifier d(x) to distinguish samples x ∼ p(x |θ0)
with class label y = 1 from x ∼ p(x |θ1) labeled y = 0.
In this case, the decision function modeled by the optimal
classifier [8] or discriminator d*(x) is
d*(x) = p(y = 1|x) = p(x |θ0)
p(x |θ0) + p(x |θ1) , (8)
thereby obtaining the likelihood ratio as
r(x | θ0,θ1) = d
*(x)
1− d*(x) . (9)
This approach of density ratio estimation by classification,
also known as the “likelihood ratio trick” (LRT), is well-
established in the literature [8–13], especially in the area
of Generative Adversarial Networks (GANs) [14–17] and
variational inference [18].
Since we are often interested in computing the likelihood
ratio between arbitrary hypotheses, training d(x) for every
possible pair of hypotheses becomes impractical. A solu-
tion proposed by [8, 19] is to parameterize the classifier d
with θ and train d(x,θ) to distinguish between samples
from p(x |θ) and samples from a mathematically arbitrary
(but fixed) reference hypothesis p(x |θref). The decision
function modeled by the optimal classifier [8] is
d*(x,θ) =
p(x |θ)
p(x |θ) + p(x |θref) , (10)
thereby defining the likelihood-to-reference ratio as
r(x |θ) , r(x |θ,θref) = d
*(x,θ)
1− d*(x,θ) . (11)
The likelihood ratio between arbitrary hypotheses θ0 and
θ1 can then be expressed as
r(x | θ0,θ1) = r(x | θ0)
r(x | θ1) . (12)
3 Method
We propose a method to draw samples from a posterior with
an intractable likelihood and marginal model. As noted
above, MCMC samplers rely on the likelihood ratio to com-
pute the acceptance ratio. We propose to remove the depen-
dency on the intractable likelihoods p(x |θ′) and p(x |θt)
by directly modeling their ratio using an amortized ratio
estimator rˆ(x |θ′,θt). We call this method amortized ap-
proximate likelihood ratio MCMC (AALR-MCMC). Figure 1
provides a schematic overview of the proposed method.
Likelihood-free Metropolis-Hastings Adapting MH to
the likelihood-free setup is achieved by replacing the com-
putation of the intractable likelihood ratio in Equation 3 with
rˆ(x |θ′,θt). The algorithm remains otherwise unchanged.
We summarize the likelihood-free Metropolis-Hastings sam-
pler in Appendix A.
Likelihood-free Hamiltonian Monte Carlo The first
step in making HMC likelihood-free, is by showing that
U(θt)− U(θ′) reduces to the log-likelihood ratio,
U(θt)− U(θ′) = log p(x |θ ′)− log p(x |θ t)
= log r(x |θ ′,θt).
(13)
To simulate the Hamiltonian dynamics of θt, we require a
likelihood-free definition of ∇θ U(θ). Within our frame-
work,∇θ U(θ) can be expressed as
∇θ U(θ) = −∇θ r(x |θ)
r(x |θ) . (14)






ACCEPT θt → θ′ =⇒ θt+1 = θ′







(a) AALR-MCMC does not have to evaluate the likelihood, but





COMPUTE log p(x |θ′)
COMPUTE log p(x |θt)
−log r(x |θ′,θt)
ACCEPT θt → θ′ =⇒ θt+1 = θ′
REJECT θt → θ′ =⇒ θt+1 = θt
θt+1
(b) Vanilla MCMC computes the likelihood(s) whenever a transition
needs to be assessed.
Figure 1: Overview showing (a) the proposed method AALR-MCMC and (b) traditional MCMC when evaluating the transition
from the current state θt to a candidate state θ′ ∼ q(θ |θt). Both methods rely on the acceptance ratio as a test-statistic to
evaluate the quality of the proposed transition θt → θ′. AALR-MCMC does not depend on the evaluation of the (intractable)
likelihood. Rather, it relies on an amortized estimator (Section 3.1) to approximate the likelihood ratio r(x |θ′,θt).
This form can be recovered by a differentiable d*(x,θ), as
expanding r(x |θ) in Equation 14 yields
− ∇θ r(x |θ)
r(x |θ) = −∇θ log p(x |θ). (15)
Having likelihood-free alternatives for U(θ)− U(θ′) and
∇θ U(θ), we can replace these components in HMC to
obtain a likelihood-free HMC sampler. This procedure is
summarized in Appendix A. While likelihood-free HMC
does not rely on the intractable likelihood, it still depends
on the computation of ∇θ rˆ(x |θ) to recover ∇θ U(θ).
This can be a costly operation depending on the size of
the ratio estimator. Similarly to HMC, the sampler requires
careful tuning to maximize the sampling efficiency. Ideas
such as neural proposals [20] could aid here.
3.1 Improving the ratio estimator rˆ
Simply relying on the amortized likelihood-to-reference ra-
tio estimator rˆ does not yield satisfactory results, even when
considering simple toy problems. Experiments indicate that
the choice of the mathematically arbitrary reference hypoth-
esis θref does have a significant effect on the approximated
likelihood ratios in practice. Other independent studies [11]
observe similar issues and also conclude that the reference
hypothesis θref is a sensitive hyper-parameter which requires
careful tuning for the problem at hand. We find that poor
inference results occur in the absence of support between
p(x |θ) and p(x |θref), as illustrated in Figure 2. In this
example, the evaluation of the approximate ratio rˆ for an
observation x ∼ p(x |θ∗) is undefined when the observa-
tion x does not have density in p(x |θ) and p(x |θref), or
either of the densities is numerically negligible. Therefore,
the continuous decision function modeled by the optimal
classifier d(x,θ) outside of the space covered by p(x |θ)
and p(x |θref) is undefined. Practically, this implies that the
ratio rˆ(x |θ) can take on an arbitrary value which is detri-
mental to the inference procedure. In this case, the value of
rˆ(x |θ) might depend on architectural choices in d(x,θ) or
stochastic aspects of the training procedure.
To overcome the issues associated with a fixed reference
hypothesis, we propose to train the classifier to distinguish
samples from p(x |θ) (numerator) and the marginal model
p(x) (denominator). This modification ensures that the
likelihood-to-evidence ratio will always be defined every-
where it needs to be evaluated, as the likelihood p(x |θ) is
consistently supported by the marginal model p(x).
We summarize the procedure for learning the classifier
d*(x,θ) and the corresponding ratio estimator rˆ(x |θ) in
Algorithm 1. The algorithm amounts to the minimiza-
tion of the binary cross-entropy (BCE) loss of a classifier
dφ, tasked to distinguish between dependent input pairs
(x,θ) ∼ p(x,θ) with class label y = 1 and independent in-
put pairs (x,θ) ∼ p(x)p(θ) labeled y = 0. Implementation
guidelines are discussed in Appendix C.
Shared parameter θ and data x space.
x ∼ p(x |θ∗)p(x |θ) p(x |θref)
Figure 2: Consider having access to the optimal classifier
d*(x,θ) modeling r(x |θ) with x ∼ p(x |θ∗). This ratio is
undefined for x as neither p(x |θ) nor p(x |θref) puts numer-
ically non-negligible density on x. This implies that rˆ(x |θ)
and its decision function d(x,θ) can take on arbitrary val-
ues in regions not covered by p(x |θ) or p(x |θref) (striped
areas) because no such training data exists (unseen). The
red, green and blue lines depict optimal decision functions
as they all minimize the criterion which captures the ability
to classify between samples from p(x |θ) and p(x |θref).
However, the functions have significantly different approxi-
mations of rˆ(x |θ).
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Algorithm 1 Optimization of d(x,θ).
Inputs: Criterion ` (e.g., BCE)
Implicit generative model p(x |θ)
Prior p(θ)
Outputs: Parameterized classifier dφ(x,θ)
Hyperparameters: Batch-size M
1: while not converged do
2: Sample θ ← {θm ∼ p(θ)}Mm=1
3: Sample θ
′ ← {θ′m ∼ p(θ)}Mm=1
4: Simulate x← {xm ∼ p(x |θm)}Mm=1
5: L ← `(dφ(x,θ), 1) + `(dφ(x,θ′), 0)
6: φ← OPTIMIZER(φ, ∇φL)
7: end while
8: return dφ
Proposition 1. The decision function modeled by the opti-
mal discriminator d*(x,θ) trained under a prior p(θ) is
p(x |θ)
p(x |θ) + p(x) . (16)
Proof. See Appendix B.
Therefore, d* models the likelihood-to-evidence ratio
r(x |θ) , p(x |θ)
p(x)
. (17)
Although the usage of the marginal model instead of an
arbitrary reference hypothesis vastly improves the approx-
imation of r(x |θ), obtaining the likelihood-to-evidence
ratio r(x |θ) by transforming the output of d(x,θ) can
still be susceptible to numerical errors. In particular, this
may happen in the saturating regime where the classifier
d(x,θ) is able to (almost) perfectly discriminate samples
from p(x |θ) and p(x). We mitigate this issue by extracting
log rˆ(x |θ) from the neural network before applying the
sigmoidal projection σ in the output layer. This is possible
due to the fact that log rˆ(x |θ) is the logit of d(x,θ).
Finally, approximating the likelihood-to-evidence ratio en-
ables the direct estimation of the posterior density as
pˆ(θ |x) = p(θ)rˆ(x |θ). This is useful in low-dimensional
parameter spaces, where scanning is a reasonable strategy.
4 Related work
Techniques such as ABC [21, 22] tackle the problem of
Bayesian inference by collecting proposal states θ ∼ p(θ)
whenever an observation x produced by the forward model
x ∼ p(x |θ) resembles an observation xo. Formally, a
proposal state θ is accepted whenever a compressed ob-
servation σ(x) (low-dimensional summary statistic) satis-
fies d(σ(x), σ(xo)) <  for some distance function d and
acceptance threshold . Although larger values of  will
improve the acceptance rate, they do not ensure the cor-
rectness, as the approximation will only be exact whenever
the summary statistic is sufficient and → 0 [21]. Several
procedures have been proposed to improve the acceptance
rate by guiding simulations based on previously accepted
states [23–26]. Other works investigated learning summary
statistics [27–29]. Contrary to these methods, AALR-MCMC
does not actively use the simulator during inference and
learns a direct mapping from data and parameter space to
likelihood-to-evidence ratios for arbitrary observations and
model parameters (amortization).
Other approaches take a new perspective and cast inference
as an optimization problem [30, 31]. In variational infer-
ence, a parameterized posterior over parameters of interest
is optimized [32]. Amortized variational inference [33, 34]
expands on this idea by using generative models to cap-
ture inference mappings. Recent work in [35] proposes a
novel form of variational inference by introducing an adver-
sary in combination with REINFORCE-estimates [36, 37] to
optimize a parameterized prior. Others have investigated
meta-learning to learn parameter updates [38]. These works
lend themselves naturally to a likelihood-free setting, but
only provide point-estimates.
Approaches such as SNPE-A [39], SNPE-B [40] and APT [41]
iteratively adjust a parameterized posterior (mixture den-
sity network [42] or normalizing flow [43–46]). Instead of
learning the posterior directly, SNL [47] uses (conditional)
autoregressive flows to model an approximation of the like-
lihood. AALR-MCMC mirrors SNL as the trained conditional
density estimator is plugged into MCMC samplers to bypass
the intractable marginal model. This allows SNL to approxi-
mate the posterior numerically. Contrary to our approach,
SNL cannot provide estimates of the posterior probability
density function but is able to evaluate the likelihood.
The usage of ratios is explored in several studies. CARL [8]
models likelihood ratios for frequentist tests. As shown in
Section 3.1, CARL does not produce accurate results in some
cases. LFIRE [11] models a likelihood-to-evidence ratio
by logistic regression and relies on the usage of summary
statistics. Unlike us, they require samples from the marginal
model and a specific likelihood (reference), while we only
require samples from the joint p(x,θ). Therefore, LFIRE
requires retraining for every evaluation of different θ.
Finally, an important concern of likelihood-free inference
is minimizing the number of simulation calls. Active sim-
ulation strategies such as BOLFI [48] and others [49, 50]
achieve this through Bayesian optimization. Our method
relies on the training of an amortized likelihood-to-evidence
ratio estimator, which typically comes with a high initial
cost. Recent works [13, 51] make it possible to significantly
reduce the cost of this step, provided joint likelihood ratios
and scores can be extracted from the simulator.
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Algorithm Tractable problem Detector calibration Population model M/G/1
ABC ( = large) −8.686± 0.000 −3.087± 0.000 N/A N/A
ABC ( = intermediate) −7.620± 0.000 −2.491± 0.000 N/A N/A
ABC ( = small) −6.668± 0.000 −2.180± 0.000 N/A N/A
APT −4.441± 0.487 −2.004± 0.753 6.366± 0.432 −2.741± 3.356
SNPE-A −6.141± 1.227 −1.775± 1.775 7.024± 0.515 1.177± 0.937
SNPE-B −5.693± 0.809 −1.075± 0.226 −0.632± 0.843 1.105± 0.384
AALR-MCMC (ours) −4.126± 0.004 −1.005± 0.074 6.482± 0.214 2.302± 0.189
Table 1: Posterior log probability p(θ = θ∗ |x = xo) for generating parameters θ∗ and observation xo. For SNPE-A,
SNPE-B and APT we directly extracted the posterior log probability from the mixture of Gaussians. Since the proposed ratio
estimator models the log likelihood-to-evidence ratio, we have to add the log prior probability of the generating parameters
to obtain the posterior log probability.
5 Experiments
5.1 Setup
We compare AALR-MCMC using our likelihood-to-evidence
ratio estimator against classical ABC [21] and modern poste-
rior approximation techniques such as SNPE-A [39], SNPE-
B [40], and APT [41]. All methods have a simulation budget
of one million samples. Sequential approaches such as
SNPE-A, SNPE-B, and APT spread this budget equally across
50 rounds. These rounds are used to iteratively improve
the approximation of the posterior. Our evaluations con-
sider the posterior estimate of the final round. By default,
our evaluations use the likelihood-free Metropolis-Hastings
sampler unless stated otherwise. The experiments are re-
peated 10 times. Experimental details and additional results
are discussed in Appendix D. Hyperparameters and model
architectures are summarized in Appendix D.1.
5.1.1 Benchmark problems
The accuracy and robustness of AALR-MCMC will be as-
sessed by comparing AALR-MCMC against ABC, SNPE-A,
SNPE-B and APT on the following benchmarks:
Tractable problem Given a model parameter sample θ ∈




2, s2 = θ
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with x = (x1, . . . ,x4) where xi ∼ N (µθ,Σθ)
The likelihood p(x |θ) = ∏4i=1N (xi | µθ, Σθ) with
prior p(θ) , U(−3, 3). The resulting posterior is non-
trivial due to the squaring operation, which is responsi-
ble for generating multiple modes. An observation xo
is generated by conditioning the forward model on θ∗ =
(0.7,−2.9,−1.0,−0.9, 0.6) as in [41, 47].
Detector calibration We are interested in determining the
offset θ ∈ R of a particle detector from the collision point
given a detector response xo. Our particle detector emulates
a 32×32 spherical uniform grid such that x ∈ R1024. Every
detector pixel is able to measure the momentum of the par-
ticles passing through the detector material. The pythia
simulator [52] generates electron-positron (e−e+) collisions
and is configured according to the parameters derived by the
Monash tune [53]. The resulting collision products and their
momenta are processed by pythiamill [54] to compute
the response of the detector by simulating the interaction
of the collision products with the detector material. We
consider a prior p(θ) , U(−30, 30). An observation xo is
generated at the collision point θ∗ = 0.
Population model The Lotka-Volterra model [55] de-
scribes the evolution of predator-prey populations. The
population dynamics are driven by a set of differential equa-
tions with parameters θ ∈ R4. An observation describes
the population counts of both groups over time. Simula-
tions are typically compressed into a summary statistic
x¯ ∈ R9 [41, 47]. We also follow this approach to remain
consistent. The prior p(θ) , U(−10, 2) (log-scale). We
generate an observation from the narrow oscillating regime
θ∗ = (−4.61,−0.69, 0,−4.61).
M/G/1 queuing model This model describes a queuing
system of continuously arriving jobs at a single server and
is described by a model parameter θ ∈ R3. The time it
takes to process every job is uniformly distributed in the
interval [θ1,θ2]. The arrival time between two consecutive
jobs is exponentially distributed according to the rate θ3.
An observation x are 5 equally evenly spaced percentiles
of interdeparture times, i.e., the 0th, 25th, 50th, 75th and
100th percentiles. To generate the observation xo, we draw
a sample from the forward model using the generating pa-
rameter θ∗ = (1.0, 5.0, 0.2). We consider the uniform prior
p(θ) , U(0, 10)× U(0, 10)× U(0, 0.333).
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(e) APT
Figure 3: Posteriors from the tractable benchmark. The experiments are repeated 25 times and the approximate posteriors
are subsampled from those runs. AALR-MCMC shares the same structure with the MCMC truth, demonstrating its accuracy.
Some runs of the other methods were not consistent, contributing to the variance observed in Table 2.
5.1.2 Receiver operating curve diagnostic
Likelihood-free computations are challenging to verify as
the likelihood is by definition intractable. A robust strat-
egy is therefore necessary to verify the quality of the ap-
proximation. Inspired by [8], we identify issues in our
ratio-estimator rˆ(x |θ) by evaluating the identity p(x |θ) =
p(x)rˆ(x |θ). If rˆ(x |θ) is exact, then a classifier should not
be able to distinguish between samples from p(x |θ) and the
reweighted marginal model p(x)rˆ(x |θ). The discrimina-
tive performance of the classifier can be assessed by means
of a ROC curve. A diagonal ROC (AUC = 0.5) curve indi-
cates that a classifier is insensitive and rˆ(x |θ) = r(x |θ).
This result can also be obtained if the classifier is insuffi-
cient. Figure 4 provides an illustration of this diagnostic on
a tractable toy-problem.
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Good ratio estimator (AUC = 0.5)
Bad ratio estimator (AUC = 0.85)
Figure 4: This figure demonstrates the diagnostic presented
in Section 5.1.2. We train two ratio estimators. The first
approximates the ratio r(x |θ) well, while the other does
not. We denote these estimators as rˆg(x |θ) and rˆb(x |θ)
respectively. The test diagnostic is applied to a single test
hypothesis θ = 0. (Left): Density associated with the
test hypothesis p(x |θ = 0) and the marginal model p(x)
under a prior p(θ) , U(−10, 10). (Middle): Reweighted
marginal model under rˆg(x |θ) and rˆb(x |θ). It is clear
that rˆb(x |θ) does not properly approximate r(x |θ), as the
reweighted marginal model is distinguishable from the test
hypothesis. (Right): A classifier is trained to distinguish
between samples from p(x |θ) and the reweighted marginal
model. The ROC curve for the good estimator shows that the
classifier could not extract any predictive features, indicating
a good approximation of the ratio r(x |θ).
5.2 Results
Table 1 shows the posterior log probabilities of the generat-
ing parameter θ∗ for an observation xo. Our ROC diagnostic
reports AUC = 0.5 for the detector calibration and M/G/1
benchmarks, and AUC = 0.55 for the population evolution
model. These results demonstrate that the proposed ratio
estimator provides accurate and consistent ratio estimates.
If we assess the quality of a method exclusively based on
the log probabilities in Table 1, we could argue that SNPE-A,
SNPE-B and APT are close in terms of approximation. This
is potentially misleading as it does not take the structure of
the posterior into account. To demonstrate the accuracy of
AALR-MCMC in this regard, we focus on the tractable prob-
lem. We conduct two distinct quantitative analysis, the first
computes the Maximum Mean Discrepancy (MMD) [56]
between samples of the true posterior and the approximated
posterior, while the latter trains a classifier to compute the
ROC AUC between samples of the approximate posterior
and the MCMC groundtruth. Results are summarized in Ta-
ble 2. Figure 3 shows the approximations of AALR-MCMC,
SNPE-A, SNPE-B and APT against the MCMC groundtruth.
Algorithm MMD ROC AUC
AALR-MCMC (ours) 0.05± 0.005 0.59± 0.0010
ABC ( = 32) 0.51± 0.001 0.99± 0.0001
ABC ( = 16) 0.50± 0.003 0.99± 0.0002
ABC ( = 8) 0.39± 0.001 0.99± 0.0003
ABC ( = 4) 0.29± 0.004 0.98± 0.0007
APT 0.17± 0.036 0.86± 0.0008
AALR-MCMC (LRT) 0.53± 0.004 0.99± 0.0001
SNPE-A 0.21± 0.070 0.97± 0.0098
SNPE-B 0.20± 0.061 0.92± 0.0181
Table 2: AALR-MCMC outperforms all other methods. Nu-
merical errors introduced by MCMC might have contributed
to these results. A comparison of the PDFs between the true
posterior and our ratio estimator are shown in Figure 11 (Ap-
pendix D.2). The MMD scores are in agreement with [41].
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Figure 5: (Left:) Posteriors are obtained using the same ratio
estimator. (Middle): Diagonal ROC diagnostic, demonstrat-
ing the ability of the proposed method to model posteriors
for arbitrary observations. (Right): Observations xo.
AALR-MCMC’s accuracy is especially apparent when com-
paring SNPE-A, SNPE-B and APT against the groundtruth.
While AALR-MCMC accurately models the true posterior,
SNPE-A, SNPE-B and APT fail to do so. The discrepancy be-
tween the LRT and the proposed ratio estimator indicate that
the improvements from Section 3.1 are critical. Appendix D
shows the posteriors of the remaining benchmarks.
5.3 Demonstrations
The following sections study several properties of AALR-
MCMC and the proposed likelihood-to-evidence ratio esti-
mator on a series of use cases.
5.3.1 Amortization
We briefly return to the detector calibration benchmark.
Amortized posterior estimates The proposed likelihood-
to-evidence ratio estimator models the ratio rˆ for arbitrary
observations x and model parameters θ given a prior p(θ).
We demonstrate this on different observations using a pre-
viously trained ratio estimator for the detector calibration
benchmark. No retraining or post-processing is applied. The
resulting posteriors and diagnostics are shown in Figure 5.
Multiple observations Consider a set of observations
X = {x1, . . . ,xn}. The amortization of the ratio estimator
allows additional observations to be included efficiently in
the posterior p(θ |X ). Bayes’ rule tells us
































Figure 6: (Left): Approximation of the posterior. (Middle):
Diagonal ROC diagnostic. (Right): Observation associated
with the posterior on the left.
With MCMC, the denominator cancels out within the ratio










This could be considered as a test of the ratio estimator, as
the maximum-a-posteriori should coincide with the maxi-
mum likelihood estimate when the number of observations
grows. Figure 15 (Appendix D.3) demonstrates this ability.
5.3.2 Scientific use case: strong gravitational lensing
We use autolens [57] to simulate the telescope optics,
imaging sensors and the physics governing strong gravita-
tional lensing. The simulation black-box encapsulates these
components. The output of the simulation chain is an ob-
servation x ∈ R128×128. The following experiments use a
ratio estimator based on RESNET-18 [58]. Appendix D.4
discusses the setups and the simulation models in detail.
Marginalization Often physicists are aphetic about a pos-
terior describing all model parameters. Rather, they are
interested in a posterior in which certain parameters have
been marginalized out. This is easily achieved within our
framework by presenting the parameters of interest to the
ratio estimator during training and ignoring the parameters
which need to be marginalized out. The training remains
otherwise unchanged. This problem focuses on recovering
the Einstein radius θ ∈ R of a gravitational lens. We are
not interested in the parameters describing the source and
foreground galaxy (15 parameters). Figure 6 depicts our
posterior approximation, ROC diagnostic and observation
xo with θ∗ = 1.66 and prior p(θ) , U(0.5, 3.0).
Bayesian model selection Until now we only considered
posteriors with continuous model parameters. We turn to
a setting in which physicists are interested in comparing
models from a discrete spaceM = {m1, . . . ,mn}. Model
selection is achieved by computing the Bayes factor b of
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where a one-hot encoded model mi is supplied to the ratio
estimator during training. We demonstrate the task of model
selection by computing the posterior pˆ(m|x) across a space
of 10 modelsM = {m0, . . . ,m9}. The index i of a model
mi corresponds to the number of source galaxies present in
the lensing system. Parameters describing the foreground
and source galaxies are marginalized out. The prior p(m)
is uniform. Figure 7 shows pˆ(m|x) and the associated
diagnostic for different observations. Both posteriors were
computed using the same ratio estimator.







































Figure 7: Posterior pˆ(m|x) over the model spaceM. Both
diagnostics are diagonal. (Top): Lensing system with a
single source galaxy. (Bottom): Lensing system with 6
different source galaxies. The MAP of the posterior pˆ(m|x)
identifies the correct number of source galaxies, despite
abundant lensing artifacts.
5.3.3 Representational power of a ratio estimator
The amortization of our ratio estimator requires sufficient
representational power (capacity) to accurately approximate
r(x |θ). The complexity of the task at hand determines
whether the ratio estimator is able to exploit some struc-
ture in observations x and model parameters θ, thereby
potentially reducing the necessary amount of parameters
(weights). This is not the case for the population evolution
model, which proved to be challenging for low capacity ra-
tio estimators. Appendix D.5 shows the posterior marginals,
loss curve and ROC diagnostic for ratio estimators with
distinct capacities. As expected for the population model,
larger models are associated with a sharper posterior, lower
loss and better AUC scores. Additional experiments explor-
ing the effect of ratio estimator capacity on the inference
quality are described in Appendix E.
Bayesian filtering Increasing the capacity of a ratio es-
timator is not always a viable strategy. We observe that
for a trained classifier d(x,θ) with insufficient capacity
(AUC > 0.5) the variance of the posterior pˆ(θ |x = xo) is
typically larger compared to the true posterior recovered
by the optimal classifier d*(x,θ) (AUC = 0.5). Therefore,
the loss associated with the classifier d(x,θ) is larger than
the loss of the optimal classifier, as supported by Proposi-
tion 1. The classifier d(x,θ) can be viewed as a heavily
regularized optimal classifier, where the degree of regular-
ization is inversely proportional to the capacity. As a result,
the classifier d(x,θ) is not able to exclude tuples (x,θ)
from the likelihood model. This is a desirable property
because the generating parameters θ∗ will have a strictly
positive likelihood-to-evidence ratio (as d(x θ) cannot ex-
clude them). This allows us to recursively improve the
posterior by setting pt+1(θ) , pˆt(θ |x = xo). Our frame-
work allows for a termination condition based on the ROC
diagnostic. To demonstrate this, assume the population
model setting. Our ratio estimator is a MLP with 3 layers
and 50 hidden units. In every round t, 10,000 tuples are
drawn from the joint p(x,θ) with prior pt(θ) for training.
The following AUC scores were obtained: .99, .92, .54, and
finally .50, terminating the algorithm.
6 Summary and discussion
This work introduces an accurate and efficient approach
to perform Bayesian posterior inference with an intractable
likelihood and marginal model. We achieve this by replacing
the intractable evaluation of the likelihood ratio in MCMC
with an amortized likelihood ratio estimator. We demon-
strate that a straightforward application of the likelihood
ratio trick to MCMC is insufficient. We solve this by intro-
ducing a flexible and stable ratio estimator which models the
likelihood-to-evidence ratio for arbitrary observations x and
model parameters θ given a prior p(θ). This implies that a
trained ratio estimator can be used to infer the posterior of
arbitrary observations. A theoretical argument demonstrates
that the proposed training procedure yields the optimal ratio
estimator. The accuracy of our estimator can be easily veri-
fied by a diagnostic specific to our technique. No summary
statistics are required, as the technique directly maps ob-
servations and model parameters to likelihood-to-evidence
ratios. Our framework allows for the usage of off-the-shelf
neural architectures such as RESNET [58]. Experiments
highlight the accuracy and stability of our method across
different problems.
Simulation efficiency Despite the high upfront simula-
tion cost, our approach is able to model the posterior of
arbitrary observations. When presented with different obser-
vations of a similar phenomenon (e.g., gravitational lenses),
our approach is arguably more simulation efficient com-
pared to sequential approaches.
Scientific applications To aid the application of our tech-
nique, we provide several implementation guidelines and
inference strategies in the Appendix C. Recently, our ap-
proach contributed to the inference of dark matter subhalo
Manuscript under review by AISTATS 2020
population parameters parameters using strong gravitational
galaxy-galaxy lensing [59].
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A Likelihood-free Markov chain Monte Carlo samplers
Algorithm 2 Likelihood-free Metropolis-Hastings
Inputs: Initial parameter θ0
Prior p(θ)
Transition (proposal) distribution q(θ)
Trained parameterized classifier d(x,θ)
Observation x
Outputs: Markov chain θ0:T
Hyperparameters: Steps T
1: t← 0
2: θt ← θ0
3: for t < T do
4: θ′ ∼ q(θ |θt)







θ′ with probability ρ
θt with probability 1− ρ
8: t← t+ 1
9: end for
10: return θ0:T
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Algorithm 3 Likelihood-free Hamiltonian Monte Carlo
Inputs: Initial parameter θ0
Prior p(θ)
Momentum distribution q(m)
Trained parameterized classifier d(x,θ)
Observation x
Outputs: Markov chain θ0:T




2: θt ← θ0
3: for t < T do
4: mt ∼ q(m)
5: k ← 0
6: mk ←mt
7: θk ← θt
8: for k < l do




10: θk ← θk + ηmk




12: k ← k + 1
13: end for
14: λ← (log rˆ(x |θk) + log p(θk))− (log rˆ(x |θt) + log p(θt)) +K(mk)−K(mt)
15: ρ← min(exp(λ), 1)
16: θt+1 ←
{
θk with probability ρ
θt with probability 1− ρ
17: t← t+ 1
18: end for
19: return θ0:T
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B Correctness of Algorithm 1 and Proposition 1
The core of our contribution rests on the proper estimation of the likelihood-to-evidence ratio. In this section, we show that
the minimization of the binary cross-entropy (BCE) loss of a classifier tasked to distinguish between dependent input pairs
(x,θ) ∼ p(x,θ) and independent input pairs (x,θ) ∼ p(x)p(θ) results in an optimal classifier as defined in Proposition 1.






















































p(x |θ) + p(x) . (24)
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x log rˆ(x | θ)
σ(log rˆ(x | θ))
log rˆ(x | θ)
d(x, θ)
...
Figure 8: Two approaches to extract the approximate ratio rˆ(x |θ) from a parameterized classifier. (Left): The vanilla
architecture which is susceptible to numerical errors and loss of information as rˆ(x |θ) is computed by transforming the
sigmoidal projection σ. This issue arises if the classifier is able to perfectly discriminate between samples from p(x |θ) and
p(x |θref). (Right): The modified architecture directly outputs log rˆ(x |θ) before applying the sigmoidal projection.







7 self.network = # Define your neural network.
8
9 def forward(self, inputs, outputs):
10 # Process the inputs (model parameters).
11 # Process the outputs (observations).
12 log_ratio = self.network(inputs, outputs)
13 classifier_output = log_ratio.sigmoid()
14
15 return classifier_output, log_ratio
Figure 9: Base ratio estimator.
This section discusses several recommended strategies
to successfully apply our technique to (scientific) ap-
plications. We show several code listings, with a focus
on a pytorch [60] implementation. As shown in Fig-
ure 8, we directly output the log ratio before applying
the sigmoidal projection to improve numerical stability
when sampling from the posterior using MCMC. The
output of the decision function d(x,θ) is also given.
This architecture forms the basis for accurate poste-
rior inference. Figure 9 shows the base ratio estima-
tor implementation. For completeness, the variable
name inputs relates to the model parameters θ while
outputs relates to observations x. This particular
naming scheme is chosen to depict their relation with
respect to the simulation model.
C.1 Dataset generation and training
1 loader = DataLoader(dataset, batch_size=batch_size)
2 num_iterations = len(loader) // 2
3 loader = iter(loader)
4 ratio_estimator.train()
5 for batch_index in range(num_iterations):
6 # Load the data and move to the device.
7 a_inputs, a_outputs = next(loader)
8 a_inputs = a_inputs.to(device, non_blocking=True)
9 a_outputs = a_outputs.to(device, non_blocking=True)
10 b_inputs, b_outputs = next(loader)
11 b_inputs = b_inputs.to(device, non_blocking=True)
12 b_outputs = b_outputs.to(device, non_blocking=True)
13 # Apply a forward pass with the ratio estimator.
14 y_real_a, _ = ratio_estimator(a_inputs, a_outputs)
15 y_fake_a, _ = ratio_estimator(a_inputs, b_outputs)
16 y_real_b, _ = ratio_estimator(b_inputs, b_outputs)
17 y_fake_b, _ = ratio_estimator(b_inputs, a_outputs)
18 # Loss and backward.
19 loss_a = criterion(y_real_a, ones) +
20 criterion(y_fake_a, zeros)
21 loss_b = criterion(y_real_b, ones) +
22 criterion(y_fake_b, zeros)




Figure 10: Proposed optimization loop.
Algorithm 1 actively samples from the prior and the
simulation model in the optimization loop. This is not
efficient in practice. A dataset consisting of samples
from the joint can be generated offline before train-
ing the ratio estimators. Note that no class labels are
assigned to specific samples of the dataset. In our train-
ing algorithm, the independence of x and θ can be
guaranteed by sampling two batches from the dataset,
and simply switch the θ tensors in the computation of
each individual loss. As a result, the implementation
of the optimization loop does not depend on the prior.
This produces a mathematically equivalent procedure
to Algorithm 1. Figure 10 shows a pytorch implemen-
tation of the proposed optimization loop for an even
number of batches.
According to Proposition 1, the optimal discrimina-
tor is the one which minimizes the training criterion.
Therefore, the accuracy of the approximation can be
improved by using techniques such as learning rate
scheduling, or by increasing the batch size to reduce
the variance of the gradient. From an architectural per-
spective, we found that the ELU [61] and SELU [62]
activations work well in general. However, RELUs typi-
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cally required significantly less parameters (weights) to accurately approximate sharp posteriors. We hypothesize that this
behavior is attributable to the sparsity induced by RELU activations. We did not perform a study on the required number of
simulations to properly approximate r(x |θ). This aspect is left for future work.
C.2 Validation and inference
In general, we recommend to train 10 (if the computational budget allows) ratio estimators. Besides the improvements that
ensembling typically brings, the resulting estimators can be used to determine the variance of the approximation. From our
empirical evaluations, large variances in the approximation of the likelihood-to-evidence ratio indicate that the capacity of
the ratio estimator might be insufficient (see Appendix E). As mentioned in Section 5.1.2, the accuracy of the approximation
can be verified in a more principled way by means of a ROC curve and its AUC. Contrary to the experimental section of the
main manuscript, real applications do not have access to the generating parameters θ∗. There are two approaches to test the
accuracy of the ratio estimator using the ROC diagnostic: (i) test the ratio estimator for all distinct modes of the posterior and
(ii) test the ratio estimator for a set of random samples θ ∼ p(θ). While the first approach specifically tests the solution, the
latter validates the behavior of the ratio estimator across the prior p(θ). Alternatively, Simulation Based Calibration [63]
is a frequentist test for a Bayesian computation, but it cannot verify the accuracy of a single approximate posterior. After
validating the ratio estimator, MCMC can be used to draw samples from the posterior. If the dimensionality of the problem
permits, estimates of the PDF can be obtained directly.
D Experimental details and additional results
D.1 Overview of hyperparameters and model architectures
Hyperparameter Tractable problem Detector calibration Lensing Lotka-Volterra M/G/1
Activation function SELU SELU RELU RELU RELU
AMSGRAD Yes Yes Yes Yes Yes
Architecture MLP MLP RESNET-18 MLP MLP
Batch normalization No No Yes No No
Batch size 256 256 256 1024 256
Criterion BCE BCE BCE BCE BCE
Dropout No No No No No
Epochs 250 250 100 1000 1000
Learning rate 0.001 0.0001 0.001 0.00005 0.0001
Learning rate scheduling No No No Yes Yes
Optimizer ADAM ADAM ADAM ADAM ADAM
Weight decay 0.0 0.0 0.0 0.0 0.0














Figure 11: PDF of true posterior marginals p(θi |x) and the corresponding approximations extracted from our ratio estimator.
This can be computed for arbitrary model parameters θ and observations x by simply computing p(θ)rˆ(x |θ).
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D.2.1 Regularization and posterior approximation
This section studies the effects of regularization on the posterior approximation. We empirically find that the degree of
regularization is proportional to an increase in variance of the approximation with respect to the true posterior. This translates
into a proportionally larger (test) loss. Similar behavior can be observed in ratio estimators with insufficient capacity
(Appendix E). Figure 12 demonstrates the effect of regularization on the approximate posterior with respect to the true







































(c) Weight decay = 0.01
Figure 12: The degree of regularization corresponds to a proportionally larger variance of the approximation compared to
the truth. A slight bias in the training dataset might explain the consistently larger peak in the third posterior marginal.
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(a) Weight decay = 0.0
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(b) Weight decay = 0.00001
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(c) Weight decay = 0.01
Figure 13: Loss plots of the ratio estimators in Figure 12. We empirically find that a larger loss corresponds with a larger
variance of the approximation with respect to the truth. Similar behavior is observed for ratio estimators with insufficient
capacity, as studied in Appendix E.
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Figure 14: Approximate posteriors for the detector calibration benchmark. The posteriors are subsampled from several
experimental runs.
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Figure 15: Demonstrates the ability of the ratio estimator to compute the posteriors of an arbitrary number of observations
without retraining. All posteriors are obtained using the same ratio estimator. (Left): 1 observation. (Middle): 10
observations. (Right): 100 observations.
D.4 Scientific use case: strong gravitational lensing
The simulation model consists of 4 main components. The first involves the telescope optics. We model the PSF (point
spread function) as a Gaussian with standard deviation 0.5 in a 3× 3 pixel kernel. The CCD sensor is set to an exposure
time of 1000 seconds, background sky level = 0.1 and CCD noise is added. The mass distribution of the foreground galaxy
is modeled as an elliptical isothermal [64] at redshift z = 0.5 with axis ratio = 0.99, a random orientation-angle and an
Einstein radius sampled from the prior. We do not model galaxy foreground light for the marginalization problem. For the
Bayesian model selection problem, we model the foreground light of the lensing galaxy as an elliptical sersic with a random
orientation angle and a sersic index sampled from U(.5, 1.5). For every source galaxy, we only model the light profile and
their relative positions with respect to the lens. Source galaxies have an assumed redshift of z = 2. We assume the Plack15
cosmology. Table 4 describes the parameters and respective distributions we sampled from to generate a light profile for a
single source galaxy. Figure 16 shows samples of the marginal model for different model spaces.
Parameter Distribution
Axis ratio U(0.1, 0.9)
Effective radius U(0.1, 0.4)
Intensity (flux) U(0.1, 0.5)
Location x U(−1.0, 1.0)
Location y U(−1.0, 1.0)
Axis orientation U(0, 360)
Sersic index U(0.5, 3.0)
Table 4: A complete description of the parameters describing the light profile is described in the autolens documentation.
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Figure 16: Subsamples from the marginal model for the Bayesian model selection problem. Every row shows random
samples of the forward model conditioned on a particular model. The first row corresponds to a model with no source
galaxies, while the lensing system in the last row has 9 source galaxies.
Likelihood-free Markov chain Monte Carlo with Amortized Approximate Likelihood Ratios



























































7.5 5.0 2.5 0.0 7.5 5.0 2.5 0.0 7.5 5.0 2.5 0.0
(d) APT
Figure 17: Posterior approximations for the Lokta-Volterra problem. AALR-MCMC, SNPE-A and APT are in agreement,
while the SNPE-B approximation is significantly broader.
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Figure 18: Posterior marginals of our approximation for the Lotka-Volterra problem.





























































































Figure 19: Posteriors from the M/G/1 benchmark. The experiments are repeated 10 times and the approximate posteriors are
subsampled from those runs. Despite the high variance of APT, it shares the most structure with AALR-MCMC.
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E Ratio estimator capacity and posterior approximation
Figure 20: Random subsamples from the marginal model p(x) for the circle problem.
We investigate the approximation error in relation to the capacity of a ratio estimator. We consider a simple simulation
model which accepts a model parameter θ , (x, y, r) and produces an image with a resolution of 64 × 64 containing a
circle at position x, y with radius r. Given the deterministic nature of the simulation model, we expect the posterior to be
tight surrounding the generating parameters. The radius parameter r is multimodal due to squaring operation, which implies
there should be a peak at −r as well. We consider a uniform prior in the range [−1, 1] for the parameters x and y. The
radius has a uniform prior of [−.5, .5]. Random samples from the simulation model under p(θ) are shown in Figure 20. We
evaluate the following architectures: (i) a fully connected architecture with 3 hidden layers and 128 units each (assumed low
capacity), (ii) LENET [65] (assumed mid-range capacity), (iii) and RESNET-18 [58] (assumed high-capacity). All models are
trained according to the procedure described in Appendix C. We train the ratio estimators using a batch-size of 256 samples
and the ADAM [66] optimizer. As in other experiments, the neural networks use the SELU [62] activation function. The
networks are trained for 250 epochs. No regularization or data normalization techniques are applied, with the exception
of batch normalization [67] for the RESNET-18 architecture. For every architecture, we train 5 models. Figure 21 shows
the mean loss curves and their standard deviations. The loss plots do not seem to support our initial assumptions about
the capacity of the ratio estimators, as the loss of LENET is slightly higher compared to the fully connected architecture.
Nevertheless, it seems that the loss is not plateauing. The same can be said about the fully connected architecture, but not to
the same degree. We did not explore other hyperparameters or invest in additional training iterations. The loss plots indicate
that the ratio estimator based on RESNET-18 should perform best.
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Figure 21: Loss plots of ratio estimators with different architectures. Mean training and test loss is reported, including the
respective standard deviations. The plots indicate that the RESNET-18 ratio estimator should preform best. (Left): The fully
connected architecture. (Middle): The LENET architecture. (Right): The RESNET-18 architecture.
As noted above, the deterministic nature of the simulation model should generate posteriors which are tight. We compute
∇θ d(x,θ) and∇θ log rˆ(x |θ) to investigate how the gradients behave in p(θ). We expect the posteriors to be unimodal
for the x and y parameters. As a result, the gradient field should converge to the generating parameter θ∗. Figure 22
shows the gradient fields across the different architectures. All use the same observation. The left-hand side of the figure
shows ∇θ d(x,θ), and the right-hand side ∇θ log rˆ(x |θ). The saturation of the sigmoid operation is clearly visible as the
gradients tend to 0. This is not the case for log rˆ(x |θ), demonstrating the effectiveness of the improvements put forward in
Section 3.1. This behavior is preferable for Hamiltonian Monte Carlo, which relies on∇θ log p(x |θ) to generate proposal
states. As expected, the gradients show that the sharpest posterior was obtained by the RESNET estimator. However, the
Likelihood-free Markov chain Monte Carlo with Amortized Approximate Likelihood Ratios
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(a) Fully connected ratio estimator
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Figure 22: Vector (gradient) fields for the x and y parameters. The red star indicates the true solution. The parameter r
remains fixed during the computation of these fields. The left-hand side shows the fields when backpropagating through the
classifier output d(x,θ). The effect of the sigmoidal operation is clear, as the gradient saturates when the classifier d(x,θ)
is (almost) able to perfectly discriminate samples. This supports the innovations presented in Section 3.1, as∇θ log rˆ(x |θ)
does not show this behavior.
estimation of radius r seems to be problematic. The variance of the PDF among the ratio estimators indicates that ratio
estimators are not sufficient to accurately approximate the radius. While the general structure is present in RESNET-18, the
posterior for r is not sharp. A strategy to resolve this would be to increase the capacity of the neural network by adding more
parameters (weights), or by modifying the architecture to exploit some structure in the data (e.g., a LSTM for time-series).
Alternatively, other activation functions could be explored. Experiments indicate that ELU [61] and SELU [62] activation
functions are good initial choices. For sharp posteriors, we found that RELU activations worked best, as demonstrated in
Figure 24 and Figure 23 (which uses SELU activations). Interestingly, even though the capacity is insufficient to capture
all parameters, it seems that the solution is always included (the ratio estimator is not able to minimize the loss). This is a
desirable property as true model parameters are not excluded, which could be beneficial in a Bayesian filtering setting.
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(a) Fully connected ratio estimator
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(b) LENET ratio estimator
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(c) RESNET-18 ratio estimator
Figure 23: Marginals of the posteriors for the every ratio estimator architecture. The bold dark line shows the mean PDF,
while a gray line shows the PDF of a single ratio estimator. The variance for the parameter r shows that the ratio estimators
were not able to properly estimate the ratio r(x |θ). This indicates an issue with the capacity, as the other parameters are
properly estimated. Otherwise, the training hyperparameters could be at fault.
Likelihood-free Markov chain Monte Carlo with Amortized Approximate Likelihood Ratios
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(a) Fully connected ratio estimator
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(b) LENET ratio estimator
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(c) RESNET-18 ratio estimator
Figure 24: Marginals of the posteriors for every ratio estimator architecture using RELU activations. The bold dark line
shows the mean PDF, while a gray line shows the PDF of a single ratio estimator.
