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a b s t r a c t
Amodification of themultigridmethod for the solution of linear algebraic equation systems
with a strongly nonsymmetric matrix obtained after difference approximation of the
convection-diffusion equation with dominant convection is proposed. Specially created
triangular iterative methods have been used as the smoothers of the multigrid method.
Some theoretical and numerical results are presented.
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1. Introduction
Mathematical models that involve a combination of convective and diffusive processes are among the most widespread
in all the sciences. Research of these processes is especially important and difficult when convection is dominant [7]. At the
same time, convection-diffusion equations are used as tests in researching iterative methods for solving systems of strongly
nonsymmetric linear equations.
The choice of discretization method is very important for partial differential equation with the first order derivatives.
Applying upwing differences, we can obtain an M-matrix [17], and using central differences, we can get a positive real or
dissipative matrix [12].
We have used central-difference approximation of convective terms. In this case, the resulting system of linear algebraic
equations is a strongly nonsymmetric one. A special class of triangular skew-symmetric iteration methods is intended for
these types of systems [13]. We have used the triangular iterative methods (TIMs) from this class as smoothers in multigrid
method (MGM) for the solution of the linear algebraic equation systemwith a strongly nonsymmetric matrix obtained after
central-difference approximation of the convection-diffusion equation with dominant convection.
2. Convection-diffusion problem
We consider the model problem of the steady-state convection-diffusion process in domainΩ
− 1
Pe
1u+ 1
2
[v1ux+ v2uy+ (v1u)x+ (v2u)y] = F ,
vi = vi(x, y), i = 1, 2, u = u(x, y), F = F(x, y),
(x, y) ∈ Ω = [0, 1] × [0, 1],
u | ∂Ω = 0,
(1)
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where F is selected so that the solution of (1) is defined as
u˜(x, y) = exy sinpix sinpiy.
The initial form of the convection-diffusion equation is rather important for such problems. There exist three forms of
the convective operator, which are equivalent to a differential level of incompressible environments, but result in various
forms of the difference equations distinguished on the properties. We have used symmetric form of convection-diffusion
equation. It’s necessary if we need to obtain strongly nonsymmetric matrix after approximation.
FDM with central differences was used for discretization of (1). We obtain a linear algebraic equation system (2) with a
strongly nonsymmetric matrix. This matrix is a real positive one.
Au = f . (2)
Present the matrix A as
A = A0+ A1 (3)
where
A0 = 1
2
(A+ AT) > 0, A1 = 1
2
(A− AT) = −A1T, (4)
A0 is symmetric part, A1 is skew-symmetric part of initial matrix A. In this case A is a strongly nonsymmetric matrix, i.e. the
following inequality is held in some matrix norm
‖A0‖  ‖A1‖. (5)
Let’s note that in this case matrix A is a real positive one, that is A0 = A0T > 0. The following decomposition of matrix
A1 is used
A1 = Kl+ Ku, (6)
where Kl and Ku are the strictly lower and upper triangular parts of matrix A1. We use a multigrid method with specially
created smoothers for solving system (2).
3. Multigrid method
The first correct multigrid method was suggested in [8,9]. The much more complex situation of a difference scheme
for the second order elliptic equation with variable coefficients was considered in [2]. Now there exist a lot of interesting
monographes and papers devoted to mutigrid method [5,10,11,16].
The multigrid idea is based on two principles: error smoothing and coarse grid correction. Some iterative methods have
a smoothing effect on the error of approximation. This property is fundamental for the multigrid idea and is connected with
fast damping high-frequency Fourier components of an initial error in decomposition on the basis from eigenvectors.
One of the components of MGM is basic iterative method or smoothing procedure.
3.0.0.1. Smoothing procedure in Multigrid method
To solve problem (2) we suggest using MGM, where the following triangular iterative method (TIM) will be used as a
smoother of MGM
B(yn+ 1− yn)/τ + Ayn = f , yn, f ∈ H, n = 0, 1, 2, . . . (7)
where H is real Hilbert space with operator
B = I + 2τKl or B = I + 2τKu (8)
where τ > 0 is a scalar parameter.
As the matrix Awe can present B as
B = B0+ B1 (9)
where
B0 = 1
2
(B+ BT) > 0, B1 = 1
2
(B− BT) = −B1T, (10)
B0 is a symmetric part, B1 is a skew-symmetric part of matrix B.
The choice of operator B defines the class of triangular skew-symmetric iterative methods (TIM) [12]. To construct the
operator B we have used only the skew-symmetric part of the initial system matrix. Thanks to this way of operator B
construction, TIM methods proved to be suitable tools for solving nonsymmetric systems with a positive real matrix but
with slow rates of convergence without use of acceleration [15].
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Any method from this class behaviors in the same way as Gauss–Seidel one: it quickly reduces the high-, but not low-
frequency components of error frequencies. This is the necessary property of the smoother of MGM, that’s why we have
used these methods as the smoothers. The splitting used as a smoother is related to the ones proposed in [1,3,18,4]. We can
consider multigrid technique as acceleration of triangular skew-symmetric iterative methods.
We also consider two methods from the class of triangular skew-symmetric methods — TIM1 and TIM2.
For TIM1 the operator B is under construction as follows:
B = αE + 2K` or B = αE + 2Ku. (11)
For TIM2:
B = αiE + 2K` or B = αiE + 2Ku. (12)
Parameters of the offered methods αi, α > 0 get out under formulas:
α = ‖M‖
αi =
∑
j = 0n |mij| , i = 0, n
where M = {mij} 0n is a symmetric matrix which is constructed in the following way M = A0 + Ku − Kl, n is a
dimension of a matrix A. Parameters αi allows us to use information about changes in rows of initial matrix. It provides
better convergence [15].
4. Convergence of a multigrid method
Consider the convergence of the multigrid method where iterative method (7) and (8) is the smoother.
We have used some denotations and theoretical results from [6,14] in convergence research of suggested modification
of MGM for considerable class of problems.
Let H1 ⊂ H2 ⊂ · · · be a family of nested finite-dimensional linear spaces. The dimension of Hm is nm and the inner
product is denoted by (., .)mwith ‖.‖m corresponding norm in Hm,m = 1, 2 . . . .
We are interested in solution of problem (2) in Hm. Let
Am = A˜m+ Âm
where A˜m is a symmetric positive definite operator in Hm. Let’s Qm is the other symmetric operator in Hm (precondition)
such that Q = Qm∗ > 0 and this condition for the spectrum radius of operator Gm = Q−1˜Am is satisfied:
ρ (Gm) = 1.
Wemay define a scale of norms on Hm:
‖u‖s,m = (Gmsu, u)1/2, s-real
‖u‖1,m = (˜Amu, u)1/2 = ‖u‖m,
‖u‖0,m = (Qmu, u)1/2.
Define the subspace Fm ⊂ Hm, Fm = {u ∈ Hm : (Amu, v) = 0,∀v ∈ Hm− 1}.
Now we make three basic assumptions [6–14]:
Assumption 1. There exists v ∈ Hm− 1, α, 0 < α ≤ 1 and δ <∞ such that for ∀ u ∈ Hm
‖u− v‖ s,m2 ≤ δα‖u‖ 1+ α,m2 .
Assumption 2. There exists ηm, ηm→ 0(m→∞) such that
|(̂Amu, v)m| < ηm‖u‖1,m‖v‖1,m
for ∀ u ∈ Fm,∀v ∈ Hm,m is a positive integer.
Assumption 3. There exists µm, µm→ 0 (m→∞) such that
|(̂Amu, v)m| ≤ µm‖u‖1,m‖v‖0,m
for ∀u, v ∈ Hm, m is a positive integer.
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It is assumed that ηm, µm are sufficiently small.
In [14] it was shown that Assumptions 1–3 were satisfied for sufficiently wide class of elliptic boundary problems in two
dimension-limited domains with different boundary conditions.
First we consider two-grid algorithm. Denote the exact solution of problem (2) by u∗. The aim is to estimate the energy-
norm contraction number defined by
σ = sup ‖u
2 − u∗‖1
‖u0 − u∗‖1
where u0 is initial guess, u1 is problem solution after smoothing and u2 is problem solution after MGM-iteration. Denote
ei = ui − u∗, i = 0, 1, 2.
Theorem 1 ([14]). Let the three basic assumptions for the two-grid method be satisfied. Furthermore, let the following smoothing
assumption also be satisfied: there exists∆ (0 < ∆ <∞) and b > 0 such that
‖e1‖12 + b‖e1‖22 ≤ (1+ µ∆)‖e0‖12 (13)
with µ = µk from Assumption 3. Then σ ≤ σ˜ for the two-grid contraction number where
σ˜ ≡ σ˜ () ≡ sup

(
ξ 2 + 2ς2 + 2ηξς
1+ δ−1b( 1−η1+η )2/αξ 2//α
(1+ µ∆)
)1/2
:
ξ 2 + ζ 2 − 2ηξζ ≤ 1, ζ , ξ ≥ 0

ξ = ‖e
1 + u∗‖1
‖e1‖1 , ς =
‖u∗‖1
‖e1‖1
where constants b and ∆ depend on properties of smoothing system and constants α, δ, η, µ taken from Assumptions 1–3
respectively, while  is calculation accuracy.
In [14] the proof of the same theorem for multigrid method is given. For further considerations it’s necessary to have one
more theorem from [6].
Theorem 2 ([6]). Let the problem (2) be solved by iterative method (7)–(8) written in the form of
yn+ 1 = yn− B˜−1 (Ayn− f ) , A˜ = A0, f = fm
and let the three basic assumptions be satisfied. If there exists the constant b > 0 so that inequality is satisfied
B˜+ B˜∗ − A˜ ≥ b (˜A− B˜)∗ Q−1 (˜A− B˜) , (14)
then the smoothing assumption (11) is satisfied with
∆ = (1+ b) β (µβ + 2) (15)
where
β =
(
ρ
(˜
B−1˜A
(˜
B−1
)∗
A˜
))1/2
.
Now let’s prove the convergence of the method.
Theorem 3. For the method (7) and (8) there exists the constant b > 0 so that inequality (14) is satisfied.
Proof. In case of using method (7) and (8) B˜ = 1/τB,Q = A0. Consider inequality (14) and transform left and right parts of
it. Using (9) we obtain
B˜+ B˜∗ − A˜ = 2/τB0− A0, (16)(˜
A− B˜)∗ A˜−1 (˜A− B˜) = (A0− 1
τ
B∗
)
A0−1
(
A0− 1
τ
B
)
= A0− 1
τ
B∗ − 1
τ
B+ 1
τ 2
B∗A0−1B = A0− 2
τ
B0+ 1
τ 2
B∗A0−1B. (17)
Denote
S = 2
τ
B0− A0 (18)
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Table 1
Velocity coefficients for test problems
Problem N v1 v2
1 1 −1
2 1− 2x 2y− 1
3 x+ y x− y
4 sin 2pix −2piy cos 2pix
Table 2
MGM iteration number and CPU-time on the grid 32× 32
Pe MGM (Seidel) MGM (TIM) MGM (TIM1) MGM (TIM2)
Problem 1: v1(x) = 1 v2(x) = −1
10 13 35 30 30
0:00:31 0:00:94 0:00:93 0:00:109
100 63 7 5 5
0:00:188 0:00:16 0:00:15 0:00:15
1000 D 13 9 9
0:00:31 0:00:47 0:00:31
10000 D 78 58 58
0:00:250 0:00:203 0:00:188
Problem 2: v1(x) = 1− 2x1 v2(x) = 2x2− 1
10 22 72 53 50
0:00:62 0:00:188 0:00:172 0:00:171
100 18 24 19 14
0:00:47 0:00:63 0:00:63 0:00:47
1000 D 16 12 6
0:00:47 0:00:31 0:00:15
10000 D 59 51 32
0:00:187 0:00:171 0:00:109
Problem 3: v1(x) = x1+ x2 v2(x) = x1− x2
10 16 43 35 34
0:00:47 0:00:125 0:00:110 0:00:110
100 23 9 7 5
0:00:62 0:00:31 0:00:15 0:00:15
1000 D 17 12 8
0:00:47 0:00:31 0:00:31
10000 D 74 55 36
0:00:219 0:00:187 0:00:125
Problem 4: v1(x) = sin 2pix1 v2(x) = −2pix2 cos 2pix1
10 17 39 32 27
0:00:47 0:00:109 0:00:110 0:00:94
100 D 16 12 7
0:00:47 0:00:47 0:00:31
1000 D 29 22 10
0:00:94 0:00:78 0:00:31
10000 D 193 159 57
0:00:625 0:00:562 0:00:187
and from (9) we obtain
S = S∗ > 0.
From (16)–(18) we obtain it for inequality (14):
S ≥ b
(
−S + 1
τ 2
B∗A0−1B
)
.
Multiply the left and the right parts of this inequality on S−1/2. We obtain
E ≥ b
(
−E + 1
τ 2
S−1/2B∗A0−1BS−1/2
)
. (19)
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Table 3
MGM Number of iterations and CPU time on the grid 512× 512
Pe MGM (TIM) MGM (TIM1) MGM (TIM2) κ = Pe ∗ h ∗ |v|/2
Problem 1: v1(x) = 1 v2(x) = −1
1000 82 56 56
1:7:110 0:50:31 0:47:609 0.976562
10000 62 36 36
0:51:265 0:34:984 0:30:703 9.765625
100000 119 110 110
1:38:109 1:38:844 1:33:781 97.65625
Problem 2: v1(x) = 1− 2x1 v2(x) = 2x2− 1
1000 408 251 153
5:12:953 3:48:234 2:10:407 0.976562
10000 345 149 49
4:23:187 2:11:78 0:41:828 9.765625
100000 221 189 67
2:54:422 2:46:250 0:57:157 97.65625
Problem 3: v1(x) = x1+ x2 v2(x) = x1− x2
1000 153 98 67
1:59:953 1:26:94 0:57:141 1.953125
10000 138 72 17
1:48:422 1:3:320 0:14:532 19.53125
100000 177 86 59
2:18:984 1:15:531 0:50:438 195.3125
Problem 4: v1(x) = sin 2pix1 v2(x) = −2pix2 cos 2pix1
1000 242 158 83
3:15:734 2:24:625 1:13:703 6.135923
10000 240 157 56
3:13:765 2:23:844 0:49:750 61.35923
100000 349 333 79
4:41:938 4:40:0 1:10:328 613.5923
Denote L = 1
τ
A0−1/2BS−1/2. Then (19) is transformed to
E ≥ b (L∗L− E) .
If we take
b = 1‖L∗L− E‖ (20)
then inequality (14) is satisfied. The theorem is proved. 
5. Numerical results
We consider the problem (1) to research properties of MGMmodifications with suggested smoothers. We research four
model problems with different velocity fields, presented in Table 1.
The different Peclet numbers were considered: Pe = 1000, 10 000, 100 000. The central-difference approximation was
used on a grid 33× 33, 512× 512.
The problem (1) was solved with multigrid method where three kinds of smoothes were used: TIM , TIM1 and TIM2. The
number of smoothing iterations in MGM is 15. It’s a rather large iteration number but it’s an optimal one for this MGM
modification. We have received this value, having carried out the Fourier analysis of MGM modification and besides TIM
-iteration is cheap in sense of CPU time. In Table 2 the results of comparison of the suggested MGM modifications with
triangular skew-symmetricmethods andGauss–Seidelmethod as the smoothers on a grid 33×33 are presented. The symbol
Dmeans that on the given problem a method doesn’t reach convergence.
In Table 3 the same results of comparison of the suggested MGMmodifications on a grid 512× 512 are presented. MGM
with Gauss–Seidel method as the smoother on a grid 512× 512 doesn’t reach convergence.
6. Conclusions
(a) the suggested multigrid method modification with triangular iterative smoothers proved to be effective for the
solution of the systemsof linear equationswith strongly nonsymmetric coefficientmatrices obtained after central-difference
approximation of convection-diffusion problems with dominant convection.
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(b) the multigrid method with the smoothers TIM1 and TIM2 is more effective for the problems, thanMGMwith TIM the
smoother. Under consideration, the most effective method for convection-diffusion problem with dominant convection is
MGMwith smoother TIM2.
(c) the coefficient of skew-symmetry κ = Pe ∗ h ∗ |v|/2 has the greatest influence on the behaviour of the method (not
neither the size of grid nor the coefficients of equation in particular).
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