A study of cubic splines and Fourier series as interpolation techniques for filling in missing data in energy and meteorological time series is presented. The followed procedure created artificially missing points (pseudo-gaps) in measured data sets and was based on the local behavior of the data set around those pseudo-gaps. Five variants of the cubic spline technique and 12 variants of Fourier series were tested and compared with linear interpolation, for filling in gaps of 1 to 6 hours of data in 20 samples of energy use and weather data. Each of the samples is at least one year in length. The analysis showed that linear interpolation is superior to the spline and Fourier series techniques for filling in 1-6 hour gaps in time series dry bulb and dew point temperature data. For filling 1-6 hour gaps in building cooling and heating use, the Fourier series approach with 24 data points before and after each gap and six constants was found to be the most suitable. In cases where there are insufficient data points for the application of this approach, simple linear interpolation is recommended.
INTRODUCTION
The measurement of savings is an important element of successful energy conservation programs. Accurate measurement of energy savings, which documents the success of a program, is a powerful tool for continuation of retrofits. The major approach used in the Texas LoanSTAR program to determine savings involves monitoring the energy consumption in both the pre-retrofit and post-retrofit periods using appropriate dedicated monitoring equipment (Turner, 1990) . A statistical regression model is then developed from the preretrofit data to serve as a baseline of energy consumption in the post-retrofit period. This model is then used to predict the amount of energy the building would have consumed during the post-retrofit period had the retrofit not taken place. The difference between the baseline predicted energy use and the monitored energy consumption in the post-retrofit period is the energy saved. This approach corresponds to Option C of the International Performance Measurement and Verification Protocol (IPMVP 2001) .
The success of the savings determination process is heavily dependent on the quality of the data that is collected and available.
However, the determination of retrofit savings in the presence of missing data or large amounts of bad data has received only limited attention.
There are many reasons why measurements may be missing from a data set. Missing data can results from sensor failure or maintenance, or problems with other instrumentation hardware, or telephone lines. Data may also be lost as a result of data processing problems.
To define a single technique that can be used for evaluation or replacement of missing data in time series of weather or building energy use data is a complex task. A huge number of studies have been carried out for predicting weather variables, most of them based in the knowledge of the behavior of the variables for long periods (Hittle and Perdensen, 1981 , Hokoi, et al., 1990 , Hansen and Driscoll, 1977 , and McCutchan, 1979 . Though reliable in accuracy, these approaches present mathematical complexities and require large amounts of data. Other procedures for filling missing data come from other environmental related fields, as air quality dispersion (Atkinson and Lee, 1992) , rainfall records (Tang, et al., 1996, and Makhuvha, et al., 1997) , and hydrologic data (Bennis et al. 1997 ). These cases are typically for daily data and rarely for hourly data. Colliver et. al. (1995) , in their investigation of occurrences of extreme dew point and mean coincident drybulb temperatures, made comparisons between the interpolated hourly temperatures and the actual recorded temperatures. From this comparison, it was found that the linear interpolation technique was the best technique to fit the dew-point temperature. The interpolation though cubic spline provided a better fit to dry-bulb data. There were no attempts to fill gaps in the data record when the gap was greater than two hours. This paper evaluates the application of the cubic spline and Fourier series mathematical techniques for filling in 1-6 hour periods of missing building energy use and weather data. The two interpolation techniques are compared with simple linear interpolation technique, which has been found by Chen and Claridge (2000) to be reliable for this task. The procedure used in this paper created artificially missing points in measured data sets and was based on the local behavior of the data set around those pseudo-gaps. Seventeen approaches, five related to the spline technique and 12 belonging to the Fourier series, were tested on 20 samples of energy use and weather data, each of them at least one year in length.
Two primary criteria have been used to determine the preferred interpolation technique and approach to be used for filling data gaps. The principal factor is the reliability of the values yielded. The primary measure of reliability used was the Mean Bias Error (MBE), since errors in savings determination will be directly proportional to any bias error introduced. The Coefficient of Variation of the Root Mean Square Error (CV-RMSE) provides a more meaningful measure of the error that may be expected in individual points or small sets of data gaps that have been filled. The other factor considered is the simplicity of the interpolation technique. If two techniques have similar accuracy, the simpler technique will save computation time and may be more reliable when it must be applied to a large database where the data are managed and stored.
Results show the methodologies investigated to fill in missing data preserve the correlation structure and variance of the measured data. It was determined that CV-RMSE is the more stable statistical parameter, producing values very similar for each of the techniques, and is almost independent of the number of points that are being evaluated. In contrast, the MBE is highly dependent on the number of gaps evaluated and shows slightly more stability as the length of the pseudo-gap increases.
Relative errors of the statistical parameters were defined, and a normalized comparison was carried out. From the results of the normalized MBE, it is recommended that linear interpolation be used for filling in missing data in time series of dry bulb and dew point temperature data. For building energy use data sets, the Fourier series approach, with 24 data points before and after each gap and six components, was found to be the most suitable. In cases where there are not enough data points for the application of this approach, simple linear interpolation is recommended. Linear interpolation gives the smallest relative errors in terms of CV-RMSE when used to fill pseudo-gaps for all variables analyzed in this paper.
METHODOLOGY FOR FILLING DATA GAPS
The LoanSTAR database is one of the largest depositories of measured building energy use data and now includes over 1,800 channels of building energy use data and weather data, most of which have been collected on an hourly basis. Some channels include over 10 years of data. Numerous private and governmental groups have used, or are using, the data in energy studies and policy decisions. Currently, the LoanSTAR program is recording data from more than 50 National Weather Service (NWS) weather stations, and also includes energy use data for over 600 buildings (Haberl, et al., 1998) .
Data acquisition for the Texas LoanSTAR program is accomplished by three different means: (1) electronic polling of data acquisition systems installed in the respective buildings, (2) manual transcription of monthly utility bill data from input forms, and (3) electronic transfer to/from existing databases.
Unfortunately there are missing data in the LoanSTAR database for all of the reasons indicated above. Currently the LoanSTAR database contains an essentially random distribution of missing data, but it has been found that between 50% and 70% of the missing data in the LoanSTAR database correspond to data gaps of one through six consecutive hours (Chen, 1999) . On this basis, one to six-hour gaps are the target for the evaluation of interpolation techniques in this paper. The mathematical techniques evaluated in this paper for filling data gaps are cubic splines and Fourier series. Neither methodology is primarily an interpolation technique, but they have been implemented to evaluate the available time series data as a piecewise function, where it is possible to locally utilize them as interpolating techniques. A complete description of these mathematical methodologies and their implementation is presented in Baltazar (2000).
General Procedure
As noted above, the main objective of this paper is to investigate the use of cubic splines and Fourier series interpolation techniques for estimating missing values in time series of energy use and climatic data. To carry out this task the following procedure was implemented for all samples of time series data analyzed in this paper:
1) Identify the real missing data points present in the sample time series and mark them to avoid their estimation.
2) In accordance with each interpolation technique evaluated, choose the points to be tested. All the points in the time series is treated as missing points, just avoiding the points that can not be evaluated due to the number of data required by the approach.
3) Apply the techniques of interpolation to estimate all the points chosen, grouping them in one through six consecutive missing data values. These missing data values will be referred as pseudo-gaps or pseudo-missing data.
After each technique is implemented in each sample data set, a careful comparison of the estimated pseudo-missing values with the real data was carried out to determine, using the appropriate goodness-of-fit measures, which of the techniques gives better estimated values.
The primary statistical parameters that are used to evaluate goodness-of-fit are the mean bias error (MBE), the root mean square error (RMSE), and the non-dimensional representation of the RMSE, the coefficient of variation of the root mean square error (CV-RMSE). The equations and descriptions of these parameters are found in the Appendix to this paper.
General Structure of the Interpolation Algorithm
As discussed, the LoanSTAR database contains a random distribution of missing data, but all the points in the samples will be evaluated in accordance with the intrinsic constraints of the interpolation technique. Given the random characteristic of the missing data in the LoanSTAR database it is necessary that each of the interpolation techniques has an algorithm for locating and identifying the neighboring points to be used. Another important factor to be analyzed will be the extent of neighboring data that affect missing gaps; for this reason, the techniques were tested with a different number of points preceding and following the gaps. The following is a description of the general procedure for implementation and evaluation of the interpolation techniques:
Consider x i , i=1,2,…, N, where x i are the N observations of some energy use or climate parameter of interest at discrete equal time intervals. Let ∆t be the time interval between consecutive observations so that the total observation time is N∆t.
Let us first consider the case of a single missing value in the time series, say x m , 1≤m<N. In order to consider the neighboring effects it is necessary to consider the number of points before (k bf ) and after (k af ) the point x m . The statistical parameters are computed and stored. Next, pseudo-gap x m+1 is evaluated consecutively until reaching the last pseudo gap, x N , in the sample data.
For cases when the number of missing values is greater than one, the procedure is applied in the same way; the difference being that instead of one pseudo-missing data value, l consecutive pseudo missing data values are sought. In this case the data values x m through x m+l-1 are evaluated consecutively in increments of l until the last point (x m+l-1 =x N ) is found in the estimation procedure. It is necessary to note that depending on the mathematical methodology used and the real distribution of missing data, the total number of pseudo-gaps evaluated will vary. The statistical parameters should be computed carefully and exactly for those pseudo-gaps that each technique has "filled".
ANALYSIS OF RESULTS
This section presents the results of applying all the interpolation techniques that were evaluated in this study. The main purpose of this study is to detect and evaluate the mathematical behavior of cubic splines and Fourier series when used to fill in gaps of one through six consecutive missing data points, and to compare these methods with the use of simple linear interpolation for filling in these gaps. Chen and Claridge (2000) , in their study, found that the linear interpolation was as good as or better than polynomial models, Lagrange interpolation and single variable regression for filling short gaps in data; consequently the performance of cubic splines and Fourier series relative to simple linear interpolation is emphasized in the results presented here.
Description of the Samples
The sample data sets used in this study were separated according to the variable that was evaluated. The sample set includes five locations where the dry-bulb temperature was evaluated, four locations for dew-point temperature, six buildings where whole-building cooling consumption data was monitored, and five sites where whole-building heating data was evaluated.
The data sets with dry-bulb temperature and dew point temperature contain extreme weather conditions, including Minneapolis, MN where the ambient temperatures are very low in winter and El Paso, TX where the summer temperatures are high. This provides a range of temperatures in the total drybulb temperature sample from -20 °F to 110°F; a similar range was obtained in the dew-point temperature sample. All of the data that were used in these samples come from the National Weather Service (NWS)
On the other hand, the cooling and heating consumption data have been collected from monitored buildings in the LoanSTAR database. These data come from buildings of different sizes, and with different air conditioning systems (see Table 1 ), and different levels of energy use. Some of the data sets come from the same building in two periods; in such cases, the system has been modified between the periods included in the data sets. The total sample includes 5 sites (45,
After a careful examination of the statistics and characteristics of all the samples, it was observed that just two of them have complete data in the evaluation period. The others have from one to 1,037 missing data points, distributed as shown in Table 1 .
The mean values of the cooling use energy vary from 0.86 to 5.86 MMBTU/hr, and those of the heating use samples vary from 0.40 to 2.16 MMBTU/hr. In the case of the temperatures, it was observed that the average of the samples goes from 43 °F to 69.8 °F in the case of dry-bulb temperature, and from 34 °F to 60.1 °F for dew-point temperatures.
Comparison of the Approaches for Filling in Missing Data
Because the interpolation techniques that are evaluated in this paper may each be applied in various ways, a total of 114 simulations were carried out for each sample, for a total of 2,280 simulations. This was done to determine which method of applying techniques was most suitable for filling gaps in the LoanSTAR database. Table 2 shows a summary of the mathematical interpolation approaches used in each of the samples.
The 2,280 simulations conducted in this study produced so much output there was a problem in managing the large amount of data for creating, selecting, and storing all the important parameters that are required to analyze and to understand the results that were produced for each of the samples.
All of the results that were generated after the application of cubic splines and Fourier series to fill in pseudo-gaps were used to compute a series of parameters that help evaluate the approaches applied to the sample. The comparisons made may be separated into direct comparison or qualitative comparisons and statistical or quantitative comparisons. Qualitative comparison, entails plotting and directly observing the difference between the estimated value and the real value of the points that are estimated. Thus, it is possible to observe the performance of one approach for filling in missing data by directly comparing the generated points with the real data set for the entire sample. Another form of direct comparison used to evaluate the performance of the different approaches is to compare the number of estimated values that fall within specified ranges of the real values (e.g. within 1°F, 3°F and 5°F of the real values). The results may be compiled and grouped according to specified boundaries and they can be presented as plots or tables where it is relatively easy to identify differences between techniques or validate how close in aggregate the interpolation technique is to the real sample.
Complete results of these comparisons can be found in Baltazar (2000) .
While qualitative comparisons are useful, quantitative comparisons are generally more robust. Quantitative comparisons for the evaluation of the type performed in this paper are generally done with statistical parameters. The most common statistical parameters used for comparisons are those for goodness of fit, which are explained in the Appendix. These measures include the Mean Bias Error (MBE), the coefficient of variation of the root mean square error (CV-RMSE) and the coefficient of determination (R2). In this paper the most important comparison among interpolation techniques was based on the MBE and the CV-RMSE. The MBE is a critical parameter for filling gaps in data used for savings evaluation and both parameters offer clear definition and robustness over samples with many data points, as is the case for this work.
Because the main objective of this paper is to find the most suitable technique to fill in missing data related to the analysis of energy savings in buildings, a comparison among all the approaches described previously is required. Since preliminary comparisons using MBE and CV-RMSE did not provide complete clarity, new relative error parameters were defined to provide direct comparison parameters between the different methods. The statistical parameters MBE and CV-RMSE obtained from the application of all the approaches on the data sets were utilized to define these new indicators. The relative error was defined as the percentage of improvement with respect to simple linear interpolation and is computed by the for each of the statistical indicators, MBE and CV-RMSE respectively. This parameter gives the advantage or disadvantage of any approach with respect to linear interpolation. Thus, a positive relative error tells how much better an interpolation approach is with respect to linear interpolation. The greater the value of the relative error the better the interpolation approach, since a value of zero for the statistical indicator being considered would give a relative error of 100. Likewise, a negative relative error indicates that linear interpolation is superior.
In general, it was observed that the CV-RMSE obtained by the linear interpolation for dry-bulb and dew-point temperatures range from 1.5%, in pseudo-gaps of one, to 15% in pseudo-gap six. For the cases of whole building cooling or heating use for pseudo-gaps one to six, the CV-RMSE found by linear interpolation varies from around 4% to 50%, respectively.
Normalization of the Results
The results obtained for the relative error are valuable but still did not completely clarify the selection of a technique for a particular data type or gap length. In order to define a criterion for this task, a normalization procedure was applied to the MBE obtained by each technique. The CV-RMSE gives a uniform behavior so no normalization was required for this parameter.
The normalization of the MBE parameter is based on a weighting procedure according to the length of the gap since MBE values generally increase for longer gaps. Thus, an average is obtained for all the techniques that are evaluated over the same number of points for each gap length and then used to normalize the MBE for each technique. Table 3 shows a short example of the procedure. As may be observed in the Table 3 , the average of the absolute value of the MBE values (central column) is used to normalize each MBE, and an average of these new normalized values is used to give a better interpretation of the behavior of each approach or technique. For this example, a direct comparison of the MBE values for the three approaches and the six different gaps shows the Fourier (24,24,10) approach is better in four of the six cases. If the same comparison is done for the normalized values, the Fourier (24,24,10) approach has the lowest average. This procedure is applied to each one of the cases analyzed is this paper. The results for each of the sites were averaged for all the gap lengths for each variable. Table 4 presents the average for all cases, with the minimum for each of the compared techniques highlighted for identification. The results indicate that the minimum average of all the normalized MBE values for all dry-bulb and dew point temperature data sets is the simple linear interpolation approach. This is also found when the dry-bulb or the dewpoint temperatures were averaged separately. At first glance it may appear that the linear interpolation approach should be used for heating and cooling data as well, but careful examination of the table shows that for heating and cooling data, the comparisons showing linear interpolation to be superior do not include Fourier approaches using 24 hours of data on either side of the gap. The average normalized MBE for the whole building cooling data sets gives a minimum for the Fourier (24,24,10) technique, and for the case of the whole building heating, the minimum average is for the Fourier(24,24,6) technique. After averaging all the normalized MBE for both cooling and heating use data sets it was found that the Fourier (24,24,6) again was the one that resulted in the minimum value. Because the difference between the average of the normalized MBE of the data sets of whole building cooling and heating is small, it seems reasonable to use the Fourier (24,24,6) approach filling in missing data points for both heating and cooling variables, but marginally superior results may be obtained if the Fourier (24,24,10) technique is used for cooling data. For cases where there is insufficient data on both sides of a gap to use the Fourier (24,24,6) or Fourier(24,24,10) approaches, the linear interpolation technique is clearly superior to the other techniques evaluated.
CONCLUSIONS
In this paper the development and application of spline and Fourier series mathematical techniques for filling 1-6 hour gaps in building heating and cooling use data and in ambient dry bulb and dew point temperature data have been evaluated.
In order to differentiate the approaches and to compare them, two types of analysis were carried out. The qualitative analysis gives a general understanding of how each approach behaves, and allows observation of general trends. The quantitative analysis was based on use of the Mean Bias Error (MBE) and the Coefficient of Variation of the Root Mean Square Error (CV-RMSE). Those parameters represent in average the differences found in the estimated data for each approach in dimensional (MBE) and dimensionless (CV-RMSE) form.
From the quantitative analysis it has been observed that the CV-RMSE is the more stable parameter, and produces values very similar for each one of the techniques in their different approaches and is almost independent of the number of points that are being simulated. In contrast, the MBE depends strongly on the number of points and shows a little more stability as the pseudo-gap increases. In general, the values of CV-RMSE and MBE increase when the pseudo-gap increases in length. The comparison of the statistical parameters was done through a new parameter that compares the relative error of each approach in comparison with simple linear interpolation. This relative error analysis of the CV-RMSE showed that the simple linear interpolation gives the best performance for filling in pseudo-gaps from one to six hours in length for all variables analyzed in this paper. From the standpoint of the CV-RMSE is important to note that any of the spline approaches gave values very close to those of the linear interpolation.
The comparison of the MBE values presented a uniform distribution among the approaches. Consequently, a normalizing technique was developed that permits a direct quantitative selection of the best technique for each data type and gap length. Use of this technique showed that simple linear interpolation could be used for any data set of temperature (dry-bulb or dew point). On the other hand, the Fourier (24,24,6) approach gave the best performance for heating data sets or for heating and cooling data sets in aggregate. The Fourier(24,24,10) technique gave slightly better performance for the cooling data sets.
Linear interpolation is the easiest technique to implement. Based on the results of the mean bias error analysis, it is recommended that linear interpolation be used for filling in missing data in the time series of data that are related to the ambient temperature.
The technique recommended for building energy use data sets is the Fourier series approach with 24 data points before and after and six constants. If separate techniques are used for heating and cooling data, gaps in the cooling data should be filled using the Fourier series approach with 24 data points before and after and 10 constants. In cases where there are insufficient data points near a gap for the application of these approaches, simple linear interpolation is recommended. where n is the number of observations defined previously, and p is the number of regressors in the model. The parameter p arbitrarily was assigned as 1 for all the cases analyzed in this paper.
The coefficient of variation of the root mean square error (CV-RMSE) is a normalized (non-dimensional) measure that is found by dividing the RMSE by the mean value of the observations. The CV-RMSE is computed through the following expression where all the variables in this expression hold the definitions of the previous equations.
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