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Abstract
In this paper, we study a method for the construction of orthonormal wavelet bases with dilation
factor 4. More precisely, for any integer M > 0, we construct an orthonormal scaling filter mM(ξ)
that generates a mother scaling function φM , associated with the dilation factor 4. The computation
of the different coefficients of |mM(ξ)|2 is done by the use of a simple iterative method. Also, this
work shows how this construction method provides us with a whole family of compactly supported
orthonormal wavelet bases with arbitrary high regularity. A first estimate of α(M), the asymptotic
regularity of φM is given by α(M) ∼ 0.25M . Examples are provided to illustrate the results of this
work.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Extensive work has been done in the theory and the construction of compactly supported
orthonormal wavelet bases of L2(R). Some of the most distinguished work was done by
Daubechies [5], who constructed a whole family of such wavelet bases. Note that a dyadic
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{ψj,k(·); j, k ∈ Z} where the ψj,k(·) are generated from a single mother wavelet ψ(·)
by the formula ψj,k(x) = 2−j/2ψ(2−j x − k). Usually, the construction of a dyadic and
compactly supported wavelet basis starts by looking for an appropriate solution of the
following refinement equation
φ(x) =
M∑
n=0
αnφ(2x − n), αn ∈ R, ∀0 nM. (1)
The translates over Z of the scaling function φ(·) have to be orthonormal with respect
to the usual L2-inner product. Moreover, these translates have to form a stable basis
for the subspace that they generate, see [3,5]. By applying the Fourier transform, (1)
is converted to the equalities φ̂(ξ) = m0(ξ/2)φ̂(ξ/2) = ∏∞j=1 m0(ξ/2j ). Hence, the or-
thogonality and the stability conditions of the scaling functions and wavelets is checked
by the use of the trigonometric polynomial (scaling filter) of length M + 1 given by
m0(ξ) = ∑Mn=0 αneinξ , see [3,5]. Note that the length of a trigonometric polynomial is
defined to be the number of its coefficients. Note that in this case, the mother wavelet ψ(·)
is given by ψ̂(ξ) = m1(ξ/2)φ̂(ξ/2),m1(ξ) = e−iξm0(ξ + π). A family of d − 1 mother
wavelets ψi is needed to generate a wavelet basis from a multiresolution analysis with
dilation factor d > 2. Equally, d − 1 high-pass filters mi(·) are needed to generate a com-
pactly supported wavelet basis with dilation d. The algorithm given in [10] provides a way
of generating these high-pass filters from the scaling filter m0(·). The emphasis of this
work is the scaling filter m0.
It is well known that for any integer M  1, the Daubechies scaling function φM(·) has
support [0,2M−1] and belongs to the Hölder space Cα(M), where the asymptotic estimate
of α(M) is given by α(M) ∼ 0.206M . Note that for α = n + r, n ∈ N,0 < r < 1, Hölder
space Cα(R) is defined by
Cα(R) =
{
f ∈ L∞; sup
x,h
|Dn(f )(x + h)−Dnf (x)|
|h|r < ∞
}
.
There is a practical interest from maximizing the ratio ρ = α(M)/L(M), where L(M) de-
notes the length of m0(·). In [11,12,14], the authors have constructed dyadic wavelet bases
with a better ratio ρ. This work shows how to construct a family of orthonormal scaling
functions with dilation factor 4, an arbitrarily high regularity, and a better regularity ratio.
A first estimate of the asymptotic regularity of these scaling functions and the correspond-
ing wavelets is given by α(M) = 0.25M . Note that another advantage of the dilation factor
4 is the possibility of the construction of symmetric scaling functions and wavelets, see
[1,9]. In particular, in [9], the author has given interesting numerical examples of symmet-
ric and orthonormal scaling functions with good regularity exponents. It is known that this
type of scaling functions and wavelets does not exist for dilation factor 2.
This work is organized as follows. In Section 2, we show how to construct a family
of orthonormal scaling functions with dilation factor 4. Section 3 provides a study of the
global and the asymptotic Hölder regularities of the wavelets associated with the scaling
functions of Section 2. Finally, in Section 4, we provide the reader with some numerical
examples that illustrate the results of this work.
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The usual method of constructing a compactly supported orthonormal wavelet bases of
L2(R), with dilation factor 4, is the construction of a mother scaling function Φ(·). This
scaling function is an L2-solution of the following refinement equation:
Φ(x) =
N2∑
n=N1
αnΦ(4x − n), αn ∈ R, ∀x ∈ R. (2)
Without loss of generality, we may assume in the sequel that N1 = 0,N2 = N . Note that
the orthonormality of the translates of Φ(·) implies that the trigonometric polynomial
m0(ξ) = 14
∑N
0 αne
inξ satisfies the orthogonality condition∣∣m0(ξ)∣∣2 + ∣∣m0(ξ + π/2)∣∣2 + ∣∣m0(ξ + π)∣∣2 + ∣∣m0(ξ + 3π/2)∣∣2 = 1,
∀ξ ∈ [0,2π]. (3)
It is well known that in order Φ(·) ∈ L2(R), it is necessary that m0(0) = 1. Hence (3)
implies that m0(π/2) = m0(π) = m0(3π/2) = 0, or equivalently,
m0(ξ) =
(
1 + eiξ
2
)M(1 + e2iξ
2
)N
L(eiξ ), (4)
for some positive integers M,N . As in the classical case of wavelet bases with dilation 2,
the factor ((1 + eiξ )/2)M((1 + e2iξ )/2)N plays an important role in the decay of Φ̂(·),
the Fourier transform of the scaling function and on the global Hölder regularity of this
later. The following analysis shows that the decay of Φ̂(·) depends on min(M,N) which
suggests to only consider the case M = N in the sequel. First, we assume that M  N ,
then ∣∣Φ̂(ξ)∣∣2 = ∞∏
j=1
∣∣m0(ξ/4j )∣∣2
=
∞∏
j=1
(
1 + cos(ξ/4j )
2
)M(1 + cos(2ξ/4j )
2
)N ∞∏
j=1
∣∣L(eiξ/4j )∣∣2
=
∞∏
j=1
[(
1 + cos(ξ/4j )
2
)(
1 + cos(2ξ/4j )
2
)]M
×
[ ∞∏
j=1
(
1 + cos(2ξ/4j )
2
)N−M]
|CL|2(ξ)
=
[ ∞∏
j=2
cos(ξ/2j )
]2M
|CL|2(ξ)
[ ∞∏
j=1
cos(ξ/4j )
]2(N−M)
.
It is well known [5] that there is a constant c such that[ ∞∏
cos(ξ/2j )
]2M
 c 2
2M
(1 + |ξ |)2M , ∀ξ ∈ R. (5)
j=2
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∏∞
j=1 cos2(ξ/4j ) does not decay at infinity. In
fact, ∀n ∈ N and for any integer 0 < k  n− 1, we have
n∏
j=1
cos2(4kπ/4j ) =
n∏
j=k+1
cos2(π/4(j−k)) =
n−k∏
j=1
cos2(π/4j )
n−k∏
j=2
cos2(π/2j )
=
[
2
π
π
2n−k sin(π/2n−k)
]2

(
2
π
)2
,
since
2
π
 sinx
x
 1, ∀x, 0 < x  π/2.
Hence, the factor
∞∏
j=1
(
1 + cos(2ξ/4j )
2
)N−M
does not contribute to the decay of Φ̂ . Consequently, the solution m0(ξ) has one of the
following equivalent forms:
m0(ξ) =
(
1 + eiξ
2
)M(1 + e2iξ
2
)M
LM(e
iξ ) = (1 + eiξ + e2iξ + e3iξ )ML˜M(eiξ ).
(6)
Note that the second form of m0 is already used in [9] for the construction of symmetric
scaling functions with dilation 4. Our construction is based on the use of the first form
of m0. By using (6), one concludes that∣∣m0(ξ)∣∣2 = cos2M(ξ)(1 + cos(ξ))MQM(cos(ξ)), QM(ξ) = ∣∣LM(eiξ )∣∣2/2M. (7)
Let X = cos(ξ), then by substituting (7) into (3), one concludes that the polynomial QM
has to satisfy the following equation:
X2M
[
(1 +X)MQM(X)+ (1 −X)MQM(−X)
]+ (1 −X2)M
×
[(
1 +
√
1 −X2
)M
QM
(√
1 −X2
)
+
(
1 −
√
1 −X2
)M
QM
(
−
√
1 −X2
)]
= 1; ∀X ∈ [−1,1]. (8)
Next by setting (1 +X)MQM(X)+ (1 −X)MQM(−X) = PM(X2), then the solutions of
(8) are related to the solutions of the following polynomial equation:
X2MPM(X
2)+ (1 −X2)MPM(1 −X2) = 1, ∀X ∈ [−1,1], (9)
or equivalently
XMPM(X)+ (1 −X)MPM(1 −X) = 1, ∀X ∈ [0,1]. (10)
Equation (10) is solved by many methods in the literature, see [5,12]. By Bezout lemma,
Eq. (10) has a unique solution of degree M − 1. Moreover, for any integer k  1:
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l=0
(
2M + 2k − 1
l
)
Xl(1 −X)2M+2k−1−l
= XM
2M+2k−1∑
l=M+k
(
2M + 2k − 1
l
)
Xl−M(1 −X)2M+2k−1−l
+ (1 −X)M
M+k−1∑
l=0
(
2M + 2k − 1
l
)
Xl(1 −X)M+2k−1−l .
Hence, for any integer k  1,
PM+k =
2M+2k−1∑
l=M+k
(
2M + 2k − 1
l
)
Xl−M(1 −X)2M+2k−1−l (11)
is a solution of (10) of degree M + 2k − 1.
Remark 1. For k = 0, the polynomials (PM)M correspond to the polynomials that generate
the famous Daubechies wavelets with dilation 2.
The problem of solving (3) is converted to the problem of finding an appropriate polyno-
mial QM satisfying:
(1 +X)MQM(X)+ (1 −X)MQM(−X) = PM(X2), ∀X ∈ [−1,1], (12)
where PM is given by (11). Moreover, since QM(X) = |m0(ξ)|2, then QM has to satisfy
the following additional condition:
QM(X) 0, ∀X ∈ [−1,1]. (13)
Note that for small enough M , Eqs. (12), (13) can be converted to a system of quadratic
equations that can be solved numerically. However, for large M , solving this system numer-
ically becomes a very difficult, if not an impossible task. Moreover, this numerical method
cannot provide us with an explicit solution that depends on M . The construction method
developed in this section is not affected by the previous two difficulties. The following
lemma and propositions are needed in the study of this method.
Lemma 1. For any integers M  2 and 1mM − 1, we have
m∑
k=0
(−1)k
(
m
k
)(
2M + k − 1
m− 1
)
= 0. (14)
Proof. First, consider the forward difference operator ∆ defined on the polynomials vec-
tor space R[X] by ∆P(X) = P(X + 1) − P(X). Note that for any positive integer n,
∆n+1(Rn[X]) = 0, where Rn[X] denotes the R-vector space of polynomials of degree
 n. Also, it is well known that if P ∈ R[X], then ∀m ∈ N , we have
∆m(P )(0) =
m∑
(−1)k
(
m
k
)
P(m− k).k=0
A. Karoui / J. Math. Anal. Appl. 317 (2006) 364–379 369Hence, to prove (14), we first look for a polynomial Pm satisfying
Pm(m− k) =
(
2M + k − 1
m− 1
)
, ∀k = 0, . . . ,m.
Or equivalently,
Pm(k) = (2M − k + 1)(2M − k + 2) . . . (2M)
(2M +m− k)(2M +m+ 1 − k) . . . (2M +m− 1)Pm(0),
∀k = 1, . . . ,m.
By using the Lagrange polynomials
Li(X) =
∏
0j =im
(X − j)
(i − j) ,
Pm can be rewritten as follows:
Pm(X) = Pm(0)
(2M +m− 1) . . . (2M + 1)
[
m∑
k=0
(
m−1∏
l=1
(2M + l − k)
)
Lk(X)
]
= Cm
[
m∑
k=0
(
m−1∏
l=1
(2M + l − k)
)
Lk(X)
]
.
Note that the previous expression inside the brackets is nothing but the expansion with
respect to the Lagrange polynomials of the polynomial Rm−1 given by
Rm−1(X) =
m−1∏
k=1
(2M + k −X).
Since the degree of Rm−1 is equal to m− 1, then
∆m(Pm)(0) = Cm∆m(Rm−1)(0) = 0.
This concludes the proof of the lemma. 
Our next result is given by the following proposition
Proposition 1. Let M  1 be an arbitrary integer and PM be the polynomial given by (11).
If D denotes the differentiation operator, then
Dm
[
PM(X
2)
]
(1) = (−1)mm!
(
2M +m− 1
2M − 1
)
, ∀m, 0mM − 1. (15)
Proof. The proof is done by induction on the integer m. Since
X2MPM(X
2)+ (1 −X2)MPM(1 −X2) = 1, (16)
then D0[PM(X2)](1) = PM(1) = 1. Moreover, since
∀k, 0 k m− 1, Dm−k[X2M ](1) = (m− k)!
(
2M
)
,2M + k −m
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m∑
k=0
(
m
k
)
(m− k)!
(
2M
2M + k −m
)
Dk
[
PM(X
2)
]
(1) = 0. (17)
By using the induction hypothesis
Dk
[
PM(X
2)
]
(1) = (−1)kk!
(
2M + k − 1
2M − 1
)
, ∀k, 0 k m− 1,
and equality (17), together with Lemma 1, one obtains
Dm
[
PM(X
2)
]
(1) = −
m−1∑
k=0
(
m
k
)
(m− k)!
(
2M
2M + k −m
)
(−1)kk!
(
2M + k − 1
2M − 1
)
= −2M
m−1∑
k=0
(−1)k
(
m
k
)
(2M + k − 1)!
(2M + k −m)!
= 2M
m−1∑
k=0
(−1)k+1
(
m
k
)
(m− 1)!
(
2M + k − 1
m− 1
)
= (−1)m(2M)(m− 1)!
(
2M +m− 1
m− 1
)
(by Lemma 1)
= (−1)mm!
(
2M +m− 1
2M − 1
)
.
This concludes the proof of the proposition. 
The following proposition shows that the unique solution of (12) of degree M − 1 sat-
isfies the necessary condition (13).
Proposition 2. Let QM be the solution of (12) of degree M − 1, then QM is positive over
[−1,1].
Proof. From (12), it is trivial that QM(1) = 1/2M . Moreover, since Dk[(1−X)M ](1) = 0,
∀k, 1 k M−1, then (12) and the previous proposition imply that ∀m, 1mM−1,
we have
Dm[QM ](1) = Dm
[
(1 +X)−MPM(X2)
]
(1)
=
m∑
l=0
(
m
l
)
Dm−l
[
(1 +X)−M](1)Dl[PM(X2)](1)
=
m∑
l=0
(
m
l
)
M(M + 1) . . . (M +m− 1 − l)
2M+m−l
× (−1)m−l (−1)l2M(2M + 1) . . . (2M + l − 1)
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m∑
l=0
(
m
l
)
M(M + 1) . . . (M +m− 1 − l)
× 4M(4M + 2) . . . (4M + 2l − 2).
Hence, ∀m, 0mM − 1, Sign(Dm[QM ](1)) = Sign(−1)m and, consequently,
Dm[QM ](1) = (−1)m
∣∣Dm[QM ](1)∣∣. (18)
Moreover, since ∀X ∈ [−1,1], Sign(X − 1)m = Sign(−1)m, then Dm[QM ](1)(X − 1)m
 0, ∀m, 0mM − 1. Since there is a unique solution QM of (12) with degree M − 1,
then QM coincides with its Taylor expansion around X = 1. Consequently
QM(X) =
M−1∑
m=0
Dm[QM ](1) (X − 1)
m
m!  0, ∀X ∈ [−1,1].  (19)
Note that by using the expression of Dm[PM(X2)](1) and by a direct application of
Dm to (12), one obtains the following simple iterative scheme for the computation of the
different derivatives of QM and consequently the computation of solution (19):
Dm[QM ](1) = (−1)
m
2M
(
2M +m− 1
2M − 1
)
− 1
2m
m−1∑
l=0
2l(m− l)!
(
M
m− l
)
Dl[QM ](1),
∀m, 0mM − 1. (20)
To proceed further, this work needs the following version of Cohen’s condition for
wavelet filters with dilation factor 4, see [3]. Note that this condition ensures the or-
thogonality of the translates for the scaling function and consequently the stability of the
associated wavelet basis of L2(R).
Cohen’s condition. Let m0(·) be a scaling filter with dilation factor 4. Assume that there
exists a compact set K such that:
• K contains a neighborhood of the origin,
• |K| = 2π and ∀ξ ∈ [−π,π],∃k ∈ Z such that ξ + 2πk ∈K,
• infm1 infξ∈K
∣∣m0( ξ4m )∣∣> 0, ∀ξ ∈K.
The following theorem, concerning the existence of a whole family of orthonormal
wavelet bases with dilation factor 4, can be obtained by using the previous proposition and
Cohen’s condition.
Theorem 1. For any integer M  1, the polynomial QM given by (19) and (20) is a positive
solution of (8) of degree M − 1. Moreover, any scaling filter mM(ξ) given by∣∣mM(ξ)∣∣2 = cos(ξ)2M(1 + cos(ξ))MQM(cos(ξ)),
generates orthonormal scaling function and the corresponding wavelet basis of L2(R) with
dilation factor 4.
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for M = 1. Hence, we may assume that M  2. The first statement of the theorem is shown
by the previous proposition. It remains to prove that the filters mM(ξ) generate orthonormal
scaling functions. It suffices to check that the filters satisfy Cohen’s condition. By using
(18), one obtains
∀M  1, Q′M(x) =
M−1∑
m=1
(−1)m∣∣DmQM(1)∣∣ (x − 1)m−1
(m− 1)! < 0, ∀x ∈ [−1,1[,
and QM is decreasing over [−1,1]. Hence ∀x ∈ [−1,1], QM(x) QM(1) = 1/2M > 0.
Consequently, the only roots of SM(X) = X2M(1 + X)MQM(X) inside [−1,1] are −1,0
or equivalently, mM(ξ) vanishes only at π,π/2. Let K= [−π,π], then ∀m 1,
ξ/4m ∈ [−π/4,π/4] and ∣∣mM(ξ/4m)∣∣2  ( 1√
2
)2M
QM(1) = 122M > 0.
Hence ∀M  1, mM(ξ) satisfies Cohen’s condition. This completes the proof of the theo-
rem. 
Another sequence of low-pass wavelet filters which lead to a more regular wavelet bases
with dilation factor 4 is given by the next theorem. The proof of this theorem requires the
following lemma.
Lemma 2. For any integer M  1, we have
−Q′M(−1)+ (1 − 0.5M)QM(−1) > 0. (21)
Proof. For M = 1, we have Q1(X) = 1/2 and (21) is trivial. Hence, we may assume that
M  2. We consider the positive real sequence (βm)m given by
βm =
∣∣Dm[QM ](1)∣∣2m
m! , m 0.
By using the expression of Dm[QM ](1), βm can be rewritten as follows:
βm = 2−M
m∑
l=0
2l
(
M +m− 1 − l
M − 1
)
·
(
2M + l − 1
2M − 1
)
= 2−M
m∑
l=0
Am,l ·Bl.
It can be easily checked that ∀m, 0mM − 2 and ∀l, 0 l m, we have
βm+1 − 2βm = 2−M
[
m∑
l=0
(Am+1,l − 2Am,l)Bl
]
+ 2−M(Am+1,m+1Bm+1)
= 2−M
[
m∑
l=0
(M +m− l − 1)!(M −m+ l − 2)
(M − 1)!(m− l)!(m+ 1 − l)
]
+ 2−M2m+1
(
2M +m
2M − 1
)
 2−M2m+1
(
2M +m)
.
2M − 1
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βm+1 > 2βm, ∀m, 0mM − 2. (22)
By using equality (19), one obtains
c = −Q′M(−1)+ (1 − 0.5M)QM(−1) =
1
2
M−1∑
m=0
(m−M + 2)βm
= 1
2
[
βM−1 −
M−3∑
m=0
(M − 2 −m)βm
]
.
Applying (22) to βM−1 of the previous equality, we conclude that
c >
1
2
[
3βM−3 −
M−4∑
m=0
(m−M + 2)βm
]
. (23)
Continuing in this manner, we end up with the inequality
c >
1
2
[
(M − 1)β1 − (M − 2)β0
]= (M − 2)(β1 − β0)+ β0 > 0.
This concludes the proof of the lemma. 
Theorem 2. For each integer M  1, let γM ∈ ]−1,0[ be the nearest zero to −1 of
D
[
QM
X(1 −X2/2)(1 −X)M
]
.
Define the set of polynomials Q˜M , of degrees M + 3 by
Q˜M = QM −X(1 −X2/2)(1 −X)M QM(γM)
γM(1 − γ 2M/2)(1 − γM)M
, (24)
then Q˜M is a solution of (12) satisfying (13). Moreover, any scaling filter m˜M(ξ) given by∣∣m˜M(ξ)∣∣2 = cos(ξ)2M(1 + cos(ξ))MQ˜M(cos(ξ)),
generates orthonormal scaling function of L2(R) with dilation factor 4.
Proof. We first prove that ∀M  1, there exists γM ∈ ]0,1[ such that
D
[
QM
X(1 −X2/2)(1 −X)M
]
(γM) = 0. (25)
To this end, we consider the function
GM(x) = x(1 − x
2/2)(1 − x)M
QM(x)
.
Note that since QM is decreasing on [−1,0], then
∀x ∈ [−1,0], QM(x)QM(0) = 1
(
2M − 1)
> 0.
2 M
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1/QM(0) > 0. Moreover, by the previous lemma:
G′M(−1) =
2M−1
(QM(−1))2
[
QM(−1)(0.5M − 1)+Q′M(−1)
]
< 0.
Hence, by using the continuity of G′M(·) over [−1,0], we conclude the existence of a real
root of G′M inside ] − 1,0[. Moreover, since G′(·) has at most 2M real roots, then the
smallest zero of G′(·) inside ] − 1,0[ exists. This zero is denoted by γM . It is a trivial
fact that γM satisfies (25). Next, note that for any constant c, the polynomial Fc(X) =
cX(1 −X2/2)(1 −X)M satisfies
(1 +X)MFc(X)+ (1 −X)MFc(−X) = 0.
For the special case
cM = − QM(γM)
γM(1 − γ 2M/2)(1 − γM)M
,
we get Q˜M = QM + FcM which is a solution of (12). To prove that Q˜M satisfies (13), we
first note that since γM < 0 and QM > 0, then Q˜M > 0 over [0,1]. As a result, we only
have to check this condition over [−1,0]. To this end, we first note that, ∀M  1, fM(X) =
X(1 −X2/2)(1 −X)M is increasing over [−1,0]. In fact, this is trivial for M = 1 and for
M  2, we have f ′M(X) (1 + (2 − M/2)X)(1 − X)M−1 > 0, ∀X ∈ [−1,0]. Moreover,
since Q′M < 0 over [−1,0], then ∀X > γM , we have
Q˜M(X)
X(1 −X2/2)(1 −X)M
= QM(X)
X(1 −X2/2)(1 −X)M −
QM(γM)
γM(1 − γ 2M/2)(1 − γM)M
< 0,
or equivalently Q˜M(X) > 0, ∀X > γM . To prove that this last inequality is still valid for
X < γM , we note that since γM ∈ ]−1,0[ is the closest root to −1 of
D
[
QM
X(1 −X2/2)(1 −X)M
]
,
then ∀c, −1 < c < γM , by the previous lemma, we have
SignD
[
QM
X(1 −X2/2)(1 −X)M
]
(c) = SignD
[
QM
X(1 −X2/2)(1 −X)M
]
(−1)
= Sign[−Q′M(−1)+ (1 − 0.5MQM(−1)]QM(−1) > 0.
Hence, the mean value theorem implies that ∀X ∈ [−1, γM ], there exists c, −1 < c <
γM < 0, such that
Q˜M(X)
X(1 −X2/2)(1 −X)M = (X − γM)D
[
QM
X(1 −X2/2)(1 −X)M
]
(c) < 0,
or equivalently Q˜M is again strictly positive over [−1, γM [. Hence Q˜M is positive over
[−1,1]. It remains to prove that the filters m˜M(ξ) satisfy Cohen’s condition. The above
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−1, γM,0. This means that m˜M(ξ) vanishes only at π/2, θM,π , where θM = arccos(γM) ∈
]π/2,π[. Consequently, ∀m 1 and ∀ξ ∈K= [−π,π], we have∣∣m˜M(ξ/4m)∣∣2  12M infx∈[1/√2,1] Q˜M(x) 12M infx∈[1/√2,1]QM(x) 12M QM(1) > 0.
Hence, ∀M  1, m˜M(ξ) satisfies Cohen’s condition. This concludes the proof of the theo-
rem. 
3. Global and asymptotic regularity estimates
The transition operator technique is a well known and a widely used technique for esti-
mating the global Hölder regularity of the scaling function and the corresponding wavelets,
see [2,7,13]. This technique is based on the Littlewood–Paley technique for the L2-estimate
of (1 + |ξ |)αΦ̂M . It gives the optimal Sobolev regularity of ΦM and a lower bound of its
Hölder regularity. This is due to the well-known inclusions
Hα+1/2+ ⊂ Cα(R), ∀α > 0,
where  can be made very small. Here Hα(R) is the Sobolev space of exponent α given by
Hα(R) = {f ∈ L2(R); ∣∣fˆ (ξ)∣∣(1 + |ξ |2)α/2 ∈ L2(R)}.
Optimal but less practical techniques for estimating the exact Hölder regularity of wavelets
are described in [6,8]. The transition operator technique for estimating the global Hölder
regularity of the scaling function ΦM(·) associated with mM(ξ) shows that ΦM(·) ∈
CαM (R), where the positive real number αM is given by
αM = M − M4 −
log(ρ)
4 log 2
. (26)
Here, ρ is the spectral radius of the matrix A = [an−4m]−M−3n,mM+3. The finite se-
quence (an)n is extracted from Q˜M by using the following equality
Q˜M
(
cos(ξ)
)= M+3∑
k=−M−3
ake
ikξ .
The asymptotic regularity of our family of wavelets is given by the following theorem.
Theorem 3. For any integer M  1, Φ˜M ∈ Cα(M)(R), with α(M) ∼ 0.25M .
Proof. We first show that
∀M  1, sup
x∈[−1,1]
Q˜M(x) =
(
2M − 1
M
)
.
Since Q˜M is positive over [−1,1], then by using (12), one concludes that
Q˜M(x)
PM(x
2)
M
 PM(x2), ∀x ∈ [0,1].(1 + x)
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sup
x∈[0,1]
PM(x) = sup
x∈[0,1]
2M−1∑
k=M
(
2M − 1
k
)
xk−M(1 − x)2M−1−k
= sup
x∈[0,1]
(1 − x)2M
xM(1 − x)
2M−1∑
k=M
(
2M − 1
k
)(
x
1 − x
)k

(
2M − 1
M
)
sup
y0
(
1
1 + y
)M−1(
yM − 1
y − 1
)

(
2M − 1
M
)
.
Next, in the proof of Theorem 2, we have shown that ∀M  1, fM(X) = X(1 − X2/2)×
(1 −X)M is strictly increasing over [−1,0] and consequently,
x → x(1 − x2/2)(1 − x)M QM(γM)−γM(1 − γ 2M/2)(1 − γM)M
is also strictly increasing over [−1,0]. Since QM is decreasing over [−1,0] and
Q˜M(γM) = 0, then one concludes that Q˜M is decreasing over [−1, γM ] and increasing
over [γM,0]. Moreover, straightforward computations show that
Q˜M(−1) < Q˜M(0) = 12
(
2M − 1
M
)
.
Considering the previous results, one concludes that
sup
x∈[−1,1]
Q˜M(x) =
(
2M − 1
M
)
.
By using the above equality together with the Stirling formula(
2M − 1
M
)
∼ 2
2M−1
√
πM
,
one gets
2M
∣∣Q˜M(cos ξ)∣∣ 23M−1√
πM
, ∀ξ ∈ R. (27)
The following is a classical technique for estimating the decay of Φ˜M . Since L˜M(ξ) =
2MQ˜M(cos ξ) is a polynomial in cos(ξ) with L˜M(0) = 2MQ˜M(1) = 2M 12M = 1, then there
exists a constant cM > 0 such that∣∣L˜M(ξ)∣∣ 1 + cM |ξ | ecM |ξ |, ∀|ξ | 1. (28)
Let ξ = 0 be an arbitrary point of R, then there exists J ∈ N such that 4J−1  |ξ | 4J or
equivalently
(J − 1) log |ξ |
log 4
 J.
Hence by using (5), (27), (28) and the previous inequalities, we obtain
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j=1
∣∣m˜M(ξ/4j )∣∣2

∞∏
j=1
[
cos2M(ξ/4j )
(
1 + cos(ξ/4j )
2
)M]
·
J∏
j=1
∣∣L˜M(ξ/4j )∣∣ · ∞∏
j=J+1
∣∣L˜M(ξ/4j )∣∣

∞∏
j=1
[
cos2M(ξ/4j ) cos2M
(
ξ
2 · 4j
)]
·
J∏
j=1
∣∣L˜M(ξ/4j )∣∣ · ∞∏
j=J+1
∣∣L˜M(ξ/4j )∣∣

∞∏
j=2
[
cos(ξ/2j )
]2M · J∏
j=1
∣∣L˜M(ξ/4j )∣∣ · ∞∏
j=J+1
∣∣L˜M(ξ/4j )∣∣
 C 2
2M
(1 + |ξ |)2M ·
(
23M−1√
πM
)J
·C′M
 CM
(
√|ξ | )3M−1
|ξ |log(√Mπ )/ log 4
1
(1 + |ξ |)2M 2
2M
 CM
(
1 + |ξ |)−M/2−1/2−log(√Mπ)/ log 4.
Hence∣∣ ̂˜ΦM(ξ)∣∣√CM(1 + |ξ |)−M/4−1/4−log(√Mπ)/2 log 4,
which implies that Φ˜M ∈ Cα(M) with α(M) ∼ 0.25M . This concludes the proof of the
theorem. 
4. Examples
In this paragraph, we give some concrete constructions of wavelet filters m˜M(ξ) and
provide the Hölder regularity estimates for the associated scaling function and wavelets
that are associated with dilation factor 4. The filters m˜M(ξ) are constructed via Theorem 2
by using the well-known spectral factorization technique [4]. In fact, since for any integer
M  1, the polynomial Q˜M is a solution of (12) and since this solution is positive over
[−1,1], then the spectral factorization technique provides us with a filter m˜M(ξ) such that
|m˜M(ξ)|2 = cos(ξ)2M(1+cos(ξ))MQ˜M(cos(ξ)). Finally, the construction of Q˜M requires
the knowledge of the root γM given by Theorem 2. Since γM ∈ ]−1,0[, then it can be easily
and accurately approximated by the use of a numerical method. Table 1 contains the roots
γM and an estimate of the Hölder regularities αM of ΦM(·), obtained by the use of formula
(26). By using the notation Z = eiξ , we give the following explicit expressions of m˜2(ξ)
and m˜3(ξ):
m˜2 = 0.067942487486 + 0.183514622210Z + 0.252261401530Z2
+ 0.296751614585Z3 + 0.228232796413Z4 + 0.059588526963Z5
− 0.015405031675Z6 − 0.040613682992Z7 − 0.046175283899Z8
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M γM Regularity αM
2 −0.930579427883 0.6413
3 −0.933196375606 1.0295
4 −0.934443397832 1.3140
5 −0.935168219287 1.5049
6 −0.935640928695 1.6440
+ 0.006896850826Z9 + 0.013143630145Z10 + 0.006673277159Z11
− 0.004866156799Z12,
m˜3 = 0.037896872217 + 0.117713609703Z + 0.197978750417Z2
+ 0.282178903921Z3 + 0.277307944917Z4 + 0.160540888192Z5
+ 0.058053621786Z6 − 0.040613682992Z7 − 0.083823883545Z8
− 0.027239982554Z9 − 0.000560871884Z10 + 0.006673277159Z11
+ 0.018619066411Z12 − 0.001014515341Z13 − 0.005471500319Z14
+ 0.001761501911Z15.
As it is mentioned in [4], a trivial solution HN(ξ) of (3) can be obtained by the formula
HN(ξ) = hN(ξ)hN(2ξ), where hN denotes the Daubechies wavelet filter of length 2N .
Here the length of a wavelet filter is equal to the number of its coefficients. By comparing
our wavelet filters m˜M(ξ) with the filters HN , we note that ∀M  3, the length of m˜M(·)
which is equal to 4(M+1) is shorter than the length of HM which is equal to 6M−2. Also,
numerical results show that for the small and practical values of M and N with 4(M +1) =
6N − 2, the wavelets associated with m˜M are more regular than those associated with HN .
Finally, the regularity to the length ratio ρ˜ of our wavelets satisfies ρ˜ = 0.25/4.
In [11], the author has constructed dyadic orthonormal wavelet bases with better reg-
ularity than the Daubechies wavelets. This is done by adding extra zeros at the invariant
cycle {−2π/3,2π/3} with respect to τ → 2τ . In our case, the invariant cycle with respect
to τ → 4τ is given by {2π/3}. Numerical results show that the analogue scaling filter of
m˜2 that has a zero of multiplicity 2 at 2π/3 instead at θM arccos(γ2) generate an orthonor-
mal wavelet basis with a Hölder regularity 0.3426. From Table 1, we note that this wavelet
basis is less regular than Φ˜2. This indicates that at least for small values of M , the method
of the zeros of the scaling filter at θM = arccos(γM) gives better results than the method of
the zeros at the invariant cycle.
Remark 2. It is expected that the regularity to the length ratio ρ˜ will be improved by
increasing the multiplicity of the zero γM and by using a stronger technique for estimating
the asymptotic decay of ̂˜ΦM .
Remark 3. The extension of the techniques of this paper to the construction of a whole
family of symmetric orthonormal scaling functions and wavelets with dilation factor 4 and
arbitrarily high regularity is the subject of a future work.
A. Karoui / J. Math. Anal. Appl. 317 (2006) 364–379 379References
[1] E. Belogay, Y. Wang, Compactly supported orthogonal scaling functions, Appl. Comput. Harmon. Anal. 7
(1999) 137–150.
[2] A. Cohen, I. Daubechies, A stability criterion for biorthogonal wavelet bases and their related subband
coding scheme, Duke Math. J. 68 (1992) 313–335.
[3] A. Cohen, I. Daubechies, J.-C. Feauveau, Biorthogonal bases of compactly supported wavelets, Comm. Pure
Appl. Math. 45 (1992) 485–560.
[4] I. Daubechies, Ten Lectures on Wavelets, CBMS–NSF Reg. Conf. Ser. in Appl. Math., vol. 61, SIAM,
Philadelphia, PA, 1992.
[5] I. Daubechies, Orthonormal bases of compactly supported wavelets, Comm. Pure Appl. Math. 41 (1988)
909–996.
[6] I. Daubechies, J. Lagarias, Two-scale difference equations II: Local regularity, infinite product of matrices
and fractals, SIAM J. Math. Anal. 23 (1992) 1031–1079.
[7] T. Eirola, Sobolev characterization of solutions of dilation equations, SIAM J. Math. Anal. 23 (1992) 1519–
1543.
[8] R.Q. Jia, K. Lau, D. Zhou, Lp solutions of refinement equations, J. Fourier Anal. Appl. 7 (2001) 143–166.
[9] B. Han, Symmetric orthonormal scaling functions and wavelets with dilation factor d = 4, Adv. Comput.
Math. 8 (1998) 221–244.
[10] W. Lawton, S.L. Lee, Z.W. Shen, An algorithm for matrix extension and wavelet construction, Math.
Comp. 214 (1996) 723–737.
[11] P.G. Lemarié-Rieusset, Une nouvelle base d’ondelettes régulières, C. R. Acad. Sci. Paris Sér. I 322 (1996)
609–611.
[12] P.G. Lemarié-Rieusset, E. Zahrouni, More regular wavelets, Appl. Comput. Harmon. Anal. 5 (1998) 92–105.
[13] L.F. Villemoes, Energy moments in time and frequency for two-scale difference equation solutions and
wavelets, SIAM J. Math. Anal. 23 (4) (1992) 1519–1543.
[14] H. Volkmer, Asymptotic regularity of compactly supported wavelets, SIAM J. Math. Anal. 26 (1995) 1075–
1087.
