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Abstract
Recently, a multiple-input/multiple-output Kalman filter technique was presented to control time-varying
broadband noise and vibrations. By describing the feed-forward broadband active noise control problem in
terms of a state estimation problem it was possible to achieve a faster rate of convergence than instantaneous-
gradient least-mean-squares algorithms and possibly also a better tracking performance. A multiple in-
put/multiple output Kalman algorithm was derived to perform this state estimation. To make the algorithm
more suitable for real-time applications, the Kalman filter was written in a fast array form and the secondary
path state matrices were implemented in output normal form. The resulting filter implementation was ver-
ified in simulations and in real-time experiments. It was found that for a constant primary path the filter
had a fast rate of convergence and was able to track time-varying spectra. For a forgetting factor equal to
unity the system was robust but the filter was unable to track rapid changes in the primary path. A forgetting
factor lower than unity gave a significantly improved tracking performance but led to a numerical instability
for the fast array form of the algorithm. To improve the numerical behavior, while enabling fast tracking
and convergence, several variants are described in this paper. Results will be shown for a sliding window
Recursive Least Squares filter in fast array form, which will later be extended to a full Kalman filter im-
plementation by taking into account the uncertainty of the secondary path between the control sources and
the error sensors. Multiple variants will be discussed in this paper. The first variant is the standard sliding
window technique, which applies both updates and downdates to the filter coefficients. The second variant is
an algorithm which only applies an update step to the filter coefficients and interprets the downdate step as
an addition of a covariance matrix to the Riccati equation. The third variant uses an implicit forgetting factor.
These implementations use a factorized form of the hyperbolic orthogonal transformation matrix. The dif-
ferent techniques will be applied to measured data of noise in houses near the runway of an airport. Results
are given of the performance regarding tracking, convergence and numerical stability of the algorithms.
1 Introduction
The most widely used algorithm for active noise control (ANC) is the filtered reference least mean squares
(fx-LMS) algorithm. This algorithm is popular, because it is easy to implement, robust, has a low calculation
complexity and has an acceptable steady-state performance. However, in some cases the performance is not
sufficient and an algorithm with a faster convergence rate, better tracking properties or lower mean square
error (MSE) is preferred.
The main reason for the sub-optimal performance of the fx-LMS algorithm, is the assumption made in the
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derivation, that states that both the adaptive filter and the secondary path are linear time invariant (LTI) and
therefore can be interchanged [1]. Bjarnason [2] has proposed an alternative filter implementation which
does not make this assumption. This algorithm is known as the modified fx-LMS algorithm. Another way
to achieve this was shown by Sayyarrodsari et al. [3]. These authors formulated the ANC system as a state
estimation problem. This makes it possible to use a Kalman filter for the estimation of the filter coefficients
and the secondary path states, as has been shown by Fraanje et al. [4]. They also showed that in the case it is
assumed that the secondary path estimates are accurate the modified scheme can also be used for recursive
least squares (RLS) filters.
An efficient implementation of the Kalman filter and therefore, also the modified-RLS filter, is available both
for single-input/single-output (SISO) and multiple-input/multiple-output (MIMO) systems [4], [5]. These
implementations have a linear calculation complexity for SISO systems, instead of a naive implementation,
which has a quadratic calculation complexity. However, they exhibit numerical problems, as has been shown
by Van Ophem and Berkhoff [5]. These numerical problems mainly occur due to the used hyperbolic rota-
tions in the recursions [6], [7]. These rotations cause an accumulation of round-off errors in finite precision
arithmetic.
The authors found that the instability manifests when the forgetting factor is smaller than one. Luckily, some
alternative ways to implement a finite memory algorithm are available, such as the sliding window fast-array
RLS algorithm, which has been described by Park et al. [8]. Also, some alternative ways to implement the
hyperbolic rotations in a numerically more reliable way have been described by Chandrasekaran and Sayed
[6] and Steward and Van Dooren [9]. Another promising way to improve the tracking performance has been
shown by Benallal and Gilloire [10]. They propose to use an implicit forgetting factor, which is only used
for the update of the filter coefficients.
When the sound source is moving, an algorithm with an excellent primary path tracking ability is needed.
In this paper we will look at a specific situation in which the primary path changes significantly, but the
secondary path remains reasonably constant. The sound source is an airplane, which takes off on a runway
and the ANC is installed in a room of a house nearby the runway. The specifics will be shown in Sec. 3.1.
The performance of different forms of finite memory RLS filters will be tested with this dataset.
2 Methods
In this Section an overview of the used algorithms will be given. All the analysed algorithms will use the
modified RLS structure, so in Sec. 2.1 an overview of this scheme will be given. When this filter structure
has been established, an overview of the used finite memory filters will be given in Sec. 2.2-2.4.
2.1 Filtered reference modified RLS
The modified filtered LMS/RLS structure has first been shown by Bjarnason [2] for LMS algorithms. Flock-
ton [11] proposed to use this scheme also for RLS filters. It provides a better convergence rate than the
classical structure, which assumes that both the filter coefficients and the secondary path are slowly chang-
ing. A schematic drawing of the filter structure is given in Fig. 1.
The goal of the filter is to minimize the modified error ϵi, by finding the optimal Finite Impulse Response
(FIR) filter coefficients wi ∈ Rnw . This modified error will be calculated by summing the estimated distur-
bance dˆi and the output of the adaptive filter y˜i:
ϵi = dˆi + y˜i. (1)
The output of the adaptive filter is calculated by multiplying the filtered reference signal rˆi with the filter
coefficients wi
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Figure 1: Block diagram of a SISO ANC system with a modified RLS structure.
y˜i = −rˆTnw,iwˆi. (2)
rˆnw,i is a vector with the last nw values of the filtered reference signal:
rˆnw,i =
[
rˆi rˆi−1 · · · rˆi−nw+1
]T
. (3)
The filtered reference signal is calculated by filtering the measured reference signal with the estimated sec-
ondary path state space model:
θri+1 = Asθ
r
i +Bsxi, (4)
rˆi = Csθ
r
i +Dsxi, (5)
θri is the internal path state and As, Bs, Cs and Ds are the estimated secondary path state matrices.
The estimated value of the disturbance is calculated by subtracting the estimated output yˆi of the secondary
path Gˆ(z) from the measured error ei
dˆi = ei − yˆi. (6)
The estimated output of the secondary path is calculated by filtering the control signal ui with the estimated
state space model of the secondary path
θˆi+1 = Asθˆi +Bsui, (7)
yˆi = Csθˆi +Dsui, (8)
The control signal ui is calculated by filtering the reference signal xi with the adaptive filter, as follows
ui = −xTnwwˆi, (9)
xnw =
[
xi xi−1 · · · xi−nw+1
]T
. (10)
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2.2 Sliding window fast array RLS - variant 1
The main idea of the sliding window RLS filter is to restrict the information for which the least squares
solution is calculated to a finite window of lengthL. This is achieved by alternatively adding new information
with an update step and throwing away old information with a downdate step. A detailed description of this
process can be found in Sayed [7]. We are particularly interested in the fast array version of this algorithm,
as has been shown by Park et al. [8]. Just as the fast array algorithms shown in Refs. [4], [5], [7], they use
the Chandrasekhar recursions for the update and downdate steps. They show that by combining the update
and downdate step in one rotation, the resulting recursions have a low rank for systems with a structured
reference signal. For shift-invariant signals, such as present in ANC systems, the rank can be as low as
α = 2.
The update/downdate equations can be divided in two sections, namely for i ≤ L and i > L. For i ≤ L the
equations reduce to the growing memory fast-array RLS filter:
ϵi = ei − yˆi + y˜i, (11)
rˆnw,i =
[
rˆi rˆ
T
nw,i−1
]T
, (12) R1/2i−1 rˆTnw,iLi−1[ 0
K¯i−1
]
Li−1
Θi−1 =
 R1/2i 01×2[ K¯i
0
]
Li
 , (13)
J = (I2 ⊕−1), Θi−1JΘTi−1 = J, (14)
wˆi+1 = wˆi + K¯iR
−1/2
i ϵi, (15)
In these equations ϵi represents the innovation vector, Ri is the error covariance, Ki is the Kalman gain, Li
is part of the low rank factorization of the difference between the state estimation error covariance matrix
between time instance i and i+1 and δ is the regularization parameter. The filter parameters will be updated
by multiplying the pre-matrix withΘi−1. This matrix is called the rotation matrix and has to be chosen such,
that the (1,2)-term of the post matrix is zero and that Θi−1 is J-unitary (it has to conform to Eq. (14)). The
filter is initialized as follows:
R−1 = 1, K−1 = 0nw×1, (16)
L−1 =
√
δ
 1 00nw−1×1 0nw−1×1
0 1
 , (17)
rˆnw,−1 = 0nw×1, wˆ0 = 0nw×1, (18)
When the time instance i = L + 1 has been reached, the downdate step has to be added to the recursions.
Assume the following initial conditions:
R
(2)
i−1 = R−1, R
(1,2)
i−1 = 0, R
(1)
i−1 = R
1/2
i−1, (19)
K
(2)
i−1 = 0nw×1, K
(1)
i−1 = K¯i−1, (20)
rˆnw,i−L = 0nw×1, (21)
The updates and downdates are done with:
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
R
(2)
i−1 0 rˆ
T
nw+1,i−LLi−1
R
(1,2)
i−1 R
(1)
i−1 rˆ
T
nw+1,i
Li−1[
0
K¯
(2)
i−1
] [
0
K¯
(1)
i−1
]
Li−1
Θi−1 =

R
(2)
i 0 01×2
R
(1,2)
i R
(1)
i 01×2[
K¯
(2)
i
0
] [
K¯
(1)
i
0
]
Li
 , (22)
J = (−1⊕ I2 ⊕−1), Θi−1JΘTi−1 = J.
The following relations are needed to update and downdate the filter coefficients:
rˆnw,i−L =
[
rˆi−L rˆTnw,i−L−1
]T
, (23)
y˜i−L = −rˆTnw,i−Lwˆi, y˜i = −rˆTnw,iwˆi, (24)
ϵi =
[
di−L − yˆi + y˜i−L
di − yˆi + y˜i
]
. (25)
The new filter coefficients will be given by:
wˆi+1 = wˆi +
[
K
(2)
i
K
(1)
i
][
R
(2)
i 0
R
(1,2)
i R
(1)
i
]−1
ϵi. (26)
2.3 Sliding window fast array RLS - variant 2
A relatively easy modification to the algorithm shown in Sec. 2.2 can be achieved by making use of the
property that an RLS filter is just a specific instance of a Kalman filter [7]. When we combine the update and
downdate step of the state estimation covariance matrix in one Riccati equation, it has the following form:
Pi+1 = Pi −K(1)i R(1)
−1
i K
(1)T
i +K
(2)
i R
(2)−1
i K
(2)T . (27)
This essentially represents the following Riccati equation
Pi+1 = Pi −K(1)i R(1)
−1
i K
(1)T
i +Q, (28)
Q = K
(2)
i R
(2)−1
i K
(2)T . (29)
So the product K(2)i R
(2)−1
i K
(2)T , which only contains variables calculated from the downdate step, has the
function of adding uncertainty to the state estimation covariance matrix. The associated update equations for
the new states are (resulting from the Kalman filter theory)
wˆi+1 = wˆi +K
(1)
i R
(1)−1
i ϵi, (30)
ϵi = ei − yˆi + y˜i, (31)
which is different from Eq. (26). The other Eqs. will stay the same as variant 1.
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Figure 2: Schematic figure of an ANC system in a room near a runway. The reference microphone is placed
on the outside of the house and the error microphone and secondary actuator are placed inside the room.
2.4 Sliding window fast array RLS - variant 3
Another modification can be applied by making use of an implicit forgetting factor. The implicit forgetting
factor has initially been derived by Benallal and Gilloire [10]. In contrary to the forgetting factor, as it has
been defined for fast array RLS filters in [7], this factor does not cause numerical round-off error problems.
The implicit forgetting factor can be applied as follows:
µi =
1
1− ρµR−1/R(1)
2
i
, 0 ≤ ρµ < 1, (32)
wˆi+1 = wˆi+1 + µiK
(1)
i R
(1)−1
i ϵi, (33)
3 Results
The performance of the given filters in Sec. 2 will be validated with measured data from a house nearby a
runway of an airport. This dataset will be used to check the tracking performance of a gradually changing
primary path in Sec. 3.1. Also the numerical behaviour of the algorithm will be checked in a simulation with
a reduced floating point accuracy. This will be done with a time-invariant dataset in Sec. 3.2.
3.1 ANC in a house near a runway of an airport
One interesting situation in which the primary path changes significantly, but the secondary path stays rel-
atively constant, is the case in which ANC is applied in a house near a runway of an airport. A schematic
drawing of the situation is shown in Fig. 2. A reference microphone is placed outside the house and the
goal of the ANC system is to minimize the amount of noise inside a room of the house. In this room an
actuator and an error microphone are placed. The secondary path is known and will be incorporated into the
simulation. An impulse response of the secondary path is shown in Fig 3. It is assumed that the amount of
feedback from the actuator to the reference microphone is negligible and therefore, this is not included in the
simulation.
The available data has been sampled with a sample frequency of 500 Hz and consists of multiple takeoffs. In
between these takeoffs, the ANC algorithm will not accomplish any noise reduction, because the reference
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Figure 3: Impulse response of the secondary path.
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Figure 4: Performance of the sliding window RLS filter (variant 1) for different window sizes. In the first
column the error signal with and without control is shown and in the second column the reduction in dB as
function of time is given.
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and error signal are uncorrelated. Therefore, we will only look at one of those takeoffs. The number of filter
coefficients was set at nw = 300. The other filter parameters were chosen, so that an optimal performance
would be reached. Simulations with multiple window sizes are shown in Fig. 4 for filter variant 1. The
first column shows the error signal with and without control and the second column shows the reduction as
function of time. This has been done by dividing the error signal with and without control in blocks of 500
samples and calculating the difference in the sound pressure levels. It can be seen that if the window length
is either too small or too large, the performance of the algorithm suffers.
The same simulations were done for filter variant 2, and can be seen in Fig. 5. Compared to filter variant
1, it can be seen that this simple modification leads to a better performance for small window sizes and a
comparable performance for larger window sizes. In Fig. 6 a spectrogram of the disturbance (left) and of the
error signal (right) are given for a window length of L = 1000. It can be seen that most reduction is achieved
below 50 Hz.
Finally, filter variant 3 was tried. This method does not work well with short datasets and therefore, results
are only shown for a larger data window. In Fig. 7 the results can be seen for a data window of 10e3 samples.
It can be seen that the addition of the implicit forgetting factor improves the tracking performance. One of
the problems with this methods is that it can be hard to fine tune correctly. For example, when an implicit
forgetting factor of ρ = 0.99 would have been chosen, the filter would give only a marginally better tracking
performance than for ρ = 0.
3.2 Numerical accuracy
Linear complexity RLS filters, as have been shown in Sec. 2, are known to have problems with round-off
errors [7]. The authors found that a naive implementation of the J-unitary rotation matrix Θi with normal
and hyperbolic Givens rotations leads to rapidly growing round-off errors, even in double precision floating
point arithmetic. This was observed by monitoring the last term of the first column of the post matrix in Eq.
(22). Theoretically, this term should be zero, but in finite precision this is not the case.
To reduce the propagation of round-off errors, the factorization techniques described by Chandrasekaran and
Sayed [6] and Steward and Van Dooren [9] were applied. These methods greatly improved the numerical
behaviour of the algorithm, but these methods still lead to finite precision errors. This can be seen in Fig.
8. In this figure a time-invariant data set was used and the parameter R(1)i is shown as function of time in
double and single precision arithmetic. It can been seen that after about 5e5 iterations, the results for the
single precision algorithm start to deviate significantly from the results of the double precision algorithm.
This is probably caused by the small errors, which are introduced by alternating the update and downdate
steps. This can happen, when the filter systematically throws away more information than it adds, due to
finite precision errors, or the other way round. This would mean that the effective data window would shrink
or expand, instead of being constant.
Since ANC filters generally must run for long periods, this inaccuracy is potentially problematic. One way to
overcome this problem is to use a reset mechanism. When this reset mechanism is activated, a new growing
memory filter is started. This filter runs in parallel with the old filter, until the data window of the new filter
has a length L. Then the filter parameters of the growing memory filter will substituted in the finite memory
filter. This approach works well, but comes at the cost of extra floating point operations.
4 Discussion and conclusions
In this paper multiple finite memory modified filtered RLS filters are presented for ANC. These filters are
written in fast array form, because the linear calculation complexity makes these algorithms suitable for
real-time implementation. These algorithms have the potential to track moving noise sources and this can
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Figure 5: Performance of the sliding window RLS filter (variant 2) for different window sizes. In the first
column the error signal with and without control is shown and in the second column the reduction in dB as
function of time is given.
Figure 6: Spectrogram of the disturbance signal (left) and the error signal (right); colorscale in dB.
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Figure 7: Performance of the sliding window RLS filter without (ρ = 0) and with (ρ = 0.9) implicit
forgetting.
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Figure 8: Value of R(2)i in single and double precision for a time-invariant data set.
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be done by either data-weighting or by limiting the data window over which the filter is applied. Earlier re-
search showed that the application of a forgetting factor lower than one, which is a data-weighting technique,
leads to the propagation of round-off errors, eventually causing unstable behaviour. Therefore, alternative
techniques are tried in this paper.
Of the three presented variants in this paper, the best performing algorithm is the sliding window RLS
filter, which interprets the downdate step as an uncertainty term in the recursions. The worst performing
variant is the implicit forgetting factor, mostly because the performance of this variant is difficult to tune.
Although the numerical behaviour of the presented algorithms is better predictable than the algorithm with
a forgetting factor, the presented algorithms must still be implemented with a reset mechanism to guarantee
proper numerical behaviour.
Further research will be devoted to the inclusion of the uncertainty of the secondary plant estimates in estima-
tion of the filter coefficients and to alternatives in which no reset mechanism is needed for proper operation
of the filter.
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