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It is known that planar graphs without cycles of length from
4 to 7 are 3-colorable [O.V. Borodin, A.N. Glebov, A. Raspaud,
M.R. Salavatipour, Planar graphs without cycles of length from 4
to 7 are 3-colorable, J. Combin. Theory Ser. B 93 (2005) 303–311].
We improve this result by proving that every planar graph without
5- and 7-cycles and without adjacent triangles is 3-colorable. Also,
we give counterexamples to the proof of the same result in [B. Xu,
On 3-colorable plane graphs without 5- and 7-cycles, J. Combin.
Theory Ser. B 96 (2006) 958–963].
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In 1976, Steinberg conjectured that every planar graph without 4 and 5-cycles is 3-colorable. This
conjecture remains unsettled. Erdo˝s (see [10]) suggested the following relaxation of this problem:
does there exist a constant C such that the absence of cycles with size from 4 to C in a planar graph
guarantees its 3-colorability? Abbott and Zhou [1] proved that such a C exists and C  11. This result
was later on improved to C  10 by Borodin [4] and to C  9 by Borodin [5] and, independently,
Sanders and Zhao [9].
Borodin, Glebov, Raspaud, and Salavatipour [6] proved the following:
Theorem 1. Every planar graph without cycles of length from 4 to 7 is 3-colorable.
The purpose of this paper is to strengthen Theorem 1 as follows:
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Note that an attempt to prove Theorem 2 was made by Xu [11]; however, below we will give
counterexamples to the proof in [11].
To formulate our stronger technical result on coloring extension to be proved instead of Theorem 2,
we need a few deﬁnitions.
The degree of a vertex v is denoted by d(v). Let C be a cycle in G; by Int(C) and Ext(C) we denote
the subgraphs of G spanned by the vertices lying (strictly) inside and outside of C , respectively, and
put Int(C) = G \ Ext(C), Ext(C) = G \ Int(C). A cycle C is separating if Int(C) = ∅ = Ext(C), i.e., G has
at least one vertex both inside and outside C . By a chord in a cycle C we mean an edge joining two
nonconsecutive vertices of C . A chord is triangular if it cuts a 3-cycle off C .
A 6-cycle C in G is bad if Int(C) has a subgraph G ′ with exterior cycle C each internal face of
which has size 4. Loosely speaking, the area inside a bad 6-cycle has a partition into 4-cycles of G . An
11-cycle C in G is bad if one internal face of a subgraph G ′ of Int(C) is a 9-face while all the others
are quadrangles.
A cycle C is bad if it is one of those deﬁned above. So, the area inside a bad cycle C is partitioned
into 4-cycles and possibly a 9-cycle of G . The 9- and 4-cycles in a bad partition of C are called cells.
A cycle C is good if C has length 3, 4, 6, 9 or 11 and is not bad.
Instead of our main Theorem 2, it was easier for us to prove the following stronger fact:
Theorem 3. Suppose G is a plane graph without adjacent triangles and without cycles of length 5 or 7. Then
(i) G is 3-colorable, and
(ii) if the boundary D of the exterior face of G is a good cycle, then every 3-coloring of D that respects the
chords of D can be extended to a 3-coloring of G.
In turn, the proof of Theorem 3 is heavily based both on Theorem 1 and the following stronger
result proved in [6].
Theorem 4. Every proper 3-coloring of the vertices of any face of size from 8 to 11 in a connected plane graph
without cycles of length from 4 to 7 can be extended to a proper 3-coloring of the whole graph.
Note that the techniques of bad cycles used in Theorem 3 has been elaborated recently in [2,3,7,8]
for solving similar problems of 3-coloring extension.
2. Counterexamples to the proof in [11]
The proof of Theorem 2 suggested in [11] is based on Theorems 1 and 4 proved in [6] and, on the
other hand, on a wrong claim concerning the 3-coloring extension from an 11-face f (see Theorem 1
in [11]).
Basically, it says that the only obstacles are: (1) an internal vertex adjacent to at least three vertices
of f , or (2) two internal adjacent vertices adjacent to at least four vertices of f in total.
However, this claim is far from the truth, as can be seen from the (simplest) counterexample
below, as well as from our Theorem 3, which avoids a rather broad class of obstacles for the 3-coloring
extensions from 11-face. (For more details, see [11].)
In Fig. 1 we see a 10-cycle C labeled uvw1231231. Note that replacing Int(C) (which now consists
of three chords and four quadrangles) by any quadrangulation of Int(C) still does not allow to color
{u, v, w}. This yields more counterexamples to Theorem 1 in [11].
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3. Proof of Theorem 3
Suppose a graph G is a minimum counterexample to Theorem 3. By the Grötzsch theorem, we can
assume that G is actually a counterexample to statement (ii) of Theorem 3. Let ϕ be a coloring of D
that cannot be extended to the whole of G .
3.1. Some properties of the minimum counterexample
(1) If v ∈ Int(D), then D does not become bad in G − v .
Indeed, reinserting v into G − v would preserve the ‘bad partition’ of Int(D) into cells, contrary to
the assumption that D is good in G .
(2) If v ∈ Int(D), then d(v) 3.
(3) G is 2-connected.
Otherwise, the minimality of G implies that the block BD of G that contains D can be colored
according to ϕ due to (ii) of Theorem 3, while every other component or block of G , by (i). This
yields an extension of ϕ to G; a contradiction.
(4) No good cycle C in G has an internal chord, except possibly a triangular one if |C | ∈ {9,11}.
Clearly, a good cycle C has no chords if |C | 4. For |C | = 6, the only possible internal chord in C
splits C into two 4-cycles, but then C is bad.
If |C | = 9, then the chord must cut off a 3-cycle from C since the partitions of Int(C) of the types
4+7 or 5+6 are excluded by assumption. Suppose |C | = 11; then a partition of the type 4+9 would
make C bad, while 5+ 8 and 6+ 7 partitions are excluded.
(5) G has no separating good cycle.
Suppose C is such a cycle; we ﬁrst extend ϕ to Ext(C) (this is possible because D cannot become
bad due to (1)). Then we extend the 3-coloring of C induced by ϕ to Int(C), which also has fewer
vertices than G .
(6) If C is a good cycle, then there is no 2-path xyz joining two different and nonconsecutive vertices
x, z of C through y ∈ Int(C).
Suppose C is split by such a path xyz into cycles C ′ and C ′′ , where 4 |C ′| |C ′′| (and |C ′|+|C ′′| =
|C | + 4). If |C |  6, then |C ′| = 4 while |C ′′| = |C | = 6 due to d(y)  3 combined with (4) and (5).
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makes it a separating bad 6-cycle. In both cases C is bad; a contradiction.
Now suppose |C | = 9; then 4+ 9 is the only possible partition-type of C . So |C ′| = 4, |C ′′| = 9, and
again combining d(y) 3 with (4) and (5) implies that an edge e going out of y must end in a vertex
in Int(C ′′). Indeed, C ′ is an empty 4-cycle, while e cannot be a chord in C ′′ (either triangular, due to
the presence of 4-cycle C ′ , or non-triangular, due to the fact that partitions of C ′′ of the types 4 + 7
or 5+ 6 are excluded). Thus C ′′ is a separating 9-cycle, contrary to (5).
Finally, suppose |C | = 11. Clearly, |C ′| = 4 or |C ′| = 6. If |C ′| = 4, then |C ′′| = 11, where C ′′ must
either be split into a 4-cycle and a 9-cycle by an edge going out of y inside C ′′ or be separating.
In both cases, C ′′ is bad by deﬁnitions and (5). A bad partition of C ′′ combined with a cell C ′ now
violates the assumption that C is good.
For |C ′| = 6 we have |C ′′| = 9. An edge from y cannot lead to C ′′: it neither can be a chord, nor
can it make C ′′ separating due to (5). This implies that a chord from y splits C ′ into two 4-cycles or
makes C ′ separating and, due to (5) again, bad. By combining a bad partition of C ′ with a cell C ′′ , we
see that C is also bad; a contradiction.
(7) Remark. In what follows, we shall modify G into smaller graphs by identifying vertices. In doing
so, we should be sure that we do not (a) identify two vertices of D , because then D is not a cycle
anymore, or (b) create an edge between two vertices of D colored the same, for otherwise our precol-
oring ϕ of D would be spoiled. Further, to stay within our assumptions on G , we should not create:
(c) loops, (d) multiple edges, (e) adjacent triangles, and (f) cycles of length 5 or 7. The last obstacle is
(g) making D into a bad cycle.
(8) G has no 4-cycles other than D .
By (5), G has no separating 4-cycle. Of course, G has no 4-cycle with a chord. So suppose f = wxyz
is a face inside D .
Case (A). First observe that identifying w with y (or x with z) within f cannot violate (7a); namely,
suppose w, y ∈ D . Clearly, w and y are not consecutive along D . Then by (6), none of x, z can be
internal. Since no edge of f can be a triangular chord of D due to the absence of 5-cycles in G , it
follows from (5) that the only obstacle for (7a) is the trivial case of G = D = wxyz.
Case (B). Next suppose (7b) is an obstacle for identifying x with z. W.l.o.g., x ∈ D , z /∈ D , and there is
an edge zdi such that di ∈ D , where di is not adjacent to x along D . By (6) it follows that both y and
w are internal.
Now Int(D) is divided into the closed interiors of three cycles: C ′ = di zyxP ′ , C ′′ = di zwxP ′′ , and
F = wxyz, where D = P ′ ∪ P ′′ and 6 |C ′| |C ′′|.
If |C ′| = 6, then |C ′′| = |D|. We have a separating 6-cycle (C ′ ∪ F ) \ {y}, which should therefore be
bad. This implies that C ′ is bad. Since |C ′′| = |D| and d(w) 3, C ′′ is either a 9-cycle or a bad 6- or
11-cycle. If |C ′′| = 9, then (C ′′ ∪ F ) \ {w} is a separating 9-cycle (with w inside), which contradicts (5).
So C ′′ is a bad 6- or 11-cycle, and bad partitions of C ′ and C ′′ combined with a cell F form a bad
partition of D , a contradiction.
It remains to assume that |C ′| = 8 and |C ′′| = 9. Again (C ′′ ∪ F ) \ {w} is a separating 9-cycle,
a contradiction.
Cases (C)–(F). Clearly, (7c) follows from the absence of adjacent 3-cycles in G; (7d) from (6); and (7e)
is due to the absence of 3-cycles adjacent to 4-cycles in G .
Finally, suppose we have created a 5- or 7-cycle C = xv1 . . . vk by identifying x with z, where
y ∈ Int(C) and k ∈ {4,6}. However, y cannot actually coincide with one of the vi ’s by the same reasons
as in the previous paragraph. Since G has no 7-cycles, it follows that y is strictly inside the 9-cycle
zwxv1 . . . vk , which contradicts (6).
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graph G∗ obtained, i.e., (7g) is an obstacle. Let S∗ be a bad partition of G∗ . If all cells of S∗ are cycles
in G , then S∗ combined with the cell wxyz forms a bad partition of D in G , a contradiction. So, we
may assume that some cells of S∗ are created by identifying x with z. Clearly, there may be at most
two such new cells, namely Cy and Cw , which contain y and w non-strictly inside (i.e., y ∈ Int(C y)
and w ∈ Int(Cw)), respectively. Moreover, if Cy exists, then y ∈ Int(Cy) since the edge xy cannot be a
chord in any cell due to the absence of 5- and 7-cycles in G . The same is true for w and Cw .
If y ∈ Int(Cy) while Cw does not exist, then in G we have a cycle C ′y = xyzy1 . . . yk which is by
2 longer than the cycle Cy = xy1 . . . yk in G∗ . Since d(y)  3 in G by (2), y has a neighbor t non-
strictly inside C ′y such that t /∈ {x, z}. It follows from (4,5) applied to t that the 6- or 11-cycle C ′y is
bad. Combining a bad partition of C ′y with cycle wxyz and all the cells of S∗ except Cy yields a bad
partition S of G , as desired. More speciﬁcally: if |C y | = 9, then |D| = 11 and Cy was the bad 9-cell
of S∗ in G∗ , while in G the 9-cycle of S is inside the bad 11-cycle C ′y . Suppose |Cy | = 4; then the
9-cycle exists if and only if |D| = 11, and it is the same both in S∗ and in S . Finally, if |D| = 6, then
necessarily |Cy | = 4, and the argument is even simpler.
It remains to assume that y ∈ Int(C y), w ∈ Int(Cw). Then, similarly, we have bad cycles C ′y , C ′w ,
and a bad partition of D in G can be combined from their bad partitions in G augmented by cycle
wxyz and S∗ − {Cw ,Cy}.
(8′) G has no bad cycles.
(9) G has no 6-cycles other than D .
Note that a non-facial 6-cycle C = D must be good due to (8′), and it cannot have an internal
chord due to (4). It follows that C is separating, contrary to (5).
So suppose f = wxyz . . . is a 6-face inside D . The proof proceeds along the lines of proving (8),
but is simpler. Note that by (4) combined with the absence of 7-cycles, f has at least one internal
vertex; let y /∈ D .
First observe that identifying x with z within f cannot create loops, multiple edges, or adjacent
3-cycles. The ﬁrst follows since G has no 5-cycles, the second from (8), and the third yields a 6-cycle
adjacent to a triangle in G; a contradiction. If we have created a 5- or 7-cycle by identifying x with
z, then G should have a 7-cycle or a separating 9-cycle, which is impossible.
Now consider the obstacle (7a); namely, suppose x, z ∈ D . This contradicts (6).
The next case to consider is (7b). W.l.o.g., x ∈ D , y, z /∈ D , and there is an edge zdi such that di ∈ D
and zdi creates a chord under contraction. Recall that by (8′), we have no bad cycles anymore. Fol-
lowing the argument in proving (8), assume that y is in the boundary of C ′ = di zyxP ′ . Then d(y) 3
implies that C ′ is separating; i.e., |C ′| = 8 or |C ′|  10. If C ′′ = di zyxP ′′ is also separating then the
same is true for C ′′ , in which case we have either |D| = 2×8−2×3 = 10 or |D| 8+10−2×3 = 12;
a contradiction. So we are done unless C ′′ is not separating, which contradicts (6) applied to z.
Finally, the proof that (7g) cannot be an obstacle becomes easier than in (8). Indeed, suppose
identifying x with z makes D bad. Due to (8), this means that the graph G∗ obtained has a 4-cycle
xy1 y2 y3. Then we have a 6-cycle C = zyxy1 y2 y3 in G . (Here, y = y2 since G has no 7-cycles, while
y = y1 would imply a 4-cycle = zy1 y2 y3 in G .) By (8), C must be facial, which yields d(y) = 2,
contrary to (2).
3.2. Completing the proof of Theorem 3
The rest follows easily from Theorem 1 and 4 by Borodin et al. in [6]. Recall that our minimum
counterexample G to Theorem 3 has no 4- or 6-cycles other than D .
Case 1. |D| = 3. We are done by Theorem 1.
Case 2. |D| ∈ {4,6}. We take any edge e ∈ D , put vertices v1, v2, . . . , v5 of degree 2 on it, and extend
ϕ to the new vertices. Note that every new cycle of the graph G ′ obtained has length at least 3 + 5,
O.V. Borodin et al. / Journal of Combinatorial Theory, Series B 99 (2009) 668–673 673so that we can extend the coloring of the exterior face of G ′ to the whole of G ′ by Theorem 4. This
yields a desired extension of ϕ to G .
Case 3. |D| ∈ {9,11}. Now we are done by Theorem 4 again.
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