Criticality and hidden criticality in multi-species Bose-Einstein
  condensates by Liu, Y. M. et al.
ar
X
iv
:1
71
0.
10
44
9v
1 
 [c
on
d-
ma
t.q
ua
nt-
ga
s] 
 28
 O
ct 
20
17
Criticality and hidden criticality in multi-species Bose-Einstein condensates
Y.M.Liu1,3, Y.Z.He2, and C.G.Bao2,∗
A general approach is proposed to solve the coupled Gross-Pitaevskii equations (CGP) for
K-species Bose-Einstein condensates (BEC). Analytical solutions have been obtained under the
Thomas-Fermi approximation. We aim at finding out the common features of the K-species BEC.
In particular, two types of phase-transitions, full-state-transition and partial-state transition, are
found. In the former all species are involved in the transition, while in the latter only a few specified
species are essentially involved. This leads to the criticality and the hidden criticality (previously
found in multi-band superconductivity). We further found that the former originates from the
singularity of the whole matrix of the CGP, while the latter originates from the singularity of a
specified sub-matrix (which is contributed by only a few specified species). It is emphasized that
the singularity is not a by-product of the TFA, but is inherent in the CGP.
PACS numbers: 03.75.Mn,03.75.Kk
I. INTRODUCTION
The Bose-Einstein condensates (BEC) are artificial
and controllable many-body systems. In principle, their
behavior can be designed. Therefore, these systems are
very valuable in both academic and practical senses. The
research into the 2-species BEC was initiated in 1996.
Since then, an increasing effort is paid in both the exper-
imental aspect [1–7] and theoretical aspect[8–25]. During
the progress a noticeable point is the relation between the
BEC and other many-body systems. Recently, the simi-
larity on the criticality and the hidden criticality between
the multi-species BEC and the multi-band superconduc-
tivity was primary found [26–30]. It is believed that new
and rich physical phenomena would emerge from multi-
species BEC. Some of them and those found in other
many-body systems might have the same physical back-
ground. Thus the knowledge extracted from the multi-
species BEC would be in general helpful for understand-
ing the behavior of other many-body systems. Moreover,
multi-species BEC is experimentally realizable. Thus,
the study of this topic is meaningful and practical. In
fact, the study on 3-species BEC has already been initi-
ated [31–34].
This paper is one along this line. it is a general-
ization of our two previous paper [26, 35] from three-
species BEC to K-species, and from adopting a spherical-
symmetric trap to a more general trap (spherical- and
axial-symmetric traps are considered as special cases).
The aim is to find out the common features existing in
various multi-species BEC. The emphasis is placed on
the qualitative aspect and on the critical phenomena.
For this purpose, we have to solve the coupled Gross-
Pitaevskii equations (CGP) to obtain the solution for
the ground states. It is assumed that the particle num-
bers are huge so that the Thomas-Fermi approximation
(TFA) is reasonable and therefore can be adopted. Under
the TFA, an approach is proposed so that the solutions
∗ Corresponding author: stsbcg@mail.sysu.edu.cn
are obtained with an analytical form. The analytical for-
malism facilitate greatly the related analysis so that the
inherent physics can be better understood.
II. COUPLED GROSS-PITAEVSKII
EQUATIONS AND THE FORMAL SOLUTIONS
There are NI I-th-atoms, each has mass mI and they
are interacting via VI = cI,I Σ
1≤i<i′≤NI
δ(ri − ri′), where
I is from 1 to K(≥ 2). All the particle numbers NI are
assumed to be huge (say, ≥10000). The interspecies in-
teractions are VIJ = cI,J Σ
1≤i≤NI
· Σ
1≤j≤NJ
δ(ri−rj). These
atoms are confined by 3-D harmonic traps 12mI(ω
2
Ixx
2 +
ω2Iyy
2+ω2Izz
2). We introduce a mass m and a frequency
ω. Then, ~ω and λ ≡
√
~/(mω) are used as units for
energy and length. The spin degrees of freedom are con-
sidered as being frozen. The total Hamiltonian is
H = Σ
1≤I≤K
HI + Σ
1≤I<J≤K
VIJ
HI =
NI∑
i=1
[−
m
2mI
∇2i +
1
2
(γIxx
2
i + γIyy
2
i + γIzz
2
i )] (1)
+VI (2)
where γIl = (mI/m)(ωIl/ω)
2, l = x, y, or z (the same in
the follows).
We are interested in the g.s. where no spatial exci-
tations are involved, and each kind of atoms are fully
condensed into a state which is most advantageous for
binding. Accordingly, the total many-body wave func-
tion of the g.s. can be written as
Ψ =
N1∏
i1=1
φ1(ri1 ) · · · ·
NK∏
iK=1
φK(riK ) (3)
where φI(r) is the normalized single particle wave func-
tion. The associated CGP is a set of K coupled equations.
The I-th of them is
[−
m
2mI
∇2 +
1
2
ΣlγIll
2 + Σ
1≤J≤K
αIJφ
2
J − εI ]φI = 0 (4)
2where the summation of l covers x, y, and z. αIJ ≡
NJcI,J and is called the weighted strength (W-strength).
εI is the chemical potential. It is emphasized that the
normalization
∫
φ2l dr = 1 is required.
Since the total kinetic energy is proportional to the to-
tal particle numbers N while the total interaction energy
is ∝ N2, the relative importance of the former becomes
very small when N becomes very large. In this case, TFA
(neglect the kinetic energies) can be adopted. The ap-
plicability of this approximation has been evaluated via
a numerical approach given in [21, 36]. Under the TFA
and in a specific spatial domain where all the φI (I from
1 to K) are nonzero, the CGP can be written in a matrix
form as
[αIJ ]


φ21
·
·
φ2K

 =


ε1 −
1
2Σlγ1ll
2
·
·
εK −
1
2ΣlγKll
2

 (5)
where [αIJ ] denotes a K-rank matrix with elements αIJ .
When [αIJ ] is nonsingular, its reverse [αIJ ]
−1 exists.
Then we have a formal solution for {φ} as
φ2I = XI − ΣlYI,ll
2 (6)
where I is from 1 to K,
XI = DXI/D (7)
D is the determinant of [αIJ ]. DXI is a determinant
obtained by changing the I−th column of D from (α1I , ··
·αKI) to (ε1, · · ·εK).
YI,l = DYIl/D (8)
DYIl is also a determinant obtained by changing the I −
th column of D to (12γ1l, · · ·
1
2γKl). The set of K wave
functions given by eq.(6) is denoted as {φ} and is called
a formal solution in Form K. From the reverse of eq.(7),
we have a useful relation as
εJ = ΣIαJIXI (9)
If in a specific spatial domain only K ′ (< K) wave
functions are nonzero, then we define a subset σ′ of the
indexes so that all φI′ ≥ 0 (I
′ ∈ σ′) and all φJ′ = 0
(J ′ /∈ σ′). For the subset σ′ with the species number K ′,
the associated CGP can be written as
[αI′I”]


φ21′
·
·
φ2K′

 =


ε1′ −
1
2Σlγ1′ll
2
·
·
εK′ −
1
2ΣlγK′ll
2

 (10)
where [αI′I”] denotes a K
′-rank matrix with elements
αI′I” (both I
′ and I” ∈ σ′ ), and 1′ to K ′ denote the
indexes in σ′. When [αI′I”] is nonsingular, we have a
formal solution as
(φσ
′
I′ )
2 = Xσ
′
I′ − ΣlY
σ′
I′l l
2(φσ
′
J′)
2 = 0 (11)
(φσ
′
J′)
2 = 0 (12)
where
Xσ
′
I′ = Dσ′,XI′ /Dσ′ (13)
Dσ′ is the determinant of [αI′I”]. Dσ′,X
I′
is a determi-
nant obtained by changing the I ′−th column of Dσ′ from
(α1′I′ , · · ·αK′I′) to (ε1′ , · · ·εK′).
Y σ
′
I′l = Dσ′,YI′l/Dσ′ (14)
Dσ′,Y
I′l
is also a determinant obtained by changing the
I ′ − th column of Dσ′ to (
1
2γ1′l, · · ·
1
2γK′l). The set of
K wave functions given by eq.(11) are denoted as {φσ
′
},
and is called a formal solution in Form σ′.
From eq.(13) we obtain a useful formula
εJ′ = ΣI′αJ′I′X
σ′
I′ (15)
where I ′ ∈ σ′ and J ′ ∈ σ′.
Note that all the coefficients Y σ
′
I′l involved in the formal
solutions are completely determined by the parameters
γI′l and αI′J′ . When Y
σ′
I′l is positive (negative), φ
σ′
I′ must
descend (rise up) when l increases. Thus their signs are
crucial to the behavior of the wave functions.
If in a domain only one wave function, say, φI′′ , is
nonzero, then, from eq.(4) (with the kinetic term re-
moved), it is straight forward to obtain
φ2
I
′′ =
1
αI′′I′′
(εI′′ −
1
2
ΣlγI′′ll
2) (16)
while all the other wave functions are zero. This solution
is called a formal solution in Form 1(I ′′).
In what follows we shall see that these formal solutions,
each hold in a specific domain, will act as building blocks
and will link up to form an entire solution of the CGP.
III. TWO FEATURES OF THE FORMAL
SOLUTIONS
There are two features important to the linking of the
formal solutions
Feature I: Continuity in the linking
Let P denotes a spatial point (or a group of points,
say, a curve). Let us introduce the notation {φσ
′
}P which
implies that the set of K wave functions are all evaluated
at P . Let {σ′+ J ′} denotes an enlarged set including all
the indexes in σ′ together with an extra index J ′ /∈ σ′.
Then, for the point(s) P where φ
{σ′+J′}
J′ = 0, we can
prove that {φ{σ
′+J′}}P = {φ
σ′}P (namely, for any index
I (from 1 to K), φ
{σ′+J′}
I |P = φ
σ′
I |P holds ,i.e., the two
sets of wave functions are one-by-one equal at P ). This
3is because the two sets of equations for {φ{σ
′+J′}} and
{φσ
′
}, respectively, will become the same at P (refer to
eq.(10)). Thus, when the Form σ′ is transformed to {σ′+
J ′} at P , all the wave functions remain to be continuous.
Feature II: When the coordinate moves along a direc-
tion, at least one of the nonzero wave functions are de-
scending
This common feature holds when all the interactions
are repulsive. The proof is as follows.
From eq.(10) we know that the Form σ′ could exist only
if the matrix [αI′J′ ] is nonsingular. Therefore, when each
of its column is considered as a vector, the column vectors
are linearly independent. Thus, the vector (γ1′l, · · ·γK′l)
can be in general expanded as


γ1′l
·
·
γK′l

 = Σ
J′
η
(l)
J′


α1′J′
·
·
αK′J′

 (17)
In Insert this equation into Dσ′,Y
I′l
, then we have
YI′l = η
(l)
I′ /2. When all the interactions are repulsive, all
the matrix elements {αI′J′} are positive. Furthermore,
all the γI′l are also positive due to their definitions. Thus,
when all the η
(l)
I′ were negative, eq.(17) would lead to a
contradiction. Thus, for any σ′ and l, Y σ
′
I′l (I
′ ∈ σ′) can
not all be negative. It implies that at least one of them
is positive. Accordingly, at least one of the wave func-
tions are descending when l increases, thus this feature
is proved.
The Feature II has profound influence on the behav-
ior of the solutions of the CGP. For any formal solution
at least one of the nonzero wave functions will descend
along a given direction, and therefore will eventually be-
come zero. Thus the form-transformation is inevitable
as explained in the next section. Furthermore, no wave
functions can emerge from an empty domain. This is be-
cause, if some of them (say, the K ′ wave functions φσ
′
I′
(I ′ from 1 to K ′) emerge together, all the related Y σ
′
I′l
must be negative to ensure the uprising. This violates
the above feature. If one wave function emerged singly,
it would violate the form given in eq.(16) (this form pro-
hibits also the uprising).
IV. THE DOMAIN THAT SUPPORTS A
SPECIFIC FORMAL SOLUTION AND ITS
BOUNDARY
Note that, when all the parameters (γIl and αIJ) are
given and all the εI have been presumed, all the quanti-
ties involved in the formal solution are known. Let the
spatial domain that supports the Form σ′ be denoted as
Θσ′ . In Θσ′ (it is called the inherent domain of σ
′) all
the K ′ inequalities Xσ
′
I′ −ΣlY
σ′
I′l l
2 ≥ 0 are fulfilled to en-
sure that all the φσ
′
I′ ≥ 0 (I
′ ∈ σ′), while all the φσ
′
J′ = 0
(J ′ /∈ σ′) are given as zero. Obviously, Θσ′ is bounded
by a number of surfaces each is specified by an equation
Xσ
′
I′ − ΣlY
σ′
I′l l
2 = 0. Among these K ′ surfaces, only the
inmost segments of surfaces are effective, and they con-
stitute the whole boundary for Θσ′ , thereby the domain
of Θσ′ is well defined. Each segment is called an inher-
ent segment. Note that φσ
′
I′ becomes zero at the segment
specified by Xσ
′
I′ −ΣlY
σ′
I′l l
2 = 0, therefore the neighboring
domain does not contain the I ′-species and is therefore
denoted as Θ{σ′−I′}. Thus, the crossing over the bound-
ary causes a form-transformation. In this way the Form
σ′ transforms to Form {σ′ − I ′} and they are linked up
continuously.
However, in an entire solution of the CGP, the actual
domain with the Form σ′ (denoted as Ωσ′) is not nec-
essary to fill up Θσ′ . For any J
′ /∈ σ′, when Θ{σ′+J′}
contains an inherent segment specified by φ
{σ′+J′}
J′ =
X
{σ′+J′}
J′ −ΣlY
{σ′+J′}
J′l l
2 = 0, then, for any point P at the
segment, {φ{σ
′+J′}}P = {φ
σ′}P holds (refer to Feature
I ). It implies that this segment of Θ{σ′+J′} is embed-
ded in Θσ′ . This embedded segment can be optionally
adopted (or not adopted, see below) as a part of the
boundary for Ωσ′ . If it is adopted, Ωσ′ will be smaller
than Θσ′ and the neighboring domain by the embedded
segment will be Ω{σ′+J′}. In general, in addition to the
inherent segments, a few embedded segments can be op-
tionally adopted as a part of the boundary for Ωσ′ . In
other words, the actual domain for the Form σ′ can be
partially designed.
V. LINKING OF THE FORMAL SOLUTIONS
When two formal solutions are linked up via a com-
mon boundary, a necessary requirement is the continu-
ity. This requirement is ensured due to Feature I. When
two segments (each is a part of a surface) intersect at a
curve, attention should be paid to the neighborhood of
the curve.
(1) When two inherent segments of Ωσ′ (specified by
φσ
′
I1
= 0 and φσ
′
I2
= 0) intersect at a curve CI1I2 , we
introduce a draft shown in Fig.1a, which is plotted in
the X-Z plane while y is fixed. Where, the two inherent
segments are marked asAOA′ and BOB′, the curve CI1I2
is marked as a point O, and the domain Ωσ′ is bound by
AOB. The domain by the other side of AO is Ω{σ′−I1}.
We assume that, for an index Ix ∈ {σ
′−I1}, the inherent
segment of Ω{σ′−I1} specified by φ
{σ′−I1}
Ix
= 0 intersects
AO at O′. Let this segment be marked by O′C as shown
in 1a, thus we have
φ
{σ′−I1}
Ix
|
O′C
= 0 (18)
On the other hand, recall that AO is an inherent seg-
ment of Ωσ′ at which φ
σ′
I1
= 0 but φσ
′
Ix
6= 0. Thus we
have
φσ
′
Ix
|
AO
6= 0 (19)
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FIG. 1. A draft to demonstrate the possible neighboring do-
mains of Ωσ′ plotted in the r-z plane.
Since O′ is a point at O′C and also at AO, from
eqs.(18,19) we have
φ
{σ′−I1}
Ix
|O′ 6= φ
σ′
Ix
|O′ . This is in contradiction with the
Feature I unless Ix = I2 and O
′ = O (in this case the
inequality eq.(19) becomes an equality at O). In fact,
the inherent segment (specified by φ
{σ′−I1}
I2
= 0) must
intersect AO at O, because O is the only point at AO
where φ
{σ′−I1}
I2
could be zero. Thus, we have proved that
the part of boundary of Ω{σ′−I1} will be connected as
AOC as shown in Fig.1b. Obviously, the domain by the
other side of OC is Ω{σ′−I1−I2}.
Incidentally, if one can tune the parameters so that
the segment φ
{σ′−I1+J}
J = 0 (J /∈ σ
′) can intersect AO
exactly at O, this segment may be optionally introduced
as an embedded segment to replace the inherent segment
OC. But this phenomenon is very improbable to occur
(i.e., it occurs only if the parameters are given at a par-
ticular point in the parameter-space).
With a similar argument we can deduce that the other
neighbor of Ωσ′ is Ω{σ′−I2}, and the inherent segment
of Ω{σ′−I2} that connects O is the one specified by
φ
{σ′−I2}
I1
= 0 (marked by OD as shown in 1b). The
domain bounded by COD should be Ω{σ′−I1−I2}. Thus,
the neighborhood of CI1I2 is characterized by having four
surfaces converging at CI1I2 . During the extension by
crossing over OA and OC (or OB and OD), the species
number K ′ decreases by two.
(2) When an embedded segment of Ωσ′ (specified by
φ
{σ′+J1}
J1
= 0 and marked by AO in Fig.1c) and another
embedded segment (by φ
{σ′+J2}
J2
= 0 and by BO) inter-
sect at a curve CJ1J2 (marked by O), the neighboring do-
mains will be Ω{σ′+J1} and Ω{σ′+J2}, respectively. Let us
first consider the boundary of Ω{σ′+J1}. We assume that
an inherent segment specified by φ
{σ′+J1}
I = 0 (I ∈ σ
′)
intersects AO at O′. Note that φ
{σ′+J1}
I |AO = φ
σ′
I |AO
(due to Feature I ) while the latter φσ
′
I |AO 6= 0 (because
AO is embedded in the interior of Θσ′). Therefore, O
′
can not lie at AO. It implies that any inherent segments
of Ω{σ′+J1} can not touch AO, and therefore the part of
boundary extending from AO can only be an embedded
segment.
We assume that an embedded segment φ
{σ′+J1+J2}
J2
=
0 intersects AO at O” as shown in 1c. Then we have
φ
{σ′+J1+J2}
J2
|O” = 0. (20)
Recall that the other segment of Ωσ′ is marked by BO
at which φ
{σ′+J2}
J2
= 0. Since O” is lower than O as
shown in 1c, we have
φ
{σ′+J2}
J2
|O” < 0 (21)
However, due to the continuity of the wave function of
the J1−species at O”C, we have
φ
{σ′+J1+J2}
J1
|
O”C
= φ
{σ′+J1}
J1
|
O”C
. When the coordi-
nates tend to O”, the latter tends to zero. Thus we
have φ
{σ′+J1+J2}
J1
|O” = 0. Since the wave function of
the J1−species is zero at O”, the two sets {φ
{σ′+J1+J2}}
and {φ{σ
′+J2}} should be one-by-one equal at O” (due
to Feature I ). In particular, we have
φ
{σ′+J1+J2}
J2
|O” = φ
{σ′+J2}
J2
|O”. (22)
The above three equations eqs.(20,21,22) lead to a con-
tradiction, unless O” and O overlap. Thus we have
proved that the extension of AO is the embedded seg-
ment OC (specified by φ
{σ′+J1+J2}
J2
= 0), and the part
of boundary of Ω{σ′+J1} is AOC as shown in 1c. Dur-
ing the crossing over AO and OC, Ωσ′ → Ω{σ′+J1} →
Ω{σ′+J1+J2}. As before, one can tune the parameters so
that the segment φ
{σ′+J1+J3}
J3
= 0 (J3 6= J2) intersects
AO also at O. This phenomenon is omitted due to the
very small probability (i.e., the parameters are given at
a particular set of values).
With a similar argument, for Ω{σ′+J2}, the exten-
sion of BO is also an embedded segment specified by
φ
{σ′+J1+J2}
J1
= 0 (marked by OD). The domain by the
other side of OD is also Ω{σ′+J1+J2}. The domains in
the neighborhood of the intersection CJ1J2 is shown in
Fig.1c. Note that, by defining σ” = σ′ + J1 + J2, 1c
becomes 1b with σ′ being replaced by σ”. Similarly, by
defining σ′′′ = σ′ − I1, 1b can be re-plotted as 1d where
an inherent segment and an embedded segment of Ωσ′
intersect.
5Fig.1 demonstrates qualitatively how the formal so-
lutions will link up together so that the entire solution
can extends outward from a specific domain Ωσ′ . Recall
that there are options in the extension to be decided in
advance. When the boundary of Ωσ′ contains only a sin-
gle inherent segment φσ
′
Io
= 0, the outer domain is just
Ω{σ′−Io}, and Ωσ′ as a whole is embraced by Ω{σ′−Io}.
VI. AN APPROACH TO OBTAIN AN ENTIRE
SOLUTION
Based on the linking of the formal solutions, we pro-
pose the following approach to obtain the entire solutions
for the CGP. Firstly we prescribe the form of the inmost
domain where the origin is included. Due to the symme-
try of the trap, we can consider only the first octant (i.e.,
l ≥ 0). Secondly, when all the parameters γIl and αIJ are
given, we presume all the values of εI . Then, all the co-
efficients involved in the formal solutions can be known.
Thirdly, it is reminded that, during the extension from
the inmost domain outward, we have the options to adopt
embedded segments. It implies that we have the options
to choose the neighbors with the choices shown in Fig.1.
Where, when two domains are connected via a surface,
the species numbers of the two differ by one. Whereas
when two domains are connected only via a curve (say,
Ωσ′ and Ω{σ′−I1−I2} in Fig.1b), the species numbers dif-
fer by two. Nevertheless, we have to make all the options
in advance. In this way we have prescribed (designed) a
specific way to link up the formal solutions continuously
to form a candidate of the entire solution. Of course, ev-
ery kind of species must be included in the design. Note
that, for an inherent segment of a domain with Form 1,
the outer side of the segment is empty. According to
Feature II no wave functions can emerge from an empty
domain. Thus this inherent segment is the boundary of
the whole condensate and the extension ends.
With a well defined design it turns out that the inputs
(the parameters and the set {εI}) are seriously limited.
For an example, if the inmost domain has been prescribed
to have the Form σ′, then all the K ′ coefficients Xσ
′
I′ are
required to be > 0. Accordingly, constraints are imposed
via the K ′ inequalities. In general, for each reasonable
design, the inputs are constrained by a number of in-
equalities so that the parameters together with {εI} are
limited within a non-null specific scope (examples are
given below). The last step is to introduce the K equa-
tions of normalization. For a given set of parameters in-
side the scope, these equations are sufficient to determine
theK presumed values of {εI}. If the {εI} so determined
turn out to lie also inside the scope, then a realistic en-
tire solution is thereby obtained (i.e., all the normalized
wave functions together with {εI} are known, and all the
constraints are fulfilled). Otherwise or the scope itself is
null, the design is unreasonable and should be revised.
Examples with K = 4 is given in the next section.
VII. EXAMPLES WITH K=4
To demonstrate the realization of the above approach,
two examples with K = 4 are given below. For conve-
nience, we assume that the trap is axial-symmetric with
respect to the Z-axis, and we introduce r2 = x2 + y2.
As mentioned, the values of {γIl}, {αIJ}, and {εI} have
been presumed so that all formal solutions are well de-
fined.
(1) Example 1.
Let the four kinds of atoms are denoted by I, II, III, and
IV. Let σ4 denote the set containing I to IV, σ3 denote
the set containing I to III, σ2 denote the set containing
I and II, while σ1 denote the set containing I only. The
design for a miscible state is shown in Fig.2 where the
domains for the formal solutions are plotted in the first
quadrant of the r − z plane.
For this miscible state analytical solution can be ob-
tained (refer to [35] for K = 3). However, analytical
expressions for K = 4 are very complicated and will not
be given here. Instead, we will list all the inequalities for
constraining the parameters, and we will present the nu-
merical result with respect to a given set of parameters.
According to the design, the inmost domain (denoted
as Ωσ4) contain four kinds of atoms. Therefore it is re-
quired
(i) Xσ4J > 0, J = I to IV .
(ii) The outer boundary of Ωσ4 is denoted by S4, which
is an inherent segment specified by φσ4IV |S4 = X
σ4
IV −
Y σ4IV,xr
2 − Y σ4IV,zz
2 = 0. At S4, φ
σ4
I |S4 > 0, φ
σ4
II |S4 > 0,
and φσ4III |S4 > 0 are required.
(iii) The outer boundary of Ωσ3 is denoted by S3 spec-
ified by φσ3III |S3 = X
σ3
III −Y
σ3
III,xr
2−Y σ3III,zz
2 = 0. At this
surface φσ3I |S3 > 0 and φ
σ3
II |S3 > 0 are required
(iv) The outer boundary of Ωσ2 is denoted by S2 spec-
ified by φσ2II |S2 = X
σ2
II − Y
σ2
II,xr
2 − Y σ2II,zz
2 = 0. At this
surface φσ2I |S2 > 0 is required
(v) The outer boundary of Ωσ1 is denoted by S1 speci-
fied by 2ε1−γI,xr
2−γI,zz
2 = 0. S1 is also the boundary
of the whole system.
(vi) Furthermore, since S4, S3, and S2 are assumed to
be an ellipsoid, it is required
Y σ4IV,x > 0 and Y
σ4
IV,z > 0; Y
σ3
III,x > 0 and Y
σ3
III,z > 0;
and Y σ2II,x > 0 and Y
σ2
II,z > 0.
(vii) Finally, the four equations of normalization
1 =
∫
φ2JdΩ
are required, where φJ = φ
σL
J if dΩ is in ΩσL , J and L
are from I to IV .
The parameters are given as: NI = 55000, NII =
37500, NIII = 25000, NIV = 12500. The intra-species
interactions in the unit ~ωλ3 are cI = cII = cIII =
cIV = 10
−3. All the inter-species interactions in ~ωλ3
are cJJ′ = 3 × 10
−4. γJx = γJy = 1 and γJz = 1.5
(where J = I to IV ). Then, the corresponding solution
of the CGP has the chemical potentials (in ~ω) εI = 4.56,
εII = 4.25, εIII = 3.98, εIV = 3.64. Fig.2 demonstrates
not only the design but also the exact locations of the
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FIG. 2. The distribution of the species in Example 1. The
space are divided into domains each supports a type of formal
solution (plotted in the upper r-z plane). The labels of the
domains are marked. The unit for distance is λ ≡
√
~/(mω)
(the same in the following figures).
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FIG. 3. The wave functions in Example 1 plotted versus r
when z = 0 (a), and versus z when r = 0 (b). φI , φII , φIII ,
and φIV are given in solid, dashed, dash-dot, and dash-dot-
dot lines, respectively
domains. The wave functions φJ (J =I to IV) are shown
in Fig.3.
(2) Example 2.
The design is shown in Fig.4. There are two intersect-
ing inherent segments (as in Fig.1b), denoted as S4 (the
upper boundary of Ωσ4) and S
′
4 (the right boundary of
Ωσ4), contained in the inmost domain. In addition to
σ3, the set σ
′
3 is introduced which contains I, II, and IV.
The corresponding domains are Ωσ3 and Ωσ′3 , their right
boundaries are denoted as S3 and S
′
3, respectively
The constraints imposing upon the parameters and
{εI} are as follows
(i) The four inequalities Xσ4J > 0 hold as in Example
1.
(iia) At the segment S4, φ
σ4
I |S4 > 0, φ
σ4
II |S4 > 0,
φσ4III |S4 > 0, and φ
σ4
IV |S4 = 0.
(iib) At the segment S′4, φ
σ4
I |S′4 > 0, φ
σ4
II |S′4 > 0,
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FIG. 4. The same as Fig.2 but for Example 2.
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FIG. 5. The same as Fig.3 but for Example 2.
φσ4IV |S′4 > 0, and φ
σ4
III |S′4 = 0.
(iiia) At the segment S3, φ
σ3
I |S3 > 0, φ
σ3
II |S3 > 0, and
φσ3III |S3 = 0.
(iiib) At the segment S′3, φ
σ′
3
I |S′3 > 0, φ
σ′
3
II |S′3 > 0, and
φ
σ′
3
IV |S′3 = 0 .
Furthermore, the points (iv), (v), (vi), and (vii) of Ex-
ample 1 hold also in Example 2. In addition, Y σ4III,x > 0,
Y σ4III,z > 0, Y
σ′
3
IV,x > 0 and Y
σ′
3
IV,z > 0 are required.
The parameters are adopted as:
NI = 62500, NII = 45000, NIII = 25000, NIV =
25000. γIx = γIIx = 0.8, γIz = γIIz = 0.7, γIIIx = 1.2
and γIIIz = 0.8, while γIV x = 0.8 and γIV z = 1.2. For
the interactions, cI = cII = cIII = cIV = 10
−3 and
cJJ′ = 3×10
−4 as in Example 1. Note that the III-atoms
(IV-atoms) are prescribed to be looser (tighter) bound
along z-axis, thus they can be distributed more extensive
(compact) along z-axis. Then, the corresponding solution
of the CGP has εI = 4.00, εII = 3.78, εIII = 4.04,
εIV = 3.75. In Fig.4, not only the design but also the
exact locations of the domains are demonstrated. The
wave functions φJ (J =I to IV) are shown in Fig.5.
7VIII. COMMON FEATURES OF K−SPECIES
CONDENSATES AND THE INHERENT
STATE-TRANSITION
We have proposed an approach to solve the CGP of the
K−species condensates under the TFA. The traps for all
the atoms have a common center. The common features
of these systems are as follows:
(i) The entire solution is composed of the formal solu-
tions, each hold in a specific domain and each contains
specific kinds of atoms.
(ii) The domain that supports a specific formal solu-
tion can not extend along a direction infinitively (Feature
II ). Therefore, form-transformation is inevitable and the
formal solutions are thereby linked up. During the link-
ing of the formal solutions the wave function of every
species remains continuous (Feature I ).
(iii) No wave functions can emerge from an empty do-
main (due to Feature II ). Thus the atoms can not be
distributed in disconnected regions. Furthermore, the
center of the traps can not be empty. In particular, the
inherent segment of a domain with Form 1 is the out-
most boundary of the whole system. This is because the
domain next to the segment is empty.
(iv) Usually, the species numbers of two neighboring
domains differ by one. However, for K ≥ 3, the con-
densate may contain a special structure in which four
domains with the Form σ′, {σ′ − I1}, {σ
′ − I2}, and
{σ′−I1−I2}, respectively, are neighboring to each other,
and their boundaries converge at a curve at which φI1 = 0
and φI2 = 0. The convergence is shown in Fig.1 (where
the set {σ′ − I1 − I2} might be null). It arises because
the four sets of wave functions in the above four forms,
respectively, will satisfy the same matrix-equation at the
curve. Thus they are one-to-one equal at the curve, and
therefore they converge. The convergence will be a popu-
lar phenomenon (but not of necessity) in K-species BEC.
(v) There are critical phenomena inherent in the multi-
species BEC. When the strengths of interaction are tuned
so that the matrix [αIJ ] tends to be singular (i.e., its de-
terminant D → 0), the wave functions in Form K will
become extremely steep because YI,l → ±∞ (refer to
eq.(6,8)). When an entire solution of the CGP contains
a Form K, during the crossing over the singular point
of [αIJ ], YI,l (for all I and l) suddenly changes its sign
and jumps from +∞ to −∞, or vice versa. Accord-
ingly, the whole set of steeply down-falling wave functions
suddenly become uprising, or vice versa. This causes
a great change in the composition of the state, i.e., a
state-transition. Accompanying the transition, the total
energy increases remarkably as shown in the references
[25, 26]. Since all the K species are involved in this tran-
sition, it is called a full-state-transition. Obviously, the
coupling among all the species contributes to this critical
phenomenon. Therefore, when more and more species
take part in the coupling, the critical point (i.e., the sin-
gular point of the matrix) will shift. The shift has been
confirmed in a previous paper on 3- species BEC [26].
Furthermore, when an entire solution contains a Form
σ′ withK ′ species, the singular point of theK ′−rank ma-
trix [αI′J′ ] is also a critical point (where Dσ′ = 0). The
crossing over this point will lead also to a state-transition.
However, during the transition, only the nonzero wave
functions of the K ′−species are essentially involved (re-
fer to eqs.(??)), while the other are only slightly influ-
enced (refer to [26]). Therefore, it is called a partial-
state-transition. In this case, the transition is strongly
affected by the interactions among the K ′ species but
only weakly affected by the inter-species interaction im-
posed by the otherK−K ′ species. In particular, the crit-
ical point of the partial-state-transition of the K-BEC is
exactly the same as the full-state-transition of the K ′-
BEC. When an entire solution contains a Form σ′, the
associated partial-state-transition might occur.
Note that the equation Dσ′ = 0 specifies a surface in
the parameter-space ΣP . Therefore, each of the above
critical point is in fact a critical surface in ΣP . Thus,
ΣP is divided into zones by a number of surfaces, one
is related to the full-state-transition while the others are
related to partial-state-transition. Each zone supports
a specific phase. These zones might be further divided
to give a more detailed classification on the composition.
The division of ΣP into zones would lead to the phase-
diagram.
Similar to the importance of the inter-species coupling
in multi-species BEC, the inter-band coupling in multi-
band superconductivity are found to be also important
to the critical phenomena [27–30]. Due to the coupling
the critical points are therefore shifted. Moreover, the
occurrence of the partial-state-transition can be regarded
as a kind of hidden criticality, namely, the criticality of a
sub-system (with a specific critical point) is hidden in the
whole system and would emerge under certain conditions.
This is more or less similar to the hidden criticality found
in multi-band superconductivity [28].
Recall that, in the earliest study of the 2-species BEC,
it has already been pointed out that the singular point of
the two-rank matrix of the CGP induces instability [8].
Obviously, the singularity of the matrix is an inherent
feature of the CGP irrelevant to the TFA (refer to the
last section of the ref. [26]). Therefore, the above state-
transition is not a by-product of the TFA but an inherent
physical phenomenon common to all K−BEC.
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