In applications of imaging science, such as emission tomography, fluorescence microscopy and optical/infrared astronomy, image intensity is measured via the counting of incident particles (photons, γ -rays, etc). Fluctuations in the emission-counting process can be described by modeling the data as realizations of Poisson random variables (Poisson data). A maximum-likelihood approach for image reconstruction from Poisson data was proposed in the mid-1980s. Since the consequent maximization problem is, in general, ill-conditioned, various kinds of regularizations were introduced in the framework of the so-called Bayesian paradigm. A modification of the well-known Tikhonov regularization strategy results in the data-fidelity function being a generalized Kullback-Leibler divergence. Then a relevant issue is to find rules for selecting a proper value of the regularization parameter. In this paper we propose a criterion, nicknamed discrepancy principle for Poisson data, that applies to both denoising and deblurring problems and fits quite naturally the statistical properties of the data. The main purpose of the paper is to establish conditions, on the data and the imaging matrix, ensuring that the proposed criterion does actually provide a unique value of the regularization parameter for various classes of regularization functions. A few numerical experiments are performed to demonstrate its effectiveness. More extensive numerical analysis and comparison with other proposed criteria will be the object of future work.
Introduction
Poisson data typically occur in those imaging processes where images are obtained by counting the particles, in general photons, that hit the image domain. In the case of radioactive decay, fluorescence emission or similar phenomena, the number of particles counted by a given detector element of area A, within a given time interval T, is a random variable with a Poisson distribution [13, 32] , i.e. the probability of receiving n particles is given by p(n) = e −λ λ n n! , n= 0, 1, 2, . . . ,
where λ equals the expected value of the counts and is proportional to A and T. This statistical model is appropriate for describing data in e.g. fluorescence microscopy, emission tomography, optical/infrared astronomy, etc. Even if the wavelength of the photons is different in different applications, the statistics of the data is identical. Just for completeness we recall that in the case of images acquired with a CCD camera, as in astronomy or some modalities of microscopy, a more refined model taking into account both Poisson noise and read-out noise (modeled as a Gaussian process) has been introduced [33] . In such a case the likelihood has a more complex form and an EM algorithm has been proposed for its maximization [33] . However this refinement seems to be useful only in very particular circumstances.
Research on image reconstruction methods, based on the statistical property (1) of the noise, started in the mid-1980s with the seminal papers of Shepp and Vardi [31] and Geman and Geman [14] . This research applies both to denoising and deblurring problems. A maximumlikelihood (ML) approach is proposed in [31] , while a related regularization strategy, based on the Bayesian paradigm, is proposed in [14] . A large body of literature exists on this topic, mainly driven by research on medical imaging. A recent application to image denoising is investigated in [9, 20, 36] , while a review of the applications to image deblurring is given in [5] .
The previous approach leads in many instances to the minimization of a function which involves a free parameter mimicking a Tikhonov-like regularization parameter [12] . The main purpose of this paper is to investigate a principle for the choice of this parameter. Such a principle, proposed in [36] for denoising, is extended to deblurring and is based on the Kullback-Leibler (KL) divergence between computed and detected data. We believe that it is an improvement of a similar discrepancy principle based on a quadratic approximation of KL [3] : it enables a theoretical analysis and preliminary numerical results indicate that it may provide more reliable estimates.
In section 2 we sketch a scenario in which the denoising/deblurring of Poisson data is portrayed as a convex optimization problem. The objective function is the sum of two terms: the former is a data-fidelity function, eligible for dealing with Poisson data; the latter is a penalty function, serving regularization purposes. This last term is multiplied by a free parameter, which we denote by β and call the regularization parameter. At the end of the section we formulate a lemma (proved in the appendix) characterizing the dependence on β of the two terms evaluated at the minimizer of the objective function. In section 3 we motivate and formulate our principle for determining β, which we call the discrepancy principle. It implies solving a transcendental equation called the discrepancy equation. We briefly discuss the relationship between the lemma of section 2 and the solution of this equation. In section 4 we prove uniqueness of the solution of the discrepancy equation in the one-dimensional case for a number of penalty functions: Tikhonov penalty in terms of the 2 norm of the object or of its gradient and edge-preserving penalty. In section 5 we investigate the existence of the solution under the conditions of section 4. In section 6 we consider the multi-dimensional case. For simplicity, we introduce some restrictive conditions on the data and on the imaging matrix ensuring that the objective function is strictly convex, so that results on the discrepancy equation can be easily derived. However, these conditions can be actually removed [7] . Finally in section 8 we test the effectiveness of our criterion by means of a few numerical simulations. As far as deblurring is concerned, we show that the criterion can be used for stopping relevant iterations in the case where the expectation maximization (EM) [31] algorithm or one of its accelerated version, such as the scaled gradient projection (SGP) method [6] , is used.
Formulation of the problem
We denote the data as y = {y i } i∈S , where i is an index (in the case of spectra measurements, for instance) or a multi-index (in the case of 2D or 3D images), and S is an appropriate range of i. We denote the cardinality of S by M. Each y i is a nonnegative integer and realizes a Poisson random variable Y i with (unknown) the expected valueỹ i . Y i are statistically independent, so their joint probability distribution is the product of their Poisson distributions. We set y = {ỹ i } i∈S and Y = {Y i } i∈S .
The data y are the image of some unknown object x = {x j } j ∈R ; in image deblurring, image and object may have different dimensions, and in such a case we denote the cardinality of R by N. In the Bayesian paradigm x is also assumed to realize a multi-valued random variable X = {X j } j ∈R with (unknown) the expected valuex = {x j } j ∈R . In the case of denoising the relationship between image and object is simply Y = X; hence,ỹ =x. In the case of deblurring the relationship is more complex. If the distortions introduced by the imaging system can be described by a linear relationship, then Y = H X, where H is an imaging matrix satisfying the following conditions:
In other words, for each fixed value of the index or multi-index i or j , there exists at least one non-zero entry.
Remark 1.
The previous assumptions imply that if the null space of the matrix H is nontrivial, then all its elements must have at least one negative component. It follows that ||H x|| is coercive on the nonnegative orthant. Indeed, it cannot be zero on the intersection of the nonnegative orthant with the unit sphere and therefore has a positive minimum α. Since it is homogeneous of order 1 it follows ||H x|| α||x||, x 0.
In the following it is convenient to assume that the normalization conditions
are satisfied. As a consequence we have H T e M = e N , where e M , e N are the vectors (or arrays or stacks of arrays) in R M and R N , respectively, with all entries equal to one.
Remark 2.
As stated in the seminal paper of Shepp and Vardi [31] , these conditions do not involve a loss of generality of the results obtained by means of them, but make their interpretation simpler. For instance, if we set y = H x, then they imply equality of the 1 norms of x and y and the interpretation of this relationship is that 'the total number of photons is the same in the original object and in the image', or also, that 'the object and the image have the same total flux'. If the imaging matrix does not satisfy these conditions, then they can be introduced by a renormalization of the 'columns' of the matrix. However this procedure may not be convenient in practice when designing a reconstruction algorithm. For instance, if the matrix has a Toeplitz structure, then this is destroyed by the renormalization. On the other hand, if the imaging matrix is approximated by the cyclic convolution of the object with a periodic and nonnegative point-spread function (PSF) K = {K i } i∈S , i.e. H x = K * x, then the normalization conditions are satisfied if the PSF is normalized as follows:
a condition required in the everyday use of deconvolution in astronomy and microscopy. In such a case we also have H e N = e N .
In addition to the object emission, very often there also exists a background emission, described by a Poisson process with a constant expected value, i.e. independent of the index i, and known. We denote this value by b and we assume that b is strictly positive, even if it can be quite small. The assumption of a constant background may be unrealistic in many applications, but it greatly simplifies the analysis without invalidating the significance of our main purposes. In conclusion, if we denote by B the multi-valued random variable whose expected value is be M , then the complete relationship between image and object is given by
According to the previous assumptions, for a given y the likelihood function of the problem is defined by
and a ML estimate ofx is any maximizer
. By taking the negative logarithm (neglog) of the likelihood function and readjusting terms independent of x, one easily finds that maximizing L Y y (x) is equivalent to minimizing the following generalized KL divergence:
which will be thought of as the data-fidelity function. Of course, the case of denoising is obtained by setting H = I and b = 0. This function is nonnegative, convex and coercive on the nonnegative orthant. The last property is obvious in the case of denoising and follows from remark 1 in the case of deblurring.
A priori information on the solution is introduced in the Bayesian approach by assuming that the probability distribution of the random variable X is also known. A very frequent assumption is that X is a Markov random field or, equivalently, a Gibbs random field [14] whose distribution, usually called the prior, obeys
Here Z is a normalization constant, and f 1 (x) is given and plays the role of a penalty.
Once the prior has been chosen, the determination of the maximum a posteriori (MAP) estimate ofx is equivalent to maximizing the so-called posterior probability distribution of X, given by
Taking the neglog, readjusting terms and considering that only nonnegative solutions are relevant, entails that a tractable MAP estimate is a solution to the following constrained minimization problem:
where is a closed and convex subset of the nonnegative orthant to be appropriately specified from time to time. We denote throughout by x * β any solution to this problem. We assume that the penalty function f 1 (x) is nonnegative and convex, conditions that are in general satisfied in practical applications. In addition we assume that it is also differentiable. Then, the following lemma is proved in the appendix. 
The discrepancy principle
In the case of data perturbed by additive Gaussian noise, i.e. in the case of Tikhonov regularization, the data-fidelity function f 0 (x) is the square of the metric distance between detected and computed data, and the choice of the regularization parameter is claimed by the well-known Morozov discrepancy principle [12] . For the deblurring problem, the value of β is given by the unique solution of the equation
where x β is the Tikhonov regularized solution and σ 2 is the variance of the noise. This recipe is frequently used in practice even if it can over-smooth the solution [15] . For this reason criteria based on risk minimization, derived from the assumption of Gaussian noise [26] or of a mixture of Gaussian and Poisson noise [27] , have been proposed.
In the case of Poisson data, a counterpart of Morozov principle, based on the data-fidelity function (6) , is proposed in [36] for the denoising problem and rests upon the following result, also proved in [36] .
Lemma 2. Let Y λ be a Poisson random variable with expected value λ and consider the function of Y λ defined by
Then the following estimate of the expected value of F (Y λ ) holds true for large λ:
Replacing x byx in equation (6), and letting the components ofx be sufficiently large, makes each term the realization of a random variable whose expected value is approximately 1/2. Consequently these terms fluctuate around 1/2 and the positive fluctuations may compensate the negative ones. In other words we expect that the value of the sum, for x =x, is just 1/2 multiplied by the cardinality of S.
Motivated by the above arguments, we suggest the following recipe for both denoising and deblurring: search for a value of β such that the quantity defined by
obeys
If x * β is unique then D y (β) is a well-defined function. Therefore uniqueness is one of the key issues investigated in the following. We call D y (β) the discrepancy function for Poisson data and call equation (14) the discrepancy equation.
Remark 3.
The choice of the value 1 in (14) may not be 'optimal'. In general, one should replace (14) by D y (β) = 1 + where is a small positive or negative number. The discussion of the choice of is beyond the scope of this paper and, presumably, a range of possible values can be derived from statistical results more accurate than that contained in lemma 2. We only point out that our results on uniqueness and existence of the solution of the discrepancy equation can be easily extended to the case where 1 is replaced by a positive constant greater or smaller than 1. In particular, lemma 1 implies that D y (β) is an increasing function of β when it is well defined. Therefore, the equation D y (β) = 1 + will provide a value of β which is smaller than that provided by equation (14) if < 0 and greater if > 0.
A criterion similar to (14) is proposed in a recent paper [3] , in connection with a quadratic approximation to the generalized KL divergence. In our notation and in the case of image reconstruction it is based on the following discrepancy function:
where the quotient of vectors (or arrays or stacks of arrays) is in the Hadamard sense, i.e. component-wise. This notation will also be used in the following. We also point out that the conditionD y (β) 1 is used in [18] for defining a set of objects that are 'weakly feasible' with respect to the detected image.
Uniqueness of the solution: one-dimensional problems
In this section we first consider 1D problems because in this case we can prove that x * β is unique, both for denoising and deblurring with three relevant regularizers, without additional assumptions on the data and the imaging matrix. As a consequence the discrepancy function is well defined. The discussion of 2D an 3D cases is deferred to section 6. First we give the properties of the data-fidelity functions f 0 (x) and subsequently those of the penalty functions f 1 (x) we are considering.
Let I 1 and I 2 be the index sets defined by
• Denoising problem
In this case S = R = {1, 2, . . . , N}, i.e. the index i takes values from 1 to N. Then the problem can be formulated as in (9), with f 0 (x) given by
(y i ln y i = 0 if y i = 0) and
where η is any constant such that 0 < η < min{y i , i ∈ I 1 }. Any η between 0 and 1 works well (for instance, 10 −5 as in [36] ) because min{y i , i ∈ I 1 } 1. The function f 0 (x) is strictly convex if and only if y > 0. It has a unique nonnegative minimizer given by x * = y, with f 0 (x * ) = 0; thus, the ML estimate is trivial. The gradient and the Hessian are given by
If some components of y are zero, then the null space of the Hessian is
and therefore is not trivial.
• Deblurring problem
In this case S = {1, 2, . . . , M}, R = {1, 2, . . . , N} and M = N as far as image deconvolution is dealt with. Then, the data-fidelity function is given by
Its domain equals
} and is broader than the nonnegative orthant; in this case, the feasible set is just = {x ∈ R N |x 0}.
The function f 0 (x) is nonnegative, coercive and convex on the nonnegative orthant where it has at least one minimizer x * . Its gradient and Hessian are given by
is strictly convex and the constrained minimizer x * is unique. In the event that some components of y vanish, the null space of the Hessian, which obeys
contains the null space of H, and might be nontrivial even if N (H ) = {0}. The constrained minimizers of f 0 (x) belong, in general, to the boundary of the nonnegative orthant and do not provide sensible solutions of the deblurring problem. Sometimes they are called night-sky [4] or also checker-board reconstructions [23] . The next lemma provides a sufficient condition ensuring that the minimizer is not trivial.
Lemma 3. The null element 0 is not a minimizer of
Proof. We consider the restriction of f 0 (x) to the set of vectors parallel to e N , and let
Using the normalization condition (3), manipulation shows
Function ψ has a positive minimizer if ψ (0) < 0, and this is just inequality (25) .
Remark 4.
Condition (25) has a simple interpretation. Indeed, the vector H T y is the back-projection of the data and the condition requires that its average value is greater than the background. If a non-zero signal is superimposed to the background then this condition must be satisfied. In the case of image deconvolution, from condition (4) we obtain H i = 1, so equation (25) implies
whereȳ is the average of the detected values.
Next we consider the following penalty functions.
• Tikhonov regularization of order 0.
In this case we have
and this function is nonnegative, coercive and strictly convex.
• Tikhonov regularization of order 1.
Tikhonov regularization in terms of the 2 norm of the discrete gradient leads to
this function is nonnegative and convex and its minimizers are the constant vectors. The components of its gradient are given by
and satisfy the following identity:
The Hessian is the symmetric matrix whose non-zero elements from the upper triangle are given by
It is positive semidefinite and its null space is the set of the constant vectors
• Edge-preserving regularization.
A class of edge-preserving potentials for 2D image denoising is considered in [36] . In the 1D case they lead to the following function:
where δ is a 'scaling' or 'thresholding' parameter, tuning the 'jumps' in the values of the discrete signal. This potential function, proposed in [10] and called hypersurface regularization, is convex and its minimizers are the constant vectors. For very small values of δ it provides a numerical approximation of the total variation (TV) [35] . Otherwise it is an approximation of the length of the graph of a function x(t) with samples
and sampling distance δ.
If we let
then the gradient of f 1 (x) is given by
and satisfies identity (32) . The Hessian is symmetric, and its nonzero entries from the upper triangle are
Elementary computations show
for any u ∈ R n . Therefore the Hessian of f 1 (x) is positive semidefinite and its null space contains only the constant vectors (see equation (34)).
Remark 5.
Penalties (30) and (35) can be obtained by extending the sum up to N and setting x N+1 = x N , i.e. by assuming a Neumann boundary condition. We remark that equations (32) and (34) still hold true if we assume 'periodic' boundary conditions, i.e. x N+1 = x 1 , as we did in [36] , even if the expressions of the gradient and Hessian are slightly different. Proof. The strict convexity of f β (x) is obvious in the case of Tikhonov regularization of order 0. In the case of the two other penalty functions we first remark that, since f 0 (x) is nonnegative, convex and coercive and f 1 (x) is nonnegative and convex, then also f β (x) is nonnegative, convex and coercive. Therefore, the result follows if the null space of the Hessian of f β (x) is {0}. But, since all the relevant Hessians are positive semidefinite, this null space is just the intersection of the null spaces of f 0 (x) and f 1 (x) and, from equations (20), (24) and (34) , it follows that it is just {0}.
Theorem 1 and lemma 1 imply that the corresponding discrepancy functions are increasing. Therefore the following result is obvious.
Theorem 2. For the denoising and deblurring problems considered above, the solution of the discrepancy equation (14), if it exists, is unique.

Existence of the solution: one-dimensional problems
In order to establish conditions for the existence of the solution we consider separately the different penalties.
Tikhonov regularization of order 0
The analysis of the corresponding denoising problem is elementary because the explicit form of the unique minimizer can be computed by solving a quadratic algebraic equation. However we briefly discuss it because the solution of this problem is the M-step in the EM-algorithm proposed in [11] for image deblurring with Poisson data and Tikhonov regularization. It is given by 
This condition is satisfied if we take η sufficiently small and therefore there always exists a unique solution of the discrepancy equation (14) . In the case of deblurring with this regularization (see, for instance, [1, 11, 22] ), we remark that x * β → x * as β → 0, where x * is a minimizer of f 0 (x) while x * β → 0 as β → ∞. Therefore the discrepancy principle provides a solution if and only if the following conditions are satisfied
The latter condition is satisfied if 1 M i∈I 1
Tikhonov regularization of order 1
Lemma 4. Letȳ be the average value of the components of y, equation (28). In the case of image denoising ifȳ > η, then we have the following limits:
lim β→0 x * β = y, lim β→+∞ x * β =ȳe N .(44)
Moreover, in the case of image deblurring if condition (25) is satisfied, then the following limits hold true:
where x * is a minimizer of (21) andc is the unique positive solution of the equation
In the case of image deconvolution (M
Proof. Consider first image denoising. Since x * β depends continuously on β, the limit of x * β for β → 0 is the minimizer of the generalized KL divergence (17), i.e. y. On the other hand, the limit for β → +∞ is a minimizer of f 1 (x), hence a constant vector ce N . The constant is greater than η. Indeed, from the Karush-Kuhn-Tucker (KKT) condition for x * β and equations (32) and (19) we have
and therefore, in the limit β → +∞ c ȳ > η.
As a consequence, x * β is interior to for β sufficiently large and the equality holds true in equation (47). The limit ce N must satisfy this same condition, so that c =ȳ.
In the case of deblurring the limit for β → 0 is obvious. We only remark that if f 0 (x) has more than one minimizer, then the regularization selects one of them. As far as the latter limit is concerned, KKT conditions and equations (32) and (23) imply that x * β satisfies the inequality
Since the limit for β → ∞ is a constant vectorce N , from the previous equation we have
Thanks to condition (25) this inequality is not satisfied byc = 0, while it is satisfied by sufficiently large values ofc. It follows thatc > 0. But if the constant is positive, x * β is interior to the nonnegative orthant for β sufficiently large, and the equality holds true in equation (49). It follows thatc is the unique solution of equation (46), and the lemma is proved.
Theorem 3. Under the assumptions of lemma 4, in the case of denoising the discrepancy equation (14) has a solution if and only if the data satisfy the following condition:
1 N i∈I 1
while in the case of deblurring the solution exists if and only if
f 0 (x * ) < M 2 , f 0 (ce N ) > M 2 ,(52)
where x * is the relevant nonnegative minimizer of f 0 (x) andc is the unique solution of equation (46). In the case of image deconvolution (H i = 1, M = N ) the latter condition in (52) amounts to (51).
Proof. In the case of denoising, thanks to lemma 4 we have D y (0) = 0 and
It follows that the function D y (β) can take the value 1 if and only if this limit is greater than 1 and this is just condition (51). In the case of deblurring, since D y (0) = 2f 0 (x * )/M, the former condition (52) is obvious as well as the latter condition because the limit of D y (β) is 2f 0 (ce N )/M as β → +∞. In the case of image deconvolution, equations (21) and (4) 
and this condition coincides with that required in the case of denoising.
Edge-preserving regularization
The analysis performed in the case of Tikhonov regularization of order 1 is based on lemma 4. The main ingredient in the proof of this lemma is identity (32) . Since it holds true also in the case of edge-preserving regularization, we can conclude that lemma 4 and theorem 3 apply also to this case.
Multi-dimensional problems
We consider the case where the data depend on a multi-index i, that is, a pair of indices {i 1 , i 2 } in the case of 2D images, and a triple of indices {i 1 , i 2 , i 3 } in the case of 3D images. This indexing of the data is convenient when FFT is used for matrix computation.
The data-fidelity function f 0 (x) for both denoising and deblurring is given by equation (6) . The gradients and Hessians of these two functions can be written as in equations (19) and (23), and the null spaces of the Hessians are given by equations (20) and (24), provided that now i is a multi-index and R is the range of i.
The analysis is greatly simplified if we make the following additional assumptions:
• the data are strictly positive, y > 0, and
Indeed, if both assumptions are satisfied, then the null space of the Hessian of f 0 (x) equals {0}, both for denoising and deblurring; the data-fidelity function is strictly convex in both cases and lemma 1 applies, providing the following general result.
Theorem 4. For any nonnegative, convex and differentiable penalty function f 1 (x), the solution of equation (14), if it exists, is unique. This result also holds true when 1 is replaced by another positive constant in the rhs of the equation.
The former assumption above is certainly satisfied when a sufficiently large background contributes to the detected images (as in some astronomical images), while the latter assumption is likely satisfied in most practical applications of image deconvolution, and is fulfilled in the numerical simulations of the subsequent section. However, in applications to microscopy or medical imaging, the number of counts can be small and therefore components of y (sometimes, several components) can be zero. Again in the case of medical imaging the matrix H is sparse and not square, so that it may have a nontrivial null space. For these reasons it is important to remove the previous conditions, as we did in the 1D case, for some relevant regularizations of f 0 (x). The extension of the results of section 4 to the multi-dimensional case is not easy and is done in [7] .
As concerns the existence of the solution of the discrepancy equation, it is easy to extend the results of section 5 to the case of the following penalty functions.
• Tikhonov regularization of order 0
• Tikhonov regularization of order 1
• edge-preserving regularization
where i is defined by
in the 2D case, and
in the 3D case (in both cases, the i can be defined for all values of i ∈ S via some extension of x-see remark 5). For penalty (55), the denoising problem is trivial as in the 1D case. Moreover, x * β → x η (see section 5) for β → +∞ and therefore the discrepancy principle provides a solution if and only if f 0 (x η ) > N/2. As in the 1D problem this condition is always satisfied if η is sufficiently small. In the case of the deblurring problem, x * β → x * for β → 0, where x * is the unique minimizer of f 0 (x), and x * β → 0 for β → ∞. Therefore the discrepancy equation provides a solution if and only if the two conditions f 0 (x * ) < M/2 and f 0 (0) > M/2 are satisfied. equation (6) implies that the latter inequality is true if the data satisfy the condition
which is an extension of condition (43) derived in section 5. For penalties (56) and (57), the key point is the identity
which is proved in [7] for both the 2D and the 3D setting and allows one to extend lemma 4 to the multi-dimensional case. Therefore, for the denoising problem a solution of the discrepancy equation exists if and only if the data satisfy the condition
which is satisfied in all the numerical simulations described in the next section. In the case of deblurring, the limit of x * β for β → 0 is x * , the unique minimizer of f 0 (x). Again one can easily extend lemma 4 and theorem 3 to the multi-dimensional case.
Numerical experiments
We test the effectiveness of the previous criterion with a few numerical experiments in the case of 2D images. A more accurate validation is deferred to a future paper.
Denoising
The denoising of 2D images corrupted by Poisson noise is investigated in [9, 20, 36] . In the first two papers TV regularization is used, while in the third one the penalty functions (56) and (57) are used as well as another penalty derived from a Markov random field model (which is also considered in [7] ). The minimization of the corresponding functions f β (x) is obtained by adapting to these problems the general SGP algorithm proposed in [6] . The discrepancy principle investigated in this paper is already proposed in [36] for the specific problem of denoising and the numerical results derived in that paper indicates that it provides sensible values of β. Another result derived in that paper is that the choice of δ seems to be crucial for improving the quality of the reconstruction. A very small value of δ corresponds approximately to TV regularization, but such a small value does not provide the best results. However, the choice of an 'optimal' δ in the denoising of real data is a completely open problem.
For this reason we attempt to use the discrepancy principle for obtaining some hint in the problem of estimating δ. The idea is to compute the value of β provided by equation (14) for different values of δ and the corresponding relative error in 2 norm, defined by
wherex is the object used in the numerical experiment for generating the noisy image y, and search for some correlation between these values. We first consider three different versions of a phantom already used in [36] and proposed in [20] , here denoted respectively as LCR 1, LCR 2 and LCR 3, and corresponding to three different values of the central disk: 2000, 200 and 50. The second phantom is obtained by dividing the first by 10 and the third by 40. The phantom LCR 2 and its noisy version are shown in figure 1 . Since the number of counts decreases from LCR 1 to LCR 3, the noise increases.
For each β the solution x * β is computed as in [36] and a secant-like method is used for solving equation (14) within a tolerance of 10 −3 . In general, ten steps are required at most; the corresponding CPU time, on an AMD Athlon X2 Dual-Core at 3.1 GHz, is about ten seconds for a 256 × 256 image [30] .
The numerical results are reported in the first columns of table 1. Since β, as given by (14) , and the corresponding relative error (63) slowly depend on δ, at each step we reduce this parameter by a factor 10.
This table makes evident an interesting correlation, namely a minimum in the value of β corresponds to a minimum in the relative 2 error. This result, if confirmed by other simulations, could suggest a practical recipe: compute β by means of the discrepancy principle and select the value of δ corresponding to the minimum value of β.
The important point is that the values of the parameters obtained by this rule do not differ significantly from the 'best' values obtained in [36] by minimizing the relative 2 error. For completeness we report here these values. For LCR 1: δ = 3 × 10 −2 , β = 0.05, error = 0.8%; for LCR 2: δ = 10 −2 , β = 0.2, error = 2.35%; for LCR 3: δ = 3 × 10 −3 , β = 0.67, error = 4.2%.
The LCR phantom is very simple (a piece-wise constant function) with well-defined edges. More complex phantoms were considered in [36] . The first is a good quality dental radiograph 512 × 512 shown in figure 2 with its noisy version (simulating an image obtained with a lower dose). The second one is the image of the nebula NGC5979 displayed in the central panel of figure 3 .
In the last columns of table 1 we give the results obtained for these two phantoms by the same procedure used in the case of the LCR phantoms. The behavior is not so regular as in the previous case. The parameter β as a function of δ has only one minimum while the relative error has two minima. However, as a rule, we find that, for decreasing values of δ, the minimum of β corresponds to a relative minimum of the error, with a value not significantly greater than that of the absolute minimum. We also remark that in the case of the radiograph, the optimal values providing the minimum reconstruction error of 2.79% are δ = 0.1 and β = 0.25, while in the case of the nebula, the minimum error of 10.4% is obtained with δ = 0.1 and β = 0.02. We must remark that the nebula is a smooth object and therefore the use of edge-preserving regularization is not the best strategy. As shown in [36] the 'best' reconstruction is affected by strong 'cartoon' artifacts.
The previous results suggest the following thumb rule for estimating δ in the case of real data: start with a large value of δ and compute β by the discrepancy principle; then decrease δ by factors of 10 and compute β for each of them; choose the value of δ corresponding to the first minimum of β.
In our experiments we also compute the discrepancy function (15) and we find that it is lower than (13) ; so it provides a larger value of β.
Deblurring
Several algorithms have been proposed for the computation of x * β with different penalty functions f 1 (x). Let us mention some of them, without claiming completeness. For instance, in the case of standard Tikhonov regularization, a computational method is proposed in [1] and an EM method is investigated in [11] ; as already remarked, the simple denoising method (40) is just the M-step of the latter iterative algorithm. TV regularization is investigated in [2, 8] and a quasi-Newton method for the computation of x * β is used in [2] while a primal-dual Bregman method is proposed in [8] . In [3] the gradient-projection-reduced Newton method, outlined in [35] , is used in the case of a penalty of the form f 1 (x) = (Cx, x), with three different choices of the matrix C. From our side, work is in progress for applying the SGP algorithm [6] to this problem in the case of edge-preserving regularization, with a choice of the scaling suggested by the split-gradient method (SGM) [17] and already used in [36] . Preliminary results indicate that this approach provides a very simple and very efficient algorithm and that the criterion proposed in this paper works well.
However, it is known that a suitable stopping of some iterative methods amounts to a kind of 'regularization'. In the case of Poisson data, the prototype of these methods is the EM algorithm proposed by Shepp and Vardi for emission tomography [31] and previously proposed by Richardson [28] and Lucy [21] for image deconvolution. The algorithm is as follows:
and is, in general, initialized with a constant image.
The problem of suitable stopping rules has been investigated by several authors. We mention a few. In [18, 19, 34] a definition of 'feasible objects', as those objects that could have generated the detected data, is given and feasibility tests are introduced for stopping the iterations. The generalized cross-validation is used in [24] to the same purpose, while a comparison of the iteration with the solution provided by the Wiener filter is proposed in [16] . Finally another statistical method is investigated in [25] .
Since in the case of Gaussian noise, the Morozov discrepancy principle is also used as a stopping rule for iterative methods, such as Landweber or the conjugate gradient, that converge to a minimizer of the least-square function [12] , it is attractive to test whether the proposed discrepancy principle may be used for stopping EM or similar methods.
In this vein we propose the following stopping criterion:
• at each iteration compute the discrepancy D y must cross 1. This criterion is very simple and, even if it does not provide the final answer to the problem of stopping EM iteration, it may deserve some consideration.
In addition to EM, we can apply the criterion also to the algorithm SGP proposed in [6] , that is much more efficient than EM and, in the monotone version, provides iterations with decreasing values of D (k) y . To test the criterion in both cases we consider a problem of image deconvolution (M = N ) using the same images as in [6] . They are obtained from three astronomical objects shown in figure 1. These objects, 256 × 256, each one normalized to three different total fluxes, are convolved with an ideal diffraction limited PSF, the so-called Airy pattern, and the results are perturbed with Poisson noise, thus obtaining for each object three images with different noise levels. Then each image is deconvolved using the two algorithms EM and SGP and in both cases the iterations are stopped via the criterion indicated above (discrepancy stopping) and via the criterion (optimal stopping) that consists in searching the iteration which renders
a minimum. The results are reported in table 2. With the exception of the EM algorithm applied to image B with the largest noise level, in all the other cases the number of iterations required by the 'discrepancy criterion' is much smaller than that required by the 'optimality criterion' and provides a reconstruction error that is not significantly greater than the optimal one. The reason of this success is due to the fact that the minimum of the reconstruction error is very flat (extremely flat in the case of EM). We remark that in these examples the same results are obtained by means of the discrepancy function (15) . Since SGP has been already implemented on graphics processors (GPU) [29] , implementing the discrepancy stopping rule might provide a very fast tool for image deblurring with automatic stopping of iterations. Potential applications are open to image deblurring in astronomy and microscopy. In the last case an extension to 3D images is required. Adding inequalities (A.4) and (A.7) and using (β 2 − β 1 ) > 0 gives
