In this paper we present a general approach to multivariate periodic wavelets generated by scaling functions of de la Vallée Poussin type. These scaling functions and their corresponding wavelets are given by sampling a function, that can be chosen arbitrarily smooth, even with different smoothness in each direction. This construction generalizes the one-dimensional de la Vallée Poussin means to the multivariate case and enables the construction of wavelet systems, where the set of dilation matrices for the two-scale relation of two spaces of the multiresolution analysis may contain shear and rotation matrices. It further enables the corresponding series of scaling spaces to have a certain direction or set of directions as their focus, which is illustrated by detecting jumps of certain directional derivatives of higher order.
Introduction
In the recent years, a framework for multivariate wavelets was developed [1, 7, 9, 10, 11, 14] , generalizing the one-dimensional periodic wavelets, which were developed in [13, 14, 16] , to the multivariate case. By introducing the possibility to use any integral matrix for the underlying patterns, this framework possess anisotropic approximation properties [4] . The directional approach was also discussed in the case of wavelets on the R d recently, e.g. for the shearlets [6] in order to detect singularities [8] . For the one-dimensional case the de la Vallée Poussin means and their corresponding periodic wavelets create a multiresolution analysis (MRA) with a fast decomposition algorithm and provide good localization [17, 18] . These de la Vallée Poussin wavelets were used in [12] in order to detect singularities of a function. In [10] an MRA was constructed using Dirichlet kernels and a certain set of dilation matrices. In [1] fast algorithms for both the Fourier and wavelet transform were presented for any set of dilation matrices and corresponding scaling functions forming an MRA.
Our main goal is the construction of multivariate trigonometric functions defined through their Fourier coefficients by sampling a function g of certain smoothness. This function g can be of compact support and the sampling points vary for each space of the nested sequence of spaces that form the MRA. We investigate, how to also obtain the coefficients of the two-scale relation from this construction. For a special case, g resembles not only the de la Vallée Poussin means of the one-dimensional case, but also the mentioned Dirichlet kernels. This construction further introduces the possibility to use arbitrary dilation matrices, especially shearing matrices such as J ± X := 2 0 ±1 1 and J ± Y := 1 ±1 0 2 . The presented approach does not only enable a construction for an arbitrary set of scaling functions, for the dyadic case we also obtain a similar construction for the corresponding wavelets. Their analogues to the two-scale relation, i.e. the coefficients that characterize the wavelet in the scaling space they are nested in, is derived. Both the two-scale relation and these coefficients can be computed just using g and the dilation matrix J involved.
We investigate for which functions g we can derive a construction of a set of nested dyadic spaces where each scaling function ϕ j does depend on the next scaling function ϕ j+1 at most. On the one hand, this enables the direct construction of a complete MRA using this function g, on the other hand, it increases the flexibility of an adaptive MRA, where the sequence of dilation matrices J j and hence their scaling functions ϕ j and wavelets ψ j can be chosen adaptively.
The remainder of this paper is organized as follows. In Section 2 we first introduce basic preliminaries in order to define the multiresolution analysis for an arbitrary sequence of dilation matrices {J j } j>0 . For the dyadic case, i.e. where | det J j | = 2 for all j > 0, Lemma 2.2 characterizes the orthonormality of the translates of the corresponding wavelet. In Lemmata 2.4-2.7 the MRA is described, by using the Fourier coefficients c k (ϕ j ) of the scaling functions ϕ j .
In Section 3 we introduce the notation of the classical de la Vallée Poussin means from [17, 18] and refine its notation in order to demonstrate the challenges arising by building a direct multivariate analogue.
The functions of de la Vallée Poussin type based on a smooth function g are presented in Section 4. For a sequence of n dilation matrices we obtain n + 1 scaling functions. The spaces of their translates are characterized in Theorem 4.3, especially the spaces are nested and the Fourier coefficients of these scaling functions are sample values of a function that does posses the same smoothness properties as g. For the dyadic case, i.e. each orthogonal complement of these nested spaces in the next one is again a space of translates of just one function, we obtain a wavelet of de la Vallée Poussin type, which is investigated in Theorem 4.6. It inherits the properties from the corresponding scaling functions and is especially also given through Fourier coefficients by sampling a smooth function, too.
Finally, in Section 5 we investigate for which functions g the dyadic scaling functions
do not depend on the complete vector of matrices J l+1,n , but only on the first matrix J l+1 . This generalizes the one-dimensional case, where only the scaling factor 2 was fixed. Starting from the two-dimensional case, we also investigate the d-dimensional case. Finally, in Section 6 the wavelets of de la Vallée Poussin type are illustrated by decomposing a two-dimensional box spline with two specific wavelets in order to detect singularities of its higher order directional derivatives.
The multiresolution analysis
For a regular matrix M ∈ Z d×d , d ∈ N, we define the lattice Λ(M) := M −1 Z d and obtain an equivalence relation with respect to mod 1 on Λ(M), where 1 denotes the vector (1, . . . , 1) T ∈ R d . For a vector x ∈ R d we denote the usual Euclidean norm by x . A pattern P(M) is defined as any set of representatives of mod 1 on the lattice Λ(M). Any pattern P(M) equipped with the addition mod 1 generates an abelian group. Especially with
are patterns. In the following we will omit the notation mod 1, wherever it is clear from the context, that the addition of two elements x + y of a pattern is performed. For a multivariate 2π-periodic function f :
For any factorization M = JN, the pattern P X (N) is a subset of P X (M), X ∈ {S, I}. For this factorization we use the same notation for any set of representatives, i.e. P(N) ⊂ P(M). Using the congruence relation on Z d with respect to a regular matrix M ∈ Z d×d , which is defined by
we further define the generating set G(M) as any set of congruence representants of the equivalence relation mod M. Due to the bijectivity of the linear map M•, a pattern always derives a generating set G(M) = MP(M), in particular
are generating sets. When performing additions on the generating set G (M), i.e. with respect to mod M, we omit the modulo, when it is clear from the context, that the result is again an element from G (M). Using a geometrical argument [5, Lemma II.7] , it holds
For any regular matrix M ∈ Z d×d the Fourier matrix F (M) is given by
where the pattern P(M) addressing the columns and the generating set G(M) addressing the rows are ordered in an arbitrary but fixed way. For any vector a = a y y∈P(M) having the same order as the columns of the Fourier matrix F (M) the discrete Fourier transform with respect to M is defined bŷ
has the same order of the elements as the rows of F (M). For a certain order of the elements of both sets, a fast Fourier transform exists [1, Section 4] . A subspace V of functions of the Hilbert space
An important example of an M-invariant space is given by the span of translates of ϕ ∈
where each function f ∈ V ϕ M can be written as
This can also be equivalently formulated using the scalar product of the Hilbert space 
whereb is the discrete Fourier Transform of b = b y y∈P(M) .
Proof. Using [10, Corollary 3.6], (3) and the orthonormality of the translates T y ϕ, y ∈ P(M), the orthonormality of the translates T x η, x ∈ P(N), is equivalent to the fact that it holds for all k ∈ G(N T )
If f ∈ V 
such that f N,η = ∑ x∈P(N) d x T x η, where againd ∈ C n , n = |det N|, is the discrete Fourier transform (with respect to N) of d ∈ C n . Let the translates T y ϕ, y ∈ P(M), be linearly independent. Let further a set of functions η 1 , . . . , η | det J| ∈ V ϕ M be given such that the translates T x η j are linearly independent for each j = 1, . . . , | det J|. If these translates are mutually orthogonal, i.e. T x η i , T y η j = 0 for each i = j, i, j ∈ {1, . . . , | det J|}, and x = y, x, y ∈ P(N), we obtain an orthogonal decomposition of the space
By applying (4) to each of the subspaces V For the case of a dyadic decomposition, i.e. | det J| = 2, the following Lemma states how to construct the orthogonal complement in the direct sum of (5). While Theorem 4.3 of [10] presents a general construction for the translates of the orthogonal complement, this lemma further characterizes, how to obtain these translates T x ψ, x ∈ P(N), as an orthonormal basis of the corresponding space.
Lemma 2.2.
Let M = JN be a decomposition of the regular matrix M ∈ Z d×d into integer matrices N, J ∈ Z d×d , where | det J| = 2. Let ϕ, η ∈ L 2 (T d ) be two functions, such that the translates T y ϕ, y ∈ P(M), and T x η, x ∈ P(N), are orthonormal bases of V ϕ M and V η N respectively, where
M is again a shift-invariant space of the form V ψ N possessing the orthonormal basis T x ψ, x ∈ P(N), if and only if there exist numbers σ h ∈ C\{0}, which fulfill
and
The function ψ is given by its Fourier coefficients as
Proof. Using the orthonormality of the translates T y ϕ, y ∈ P(M), and [10, Theorem 4.3] we obtain that the translates T x ψ,
Applying Lemma 2.1 we conclude that the translates T x ψ, x ∈ P(N), are orthonormal if and only if it holds for all k ∈ G(N T )
, and a sequence of spaces
An anisotropic periodic multiresolution analysis of L 2 (T d ) is given by the tuple {J k } k>0 , {V j } j≥0 if the following properties hold MR1 For j ∈ N 0 , there exists a function ϕ j ∈ V j , such that the translates T y ϕ j , y ∈ P(M j ), constitute a basis of V j .
MR2 For all j ∈ N, we have V j ⊂ V j+1 .
MR3 The union of all
The following Lemmata characterize these three properties of an anisotropic periodic multiresolution analysis {J k } k>0 , {V j } j≥0 using the Fourier coefficients c k (ϕ j ) of the scaling functions ϕ j . This was already examined for the one-dimensional case in [14, 18] .
Lemma 2.4.
For j ∈ N the property MR1 is equivalent to dimV j = m j and the existence of a function ϕ j ∈ V j , such that
Proof. Let MR1 be given. Then for each j ∈ N 0 the equality dimV j = m j holds and (6) is a reformulation of (3). For the reverse direction of the equivalence, the property given in (6) together with the just mentioned dimension of V j ensures, that the translates T y ϕ j ∈ V j , y ∈ P(M j ), are a basis of V j .
Lemma 2.5. Let MR1 be fulfilled for a set of regular matrices {J k } k>0 and a set of spaces {V j } j≥0 . Then, the property MR2 holds if and only if for all j ∈ N there exists a vectorâ
Proof. Due to M j+1 = J j+1 M j we have P(M j ) ⊂ P(M j+1 ). Using MR1 the property MR2 is equivalent to fulfilling a statement like (3) for each j ∈ N, which is stated in (7).
Corollary 2.6. For two successive scaling functions, the Lemma 2.5 implies, that for the sequences c(ϕ
Lemma 2.7. Let MR1 and MR2 be fulfilled. The property MR3 holds if and only if
Proof. The proof follows the one-dimensional approach, mentioned in [15, 16] . Assume, (8) is not fulfilled. Then there exists a vector
, we obtain, that the function e ik T 0 • is orthogonal to all spaces V j . Hence, the union of these spaces is not dense in L 2 (T d ) and MR3 does not hold.
Assume, (8) is fulfilled. In order to deduce, that MR3 holds, assume there exists a func-
holds. There exists k 0 ∈ Z d with
Using (8) there exists a j 0 ∈ N 0 , such that k 0 ∈ supp(c(ϕ j 0 )). Furthermore using MR2, we have ϕ j 0 ∈ V j , for each j ≥ j 0 and hence V
Due to (9) we have f ⊥V j and especially f ⊥V
. Using the discrete Fourier transform of the coefficients a y characterizing the
Looking at the congruence classes, we see, that we have a unique vector
The corresponding sum can be written as
Applying the Cauchy Schwarz inequality to the series of the absolute values of the Fourier coefficients, yields
Hence, there exists a j 1 ≥ j 0 , such that
which yields a contradiction, choosing j = j 1 in (10) and hence f = 0. This implies, that MR3 follows from (8) and completes the proof.
De la Vallée Poussin means
In [17, 18] the de la Vallée Poussin means ϕ T N were used to generate an one-dimensional MRA. They are given by their Fourier coefficients
where N ∈ 2N is even and 
by defining
While the value T provides an absolute number of coefficients that decay, α describes this as a relative part of N. that gives rise to a definition of the corresponding wavelet ψ = ψ S,T M,N . For α = β this is similar to the function used in the Remark on page 29 in [12] . The wavelet ψ is given by sampling the function w on the points k N , i.e.
The inequality with respect to (1, 1) T . The light area is the part, where frequencies of both kernels create the contradiction, e.g. looking at the points p and q.
the first relative factor. This can easily be generalized to the multivariate functions on the torus T d using
to define for any regular matrix M ∈ Z d×d a de la Vallée Poussin mean scaling function ϕ α M via its Fourier coefficients
Any of the congruence class computations in the argument of B α , i.e. decompositions like
, can be performed by using the pattern P(M T ) and the congruence mod 1 in each dimension. For α = 0 we obtain the Dirichlet kernels D re M from [10, Eq. (34)]. They form a dyadic MRA using the scaling matrices
For α = 0, this construction does not lead to an MRA in general. As an example let us fix d = 2 and α = β = 
Scaling functions of de la Vallée Poussin type
This section is devoted to a construction of scaling functions and in the dyadic case their wavelets having an arbitrary smooth decay in their Fourier coefficients.
Definition 4.1.
We call a function g : R d → R admissible if the following two properties are fulfilled
A special class of admissible functions are the centered box splines M c Ξ , cf.
[5, Chapter I], where the d-dimensional unit matrix E d is a subset of the vectors in Ξ. The function B α from (12) is a special case of the centered box splines, more precisely with Ξ = e 1 , . . . , e d , α 1 e 1 , . . . , α d e d , where e j denotes the jth unit vector. Of course, an admissible function g can also be chosen, such that it is arbitrarily smooth, e.g. by adding the last d vectors multiple times to the matrix Ξ.
For a regular matrix J ∈ Z d×d , a function f : R d → C is called summable with respect to
Any admissible function g is summable with respect to J. For any two functions f 1 , f 2 : R d → C and a regular matrix J ∈ Z d×d , where f 1 is summable with respect to J, we define the operator
Proof. a) Let l ∈ {0, . . . , n − 1} be given. We definê
and use the unique decomposition of any
Hence the statement follows with (3).
The linear independence of translates does not depend on the choice of the generating set G(M T l ). We will restrict the rest of the proof to the generating set
For 0 ≤ l < n the statement follows by induction over l. By induction hypothesis B J l+2,n (x) > 0 for x ∈ Q d and for each y ∈ R d there exist
The shift by z does not affect the corresponding first factor because we have y = x − J T j+1 z. We obtain
because g is nonnegative. Hence c h ϕ The coefficientsâ l,h , l < n, defined in the proof Theorem 4.3 a) can also be interpreted as sampling the function | det J l+1 |g J l+1 (M −T l •) at a subset of the integer vectors. As long as only these coefficients are needed, e.g. for the orthonormalization utilizing Lemma 2.2, they can easily be obtained using the summation with respect to J T l+1 of the function g, which is analogously to Theorem 4.3 c) a function in C r (R).
Lemma 4.4.
For n ∈ N, J 1,n ∈ {J X , J Y , J D } n , and g = M c Proof. For l = n this is evident. For l = n − 1, n − 2, . . . , 0 we again apply induction over l and the fact, that the sum in
consists only of one point or a certain number of points of χ [− 
In case of a dyadic vector J 1,n , it is also possible to derive the corresponding wavelets. If we fix l ∈ {1, . . . , n}, we obtain, that the elements v l ∈ P(J T l )\{0} and w l ∈ P(J l )\{0} are uniquely determined due to | det
Proof.
a) Analogously to the coefficientsâ h from the proof of Theorem 4.3 a) we define for h ∈ G(M T l+1 ) the coefficientŝ
The statement a) follows using the same steps as in the proof of Theorem 4.3 a), replacing B J l+1,n byB J l+1,n and hence obtainingb h instead ofâ h in the calculations.
, from a) fulfill the requirements of Lemma 4.3 in [10] , more precisely the values
The presented construction of the scaling functions ϕ J l+1,n M l and wavelets ψ J l+1,n M l of de la Vallée Poussin type introduces a huge variety of periodic anisotropic MRAs: On the one hand the function g can be chosen with very less restrictions, especially it can be chosen arbitrarily smooth. Hence the scaling functions and wavelets are obtained by sampling an arbitrarily smooth function, e.g. by choosing box splines. The directional smoothness of g does construct a certain directional smoothness with respect to the parallelotope defined by M T l Q d on each level. On the other hand, the construction introduces the possibility to choose any matrix J l in the vector of scaling matrices. This extends the known Dirichlet case especially to the shear matrices, e.g. J + Y := 1 1 0 2 , but also any other integral regular matrix can be chosen. In the construction of the dyadic wavelets spanning the orthogonal complement, all matrices of determinant | det J l | = 2 are possible.
Taking a closer look at the coefficientsâ l,h andb l,h , that describe the two-scale relation for one level of the scaling function and the wavelet respectively, we see from (13) and (14), that both are obtained by sampling a certain sum of shifts of g. If g has finite support, these sums also have finite support. Moreover, these coefficients are obtained by sampling a function as smooth as g.
A small extension to this construction, that was omitted in order to keep the notation simple, is the possibility to also chose g for each level of the nested spaces seperately, i.e. to introduce admissible functions g 0 , . . . , g n to define the sum in each level. Then of course the functions B J l,k ,B J l,k have to be adapted, to use g l in the operator Φ J l (g l , B J l+1,n ). The coefficientsâ l,h andb l,h would each depend on g l and J l . N are shown in Figures 2 (c) -(e). In comparison to the wavelet of de la Vallée Poussin type in Figure 2 (e), a wavelet constructed by using g = χ Q d is shown in Figure 2 (f) . This corresponds to a wavelet of Dirichlet type, cf. Lemma 4.4, though for the original construction the shear matrix used in this example is 
A multiresolution analysis of de la Vallée Poussin type
While the construction from Section 4 introduces a huge variety of possibilities to choose g and the scaling matrices J l , l = 0, . . . , n, it introduces the necessity, that a scaling function
of de la Vallée Poussin type depends on all scaling matrices J l , the first ones J 1 , . . . , J l in a natural way, because they define M l , but also all following ones, i.e. J l+1 , . . . , J n . This section will introduce a third condition of g in order to reduce this dependency as far as possible.
For the one-dimensional case from Section 3, choosing the same function g is equivalent to setting α = β . Theorem 4.1.3 in [18] yields, that these functions constitute an MRA if and only if α ≤ For the multivariate case, we have at least to use ϕ .
picture where the effect of summation, i.e. g (J l ) compared to g itself, is visible for example in the two hatched regions. Here both "inner" functions inherit a support by applying the summation, that only depends on the next upper support. If the support is bigger, than at some point the most inner function would also inherit a certain support that the second inner function obtained from the outer most one by summation. Due to symmetry we restrict the following illustrations again to the first quadrant. For the rest of this section let g have the two further properties, that
where each g i : R → R, i = 1, . . . , d, is itself a function having the properties F1) and F2) from Definition 4.1 for d = 1. Then we need two auxiliary lemmata.
Lemma 5.2.
For J ∈ {J X , J Y } and an admissible function g : R 2 → C which also fulfills (15) and 
.
if and only if
Proof. Writing the operator on the left hand side of (16) we obtain
where both sums are absolutely summable and we may shift the first sum by any J T D y, y ∈ Z 2 , to obtain
Due to symmetry, the next steps are only described in the first quadrant, cf. Figures 4 (a) and (b), and we again omit the case J n−1 = J Y . Let J n−1 = J X , cf. Figure 4 (a) . The points r x = 1 2 − p,
Hence, we can apply Lemma 5.2 if the intersection of this area with g J X is empty. This area is shown in Figure 4 (a)) as the hatched area. If this intersection is empty, we obtain 
).
For p ≤ For this point q, we have de la Vallée Poussin type scaling function ϕ M -which of course depend on an admissible function g -, performing both the Fourier transform on arbitrary patterns P(M), and the wavelet decomposition for an arbitrary chain of de la Vallée Poussin type wavelets, and displaying the result.
We take a look at the sampling obtained from different matrices M 1 = 512 512 , we obtain an approximation f M k in this space, cf. [4] .
Using the wavelet transform, we obtain the lines of discontinuities of the third directional derivatives analogously to [1, Section 6.2] , where a similar box spline was examined with wavelets from the Dirichlet case. With the de la Vallée Poussin setting the lines do posses less artifacts and their amplitude is higher. While the first decomposition in the mentioned Section 6.2 of [1] was only able to detect both diagonals at the same time with the one level of decomposition, this example also demonstrates the ability to look at the diagonal lines separately. We see that orthogonal to v 1 lie all 12 parallel lines of discontinuities in the third directional derivative. They are obtained when looking at g N 1 ∈ V ψ 1 N 1 , see Figure 5 (e)). The only discontinuities of the third directional derivative along v 2 are the 24 singular points at the ends of the lines from the previous case. The corresponding function is shown in Figure 5 
Conclusion
In this paper, we examined a characterization of a periodic anisotropic multiresolution analysis {J k } k>0 , {V j } j≥0 in order to introduce and investigate multivariate scaling functions of de la Vallée Poussin type ϕ j that posses a certain decay in their Fourier coefficients. The decay is given by an admissible function g which can be chosen quite general. Especially for the one-dimensional case, certain functions g resemble the Dirichlet and Féjer kernel and all de la Vallée Poussin means. In the multivariate case, the Dirichlet kernels are also a special case of the presented construction.
With a set of regular matrices J 1 , . . . , J n , these scaling functions of de la Vallée Poussin type yield a finite sequence of nested shift-invariant spaces. For the dyadic case, i.e. where
