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1 | Contextualización y Alcance del
proyecto
1.1. Contexto y Justificación
En teoría de grafos, la centralidad es una medida sobre los vértices de un grafo que pretende
identificar la importancia relativa de un vértice respecto a los demás. Intuitivamente, en un grafo
estrella (un tipo de grafo formado por un vértice central y un conjunto periférico de vértices los
cuales tienen únicamente una arista, que conecta con el central) podríamos deducir que el vértice
central es el más importante dentro del grafo y adjudicarle acertadamente un valor de centralidad
elevado. Según la definición de importancia que se considere útil en cada caso, será conveniente
una medida de centralidad u otra, hecho que explica la diversidad de las mismas.
Las aplicaciones de esta medida son amplias: Desde la detección de actores importantes en
redes de regulación genética y otras redes biológicas [1] o como indicador para la detección de
posibles formaciones celulares cancerosas [2] hasta el análisis de la discusión de ideas políticas
en redes sociales como Facebook [3], pasando por el diseño urbanístico. [4]
El concepto de centralidad en teoría de grafos fue introducido por Bavelas en 1948 [5] y se
ha aplicado al estudio de redes sociales desde finales de los años 70 [6]. Es a este campo al que
dedicamos este proyecto. Una red social, en su definición más amplia, es simplemente un grafo
donde los nodos son individuos y las aristas entre ellos representan alguna relación en concreto,
por ejemplo profesional o de amistad. Coloquialmente, hoy en día cuando se habla de redes sociales
nos referimos a servicios informáticos que proveen un medio de comunicación social, como lo son
Facebook, Twitter o Instagram. Esta definición particular del término es relativamente reciente
y el impacto y relevancia de estos servicios en la sociedad es innegable, acentuado por el hecho de
que desde la introducción del smartphone, el acceso a los mismos se hizo posible desde cualquier
lugar y en cualquier momento. Dado que la popularidad y el uso de estas redes sociales es enorme
y va en aumento [7], también es vital estudiarlas y comprenderlas, así como desarrollar modelos
y herramientas para este fin.
Las medidas de centralidad clásicas, entre las cuales se incluyen la de grado (degree), de cer-
canía (closeness) o intermediación (betweenness), acostumbran a tener una utilidad limitada o un
coste computacional excesivo cuando son aplicadas al contexto de internet u otras redes de gran
tamaño, hecho por el cual fue necesario desarrollar medidas más eficientes. Un ejemplo es el pa-
gerank [8] de Google, usada por el motor de búsqueda para asignar relevancia a las páginas web
y determinar en que orden mostrar los resultados al usuario en respuesta a una búsqueda. La
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importancia de desarrollar algoritmos paralelizables entra en juego, ya que para poder asumir
la extensión de una red social como internet, Google necesita grandes cantidades de máquinas
trabajando en paralelo, en su caso usando técnicas basadas en MapReduce [9]. Esta es una consi-
deración que tenemos en cuenta durante el desarrollo de este proyecto.
Un elemento importante en el análisis de redes sociales es el estudio de la difusión de la in-
fluencia dentro de las mismas. Se pretende modelizar la manera en la que una idea se transmite
entre actores de la red, a menudo con el fin de maximizarla. En relación a esto mencionamos dos
modelos recientemente propuestos: el Independent Cascade Model [10] (ICM) y el Linear Thres-
hold Model [10] (LTM). Es posible usar estos modelos como base para una medida de centralidad,
en concreto, trataremos con el LTM, a partir del cual fue introducida recientemente una nueva
centralidad llamada Linear Threshold Rank [11] (LTR).
En el LTM se asigna un threshold (umbral) a cada nodo del grafo y un peso a cada arista.
Se declara un conjunto activador inicial, los nodos del cual podríamos decir que se consideran
activados o influenciados. A cada iteración, un nodo es activado si la suma de pesos de los arcos
que lo conectan con otros nodos activados es superior o igual a su umbral. El LTR se basa en esto
para asignar un valor de centralidad a cada nodo del grafo: para determinar la centralidad de
un nodo k, construimos un conjunto activador inicial A = {k}∪S donde S es un conjunto de nodos
concreto (por ejemplo, los vecinos de k). Partiendo de este conjunto activador inicial, simulamos
la propagación de la influencia con el modelo LTM y asignamos como valor de centralidad a k, el
número de nodos que han sido activados dividido entre el número total de nodos de la red. En [12]
se trata la cuestión de la selección del conjunto activador inicial, y se proponen nuevos métodos
de seleccionarlo, principalmente usando únicamente los vecinos apuntados por k (Forward Linear
Threshold ). A este trabajo se le añade la investigación realizada en [13], que propone otras
formas de definir el conjunto inicial y analiza su impacto en una amplia gama de redes sociales,
además de proponer una variante sobre el LTM.
El objetivo que nos proponemos es continuar y expandir el estudio realizado en el trabajo
anterior, proporcionando un enfoque distinto mediante el cual analizaremos las redes tratadas
anteriormente explorando el comportamiento del Forward Linear Threshold Rank (FLTR) bajo
diferentes criterios de la definición de la resistencia a recibir influencia. Mientras que anterior-
mente los umbrales se definían como una mayoría simple, nosotros estudiaremos el caso de pesos
aleatorios y otros criterios basados en la topología de la red o del vecindario, además de introducir
nuevos criterios.
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1.1.1. Actores implicados
Este estudio es llevado a cabo por Alejandro Domínguez Besserer bajo la supervisión de la
profesora María José Serna Iglesias del departamento de Ciencias de la Computación de la Uni-
versitat Politècnica de Catalunya como proyecto de fin de grado. Se concibe como un estudio ex-
perimental con el fin de extraer conclusiones útiles de los resultados y ser usado como elemento
de apoyo en otros estudios del mismo campo. Se considera que es beneficiaria principal de este
estudio la Academia además de los individuos u organizaciones para los cuales resulte favorable
una comprensión más profunda de los mecanismos por los cuales se propaga la influencia en redes
sociales, o precisen del uso del LTR como medida de centralidad. En concreto, estos experimentos
son útiles para los investigadores de la UPC que están desarrollando este campo, cuyo trabajo
citamos en el apartado siguiente.
1.2. Justificación
1.2.1. Estado del arte
Existe una gran cantidad de estudios relativos a la centralidad en redes sociales, sin embar-
go, los estudios dedicados a analizar la difusión de la influencia no son tan numerosos, y están
principalmente basados en el modelo ICM. Este modelo ha sido usado como herramienta para
resolver el problema de maximizar la propagación de la influencia en redes sociales, el cual se ha
demostrado que pertenece a la clase NP-Hard [10]. Existe una aproximación que utiliza la cen-
tralidad Independent Cascade Rank (ICR) y da comparativamente buenos resultados respecto a
otras medidas [14].
El trabajo de investigación relativo al modelo LTM es menos abundante, no obstante, desde
la introducción reciente del LTR [11], que se basa en este modelo, han surgido varios estudios
dedicados a explorar esta medida de centralidad. Entre ellos están los dos estudios antecesores de
este: [12] y [13], y se ha publicado recientemente un artículo que experimenta brevemente entre
otras cosas con la variación del factor de influenciabilidad f de los actores de la red [15].
1.2.2. Nuestro proyecto
Considerando la descripción anterior, nuestro trabajo encaja como el paso siguiente para com-
prender el comportamiento del FLTR bajo nuevos criterios de definición de la resistencia a recibir
influencia. En [13] se utiliza mayoría simple, nosotros estudiaremos los casos que describimos
brevemente en la sección 1.3, que aun no han sido considerados en ningún estudio previo. Se de-
ben por tanto diseñar nuevos experimentos para ello. Aportaremos también nuevas redes sociales
no estudiadas para expandir la base de redes usada anteriormente.
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1.3. Alcance
1.3.1. Objetivos
Nuestro objetivo es continuar la línea de investigación descrita en el estado del arte con-
centrándonos en los efectos que puedan tener diferentes definiciones de f sobre el FLTR. Para
ello, partiremos del código C++ usado en [13], y lo modificaremos y extenderemos para establecer
diferentes criterios para asignar la resistencia a recibir influencia de los actores de la red. Reali-
zaremos experimentos sobre las redes tratadas en [11] y [13] con estos nuevos criterios. También
introduciremos nuevas redes sociales no consideradas para ampliar el conjunto de redes base
utilizadas para validar estudios sobre el LTR.
Respecto al estudio del umbral, distinguiremos inicialmente tres tipos de posibilidades: los
umbrales uniformes, como lo es el estudiado hasta el momento, que se define como mayoría simple
al fijarlo en 12 . Nosotros exploraremos los casos de seleccionar diferentes valores pertenecientes a
[0,1]. Umbrales aleatorios, para la especificación de los cuales cada nodo podría ser independien-
temente asignado un umbral en [0,1]. Por último, umbrales no uniformes: usaremos, por ejemplo,
otra medida de centralidad como betweenness o el pagerank una vez normalizadas, o incluso
redefinir el umbral con los propios valores obtenidos del LTR.
1.3.2. Obstáculos y Riesgos
El tiempo de ejecución en redes sociales de gran extensión puede resultar prohibitivo . Aunque
en [13] se logró reducir significativamente el tiempo de ejecución respecto a las pruebas realizadas
en [11] y [12], este elemento sigue siendo una consideración ya que las modificaciones y adiciones
que realizaremos añadirán complejidad computacional al problema, y debemos asegurarnos de
mantener la eficiencia temporal del programa. Otro punto de riesgo es el uso del cluster rdlab
proporcionado por el departamento de Computación, cuya potencia de cálculo usaremos para pro-
cesar nuestros experimentos. Siendo un entorno de ejecución compartido una alta ocupación del
mismo podría llegar a implicar retrasos en el proyecto.
1.4. Metodología y Rigor
Se producirá semanalmente una reunión entre investigador y director para revisar y discutir
los resultados experimentales, además de ratificar el progreso adecuado del proyecto y acordar la
dirección que se debe tomar para asegurar la consecución de los objetivos. Así pues nos planteamos
una metodología inductiva iterativa: realizaremos sucesivos experimentos sobre el efecto de la
definición de la influencia en el FLTR con el fin de extraer patrones o regularidades que nos
permitan sacar nuevas conclusiones.
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1.4.1. Herramientas de trabajo
Partimos de un código escrito en C++ que usa la librería OpenMP para abordar las cuestiones
de paralelismo mencionadas anteriormente, por lo tanto, son estas las herramientas de software
que usaremos en este trabajo también. Se utilizará Python para el análisis de los resultados
obtenidos.
1.4.2. Herramientas de seguimiento
Quedará constancia documentada del estado del proyecto en cada una de sus fases mediante
el uso de la plataforma de control de versiones GitLab.
1.4.3. Métodos de validación
Dependiendo de los resultados obtenidos esperamos ampliar el conjunto de experimentos a fin
de entender mejor las diferencias en los diversos criterios de asignación de umbrales de influencia.
Adicionalmente, prevemos introducir nuevos criterios para comparar medidas de centralidad.
2 | Planificación Temporal
El proyecto empezó el día 16 de septiembre, con fecha de finalización el día 16 de enero,
constando de un total de cuatro meses. Se prevé la realización de la lectura entre los días 23 y 29 de
enero de 2020. Se estima una dedicación diaria de aproximadamente cinco horas de trabajo, para
un total de 490 horas. A continuación exponemos las tareas a realizar en orden de precedencia.
2.1. Descripción de las tareas
2.1.1. Gestión del proyecto
En este apartado se incluye la elaboración de documentación, la definición del alcance y los
objetivos, la realización del presupuesto, el informe de sostenibilidad y la propia planificación del
proyecto. Se realizarán además reuniones semanales para verificar el cumplimiento de las metas
definidas y acordar los pasos a seguir para la consecución de las mismas. Esta tarea se realiza
durante el transcurso de todo el proyecto y paralelamente a las demás, aunque hay periodos en
los que se exige una dedicación especial a la documentación del trabajo.
2.1.2. Familiarización con las herramientas de trabajo
Disponemos del código usado en [13] como base sobre la cual extender y modificar para rea-
lizar los experimentos pertinentes a nuestro objeto de estudio. La comprensión de éste código en
suficiente profundidad como para modificarlo correctamente no es una tarea despreciable, dado
que el código carece de documentación o una ordenación evidente, además de ser relativamente
extenso. Usaremos el entorno de alta capacidad computacional rdlab para la ejecución de estos
experimentos, ya que reducirá muy considerablemente el tiempo necesario para la realización de
los mismos considerando la gran extensión de las redes sobre las que se realizarán las pruebas.
Las particularidades y el modo de trabajo de este entorno requieren aprendizaje y una pequeña
adaptación de nuestro sistema para trabajar desde fuera de la universidad.
2.1.3. Programación de nuevos experimentos
Programaremos en C++ los distintos criterios de definición del umbral de resistencia a recibir
influencia, y con el uso de la librería OpenMP nos aseguraremos de cumplir los requisitos de
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paralelización para mantener el tiempo de ejecución a un nivel razonable. Realizaremos diversos
experimentos en las categorías de umbrales uniformes, aleatorios y no uniformes mencionados
anteriormente, y posiblemente se añadan nuevos criterios durante el transcurso del proyecto.
También prevemos comparar medidas de centralidad existentes bajo nuevas consideraciones. La
programación se dividirá principalmente en tres fases: las correspondientes a los tres tipos de
experimentos sobre el umbral que hemos descrito.
2.1.4. Análisis de los resultados
Una vez obtenidos los resultados de los experimentos, surge la tarea de ordenar los datos
adecuadamente, extraer los parámetros estadísticos que consideremos relevantes, determinar qué
deducciones se pueden obtener y realizar comparaciones con los obtenidos en estudios anteriores.
Para ello, utilizaremos las herramientas de Python y R, y finalmente expondremos los datos de
manera comprensible con el uso de tablas. Habrá una fase de análisis correspondiente a cada fase
de experimentación.
2.1.5. Introducción de nuevas redes sociales e investigación
Otro objetivo que nos proponemos es expandir la base de redes sociales sobre las cuales se
ha experimentado en los estudios precedentes. Tras analizar los resultados sobre las primeras
redes, repetiremos el proceso sobre un nuevo conjunto que introduciremos. Para ello recogeremos
redes sociales de distintas fuentes y las transformaremos a un formato estándar para que sean
tratables por nuestro programa. También incluimos en este apartado la investigación y el estudio
de trabajos previos que hemos realizado.
2.1.6. Recursos humanos
La integridad del trabajo será realizada bajo la tutela y supervisión del director del proyecto.
Intervienen en la realización los roles de investigador, analista de datos y programador, y se
encargarán respectivamente de las tareas indicadas a continuación.
Tarea Rol Tiempo Estimado (h)
Gestión del proyecto Investigador 90
Familiarización con las herramientas Programador 30
Programación de experimentos Programador 160
Análisis de resultados Analista de datos 160
Introducción de nuevas redes e investigación Investigador 50
Cuadro 2.1: Recursos humanos utilizados
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2.1.7. Recursos materiales
Hardware
– Cluster rdlab: HP ProLiant DL380p server 2x Intel(R) Xeon(R) E5-2660
– Lenovo ThinkPad 13 Intel Core i5 7200U - 8GB DDR3 - SSD 256GB
Software
– C++
– OpenMP
– R
– Python
– SublimeText
– RStudio
– Git
– Latex
2.1.8. Resumen de las tareas
Las tareas anteriormente descritas han sido expuestas en orden de precedencia, sin embargo,
se debe tener en cuenta que el proceso de experimentación y análisis acostumbra a ser iterativo.
Esto quiere decir que tras un periodo de experimentación y observación de los resultados obte-
nidos, estos mismos pueden propugnar otra fase de experimentación con nuevos parámetros, o
puede surgir una nueva consideración que merezca ser estudiada.
Código Tarea
T0 Gestión del proyecto
T1 Familiarización con las herramientas
T2 Programación de experimentos
T3 Análisis de resultados 1
T4 Introducción de nuevas redes e investigación
T5 Programación de experimentos 2
T6 Análisis de resultados 2
T7 Programación de experimentos 3
T8 Análisis de resultados 3
Precedencia: T1<T2<T3<T4<T5<T6<T7<T8
Cuadro 2.2: Resumen de tareas
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2.2. Estimaciones
En la tabla a continuación podemos ver el número estimado de horas que corresponderían a
cada una de las tareas a realizar.
Código Tarea Tiempo Estimado (h)
T0 Gestión del proyecto 90
T1 Familiarización con las herramientas 30
T2 Programación de experimentos 1 50
T3 Análisis de resultados 1 50
T4 Introducción de nuevas redes e investigación 50
T5 Programación de experimentos 2 50
T6 Análisis de resultados 2 50
T7 Programación de experimentos 3 60
T8 Análisis de resultados 3 60
- Total 490
Cuadro 2.3: Tiempo estimado de cada tarea
2.2.1. Diagrama de Gantt
La gestión del proyecto es una tarea intermitente, ya que será necesario atenderla según
necesidad durante todo el transcurso del mismo, pero especialmente durante los 3 periodos que
hemos señalado. Estos corresponden a las fases inicial, de seguimiento y final del proyecto, dónde
será más intensa la elaboración de documentación y otros elementos paralelos al contenido en sí
del trabajo, para cumplir correctamente con las entregas que debemos realizar.
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Gestión
T0
Estudio
Familiarización (T1)
Programación 1 (T2)
Análisis 1(T3)
Introducción de redes e investigación (T4)
Programación 2(T5)
Análisis 2 (T6)
Programación 3 (T7)
Análisis 3 (T8)
Entrega
Figura 2.1: Diagrama de las fases del proyecto
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2.3. Gestión del riesgo
La indisponibilidad del cluster rdlab puede ser, como ya hemos mencionado, un obstáculo
para finalizar el proyecto en el tiempo fijado. Es poco probable que se dé el caso de haber una
ocupación de los nodos del cluster excesivamente alta durante un periodo prolongado de tiempo,
sin embargo, si ocurriese, podríamos recortar el conjunto de redes sociales sobre el cual experi-
mentaremos, eliminando las redes mas grandes y substituyéndolas por otras mas pequeñas con
características similares. En el peor de los casos en el que fuera necesario sustituir varias redes,
el trabajo de encontrar las adecuadas y adaptarlas para el proyecto nos podría llegar a retrasar
hasta 30 horas. Hemos definido el tiempo de la tarea T2 con cierta holgura por tener este riesgo
en cuenta. No obstante, si fuese imprescindible, reduciríamos el alcance de la tarea T4 (dedicando
menos tiempo a investigar nuevas redes) e intentaríamos que las redes introducidas de substi-
tución fueran redes aun no consideradas en experimentos anteriores, y por tanto nos sirvieran
también para la tarea de introducción de redes nuevas.
En la tarea T1 de familiarización con las herramientas de trabajo y especialmente con el
entorno rdlab pueden surgir imprevistos. Ya ha ocurrido que debido a las medidas de seguridad
del cluster hemos tenido problemas con la transferencia de ficheros desde una red externa hacia
el mismo. Este problema ha incurrido más tiempo del esperado, pero ya se preveía la posibilidad
de un obstáculo de este tipo y se ha asignado a la tarea T1 una cantidad de horas prudente.
La indisponibilidad del cluster provocó un retraso de hasta tres días durante la segunda fa-
se de experimentos, sin embargo, no fue un retraso suficiente como para afectar las fechas de la
planificación, y se aprovechó para detallar la memoria en ese tiempo. Para la obtención de corre-
laciones entre rankings de diferentes centralidades fue necesario calcularlas nuevamente para
las nuevas redes introducidas, ya que los rankings para el resto de redes los recibimos de [13].
Subestimar el tiempo de computación necesario provocó que el cluster donde se realizan los ex-
perimentos terminara su ejecución antes de que finalizaran, aplazando una semana la obtención
de resultados. Este hecho nos obligó a desarrollar en paralelo este experimento con parte de los
experimentos realizados sobre umbrales determinados por otras centralidades (Capítulo 10.4) du-
rante esa semana, para no perder ese periodo de tiempo esperando resultados. Avanzando otras
tareas durante estos imprevistos conseguimos que no hubieran retrasos en el proyecto.
3 | Presupuesto y Sostenibilidad
3.1. Identificación de costes
Exponemos a continuación un desglose de los costes del proyecto por apartados. Todos los
costes indicados incluyen impuestos.
3.1.1. Recursos Humanos
Como ya hemos descrito antes, son tres los roles que se llevan a cabo durante el proyecto:
investigador, analista de datos y programador. Tomaremos como referencia para el sueldo del
investigador la asignación de 7.32C la hora, que es el importe retribuido en la beca para la ayuda
a la contratación de personal investigador novel (FI-2019). Tanto para el analista de datos como
para el programador, el rango de sueldos iniciales depende de muchos factores y puede variar
considerablemente según la región, ciudad o empresa donde se trabaje. Una media razonable en
Cataluña para un programador junior serían 21.500C anuales, o de aproximadamente 10.34C
por hora [16]. El rol de analista de datos se encuentra en creciente demanda y podemos asumir
un sueldo ligeramente más alto de 25.000C anuales, o 12.02C la hora [17].
Tarea Rol Tiempo Estimado (h) Coste
Gestión del proyecto Investigador 90 658.8C
Familiarización con las herramientas Programador 30 310.2C
Programación de experimentos Programador 160 1654.4C
Análisis de resultados Analista de datos 160 1923.2C
Introducción de nuevas redes Investigador 50 366C
Subtotal - 490 4912.6C
Coste de Seguridad Social - - 1719.41C
Total - 490 6632.01C
Cuadro 3.1: Costes de personal por actividad
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3.1.2. Costes de hardware
Utilizamos un ordenador portátil Lenovo Thinkpad 13 ya adquirido anteriormente por el
importe de 550C. La parte proporcional del coste de nuestro proyecto es la amortización en horas
laborables que corresponden al periodo en el que se ha realizado. Concretamente, suponiendo 251
días laborables al año y 8 horas de trabajo al día, el resultado es el obtenido mediante la fórmula
siguiente:
Coste_de_adquisición
V ida_útil×251×8 ×Horas_Proyecto
El coste del hardware utilizado queda expresado en la tabla a continuación.
Producto Coste de adquisición Vida útil Amortización
Lenovo Thinkpad 13 550C 4 años 33.55C
Total 550C - 33.55C
Cuadro 3.2: Costes de hardware
3.1.3. Costes de software
El proyecto utiliza herramientas de software gratuitas en su integridad.
Producto Coste
Compilador GCC para C++ 0C
RStudio 0C
Sublime Text 0C
Python3 0C
Git + Github 0C
Editor de Latex Overleaf 0C
Total 0C
Cuadro 3.3: Costes de software
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3.1.4. Costes generales
Tomando como referencia los precios de la luz y de internet en España a día de hoy estimamos
los siguientes costes:
Concepto Coste
Electricidad 2.72C
Desplazamiento 20C
Material 10C
Uso del cluster rdlab 80C
Internet (Fibra Óptica 100mb) 30C
Total 142.72C
Cuadro 3.4: Costes generales
Para determinar el consumo de electricidad consideramos que el ordenador utilizado requie-
re aproximadamente 50.6Wh cuando está en uso, y será utilizado durante todas las tareas del
proyecto. Sin embargo, este es el único coste energético que tenemos.
Respecto al coste del uso del cluster rdlab, hemos supuesto que en el peor de los casos se
usaría durante toda la fase de experimentación. Realmente no es probable que tengamos experi-
mentos ejecutándose continuamente durante todo ese periodo, pero es difícil estimar con exactitud
cuanto tiempo será necesario para realizar todas las pruebas. El precio del uso por hora es de 0.5C.
3.1.5. Contingencias e imprevistos
Contingencia
A la totalidad de los costes de las partidas anteriormente descritas sumaremos un margen de
contingencia del 10% considerando que el desglose del presupuesto se ha hecho de forma razona-
blemente detallada.
Imprevistos
La falta de disponibilidad del cluster para realizar nuestros experimentos es el principal
riesgo que corremos. Aun así, es relativamente improbable que la ocupación del mismo sea tan
alta como para retrasarnos, y fijaremos la probabilidad de que suceda en un 5%. En el peor de
los casos, como ya hemos explicado, podría llegar a ralentizar el proyecto 30 horas. Respecto a los
imprevistos en la propia utilización de las herramientas del cluster hemos comprobado que no es
extraño que sucedan problemas técnicos que requieran asistencia por parte del equipo encargado
del rdlab. Estimamos que es posible un retraso de 15h con probabilidad del 50%. En la tabla
siguiente indicamos qué tareas se verían afectadas y su coste asumiendo el riesgo.
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Tarea Tiempo Estimado (h) Coste Coste con riesgo
Programación de Experimentos 30 310.2C 15.51C
Familiarización con las herramientas 15 155.1C 77.55C
Total 45 465.3C 93.06C
Cuadro 3.5: Costes imprevistos
3.1.6. Coste final
Teniendo en cuenta contingencias e imprevistos, el coste final estimado es el siguiente:
Concepto Coste
Recursos Humanos 6632.01C
Costes Indirectos 33.55C
Costes Generales 142.72C
Subtotal 6808.28C
Contingencia (10%) 680.82C
Imprevistos 93.06C
Total 7582.17C
Cuadro 3.6: Coste final
3.2. Control de Costes
Para controlar las desviaciones que puedan ocurrir en el presupuesto durante el transcurso
del proyecto, calcularemos el coste real asumido al final de cada tarea, añadiendo los recursos
adicionales utilizados y los posibles nuevos imprevistos que hayan podido surgir. Para calcular
la desviación, compararemos estos números con los estimados en el presupuesto inicial siguiendo
las formulas a continuación.
Desvío de costes= (Ce−Cr)×Hr
Desvío en eficiencia= (He−Hr)×Ce
Donde:
– Ce =Coste estimado
– Cr =Coste real
– He =Horas estimadas
– Hr =Horas reales
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3.3. Informe de Sostenibilidad
3.3.1. Autoevaluación
Una vez realizado el cuestionario de autoevaluación me doy cuenta de que tengo una idea
muy general de la mayoría de los conceptos relacionados con la sostenibilidad, pero muy poco
conocimiento concreto. Es difícil contestar a las preguntas que tratan de mi experiencia en pro-
yectos anteriores ya que el único proyecto en el cual he tenido potestad de decisión hasta la fecha
es este mismo. Estoy concienciado en general sobre los efectos medioambientales y sociales pro-
ducidos por el desarrollo de la industria TIC, y por qué debemos procurar que ésta sea sostenible.
Sin embargo, me faltan en parte las herramientas y los conocimientos específicos para medir con
precisión el impacto de mis proyectos en las tres áreas de sostenibilidad que se mencionan.
Aunque estoy familiarizado con los conceptos de justicia social, equidad y diversidad, no logro
ver como se aplican a proyectos como este. Sin embargo, veo claramente como se aplican en otros
ámbitos de las TIC. La magnitud del impacto social de las TIC es evidente, no obstante, es muy
complicado adquirir un conocimiento holístico de este ámbito ya que todos los efectos sobre la so-
ciedad del desarrollo de las TIC, que se encuentra en continua aceleración, son en muchos casos
imprevisibles o tardan en manifestarse. Como ejemplo de esto podríamos mencionar la introduc-
ción de internet o del smartphone. O cómo la explotación de recursos para la fabricación masiva
de productos TIC ha afectado las sociedades donde estos recursos son extraídos.
Cuando se habla en el cuestionario de introducir indicadores para medir el cómo los proyectos
TIC influyen sobre el bien común de la sociedad, reconozco que no sé de ningún indicador objetivo
sobre un concepto básicamente subjetivo. Existen una serie de indicadores que dan indicios sobre
la salud de las personas de una sociedad, sobre igualdad económica, sobre índices de desempleo,
precariedad, etc. Aunque este tipo de medidas correspondan a cosas que consideramos valiosas
o deseables en la sociedad, no son necesariamente indicadores del bien común bajo todas las
definiciones del concepto. Para determinar medidores sobre el grado en el que el bien común
esta siendo alcanzado deberíamos definir con precisión a lo que nos referimos con bien común. El
problema de esto es que nos daríamos cuenta, si somos prudentes, de que no existe una definición
única cuando atendemos al detalle, y el concepto de bien común es útil sólo en cuanto permanece
nebuloso. Todo el mundo posee una idea intuitiva del bien común con la que se puede identificar,
es el bien que no es sólo del individuo sino de la totalidad de la comunidad: lo que constituye
concretamente ese bien es tema de debate filosófico y político, e introducir un indicador objetivo
requeriría una definición concreta y objetiva.
Atendiendo lo anterior, sí, intento orientar el impacto de mi actividad profesional y académica
al bien común. En el ámbito económico, tengo una idea general de como valorar la viabilidad de
un proyecto y cómo este campo esta directamente relacionado con el impacto ambiental y social.
Conozco la estructura de costes de un proyecto y cómo realizar un presupuesto. Este proyecto
queda totalmente enmarcado dentro de la definición de trabajo colaborativo ya que se sitúa en el
marco de la investigación académica y se nutre de investigaciones previas publicadas a libre dis-
posición y es realizado puramente con fines colaborativos. Sobre la deontología o ética profesional
estoy ligeramente familiarizado con su aplicación a cuestiones ambientales y económicas pero no
conozco sus implicaciones sobre la sociedad en conjunto, mas allá de preservar un entorno laboral
conducente al bienestar de los trabajadores.
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3.3.2. Impacto económico
Respecto a la "puesta en producción"del proyecto, hemos estimado un coste total de 7582.17C,
que consideramos razonable y suficientemente preciso, teniendo en cuenta la duración del proyec-
to y los recursos que intervienen en su realización. Actualmente los proyectos que hemos mencio-
nado en el estado del arte se realizan en el ámbito de la investigación académica y se financian
con dinero público asignado para este fin a la universidad, principalmente la UPC. Respecto a
estos otros proyectos que han seguido esta línea de investigación, nuestro proyecto es proporcio-
nalmente a la cantidad de recursos utilizados, más caro que los demás, ya que al programador y
al analista de datos se les retribuirán sueldos medios de la industria, que son más altos que las
dotaciones para la investigación.
3.3.3. Impacto ambiental
Para medir el impacto ambiental debemos calcular el consumo energético de nuestra prin-
cipal herramienta de trabajo: el portátil Lenovo Thinkpad 13. Su consumo cuando en activo es
de 50.6Wh, y será utilizado durante las 490 horas que hemos estimado para la realización del
proyecto, para un total de 24.794 KW. Como se puede ver, es un consumo muy bajo para el uso
que se da de el portátil, y por lo tanto es considerado una opción muy eficiente y respetuosa con
el medio ambiente. Utilizar un ordenador de sobremesa fácilmente multiplicaría el consumo por
5. Además, no ha sido necesario para la ejecución del proyecto adquirir ningún recurso hardware
nuevo, se han aprovechado herramientas previamente adquiridas. También usaremos el cluster
rdlab del departamento de computación, donde ejecutaremos los experimentos sobre las redes
más grandes, cuya potencia computacional permite que experimentos que tardarían horas o días
tarden meramente segundos o minutos. Esto supone un ahorro energético ya que aunque el clus-
ter en su totalidad tenga un consumo muy grande, el uso proporcional que hacemos de él es casi
insignificante.
Respecto a las soluciones anteriores, priorizamos la eficiencia computacional de manera que
reducimos el consumo energético total, y utilizamos un único ordenador portátil minimizando el
consumo respecto a ordenadores energética-mente más exigentes.
3.3.4. Impacto Social
A nivel personal este proyecto aporta conocimientos muy relevantes en el campo del Data
Science, además de la programación consciente de la eficiencia y los recursos disponibles, y se
educa en nociones de estadística y de teoría de grafos. A su vez se aportan conceptos de gestión y
creación de proyectos y el trabajo colaborativo.
Desde el punto de vista social abordamos este proyecto del mismo modo que se aborda en
otros proyectos que son estado del arte en este campo: la investigación con fines colaborativos.
Nuestra aportación es de utilidad para el conjunto de la sociedad en cuanto nos permite conocer
más profundamente los mecanismos por los cuales se difunde la influencia por las redes sociales,
cada vez mas importantes en la sociedad actual. Existe una necesidad de este estudio ya que
realizamos experimentos sobre el umbral de influencia nunca antes considerados y añadimos
redes sociales aún no estudiadas, que servirán para informar futuros estudios sobre el LTR.
4 | Conceptos y Definiciones
4.1. Linear Threshold Model
El Linear Threshold Model (LTM) es un modelo de la difusión de la influencia en redes socia-
les. Este modelo nos permite estudiar como, por ejemplo, se difunde una idea u opinión a través
de una red social, o modelizar el impacto de una campaña publicitaria. Su funcionamiento es el
siguiente: inicialmente, asignamos a cada actor o nodo de la red social un umbral (threshold) que
representa su capacidad de resistencia a recibir influencia, y a cada relación o arista asignamos
un peso que representa la capacidad que tiene ese vínculo de transmitir influencia. El algoritmo
requiere la determinación de un conjunto activador inicial: un conjunto de actores que se declara
inicialmente influenciado. Después, a cada paso del algoritmo, el conjunto de nodos activados in-
fluirán a sus vecinos si la influencia entrante supera el umbral de resistencia, expandiendo este
conjunto hasta que alcanza un estado de estabilidad y no puedan verse influenciados más actores.
En este modelo determinista se representa una red social como un grafo dirigido, donde cada
arco tiene un peso wi j que refiere la capacidad del nodo i de influenciar al nodo j con fuerza w,
y cada nodo tiene asociado un valor u de umbral que indica la resistencia a recibir influencia
del mismo. A este tipo de grafo lo llamaremos grafo de influencia, y se define formalmente de la
siguiente manera [11]:
Definición 1. Un grafo de influencia es una tupla (G,w, f ), donde G = (V ,E) es un grafo dirigido
formado por un conjunto de actores V y un conjunto de arcos E. w : E→N es una función de pon-
deración que asigna un peso a cada arco, y f : V →N es una función de etiquetado que cuantifica
cuán influenciable es un actor. Un actor i ∈ V ejerce influencia sobre otro actor j ∈ V si y solo si
(i, j) ∈E.
El proceso del LTM sigue una estructura iterativa: dado un grafo de influencia (G,w, f ) y un
conjunto de activación inicial X ⊆V , definimos Ft(X )⊆V como el conjunto de nodos activados en
la iteración t. En el estado inicial t = 0, solo el conjunto X está activado, y por tanto F0(X ) = X .
Un nodo cualquiera i será activado en la iteración t+1 si y solo si se cumple que:∑
j∈Ft(X )
w ji ≥ f (i)
Es decir, un actor i es activado si y solo si, la suma de los pesos de los arcos que van desde nodos
previamente activados a i supera o iguala el umbral de resistencia f (i). El algoritmo termina, como
ya hemos comentado, cuando una nueva iteración no activa ningún actor adicional, y se conoce
como expansión de la influencia. Queda definido a continuación, según fue formulado en [11].
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t= 0 t= 1
t= 2 t= 3
Figura 4.1: Ejemplo de expansión de influencia en el LTM.
Definición 2. Sea (G,w, f ) un grafo de influencia, la expansión de influencia de X es
F(X )=
k⋃
t=0
Ft(X )= F0(X )∪ ...∪Fk(X )
donde:
– k=min{t ∈N|Ft(X )= Ft+1(X )}≤ n.
– El valor t denota el nivel de expansión de X . Obsérvese que t≤ n.
En la figura 4.1 exponemos un ejemplo sencillo de la expansión de influencia. El conjunto
inicial activador es en este caso X = {a}. Vemos en la figura que F({a})0 = {a}, en el primer paso
del algoritmo se expande la influencia de tal manera que F({a})1 = {c,b}, en el segundo tenemos
que F({a})2 = {d}, y finalmente en el tercer paso se activan los nodos restantes: F({a})3 = {e, f }.
Por lo tanto, decimos que la expansión de la influencia de {a} en la red ilustrada en la figura
4.1 es F({a}) = F({a})0 ∪F({a})1 ∪F({a})2 ∪F({a})3 = {a,b, c,d, e, f }. Nótese que F es una función
monótona y computable en tiempo polinómico para cualquier conjunto de actores X . Siendo su
coste computacional asintótico en el peor caso O(n), podemos obtener la expansión de la influencia
de todos los actores de una red en O(n2).
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Figura 4.2: Asignación del LTR
4.2. Linear Threshold Rank
Basándose en el LTM descrito anteriormente, en [11] se propuso una nueva medida de cen-
tralidad para redes sociales llamada Linear Threshold Rank (LTR). Esta medida asigna un nivel
de importancia entre 0 y 1 a cada actor de la red basado en su capacidad, junto con sus actores
vecinos, para ejercer influencia según el modelo LTM. Se define de la siguiente manera:
Definición 3. Sea (G,w, f ) un grafo de influencia, con G = (V ,E), n= |V |, y i ∈V un actor. Deno-
tamos el Linear Threshold Rank de i por LTR(i), y es dado por
LTR(i)= |F({i}∪N(i))|
n
donde:
– N(i)= { j ∈V |(i, j) ∈E∨ ( j, i) ∈E} son los vecinos del actor i.
Es decir, el LTR de un actor i de la red es el número de actores que son influenciados mediante
el algoritmo de expansión de influencia del LTM, seleccionando como conjunto activador inicial i
y sus vecinos, y dividido entre el número total de actores de la red. Para la red mostrada en la
figura 4.1, los valores del LTR correspondientes pueden verse en la figura 4.2:
La cuestión de cómo seleccionar el conjunto N(i) ha sido estudiada en [15], [12] y [13] .
En [12] se introdujo una variante llamada Discounted Linear Threshold Rank (LTRλ), que
quería incorporar el tiempo de activación en la medida de centralidad, es decir, añadir una pon-
deración al FLTR de un actor dado según el nivel de expansión que este ha asumido en la ter-
minación del algoritmo. Así, podríamos valorar más los actores que expanden su influencia en
un tiempo menor. También se introdujo una variante sobre el LTM: el Fading Linear Threshold
Model (FLTM), que pretendía modelizar una expansión de la influencia que decae en el tiempo,
donde a cada iteración del algoritmo se endurecía la condición para activar los nodos siguientes
según una constante γ ∈ [0,1]. Del estudio del LTRλ se concluyó que producía resultados similares
al LTR, pero se demostró que tenía utilidad para distinguir actores con valores del LTR empata-
dos. Tampoco se observó una diferencia significativa entre los resultados obtenidos del FLTM y el
LTM, pero el primero implicó una reducción del coste computacional del original.
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En [13] se estudiaron criterios para la selección del conjunto inicial relativos a la dirección
de las relaciones. Considerando por ejemplo sólo los vecinos sucesores o sólo los antecesores de i.
Se comprobó que el ranking producto de la elección de los antecesores, llamada Backward Linear
Threshold Rank (BWLTR) tenía muy pocas diferencias con el caso de seleccionar todos los vecinos,
además de ser contrario a la intuición, ya que se expande la influencia en sentido contrario a las
relaciones entre actores de la red. Nos ocupa en este trabajo el Forward Linear Threshold Rank
(FWLTR o FLTR), que describimos en el apartado siguiente. Se estudió el comportamiento del
FLTM introducido en [12], y se introdujo el Bounded Linear Threshold Model (BLTM), donde
el algoritmo está limitado a un cierto número de iteraciones por una constante p, y por tanto
un actor cualquiera podrá como máximo influenciar a sus vecinos a distancia p. En el FLTM se
comprobó que para muchos valores de γ se comportaba prácticamente igual que el LTM, hecho
que se daba análogamente en el BLTM para distintos valores de p. De esto se dedujo que en
general los actores de una red no eran capaces de difundir su influencia a niveles de expansión
elevados, y las restricciones impuestas por los nuevos modelos provocaban escasas diferencias.
Sin embargo, veremos en este estudio que bajo diferentes criterios de asignación de los umbrales,
en la mayoría de redes es posible expandir la influencia a una gran proporción de actores de la red
cuando el conjunto inicial activador esta formado por muy pocos individuos con grandes valores
de centralidad que ejercen la influencia conjuntamente.
En [15], se estudió el caso de elegir los vecinos a distancia ≤ k de i, donde se vio que aumentar
la distancia producía valores del ranking mas distinguibles entre sí hasta cierto punto entre k= 4
y k= 6, para las redes consideradas en ese experimento.
A diferencia de los anteriores, que sólo consideraron la mayoría simple (0.5) como umbral, se
experimentó con umbrales aleatorios y las llamadas influencia mínima y máxima, que implican
respectivamente requerir que para activar un actor x cualquiera esté activado al menos un ve-
cino suyo, o la totalidad del conjunto de vecinos de x. Para todos esos umbrales se observó una
correlación entre el nivel de vecinos seleccionados en el conjunto inicial y la cantidad de nodos in-
fluenciados, y en todos se observó la acentuación de las diferencias entre los LTR asignados entre
4 y 6 niveles de vecinos. En ese estudio preliminar se consideraron sólo dos redes sociales.
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Figura 4.3: FLTR Figura 4.4: LTR
4.3. Forward Linear Threshold Rank
El FLTR, introducido en [12], es una variante sobre el LTR que simplemente modifica el
conjunto activador inicial, seleccionando el conjunto de vecinos N(i) de manera concreta: en lugar
de elegir todos los actores adyacentes a i, sólo consideramos los nodos sucesores de i. Formalmente:
Definición 4. Sea (G,w, f ) un grafo de influencia, con G = (V ,E), n= |V |, y i ∈V un actor. Deno-
tamos el Forward Linear Threshold Rank de i por FLTR(i), y es dado por
FLTR(i)= |F({i}∪N f (i))|
n
donde:
– N f (i)= { j ∈V |(i, j) ∈E}
En la figura 4.4, podemos comparar la asignación realizada según el FLTR con la del LTR.
Podemos comprobar que la asignación del LTR y el FLTR son significativamente distintas.
Nótese que tratando un grafo no dirigido las medidas coincidirían.
Hemos seleccionado el FLTR como objeto de nuestro estudio, ya que consideramos que es
el más realista en el sentido de que la influencia inicial de un actor i se propaga únicamente
a favor de la dirección de sus relaciones en la red. Se sugiere la preferencia sobre esta métrica
tanto en [12] como en [13], justificada en el primero con el siguiente ejemplo: en la red social de
Twitter, donde los actores corresponden a cuentas de Twitter, existe una arista (i, j) si j sigue
a i. Imaginemos que una cuenta A sigue a una cuenta B perteneciente a una celebridad con
muchos seguidores y por ende cierta capacidad de influenciar. El hecho de seguir a B no debería
aumentar la capacidad de influencia de A, dado que B no sigue a A y por tanto A no tiene ninguna
capacidad de comunicación sobre los seguidores de B. Sin embargo, en la ejecución del LTR B
formaría parte del conjunto activador inicial de A, hecho que provocaría que se le asignase un
valor excesivamente alto en el ranking. Así pues, sería posible conseguir un LTR muy elevado
simplemente siguiendo a cuentas con muchos seguidores. El caso del BWLTR todavía contradice
más a la lógica, ya que en este ejemplo sólo A influiría a B a pesar de que B es incapaz de ver las
publicaciones de A y es posible que desconozca de su existencia. Los experimentos realizados en
[13], muestran además, que el comportamiento del LTR y el BWLTR son bastante similares.
Ponderación de influencia y su efecto en el FLTR pág. 27
4.4. Definiciones
En esta sección describimos las métricas que utilizamos a lo largo del proyecto para caracte-
rizar y comprender los resultados obtenidos de nuestros experimentos. Son útiles para adquirir
una idea de como están distribuidos los valores del FLTR asignados en un ranking.
4.4.1. Parámetros y estadísticos
Heredamos estas tres primeras medidas del trabajo realizado en[12].
– gini: El coeficiente de gini es un indicador estadístico de la dispersion de un conjunto de
datos, que se utiliza comúnmente para medir la desigualdad. Según esta medida, 0 repre-
senta la igualdad perfecta, y 1 la máxima desigualdad [18]. Existen diversas variantes del
coeficiente de Gini [19], pero nosotros usaremos la definición formal siguiente, equivalente
a su definición como el área entre la curva de Lorenz y la línea de igualdad [20].
Definición 5. Dado una lista x con n elementos, definimos el coeficiente de Gini como
Gini(x)=
∑n
i=1
∑n
j=1 |xi− x j|
2n
∑n
i=1 xi
– σ: Representa la desviación estándar de un conjunto de datos: la medida en la cual están
concentrados en torno a su media o valor esperado. Un valor bajo indica que están altamente
concentrados, y uno alto indica que se hallan ampliamente dispersos.
– #: El número de valores únicos en una distribución concreta, en este caso la de valores de
FLTR asignados.
Durante el desarrollo del proyecto, hemos introducido nuevos parámetros que nos han permitido
analizar ciertas características de la expansión de la influencia en las redes, en concreto, y enla-
zando de cierta manera con el gini, hemos propuesto las siguientes medidas para visualizar como
se acumula la influencia en la porción más alta del ranking. Estos parámetros se enmarcan en
el proyecto considerando que uno de los problemas más relevantes del campo es el de la maximi-
zación de la influencia, que consiste en encontrar un subconjunto de actores del grafo de tamaño
determinado que influencie a la mayor cantidad de actores posible [10]. Pertenece como ya hemos
dicho a la clase NP-Hard, y por tanto no existe ningún algoritmo que lo resuelva en un tiempo
razonable.
En [21] se estudió el caso de seleccionar conjuntos de actores con valores de centralidad altos
como conjuntos activadores iniciales. En concreto usaron las centralidades Degree, Betweenness y
Eigenvector, pero se usó un modelo de difusión de influencia mixto en lugar de los habituales ICM
o LTM, y se estudiaron tan sólo dos redes de un tamaño relativamente reducido (del orden de mil
nodos), ambas de colaboración académica, similares a la red ArXiv que utilizamos a lo largo de
este estudio. Sin embargo, nos inspiramos en la idea de ese artículo para la introducción de tres
métricas relativas a la maximización de la influencia, y estudiamos en la sección 7 unas variantes
que usan medidas de centralidad distintas al FLTR.
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Las variables siguientes se conciben como medidas naturales que pueden permitir ver si los
actores individuales con mayor FLTR de la red son capaces de ejercer una cantidad de influencia
significativa de manera conjunta.
– Top10: Este parámetro es la proporción de actores que son influenciados si ejecutamos el
algoritmo de expansión de la influencia tomando como conjunto activador inicial los 10 ac-
tores con el FLTR más alto. Es decir, |F(X10)|n , donde X10 es el conjunto de los 10 actores con
el FLTR más alto, F(X10) es el conjunto de actores final que es influenciado tomando X10
como conjunto activador inicial, y n es el número de vértices del grafo.
– Top10%Actors: Del ranking de actores, consideramos el 10% con más capacidad de difun-
dir influencia, y señalamos que proporción de los actores de la red son capaces de activar si
se les considera conjunto activador inicial. Señalamos entre paréntesis la cardinalidad del
conjunto de actores que se incluyen en la medida.
– Top10%Values: En vez de considerar el primer 10% de actores, seleccionamos los actores
cuya influencia se haya en el primer 10% de valores diferentes, y así damos cuenta de los
actores con valores de influencia empatados. Señalamos entre paréntesis la cardinalidad del
conjunto de actores que se incluyen en la medida.
También introducimos tres variantes sobre las anteriores métricas, que caracterizarán, en
lugar de la proporción de nodos que son influenciados si cogemos como conjunto inicial a los actores
con FLTRs más altos, la capacidad acumulada individual de estos de difundir influencia relativa
a la de todos los actores de la red. No consideramos la capacidad de difundir la influencia del
conjunto en sí, sino la suma de rangos individuales de los actores del conjunto, dividida entre la
suma total de rangos asignados a todos los actores de la red. Estas medidas pueden servir para
caracterizar como está distribuida la capacidad de influenciar entre los actores individuales de la
red, y si los actores con más centralidad realmente difunden mucha más influencia que el resto.
– CTop10: Este parámetro es la proporción de la influencia total difundida por todos los acto-
res de la red, que corresponde a los 10 primeros actores del ranking. Sencillamente definido
como: ∑
i∈X10 FLTR(i)∑
j∈V FLTR( j)
Donde X10 es el conjunto de los 10 actores de la red que han obtenido el FLTR más alto, y
V el conjunto de todos los actores de la red.
– CTop10%Actors: Análogamente a CTop10, realizamos el mismo cálculo pero cogiendo en
vez de los 10 primeros del ranking, el primer 10% de actores.
– CTop10%Values: En este caso seleccionamos el mismo conjunto descrito para Top10%Values,
pero calculando esta nueva medida. Señalamos entre paréntesis la cardinalidad del conjun-
to de actores que se incluyen en la medida.
Utilizamos los coeficientes de correlación de Kendall (τ) [22] y Spearman (ρ) [23] para algunos de
los rankings obtenidos, concretamente para los resultados extraídos de algoritmos probabilísticos
o aleatorios. Ambas medidas producen un valor entre -1 y 1 que indica el grado de correlación
entre las dos variables consideradas, un 0 denota la ausencia de correlación y 1 una correlación
perfecta. Ahora bien, cada una de las medidas asigna el coeficiente según un criterio distinto.
Nótese que son correlaciones de rango, es decir, tratan con la relación entre dos rankings o varia-
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bles ordinales: miden cuán similares son las ordenaciones de los valores, no la magnitud de los
mismos.
– Spearman (ρ): El coeficiente de correlación de Spearman evalúa la relación monótona entre
dos variables, que tiene el valor de 1 (o -1, para una correlación inversa) cuando existe una
correlación perfecta entre ambas. Considerando las variables aleatorias X e Y que contienen
una asignación de puntuaciones a un conjunto de actores determinado, las transformamos a
los rankings rgX y rgY ordenando las puntuaciones y sustituyendo cada una por su posición
en la lista.
ρ = cov(rgX , rgY )
σrgXσrgY
Donde cov es la covarianza entre variables y σ la desviación estándar. Nótese que esto es
equivalente al coeficiente de pearson, pero aplicado a los rangos.
– Kendall (τ):El coeficiente de Kendall pretende medir lo mismo que el de Spearman: la co-
rrelación entre dos rankings dados, pero tiende a producir valores más bajos y es menos
sensible al error en los datos analizados, además de ser más preciso para conjuntos de da-
tos reducidos [24]. También tiene un coste computacional mayor. Para comprender cómo se
calcula este coeficiente, es preciso definir los conceptos de concordancia y discordancia:
Definición 6. sea (x1, y1), (x2, y2)...(xn, yn) un conjunto de observaciones de la unión de las
variables aleatorias X e Y tal que todos los valores de xi eyi son únicos, una pareja de
observaciones (xi, yi), (x j, yj) con i < j es concordante si se cumple que xi > x j y yi > yj. Se
dice que es discordante si ocurre que xi > x j y yi < yj o xi < x j y yi > yj.
El coeficiente de Kendall se define de la siguiente forma:
τ= (nº de parejas concordantes)− (nº de parejas discordantes)(n
2
)
– p-value: el p-value es un indicador de la verosimilitud del resultado. Se define como la
probabilidad que tienen de darse los resultados observados, si se asume que la hipótesis
nula es correcta (en el caso de los coeficientes de Kendall y de Spearman, la hipótesis nula
es que no existe correlación entre los datos de entrada). En nuestro caso, rechazaremos los
resultados si obtenemos un p-value mayor a 0.05, es decir, más de un 5% de probabilidad
de que sean erróneos. Usaremos funciones de la librería SciPy de Python [25], de cuyas
funciones obtenemos los coeficientes de Kendall, Spearman y los p-values correspondientes
a los tests realizados.
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4.4.2. Otras medidas de centralidad
A continuación describimos una serie de medidas de centralidad utilizadas o discutidas en
este trabajo. Betwenness es una medida clásica de centralidad sobre grafos, PageRank tiene su
origen y propósito en el grafo web, y BWLTR e ICR se basan en la capacidad de difundir influencia.
Betweenness [26]: Llamada en castellano centralidad de intermediación. Es una medida
de centralidad que asigna valor a un nodo en cuanto a la cantidad de shortest paths entre dos
nodos de la red que pasan por él. El coste computacional de calcular esta centralidad para todos
los nodos de una red es de Θ(V 3) con el algoritmo de Floyd-Warshall, donde V es el conjunto de
actores de la red. Formalmente:
Definición 7. Dado un grafo dirigido G = (V ,E), para un nodo cualquiera v ∈ V , denotamos la
intermediación como el sumatorio de la fracción de los shortest paths entre todos los pares
(s, t) ∈V ×V que pasan por v, dividido entre el numero total de shortest paths entre s y t.
Betweenness(v)= ∑
s 6=v 6=t
σst(v)
σst
donde σst es el numero total shortest paths entre s y t, y σst(v) es el numero shortest paths
entre s y t que pasan por v.
PageRank[8]: Diseñado por Google y patentado en 1999, PageRank es una medida de cen-
tralidad creada para asignar importancia a páginas web en internet, y así ayudar al motor de
búsqueda a decidir en que orden mostrar los resultados al usuario. Se basa en los enlaces entre
páginas web: una arista (i, j) representa que i contiene un enlace a j, y el algoritmo determinara
el PageRank de j teniendo en cuenta el PageRank de i. Ya que el valor de centralidad de un nodo
depende de los valores de centralidad de los nodos que apuntan a él, es un algoritmo recursivo en
su definición, y se suele aplicar diversas veces sobre la misma red para obtener resultados más
precisos. En la primera iteración, se asigna una distribución de probabilidad a los nodos como
su PageRank inicial, por ejemplo una uniforme PR(i) = 1N ,∀i ∈ V donde N = |V |. La idea con-
ceptual detrás del PageRank es la de una persona navegando por internet y visitando enlaces
aleatoriamente. Eventualmente dejará de hacerlo, y para modelizar esto se introduce el factor
de amortiguación, que representa la probabilidad a cada paso de que el navegador siga visitando
enlaces [8]. La definición formal es la siguiente.
Definición 8. Dado un grafo dirigido G = (V ,E), el PageRank de un actor v ∈V es dado por
PR(v)= (1−α)+α ∑
(u,v)∈E
PR(u)
δ+(u)
donde δ+(v) es el grado de salida de un nodo v ∈ V y α el factor de amortiguación tal que
0<α≤ 1.
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Independent Cascade Rank (ICR) [10]: Es una medida de centralidad basada en el modelo
estocástico de difusión de la influencia Independent Cascade Model (ICM). En el ICM cada actor
de la red tiene una probabilidad de transmitir la influencia a los actores en los que incide. Los
actores tiene una posibilidad para influir en sus vecinos, y a cada iteración se evalua si los nodos
activados en la iteración anterior activarán a sus sucesores según la probabilidad fijada. El ICR
de un nodo es el número de actores que es capaz de influenciar en una ejecución del algoritmo
del ICM con una cierta probabilidad de transmisión p. Normalizamos este valor por el número
máximo de nodos activados por cualquiera de los actores de la red. Formalmente:
Definición 9. Dado un grafo dirigido G = (V ,E) y una probabilidad p ∈ [0,1], el ICR de un actor
v ∈V y una probabilidad de transmisión p es
ICR(v, p)= |F
′(v, p)|
max{|F ′(u, p)| : u ∈V }
donde F ′(v, p) es el conjunto de actores influenciados bajo el modelo ICM con v como nodo
origen.
BWLTR [13]: Variante del LTR que considera como conjunto de vecinos de un nodo cualquiera
i, los nodos predecesores a i, de manera análoga e inversa al FLTR. Formalmente:
Definición 10. Sea (G,w, f ) un grafo de influencia, con G = (V ,E), n = |V |, y i ∈ V un actor.
Denotamos el Backward Linear Threshold Rank de i por BWLTR(i), y es dado por
BWLTR(i)= |F({i}∪Nb(i))|
n
donde Nb(i)= { j ∈V |( j, i) ∈E}.
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Red |V | |E | D W ACC Diam MC
ArXiv 5242 14496 7 7 0.5296 inf(17) 44
Caida 26475 106762 3 3 0.2082 17 50
Dining Table 26 52 3 3 0.1178 inf(6) 20
Dolphins 62 159 7 7 0.2590 8 36
Epinions 75879 508837 3 7 0.1378 14 422
Higgs 256491 328132 3 3 0.0156 19 10
Human Brain 480 1000 7 3 0.3004 inf(20) 11
Wikipedia 7115 106762 3 7 0.1409 7 336
Texas 1379917 1921660 7 7 0.0470 1054 1579
Amazon 334863 925872 7 7 0.3967 44 497
ENRON 36692 183831 7 7 0.4970 11 275
Gnutella 62586 147892 3 7 0.0055 11 1004
Cuadro 4.1: Propiedades de las redes utilizadas
4.5. Redes Sociales
Como es habitual, representamos una red social como un grafo dirigido G = (V ,E) donde los
nodos son actores y los arcos representan relaciones entre ellos, por ejemplo de parentesco, amis-
tad, o profesionales. En una red social estas relaciones son a menudo diádicas, es decir, tratamos
con relaciones entre dos actores que son recíprocas pero no necesariamente equitativas, y cada
actor ejerce un nivel de influencia sobre el otro, que puede darse de forma asimétrica.
En algunas redes podemos tener pesos en las aristas para representar la intensidad o fuerza
de una relación en cada sentido, generando un grafo ponderado a partir del grafo G descrito
anteriormente y una función de ponderación w : E(G)→N que asigna pesos a los arcos del grafo.
Denotaremos el peso de una relación (i, j) como wi j. Como veremos en las redes a continuación
algunas tienen pesos asociados a las relaciones y otras no, en cuyo caso son tratadas como si todos
los pesos fueran 1.
4.5.1. Redes utilizadas
En nuestros experimentos utilizamos un total de 12 redes, las 9 redes consideradas en [11],
[12] y [13], además de 3 nuevas redes que consideramos de interés, que son las que podemos ver
separadas al final de la tabla 4.1. Antes de describir las redes utilizadas definimos a continuación
los parámetros más relevantes que las identifican.
– ACC: Average Clustering Coefficient. Es la media entre los Local Clustering Coefficient de
cada nodo del grafo, siendo esto la medida en que un nodo y sus vecinos se acercan a formar
una clica (un subgrafo completo). El diametro se define como el Longest Shortest Path, es la
distancia más larga entre dos pares de nodos cualquiera, considerando la distancia como la
longitud de el camino más corto posible entre dos nodos.
– Diam: Diametro de la red (longest shortest path entre dos nodos cualquiera).
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– MC: Tamaño del Main Core. El Main Core es el k-core de mayor grado posible, y el k-core de
un grafo es el subgrafo maximal donde todos los vértices tienen al menos grado k.
– D: Variable booleana que indica si el grafo es dirigido o no.
– W: Variable booleana que indica si las aristas del grafo tienen pesos o no.
A continuación enumeramos y describimos cada una de las redes utilizadas:
– Arxiv1 [27]: Una red de colaboración cientifica en el campo de la relatividad general y la
cosmología cuántica. Una arista (i, j) implica que i y j son coautores en algún paper.
– Caida2 [28]: Representa el estado del proyecto CAIDA en noviembre de 2007. El grafo es
una red de proveedores de servicios de internet (ISP), los cuales son los actores, y las aristas
entre ellos son contratos y relaciones profesionales. Se consideran 4 tipos de relaciones: «es
cliente de», «es proveedor de», «son compañeros» y «son hermanos». El último tipo de relación
simboliza que las ISP pertenecen a la misma compañía. Los pesos y los sentidos de los arcos
se asignan acordemente a la tabla a continuación.
Relación Sentido del arco Peso
x es cliente de y y→ x 1
x es proveedor de y x→ y 1
x e y son compañeros x←→ y 1
x e y son hermanos x←→ y 2
Cuadro 4.2: Asignación de aristas en el grafo CAIDA
– Epinions3 [29]: Esta red social representa quién confía en quién en la página web de re-
señas Epinions.com. Los miembros de la página pueden elegir confiar en otros miembros,
información que se usa para mostrar reseñas a los usuarios. Las aristas del grafo son éstas
relaciones de confianza.
– Higgs4 [30]: Una red formada por los tweets que se realizaron en torno al descubrimiento
del bosón de Higgs, entre el 1 y el 7 de julio de 2012. Un arco (i, j) implica que una cuenta i
ha retweeteado un tweet de la cuenta j, y el peso de la arista es la frecuencia del retweet.
– Wikipedia5 [31]: Representa la elección de nuevos administradores de la enciclopedia on-
line Wikipedia. Para que un usuario sea elegido administrador, se emite un Request for Ad-
minship(RfA) y la comunidad realiza una votación. Una arista (i, j) significa que el usuario
i, votó al usuario j para convertirse en administrador.
– Dining table6 [32]: Con esta red se representa las preferencias de compañeras de mesa
1http://snap.stanford.edu/data/ca-GrQc.html
2http://snap.stanford.edu/data/as-Caida.html
3http://snap.stanford.edu/data/soc-Epinions1.html
4http://snap.stanford.edu/data/higgs-twitter.html
5http://snap.stanford.edu/data/wiki-Vote.html
6http://vlado.fmf.uni-lj.si/pub/networks/data/esna/dining.htm
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de 26 chicas que vivían en una casa de campo en el New York State Training School. Cada
una de ellas señaló su primera y segunda opción de compañera, su primera opción queda
representada como una arista con peso 2, y su segunda con otra con peso 1.
– Dolphins7 [33]: Red de relaciones entre una comunidad de delfines nariz de botella, una
arista entre dos delfines implica que se asocian con frecuencia.
– Texas8 [34]: La red de carreteras del estado americano de Texas. Este grafo no es una red
social, sin embargo, fue incluido con el objetivo de experimentar sobre una red que tuviera
un gran diámetro. También nos es útil para contrastar el comportamiento de una red social
con una red no social en algunas métricas.
– Human Brain9 [35] [36]: Un conectoma es un mapa de conexiones de neuronas del cerebro,
modelizado en este caso como un grafo no dirigido. Para elaborar el grafo, se han unificado
477 conectomas de distintas personas, obtenidos a partir de resonancias magnéticas reali-
zadas en el Human Conectome Project. Los actores de la red son las regiones del cerebro, las
aristas indican las conexiones entre ellas, y sus pesos son el número de caminos entre las
dos regiones, dividio entre la longitud media de los mismos.
– Amazon10 [37]: Una red formada por el sistema de recomendaciones de Amazon, en con-
creto la funcionalidad de Los clientes que compraron este ítem también compraron.... Una
arista (i, j) implica que los objetos i y j suelen comprarse juntos.
– ENRON11 [38] [39]:red de mensajeria e-mail interna de ENRON, una importante empre-
sa energética americana hasta su cierre en 2001, publicada durante una investigación de
la Federal Energy Regulatory Comission. Es una red no dirigida, donde cada arista (i, j)
representa que al menos se ha enviado un e-mail entre los empleados i y j.
– Gnutella12 [27] [40]: El estado de la red de compartición de datos p2p(peer to peer) Gnutella
el 31 de agosto de 2002. Utiliza un protocolo de distribución de archivos descentralizado en
que cada nodo puede de igual manera hacer de servidor o cliente de cara a los demás nodos.
Las aristas del grafo son dirigidas y representan las conexiones entre usuarios.
Hemos añadido Amazon, Enron y Gnutella a las utilizadas en [13] con el objetivo de aumentar
la cantidad de redes que verdaderamente se pueden considerar redes sociales, y que tengan un
tamaño importante, las únicas redes comparables a éstas que se usaban previamente son Caida
y Epinions. Como vemos, el diametro de Amazon y Gnutella es muy sustancial comparado a las
redes sociales que teníamos previamente (Texas no es una red social), y los Main Cores se en-
cuentran entre los más altos, siendo el de Gnutella de un tamaño muy superior al resto de redes
sociales, duplicando el tamaño del de la red que la sigue. Amazon y ENRON son ambas redes
sociales no dirigidas y sin pesos, es decir, que todas las relaciones son bilaterales y tienen la mis-
ma fuerza en ambas direcciones. Son relaciones entre iguales, o que a priori es difícil determinar
7http://networkrepository.com/soc-dolphins.php
8http://snap.stanford.edu/data/roadNet-TX.html
9http://pitgroup.org/connectome/
10http://snap.stanford.edu/data/com-Amazon.html
11http://snap.stanford.edu/data/email-Enron.html
12http://snap.stanford.edu/data/p2p-Gnutella31.html
Ponderación de influencia y su efecto en el FLTR pág. 35
su fuerza entre dos actores dados. Consideramos que es un tipo de red social bastante natural,
ya que las relaciones entre personas suelen ir en los dos sentidos y aunque no sean simétricas
en cuanto a su intensidad, la complejidad de las relaciones humanas implica que es difícil hallar
un criterio objetivo que las cuantifique con un número. Estas dos redes tienen unas dimensio-
nes mucho mayores que ArXiv y Dolpins, que eran las dos redes sociales de este tipo de las que
disponíamos previamente, hecho por el cual tenemos especial interés en sus resultados. La intro-
ducción de Gnutella complementa a Epinions, siendo dirigida pero sin pesos, pero con un Main
Core muy superiores, y a su vez un diametro y una densidad de aristas bastante más reducida,
con un número de nodos similar. Además, el ACC de Gnutella es excepcionalmente bajo, cualidad
que consideramos interesante.
Todas las redes son representadas como grafos de influencia (G,w, f ). Para las redes sin pesos
definimos ∀e ∈ E(G) : w(e)= 1. Para todas las redes no dirigidas, las transformamos en dirigidas
convirtiendo cada arista (i, j) en dos arcos dirigidos (i, j) y ( j, i). La definición de la función f de
etiquetado, que asigna a cada nodo su resistencia a recibir influencia, es el objeto de este estudio.
5 | Implementación
Hemos heredado el código C++ programado en el estudio predecesor [13], el cual contiene
el algoritmo de expansión de influencia, y las funciones dedicadas a leer las redes de entrada y
escribir los rankings resultantes. También hemos utilizado su función que calcula el PageRank,
ICR y la centralidad Betweenness de los actores de una red. Sin embargo, el código tenía por
construcción los umbrales fijados a 0.5 para todos los nodos, es decir, un actor es activado si la
suma de los pesos de las aristas incidentes en él provenientes de nodos activados supera la mitad
de la suma total de pesos de todas las aristas incidentes en él, y ha sido necesario crear una serie
de funciones para modificarlos según los distintos criterios explorados en este trabajo.
Para evitar una reestructuración innecesaria y costosa del pipeline de lectura e inicialización
del código heredado, eliminamos la parte encargada de fijar umbrales y optamos por realizar la
asignación posteriormente, con la introducción de la función assign_thresholds de la clase Graph,
que representa una red cualquiera a partir de la cual ejecutaremos nuestros experimentos. Varias
instancias de esta función se distinguen por sus argumentos de entrada, y corresponden aproxi-
madamente a cada sección del capítulo siguiente. Mediante ellas escribimos el vector threshold,
que contiene el umbral de cada actor como un valor absoluto que la suma de pesos de las aristas
incidentes de nodos activados deben superar para influenciar a dicho actor.
El cálculo de las variables top10, top10%Actors y top10%Values implica una ejecución
independiente del algoritmo de expansión de influencia del LTM para cada uno de los tres con-
juntos de actores. Para ello, hemos creado la función make_top10s del fichero Centralities.cpp, que
obtiene el ranking de los actores de un grafo según cualquier medida de centralidad, extrae los
conjuntos relevantes y expande la influencia en la red tomando estos conjuntos como activadores
iniciales. El resultado es para cada uno de los tres parámetros, un valor e ∈ [0,1] que representa
la proporción de actores de la red que son influenciados al acabar la ejecución del algoritmo de ex-
pansión del LTM, y un número entre paréntesis que indica la cardinalidad del conjunto activador
inicial (naturalmente, esto no es necesario para la variable top10). Este resultado es escrito en
un fichero para su posterior procesamiento en Python.
A continuación podemos ver la implementación de la función make_top10s.
void make_top10s(const VD &ranking, const Graph & G, string subpath, string filename){
//first create the vector of pairs <node,FLTR>
VPID F;
for (int i = 0; i < G.N; ++i) F.push_back(make_pair(i, ranking[i]));
//sort according to FLTR
sort(F.begin(), F.end(), [](const PID &a, const PID &b)
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{ return a.second > b.second; });
//get top10, top10%actors, top10%values
list<int> ltop10;
for (int i = 0; i < 10; ++i)
ltop10.push_back(F[i].first);
list<int> ltop10actors;
int lenActors = ceil(G.N/10);
for (int i = 0; i < lenActors; ++i)
ltop10actors.push_back(F[i].first);
list<int> ltop10values;
//necesitamos eliminar duplicidades de FLTR
vector<double> fltrs;
for(auto p : F)
fltrs.push_back(p.second);
set<double> s(fltrs.begin(),fltrs.end());
fltrs.assign(s.begin(), s.end());
sort(fltrs.begin(),fltrs.end(), greater<>());
//nos quedamos con los nodos cuyo fltr está en el 10% mas alto de valores
double cutoff = fltrs[ceil(fltrs.size()/10)];
for(auto p : F)
if(p.second >= cutoff)
ltop10values.push_back(p.first);
//ahora expandimos la influencia con los tres conjuntos iniciales definidos
double top10 = FLTR_top10x(G, ltop10);
double top10actors = FLTR_top10x(G, ltop10actors);
double top10values = FLTR_top10x(G, ltop10values);
//numero de actores que son contados en top10actors y top10values respectivamente
int nActors = ltop10actors.size();
int nValues = ltop10values.size();
//escribir en archivo
string outpath = "../Experiments/top10s/";
ofstream file(outpath + subpath + filename);
file.precision(6);
if (not file.is_open())
file.open(outpath + subpath + filename,ios::out);
file << "top10 " << top10 << endl
<< "top10\%actors " << top10actors << " (" << nActors << ")" << endl
<< "top10\%values " << top10values << " (" << nValues << ")" << endl;
file.close();
}
La función FLTR_top10x es simplemente una capa de abstracción de la función de expansión
de influencia que además normaliza el resultado, de igual manera que el FLTR pero a nivel de un
conjunto concreto en lugar de un actor individual.
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En Centralities.cpp hallamos una función dedicada a cada apartado de cada uno de los ex-
perimentos del capítulo 6, además de algunas funciones auxiliares. En esencia, todas siguen un
esquema similar: Para cada red considerada leemos el grafo correspondiente a un formato trata-
ble, asignamos los umbrales de resistencia a recibir influencia según un criterio concreto, progra-
mado en Graph.cpp, y ejecutamos la función Rank_Actors que asigna un valor de centralidad a
cada actor de la red. A partir del ranking calculamos los parámetros top10- mediante la función
expuesta anteriormente y escribimos los resultados en ficheros que procesaremos y analizaremos
en Python.
A continuación exponemos un ejemplo de un experimento que ilustrará estos pasos.
void random_uni(int runs){
list<Data> datasets({DOLPHINS, ARXIV, DINING_TABLE, HIGGS, HUMAN_BRAIN, GNUTELLA,
EPINIONS, WIKIPEDIA, CAIDA, AMAZON, ENRON});
Process_Data PD;
//para cada red social que tenemos
for(auto ds: datasets){
//ranking FLTR asignando umbrales aleatorios uniformemente distribuidos
Graph G;
PD.read_graph(G,ds,1);
G.assign_thresholds("random_uniform");
VD ranking;
string filename = PD.get_name_data_set(ds);
cout << "working on " << filename << "..."<< endl;
//compute ranking x times and draw averages
VD Acc = VD(G.N, 0);
int i;
for(i = 0; i != runs; ++i){
Rank_Actors(ranking,G,&Forward_Neighbors, &Normal_influence);
G.assign_thresholds("random_uniform");
std::transform(Acc.begin(),Acc.end(),ranking.begin(),Acc.begin(),
std::plus<double>());
}
for(double &x : Acc)
x = x/i; //average of i rankings
//after ranking actors, expand influence of top10s
make_top10s(Acc,G,"Random_uni/"+to_string(runs)+"times/",filename);
PD.write_ranking(Acc,G.mapping,"Random_uni/"+to_string(runs)+"times/",
filename, "Node,FLTR");
cout << "Done!"<< endl;
}
}
Obsérvese que esta variante (correspondiente al experimento detallado en el apartado 6.2.1)
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recibe como parámetro una variable runs que contiene el número de ejecuciones del algoritmo de
expansión que deben realizarse. Al ser una asignación de umbrales aleatoria, esta función nos
permite realizar cualquier número de ejecuciones y después extraer el ranking promedio de todas
ellas. Al margen de esto, el proceso general es el descrito en el párrafo anterior.
El análisis de los datos y la elaboración de los cuadros presentados en esta memoria ha sido
realizado en Python, principalmente mediante el soporte de las librerías Numpy1 y Pandas2, ade-
más de algunas funciones obtenidas de la librería SciPy3. El Dataframe de Pandas, una estructura
de datos tabular, nos ha permitido organizar los datos y extraer eficientemente los parámetros y
estadísticos necesarios.
El código escrito en Python, que podemos encontrar en el fichero statistics.py, se ha encargado
de calcular las siguientes métricas:
– las variables Ctop10, Ctop10%Actors y Ctop10%Values,
– el coeficiente de Gini
– la desviación estándar σ
– el número de valores distintos #
– el Main Core de las redes utilizadas
– los grados máximos y mínimos de las redes
– los coeficientes de correlación de Kendall y de Spearman
– umbrales máximos, mínimos y medios de una asignación concreta
– la organización y presentación de los resultados para este documento
– el cálculo de la centralidad Betweenness
1https://numpy.org/
2https://pandas.pydata.org/
3https://www.scipy.org/
6 | Desarrollo
Todos los experimentos detallados a continuación han sido realizados en el cluster del depar-
tamento de computación rdlab de la Facultat d’Informàtica de Barcelona, en una máquina HP
ProLiant DL380p server con dos Intel Xeon E5-2660, utilizando hasta 32 cores.
6.1. Umbrales uniformes
Para la consecución de este apartado de experimentos asignamos un mismo umbral concreto
a todos los actores de cada red social.
6.1.1. Primer experimento
El primer experimento realizado consiste en calcular el LTR de los actores de la red en los
casos en que el umbral se defina como 14 ,
1
2 ,
3
4 y 1. Recordemos que en estudios anteriores se había
fijado el umbral como 12 , lo cual significa que un nodo se activa o es influido si la mitad o más de sus
vecinos (en el caso del FLTR, los vecinos con aristas incidentes en él) están activados. Para este
experimento obtenemos seis métricas de la distribución del FLTR sobre los actores. Recordemos
que el LTR de un actor es la cantidad de actores que es capaz de influenciar, dividido entre el
número de actores totales, así que tratamos con valores entre 0 y 1. La desviación estándar σ nos
indica en qué medida están agrupados los datos en torno a su media, un coeficiente alto indica que
los datos se extienden sobre un rango de valores amplio, y uno bajo indica que se encuentran más
concentrados. Tomamos nota también del número diferente de valores que se han asignado (#), y
calculamos el coeficiente de gini, una medida de la desigualdad donde 0 indica una distribución
completamente equitativa, y 1 indica la completa desigualdad.
En relación al problema de la maximización de la influencia, nos interesa ver como afecta a los
primeros actores del ranking FLTR (es decir, los actores que son capaces de influir a más nodos)
el hecho de variar el umbral de resistencia de los actores. Por ello, introducimos las variables
top10, top10% actors y top10% values, que indican que proporción de los actores de la red se
ve influenciada si tomamos como conjunto activador inicial los 10 nodos con el FLTR más alto, el
primer 10% de actores, o los actores con LFTR comprendido entre el 10% de valores más altos
asignados, respectivamente.
Los resultados se pueden encontrar en las tablas 6.1 y 6.2. Todos los tiempos de ejecución
señalados en este experimento y posteriores son tiempo de CPU, en este caso, la ejecución de este
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experimento ha durado aproximadamente 8 horas.
Podemos observar en la tabla 6.1 que se da generalmente un salto en el valor de la métrica
top10 entre los umbrales de 0.25 y 0.5, sugiriendo que la capacidad de un conjunto tan reducido
para la difusión de la influencia puede llegar a ser sorprendentemente alto para valores bajos del
umbral pero rápidamente decae cuando este aumenta. En los apartados anteriores veremos con
más detalle el comportamiento de esta métrica en torno a los valores del umbral mencionados.
Entre paréntesis, para las métricas de top10%Actors y top10%Values, podemos ver la car-
dinalidad del conjunto considerado. Los resultados sugieren que, en general, la cardinalidad del
primero supera a la del segundo, pero apreciamos dos excepciones en Gnutella y Human Brain,
ambas para el valor más bajo del umbral.
En los resultados (ver cuadro 6.1) vemos una tendencia al descenso en cuanto se aumenta
el umbral en las tres métricas. Un aumento del umbral implica dificultar la propagación de la
influencia, lo que explica que cada vez más nodos no puedan difundirla más allá de su conjunto
inicial activador, provocando que se reduzca el número de diferentes valores del FLTR asignados,
y que estos valores se concentren en torno a un conjunto limitado, provocando un descenso de
la desviación estándar. La bajada del gini nos indica que esta repartición de valores se vuelve
más equitativa. Sin embargo, hay notables excepciones: en Dolphins y Human_Brain vemos un
ascenso del número de valores diferentes y del gini entre los umbrales de 0.25 y 0.5, y en Wikipe-
dia, Higgs y Epinions sucede un estancamiento o ligero ascenso de estas dos métricas cuando el
umbral pasa de 0.5 a 0.75.
En el cuadro 6.2, podemos ver los resultados para las variables Ctop10, Ctop10%Actors y
Ctop10%Values. Recordemos que valores altos de estas variables representan que la suma de
las capacidades de influencia de los actores del conjunto es grande respecto a la suma total de
capacidades de influencia de todos los actores de la red, y por tanto valores altos en estas medidas
se suelen corresponder con valores altos en top10, top10%Actors y top10%Values, ya que en
estas variables vemos la capacidad del conjunto de expandir la influencia conjuntamente, y si un
grupo de actores individuales tiene mucho poder de influencia, el grupo ejerciendo influencia a la
vez también conseguira un alto nivel de expansión. Sin embargo, valores bajos en las primeras
no necesariamente se corresponden con valores bajos en las segundas, ya que es posible que gran
parte de los nodos de una red tengan una alta capacidad de expandir la influencia bajo cierto
umbral, y por tanto los conjuntos seleccionados puedan influenciar a una gran cantidad de actores,
pero al haber muchos nodos capaces de ello, su poder de influencia relativa a la del conjunto
total de nodos de la red será baja. Un ejemplo de esto último se puede ver para los valores de
Ctop10%Values y top10%Values en la red Amazon para el umbral 0.25.
Vemos en las tablas que la utilidad de estas medidas es relativamente escasa en comparación
con las demás, y quizá un poco redundante en la información que ya podemos deducir del gini, σ y
las variables top10-, ya que nos da indicios sobre la distribución de las capacidades de influencia.
Por tanto no las incluíremos en futuros experimentos, pero tiene ventajas en su facilidad compu-
tacional y el hecho de que no es necesario disponer del programa para expandir la influencia, ya
que se extrae únicamente de los resultados.
Una última observación de interés, es que, razonablemente, top10, top10%Actors y top10%Values
tienden a decrecer monótonamente en cuanto se aumenta el umbral de resistencia, ya que res-
tringir la condición de transmisión de influencia debería reducir el conjunto de actores final que
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es influenciado. Sin embargo, esta intuición no se cumple como regla, y observamos una excepcion
para la variable top10 en Higgs entre los umbrales de 0.5 y 0.75.
Cuadro 6.1: Tablas de resultados del primer experimento (primera parte)
Amazon
Threshold σ # Gini top10 top10% Actors top10% Values
0.25 0.001358 1146 0.697121 0.00658478 0.754688(33486) 0.628117(518)
0.50 0.000037 224 0.411186 0.000979505 0.301711(33486) 0.00142745(25)
0.75 0.000031 203 0.372209 0.00078241 0.210316(33486) 0.000958601(24)
1.00 0.000017 153 0.326807 2.9863e-05 0.0999991(33486) 5.0767e-05(17)
ArXiv
Threshold σ # Gini top10 top10% Actors top10% Values
0.25 0.149279 435 0.854073 0.648417 0.670355(524) 0.656429(104)
0.50 0.005950 169 0.540466 0.00267074 0.263068(524) 0.00839374(20)
0.75 0.004339 137 0.519565 0.00209844 0.167684(524) 0.0034338(14)
1.00 0.003578 118 0.513171 0.00190767 0.0999618(524) 0.0022892(12)
Caida
Threshold σ # Gini top10 top10% Actors top10% Values
0.25 0.234984 2033 0.827517 0.890954 0.979339(2647) 0.979339(2426)
0.50 0.014930 1234 0.704623 0.114145 0.555694(2647) 0.362606(137)
0.75 0.012896 1174 0.693649 0.0957129 0.47169(2647) 0.266931(130)
1.00 0.001261 158 0.503259 0.000377715 0.0999811(2647) 0.000642115(17)
Dining Table
Threshold σ # Gini top10 top10% Actors top10% Values
0.25 0.167011 12 0.277213 0.961538 0.692308(2) 0.846154(3)
0.50 0.038165 4 0.127943 0.846154 0.269231(2) 0.307692(3)
0.75 0.023757 3 0.075134 0.576923 0.0769231(2) 0.0769231(2)
1.00 0.000000 1 0.000000 0.384615 0.0769231(2) 1(26)
Dolphins
Threshold σ # Gini top10 top10% Actors top10% Values
0.25 0.414210 7 0.246985 1 1(6) 1(45)
0.50 0.080330 16 0.330676 0.290323 0.129032(6) 0.0806452(3)
0.75 0.062539 15 0.294670 0.258065 0.112903(6) 0.0322581(2)
1.00 0.047675 12 0.271986 0.16129 0.0967742(6) 0.0483871(3)
ENRON
Threshold σ # Gini top10 top10% Actors top10% Values
0.25 0.268885 2786 0.833348 0.110406 0.845307(3669) 0.841655(426)
0.50 0.034267 2322 0.752884 0.0292707 0.588139(3669) 0.442222(236)
0.75 0.013211 1852 0.715277 0.0168429 0.39202(3669) 0.148643(190)
1.00 0.009538 1448 0.726360 0.000272539 0.0999945(3669) 0.00411534(151)
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Epinions
Threshold σ # Gini top10 top10% Actors top10% Values
0.25 0.034836 1395 0.961041 0.0462051 0.612976(7587) 0.609418(375)
0.50 0.001259 828 0.830114 0.014879 0.484587(7587) 0.0422778(85)
0.75 0.001185 814 0.828013 0.0144045 0.370326(7587) 0.0377838(84)
1.00 0.000343 327 0.707198 0.000131789 0.0999881(7587) 0.000487618(37)
Gnutella
Threshold σ # Gini top10 top10% Actors top10% Values
0.25 0.299963 593 0.892894 0.974148 0.979692(6258) 0.979788(6716)
0.50 0.000173 111 0.689648 0.00615154 0.97402(6258) 0.00672674(13)
0.75 0.000172 111 0.689222 0.00594382 0.956076(6258) 0.00640718(12)
1.00 0.000070 52 0.545161 0.00015978 0.0999904(6258) 0.000111846(7)
Higgs
Threshold σ # Gini top10 top10% Actors top10% Values
0.25 0.000010 77 0.279112 0.000557524 0.147467(25649) 0.000557524(10)
0.50 0.000006 52 0.218244 0.00035089 0.13094(25649) 0.000323598(8)
0.75 0.000006 53 0.214459 0.000362586 0.125685(25649) 0.000304104(6)
1.00 0.000005 46 0.192700 3.89877e-05 0.0999996(25649) 2.33926e-05(6)
Human Brain
Threshold σ # Gini top10 top10% Actors top10% Values
0.25 0.439819 35 0.520820 0.927083 0.927083(48) 0.927083(211)
0.50 0.088131 86 0.589228 0.50625 0.585417(48) 0.50625(9)
0.75 0.041274 70 0.529524 0.220833 0.36875(48) 0.21875(9)
1.00 0.016383 25 0.422885 0.0208333 0.1(48) 0.00625(3)
Texas
Threshold σ # Gini top10 top10% Actors top10% Values
0.25 0.424542 3226 0.361401 0.907126 0.966586(137991) 0.92991(27780)
0.50 0.000003 35 0.200820 7.24681e-06 0.128752(137991) 4.34809e-06(6)
0.75 0.000002 28 0.202959 7.24681e-06 0.111038(137991) 2.17404e-06(3)
1.00 0.000002 26 0.184078 7.24681e-06 0.0999995(137991) 2.17404e-06(3)
Wikipedia
Threshold σ # Gini top10 top10% Actors top10% Values
0.25 0.026782 309 0.875415 0.32298 0.366268(711) 0.324666(37)
0.50 0.006443 234 0.766315 0.00196767 0.359663(711) 0.00477864(25)
0.75 0.006125 238 0.763096 0.00196767 0.288686(711) 0.00463809(26)
1.00 0.005943 238 0.761196 0.00140548 0.0999297(711) 0.00337316(24)
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Cuadro 6.2: Tablas de resultados del primer experimento (segunda parte)
Amazon ArXiv
Threshold Ctop10 Ctop10% Actors Ctop10% Values Ctop10 Ctop10% Actors Ctop10% Values
0.25 0.021140 0.603678 0.136674 (518) 0.027327 0.845048 0.281827 (104)
0.50 0.001035 0.325403 0.002115 (25) 0.027053 0.419979 0.050422 (20)
0.75 0.001089 0.309003 0.002172 (24) 0.025297 0.408367 0.03387 (14)
1.00 0.001211 0.279722 0.001792 (17) 0.024185 0.413125 0.028388 (12)
Caida Dining Table
Threshold Ctop10 Ctop10% Actors Ctop10% Values Ctop10 Ctop10% Actors Ctop10% Values
0.25 0.003913 0.788023 0.777934 (2426) 0.599057 0.235849 0.235849 (3)
0.50 0.018964 0.513813 0.09746 (137) 0.479592 0.183673 0.183673 (3)
0.75 0.016641 0.493779 0.084765 (130) 0.441860 0.162791 0.116279 (2)
1.00 0.106509 0.505505 0.134092 (17) 0.384615 0.115385 1.0 (26)
Dolphins ENRON
Threshold Ctop10 Ctop10% Actors Ctop10% Values Ctop10 Ctop10% Actors Ctop10% Values
0.25 0.215652 0.150957 0.970435 (45) 0.002046 0.702444 0.082621 (426)
0.50 0.310345 0.227969 0.10728 (3) 0.017747 0.635509 0.23848 (236)
0.75 0.291304 0.213043 0.067391 (2) 0.011976 0.589078 0.100763 (190)
1.00 0.284211 0.207895 0.097368 (3) 0.010177 0.619826 0.077543 (151)
Epinions Gnutella
Threshold Ctop10 Ctop10% Actors Ctop10% Values Ctop10 Ctop10% Actors Ctop10% Values
0.25 0.030237 0.949932 0.772027 (375) 0.001496 0.935644 0.998219 (6716)
0.50 0.019305 0.776418 0.074335 (85) 0.004054 0.521992 0.004973 (13)
0.75 0.017205 0.774038 0.070576 (84) 0.004018 0.521309 0.004628 (12)
1.00 0.019252 0.666773 0.040936 (37) 0.002661 0.347571 0.00201 (7)
Higgs Human Brain
Threshold Ctop10 Ctop10% Actors Ctop10% Values Ctop10 Ctop10% Actors Ctop10% Values
0.25 0.001466 0.288085 0.001466 (10) 0.045069 0.215510 0.94324 (211)
0.50 0.001156 0.237054 0.001002 (8) 0.094036 0.357975 0.085123 (9)
0.75 0.001138 0.233393 0.000801 (6) 0.118004 0.350625 0.101297 (8)
1.00 0.001025 0.216382 0.000746 (6) 0.190726 0.357661 0.102823 (3)
Texas Wikipedia
Threshold Ctop10 Ctop10% Actors Ctop10% Values Ctop10 Ctop10% Actors Ctop10% Values
0.25 0.000012 0.156979 0.032034 (27780) 0.092628 0.834695 0.322181 (37)
0.50 0.000022 0.159249 1.4e-05 (6) 0.062295 0.679335 0.109749 (25)
0.75 0.000025 0.160759 9e-06 (3) 0.057674 0.674640 0.10646 (26)
1.00 0.000025 0.150654 8e-06 (3) 0.056749 0.673080 0.099825 (24)
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6.1.2. Segundo experimento
Para expandir la información obtenida en el experimento anterior, definimos esta vez 10 um-
brales para cada red: los que resultan de dividir la unidad en diez partes (0.1,0.2, ...,1), haciendo
que al principio sólo se requiera que una décima parte de los vecinos de i estén activados para
activar i, y cada vez exigir una décima más. De esta manera obtenemos más información que en
el experimento anterior. El experimento fue ejecutado en unas 20 horas.
En el apéndice A.1 podemos consultar las tablas de resultados de este experimento. En gene-
ral, podemos ver que los valores del umbral para los cuales se acumula la mayor proporción de la
influencia en la cima del ranking están aproximadamente entre 0.2 y 0.5. Al no ser una red social,
Texas destaca entre las otras redes por no asemejarse su comportamiento a las demás (cuadro
6.3). Vemos en varias redes que al aumentar el umbral, inicialmente aumenta la acumulación de
influencia de ambos top10%, llega a su máximo y tras una bajada se estabiliza para valores mas
altos del umbral.
Observamos también que a partir de un valor entre 0.2 y 0.5 según la red se da un cambio de
comportamiento en casi todas las redes en mayor o menor medida. Se ve especialmente reflejado
en la medida top10 y en menor grado para las demás, sugiriendo que existe un punto de inflexión
en valores bajos del umbral tal que la difusión de la influencia en las redes cambia de comporta-
miento rápidamente, y la distribución de la capacidad de influencia de los actores se ve afectada,
hecho que vemos reflejado en σ y el Gini. En algunos casos como los de Epinions, Gnutella, EN-
RON, ArXiv o Caida se dan cambios muy bruscos entre 0.2 y 0.5 para alguna de las tres variables
top10, por ello, seleccionamos parte de las redes que muestran una variación significativa para
repetir los experimentos anteriores refinando este intervalo. Véase como ejemplo la tabla 6.4.
Podemos destacar que para ninguna red se da prácticamente variación en las tres medidas
entre los valores del umbral de 0.8 y 1.0, y se da poca para valores mayores de 0.5. El top10
consigue expandir la influencia de manera sorprendentemente eficaz cuando el umbral es menor o
igual a 0.2, y en el caso de Human Brain consigue valores muy relevantes para todos los umbrales.
La tendencia al descenso en todas las métricas en cuanto se aumenta el umbral sigue patente
en este experimento, con ciertas excepciones interesantes, como en el caso de ENRON, donde
vemos que el top10 ve un ascenso a partir del valor del umbral de 0.8, tras haber descendido
entre 0.1 y 0.8.
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Texas
Threshold σ # Gini top10 top10% Actors top10% Values
0.10 0.137202 49 0.020443 0.979144 0.979144(137991) 0.979144(6285)
0.20 0.137923 53 0.020660 0.979116 0.979144(137991) 0.979144(124)
0.30 0.424587 3225 0.361587 0.907118 0.966586(137991) 0.929902(27780)
0.40 0.000004 73 0.226210 9.92813e-05 0.195364(137991) 9.92813e-05(11)
0.50 0.000003 35 0.200820 7.24681e-06 0.128752(137991) 4.34809e-06(6)
0.60 0.000003 35 0.200608 7.24681e-06 0.128445(137991) 4.34809e-06(6)
0.70 0.000002 29 0.205538 7.24681e-06 0.113948(137991) 2.89873e-06(4)
0.80 0.000002 28 0.202959 7.24681e-06 0.111038(137991) 2.17404e-06(3)
0.90 0.000002 28 0.202706 7.24681e-06 0.11111(137991) 2.17404e-06(3)
1.00 0.000002 28 0.202706 7.24681e-06 0.11111(137991) 2.17404e-06(3)
Cuadro 6.3: Resultados del segundo experimento para la red Texas
Gnutella
Threshold σ # Gini top10 top10% Actors top10% Values
0.10 0.407431 91 0.772429 0.974978 0.995191(6258) 0.975362(13)
0.20 0.373341 280 0.819895 0.974547 0.988176(6258) 0.987873(212)
0.30 0.297771 615 0.894629 0.974148 0.979596(6258) 0.979596(6606)
0.40 0.080219 666 0.986708 0.971783 0.981657(6258) 0.971783(495)
0.50 0.000173 111 0.689648 0.00615154 0.97402(6258) 0.00672674(13)
0.60 0.000173 113 0.689610 0.00611958 0.973844(6258) 0.00658294(12)
0.70 0.000172 111 0.689222 0.00594382 0.96504(6258) 0.00640718(12)
0.80 0.000172 111 0.689222 0.00594382 0.955837(6258) 0.00640718(12)
0.90 0.000172 111 0.689222 0.00594382 0.716854(6258) 0.00640718(12)
1.00 0.000172 111 0.689222 0.00594382 0.672307(6258) 0.00640718(12)
Cuadro 6.4: Resultados del segundo experimento para la red Gnutella
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6.1.3. Tercer experimento
Hemos repetido los experimentos anteriores para las redes Gnutella y ArXiv para valores del
umbral entre 0.2 y 0.5, y para Amazon, Caida, ENRON, Epinions y Wikipedia entre 0.2 y 0.4, a
raíz de las observaciones realizadas en el apartado anterior. Señalamos también que las redes que
no hemos seleccionado para este experimento muestran un considerable grado de monotonía en
las métricas a pesar de la variación del umbral. Su ejecución en el cluster duró aproximadamente
18 horas.
En el apéndice A.2 podemos ver las tablas que resumen los resultados del experimento. Aquí
exponemos y comentamos los resultados más relevantes.
La variación extrema de top10%Values debido a empates generalizados en la asignación del
FLTR pone en duda su utilidad como métrica para la maximización de la influencia, dado que su
comportamiento no se ve justificado por la variación en las demás medidas.
Nótese que existe una evidente correlación entre top10%Actors y el gini, ya que cuanto más
desigual sea una distribución, mayor proporción del valor será acumulada por un grupo pequeño
de actores. Sin embargo, esto no ocurre necesariamente en top10, donde el conjunto de actores
observado tiene el tamaño fijo de 10, independientemente del tamaño de la red considerada. Ve-
mos el valor del gini decrementar cuando se aumenta el umbral de la influencia, pero top10 sigue
un comportamiento totalmente independiente de esta tendencia, como vemos claramente en Wi-
kipedia o Caida (cuadro 6.5).
Vemos un curioso ascenso y caída en picado de la cardinalidad del conjunto de top10%Values
entre los umbrales de 0.26 y 0.34 en la red Gnutella, que no se refleja en la variación de las
demás métricas para este rango de umbrales. También se da una caída repentina a partir de
0.48, reflejada en todas las métricas salvo top10%Actors, que sufre un descenso relativamente
pequeño. Esto sugiere que a pesar de haberse visto radicalmente afectada la distribución de los
FLTR de los actores y haberse limitado severamente el paso de la influencia de golpe, en las redes
observadas el 10% de los actores más influyentes es un conjunto lo suficientemente grande y
robusto como para seguir pudiendo expandir su influencia a la mayor parte de la red Gnutella
a esta magnitud del umbral. Este comportamiento no se observa en la otra red social que ha
sido considerada entre 0.2 y 0.5, ArXiv, donde top10%Actors sigue un comportamiento en línea
con las demás metricas. A pesar de ser mayores las dimensiones de Gnutella que las de ArXiv,
las diferencias más significativa entre estas dos redes, en cuanto a los parámetros que hemos
obtenido de ellas, es que Gnutella es dirigida y ArXiv no, y ArXiv tiene un diametro y un ACC más
elevados,y un Main Core mucho más pequeño. En el caso del ACC, es del orden de 100 veces mayor.
Estos datos sugieren que ArXiv es una red mucho más interconectada y distribuida que Gnutella,
cuyos parámetros indican que la mayoría de los nodos tienen pocas interconexiones, pero existe
un subconjunto de nodos con grados muy altos, que sería muy capaz de difundir la influencia
eficazmente, y por tanto se hallaría en el top10%Actors. El gini de Gnutella es especialmente
alto comparado con estas redes, hecho que podría validar esta explicación.
Los resultados obtenidos hasta este punto confirman que en la mayoría de redes tratadas, el
intervalo de valores del umbral de la resistencia a recibir influencia más relevante para la maxi-
mización de la influencia se encuentra aproximadamente en [0.2,0.5], donde se consigue acumular
mayor proporción de la influencia total difundida en conjuntos de actores de poco tamaño.
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Caida
Threshold σ # Gini top10 top10% Actors top10% Values
0.20 0.365273 1455 0.747064 0.907347 0.995392(2647) 0.995392(6562)
0.22 0.338180 1615 0.775445 0.906327 0.995392(2647) 0.995392(5223)
0.24 0.322551 1740 0.790862 0.904363 0.98916(2647) 0.994334(4594)
0.26 0.218601 2077 0.825349 0.871124 0.978357(2647) 0.978357(2225)
0.28 0.197560 2173 0.822601 0.860057 0.933975(2647) 0.930727(1818)
0.30 0.142933 2291 0.792907 0.787762 0.92729(2647) 0.918829(1399)
0.32 0.130483 2355 0.783452 0.765703 0.913957(2647) 0.899452(1302)
0.34 0.062324 2366 0.720697 0.187875 0.87101(2647) 0.795958(408)
0.36 0.057867 2395 0.714390 0.18085 0.859754(2647) 0.791917(386)
0.38 0.049777 2424 0.704256 0.184816 0.849745(2647) 0.769481(334)
0.40 0.044526 2402 0.697489 0.171709 0.838414(2647) 0.745647(277)
Cuadro 6.5: Resultados del tercer experimento para la red Caida
Gnutella
Threshold σ # Gini top10 top10% Actors top10% Values
0.20 0.373341 280 0.819895 0.974547 0.988176(6258) 0.987873(212)
0.22 0.373341 281 0.819895 0.974547 0.988176(6258) 0.987873(212)
0.24 0.373303 277 0.819943 0.974547 0.988176(6258) 0.987361(186)
0.26 0.299963 593 0.892894 0.974148 0.979692(6258) 0.979788(6716)
0.28 0.299944 594 0.892910 0.974148 0.979692(6258) 0.979788(6715)
0.30 0.297771 615 0.894629 0.974148 0.979596(6258) 0.979596(6606)
0.32 0.297771 615 0.894629 0.974148 0.979596(6258) 0.979596(6606)
0.34 0.090475 581 0.986210 0.971863 0.981753(6258) 0.971863(610)
0.36 0.090475 581 0.986210 0.971863 0.981753(6258) 0.971863(610)
0.38 0.090475 581 0.986211 0.971863 0.981721(6258) 0.971863(610)
0.40 0.080219 666 0.986708 0.971783 0.981657(6258) 0.971783(495)
0.42 0.080219 666 0.986708 0.971783 0.981657(6258) 0.971783(495)
0.44 0.080126 663 0.986709 0.971783 0.981657(6258) 0.971783(497)
0.46 0.080126 662 0.986709 0.971783 0.981657(6258) 0.971783(495)
0.48 0.080126 662 0.986709 0.971783 0.981657(6258) 0.971783(495)
0.50 0.000173 111 0.689648 0.00615154 0.97402(6258) 0.00672674(13)
Cuadro 6.6: Resultados del tercer experimento para la red Gnutella
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6.2. Umbrales Aleatorios
Se ha modificado y extendido la clase Graph para poder definir los umbrales de los actores
de un grafo siguiendo cualquier criterio programable, ya que en su versión original estaban fi-
jados por construcción del código a 0.5, y la modificación que realizamos en el apartado anterior
nos permitía establecer umbrales uniformes para la totalidad de los actores, pero no fijar valo-
res diferentes a nivel individual. Usamos el generador de números pseudo-aleatorios Mersenne
Twister [41], en su versión programada en C++, adecuándolo a diferentes distribuciones según la
necesidad.
6.2.1. Distribución uniforme aleatoria
Para este experimento asignamos de forma independiente umbrales entre 0 y 1 a los actores
de la red siguiendo una distribución de probabilidad uniforme. Para determinar la centralidad
de los actores ejecutamos un número determinado de instancias del algoritmo de expansión de
influencia, cada una con nuevos valores asignados aleatoriamente, y finalmente obtenemos el
promedio de FLTRs de los actores en estas ejecuciones. En concreto, hemos realizado un experi-
mento con 20 ejecuciones y otro con 100. Podemos ver los resultados en los cuadros 6.7 y 6.8. La
ejecución de este experimento ha durado aproximadamente 90 horas de CPU en total.
Podemos ver que no se aprecian grandes diferencias para ninguna de las variables entre los
dos experimentos, y que para la gran mayoría de redes, una distribución aleatoria uniforme es
muy propicia para la maximización de la influencia, alcanzando resultados muy satisfactorios
con tan sólo los 10 primeros actores del ranking. Sin embargo, también vemos que raramente
conseguimos más expansión de la influencia si aumentamos el conjunto al primer 10% de actores
o de valores. Vemos además por primera vez, que los conjuntos top10- han conseguido expandir
la influencia a la totalidad de los actores en las redes Amazon, Caida, y Dolphins.
Observamos que el número de valores diferentes producidos en el ranking es muy superior
en todos los casos a los del FLTR con el umbral igual a 0.5 (véase el cuadro 6.2) y están más
dispersados, como evidencia la desviación típica σ. El gini nos indica también que en general la
distribución de valores del ranking es significativamente más igualitaria que cuando el umbral
está fijado a 0.5. Vemos una reducción importante del gini en casi todas las redes; en el caso
de ENRON, baja aproximadamente de 0.75 a 0.08. Las excepciones se dan en Gnutella y Higgs,
donde hay un ascenso respecto al umbral fijo, y en Dining Table, donde a penas hay variación.
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Network σ # Gini top10 top10% Actors top10% Values
Amazon 0.037303 2493 0.012397 1 1(33486) 1(2435)
ArXiv 0.299851 1123 0.214734 0.793209 0.793209(524) 0.793209(195)
Caida 0.043209 3645 0.019406 1 1(2647) 1(826)
Dining Table 0.096658 20 0.124282 0.961538 0.807692(2) 0.846154(3)
Dolphins 0.025533 24 0.010471 1 1(6) 1(15)
ENRON 0.238481 10199 0.093243 0.918347 0.918347(3669) 0.918347(1216)
Epinions 0.253579 4766 0.274886 0.628316 0.631795(7587) 0.628316(549)
Gnutella 0.386806 2384 0.769424 0.971879 0.991739(6258) 0.972038(269)
Higgs 0.002665 5263 0.725508 0.01009 0.140278(25649) 0.0267768(1486)
Human Brain 0.145127 183 0.046312 0.972917 0.972917(48) 0.972917(31)
Wikipedia 0.133908 790 0.288713 0.326774 0.37175(711) 0.330991(94)
Cuadro 6.7: Métricas sobre el promedio de 20 ejecuciones con umbrales asignados de forma alea-
toria siguiendo una distribución uniforme.
Network σ # Gini top10 top10% Actors top10% Values
Amazon 0.007479 2317 0.002218 1 1(33486) 1(1492)
ArXiv 0.316806 1478 0.208256 0.793209 0.793209(524) 0.793209(234)
Caida 0.007981 3248 0.002557 1 1(2647) 1(396)
Dining Table 0.102056 18 0.123031 0.961538 0.807692(2) 0.807692(2)
Dolphins 0.003946 35 0.002160 1 1(6) 1(6)
ENRON 0.248287 13117 0.083801 0.918347 0.918347(3669) 0.918347(1390)
Epinions 0.269755 5816 0.259223 0.628316 0.637106(7587) 0.628316(636)
Gnutella 0.405467 2288 0.768062 0.972805 0.992394(6258) 0.978238(264)
Higgs 0.003500 9404 0.709183 0.00924399 0.139252(25649) 0.0245662(1472)
Human Brain 0.154510 161 0.030518 0.972917 0.972917(48) 0.972917(17)
Wikipedia 0.142819 1048 0.277731 0.327056 0.383696(711) 0.333942(109)
Cuadro 6.8: métricas sobre el promedio de 100 ejecuciones con umbrales asignados de forma alea-
toria siguiendo una distribución uniforme.
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6.2.2. Distribución uniforme aleatoria en dos intervalos
A raíz del experimento anterior, nos preguntamos que ocurriría si asignamos los umbrales de
manera aleatoria uniforme para valores en (0,0.5] y en [0.5,1]. Ya que hemos observado que las
diferencias entre 100 ejecuciones y 20 son muy pequeñas, y la diferencia en tiempo de ejecución
de los experimentos es sustancial, elegimos ejecutar el algoritmo 20 veces y extraer la media
de los FLTR obtenidos. Seleccionando estos dos intervalos podemos ver lo que ocurre cuando los
umbrales se encuentran en la mitad más permisiva o restrictiva para la transmisión de influencia.
La duración de este experimento fue de aproximadamente 24 horas. En las tablas 6.9 y 6.10
podemos comprobar los resultados.
Los valores de las variables top10- en la tabla 6.10 nos sugieren que para la mayoria de
redes es posible alcanzar una buena expansion de la influencia incluso cuando los umbrales de
resistencia estan distribuidos en la mitad más restrictiva del intervalo. En algunos casos, alcanza-
mos prácticamente la misma expansión que asignando los umbrales en (0,0.5], como en las redes
ArXiv, Wikipedia o ENRON. En general sin embargo, y como es de esperar, se alcanza un valor
más reducido. Se distinguen notablemente los valores de # entre los dos experimentos, siendo los
del segundo significativamente más grandes que en el primero en casi todos los casos. Esto pue-
de indicar que cuando los umbrales tienden a ser más restrictivos, se produce un ranking más
diverso. A pesar de esto, no parece haber ninguna tendencia en el valor del gini entre los dos
experimentos, y la desviación estándar incrementa para algunas redes y se reduce para otras.
Si comparamos la tabla 6.9 con la tabla 6.7 del apartado anterior, observamos poca diferencia
en las variables que miden la expansión de la influencia, de hecho, la única mejora relevante
se da en la red Epinions. Vemos también una reducción generalizada en el número de rankings
distintos asignados a los actores (#), pero unos valores de desviación estándar y de gini muy
similares. Estos resultados indican que una distribución aleatoria de los umbrales se comporta
prácticamente igual respecto a la difusión de la influencia tanto si están en (0,0.5] o en (0,1],
sugiriendo que quizá el hecho de que una fracción minoritaria de los actores tengan umbrales
elevados afecta poco a la capacidad de influenciar de los actores en general.
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Network σ # Gini top10 top10% Actors top10% Values
Amazon 0.021248 519 0.008737 1 1(33486) 1(1192)
ArXiv 0.316359 646 0.213341 0.793209 0.793209(524) 0.793209(151)
Caida 0.031134 526 0.015298 1 1(2647) 1(117)
Dining_Table 0.106008 10 0.126033 0.961538 0.807692(2) 0.846154(3)
Dolphins 0.013403 15 0.007477 1 1(6) 1(29)
ENRON 0.249355 3265 0.089727 0.918347 0.918347(3669) 0.918347(380)
Epinions 0.266832 702 0.269977 0.629397 0.7452(7587) 0.763597(9994)
Gnutella 0.407975 424 0.768950 0.974579 0.991276(6258) 0.991628(12851)
Higgs 0.003177 4318 0.714451 0.00971964 0.139479(25649) 0.0190182(1027)
Human_Brain 0.155471 34 0.038436 0.972917 0.972917(48) 0.972917(13)
Wikipedia 0.139828 571 0.285285 0.327056 0.374982(711) 0.334505(77)
Cuadro 6.9: Métricas sobre el promedio de 20 ejecuciones con umbrales asignados de forma alea-
toria siguiendo una distribución uniforme en el intervalo (0,0.5].
Network σ # Gini top10 top10% Actors top10% Values
Amazon 0.163244 35500 0.712485 0.717867 0.719664(33486) 0.717935(9784)
ArXiv 0.228914 2007 0.240972 0.791683 0.791683(524) 0.791683(240)
Caida 0.246121 7448 0.609839 0.926308 0.926308(2647) 0.926308(818)
Dining_Table 0.076991 21 0.197199 0.846154 0.5(2) 0.769231(3)
Dolphins 0.296474 50 0.233719 0.967742 0.967742(6) 0.967742(6)
ENRON 0.208083 13455 0.152003 0.918075 0.918075(3669) 0.918075(1572)
Epinions 0.124726 11641 0.759954 0.537092 0.542825(7587) 0.537092(1365)
Gnutella 0.000176 1059 0.691910 0.00560828 0.973988(6258) 0.856725(145)
Higgs 0.000043 2344 0.528186 0.002234 0.141759(25649) 0.00643687(358)
Human_Brain 0.158044 312 0.109087 0.972917 0.972917(48) 0.972917(38)
Wikipedia 0.091907 1960 0.678521 0.319606 0.364301(711) 0.331553(214)
Cuadro 6.10: métricas sobre el promedio de 100 ejecuciones con umbrales asignados de forma
aleatoria siguiendo una distribución uniforme en el intervalo [0.5,1].
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6.2.3. Distribución normal
Network σ # Gini top10 top10% Actors top10% Values
Amazon 0.007939 5912 0.002619 0.999603 0.999836(33486) 0.999642(29)
ArXiv 0.315793 1752 0.209088 0.793209 0.793209(524) 0.793209(11)
Caida 0.011299 5256 0.005317 0.99932 0.999509(2647) 0.999169(1)
Dining Table 0.105182 21 0.126518 0.961538 0.807692(2) 0.807692(2)
Dolphins 0.003144 34 0.001776 1 1(6) 1(62)
ENRON 0.247460 12267 0.085795 0.918347 0.918347(3669) 0.918347(37)
Epinions 0.265647 5305 0.261309 0.627973 0.756283(7587) 0.628422(28)
Gnutella 0.402581 2299 0.768576 0.973461 0.995047(6258) 0.973061(9)
Higgs 0.003424 10351 0.710544 0.00896718 0.157838(25649) 0.0102577(97)
Human Brain 0.154456 145 0.030800 0.972917 0.972917(48) 0.972917(11)
Wikipedia 0.140746 1307 0.279758 0.328039 0.431061(711) 0.338862(55)
Cuadro 6.11: métricas sobre el promedio de 100 ejecuciones con umbrales asignados de forma
aleatoria siguiendo una distribución normal.
En este experimento asignamos umbrales aleatoriamente siguiendo una distribución de pro-
babilidad normal, con media µ = 0.5 y desviación σ = 16 . La duración de la ejecución en el cluster
de este experimento ha sido de aproximadamente 75 horas.
Disponemos de los resultados en la tabla 6.11. Podemos comprobar que en cuanto a las varia-
bles top10- son relativamente similares a los de los de las tablas 6.9 y 6.7, aunque la cardinalidad
de los conjuntos de top10%Values es significativamente más baja en la mayoría de redes. El
número de valores distintos del ranking es sin embargo mayor a ambas, para todas las redes con-
sideradas, y los valores del gini son muy similares a los de la distribución uniforme aleatoria en
(0,1].
Figura 6.1: Ilustración de la distribución normal utilizada
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6.3. Correlaciones
Para este apartado calculamos los rankings de todas las redes en la centralidad FLTR con
umbral = 0.5, que es la que se ha usado en estudios previos, y la cual a partir de ahora referiremos
simplemente como FWLTR, también calculamos el ICR, que es una centralidad basada en un
modelo estocástico, y el FLTR con los umbrales asignados aleatoriamente según una distribución
normal y una uniforme, con 20 y 100 ejecuciones, como hemos visto en las secciones 6.2.1 y 6.2.3.
Usaremos los coeficientes de Kendall y de Spearman para comparar los rankings obtenidos, y
determinar en que grado están correlacionados. Este experimento duró aproximadamente 170
horas, ya que fue necesario calcular el ICR, cuyo coste computacional es elevado. Podemos ver
los resultados en la tabla 6.12. Los coeficientes en la triangular superior de la matriz son los de
Kendall (τ), y los de la triangular superior los de spearman (ρ).
Para la red Gnutella observamos una correlación muy fuerte entre todos los rankings obteni-
dos, hecho singular que sólo se observa en este caso. Puede ser que la topología particular de esta
red social la haga menos sensible a cambios en los umbrales de resistencia.
A pesar de que pudiera esperarse una fuerte correlación entre las asignaciones de umbrales
aleatorias, cuya media está centrada en 0.5, y el FWLTR con umbral fijado a 0.5, la intensidad de
la correlación no es generalizada a través de todas las redes, y en casos es menor a la que se da
con el ICR.
ρ\τ Amazon
FWLTR ICR R.Normal (20) R.Uniform (100) R.Uniform (20)
FWLTR 1.000000 0.478355 0.321008 0.361223 0.361049
ICR 0.633117 1.000000 0.469742 0.467960 0.473221
R.Normal (20) 0.443477 0.648502 1.000000 0.485838 0.487609
R.Uniform (100) 0.492528 0.645225 0.659707 1.000000 0.492973
R.Uniform (20) 0.491710 0.650568 0.661397 0.657086 1.000000
ρ\τ ArXiv
FWLTR ICR R.Normal (20) R.Uniform (100) R.Uniform (20)
FWLTR 1.000000 0.667202 0.687234 0.739218 0.743797
ICR 0.841101 1.000000 0.744332 0.741224 0.757148
R.Normal (20) 0.842119 0.904652 1.000000 0.774636 0.771413
R.Uniform (100) 0.884277 0.899975 0.890085 1.000000 0.863913
R.Uniform (20) 0.880344 0.912915 0.895931 0.956142 1.000000
ρ\τ Caida
FWLTR ICR R.Normal (20) R.Uniform (100) R.Uniform (20)
FWLTR 1.000000 0.537929 0.815321 0.824485 0.791535
ICR 0.734595 1.000000 0.566725 0.569822 0.552332
R.Normal (20) 0.940077 0.768549 1.000000 0.834507 0.825546
R.Uniform (100) 0.948089 0.766612 0.952469 1.000000 0.808045
R.Uniform (20) 0.928407 0.754006 0.947452 0.935703 1.000000
ρ\τ Dining_Table
FWLTR ICR R.Normal (20) R.Uniform (100) R.Uniform (20)
FWLTR 1.000000 0.082435 0.295044 0.316948 0.322219
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ICR 0.116094 1.000000 0.006340 -0.051118 0.050716
R.Normal (20) 0.367874 0.013562 1.000000 0.846788 0.811912
R.Uniform (100) 0.388965 -0.072190 0.944588 1.000000 0.849948
R.Uniform (20) 0.393306 0.050120 0.929930 0.944769 1.000000
ρ\τ Dolphins
FWLTR ICR R.Normal (20) R.Uniform (100) R.Uniform (20)
FWLTR 1.000000 0.718436 0.574428 0.206206 0.401378
ICR 0.878584 1.000000 0.657223 0.343272 0.496712
R.Normal (20) 0.719525 0.822549 1.000000 0.374966 0.577865
R.Uniform (100) 0.279641 0.485184 0.507953 1.000000 0.427264
R.Uniform (20) 0.579812 0.685560 0.730311 0.582786 1.000000
ρ\τ ENRON
FWLTR ICR R.Normal (20) R.Uniform (100) R.Uniform (20)
FWLTR 1.000000 0.447307 0.645121 0.719100 0.766976
ICR 0.602418 1.000000 0.676838 0.627199 0.542962
R.Normal (20) 0.808550 0.836082 1.000000 0.747538 0.710748
R.Uniform (100) 0.887273 0.784180 0.877532 1.000000 0.802041
R.Uniform (20) 0.921687 0.708512 0.864881 0.939073 1.000000
ρ\τ Epinions
FWLTR ICR R.Normal (20) R.Uniform (100) R.Uniform (20)
FWLTR 1.000000 0.743956 0.747636 0.707082 0.749165
ICR 0.883282 1.000000 0.748638 0.748335 0.770922
R.Normal (20) 0.876542 0.898176 1.000000 0.783634 0.804348
R.Uniform (100) 0.844703 0.895896 0.915038 1.000000 0.795160
R.Uniform (20) 0.882569 0.913799 0.930778 0.921731 1.000000
ρ\τ Gnutella
FWLTR ICR R.Normal (20) R.Uniform (100) R.Uniform (20)
FWLTR 1.000000 0.938929 0.928606 0.928585 0.927760
ICR 0.992720 1.000000 0.917949 0.919077 0.918283
R.Normal (20) 0.990395 0.988540 1.000000 0.933461 0.934707
R.Uniform (100) 0.990516 0.988831 0.991710 1.000000 0.931214
R.Uniform (20) 0.990322 0.988652 0.991975 0.991251 1.000000
ρ\τ Higgs
FWLTR ICR R.Normal (20) R.Uniform (100) R.Uniform (20)
FWLTR 1.000000 0.659343 0.669927 0.667876 0.669222
ICR 0.763147 1.000000 0.627293 0.628708 0.625436
R.Normal (20) 0.744043 0.765078 1.000000 0.950568 0.953050
R.Uniform (100) 0.742165 0.766705 0.992212 1.000000 0.943607
R.Uniform (20) 0.743095 0.762910 0.993514 0.990666 1.000000
ρ\τ Human_Brain
FWLTR ICR R.Normal (20) R.Uniform (100) R.Uniform (20)
FWLTR 1.000000 0.726487 0.758835 0.754130 0.524955
ICR 0.895500 1.000000 0.693182 0.685739 0.530965
R.Normal (20) 0.910811 0.874407 1.000000 0.803729 0.550960
R.Uniform (100) 0.891308 0.869591 0.937205 1.000000 0.618310
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R.Uniform (20) 0.694752 0.718225 0.717345 0.791862 1.000000
ρ\τ Wikipedia
FWLTR ICR R.Normal (20) R.Uniform (100) R.Uniform (20)
FWLTR 1.000000 0.830783 0.776326 0.740492 0.789978
ICR 0.932554 1.000000 0.827657 0.798646 0.838679
R.Normal (20) 0.892968 0.948726 1.000000 0.852579 0.867400
R.Uniform (100) 0.862471 0.926890 0.953127 1.000000 0.848252
R.Uniform (20) 0.901831 0.953796 0.965228 0.951130 1.000000
Cuadro 6.12: Coeficientes de correlación para los métodos aleatorios de asignación de umbrales,
con el Independent Cascade Rank y el Forward Linear Threshold Rank (En este caso, con todos
los umbrales fijados a 0.5, como en [13]). La triangular superior de la matriz corresponde a los
coeficientes de Kendall (τ), y la inferior a los coeficientes de Spearman (ρ).
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6.4. Umbrales determinados por otras centralidades
En este experimento usaremos distintos criterios de centralidad para fijar los umbrales de los
actores de una red. Denotaremos FLTRX al forward linear threshold rank de los actores en una
red social, donde su umbral de resistencia a la influencia es igual a su centralidad calculada según
el método X , por ejemplo FLTRICR es el ranking FLTR de los actores de una red cuando fijamos el
umbral de resistencia de cada actor a su valor de centralidad ICR. Denotaremos por FLTR1−X el
caso en que los umbrales son fijados por el complementario del valor obtenido de la centralidad X ,
es decir, si un actor obtiene un valor de centralidad c en la medida X , le asignaremos un umbral
equivalente a 1− c. De esta manera podemos observar el caso en que una mayor centralidad
corresponde a una mayor resistencia a la influencia, y el contrario. Introducimos estás métricas
para estudiar la posibilidad de que la resistencia de un actor a recibir la influencia en una red
social esté relacionada con el valor de centralidad del mismo, quizá por un criterio topológico o por
la propia capacidad de difundir influencia, y a su vez, estudiamos el caso de que este relacionado
con la falta de estas cualidades.
En la tabla 6.13 podemos comprobar como se asignan los umbrales según las varias centrali-
dades en cada red.
En el caso del FLTRBetweenness (tabla 6.14) vemos, para las variables que tratan sobre la
expansión de la influencia, unos resultados bastante cercanos a los del experimento detallado en
la tabla 6.8 de los umbrales distribuidos de forma aleatoria uniforme. Son también muy simila-
res la desviación estándar y el gini. Donde realmente se diferencian los resultados de estos dos
experimentos es en el número de valores distintos en el ranking, que son significativamente más
bajos para el FLTRBetweenness. Estos resultados sugirieren que, de corresponder la centralidad
betweenness de un actor en una red social con su resistencia a recibir influencia, podemos esperar
alcanzar una muy buena expansión con conjuntos iniciales muy pequeños, pero observemos que
ganamos poco o nada al aumentar el conjunto de los 10 primeros al primer 10%.
Quizá de manera esperable, el FLTR1−Betweenness (6.18) se comporta de manera contraria
en las variables top10-, donde a penas conseguimos expandir la influencia. Los valores del gini
también se han visto invertidos: los valores altos en la tabla 6.14 son aquí bajos, y viceversa. La
desviación estándar es muy baja en todos los casos, indicando que se producen valores del ranking
muy agrupados en torno a la media.
En el FLTRICR (tabla 6.15) los valores de top10, top10%Actors y top10%Values son más
bajos que en el FLTRBetweenness para todas las redes salvo Amazon y Higgs, donde vemos un
ligero incremento. También son más bajos los valores de σ, indicando mayor concentración, y se
da más variedad de valores, que además están distribuidos de forma más desigual, según indica
el gini, excepto en la red Higgs, que sufre un comportamiento contrario.
En el FLTR1−ICR (tabla 6.19) vemos que no conseguimos a penas difusión de la influencia
en ninguna de las variables top10-. Tenemos también valores bajos de la desviación estándar σ,
pero en general similares a los del FLTRICR . Los valores del gini son menos elevados, indicando
una distribución más equitativa de los rangos.
Los casos del FLTRPageRank y FLTRFLTR (tablas 6.16 y 6.17 respectivamente) presentan
valores extremadamente similares en las variables relacionadas con la expansión de la influen-
cia. Podíamos esperar semejanzas dados los valores de la tabla 6.13, donde observamos que dan
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asignaciones de umbrales muy comparables, sin embargo, sorprende hasta que punto coincide la
difusión de la influencia en las variables top10- entre ambos métodos. No son dispares ni mu-
cho menos los valores obtenidos para las métricas σ, # y Gini, que muestran resultados similares
bajo ambas centralidades. De estas tablas deducimos que asignar los umbrales de acuerdo a las
centralidades Pagerank y FLTR de los actores genera unas condiciones propicias para una gran
expansión de la influencia a partir de conjuntos reducidos; basta con los 10 primeros actores del
ranking para alcanzar la totalidad de la red o su amplia mayoría en todos los casos salvo dos
redes: Higgs y Wikipedia, las cuales hemos visto en este experimento y anteriores que por sus
características individuales presentan mayores dificultades que las demás para la difusión de
influencia.
De la misma manera vemos valores prácticamente iguales para el FLTR1−PageRank y FLTR1−FLTR
(tablas 6.20 y 6.21 respectivamente) en todas las métricas. La expansión de la influencia es pre-
deciblemente restrictiva al contrario que los casos descritos en el párrafo anterior. Los valores de
σ son muy bajos y los del Gini superiores en la mayoría de los casos, comparados a los anterio-
res. Las excepciones se dan en Higgs y Gnutella, donde antes presentaban valores altos y han
disminuído.
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FLTRBetweenness
Network σ # Gini top10 top10% Actors top10% Values
Amazon 0.144358 185 0.021906 0.986335 0.996363(33486) 0.987983(572)
ArXiv 0.321546 84 0.207490 0.793209 0.793209(524) 0.793209(11)
Caida 0.097087 10 0.009517 1 1(2647) 1(26228)
Dining_Table 0.105472 8 0.125000 0.961538 0.807692(2) 0.807692(2)
Dolphins 0.000000 1 0.000000 1 1(6) 1(62)
ENRON 0.269095 431 0.104976 0.915458 0.918347(3669) 0.915458(1392)
Epinions 0.277439 39 0.265431 0.628725 0.757126(7587) 0.629173(28)
Gnutella 0.410393 73 0.767687 0.974978 0.996421(6258) 0.974579(9)
Higgs 0.003131 198 0.817138 0.00899057 0.148863(25649) 0.0103551(109)
Human_Brain 0.205090 6 0.047308 0.972917 0.972917(48) 0.972917(11)
Wikipedia 0.145380 14 0.275292 0.32818 0.431061(711) 0.339002(55)
Cuadro 6.14: Tabla de resultados de calcular el FLTR de los actores de la red cuando el umbral de
resistencia ha sido determinado por la centralidad Betweenness
FLTRICR
Network σ # Gini top10 top10% Actors top10% Values
Amazon 0.048237 159 0.002346 0.997814 1(33486) 0.998719(67)
ArXiv 0.016946 389 0.626108 0.0721099 0.603396(524) 0.183518(43)
Caida 0.058035 3025 0.664515 0.355354 0.95966(2647) 0.913692(364)
Dining_Table 0.023757 3 0.075134 0.538462 0.0769231(2) 0.0769231(2)
Dolphins 0.085139 17 0.323861 0.403226 0.258065(6) 0.0645161(2)
ENRON 0.016987 2322 0.691726 0.0317235 0.526927(3669) 0.251199(237)
Epinions 0.003255 1614 0.862370 0.0452035 0.599573(7587) 0.152493(169)
Gnutella 0.387287 267 0.801691 0.974643 0.990701(6258) 0.983383(106)
Higgs 0.000028 144 0.448542 0.00132948 0.15022(25649) 0.0015907(18)
Human_Brain 0.181928 57 0.462572 0.727083 0.972917(48) 0.727083(16)
Wikipedia 0.028498 781 0.744640 0.113563 0.355727(711) 0.195643(92)
Cuadro 6.15: Tabla de resultados de calcular el FLTR de los actores de la red cuando el umbral de
resistencia ha sido determinado por la centralidad ICR
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FLTRPageRank
Network σ # Gini top10 top10% Actors top10% Values
Amazon 0.000000 1 0.000000 1 1(33486) 1(334863)
ArXiv 0.321327 84 0.207110 0.793209 0.793209(524) 0.793209(11)
Caida 0.066887 7 0.004494 1 1(2647) 1(26356)
Dining_Table 0.105472 8 0.125000 0.961538 0.807692(2) 0.807692(2)
Dolphins 0.000000 1 0.000000 1 1(6) 1(62)
ENRON 0.256195 360 0.085229 0.918347 0.918347(3669) 0.918347(37)
Epinions 0.275013 39 0.258302 0.628725 0.756837(7587) 0.629173(28)
Gnutella 0.410393 73 0.767687 0.974978 0.996421(6258) 0.974579(9)
Higgs 0.003319 189 0.785266 0.00894768 0.151744(25649) 0.0101797(83)
Human_Brain 0.168098 5 0.031085 0.972917 0.972917(48) 0.972917(11)
Wikipedia 0.145312 14 0.274871 0.32832 0.431061(711) 0.339002(55)
Cuadro 6.16: Tabla de resultados de calcular el FLTR de los actores de la red cuando el umbral de
resistencia ha sido determinado por la centralidad PageRank
FLTRFLTR
Network σ # Gini top10 top10% Actors top10% Values
Amazon 0.004888 4 0.000024 1 1(33486) 1(334855)
ArXiv 0.322199 84 0.208631 0.793209 0.793209(524) 0.793209(11)
Caida 0.151072 20 0.023374 1 1(2647) 1(25895)
Dining_Table 0.105472 8 0.125000 0.961538 0.807692(2) 0.807692(2)
Dolphins 0.122903 2 0.015600 1 1(6) 1(61)
ENRON 0.296371 385 0.118261 0.918347 0.918347(3669) 0.918347(39)
Epinions 0.277610 39 0.265945 0.628725 0.757087(7587) 0.629173(28)
Gnutella 0.410393 73 0.767687 0.974978 0.996421(6258) 0.974579(9)
Higgs 0.003712 183 0.706886 0.00899837 0.157916(25649) 0.0103473(101)
Human_Brain 0.211850 25 0.362608 0.972917 0.972917(48) 0.972917(13)
Wikipedia 0.146984 14 0.285386 0.32832 0.430921(711) 0.338721(54)
Cuadro 6.17: Tabla de resultados de calcular el FLTR de los actores de la red cuando el umbral de
resistencia ha sido determinado por una ejecución previa del algoritmo del FLTR
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FLTR1−Betweenness
Network σ # Gini top10 top10% Actors top10% Values
Amazon 0.000168 280 0.731851 0.000680875 0.121023(33486) 0.000752547(32)
ArXiv 0.003687 120 0.514478 0.00190767 0.102823(524) 0.0028615(15)
Caida 0.002197 219 0.679585 0.000377715 0.275279(2647) 0.0123513(22)
Dining_Table 0.023757 3 0.075134 0.538462 0.0769231(2) 0.0769231(2)
Dolphins 0.050701 11 0.281886 0.16129 0.0967742(6) 0.112903(7)
ENRON 0.010085 1533 0.721958 0.000272539 0.118554(3669) 0.0063229(161)
Epinions 0.000521 450 0.761468 0.00322882 0.169177(7587) 0.00769646(48)
Gnutella 0.000070 52 0.545161 0.00015978 0.0999904(6258) 0.000111846(7)
Higgs 0.000006 50 0.203628 0.000128659 0.106479(25649) 8.5773e-05(6)
Human_Brain 0.017182 25 0.434620 0.025 0.114583(48) 0.00625(3)
Wikipedia 0.005972 239 0.761551 0.00154603 0.103162(711) 0.0037948(25)
Cuadro 6.18: Tabla de resultados de calcular el FLTR de los actores de la red cuando el umbral de
resistencia ha sido determinado como el complementario de su centralidad Betweenness
FLTR1−ICR
Network σ # Gini top10 top10% Actors top10% Values
Amazon 0.000031 204 0.368671 0.000788382 0.188737(33486) 0.00104819(26)
ArXiv 0.042332 315 0.641623 0.0925219 0.232354(524) 0.121709(45)
Caida 0.157404 385 0.230893 0.373749 0.636525(2647) 0.383645(40)
Dining_Table 0.100034 9 0.119420 0.961538 0.807692(2) 0.807692(2)
Dolphins 0.244897 10 0.210491 0.967742 0.967742(6) 0.967742(8)
ENRON 0.209299 838 0.097727 0.707729 0.728061(3669) 0.707729(88)
Epinions 0.188269 137 0.331004 0.400071 0.531504(7587) 0.400071(15)
Gnutella 0.000177 120 0.692785 0.00375483 0.91455(6258) 0.00452178(14)
Higgs 0.000006 52 0.214404 0.000362586 0.124737(25649) 0.000304104(6)
Human_Brain 0.077472 74 0.396589 0.239583 0.3375(48) 0.21875(8)
Wikipedia 0.056027 173 0.451150 0.116796 0.214758(711) 0.119606(18)
Cuadro 6.19: Tabla de resultados de calcular el FLTR de los actores de la red cuando el umbral de
resistencia ha sido determinado como el complementario de su centralidad ICR
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FLTR1−PageRank
Network σ # Gini top10 top10% Actors top10% Values
Amazon 0.000031 201 0.366149 0.000791368 0.189304(33486) 0.00109896(27)
ArXiv 0.004110 132 0.513894 0.00247997 0.163869(524) 0.0040061(16)
Caida 0.012823 1169 0.693383 0.0964306 0.462285(2647) 0.260283(132)
Dining_Table 0.023757 3 0.075134 0.538462 0.0769231(2) 0.0769231(2)
Dolphins 0.061909 15 0.292929 0.241935 0.112903(6) 0.0322581(2)
ENRON 0.012020 1776 0.710027 0.0231658 0.334514(3669) 0.145945(183)
Epinions 0.001183 807 0.827930 0.0144045 0.334256(7587) 0.0379288(86)
Gnutella 0.000172 111 0.689222 0.00594382 0.672307(6258) 0.00640718(12)
Higgs 0.000006 52 0.214376 0.000354788 0.124737(25649) 0.000304104(6)
Human_Brain 0.035540 60 0.507610 0.1875 0.285417(48) 0.158333(7)
Wikipedia 0.006101 235 0.762919 0.00196767 0.116655(711) 0.00477864(27)
Cuadro 6.20: Tabla de resultados de calcular el FLTR de los actores de la red cuando el umbral de
resistencia ha sido determinado como el complementario de su centralidad PageRank
FLTR1−FLTR
Network σ # Gini top10 top10% Actors top10% Values
Amazon 0.000031 201 0.366149 0.000791368 0.189304(33486) 0.00109896(27)
ArXiv 0.004110 132 0.513894 0.00247997 0.163869(524) 0.0040061(16)
Caida 0.012823 1169 0.693383 0.0964306 0.462285(2647) 0.260283(132)
Dining_Table 0.023757 3 0.075134 0.538462 0.0769231(2) 0.0769231(2)
Dolphins 0.062952 15 0.295886 0.258065 0.145161(6) 0.0322581(2)
ENRON 0.012102 1780 0.710349 0.0187507 0.334514(3669) 0.145999(185)
Epinions 0.001183 807 0.827930 0.0144045 0.334256(7587) 0.0379288(86)
Gnutella 0.000172 111 0.689222 0.00594382 0.672307(6258) 0.00640718(12)
Higgs 0.000006 52 0.214376 0.000354788 0.124737(25649) 0.000304104(6)
Human_Brain 0.037951 65 0.520972 0.21875 0.30625(48) 0.189583(8)
Wikipedia 0.006101 235 0.762919 0.00196767 0.116655(711) 0.00477864(27)
Cuadro 6.21: Tabla de resultados de calcular el FLTR de los actores de la red cuando el umbral
de resistencia ha sido determinado como el complementario del valor obtenido de una ejecución
previa del algoritmo del FLTR
7 | Una medida sobre el potencial pa-
ra difundir influencia de un ran-
king
Introducimos tres parámetros para explorar la posibilidad de que un grupo reducido de acto-
res con valores altos en medidas de centralidad distintas al FLTR puedan expandir conjuntamente
la influencia de manera eficaz en el LTM. Estos parámetros serán indicativos de la calidad de un
ranking como heurístico para el proceso de la expansión de influencia. Esta idea fue utilizada en
[21], donde se consideraron las centralidades de degree, betweenness y eigenvector para determi-
nar el conjunto de early adopters y opinion leaders en el modelo de difusión que utilizaron.
Las variables top10X , top10%ActorsX y top10%V aluesX en una red social denotan el por-
centaje de actores dentro de la misma que son influenciados en el modelo LTM, considerando como
conjunto activador inicial los actores con mayor rango en un ranking según su valor de centra-
lidad X , por ejemplo según su centralidad Betweenness. Nótese que el umbral de resistencia a
la influencia usado en este experimento es de 0.5, como se ha usado para el FLTR en estudios
anteriores.
De entre las tres medidas de centralidad consideradas, los resultados sugieren que el Page-
Rank (tabla 7.3) es la más eficaz a la hora de seleccionar el conjunto que realizará la mayor ex-
pansión de influencia en el LTM. Vemos valores más elevados en la mayoría de redes para las tres
métricas top10-. Algunas excepciones notables son el caso de Gnutella, en la cual parece ser un
seleccionador mucho más efectivo el ICR (tabla 7.2) que cualquiera de las otras dos centralidades,
llegando incluso a influenciar casi la totalidad de la red cuando se considera el top10%Actors, y
el caso de Wikipedia, donde el ICR selecciona un top10%Actors casi el triple de eficaz.
Se destaca en este experimento la relativa poca utilidad de top10%Values, dado que su
volatilidad debido a valores de centralidad empatados provoca en algunos casos contradicciones
con las otras métricas, y no es fiable a la hora de distinguir los resultados. Si observamos el
número entre paréntesis, que es la cardinalidad del conjunto, podemos ver que las diferencias
entre las tablas respecto a esta métrica podrían explicarse en parte por el tamaño del conjunto
seleccionado. El top10%V aluesICR en la red Gnutella conseguiría tan sólo expandir hasta un
1.5% de la red comparado con el top10%V aluesBetweenness con un 77% (tabla 7.1), mientras
que el ICR como ya hemos mencionado es mucho más efectivo en las otras dos métricas. Sin
embargo, el conjunto activador que se ha utilizado en el caso de Betweenness es de 48332 Actores,
comparado con tan sólo 51 en el caso del ICR.
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Si comparamos estos resultados con los top10, top10%Actors y top10%Values del primer
experimento del apartado 6.1, concretamente con el umbral fijado a 0.5, vemos curiosamente que
la centralidad PageRank es incluso mejor seleccionadora que el FLTR en cuanto a la expansión de
la influencia en el LTM de estos conjuntos. Este resultado es indicativo de la posibilidad de que el
PageRank sea un buen predictor de la capacidad de difundir influencia en redes sociales, y puede
ser beneficioso compararlo con más centralidades no vistas en este estudio.
También vemos, curiosamente, que la cardinalidad de los conjuntos top10%Values del FLTR
es significativamente menor a las tres centralidades vistas en este experimento, sugiriendo que el
número de valores empatados en una ranking FLTR será mucho menor que en uno de PageRank,
Betweenness o ICR, y por tanto produciría valores más distinguibles.
Network top10Betweenness top10%ActorsBetweenness top10%V aluesBetweenness
Amazon 0.000970546 0.268387(33486) 0.194118(23715)
ArXiv 0.00667684 0.321824(524) 0.0820298(158)
Caida 0.152483 0.964608(2647) 0.83237(923)
Dining_Table 0.5 0.115385(2) 0.192308(3)
Dolphins 0.354839 0.177419(6) 0.177419(6)
ENRON 0.0613485 0.76608(3669) 0.673417(1169)
Epinions 0.0127572 0.541059(7587) 0.457742(2498)
Gnutella 0.00015978 0.100805(6258) 0.773128(48332)
Higgs 8.18742e-05 0.107965(25649) 0.00290069(514)
Human_Brain 0.5875 0.74375(48) 0.635417(24)
Wikipedia 0.00168658 0.245397(711) 0.0265636(138)
Cuadro 7.1: Resultados de ordenar los actores de cada red por su rango Betweenness, seleccionar
los conjuntos de los 10 primeros actores, el primer 10% de actores y los actores cuyo rango se
encuentra en el primer 10% de valores asignados, y usarlos como conjunto activador inicial en el
LTM. Los valores de la tabla representan el porcentaje de la red influenciado.
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Network top10ICR top10%ActorsICR top10%V aluesICR
Amazon 0.000441972 0.170544(33486) 0.010685(1346)
ArXiv 0.00209844 0.200114(524) 0.148417(400)
Caida 0.0460434 0.767517(2647) 0.719547(1696)
Dining_Table 0.576923 0.0769231(2) 0.0769231(2)
Dolphins 0.5 0.145161(6) 0.177419(7)
ENRON 0.00346124 0.648098(3669) 0.64927(3747)
Epinions 0.00108067 0.475178(7587) 0.426851(3761)
Gnutella 0.0061036 0.968827(6258) 0.0156425(51)
Higgs 0.000335294 0.122024(25649) 0.000865527(60)
Human_Brain 0.525 0.627083(48) 0.627083(35)
Wikipedia 0.00168658 0.357273(711) 0.33591(463)
Cuadro 7.2: Resultados de ordenar los actores de cada red por su rango ICR, seleccionar los con-
juntos de los 10 primeros actores, el primer 10% de actores y los actores cuyo rango se encuentra
en el primer 10% de valores asignados, y usarlos como conjunto activador inicial en el LTM. Los
valores de la tabla representan el porcentaje de la red influenciado.
Network top10PageRank top10%ActorsPageRank top10%V aluesPageRank
Amazon 0.00109298 0.489618(33486) 0.434136(29172)
ArXiv 0.00572301 0.378672(524) 0.262495(361)
Caida 0.173258 0.953314(2647) 0.890727(1335)
Dining_Table 0.384615 0.0769231(2) 0.115385(3)
Dolphins 0.532258 0.193548(6) 0.290323(7)
ENRON 0.0700153 0.747711(3669) 0.702524(2109)
Epinions 0.000540334 0.509522(7587) 0.436761(3580)
Gnutella 0.000383472 0.401783(6258) 0.107979(2107)
Higgs 4.67853e-05 0.10382(25649) 0.00431984(1003)
Human_Brain 0.585417 0.808333(48) 0.779167(44)
Wikipedia 0.00140548 0.120871(711) 0.0349965(236)
Cuadro 7.3: Resultados de ordenar los actores de cada red por su rango PageRank, seleccionar
los conjuntos de los 10 primeros actores, el primer 10% de actores y los actores cuyo rango se
encuentra en el primer 10% de valores asignados, y usarlos como conjunto activador inicial en el
LTM. Los valores de la tabla representan el porcentaje de la red influenciado.
8 | Conclusiones
Este estudio ha continuado el trabajo realizado en [11], [12] y [13] sobre la medida de cen-
tralidad Linear Threshold Rank (LTR) basada en el modelo de difusión de la influencia en redes
sociales Linear Threshold Model (LTM).
Nuestro trabajo se ha enfocado en la determinación de los umbrales de resistencia a la in-
fluencia de los actores de la red, y estudiar su efecto en el Forward Linear Threshold Rank (FLTR),
tarea para la cual hemos abordado tres categorías de umbrales: Uniformes, aleatorios y definidos
por varias medidas de centralidad. También hemos estudiado aspectos relativos al problema de
maximización de influencia, un problema importantísimo en el campo del análisis de redes socia-
les, el cual pertenece a la clase NP-Hard.
Hemos introducido las medidas top10, top10%Actors y top10%Values, inspirándonos en
el trabajo realizado en [21], que nos permiten observar el potencial de conjuntos pequeños de ac-
tores para expandir la influencia bajo diferentes umbrales. También hemos introducido variantes
de estas métricas en el capítulo 7, donde utilizamos varios criterios de centralidad distintos al
LTR como herramienta para seleccionar conjuntos capaces de expandir eficazmente la influencia.
Del experimento realizado en ese capítulo hemos aprendido que la centralidad PageRank puede
ser una mejor medida que el propio FLTR para seleccionar un conjunto pequeño que difunda la
influencia en el modelo LTM.
Las variantes de estas métricas, Ctop10, Ctop10%Actors y Ctop10%Values, introducidas
para el primer experimento en la sección 6.1 han sido desestimadas durante el transcurso del
proyecto, debido a que no consideramos que aporten suficiente información útil en relación al
problema de maximización. Sin embargo, pueden ser de utilidad para comprender mejor la dis-
tribución de los valores de centralidad entre los actores de una red, y en el caso del FLTR, son
indicativo de en que grado se acumula la capacidad de influenciar en torno a la cima del ran-
king. Además el coste computacional de las variables es muy bajo en relación con la mayoría de
parámetros y métricas utilizadas, siendo tan sólo O(n).
Respecto al parámetro top10%Values, debe ponerse en duda su calidad como indicador a
favor de la maximización de la influencia, ya que su sensibilidad a la cantidad de empates en un
ranking provoca inconsistencias con las demás variables si no se considera la cardinalidad del
conjunto examinado. No obstante, nos proporciona información sobre el número de empates, que
puede ser útil a la hora de seleccionar un ranking con valores más distinguibles, sin disponer
explícitamente del número de valores distintos asignados.
Hemos expandido el número de redes sociales que hemos heredado de [12] y [13] con tres
nuevas inclusiones; consideramos que ENRON, Amazon y Gnutella son redes con características
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interesantes que complementan el conjunto ya existente, y proponemos la eliminación de Texas,
Dining Table y Dolphins para futuros estudios sobre este conjunto. Dining Table y Dolphins fueron
introducidas en parte debido a limitaciones computacionales, pero son redes muy reducidas en
tamaño que no permiten extraer conclusiones a mayor escala, y debido a esto han demostrado
ser inconsistentes con los resultados obtenidos del resto de redes a lo largo de los experimentos
realizados en este estudio. La red Texas fue descartada durante los primeros experimentos a
causa de las incongruencias mostradas respecto al resto del conjunto: Texas no es una red social,
sino un grafo de las carreteras principales de un estado americano, que fue incluido por su gran
tamaño y diámetro. Consideramos que la introducción de la red Amazon suple en gran parte la
función de Texas, siendo aún una red social.
De la experimentación con umbrales uniformes, es decir, la asignación a todos los actores de
una red de un mismo umbral de resistencia a la influencia, comprobamos que existe un punto
de inflexión para las redes sociales en el intervalo [0.2,0.5], donde la capacidad de expandir la
influencia de los actores decae rápidamente, en algunos casos de forma brusca. La desviación
estándar σ también se ve reducida en torno a este punto, así como el número de valores distintos
del ranking #, y en general de forma más suave, el Gini. Estos indicadores nos muestran que la
distribución de valores de centralidad se ve afectada importantemente cuando aumentamos el
umbral pasado ese punto de inflexión, pero se estabiliza con un posterior aumento, y se da muy
escasa variación en todas las métricas para valores del umbral en [0.8,1].
Hemos podido comprobar que una asignación de umbrales aleatoria uniforme es muy favora-
ble a la expansión de la influencia en redes sociales. Independientemente del tamaño de cada red,
conseguimos una expansión muy satisfactoria o incluso excelente con tan sólo los diez primeros
actores del ranking, siendo la red Higgs la única excepción. Sorprendentemente, hemos visto que
cuándo se asignan valores aleatorios en el intervalo [0.5,1] se consigue también una buena difu-
sión de la influencia en las variables top10-, hecho que no esperábamos dados los resultados en
este intervalo con umbrales uniformes. De hecho, la asignación de umbrales aleatorios en [0,0.5]
y en [0,1] ha dado resultados extremadamente similares, lo que sugiere que la permisividad de la
difusión de la influencia en la totalidad de una red es determinada principalmente por los actores
que son influenciados fácilmente, y no por los que restringen el paso de la influencia.
Como última parte de nuestra experimentación sobre los umbrales de resistencia a la influen-
cia, hemos usado los valores de centralidad de los actores como su umbral. En concreto, hemos
usado las centralidades Betweenness, ICR, PageRank y el propio FLTR, estas dos últimas presen-
tando resultados muy similares en todas las métricas, especialmente las relativas a la expansión
de la influencia, donde además alcanzan los valores más altos. También hemos considerado el caso
de fijar como umbrales el complementario del valor de centralidad, explorando así el caso en que
un alto valor de centralidad implique una resistencia débil a ser influenciado. En general vemos
que en estos casos se presenta un escenario más restrictivo a la difusión de la influencia, ya que
como se demuestra en la tabla 6.13, la mayoría de valores de centralidad que se asignan son muy
bajos para todas las redes y centralidades, salvo algunos casos del ICR.
Finalmente, hemos introducido las variables top10X , top10%ActorsX y top10%V aluesX ,
que nos permiten medir la capacidad de difundir influencia (En el LTM con umbrales iguales a
0.5) de los respectivos conjuntos seleccionados en función a su rango en varias centralidades, y
hemos comprobado que el PageRank es la más eficaz de las consideradas.
9 | Trabajo futuro
En relación a las métricas introducidas en este trabajo que tratan sobre la maximización
de la influencia: top10, top10%Actors y top10%Values, sería de interés introducir un nuevo
parámetro que nos permita ver hasta qué posición de un ranking FLTR ordenado de los actores
de una red sería necesario bajar, para que el conjunto formado por los actores entre el primero y
el que ocupa esa posición sean capaces de influenciar a la totalidad de la red. Además, podrían
expandirse estas medidas con conjuntos de diferentes tamaños, por ejemplo con top20, top30,
top40 y top5%Actors, top15%Actors, top20%Actors.
Consideramos que sería provechoso expandir la medida introducida en el apartado 6.4 con
otras centralidades, por ejemplo la de Eigenvector o la de Katz. Sería un avance importante deter-
minar si existe una relación entre la resistencia a ser influenciado de un actor y su centralidad, y
convendría continuar esta línea de investigación. También puede ser interesante considerar otras
centralidades para las variables top10X , top10%ActorsX y top10%V aluesX de la sección 7, con
el fin de encontrar la medida que sea la mejor predictora de la eficacia de un conjunto de actores
a la hora de expandir la influencia en el LTM.
Las variables top10X , top10%ActorsX y top10%V aluesX describen la expansión de influen-
cia con un umbral fijo de 0.5. En un futuro podrían considerarse variaciones con otras distribucio-
nes de umbrales como por ejemplo las consideradas a lo largo de este trabajo.
En el apartado 6.2 hemos seleccionado umbrales de manera aleatoria uniforme en los inter-
valos (0,1], (0,0.5] y [0.5,1]. Puede resultar de interés considerar otros intervalos, por ejemplo,
(0, 13 ], [
1
3 ,
2
3 ] y [
2
3 ,1]. También podría estudiarse el caso de asignar los umbrales siguiendo nuevas
distribuciones de probabilidad razonables, por ejemplo la de Pareto. En relación a esto queda por
estudiar el problema de cómo se distribuye la resistencia a recibir influencia en una población
humana, y en un trabajo futuro se podría investigar qué se ha publicado respecto a este problema
principalmente perteneciente a la sociología, con el fin de aplicar las conclusiones al análisis de
redes sociales.
También en el experimento 6.2.2 hemos obtenido resultados que sugieren que los actores con
umbral bajo tienen mucho más peso en determinar la permisividad general de la influencia en
una red social que los actores con umbrales elevados. Es una posibilidad de estudio verificar esta
deducción y examinar como afecta al flujo general de la influencia la proporción entre actores fá-
cilmente y difícilmente influenciables, cuándo la asignación de los umbrales se realiza de manera
aleatoria e independiente.
Parte de nuestro objetivo consistía en aplicar técnicas de análisis topológico a las redes so-
ciales para la asignación de umbrales. Debido a limitaciones de tiempo este objetivo no ha sido
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realizado en la profundidad inicialmente deseada, y por tanto lo proponemos para estudios poste-
riores.
Finalmente quedará como trabajo futuro elaborar un artículo en inglés a partir de este estudio
seleccionando las partes más relevantes y redes más representativas para reducirlo a aproxima-
damente 10-12 páginas.
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0.971783(495)
0.50
0.000173
111
0.689648
0.00615154
0.97402(6258)
0.00672674(13)
0.60
0.000173
113
0.689610
0.00611958
0.973844(6258)
0.00658294(12)
0.70
0.000172
111
0.689222
0.00594382
0.96504(6258)
0.00640718(12)
0.80
0.000172
111
0.689222
0.00594382
0.955837(6258)
0.00640718(12)
0.90
0.000172
111
0.689222
0.00594382
0.716854(6258)
0.00640718(12)
1.00
0.000172
111
0.689222
0.00594382
0.672307(6258)
0.00640718(12)
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H
um
an_B
rain
T
hreshold
σ
#
G
ini
top10
top10
%
A
ctors
top10
%
Values
0.10
0.270599
10
0.086023
0.972917
0.972917(48)
0.972917(438)
0.20
0.462733
23
0.392097
0.972917
0.972917(48)
0.972917(283)
0.30
0.201943
49
0.550796
0.5875
0.5875(48)
0.5875(9)
0.40
0.123167
68
0.558931
0.633333
0.689583(48)
0.633333(8)
0.50
0.088131
86
0.589228
0.50625
0.585417(48)
0.50625(9)
0.60
0.056148
84
0.556101
0.28125
0.479167(48)
0.279167(9)
0.70
0.045105
76
0.540812
0.247917
0.385417(48)
0.220833(8)
0.80
0.040375
68
0.526182
0.229167
0.352083(48)
0.191667(7)
0.90
0.035912
62
0.509515
0.189583
0.295833(48)
0.160417(7)
1.00
0.035540
60
0.507610
0.1875
0.285417(48)
0.158333(7)
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W
ikipedia
T
hreshold
σ
#
G
ini
top10
top10
%
A
ctors
top10
%
Values
0.10
0.103083
156
0.871489
0.327618
0.374982(711)
0.375685(826)
0.20
0.048013
228
0.917849
0.325791
0.366831(711)
0.335067(180)
0.30
0.014252
288
0.816121
0.00309206
0.366268(711)
0.014617(30)
0.40
0.007663
255
0.775823
0.00210822
0.364582(711)
0.00674631(27)
0.50
0.006443
234
0.766315
0.00196767
0.359663(711)
0.00477864(25)
0.60
0.006275
244
0.764728
0.00196767
0.351933(711)
0.00491918(26)
0.70
0.006151
239
0.763342
0.00196767
0.323542(711)
0.00463809(26)
0.80
0.006121
237
0.763070
0.00196767
0.218271(711)
0.00463809(26)
0.90
0.006101
235
0.762919
0.00196767
0.12298(711)
0.00477864(27)
1.00
0.006101
235
0.762919
0.00196767
0.116655(711)
0.00477864(27)
Ponderación de influencia y su efecto en el FLTR pág. 87
A.2. Tercer Experimento
Amazon
Threshold σ # Gini top10 top10% Actors top10% Values
0.20 0.438453 1190 0.580852 0.890206 0.904492(33486) 0.904492(140309)
0.22 0.425653 1394 0.627482 0.882755 0.894873(33486) 0.894906(124701)
0.24 0.356763 1680 0.779655 0.86286 0.871156(33486) 0.871156(73847)
0.26 0.001288 1141 0.686987 0.00642651 0.755064(33486) 0.634445(745)
0.28 0.000433 944 0.631954 0.0220418 0.74156(33486) 0.572371(493)
0.30 0.000210 750 0.573468 0.00124529 0.699662(33486) 0.0274232(167)
0.32 0.000185 676 0.558115 0.00639366 0.689819(33486) 0.0190287(121)
0.34 0.000094 424 0.519286 0.0018097 0.539665(33486) 0.00560528(53)
0.36 0.000091 409 0.512088 0.00177983 0.537644(33486) 0.00549777(45)
0.38 0.000084 385 0.501672 0.00179775 0.508196(33486) 0.00421068(61)
0.40 0.000063 334 0.457212 0.00163052 0.42713(33486) 0.00321923(54)
Wikipedia
Threshold σ # Gini top10 top10% Actors top10% Values
0.20 0.048013 228 0.917849 0.325791 0.366831(711) 0.335067(180)
0.22 0.039653 282 0.907290 0.32565 0.367112(711) 0.331553(119)
0.24 0.033243 287 0.893234 0.325088 0.366971(711) 0.327337(36)
0.26 0.025270 310 0.869475 0.32298 0.366409(711) 0.324526(35)
0.28 0.020109 291 0.846199 0.322699 0.366409(711) 0.323963(32)
0.30 0.014252 288 0.816121 0.00309206 0.366268(711) 0.014617(30)
0.32 0.011766 277 0.803275 0.0035137 0.366128(711) 0.0116655(28)
0.34 0.009543 261 0.789090 0.00210822 0.365566(711) 0.00927618(28)
0.36 0.009013 261 0.785309 0.00210822 0.365425(711) 0.00955727(28)
0.38 0.008702 246 0.782338 0.00210822 0.364863(711) 0.00801124(26)
0.40 0.007663 255 0.775823 0.00210822 0.364582(711) 0.00674631(27)
Caida
Threshold σ # Gini top10 top10% Actors top10% Values
0.20 0.365273 1455 0.747064 0.907347 0.995392(2647) 0.995392(6562)
0.22 0.338180 1615 0.775445 0.906327 0.995392(2647) 0.995392(5223)
0.24 0.322551 1740 0.790862 0.904363 0.98916(2647) 0.994334(4594)
0.26 0.218601 2077 0.825349 0.871124 0.978357(2647) 0.978357(2225)
0.28 0.197560 2173 0.822601 0.860057 0.933975(2647) 0.930727(1818)
0.30 0.142933 2291 0.792907 0.787762 0.92729(2647) 0.918829(1399)
0.32 0.130483 2355 0.783452 0.765703 0.913957(2647) 0.899452(1302)
0.34 0.062324 2366 0.720697 0.187875 0.87101(2647) 0.795958(408)
0.36 0.057867 2395 0.714390 0.18085 0.859754(2647) 0.791917(386)
0.38 0.049777 2424 0.704256 0.184816 0.849745(2647) 0.769481(334)
0.40 0.044526 2402 0.697489 0.171709 0.838414(2647) 0.745647(277)
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ENRON
Threshold σ # Gini top10 top10% Actors top10% Values
0.20 0.399316 1603 0.651393 0.885179 0.888423(3669) 0.885179(193)
0.22 0.368746 1993 0.717240 0.876322 0.877957(3669) 0.876322(267)
0.24 0.327435 2371 0.780700 0.868336 0.873678(3669) 0.868336(346)
0.26 0.260311 2801 0.841103 0.110406 0.845416(3669) 0.841655(426)
0.28 0.232640 2865 0.857943 0.102529 0.837049(3669) 0.836695(456)
0.30 0.182656 3112 0.870363 0.0612668 0.822332(3669) 0.785948(522)
0.32 0.162687 3273 0.868570 0.0528726 0.819879(3669) 0.778998(478)
0.34 0.130052 3036 0.867378 0.0407173 0.76191(3669) 0.721138(446)
0.36 0.115748 3095 0.858108 0.0410989 0.750382(3669) 0.70931(404)
0.38 0.100060 3059 0.843966 0.0391639 0.737545(3669) 0.689742(364)
0.40 0.082659 2855 0.830582 0.0394636 0.710673(3669) 0.657173(340)
Epinions
Threshold σ # Gini top10 top10% Actors top10% Values
0.20 0.065796 1487 0.973600 0.0531636 0.621714(7587) 0.619025(1014)
0.22 0.057338 1541 0.972229 0.0563133 0.621621(7587) 0.618999(804)
0.24 0.046325 1590 0.967139 0.0514108 0.621055(7587) 0.618182(584)
0.26 0.032387 1412 0.957486 0.0462051 0.612989(7587) 0.609418(345)
0.28 0.024788 1428 0.941869 0.0461129 0.613569(7587) 0.608719(257)
0.30 0.018884 1387 0.924010 0.0365977 0.61096(7587) 0.604581(208)
0.32 0.016061 1397 0.913228 0.0374017 0.610973(7587) 0.60122(184)
0.34 0.009734 1146 0.886987 0.0243941 0.58957(7587) 0.574428(128)
0.36 0.008282 1134 0.878990 0.0217715 0.589504(7587) 0.11065(127)
0.38 0.005413 1147 0.863924 0.025857 0.587462(7587) 0.0967066(118)
0.40 0.003417 1137 0.855047 0.0257647 0.57962(7587) 0.0874946(119)
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Gnutella
Threshold σ # Gini top10 top10% Actors top10% Values
0.20 0.373341 280 0.819895 0.974547 0.988176(6258) 0.987873(212)
0.22 0.373341 281 0.819895 0.974547 0.988176(6258) 0.987873(212)
0.24 0.373303 277 0.819943 0.974547 0.988176(6258) 0.987361(186)
0.26 0.299963 593 0.892894 0.974148 0.979692(6258) 0.979788(6716)
0.28 0.299944 594 0.892910 0.974148 0.979692(6258) 0.979788(6715)
0.30 0.297771 615 0.894629 0.974148 0.979596(6258) 0.979596(6606)
0.32 0.297771 615 0.894629 0.974148 0.979596(6258) 0.979596(6606)
0.34 0.090475 581 0.986210 0.971863 0.981753(6258) 0.971863(610)
0.36 0.090475 581 0.986210 0.971863 0.981753(6258) 0.971863(610)
0.38 0.090475 581 0.986211 0.971863 0.981721(6258) 0.971863(610)
0.40 0.080219 666 0.986708 0.971783 0.981657(6258) 0.971783(495)
0.42 0.080219 666 0.986708 0.971783 0.981657(6258) 0.971783(495)
0.44 0.080126 663 0.986709 0.971783 0.981657(6258) 0.971783(497)
0.46 0.080126 662 0.986709 0.971783 0.981657(6258) 0.971783(495)
0.48 0.080126 662 0.986709 0.971783 0.981657(6258) 0.971783(495)
0.50 0.000173 111 0.689648 0.00615154 0.97402(6258) 0.00672674(13)
ArXiv
Threshold σ # Gini top10 top10% Actors top10% Values
0.20 0.350389 290 0.562644 0.725486 0.740366(524) 0.725677(74)
0.22 0.344483 332 0.600133 0.724723 0.739794(524) 0.725296(88)
0.24 0.282045 435 0.762620 0.0599008 0.722434(524) 0.71881(126)
0.26 0.148570 430 0.853959 0.648417 0.670355(524) 0.656429(109)
0.28 0.090378 428 0.805350 0.0345288 0.665395(524) 0.634681(76)
0.30 0.027497 369 0.670478 0.0328119 0.646127(524) 0.608928(38)
0.32 0.019953 342 0.640527 0.0217474 0.64689(524) 0.0940481(40)
0.34 0.011081 260 0.595235 0.00667684 0.526326(524) 0.0410149(27)
0.36 0.010573 255 0.589227 0.00667684 0.528997(524) 0.0410149(33)
0.38 0.009530 240 0.578978 0.00534147 0.498855(524) 0.0394887(27)
0.40 0.008346 215 0.568466 0.00591377 0.450591(524) 0.0352919(23)
0.42 0.008209 215 0.565402 0.00591377 0.446776(524) 0.0223197(22)
0.44 0.007836 205 0.560768 0.00572301 0.430942(524) 0.0194582(21)
0.46 0.007448 197 0.555147 0.00572301 0.41034(524) 0.0183136(21)
0.48 0.007343 196 0.553004 0.00476917 0.408623(524) 0.0183136(22)
0.50 0.005950 169 0.540466 0.00267074 0.263068(524) 0.00839374(20)
