In this paper, we present an analysis of the spatial smothing schemes extended for the esiimation of two-dimensional directions of arrival of cohereni signals using a uniform rectangular array. The scheme extended from the plain spatial smoothing technique is shown requiring ai least (2K -1) specifically chosen square subarrays, each with sire ( K + 1) x ( K + 1 ) at least, in order i o guarantee the "decorrelation" of K coherent signals in all possible situations. The the minimum size of the total array is shown to be 2 K x 2 K .
Introduction
In recent years, there has been a growing interest in developing high resolution techniques for estimating the directions of arrival (DOA's) of coherent signals using multiple sensors. Several techniques have been proposed to take care of this situation [2, 31, of which the spatial smoothing scheme for the case of a uniform linear array is specially noteworthy [4, 51. Their solution is based on a preprocessing scheme that groups the total array of sensors into overlapping subarrays and then averages the subarray ouput covariance matrices to form the spatially smoothed covariance matrix. It has been shown that when the spatially smoothed covariance matrix is used in conjunction with an eigenstructure-based technique,e.g., MUSIC [ l ] , at least 2K sensor elements are required in order to "decorrelate" and resolve K coherent signals. Excluding certain rare situations, the required number of sensor elements can be reduced to [3Ii' /2] ([XI stands for the integer no less than z ) using an improved smoothing scheme referred to as the forward/backward smoothing scheme [6] .
The spatial smoothing scheme is first extended by + n m n ( t ) ( 1 )
), 01.
where S k ( t ) = a k s l ( t ) is the signal of the kth waveand $k are the azimuth and elevation angles of the kth source, respectively, K denotes the wavenumber corresponding to the signal center frequency, and nmn(f) is hhe additive spatially white noise with variance U * .
Rewritting ( From (5), it follows that the covariance matrix of G(t) is given by where S is the h ' x K signal covariance matrix and "t" denotes the complex conjugate transpose operation. It is noted that the "signal" subspace of R is of rank one instead of h' and the "noise" subspace is orthogonal to A S instead of the columns of A, which implies the failure of eigenstructure-based techniques when the covariance matrix R is used.
The 2-D Spatial Smoothing Preprocessing Scheme
As pointed out in [l] , the nonsingularity of the signal covariance matrix S and the linear independence of the columns of the phase vector matrix A are the keys to a successful application of the eigenstructure-based techniques. In this section, we present an analysis of a 2-D spatial smoothing scheme that guarantees these two properties in all possible situations. where aGk is the M x 1 phase vector of the t t h source observed from the first column of the sensor array as given in (7 
The Linear

The Nonsingularity of the Signal Covariance Matrix
In this subsection, we present an analysis of a 2-D spatial smoothing scheme, introduced by Yeh e2 u/. [7] , to derive the sufficient conditions that guarantees the nonsingularity of the signal covariance matrix. "decorrelation" is guaranteed.
Simulation Results
In this section, we present simulation results that Figure 5 , is very similar to that shown in Figure  4 , which reveals that the smoothing effect is achieved simply by using subarrays displaced in the y axis, and thus indicates there is no smoothing effect by using subarrays displaced in the 3 : axis when the P's of all sources are the same. 
