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We analyse the linear stability of fixed points in large dynamical systems defined on sparse,
random graphs with predator-prey, competitive, and mutualistic interactions. These systems are
aimed at modelling, among others, ecosystems consisting of a large number of species that interact
through a food-web. We develop an exact theory for the spectral distribution and the leading
eigenvalue of the corresponding sparse Jacobian matrices. This theory reveals that the nature of
local interactions have a strong influence on system’s stability. In particular, we show that fixed
points of dynamical systems defined on random graphs are always unstable if they are large enough,
except if all interactions are of the predator-prey type. This qualitatively new feature for antagonistic
systems is accompanied by a peculiar oscillatory behaviour of the dynamical response of the system
after a perturbation, when the mean degree of the graph is small enough. Moreover we find that
there exist a dynamical phase transition and critical mean degree above which the response becomes
non-oscillatory also for antagonistic systems.
I. INTRODUCTION:
Complex systems consist of a large number of compo-
nents interacting through a network [1, 2], as it is for
instance the case for neural networks [3–5], ecosystems
and food-webs [6], financial and economic markets [7–
12], signalling networks [13], or social networks [14]. In
all these fields it is crucial to understand how the features
of the underlying network affect the static and dynamical
properties of the corresponding system [1, 2].
In this paper we are interested in two main aspects.
First, we focus on the stability of large complex system
and how it is determined by the properties of the in-
teractions between its components. Second, we discuss
how the network topology determines the dynamical re-
sponse of a large system to an external perturbation, in-
terestingly giving rise to peculiar oscillatory patterns in
some specific cases. The first aspect is relevant to un-
derstand, among others, the resilience of ecosystems to
external perturbations [15–17], systemic risk in financial
markets [18–21], or societal response to cultural or lin-
guistic paradigm shifts [22, 23]. Answering the second
question could show, among others, how the patterns of
brain activity that emerge in response to an external per-
turbation depend on the structure of cortical networks
[3, 24–26], or how ecosystems’ response to external per-
turbations depends on the graph structure of the underly-
ing food-web [27–30]. More specifically it has been shown
that, when perturbed, the response of a large complex
system, such as a cortical network or a large food-web,
can be oscillatory [24, 25, 30], although the origin of such
oscillatory behaviour is not fully understood [31–33]. In
the present work we show that oscillatory dynamical pat-
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terns arise with high probability in large complex systems
for specific type of interactions and network structure
that we are able to identify.
In order to address these questions, we perform a linear
stability analysis of a set of coupled differential equations
of the form
∂t~x = ~f(~x), (1)
where ~x(t) = (x1(t), x2(t), . . . , xN (t))
T ∈ RN is a column
vector that describes the state of the system at a time t,
and where ~f : RN → RN is an arbitrary function. In the
vicinity of a fixed point ~x∗, defined by the condition
~f(~x∗) = 0, (2)
the dynamics given by Eq. (1) is well approximated by a
set of linearly coupled differential equations of the form
[34, 35]
∂t~y = −d ~y(t) +A~y(t), (3)
where the vector
~y = ~x− ~x∗ (4)
denotes the deviation from the fixed point ~x∗, and where
∂jfk(~x
∗) = −dj δj,k +Akj (5)
is the Jacobian of ~f at the fixed point. In Eqs. (3) and (5),
we have conveniently expressed the Jacobian as the sum
of a diagonal matrix d with diagonal elements dj , and an
interaction matrix A with elements Akj so that Ajj =
0, for all j. We have used δj,k for the Kronecker delta
function and the parameters dj are positive decay rates
that describe how fast ~y relaxes to the stationary state
~y = 0 in the absence of interactions (Akj = 0). Equations
of the form (1)-(3) are used to model, among others, the
dynamics of neural networks [26, 36–38] and ecosystems
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2[15, 39, 40] in the vicinity of some fixed point ~x∗. In
the former the elements Akj denote the strength of the
synaptic connections between neurons, and in the latter
A is the community matrix that contains the strength of
trophic interactions between the species of an ecosystem
[41].
If the interactions Akj are small enough, then the fixed
point ~x∗ is stable since
lim
t→∞ |~y(t)| = 0 (6)
for all initial states ~y(0), where |·| is the norm of a vector.
On the other hand, large interactions Akj can destabilize
the fixed point giving
lim
t→∞ |~y(t)| =∞ (7)
for all initial states ~y(0).
To quantitatevely determine the stability of the sys-
tem, we define the leading eigenvalue λ1 of the matrix A
as the eigenvalue that has the largest real part. If there
exists several eigenvalues with the same real part, for ex-
ample because λ1 has a nonzero imaginary part, then we
choose λ1 to be the eigenvalue with the largest imaginary
part. For instance under the assumption that dj = d, for
all j, as we discuss in Appendix A, if the real part of λ1,
<(λ1(A)), is
<(λ1(A)) < d, (8)
then the fixed point ~y = 0 is stable, while if
<(λ1(A)) > d, (9)
then the fixed point is unstable.
Besides system stability, we are also interested in how
large dynamical systems respond to external perturba-
tions. As we discuss in Appendix A, if
=(λ1(A)) = 0 (10)
then the response of ~y is nonoscillatory, while if
=(λ1(A)) > 0 (11)
then the response oscillatory. In particular, the imagi-
nary part of λ1 determines the frequency of oscillations of
the slowest mode when the system is unstable, and of the
fastest destabilizing mode when the system is unstable.
A remarkable classical result from complex systems
theory is that a system of randomly interacting compo-
nents is unstable when N is large enough [42, 43]. Indeed,
under the assumption that the Aij can be approximated
by independent and identically distributed (i.i.d.) ran-
dom variables drawn from a distribution pA with null first
moment and finite second moment, then with probability
one <(λ1) diverges in the limit N →∞, as firstly shown
by R.M. May in Ref. [43]. As a consequence, well-mixed
complex systems, i.e. constituted of variables, which all
randomly interact with all the others, are always unstable
when they are large enough.
The above model, from a network perspective, can
be described in terms of a dense graph. However the
constituents of real-world systems interact through spe-
cific preferential interaction whose structure is better de-
scribed by large, complex networks where nodes are not
all linked with all the others. It is therefore interesting
to understand the stability of dynamical systems defined
on infinitely large, sparse, random graphs with edges that
are characterised by random weights with zero mean and
finite second moment. Under these assumptions, interac-
tions can still be approximated by random variables but
it can be studied how the non trivial graph structure may
affect system’s stability.
So far, stability of large dynamical systems on sparse
graphs has been studied on nondirected graphs with sym-
metric interactions and on directed graphs, for which
the interactions are unidirectional [44–46]. For sym-
metric matrices, the leading eigenvalue <(λ1) scales as
O(
√
kmax) [47–49], where kmax is the maximal degree of
the graph. On the other hand, for adjacency matrices
of random, directed graphs <(λ1) scales as O(c), where
c is the mean number of links pointing outward, also
known as mean outdegree. Hence, in the limit N → ∞,
the leading eigenvalue of random, directed graphs is fi-
nite as soon as the mean outdegree is finite, while the
leading eigenvalue of nondirected graphs diverges if the
degree distribution has unbounded support (since kmax
diverges). This result gives a first example on how in-
teractions between single components play a major role
on the stability property of the system granting the sta-
bility of many directed graphs with same structure and
statistical properties as unstable undirected ones.
Symmetric and unidirectional interactions are often
not realistic types of interactions for modelling real world
systems, such as, ecosystems [15, 50] and neural networks
[51]. In general, interactions between the constituents
of complex systems are bidirectional and nonsymmet-
ric. For example, trophic interactions between species
in ecosystems can be of type predator-prey, competitive
or mutualistic type (see Fig.1). Starting from this obser-
vation Allesina and Tang have studied [15] how predator-
prey, competitive, and mutualistic interactions affect the
stability of ecosystems defined on dense graphs. They
found that <(λ1) diverges as a function of N in all three
cases [15], although the divergence is slower for systems
with predator-prey interactions than for systems with
competitive or mutualistic interactions.
Inspired by these studies on complex ecosystems [15,
16, 41, 50, 52], we make a significant step forward in the
field by analysing in this paper the stability of dynami-
cal systems defined on large sparse random graphs with
predator-prey, competitive or mutualistic interactions.
Such dynamical systems serve as models for large ecosys-
tems defined on foodwebs [6] described as sparse, nondi-
rected, random graphs that have a prescribed degree dis-
tribution [1, 53–56] and random interactions. We ob-
3tain the typical leading eigenvalue for these graphs with
the cavity method [57–59]. The theory holds for general
nonsymmetric and bidirectional interactions, but in the
following we mainly discuss systems with predator-prey,
competitive, and mutualistic interactions. Using this the-
ory, we fully determine whether an infinitely large ecosys-
tem characterised by random interactions on sparse ran-
dom graph can be stable and how the dynamics in the
vicinity of a fixed point depends on the nature of the in-
teractions and the network topology, interestingly show-
ing the emergence of qualitatively different dynamical be-
haviour in specific cases.
The paper is organized as follows: In Sec. II, we intro-
duce the random matrix models we study in this paper,
namely, antagonistic and mixture random matrices de-
fined on sparse random graphs. In Sec. III, we present
the main results for the stability and dynamics of in-
finitely large ecosystems defined on sparse graphs, which
are based on exact results for the leading eigenvalue of
the random matrix models defined in the previous sec-
tion. In Sec. IV, we present the theory we use to derive
the main results for the leading eigenvalue of antagonistic
and mixture matrices on random graphs. In Sec. V, we
present results for the spectra of antagonistic and mixture
matrices, which extend the results for the leading eigen-
value discussed in Sec. III. In Sec. VI, we analyse how
graph topology affects the stability of large ecosystems,
and in Sec. VII, we present a discussion of the results in
this paper.
A. Notation
We denote real or complex numbers with a regular,
serif font, e.g., a, b, etc., vectors with an arrow, e.g., ~a,
~b, etc., matrices of size 2 × 2 with a sans serif font, e.g.,
a, b, etc., and matrices of size N ×N in bold, e.g., a, b,
etc. Notation wise, we do not make a distinction between
deterministic numbers and random variables. If u is a
random variable drawn from a distribution p, then we
write 〈u〉p for its average. We use u∗ to denote the typical
value of a random variable u, i.e., u∗ = argmax p(u). If
z = x + iy is a complex number, then we denote its
complex conjugate by z = x − iy. We denote the real
part of a complex number z by <(z) and we denote its
imaginary part by =(z). The complex conjugate of a
vector is denoted by ~a†, ~b†.
II. MODEL DEFINITIONS
The models we study in this paper generalize the ran-
dom matrix models for complex ecosystems with all-to-
all interactions defined in Ref. [15] and the models for
complex systems on random graphs with unidirectional
interactions studied in Refs. [44, 59, 60].
We first define a general model for a dynamical system
defined on a network irrespectively of the specific choice
for the interactions between the nodes of the network.
Subsequently, we will focus on random matrix models
that represent dynamical systems with predator-prey in-
teractions only or a combination of predator-prey, mutu-
alistic, and competitive interactions. We call the former
antagonistic ensemble, following Refs. [15, 61], and the
latter the mixture ensemble; see Fig. 1 for an illustration
of these two models.
Antagonistic
Mixture
Oriented
+ -
+ + -- + -
predator-prey
mutualistic competitive predator-prey
+ -
unidirectional
FIG. 1. Sketch of the interactions in the two main models,
the antagonistic and mixture model, that we study in this
paper, as well as, in the oriented ensemble studied before in
Refs. [44, 59, 60].
A. General model
For simplicity, in Eq. (5) we consider that all diagonal
entries of d are all the same, i.e. dj = d for all j. This
is because we want to understand how the properties of
the interactions influence system stability, which will not
be directly affected by having different values dj .
The interactions are modelled by random matrices A
with entries
Aij = CijJij , i, j ∈ {1, . . . , N} , (12)
where C = {Cij} is the adjacency matrix of a nondi-
rected, random graph with a prescribed degree distribu-
tion pdeg(k) [1, 53–56] with mean degree
c =
∞∑
k=0
pdeg(k) k, (13)
and where the pairs (Jij , Jji), are i.i.d. real-valued ran-
dom variables drawn from a probability distribution
p(u, l) that is symmetric in its arguments,
p(u, l) = p(l, u), u, l ∈ R. (14)
4Moreover, we assume that
〈u〉 = 〈l〉 = 0 (15)
such that on average the interactions of a node are bal-
anced, which is a reasonable assumption for neural net-
works [62] and for certain ecosystems, e.g., those domi-
nated by predator-prey interactions [15].
So far, in the research literature, the spectral prop-
erties of matrices of the form given by Eq. (12) have
been discussed in the cases of symmetric random matri-
ces [49, 63–68], for which
p(u, l) = pS(u, l) = p˜(u)δ(u− l), (16)
or for oriented random matrices [44–46, 57, 59], for which
p(u, l) = pO(u, l) =
1
2
p˜(u)δ(l) +
1
2
p˜(l)δ(u), (17)
where p˜ is a probability density generally supported on
(−∞,∞). In the oriented case, interactions are unidirec-
tional, as illustrated in Fig. 1.
In this paper, we extend these studies and present a
theory for deriving the spectral properties of all random
matrices of the type given by Eq. (12) with Jij and Cij as
described. We apply this theory to two types of ensem-
bles that have not been discussed before in the literature,
namely, antagonistic random matrices, for which p(u, l)
represents predator-prey interactions, and mixture ma-
trices, for which p(u, l) represent a mixture of predator-
prey, competitive, and mutualistic interactions. We dis-
cuss these two cases in the next two subsections, respec-
tively.
B. Antagonistic matrices
For antagonistic matrices it holds that
JijJji < 0 (18)
for each pair of indices i 6= j. In the context of ecosys-
tems, these are predator-prey interactions. Without loss
of generality this condition corresponds to
p(u, l) = pA(u, l) =
=
1
2
p˜(|u|)p˜(|l|) [θ(u)θ(−l) + θ(−u)θ(l)] , (19)
where
θ(x) =
{
0 x < 0,
1 x ≥ 0, (20)
is the Heaviside function, and where p˜ for the antagonis-
tic ensemble is a probability density supported on [0,∞).
C. Mixture matrices
The mixture ensemble consists of a mixture of
predator-prey interactions, for which Eq. (18) holds, mu-
tualistic interactions, for which
Jij > 0 and Jij > 0, (21)
and competitive interactions, for which
Jij < 0 and Jij < 0. (22)
For mixture matrices the distribution p reads
p(u, l) = pM(u, l) =
= piApA(u, l) +
(
1− piA) pCM(u, l), (23)
where piA ∈ [0, 1], pA is the distribution defined in
Eq. (19) that describes predator-prey interactions, and
pCM is the distribution
pCM(u, l) =
= p˜(|u|)p˜(|l|) [piMθ(u)θ(l) + (1− piM) θ(−u)θ(−l)] ,
(24)
that describes both mutualistic and competitive interac-
tions. Hence in the mixture matrices the couple (u, l)
is with probability piA a predator-prey-like interaction,
while it is mutualistic with probability (1 − piA)piM or
competitive with probability (1− piA)(1− piM).
D. Two examples: Model A and Model B
In the numerical examples, we consider that p˜ is a uni-
form distribution with unit variance, namely,
p˜(x) =
1
b
[1− θ(x− b)] , x ≥ 0, (25)
with b =
√
3.
We often consider random matrices defined on Erdo˝s-
Re´nyi graphs [69, 70]. For an Erdo˝s-Re´nyi graph the Cij
are i.i.d. random variables that are with a probability
c/(N−1) equal to one and with a probability 1−c/(N−1)
equal to zero. The Ero˝s-Re´nyi ensemble is a random
graph with the prescribed degree distribution
pdeg(k) =
(
N − 1
k
)(
c
N − 1
)k (
1− c
N − 1
)N−1−k
.
(26)
In the limit N →∞, the degree distribution is Poissonian
with mean degree c, i.e.,
pdeg(k) =
ck
k!
e−c. (27)
We define two canonical ensembles that we will of-
ten consider in the numerical examples and that we call
Model A and Model B. Model A is an antagonistic, ran-
dom matrix defined on Erdo˝s-Re´nyi graph with p˜ given
5by Eq. (25). Model B, is a mixture random matrix de-
fined on Erdo˝s-Re´nyi graph with piA = 0.9 and p˜ given
by Eq. (25). Since piA = 0.9, most of the interactions in
model B are predator-prey interactions. Hence, the dif-
ference between model A and model B is that all inter-
actions in model A are predator-prey interactions, while
model B contains a small fraction of mutualistic and com-
petitive interactions.
III. MAIN RESULTS
As main results of our study, we present in this section
an in dept analysis of the stability of antagonistic systems
in comparison to the one of systems containing a mixture
of interactions and we discuss the peculiar nature of their
dynamics in the vicinity of a fixed point.
A. Infinitely large antagonistic systems are stable
The first main result of this paper is that infinitely
large systems with pedator-prey interactions can be sta-
ble, while infinitely large systems that contain mutual-
istic and competitive interactions are always unstable.
This follows from an analysis of the mean value
〈<(λ1)〉 = 〈<(λ1(A))〉p(A) (28)
of the leading eigenvalue λ1 as a function of N .
Figure 2 shows that for antagonistic random matrices
〈<[λ1]〉 converges for large N to a finite number, while
for mixture matrices 〈<[λ1]〉 diverges as a function of N .
Since stability is granted whenever <[λ1] < d, this result
tells that mixture models will always be unstable, while
antagonistic ones can be stable for d sufficiently large
but finite. Note that the results for mixture matrices
have been obtained using for Model B, indicating that a
small fraction of competitive or mutualistic interactions
are sufficient to render a system unstable in the infinite
size limit. As a consequence, sparse and large dynamical
systems are in general unstable, unless they only contain
predator-prey interactions.
The results presented in Figure 2 are obtained by using
two independent methods. First, we diagonalize 103 ma-
trices sampled from Model A (antagonistic) and Model B
(mixture) and compute the sample means of the leading
eigenvalue. For mixture matrices 〈<[λ1]〉 diverges loga-
rithmically in N , while for antagonistic random matrices
〈<[λ1]〉 is more or less independent of N . Second, we
compute the typical value λ∗1 of the leading eigenvalue in
the limit N → ∞ with the cavity method, which is an
exact mathematical method for the spectral properties
of sparse nonHermitian matrices; we explain the cavity
method in full detail in the next section. For antagonistic
matrices, the cavity method provides a finite value that is
confirmed by the numerical diagonalization results, while
for mixture matrices we obtain that λ∗1 is infinitely large
in the infinite N limit, which is also in agreement with
the logarithmic divergence of λ∗1 with N observed in the
direct diagonalization results.
FIG. 2. Real part 〈<[λ1]〉 of the mean value of the leading
eigenvalue λ1 as a function of N for antagonistic matrices
(Model A) and mixture matrices (Model B) on Erdo˝s-Re´nyi
graphs with mean degree c = 4. Markers are sample means
of λ1 obtained from directly diagonalizing 10
3 matrices. The
continuous red line is the typical value of <(λ∗1) obtained with
the cavity method, see Sec. IV, and the black dashed line is
obtained from fitting the function a log(N) + b to the data.
FIG. 3. Probability Prob[λ1 ∈ R] that λ1 is located on the
real line as a function of N . Markers are numerical results
obtained from directly diagonalizing 103 matrices from the
antagonistic ensemble (Model A, black circles) and the mix-
ture ensemble (Model B, red squares), both for Erdo˝s-R’enyi
graphs with a mean degree c = 2.
B. Large antagonistic systems with a small mean
degree exhibit oscillations
A second main result of this paper is that the dynam-
ics of infinitely large and sparse systems with predator-
prey interactions exhibit oscillations in the vicinity of a
fixed point. In particular, we obtain that infinitely large
systems defined on antagonistic matrices exhibit oscil-
lations when the mean degree c is small enough. This
6follows from an analysis of the imaginary component of
the leading eigenvalue.
Figure 3 gives a first evidence that the leading eigen-
value of infinitely large mixture matrices is real, while
the leading eigenvalue of antagonistic matrices can have
a nonzero imaginary part. Indeed, the plot shows the
probability Prob[λ1(A) ∈ R] that the leading eigenvalue
is real as a function of N for matrices in model A (antag-
onistic) and model B (mixture) with mean degree c = 2.
We observe that for mixture matrices λ1 is with probabil-
ity one a real number when N is large enough, while for
antagonistic matrices λ1 always has with finite probabil-
ity a nonzero imaginary component. We have obtained
these results by numerically diagonalizing 103 matrices
and by using the criterion =(λ1) < 10−13 to identify an
eigenvalue as real, where 10−13 is much smaller than the
typical distance between two eigenvalues. Remarkably,
just as in Fig. 2, it is sufficient to have a small finite frac-
tion of mutualistic and competitive interactions to obtain
a real-valued λ1. Hence, almost all interactions must be
of the predator-prey type in order to have a nonreal lead-
ing eigenvalue λ1.
The leading eigenvalue λ1 is not self-averaging in the
limit N → ∞ as it is evident from Fig. 3; since, if λ1
were self-averaging, then Prob[λ1(A) ∈ R] should tend
either to one or zero. Since λ1 is a random quantity, it
is interesting to study its distribution, and in particular
in this case the distribution of its imaginary part,
p=(λ1) (x) = 〈δ(x−=(λ1(A)))〉p(A) , (29)
which is plotted in Fig. 4 for antagonistic matrices of
finite size N = 5000. The distribution takes the form
p (=(λ1)) = pi< δ(=(λ1)) + (1− pi<)pc(=(λ1)) (30)
where
pi< = Prob[λ1 ∈ R] (31)
is the probability that λ1 is real and where pc(=(λ1)) a
continuous distribution for nonreal values of =(λ1). In
turn, from general considerations on sparse graphs [46]
it is expected that in the limit N → ∞ the continuous
component tends to
pc(x) = aδ(x−=(λ∗1)) + (1− a)pcycle(x) (32)
where =(λ∗1) is the typical value of =(λ1) and pcycle(x)
is the remaining distribution describing the nontypical
values of =(λ1), which are originated due to the pres-
ence of small cycles in the graph. Conveniently, analytic
prediction of =(λ∗1) in the limit N →∞ when the under-
lying graph has a giant component (c > 1 for Ero˝s-Re´nyi
graphs) is accessible by means of a theory based on the
cavity method that we present in detail in Sec. IV. More-
over from finite N results, as shown in Fig. 4, we get an
independent estimate of the typical =(λ∗1) (see Appendix
B for a more detailed finite size study) by identifying it
FIG. 4. Histograms of the imaginary part =(λ1) of the leading
eigenvalue λ1 in antagonistic matrices defined on Erdo˝s-Re´nyi
graphs (Model A) with mean degrees c = 2 (blue) and c =
4 (yellow). Results shown are obtained from diagonalizing
103 matrices of size N = 5000. The thick vertical line at
=(λ1) = 0 has height Prob[λ1 ∈ R]/δ, with δ = 0.1 the width
of the intervals in the histogram. Continuous lines are gamma
distributions, see Eq. (33), fitted to the histograms [fitted
parameters are α = 3.04 and β = 3.31 (blue) and α = 1.53
and β = 4.35 (yellow)].
with the mode of a gamma distribution
γ(x;α, β) = (1− Prob[λ1 ∈ R])β
αxα−1e−βx
Γ(α)
(33)
fitted on the histogram of nonreal values =(λ1), with
Γ(α) the gamma function and β, α ∈ R+ two fitting pa-
rameters.
Figure 5 shows that these two independent methods
give compatible results on the typical value =(λ∗1) of an-
tagonistic random matrices, which interestingly it is seen
to exhibit a phase transition as a function of the mean de-
gree c. In particular, Fig. 5 shows that there exists a crit-
ical ccrit such that =(λ∗1) converges as N → ∞ towards
zero for c > ccrit and to a nonzero value for c < ccrit.
The result in Fig. 5 has deep implications on the dy-
namics of ~y(t). Assuming we are in the vicinity of a sta-
ble fixed point, the critical mean degree ccrit separates a
regime at low connectivities, where infinitely large, an-
tagonistic systems oscillate towards the fixed point, from
a regime at high connectivities, where infinitely large, an-
tagonistic systems relax monotonously to the fixed point.
Figure 6 illustrates the distinction between the dynamics
at c = 2 < ccrit and c = 4 > ccrit by plotting trajec-
tories of ~y as a function of t for three different matrix
realizations A drawn from the Model A. Since ~y is a vec-
tor in a high dimensional space, we plot its projection
~y(t) · ~y(0)/|~y(0)|2 on the initial state, for which we have
set all entries equal to one, i.e., ~y(0) = (1, 1, . . . , 1)T . We
observe a clear qualitative difference between the c = 2
and c = 4 trajectories of ~y(t): for c = 2 the trajectory is
reminiscent of a harmonic oscillator in the underdamped
regime while for c = 4 the trajectory is reminiscent of a
harmonic oscillator in the overdamped regime.
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FIG. 5. Imaginary part of the typical value =(λ∗1) of the
leading eigenvalue λ1 as a function of the mean degree c for
antagonistic matrices defined on Erdo˝s-R’enyi graphs (Model
A). Red crosses denote =(λ∗1) in the limit of N → ∞ com-
puted with the cavity method (see Sec.IV), while the solid line
is a guide to the eye. Unfilled markers denote =(λ∗1) obtained
from directly diagonalizaing 103 matrices of a given size N
as shown in Fig. 4. Results shown are for c > 1 since Erdo˝s-
Re´nyi graphs do not have a giant component when c < 1.
FIG. 6. Plot of ~y(t) · ~y(0)/|~y(0)|2 as a function of t for three
different realizations of antagonistic matrices A drawn from
Model A with N = 104, and with c = 2 or c = 4 as denoted
in the legend. We have chosen matrix realizations such that
=(λ1(A)) = for c = 2 and =(λ1(A)) = for c = 4, so that they
correspond with the typical values of λ1 in Fig. 4. We also
show a matrix realization with c = 4 and =(λ1) = 0.
More specifically these oscillations emerge most clearly
if the time scale τrel that the system needs to relax to its
fixed point
τrel =
1
d−<(λ1) , (34)
is similar or larger than the transient time τgap at which
the mode associated with the leading eigenvalue starts to
dominate the dynamics, i.e. τrel & τgap. τgap is given by
the inverse of the spectral gap,
τgap =
1
<(λ1)−<(λM+1) , (35)
where M denotes the number of eigenvalues with a real
part equal to <(λ1), see Appendix A, hence <(λM+1)
denotes the second largest value of the real parts of the
eigenvalues of A. In this situation perturbed systems will
show simple exponential recovery of the fixed point if λ1
is real or barely visible oscillations if their period
τoscil =
1
=(λ1) (36)
is such that τoscil  τrel. Otherwise for τoscil  τrel
a typical characteristic oscillatory dynamics of ~y(t) will
emerge during relaxation towards equilibrium. Finally
for τrel  τgap the dynamics of ~y(t) appears chaotic.
For large systems, where spectral gap is expected to
be small and vanishing in the limit N → ∞, τrel > τgap
can only be obtained at the verge of instability, i.e. for
d−<(λ1) even smaller than the gap. In this setting, sys-
tems with λ1 typically real, or that rely on finite size
fluctuations of =(λ1) to have a large but finite τoscil,
will mostly present a non-oscillatory relaxation dynam-
ics. This occurs for antagonistic systems characterised
by connectivity c = 4 > ccrit, an example of which is
shown in Fig. 6, where for the instance with λ1 real the
gap is 0.03 (τgap ∼ 30) and it is 0.02 (τgap = 50) in
the other case. In this example already a τrel = 40 lets
the dominating mode emerge at around t = 60, after a
short transient. Note that some oscillation is still visible
in the second case, but they are expected to disappear
completely for N → ∞, as they are originated by fi-
nite size fluctuations of the leading eigenvalue. On the
contrary, antagonistic systems with c = 2 < ccrit and
typically finite =(λ1) in the large size limit, will neces-
sary be characterised by τoscil  τrel as soon as τrel & τgap
and therefore will typically present evident oscillatory dy-
namics towards equilibrium as in the example of Fig. 6
where the gap is 0.02, τgap = 50 and again we have set
τrel = 40.
Remarkably, evidences of similar oscillatory recovery
of the fixed point after a perturbation has been observed
in experiments on brain functioning [24, 25]. The result
just shown for antagonistic model provides a statistically
sound explanation of the typical emergence of such dy-
namical behaviour for complex systems characterised by
sparse interaction graphs with predator-prey like inter-
action and poised at the verge of instability.
IV. THEORY FOR THE SPECTRA OF
INFINITELY LARGE RANDOM MATRICES
We present now the theory that we have used in Figs. 2
and 5 to determine the typical value λ∗1 of the leading
eigenvalue of infinitely large matrices.
First, we derive an exact expression for the spectral
distribution of infinitely large random matrices in the
general model defined in Sec. II A, which includes antag-
onistic and mixture matrices. The spectral distribution
8of a square matrix A of size N is defined by
ρ(z) = lim
N→∞
1
N
N∑
j=1
δ(z − λj) (37)
for
z = x+ iy ∈ C (38)
and where
λ1, λ2, . . . , λN , (39)
are the N complex roots of the algebraic equation
det[A− z1N ] = 0. (40)
Using the cavity method of Refs. [57–59], we will de-
rive a closed form expression for the spectral distribution
ρ(z) of random matrices in the general model defined in
Sec. II A.
Since we are mainly interested in the leading eigen-
value, we will focus on the support of ρ, which is defined
as
S = {z ∈ C : ρ(z) 6= 0} (41)
where Φ denotes the closure of a set Φ. The typical value
of the leading eigenvalue follows from
λ∗1 = argmax {<(z) : z ∈ S} , (42)
where in Eq. (42) we use the convention, as before, to
choose the value with the largest imaginary part in case
there are several eigenvalues with a maximum <(z).
Note that in the left-hand-side of Eq. (42), we have set
the typical value λ∗1 of λ1. This is necessary because the
leading eigenvalue λ1 is, on contrary to the support set S,
not a self-averaging quantity. Indeed, infinitely large ran-
dom graphs contain cycles of finite length and these may
create stochastic outlier eigenvalues in the spectrum that
may also be leading eigenvalues, as discussed in Ref. [59].
The cavity method assumes that the ensemble does not
contain cycles of finite length in the limit of large N . This
assumption does not influence the support set S because
S does not depend on the stochastic outlier eigenvalues
in the spectrum. However, when considering the leading
eigenvalue, there is a finite, albeit small, probability that
the leading eigenvalue is contributed by a cycle of finite
length [59] and therefore λ1 is not a self-averaging quan-
tity. Although we cannot compute the contribution to
λ1 due to cycles, we can use the cavity method together
with Eq. (42) to compute the most likely value λ∗1 of the
leading eigenvalue.
A. Spectral distribution for locally tree-like
matrices
We start the theoretical analysis with revisiting the
cavity method of Refs. [57–59] for the spectral distribu-
tion ρ of random matrices that are locally tree-like. We
say that a random matrix ensemble is locally tree-like if
with probability one in the limit N →∞ the finite neigh-
bourhood of a randomly selected node is a tree [71].
As shown in Refs. [57–59], the spectral distribution of
a locally tree-like random matrix is given by
ρ(z) = lim
η→0+
lim
N→∞
1
piN
N∑
j=1
d
dz
[Gj ]21, (43)
where
d
dz
=
1
2
(
d
dx
+ i
d
dy
)
, (44)
and where the 2 × 2 matrices Gj satisfy the recursion
relations
Gj =
zη −∑
k∈∂j
JjkG
(j)
k Jkj
−1 . (45)
In Eq. (45), we have used the notation
∂i = {j : Cij 6= 0} (46)
for the neighborhood of node i, and we have also used
zη =
(−iη z
z¯ −iη
)
, and Jjk =
(
0 Jjk
J¯kj 0
)
. (47)
The matrices G
(`)
j on the right-hand side of Eq. (45) are
2×2 matrices of complex numbers that satisfy the recur-
sion relations
G
(`)
j =
zη − ∑
k∈∂j\{`}
JjkG
(j)
k Jkj
−1 , (48)
for each ` ∈ ∂j .
The Eqs. (45) and (48) are relations between random
variables defined on a locally tree-like matrix. In the
next section, we derive a set of recursive distributional
equations for infinitely large matrices drawn from the
general model defined in Sec. II A.
B. Spectral distribution for the general model of
Sec. II A
Since the general random-matrix model in Sec. II A
is defined on random graphs with a prescribed degree
distribution, it is a locally tree-like ensemble [71] and the
cavity method thus applies.
We use the recursion Eqs. (45) and (48) to derive a
selfconsistent set of equations in the distributions
q˜(g) := lim
N→∞
1
N
N∑
i=1
δ(g − Gi) (49)
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q(g) := lim
N→∞
1
cN
N∑
i=1
∑
`∈∂i
δ(g − G(`)i ). (50)
Since for the general model defined in Sec. II A the ran-
dom variables on the left hand side of Eqs. (45) and (48)
are independent, we obtain the recursive distributional
equations
q˜(g) =
∞∑
k=0
pdeg(k)
∫ k∏
`=1
dg`q(g`)
×
∫ k∏
`=1
p(u`, l`)du`dl`
× δ
g −(zη − k∑
`=1
J`g`J
†
`
)−1 (51)
and
q(g) =
∞∑
k=1
kpdeg(k)
c
∫ k−1∏
`=1
dg`q(g`)
×
∫ k−1∏
`=1
p(u`, l`)du`dl`
× δ
g −(zη − k−1∑
`=1
J`g`J
†
`
)−1 , (52)
where
J` =
(
0 u`
l` 0
)
. (53)
The distribution q˜(g) provides us with the spectral distri-
bution, which admits according to Eq. (43) the expression
ρ(z) = lim
η→0+
1
pi
d
dz
∫
dg q˜(g) [g]21. (54)
In the limiting case of sparse matrices of high connec-
tivity, i.e. c → ∞, the Eqs. (51-54) imply the elliptical
law for the spectral distribution [15, 72–74], as we show
in Appendix C, namely,
ρ(z) =

σ2
pi(σ4 − τ2) if
<(z)2
(σ2 + τ)
2 +
=(z)2
(σ2 − τ)2 ≤
1
σ2
,
0 if
<(z)2
(σ2 + τ)
2 +
=(z)2
(σ2 − τ)2 >
1
σ2
,
(55)
where
τ = lim
c→∞ c 〈ul〉p , and σ
2 = lim
c→∞ c
〈
u2
〉
p
, (56)
and where p is the distribution of u and l in the general
model of Sec. II A.
For sparse matrices with finite c, it is difficult to ob-
tain analytical solutions to the Eqs. (51-54), hence we
will use numerical methods. In Appendices D and E,
we detail the population dynamics algorithm we use to
solve Eq. (52), which is a selfconsistent equation for the
distribution q(g).
Since we are mainly interested in the leading eigen-
value λ1, we discuss in the next section how to obtain
the boundary of the support set S of ρ.
C. Support of the spectral distribution
In this section, we derive an equation for for the sup-
port set S of the spectral distribution. We use the fact
that the Eqs. (51-54) admit the so-called trivial solution
for which
q˜(g) =
∫
dg q˜(0)(g)δ
(
g −
(
0 −g
−g 0
))
(57)
and
q(g) =
∫
dg q(0)(g)δ
(
g −
(
0 −g
−g 0
))
. (58)
Substituting Eqs. (57) and (58) into the recursion
Eqs. (51) and (52), we obtain that the q˜(0) and q(0) solve
the equations
q˜(0)(g) =
∞∑
k=0
pdeg(k)
∫ k∏
l=1
dg`q
(0)(g`)
×
∫ k∏
l=1
p(u`, l`)du`dl`
× δ
g +(z + k∑
`=1
u`g`l`
)−1 , (59)
and
q(0)(g) =
∞∑
k=1
kpdeg(k)
c
∫ k−1∏
`=1
dg`q
(0)(g`)
×
∫ k−1∏
`=1
p(u`, l`)du`dl`
× δ
g +(z + k−1∑
`=1
u`g`l`
)−1 . (60)
In addition, substituting the trivial solution into Eq. (54)
for the spectral distribution, we obtain that ρ(z) = 0, and
therefore the trivial solution holds for values of z /∈ S.
In order to obtain the boundary of the support S of
the spectral distribution, we perform a linear stability
analysis of the recursion Eqs. (51-52) around the trivial
solution given by Eq. (58). We consider a perturbation
q(g) =
∫
dg
∫
dh
∫
dh′ Q(g, h, h′) δ
(
g −
(
h −g
−g h′
))
(61)
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around the trivial solution Eq. (58), where the∫
dg
∫
dh
∫
dh′ hn(h′)mQ(g, h, h′) ∈ O (n+m)(62)
are assumed to be of order O (n+m) and where  
1 is a small number that quantifies the strength of the
perturbation around the trivial solution.
In Appendix F, we show that Eqs. (52), (61) and (62)
imply up to order O() that
Q(g, h) =
∞∑
k=1
kpdeg(k)
c
∫ k−1∏
`=1
dg`dh`Q(g`, h`)
×
∫ k−1∏
`=1
p(u`, l`)du`dl`
× δ
(
h− |g|2
k−1∑
`=1
h`l
2
`
)
× δ
g + [z + k−1∑
`=1
u`g`l`
]−1 , (63)
where
Q(g, h) =
∫
dh′Q(g, h, h′). (64)
Since the Eq. (63) is obtained through a linear stability
analysis of the recursive distributional equations (52) at
the trivial solution Eq. (58), we obtain that z /∈ S if
Q(g, h) = q(0)(g)δ(h), (65)
is a stable solution of the Eq. (63), where q(0) solves the
relations in Eq. (60). On the other hand, if z ∈ S then
the Eq. (63) will not be stable at the trivial solution given
by Eq. (65). Hence, the boundary of the support set S
is given by the edge of stability of Eq. (63) at the fixed
point solution (65).
There exist two limiting case for which we can obtain
the edge of stability analytically. First, there is the case
of a highly connected graph with c → ∞. For this case,
we show in App. C 2 that
S =
{
z ∈ C : <(z)
2
(σ2 + τ)
2 +
=(z)2
(σ2 − τ)2 ≤
1
σ2
}
, (66)
where σ and τ are defined as in Eq. (56). Equation (66) is
consistent with the elliptic law Eq. (55). Second, there is
the case of matrices with oriented interactions for which
p is of the form given by Eq. (17). In this case, we recover
that
S =
{
z ∈ C : |z|2 ≤
〈k(k − 1)〉pdeg
2c
〈
u2
〉
p˜
.
}
, (67)
which is consistent with the results in Ref. [46], as we
show in App. C 1.
For antagonistic and mixture random matrices, it is
difficult to make analytical progress. However, we can
determine the edge of stability of Eq. (63) at the fixed
point solution (65), and thus also the support set S, with
a population dynamics algorithm that we describe in de-
tail in App. D. We have used this algorithm to determine
the real part and imaginary part of λ∗1 in Figs. 2 and 5.
In the following section, we use this algorithm to deter-
mine the support set S of both antagonistic and mixture
random matrices.
V. SPECTRA OF ANTAGONISTIC AND
MIXTURE MATRICES
In Sec. III, we have found that the leading eigenvalues
of antagonistic and mixture matrices behave in qualita-
tively different ways. As a consequence, we expect that
also the spectra of these ensembles are qualitatively dif-
ferent. Therefore, in this section we analyse the spec-
tra of antagonistic and mixture ensembles and provide a
holistic view on the results for the leading eigenvalue in
Sec. III.
A. Antagonistic matrices
We first consider the spectra of antagonistic matrices
given by Model A, defined in Sec. II D and whose lead-
ing eigenvalue results are shown in Figs. 2-5. Figure 7
presents the spectra of antagonistic matrices on graphs
with mean degrees c = 4 and c = 2. Each panel shows
104 eigenvalues obtained from diagonalizing ns = 10
4/N
matrices. In addition to these results from numerical ex-
periments, the plot also shows the boundary of the spec-
trum for N infinitely large, which is obtained with the
cavity theory in Sec. IV C.
We observe a very good correspondence between the-
ory and numerical results when N ≈ 104, while for
smaller N deviation appears, due to fluctuations in the
spectral properties for matrices of finite size. For exam-
ple, from Fig. 7 it appears that the leading eigenvalue at
low values of N = 10 is larger than the leading eigenvalue
at N = 104. However, as shown in Fig. 2, the average of
the leading eigenvalue is independent of N , and therefore
what we observe in Fig. 7 are sample-to-sample fluctua-
tions, which are significant for small system sizes N . In
Appendix E, we compare theoretical results for the spec-
tral distribution ρ(z) with histograms of eigenvalues at
finite N , and we obtain again an excellent agreement be-
tween theory and numerical experiments, which further
corroborates the theory.
The most striking feature observed in Fig. 7 is the
qualitative difference between c = 4 and c = 2 in the
boundaries of the spectra of antagonistic matrices. For
c = 4, the boundary of the spectrum has a shape similar
to the elliptic law given by Eqs. (55-56), while for c = 2
qualitatively new features appear in the profile of the
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(a)N = 10 (b)N = 102 (c)N = 103 (d)N = 104
(e)N = 10 (f)N = 102 (g)N = 103 (h)N = 104
FIG. 7. Spectra of antagonistic random matrices on Erdo˝s-Re´nyi graphs (model A in Sec. II D) with mean degree c = 4 (panels
from (a) to (d)) and c = 2 (panels from (e) to (h)). Gray markers are the eigenvalues of ns matrices of size N , with ns = 10
4/N ,
that are randomly drawn from this ensemble and are obtained through direct diagonalization routines. Continuous black lines
are theoretical results for N → ∞ obtained with the cavity theory of Sec. IV. Red dashed lines shown in panels (d) and (h)
represent the boundary of the elliptical law given by Eqs. (55-56) with σ2 = c and τ = −3c/4.
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boundary. Indeed it seems that the real-axis partially re-
pels eigenvalues, leading to a reentrant behaviour in the
boundary of the spectrum. The qualitative change ob-
served when comparing the boundary of the spectra at
c = 4 and c = 2 provides a holistic view on the phase
transition at ccrit ≈ 2.75, depicted in Fig. 5 for the imag-
inary part of the leading eigenvalue, which is real for
c = 4 > ccrit, while for c = 2 < ccrit it has a finite
nonzero imaginary part because of the reentrance effect
in the spectrum boundary. Hence, the phase transition
in Fig. 5 is due to a qualitative change in the spectrum
of antagonistic matrices at low c.
B. Mixture matrices
We consider now the spectra of mixture matrices
(model B), for which we have seen that the leading eigen-
value diverges as a function of N (Fig. 2), and is real
(Fig. 3). Figure 8, which is the equivalent for mixture ma-
trices of the Fig. 7 for antagonistic matrices, shows a good
agreement between numerical results and the boundary
of the spectrum, a part from important sample fluctu-
ations for small sizes. Remarkably the big difference
with the antagonistic case is visible in proximity of the
real axis, where eigenvalues seem this time to accumulate
and every remnant of the reentrant behaviour previously
emerging at small c has disappeared. Moreover we ob-
serve that mixture matrices develop long tails of eigen-
values on the real axis, which are absent in the spectra of
antagonistic matrices. These tails are directly responsible
of the divergence as a function of N of the leading eigen-
value, which turns out to be real with probability one.
The observed tails are reminiscent of the Lifshitz tails in
nondirected graphs [47, 75–79], which also appear in non-
Hermitian random matrices. Further details about the
tails of the spectrum are discussed in Appendix D, where
we focus on the boundary of the spectrum in proximity
of the real axis as obtained by the cavity method (see
in particular Fig. 13). Interestingly we find that strong
finite size effects affect these analytic results obtained
with population dynamics similarly to what happens for
results from direct diagonalisation, giving evidence that
the support set S of the spectrum contains the entire real
line.
C. Comparing sparse matrices with elliptical law
The elliptical law derived to describe the boundary of
the spectrum of dense matrices is by definition insensitive
of the local network topology. To highlight how impor-
tant is the influence of network topology on the spectral
results presented so far we adapt the elliptical law [15]
of Eqs. (55-56) to matrices from Model A, and to ma-
trices of model B as they were dense matrices, and thus
ignoring the network structure. To do so, we derive the
elliptical law for an i.i.d. matrix ensemble whose entries
(Aij , Aji) have the same variance and correlations as in
the sparse ensembles represented by model A, σ2 = c and
τ = −3c/4, and Model B, σ2 = c and τ = −3c/5. The
first consequence of this adaptation is that the elliptical
law has finite support, at variance with what happens
for N ×N dense matrices with finite elements. In other
words the elliptical law adapted to the sparse case pre-
dicts that systems whose interactions are described by
sparse matrices can be stable in all cases as the leading
eigenvalue does not diverge with N .
In Fig. 7, we observe that the elliptical law thus ob-
tained gives an acceptable quantitative prediction for the
boundary of the spectrum and the leading eigenvalue of
an antagonistic matrix with c = 4. On the other hand,
for c = 2 the spectrum and the leading eigenvalue deviate
considerably between the elliptic and sparse ensembles.
The difference is in this case mainly due to the reentrance
effect, which is absent in the dense ensemble.
Discrepancies emerge also for mixture matrices, as
shown in Fig. 8, and this time are due to the emergence
of tails on the real line, which cannot be described by the
elliptical law. Such tails reinstate the divergence of the
leading eigenvalue of sparse large matrices which is not
simply originated by an extensive mean connectivity as
for dense matrices, but it is due to unbounded maximum
degree kmax similarly to what occurs for symmetric ma-
trices as discussed in the introduction. Therefore, espe-
cially for mixture matrices, the predictions on the leading
eigenvalue that can be obtained by neglecting the local
graph topology, and using an adaptation of the elliptical
law to the sparse case are completely unreliable.
Finally, although for antagonistic matrices with c = 4
the elliptical law predicts well the boundary of the sup-
port set S, this is not the case for the spectral distribution
ρ. In Appendix E, we plot ρ for antagonistic random ma-
trices in Model A and find that their spectral distribution
deviates significantly from the uniform elliptical law. In
fact, for sparse ensembles, there is even a divergence for
z → 0. We expect this discrepancy to hold more gener-
ally for c & 4 and an eventual recovery of the elliptical
law at larger c.
VI. INFLUENCE OF NETWORK TOPOLOGY
ON SYSTEM STABILITY
So far, we have studied how the properties of the in-
teractions (Jij , Jji), which may be of the predator-prey,
competitive or mutualistic type, affect the stability of
large dynamical systems. However, we have focused on
only one random graph ensemble, namely, the Erdo˝s-
Re´nyi ensemble with a Poisson degree distribution. Here,
on the other hand, we will study how graph structure af-
fects system stability. We discuss how the leading eigen-
value λ1 depends on mean degree c and the variance
var(k) = 〈k2〉pdeg − c2. (68)
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FIG. 8. Spectra of mixture random matrices on Erdo˝s-Re´nyi graphs with mean degree c = 2 (model B in Sec. II D). Gray
markers are the eigenvalues of ns matrices of size N , with ns = 10
4/N , randomly drawn from this ensemble and obtained
through direct diagonalization routines. Continuous black lines are theoretical results for N → ∞ obtained with the cavity
theory of Sec. IV. Red dashed lines shown in panel (d) represents the boundary of the elliptical law given by Eqs. (55-56) with
σ2 = c and τ = −3c/5.
We consider the cases of antagonistic and oriented ran-
dom matrices, corresponding to predator-prey or uni-
directional interactions (Jij , Jji), because in those two
cases the leading eigenvalue of an infinitely large matrix
is finite. For the antagonistic ensemble, we consider the
distribution p˜ given by Eq. (25), and for the oriented en-
semble p˜ is an arbitrary distribution with unit variance
and zero mean; for oriented matrices the precise form of
p˜ does not matter as <(λ1) only depends on its variance
and mean value [46].
A. Mean degree
Figure 9(a) shows <(λ∗1) for infinitely large, antago-
nistic, random matrices on Erdo˝s-Re´nyi graphs (Model
A) as a function of c, with c > 1 so that there exists a
giant component (see App. G). We find that the value
<(λ∗1) increases as a function of c because interactions
destabilise fixed points in dynamical systems.
In order to better understand the effect of network
topology on system stability, we compare the results for
Erdo˝s-Re´nyi graphs with those for regular graphs, for
which
pdeg(k) = δk,c, (69)
with c ∈ {3, 4, . . .} so that there exists a giant component
(see App. G). Figure 9(a) shows that if interactions are
of the predator-prey type, then regular graphs are more
stable than Erdo˝s-Re´nyi graphs.
Comparing the results for sparse matrices obtained
with the cavity method with predictions from the ellip-
tical law, which ignores the presence of an underlying
network, we find that the elliptical law provides a rea-
sonable quantitative prediction of the leading eigenvalue
of antagonistic matrices for values c & 4.
Figure 9(b) presents similar results as in Figure 9(a),
but this time for oriented matrices with (Jij , Jji) random
variables drawn from the distribution given by Eq. (17)
with p˜ an arbitrary distribution with zero mean and unit
variance. In this case, the boundary of the support set S
is given by [46]
|z|2 =
〈k(k − 1)〉pdeg
2c
〈
l2
〉
p˜
, (70)
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FIG. 9. Real part <(λ∗1) of the typical leading eigenvalue value
as a function of the mean degree c for antagonistic matrices
[Panel (a)] and oriented matrices [Panel (b)], both defined on
either Erdo˝s-Re´nyi or regular graphs. For antagonistic matri-
ces p˜ is given by Eq. (25) and for oriented matrices p˜ is an ar-
bitrary distribution with unit variance and zero mean. Panel
(a): predictions from the theory in Sec. IV (markers) are com-
pared with the elliptical law given by Eqs. (55-56) (dashed
blue line). The red line connecting the red crosses is a guide
to the eye. Panel (b): analytical predictions from Eq. (71)
are compared with the elliptical law given by Eqs. (55-56).
as shown in Appendix C 1, and therefore
<(λ∗1) =
√
〈l2〉p˜ var(k) + c
2 − c
c
. (71)
The Eq. (71) applies as long as the graph has a giant
strongly connected component (otherwise, the leading
eigenvalue is determined by small cycles, see Ref. [46]).
As shown in App. G, for Erdo˝s-Re´nyi graphs this corre-
sponds with c > 2, while for regular graphs c > 3.
Comparing Figs. 9(a) and (b), we observe that dynami-
cal systems with predator-prey interactions are more sta-
ble than those with unidirectional interactions. More-
over, we find that for systems with predator-prey inter-
actions regular graphs are more stable than Erdo˝s-Re´nyi
graphs, while for systems with unidirectional interac-
tions it is the other way around. Hence, how network
topology affects system stability depends on the nature
of the interactions. To focus more specifically on the
role played by network topology in the next subsection
we directly study how degree fluctuations affects system
stability interpolating between the two extreme cases of
Erdo˝s-Re´nyi (maximum degree fluctuations) and random
regular graphs (no degree fluctuations).
B. Degree fluctuations
One of the biggest advantage of the cavity approach
is to be able to include in the computation and show in
the results the role of local network topology on spectral
properties, which in this case turn out to be far from triv-
ial. From Figs. 9(a) and (b) we gathered first evidences
that degree fluctuations can have both a stabilizing and
a destabilizing effect on system stability, depending on
the nature of the interactions. Here, we aim at system-
atically studying the effect of degree fluctuations on sys-
tem stability by analysing the dependency of the leading
eigenvalue on the variance of the degree distribution at
a fixed value of the mean degree c interpolating between
the random regular and Erdo˝s-Re´nyi graphs discussed in
the previous subsection. We therefore consider random
graphs with the degree distribution
pdeg(k) = aδc,k + (1− a)e−c c
k
k!
, (72)
where a ∈ [0, 1]. By varying the parameter a, we modu-
late the variance of the degree distribution, which is given
by
var(k) = c(1− a), (73)
while keeping the mean degree c fixed.
In Fig. 10(a), we plot the real part of the leading eigen-
value <(λ∗1) for antagonistic matrices with p˜ given by
Eq. (25) as a function of the variance of the degree dis-
tribution pdeg in Eq. (72). We observe that degree fluctu-
ations tend to stabilize antagonistic dynamical systems
as the real part of the leading eigenvalue decreases as
a function of Var(k). A notable exception is when the
mean degree c = 2, in which case <(λ∗1) increases as a
function of the degree fluctuations.
In Fig. 10(b), we plot the leading eigenvalue for ori-
ented matrices with p˜ a arbitrary distribution with zero
mean and unit variance. Remarkably, in this case we
obtain the opposite result, namely, that degree fluctua-
tions always destabilize systems with unidirectional inter-
actions. In fact, this result follows readily from Eq. (71).
The interesting variability in the behaviour of the lead-
ing eigenvalues for antagonistic and oriented matrices al-
lows further considerations on the link between system
stability and topology of the associated graph. Naively
it could be expected that the stability of systems defined
on a graph is related to the features of its largest con-
nected component. In particular a big largest connected
component may have high chances that one of its nodes
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FIG. 10. Panels (a) and (b): Real part of the leading eigenvalue <(λ∗1) as a function of the variance var(k) for antagonistic and
oriented random matrices, both defined on random graphs with the prescribed degree distribution Eq. (72). For antagonistic
matrices p˜ is given by Eq. (25) and for oriented matrices p˜ is an arbitrary distribution with unit variance and zero mean. The
markers in Panel (a) are obtained with the theory in Sec.IV and lines are guides to the eye. The lines in Panel (b) are the
theoretical results given by Eq. (71).
is unstable to local perturbations giving rise to a global
instability if the connected component spans the entire
system. If this were the case, graphs with large connected
components should be associated to less stable systems
and the different behaviour of the leading eigenvalue as
function of the degree fluctuations should be originated
by opposite trends of the size of the largest connected
component in antagonistic and oriented matrices. We
explore this possibility in Appendix G by evaluating the
size of the largest connected component in the two cases
but the comparison does not confirm the intuition inter-
estingly showing that the size of the largest component
of the underlying interaction network does not directly
influence the stability property of the system.
VII. DISCUSSION AND OUTLOOK
In this paper, we have shed new light on the interplay
between complexity and stability.
We have analysed the linear stability of infinitely large
systems defined on nondirected, random graphs with
predator-prey, competitive or mutualistic interactions.
Such interactions typically appear in ecosystems defined
on foodwebs [15, 16, 80].
As a first main result, we have found that fixed points
of infinitely large systems defined on sparse, random
graphs are in general unstable, unless almost all inter-
actions are of the predator-prey type. More specifically,
we have shown that for infinitely large antagonistic ma-
trices the leading eigenvalue λ1 is with probability one
finite, while the leading eigenvalue diverges as a function
of system size in mixture matrices. This result comes
as surprise as large complex systems are typically unsta-
ble [15, 43, 81].
We can provide an intuitive interpretation for the en-
hanced stability of dynamical systems defined on random
graphs with predator-prey interactions. Although ran-
dom graphs contain a large number of cycles of length
logN [82], the local neighbourhood of a node in large
random graphs is with probability one a tree graph [71].
It can be shown that all the eigenvalues of antagonis-
tic, tree matrices are imaginary. Therefore stability of
fixed points for antagonistic dynamical systems defined
on tree graphs is granted for any −d < 0. For antago-
nistic matrices, this implies that the local neighbourhood
of a randomly selected node defines a stable dynamical
system contributing to the enhanced stability. In con-
trast leading eigenvalues of tree graphs with competitive
and mutualistic interactions have unbounded real part,
which typically increases with the maximum degree and
the strength of the interactions involved. This implies
that, for any d, large mixture matrices with unbounded
degree distribution or unbounded interaction distribution
always contain local neighbourhoods that are unstable.
Taken together, stability of dynamical systems defined on
random graphs is strongly related to their local structure,
which is captured by the cavity method.
As a second main result, we have found that the dy-
namics in the vicinity of a fixed point is oscillatory only
if almost all interactions are of the predator-prey type
and the mean degree of the graph c is small enough. In
particular we have shown that the typical value of the
imaginary part of the leading eigenvalue of antagonistic
sparse matrices exhibits a phase transition as a function
of c, as shown in Fig. 5. This phase transition is due to a
reentrance behaviour in the spectra of antagonistic ma-
trices at low values of c, as shown in Fig. 7. Conversely,
for mixture matrices, the leading eigenvalue, not only di-
verges as a function of N , but is also real with probability
one. This is because the spectra of mixture matrices are
characterized by long tails on the real line, as shown in
Fig. 8. These tails are reminiscent of Lifshitz tails in
symmetric random matrices [47, 75–79]. Remarkably, it
is sufficient to have a small, finite fraction of competitive
and mutualistic interactions in order for Lifshitz tails to
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develop. We have thus found that antagonistic sparse
systems can oscillate in response to an external pertur-
bation because the spectra of corresponding matrices do
not develop Lifshitz tails and undergo a transition in the
shape of the spectral boundary.
We have also analyzed how network topology affects
system stability in dynamical systems described by an-
tagonistic and oriented matrices. The mean degree of a
graph has a clear destabilizing effect on system stability,
as it was first shown in other contexts [43]. However,
the impact of degree fluctuations on system stability is
more subtle: it depends on the nature of the interactions
and on the mean degree of the graph. For example, for
antagonistic systems degree fluctuations can have a sta-
bilizing and a destabilizing effect, depending on whether
the mean degree c is large or small. On the other hand,
for oriented matrices, degree fluctuations always destabi-
lize large systems. Remarkably, there is no direct relation
between system stability and the percolation properties
of the graph, i.e. the size of the largest connected com-
ponent.
We end the paper with a few interesting open ques-
tions.
It will be interesting to relate the derived results for the
spectra of antagonistic and mixture matrices to the prop-
erties of the corresponding right and left eigenvectors for
two reasons. First, since the right eigenvectors of random
directed graphs localize at small values of the mean de-
gree c, see Ref. [60], one expects the same to happen for
antagonistic matrices. As a consequence, the phase tran-
sition in Fig. 5 from a nonoscillatory to an oscillatory
phase could be related to a localization-delocalization
phase transition. Second, for sparse symmetric matri-
ces the Lifshitz tails correspond with localized modes in
the spectrum [47, 75–79]. It would be interesting to in-
vestigate whether this is also the case for Lifshitz tails
developing in mixture matrices.
So far we, have considered a situation for which dj = d
for all j and interactions are on average balanced out,
see Eq. (15). It would be interesting to study the more
general case where both these conditions are relaxed. Al-
though we do not expect that having different dj would
qualitatively change our results for the leading eigen-
value, we believe that if interactions are nonbalanced it
will be necessary to analyse the presence of eigenvalue
outliers in the spectrum [44, 46], which are absent in the
balanced case. An interesting question is whether oscil-
latory dynamics also appears in the nonbalanced case.
Finally, it will be interesting to study the spectral prop-
erties of sparse random matrices for specific realisations
of ecosystems, neural networks, or other complex sys-
tems in order to better understand the interplay between
graph structure and linear dynamics in proximity of fixed
points. For instance, it will be interesting to relate the
phase transition in the imaginary component of the lead-
ing eigenvalue of antagonstic random matrices, reported
in Fig. 5, to the oscillatory response observed in real-
world systems [24, 25, 30–33].
APPENDICES
We end the paper with a few appendices. Appendix A reviews the derivation of the stability criteria given by
Eqs. (8)-(11). Appendix G discusses how the order of the largest connected component depends on graph topology,
and Appendix B presents a finite size study of the leading eigenvalue of random antagonistic matrices. Appendix C
discusses limiting cases of the theory presented in Sec. IV and Appendix F presents further details on the derivations
for the theory presented in Sec. IV. In Appendix D, we discuss the numerical algorithm we use to solve the equations
of the theory in Sec. IV, and in Appendix E we present results for the spectral distribution of antagonistic matrices
defined on random graphs.
Appendix A: Leading eigenvalue: stability criterion and frequency of oscillations
We show that the leading eigenvalue λ1 of A governs the dynamics of the ~y in the limit t  1. In particular, we
derive the conditions given by Eqs. (8) and (9) for the stability of linear systems and the conditions given by Eqs. (10)
and (11) for oscillations in the dynamical response.
We order the eigenvalues of the N ×N matrix A such that
<(λ1) ≥ <(λ2) ≥ . . . ≥ <(λN ). (A1)
If two consequent eigenvalues, say λj and λj+1, have the same real part, then we use the convention that =[λj ] ≥
=(λj+1).
We assume that the matrix A is diagonalizable so that it can be decomposed as
A =
N∑
j=1
λj ~Rj~L
†
j , (A2)
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where ~Rj is a right eigenvector associated with λj , ~Lj is a left eigenvector associated λj , and ~L
†
j denotes the complex
conjugate of ~Lj . We normalize left and right eigenvectors, such that,
~Rj · ~Lk = δj,k, (A3)
for all j, k ∈ {1, 2, . . . , N}.
Substitution of Eq. (A2) in Eq. (3) yields
~y(t) = e−dt
N∑
j=1
eλjt[~Lj · ~y(0)]~Rj . (A4)
Hence, in the limit t→∞, we obtain
~y(t) = e(<(λ1)−d)t
 M∑
j=1
ei=(λj)t[~Lj · ~y(0)]~Rj +O
(
e(<(λM+1)−<(λ1))t
) , (A5)
where M denotes the number of eigenvalues for which <(λ1) = <(λ2) = . . . = <(λM ). From Eq. (A5) both the
stability conditions, given by Eqs. (8) and (9), and the conditions for oscillations in ~y(t), given by Eqs. (10) and (11),
readily follow.
The conditions Eqs. (8)-(11) also apply when A is nondiagonalizable. However, in this case we cannot employ the
eigendecomposition Eq. (A2) and we should instead rely on a Jordan decomposition, see Ref. [46].
Appendix B: Finite size study of leading eigenvalue
Figure 5 shows that finite size effects are significant in sparse random matrices. Therefore, we analyze here how
the distribution p(=(λ1)), plotted in Fig. 4, depends on N .
Figure 11 presents empirical data for the distribution of =(λ1) in antagonistic matrices with parameters that are the
same as in Fig. 5, except for the system size N , which now takes three values N = 200, N = 1000 and N = 5000. Just
as in Fig. 5, we observe that the distribution of =(λ1) consists of two parts and is of the form given by Eq. (30). We
make a couple of interesting observations from Fig. 11. First, we observe that the probability Prob[λ1 ∈ R] that the
leading eigenvalue is real is independent of N , consistent with the results obtained in Fig. 3. A possible explanation
for the observed N -independence of Prob[λ1 ∈ R] is that the leading eigenvalue is real when the matrix A contains
a cycle that induces a strong enough feedback loop. Since for sparse random graphs the number of cycles of a given
fixed length is independent of N , and since cycles of finite length are not accounted for by the cavity method, this
explanation is consistent with the numerical diagonalization results and the theoretical results obtained in this paper.
Second, we observe that the mode =(λ1)∗ of the continuous part of the distribution decreases as a function of N . For
c = 4 > ccrit the distribution moves swiftly towards zero while for c = 2 < ccrit the mode appears to converge to a
finite nonzero value, which is consistent with the phase transition at N →∞ shown in Fig. 5 and the conjecture that
the cavity method provides an estimate for the mode of the continuous part of the distribution of |=(λ1)|.
Figure 12 plots p(=(λ1)) for mixture matrices, which is the equivalent of Fig. 11 for antagonistic matrices. Com-
paring the distribution in Figs. 11 and 12, we see that the main difference is the behaviour of Prob[λ1 ∈ R], which
rapidly converges to 1 for mixture matrices, as also shown in Fig. 3. As a consequence, the continuous part of the
distribution p(=(λ1)) disappears for large enough N .
Appendix C: Limiting cases
In Sec. IV, we have derived an exact formula for the boundary of the support S of the spectral distribution ρ of
random matrices in the general model defined in Sec. II A. In particular, we have shown that the boundary of S is
given by the edge of stability of Eq. (63) at the trivial solution given by Eq. (65). Here, we show that results from
the literature for S in oriented random matrices [46], for which JijJji = 0, and in dense matrices Ref. [15, 72–74], for
which c→∞, are recovered as limiting cases for the edge of stability of Eq. (63).
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(a)c = 2 (b)c = 4
FIG. 11. Distributions of the imaginary part of the leading eigenvalue for antagonistic matrices with c = 2 [Panel (a)] and c = 4
[Panel (b)], where real eigenvalues (=(λ1) = 0) are represented as thick lines in zero. Markers are histograms of imaginary
part of the leading eigenvalues obtained through direct diagonalisation of antagonistic matrices of different values of N and
S = 1000. Continuous lines are obtained by fitting the Gamma distribution on these data.
(a)c = 2 (b)c = 4
FIG. 12. Distributions of the imaginary part of the leading eigenvalue mixture matrices with c = 2 and c = 4, where real
eigenvalues (=(λ1) = 0) are represented as thick lines in zero. Markers are histograms of imaginary part of the leading
eigenvalues obtained through direct diagonalisation of mixture matrices with piA = 0.9 and for different values of N while
S = 1000. Continuous lines are obtained by fitting the Gamma distribution on these data. Vertical axes are in log-scale to
make visible the continuous part of the distributions.
1. Oriented ensemble
In the oriented ensemble, p(u, d) is of the form given by Eq. (17), such that, JijJji = 0 for each pair of indices i
and j. We show in this appendix that for oriented matrices the boundary of the continuous part of the spectrum is
given by values of z ∈ C for which
|z|2 =
〈k(k − 1)〉pdeg
2c
〈
l2
〉
p˜
, (C1)
where p˜ is the distribution that appears on the right-hand side of Eq. (17). First, we show that Eq. (C1) determines
the edge of stability of Eqs. (63) at the solution (65), and subsequently we show the correspondence with the results
in Ref. [46].
a. Derivation of Eq. (C1) from the general theory in Sec. IV
We show that the edge of stability of Eq. (63) at the trivial solution Eq. (65) is determined by Eq. (C1).
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In the oriented ensemble, the denominators in the delta distributions of Eq. (63) simplify since u`l` = 0. As a
consequence, Eq. (63) reads
Q(g, ) = δ
(
g +
1
z
)
R(), (C2)
where R solves
R() =
∞∑
k=1
kpdeg(k)
c
∫ k−1∏
`=1
d`R(`)
∫ k−1∏
`=1
dl` p˜(l`) δ
−
k−1∑
`=1
` |l`|2
|z|2
 . (C3)
Eq. (C2) implies that for oriented matrices the variables g and  decouple. Hence, it suffices to study the stability
of Eq. (C3) at the trivial solution R0() = δ(). Evaluating the average value of , we readily obtain
〈〉R =
∫
dgd  Q(g, ) =
∫
dR() =
〈k(k − 1)〉pdeg
2c
〈
l2
〉
p˜
〈〉R
|z|2 . (C4)
Hence, the edge of stability is given by the values of z for which Eq. (C1) holds, which is what we were meant to
show.
b. Derivation of Eq. (C1) from the theory in Ref. [46]
We derive the result Eq. (C1) from the results obtained in Ref. [46]. Reference [46] considers random matrices A
of the form
A = J˜ ◦ C˜ (C5)
where C˜ is the adjacency matrix of a random, directed graph with a prescribed joint degree distribution pdeg(kin, kout)
of indegrees kin and outdegrees kout, and where J˜ is a random matrix with real-valued i.i.d. entries drawn from a
distribution p˜(x).
According to Ref. [46], in the limit N →∞ the boundary of the continuous part of the spectrum of A is given by
the values z ∈ C for which
|z|2 = 〈kinkout〉
c˜
〈x2〉p˜, (C6)
where c˜ is the mean indegree (or outdegree)
c˜ = 〈kin〉pdeg = 〈kout〉pdeg . (C7)
Note that Eq. (C5) considers a random, directed graph C˜ with symmetric couplings J˜, while Eq. (12) with p =
pO considers a random, nondirected graph C with asymmetric couplings J. Both models are related through the
correspondence
pdeg(kin, kout) =
∞∑
k=0
pdeg(k)
1
2k
k∑
n=0
(
k
n
)
δkin,nδkout,k−n (C8)
between the degree distribution of the directed and nondirected graph.
Using Eq. (C8), one can show that
c˜ =
c
2
(C9)
and
〈kinkout〉pdeg =
1
4
〈k(k − 1)〉pdeg . (C10)
Substituting Eqs. (C9) and (C10) into Eq. (C6), we obtain Eq. (C1), which we meant to derive.
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2. Large connectivity limit
We derive the elliptical law, given by Eq. (55), in the large connectivity limit. We take the limit c → ∞ while
setting σ and τ as in Eq. (56).
a. Support set
We first derive an expression for the support set Γ. We show that stability of the Eqs. (63) at the trivial solution
Eq. (65) provides us with the boundary of the elliptic law in Eqs. (55). Using the law of large numbers, we can identify
the sums inside the delta distributions on the right-hand-side of Eq. (63) with their mean values. As a consequence,
the distribution Q takes the form
Q(g, h) = δ(g − gˆ)δ(h− hˆ) (C11)
where gˆ and hˆ satisfy the self-consistent equations
gˆ = − 1
z + gˆτ
. (C12)
and
hˆ = hˆ|gˆ|2σ2. (C13)
The latter equation implies the stability condition
|gˆ(z)|2 = 1
σ2
. (C14)
In order to obtain |gˆ|2, we first consider the two equations
g + g = −z + z + (g + gˆ)τ|gˆ|2 (C15)
and
g − g = −z − z + (g − gˆ)τ|gˆ|2 . (C16)
Using Eq. (C14) in Eqs. (C15) and (C16), we obtain
2<(g) = g + g = − 2<(z)
σ2 + τ
(C17)
and
2=(g) = g − g = 2=(z)
σ2 − τ , (C18)
and thus also
|gˆ|2 =
( <(z)
σ2 + τ
)2
+
( =(z)
σ2 − τ
)2
. (C19)
Lastly, the stability condition Eq. (C14) together with (C19) provides us with the boundary( <(z)
σ2 + τ
)2
+
( =(z)
σ2 − τ
)2
=
1
σ2
(C20)
for the support of the spectral distribution of a highly connected random matrix.
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b. Spectral distribution
We compute the spectral distribution of highly connected matrices. In this case, we rely on the Eqs. (51-54). In
the limit c→∞, we can apply the law of large number inside the Dirac distributions of Eqs. (51-52), leading to
q˜(g) = q(g) = δ(g − gˆ), (C21)
where gˆ solves the selfconsistent equation (setting η = 0)
gˆ =
(
gˆ11 gˆ12
gˆ21 gˆ22
)
=
( −gˆ22σ2 z − gˆ21τ
z − gˆ12τ −gˆ11σ2
)−1
=
1
gˆ11gˆ22σ4 − (z − gˆ12τ)(z − gˆ21τ)
( −gˆ11σ2 −z + gˆ21τ
−z + gˆ12τ −gˆ22σ2
)
. (C22)
and the spectral distribution
ρ(z) =
1
pi
d
dz
gˆ21. (C23)
Equation (C22) implies that
gˆ11gˆ22 =
gˆ11gˆ22σ
4
[gˆ11gˆ22σ4 − (z − gˆ12τ)(z − gˆ21τ)]2
(C24)
such that either
gˆ11 = gˆ22 = 0 (C25)
or [
gˆ11gˆ22σ
4 − (z − gˆ12τ)(z − gˆ21τ)
]2
= σ4. (C26)
Equation (C25) is the trivial solution and Eq. (C26) is the nontrivial solution. In Sec. C 2 a, we have shown that the
trivial solution Eq. (C31) is stable for all z for which( <(z)
σ2 + τ
)2
+
( =(z)
σ2 − τ
)2
>
1
σ2
, (C27)
while the nontrivial solution holds for ( <(z)
σ2 + τ
)2
+
( =(z)
σ2 − τ
)2
≤ 1
σ2
. (C28)
In what follows, we first compute the spectral distribution for the trivial solution and then we compute it for the
nontrivial solution.
Trivial solution. For the trivial solution, Eq. (C22) reduces to the two equations
gˆ21 =
1
z − gˆ21τ (C29)
gˆ12 =
1
z − gˆ12τ , (C30)
which admit two complex solutions
gˆ21 =
z ±√z2 − 4τ
2τ
. (C31)
For |z| > 2√|τ |, this is an analytical function in z, and therefore
d
dz
gˆ21 = 0. (C32)
Since for all z for which Eq. (C27) holds, it also holds that |z| > 2√|τ |, we obtain that
ρ(z) = 0 if
( <(z)
σ2 + τ
)2
+
( =(z)
σ2 − τ
)2
>
1
σ2
. (C33)
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Non-trivial solution. For the nontrivial solution Eq. (C26) we obtain
gˆ =
(
gˆ11 gˆ12
gˆ21 gˆ22
)
= ± 1
σ2
( −gˆ11σ2 −z + gˆ21τ
−z + gˆ12τ −gˆ22σ2
)
(C34)
and therefore
±gˆ21σ2 = −z + gˆ12τ, (C35)
±gˆ12σ2 = −z + gˆ21τ. (C36)
From these equations we obtain a closed eqution for gˆ21, viz.,
gˆ21 = ∓ σ
2
σ4 − τ2 z −
τ
σ4 − τ2 z, (C37)
and accordingly
ρ(z) = 1pi
d
dz gˆ21 =
1
pi
σ2
σ4 − τ2 (C38)
if we select the positive solution.
Appendix D: Computing the boundary of the support for infinitely large matrices
We detail the numerical algorithm we use to obtain the boundary of the support set S in the Figs. 7 and 8 and the
typical leading eigenvalue λ∗1 in Figs. 2, 5, 9(a) and 10(a). We first present in Subsec. D 1 the population dynamics
algorithm we use to obtain the boundary of S, and in Subsec. D 2 we show the method we use to obtain λ∗1 from the
population dynamics results.
1. Population dynamics algorithm for the boundary of S
Recursive distributional equations of the form Eq. (63) can be solved numerically with a population dynamics
algorithm, see Refs. [63, 83–85].
The population dynamics algorithm represents the distribution Q(g, h) with a population of Np realizations of the
random variables (g, h). The population is initialized and updated as follows:
1. Initialise the population by drawing Np independent realizations of random variables (g
(i), h(i)) from a certain
distribution pinit(g, h);
2. Generate a degree k from the distribution kc pdeg(k);
3. Uniformly and randomly select k − 1 elements (g`, h`) from the population and draw k − 1 random variables
(u`, l`) from the distribution p(u`, l`), with ` = 1, 2, . . . , k − 1;
4. Compute
g = −
[
z +
k−1∑
`=1
u`g`l`
]−1
, and h = |g|2
k−1∑
`=1
h` |l`|2 ; (D1)
5. Uniformly and randomly select an index i ∈ {1, . . . , Np} and replace (g(i), h(i)) by (g, h).
Steps (2-5) are repeated for a certain number Ns = nsNp of iterations, where ns is the number of sweeps for which
the whole population is updated. After ns sweeps, the steps (2-5) are repeated for another Nr = nrNp of iterations
after which the population is estimated as
Qˆ(g, h) =
1
nrNp
nrNp∑
j=1
δ(g − g(j))δ(h− h(j)). (D2)
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If Np → ∞, then the pairs (g(j), h(j)) in the population are independent realizations drawn from the distribution
Q(g, h) and the algorithm is exact.
Since the Eq. (63) follows from a stability analysis, it holds that if the initial population is of the form given by
Eq. (65), then
lim
Ns→∞
lim
Np→∞
〈|h|〉Qˆ =
{
0, z /∈ S,
∞. z ∈ S, (D3)
Hence, we obtain the boundary of S by determining the value of z that separates the region where 〈|h|〉Qˆ diverges
from the region where 〈|h|〉Qˆ converges to zero.
Practically, we evaluate 〈|h|〉Qˆ as follows. We initialize the (g(i), h(i)) with the uniform distribution
pinit(g, h) =
1
∆2
, g ∈ [−∆,∆], h ∈ [−∆,∆], (D4)
for which we have set ∆ = 10, but the precise value of ∆ does not matter much. Subsequently, we compute
〈|h|〉Qˆ =
1
nrNp
nrNp∑
j=1
|h(j)| (D5)
with nr = 500. In addition, in order to obtain an estimate of the fluctuations in 〈|h|〉Qˆ between different realizations
of the population dynamics algorithm, we repeat this procedure a N = 10 times, i.e., we compute 〈|h|〉Qˆ for N runs
of the population dynamics algorithm with different initial realizations of (g(i), h(i)).
Figure 13 shows the mean of log 〈|h|〉Qˆ taken over the N realizations of the population dynamics algorithm as a
function of <(z) for antagonistic matrices (model A in Sec. II D) and mixture matrices (model B in Sec. II D) with
mean degree c = 4 and =(z) = 0. Plots show log 〈|h|〉Qˆ for various values of the population size Np and the number
of sweeps ns; the error on the mean value of log 〈|h|〉Qˆ is obtained from the standard deviation of log 〈|h|〉Qˆ on the
sample of N = 10 realizations. In the case of antagonistic matrices, all lines intersect in a common point, which
provides the estimate of the boundary of the support set S. On the other hand, in the case of mixture matrices, the
intersection point for different ns increases as a function of the population size Np. This implies that the intersection
point diverges as a function of Np and the real axis belongs to the support set S. This corroborates the result of Fig. 2
that show that the leading eigenvalue of mixture matrices diverges as a function of N , while the leading eigenvalue of
antagonstic matrices converges to a finite value as a function of N .
(a)Antagonistic (b)Mixture
FIG. 13. Plots of log 〈|h|〉Qˆ as a function of <(z) for antagonistic matrices (Model A in Sec. II D, panel (a)) and mixture
matrices (model B in Sec. II D, panel (b)). The mean degree c = 4 and =(z) = 0. The markers are obtained with the
population dynamics algorithm described in Sec. D 1 with the population size Np and the number of sweeps ns as given in the
legend, and the error bars denote the estimated error obtained with repeated realizations of the population dynamics algorithm.
2. Determination of the leading eigenvalue
We discuss how in Figs. 2, 5, 9(a) and 10(a) we have implemented Eq. (42) to obtain λ∗1, the typical value of the
leading eigenvalue from the population dynamics results.
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Since for antagonistic matrices the slope of the boundary of S is vertical, as shown in Fig. 7, one needs to control
the fluctuations in the population dynamics algorithm to obtain an accurate value of λ∗1. To this aim, we use a cubic
fit on the values for the boundary of S obtained with the population dynamics algorithm. This procedure is shown
in Fig. 14, which shows data points for the boundary of S in the vicinity of λ∗1 for three values of c and also shows
a cubic fit through these data points. We obtain an estimate of λ∗1 by computing the maximum value of the fitted
cubic polynomial. It this estimate for λ∗1 that we plotted in Figs. 2, 5, 9(a) and 10(a).
(a)c = 4 (b)c = 2 (c)c = 1.3
FIG. 14. Cubic fits to the data points, obtained with the population dynamics algorithm described in App. D 1, for the
boundary of the support set in the vicinity of λ∗1. Results shown are for Model A with mean degrees c = 4, c = 2 and c = 1.3.
Appendix E: Spectral distribution
We compute the spectral distribution ρ(z) for random antagonistic matrices defined on sparse graphs. In principle,
we can solve Eqs. (51-54) with a population dynamics algorithm to obtain the spectral distribution ρ. However, this
requires one to take a numerical derivative, which leads to a large numerical error when the population size is small.
One can avoid this numerical error by considering a joint distribution for G and its derivative ddzG, as suggested in
Ref. [57]. We apply this approach to the general model of Sec. II A and then present numerical results for the spectral
distribution of antagonistic, random matrices.
1. Alternative expression for the spectral distribution
We first take the derivative of the Eqs. (45) and (48). Using the chain rule
d
dz
A−1 = −A−1
(
d
dz
A
)
A−1 (E1)
on Eqs. (45), we obtain
d
dz
Gj = −Gj
σ− −∑
k∈∂j
Jjk
(
d
dz
G
(j)
k
)
Jkj
Gj , (E2)
where
σ− =
d
dz
zη =
(
0 0
1 0
)
. (E3)
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Analogously, we obtain from Eqs. (48),
d
dz
G
(`)
j = −G(`)j
σ− − ∑
k∈∂j\{l}
Jjk
(
d
dz
G
(j)
k
)
Jkj
G(`)j . (E4)
The Eqs. (45), (48), (E2), and (E4), together with
ρ(z) =
1
piN
lim
η→0+
N∑
j=1
d
dz
Gj , (E5)
provides the spectral distribution of a locally tree-like random matrix model.
FIG. 15. Eigenvalues of one matrix sampled from model A with c = 4, as in Figs. 7(a)-(d), but now with N = 5000. The
blue lines denote the cuts along which we compute the spectral distribution ρ in Figs. 16 and 17. The red dashed line is the
elliptical law given by Eqs. (55-56) with σ2 = c and τ = −3c/4.
For the general model defined in Sec. II A, we derive now a set of recursion relations in the distributions
q˜(g, g′) := lim
N→∞
1
N
N∑
j=1
δ(g − Gj)δ(g′ − d
dz
Gj) (E6)
and
q(g, g′) := lim
N→∞
1
cN
N∑
j=1
∑
`∈∂i
δ(g − G(`)j )δ(g′ −
d
dz
G
(`)
j ). (E7)
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(a)=(z) = 2 (b)=(z) = 0
FIG. 16. The spectral distribution ρ along cuts parallel to the real axis for random matrices of Model A with c = 4. The values
of =(z) are indicated in the captions and the cuts are shown in Fig. 15. Theoretical results from the cavity method (solid
black line) are compared with histograms obtained by numerically diagonalizing 104 matrices of size N = 5000 and collecting
all eigenvalues in a strip of width ∆= (markers). The spectral distribution is also compared with the elliptical law given by
Eqs. (55-56) with σ2 = c and τ = −3c/4 (red dashed line). Error bars denote the numerical error on the ρ value computed
with population dynamics, as explained in the main text.
(a)<(z) = 0.1 (b)<(z) = 0.2
(c)<(z) = 0.3
FIG. 17. The spectral distribution ρ along cuts parallel to the imaginary axis for random matrices of Model A with c = 4.
The present figure is similar to Fig. 16, with the difference that the spectral distribution ρ shown is for cuts parallel to the
imaginary axis. The values of <(z) are given and the width ∆< = 0.02.
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Taking an ensemble average of the Eqs. (45), (48), (E2), and (E4), we obtain the recursive distributional equations
q(g, g′) =
∞∑
k=1
kpdeg(k)
c
∫ k−1∏
`=1
dg`dg
′
` q(g`, g
′
`)
∫ k−1∏
`=1
du`dl` p(u`, l`)
× δ
g −(zη − k−1∑
`=1
J`g`J
†
`
)−1 δ [g′ + g((0 0
1 0
)
−
k−1∑
`=1
J`g
′
`J
†
`
)
g
]
, (E8)
and
q˜(g, g′) =
∞∑
k=0
pdeg(k)
∫ k∏
`=1
dg`dg
′
`q(g`, g
′
`)
∫ k∏
`=1
du`dl` p(u`, l`)
× δ
g −(zη − k∑
`=1
J`g`J
†
`
)−1 δ [g′ + g((0 0
1 0
)
−
k∑
`=1
J`g
′
`J
†
`
)
g
]
. (E9)
The spectral distribution follows from the ensemble averaged version of Eq. (E5), which is given by
ρ(z) = lim
η→0+
1
pi
∫
dgdg′ q˜(g, g′)[g′]21. (E10)
In the next section, we solve the Eqs. (E8)-(E10) with a population dynamics algorithm. Note that the Eqs. (E8)-
(E10) do not involve a numerical derivative d/dz.
2. Numerical results for antagonistic matrices on Erdo˝s-Re´nyi graphs
We use a population dynamics algorithm similar as described in Sec. D 1 to solve the Eq. (E8). We represent the
distributions q(g, g′) with two populations of pairs (g(j), g′(j)) of 2× 2 matrices g(j) and g′(j) with complex entries.
The population is initialized and updated as follows:
1. Initialise the population by drawing Np independent realizations of random variables (g
(i), g′(i)) from a certain
distribution pinit(g, g
′);
2. Generate a degree k from the distribution kc pdeg(k);
3. Uniformly and randomly select k − 1 elements (g`, g′`) from the population and draw k − 1 random variables
(u`, l`) from the distribution p(u`, l`), with ` = 1, 2, . . . , k − 1;
4. Compute
g =
(
zη −
k−1∑
`=1
J`g`J
†
`
)−1
, and g′ = −g
((
0 0
1 0
)
−
k−1∑
`=1
J`g
′
`J
†
`
)
g; (E11)
5. Uniformly and randomly select an index i ∈ {1, . . . , Np} and replace (g(i), g′(i)) by (g, g′).
In this case, the precise form of the distribution pinit does not matter. The steps (2-5) are repeated a number Neq
of times until the estimated distribution
qˆ(g, g′) =
1
Np
Np∑
j=1
δ(g − g(j))δ(g′ − g′(j)) (E12)
has converged to its stationary value.
After the distribution qˆ(g, g′) has converged, we compute a first estimate ρˆ1 of ρ from Eqs. (E9) and (E10) with a
Monte-Carlo integration algorithm. We then repeat the steps (2-5) a number Np of times and then compute a second
estimate of ρˆ2 of ρ. We repeat this procedure a number nρ of times to obtain the final estimate
ρˆ =
1
nρ
nρ∑
i=1
ρˆi. (E13)
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The error on ρˆ is computed based on the standard deviation of the set of sampled ρˆi.
Figs. 16 and 17 show numerical results obtained with this population dynamics algorithm for the spectral distribution
of antagonistic matrices on Erdo˝s-Re´nyi graphs (Model A) with c = 4. We show the spectral distribution along cuts
in the complex plane that are parallel to the real or imaginary axis, as indicated in Fig. 15. In addition, the figures
show histograms obtained from directly diagonalizing matrices of finite size N = 5000.
We find an excellent agreement between theory and numerical experiments. Although some care should be taken
to interpret the results in Fig. 16(b). While in the population dynamics we can compute ρ exactly along a cut parallel
to the imaginary axis, in direct diagonalization results the spectral distribution ρ is estimated with a histogram of
eigenvalues located in a strip of width ∆=. For cuts that are not on the real line, =(z) 6= 0, the estimate of ρ improves
when ∆= decreases, as shown in Fig. 16(a). On the other hand, when the cut is along the real line, =(z) = 0, then
the estimate of ρ worsens when ∆= decreases. This is because of finite size effects that are significant for ρ on the real
line. Indeed, on the real line there is an accumulation of eigenvalues, as one can clearly observe in Fig. 7. The number
of eigenvalues that is real scales as O(
√
N) [59, 86], and is thus a subleading contribution to ρ. However, if we set
=(z) = 0 and the width ∆= is smaller than the typical separation between eigenvalues, then the strip contains only
the O(
√
N) of real eigenvalues, which do not follow the statistics given by ρ. Therefore, for =(z) = 0 it is necessary
to consider a ∆= that is small but not too small.
Figs. 16 and 17 also compare ρ with the elliptical law given by Eqs. (55-56), which here amounts to σ2 = c and
τ = −3c/4. While the boundary of the spectrum is well predicted by the elliptical law, a feature already observed in
Fig. 7, this is not the case for the spectral distribution ρ.
From Fig. 16(b), we observe that the spectral distribution of antagonistic matrices on Ero˝s-Re´nyi graphs diverges
for z → 0. Interestingly, this divergence is also observed in the adjacency matrices of nondirected Ero˝s-Re´nyi graphs,
see Ref. [84], and in the adjacency matrices of directed Ero˝s-Re´nyi graphs, see Figure in Ref. [59]. On the other
hand, the divergence does not occur in regular graphs. Hence, the divergence of the spectral distribution for z → 0
is a generic feature due to network topology and is independent of the nature of the interactions Jij . It would be
interesting to have a precise understanding of the origin of the peak.
Appendix F: Derivation of Eq. (63) for the linear stability of the trivial solution
We perform a linear stability analysis of Eq. (52) around the trivial solution given by Eq. (58). To this aim, we
consider a perturbation around the trivial solution given by Eqs. (62-61).
After substitution of Eq. (62) into Eq. (52), we obtain in the argument of the delta distribution on the right-hand-
side of Eq. (52) the following
((
0 z
z¯ 0
)
−
k−1∑
`=1
(
0 u`
l` 0
)(
h` −g¯`
−g` h′`
)(
0 l`
u` 0
))−1
=

−
k−1∑
`=1
h′`l
2
` z +
k−1∑
`=1
g`u`l`
z¯ +
k−1∑
`=1
g¯`u`l` −
k−1∑
`=1
h`u
2
`

−1
=

−
k−1∑
`=1
h`u
2
` −z −
k−1∑
`=1
g`u`l`
−z −
k−1∑
`=1
g`u`l` −
k−1∑
`=1
h′`l
2
`

∑k−1
`=1 h
′
`l
2
`
∑k−1
`=1 h`u
2
` −
(
z +
k−1∑
`=1
g`u`l`
)(
z +
k−1∑
`=1
g`u`l`
) . (F1)
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Expanding up to second order in , we obtain
Q(g, h, h′) =
∞∑
k=1
k pdeg(k)
c
∫ k−1∏
`=1
dg`dh`dh
′
` Q(g`, h`, h
′
`)
∫ k−1∏
`=1
du`dl` P (u`, l`)
×δ
g + [z + k−1∑
`=1
u`g`l`
]−1 δ(h− ∑k−1`=1 h`u2`
|z +∑k−1`=1 g`u`l`|2
)
δ
(
h′ −
∑k−1
`=1 h
′
`l
2
`
|z +∑k−1`=1 g`u`l`|2
)
+O (2) .
(F2)
In Eq. (F2), the recursions for h and h′ are decoupled. Hence, we can integrate out one of these variables. Defining
Q(g, h) =
∫
dh′ Q(g, h, h′), (F3)
we obtain from Eq. (F2) that Q(g, h) obeys the recursion relation given by Eq. (63).
Appendix G: Giant components in random graphs
We revisit percolation theory for nondirected random graphs [54] and directed random graphs [87].
1. Largest connected component in nondirected graphs
Let G = (V,E) be a graph with V a set of vertices and E a set of nondirected edges. We say that a subgraph
G′ = (V ′, E′) of G is connected if for each pair of vertices i ∈ V ′ and j ∈ V ′ there exists a path of edges that belong
to E′ that connect i to j. The largest connected component is the largest subgraph G′ that is connected, i.e., both
the order |V ′| and the size |E′| of the subgraph or maximal.
The relative order of the largest connected component is defined by
f(G) =
|V ′|
N
. (G1)
We consider now nondirected, random graphs with a prescribed degree distribution pdeg(k). We denote the gener-
ating function of pdeg(k) by
g(x) =
∞∑
k=0
xkpdeg(k) (G2)
and we will also use the generating function
h(x) =
∞∑
k=0
xk
kpdeg(k)
c
=
∂xg(x)
c
, (G3)
where c is the mean degree of pdeg(k).
In the limit N → ∞, the relative order f(G) converges with probability one to a deterministic value f , which is
given by [54],
1− f = g(y), (G4)
where y is the smallest nonnegative solution of
y2 = h(y). (G5)
Solving Eqs. (G4-G5) one that f > 0 if
∞∑
k=0
pdeg(k)k(k − 2) > 0 (G6)
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FIG. 18. Relative order f of the largest connected component of random graphs with the same parameters as in Panel (a).
Lines correspond to theoretical results for infinitely large N . The markers are simulation results for finite N and c = 2, which
we have included to verify the peculiar discontinuity of f at a = 1.
and that f = 0 if
∞∑
k=0
pdeg(k)k(k − 2) < 0. (G7)
Hence, the condition
∞∑
k=0
pdeg(k)k(k − 2) = 0 (G8)
determines the percolation transition in undirected, random graphs. For the Erdo˝s-Re´nyi ensemble with Poisson
degree distribution Eq. (27) the percolation transition takes place at
c = 1 (G9)
while for the model with degree distribution Eq. (72) the graph percolates when
a = c− 1. (G10)
In Fig. 18 we present the relative order f of the largest connected component of the underlying nondirected graph,
which we compute with the formulas above. We find that f decreases monotonically as a function of var(k), even
for c = 2. Hence, there is no clear link between the functional dependencies of f and λ1 as a function of var(k) (see
Fig. 10(a) in the main text for comparison).
2. Largest strongly connected component in directed graphs
Let G = (V,E) be a directed graph with V a set of vertices and E a set of nondirected edges. We say that a
subgraph G′ = (V ′, E′) of G is strongly connected if for each pair of vertices i ∈ V ′ and j ∈ V ′ there exists a path
starting in node j and ending in node i that follows the edges in E′, and there exists also a reverse path that starts
in node i and ends in node j. The largest strongly connected component is the largest subgraph G′ that is strongly
connected.
We define the relative order of the largest strongly connected component as
ssc(G) =
|V ′|
N
. (G11)
Let us consider directed, random graphs with a prescribed degree distribution pdeg(kin, kout) of indegrees and
outdegrees. Then, it holds that [46, 87]
ssc = sin + sout + st − swc, (G12)
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where sin, sout, st and swc are the fraction of nodes that belong to the in-component, out-component, tendrils and
the weakly connected component, respectively. It holds that
sin = 1−
∞∑
kin=0
akin
∞∑
kout=0
pdeg(kin, kout), (G13)
sout = 1−
∞∑
kout=0
bkout
∞∑
kin=0
pdeg(kin, kout), (G14)
and
st − swc =
∞∑
kin=0
∞∑
kout=0
pdeg(kin, kout) a
kinbkout − 1, (G15)
where a and b solve the equations
a =
∞∑
kin=0
akin
∞∑
kout=0
kout pdeg(kin, kout)
c˜
, (G16)
and
b =
∞∑
kout=0
bkout
∞∑
kin=0
kin pdeg(kin, kout)
c˜
, (G17)
where c˜ as defined in Eq. (C7).
Solving Eqs. (G4-G5), we obtain that ssc > 0 if [46, 87]∑∞
kin=0
∑∞
kout=0
pdeg(kin, kout)kinkout
c˜
> 1 (G18)
and ssc = 0 if ∑∞
kin=0
∑∞
kout=0
pdeg(kin, kout)kinkout
c˜
< 1. (G19)
Hence, the condition ∑∞
kin=0
∑∞
kout=0
pdeg(kin, kout)kinkout
c˜
= 1 (G20)
determines the percolation transition of the strongly connected component in directed, random graphs.
Let us consider the case relevant for this paper, which is the case where the directed graphs is constructed by
adding unidirectional links on a nondirected graph with degree distribution pdeg(k), see Sec. II A. In this case, the
degree distribution pdeg(kin, kout) is of the form given by Eq. (C8). Using Eqs. (C9) and (C10), we find that critical
condition (G20) reads
1
2c
∞∑
k=0
k(k − 1)pdeg(k) = 1. (G21)
Hence, for the Erdo˝s-Re´nyi ensemble with Poisson degree distribution Eq. (27), the strongly connected component
percolates at
c = 2 (G22)
while for the model with degree distribution Eq. (72) the graph percolates when
a = c− 2. (G23)
In Fig. 19 we plot the relative order ssc of the largest strongly connected component of the underlying directed
graph as a function of var(k), which we have also computed with the formulas above. We find that ssc increases as
a function of var(k) for c = 3 and decreases as a function of var(k) for c = 4. Hence, there is again no direct link
between the functional dependencies of ssc and λ1 on var(k) (see Fig. 10(b) in the main text for comparison).
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FIG. 19. Relative order ssc of the largest strongly connected component of random graphs with the same parameters as in
Fig. 18.
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