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Abstract
We analyse spectral properties of a class of compact perturbations of block Toeplitz
operators associated with analytic symbols. In particular, a limiting absorption principle
and the absence of singular continuous spectrum are shown. The existence and the com-
pleteness of wave operators are also obtained. Our study is based on the construction of
a conjugate operator in Mourre sense for the corresponding Laurent operators.
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1 Introduction and main results
Let Z+ be the set of nonnegative integers and H+ = l2(Z+,CN), for some integer N ≥ 1, be
the Hilbert space of square summable vector-valued sequences (ψn)n≥0 endowed with the scalar
product
〈φ, ψ〉 =
∞∑
n=0
〈φn, ψn〉.
Let (Aj)j∈Z be a family of square N ×N matrices such that
+∞∑
j=−∞
‖Aj‖ <∞ and A−j = A∗j , j ∈ Z. (1.1)
Here-above we denoted by A∗ the adjoint matrix of a given matrix A. Consider the Toeplitz
operator T0 defined in H+ by the expression
(T0ψ)n =
+∞∑
m=0
An−mψm, n = 0, 1, 2, .... (1.2)
According to (1.1), T0 is a bounded self-adjoint operator in H+. Our goal here is to study the
spectral properties of T0 and its compact perturbations. The crucial step of our analysis is the
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construction of a conjugate operator in the sense of the Mourre estimate [29] (see also Section
2) for a large class of compact perturbations of the corresponding Laurent operator.
We will need the following standard notations. For a self-adjoint operator S we denote by
ES(·) its spectral measure, σ(S) its spectrum, σess(S) its essential spectrum, σp(S) the set of
its eigenvalues, σsc(S) its singular continuous spectrum, and σac(S) its absolutely continuous
spectrum. The imaginary part of the complex number z will be denoted by ℑ(z).
Consider on the unit circle U = {eip ∈ C / p ∈ R} the Hermitian matrix-valued function
defined by
h(eip) =
∞∑
m=−∞
Ame
imp, p ∈ R. (1.3)
It is usually called in the literature [20] (see also [21, 6]) the symbol of T0 and plays a crucial
role in its spectral analysis. According to (1.1), h is continuous, but here we need to assume
the following.
Assumption 1.1 The Hermitian matrix-valued function h is holomorphic on unit circle, that
is, it has an holomorphic extension to an open annulus about the unit circle U of the form
{z ∈ C /1/r < |z| < r} for some r > 1.
In the sequel, we identify h with the 2pi−periodic function p 7→ h(eip) that we denote by the
same symbol h. A simplest example is obtained when the sequence Aj = 0 as soon as |j| > M ,
for some integer M . In this case h is a trigonometric polynomial and T0 is a block banded
matrix. The case M = 1 leads to block Jacobi matrices.
Under Assumption 1.1, see [25] and also [3], there exist N real-valued 2pi−periodic functions
{λj(p); 1 ≤ j ≤ N} representing the repeated eigenvalues of h(p) for all p ∈ [−pi, pi), and
N vector-valued 2pi−periodic functions {Wj(p), 1 ≤ j ≤ N} representing a corresponding
orthonormal basis of eigenvectors. These functions are smooth (they are even analytic) on
(−pi, pi) and they are piecewise smooth on R. In particular, for any j = 1, · · · , N , the set
κ1(λj) = {λj(p)/λj is not diffrentiable at p}
contains at most two values. Therefore, for any j = 1, · · · , N , the set of critical values of λj
defined by
κ(λj) = κ1(λj) ∪ {λj(p) / p ∈ (−pi, pi) and λ′j(p) = 0}
is clearly finite. Finally, the critical set of h defined by
κ(h) = ∪Ni=1κ(λj)
is finite, too. It is known that [20] the essential spectrum σess(T0) of T0 consists of the union
of N compact intervals, called spectral bands of T0. More precisely, let αj = minp∈[−pi,pi] λj(p)
and βj = maxp∈[−pi,pi] λj(p) for each j = 1, · · · , N . Then
σess(T0) = ∪Nj=1Σj with Σj = [αj , βj], j = 1, · · · , N,
Some of these spectral bands Σj may degenerate into single point, i.e., αj = βj, in which case,
this value is an infinitely degenerate eigenvalue of T0 and belongs to κ(h). For example, if
h(p) =
(
0 e−ip
eip 0
)
, then clearly σess(T0) = κ(h) = {−1, 1}. Usually in the literature one
avoids this degeneracy by assuming that for any scalar λ the function det(h(p) − λ) does not
vanish identically with respect to p. We will not do that since our approach allows us to study
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what happens outside the set of critical values κ(h). There is also cases where some spectral
bands of T0 are non degenerate and some are degenerate. For example, if h(p) =
(
cos p 0
0 0
)
,
then
Σ1 = σess(T0) = [−1, 1], Σ2 = κ(h) = {0},
and 0 is an infinitely degenerate eigenvalue of T0.
Recall that in the scalar case, i.e. N = 1, T0 has no discrete spectrum, thanks to Hartman-
Wintner’s theorem [23], it follows, also from [27], and we refer to [6, 18, 21] for more information
on the subject. In contrast, if N > 1 then the discrete spectrum σd(T0) of T0 is non empty in
general. For example, if
h(p) =
(
0 ae−ip + b
aeip + b 0
)
with a, b > 0.
then one may show that the essential spectrum of the associated Toeplitz operator T0 is
σess(T0) = [−(a + b),−|b− a|] ∪ [|b− a|, a+ b] .
Here the spectral bands are separated by a non trivial gap given by (−|b − a|, |b − a|) if and
only if a 6= b. Moreover, if a > b then 0 is an eigenvalue of T0 and a corresponding eigenvector
ψ is given by ψn = ((−b/a)n, 0), n ≥ 0. In contrast, if a = b then the eigenvalues of h(p) are
given on [−pi, pi) by
λ±(p) = ±2a cos(p/2) and σess(T0) = [−2a, 2a].
Observe that these eigenvalues are only piecewise smooth as 2pi-periodic functions on R. This is
because p = −pi is an exceptional point where the eigenvalues of h(p) meet each other. Mention
also that, under Assumption 1.1, the discrete spectrum of T0 in each spectral gap is only finite.
It was proved in [19] (based on an abstract result from [16]) and also in [14]. Moreover, in
[11, 14] this fact is discussed even for the point spectrum. Finally, the absence of singular
continuous spectrum of T0 is proved in [32] in the case where the symbol h is a trigonometric
polynomial. Here we will prove this assertion under Assumption 1.1 by a different method
based on the positive commutator approach. Moreover, we obtain sharp information on the
asymptotic behaviour of the resolvent of T0 near the real axis, see our next Theorem 1.2. It
is worth to add that our approach can be extended to a large class of smooth symbols h in a
straightforward manner. For a similar analysis in the scalar case N = 1 one may see [2, 9].
Theorem 1.1 1. Outside κ(h) the eigenvalues of T0 are all finitely degenerate and their
possible accumulation points are included in κ(h). In particular, the set
τ(T0) := σp(T0) ∪ κ(h)
is closed and countable real subset.
2. The singular continuous spectrum of T0 is empty.
To show the absence of the singular continuous spectrum of T0 we actually establish a
limiting absorption principle for T0. In order to state this we need the following notations.
Let N be the multiplication operator defined by (Nψ)j = jψj for all ψ ∈ H+ with its natural
domain D(N) = {ψ ∈ H+ / Nψ ∈ H+}. We denote by B(E ,F) the space of bounded operators
between the normed vector spaces E and F . If E = F then we put B(E) = B(E , E). We also
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need the interpolation space K+ := (D(N),H+)1/2,1 which can be described, according to
Theorem 3.6.2 of [1], by the norm,
‖ψ‖1/2,1 =
∞∑
j=0
2j/2‖θ(2−j |N|)ψ‖, (1.4)
where θ ∈ C∞0 (R) with θ(x) > 0 if 1 < x < 2 and θ(x) = 0 otherwise. Let us denote by K∗+ the
dual space of K+. Hence by Riesz identification of H+ with its dual we have the continuous
inclusions K+ ⊂ H+ ⊂ K∗+. Let us define K∗◦+ as the closure of H+ in K∗+.
Theorem 1.2 1. The holomorphic maps defined on C± = {z ∈ C / ± ℑ(z) > 0} by
z 7→ (T0 − z)−1 ∈ B(K+,K∗+) extend weak*-continuously to C± ∪ R \ τ(T0).
2. For any bounded operator B : K∗◦+ → F , F a given Hilbert space, then B is locally
T0−smooth on R \ τ(T0), i.e., for any compact K ⊂ R \ τ(T0) there is C > 0 such that∫ ∞
−∞
‖Be−iT0tf‖2Fdt ≤ C‖f‖2 , f ∈ ET0(K)H+.
In particular, the limits (T0 − x ∓ i0)−1 := limµ→0+(T0 − x ∓ iµ)−1 exist locally uniformly on
R\τ(T0) for the weak* topology of B(K+,K∗+). Actually we will prove also that, for any s > 1/2,
the maps x 7→ 〈N〉−s(T0 − x∓ i0)−1〈N〉−s ∈ B(H+) are locally of class Λs− 12 on R \ τ(T0) (see
next section for the definition of Λα). Here for any real number x we put 〈x〉 = √1 + x2 .
Corollary 1.1 Assume that Aj = 0 if |j| > M for some integer M ≥ 1, and denote T0 the
associated Toeplitz operator. Then the assertions of Theorems 1.1 and 1.2 hold true. Moreover,
the discrete spectrum of T0 is at most finite.
Now, it is natural to study the preservation of the spectral structure of T0 under compact
perturbations. More precisely, let v be a symmetric compact operator in H+. Then T = T0+ v
is a self-adjoint operator in H+ and, thanks to Weyl criterion, σess(T ) = σess(T0). Moreover,
since v is compact, it is easy to show that
lim
r→∞
‖θ(〈N〉/r)v‖ = 0,
where θ ∈ C∞0 (R) can be taken as in (1.4). In fact, conditions on how fast this convergence
takes place will be given to control the singular continuous spectrum.
Theorem 1.3 Let v be a compact symmetric operator in H+ such that∫ ∞
1
‖θ(〈N〉/r)v‖dr <∞. (1.5)
Then
1. outside κ(h) the eigenvalues of T = T0+ v are all finitely degenerate and may accumulate
only to points in κ(h). Hence τ(T ) := κ(h) ∪ σp(T ) is closed and countable;
2. the holomorphic maps defined on C± = {z ∈ C / ± ℑ(z) > 0} by z 7→ (T − z)−1 ∈
B(K+,K∗+) extend weak*-continuously to C± ∪R \ τ(T ). In particular, T has no singular
continuous spectrum.
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3. For any bounded operator B : K∗◦+ → F , F a given Hilbert space, then B is locally
T−smooth on R \ τ(T ), i.e., for any compact K ⊂ R \ τ(T ) there is C > 0 such that∫ ∞
−∞
‖Be−iT tf‖2Fdt ≤ C‖f‖2 , f ∈ ET (K)H+.
Here is a notable consequence of Theorems 1.1 and 1.3 on the scattering theory of T and T0.
Corollary 1.2 In addition of assumptions of Theorem 1.3 assume that v extends to a bounded
operator from K∗◦+ to K+. Let Pac(T0) be the spectral projector of T0 on its purely absolutely
continuous component. Then the wave operators
Ω±(T, T0) = s-lim
t→±∞
eiT te−iT0tPac(T0)
exist and they are complete, i.e. their range equal the absolutely continuous subspace Hac(T ) of
T .
Notice that obviously our condition (1.5) follows if for some s > 1/2,
sup
r≥1
‖rs+ 12θ(〈N〉/r)v‖ <∞. (1.6)
But under this assumption we also have the following.
Theorem 1.4 Let v be a compact symmetric operator in H+ such that (1.6) holds. Then
Theorem 1.3. Moreover, the maps x 7→ 〈N〉−s(T −x∓ i0)−1〈N〉−s ∈ B(H+) are locally of class
Λs−
1
2 on R \ τ(T ).
Let B = (bij)i,j∈Z be a bounded symmetric operator in H+. Put
nB(r) := ( sup
r≤i≤2r
∑
j≥0
‖bij‖) · (sup
j≥0
∑
r≤i≤2r
‖bij‖) (1.7)
pB(r) :=
∑
r≤i≤2r
∑
j≥0
‖bij‖2. (1.8)
Corollary 1.3 If v = v1 + v2 such that∫ ∞
1
√
nv1(r) +
√
pv2(r)dr <∞,
then (1.5) holds.
In particular, Theorems 1.2 and 1.3 follow. Similarly, condition (1.6) and so Theorem 1.4 hold
if, for some s > 1/2,
sup
r≥1
rs+
1
2 (
√
nv1(r) +
√
pv2(r)) <∞,
Example 1.1 Let An and Bn be two sequences of N by N matrices such that Bn = B
∗
n for all
n ∈ Z+. Consider the block Jacobi operator J = J({An}, {Bn}) acting in H+ by
(Jψ)n = A
∗
n−1ψn−1 +Bnψn + Anψn+1 for all n ≥ 0 (1.9)
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initialized with ψ−1 = 0. Assume that there exist two matrices A and B such that
lim
n→∞
(‖An − A‖+ ‖Bn − B‖) = 0. (1.10)
So that J = T0 + v, where T0 is the Toeplitz operator associated with the symbol
h(p) = e−ipA + eipA∗ +B. (1.11)
Then clearly our results applies directly if the convergence in (1.10) is sufficiently fast. For
example, outside κ(h) the eigenvalues of J are all finitely degenerate and their possible accu-
mulation points are contained in κ(h) as soon as
lim
n→∞
n(‖An − A‖+ ‖Bn −B‖) = 0. (1.12)
Similarly, conditions of Theorem 1.3 and Corollary 1.2 are satisfied if∫ ∞
1
sup
r≤n≤2r
(‖An −A‖+ ‖Bn − B‖)dr <∞.
The paper is organized as follows. Section 2 contains a brief review on what we need from
Mourre’s theory. In Section 3 we study in details the Laurent operator H0 associated with the
symbol h. In particular, a Mourre estimate is established locally for H0 outside the critival set
κ(h). In section 4 we extend our Mourre estimate for a large class of compact perturbations of
H0. In section 5 Theorems 1.1 and 1.2 are proven. Finally, we show Theorems 1.3 and 1.4 in
Section 6 .
2 The conjugate operator theory
The following brief review on the conjugate operator theory is based on [1, 7, 8, 34]. Let (E, ‖·‖)
be a Banach space and f : R→ E be a bounded continuous function. For an integer m ≥ 1 let
wm be the modulus of continuity of order m of f defined on (0, 1) by
wm(f, ε) = sup
x∈R
∥∥∥∥ m∑
j=0
(−1)j
(
m
j
)
f(x+ jε)
∥∥∥∥.
We say that f ∈ Λα, α > 0, if there is an integer m > α such that
sup
0<ε<1
ε−αwm(f, ε) <∞.
Notice that if α ∈ (0, 1), then Λα is nothing but the space of Ho˝lder continuous functions of
order α. In contrast, if α = 1 then Λ1 consists of smooth functions in Zygmund’s sense (they
are not Lipschitz in general, see [36]). Finally, if α > 1 and nα is the greatest integer strictly
less than α, then f belongs to Λα if and only if f is nα−times continuously differentiable with
bounded derivatives and its derivative f (nα) of order nα is of class Λ
α−nα . For example, f
belongs to Λ2 means that f is continuously differentiable with a bounded derivative and f ′ is
of class Λ1 (f ′ is not Lipschitz in general).
Let A be a self-adjoint operator in a separable complex Hilbert space H and S ∈ B(H).
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Definition 2.1 (i) Let k ≥ 1 be an integer and σ > 0. We say that S is of class Ck(A),
respectively of class Cku(A), Cσ(A), if the map
t 7−→ S(t) = e−iAtSeiAt ∈ B(H)
is strongly of class Ck, respectively of class Ck in norm, of class Λσ on R.
(ii) We say that S is of class C1,1(A), if∫ 1
0
‖e−iAεSeiAε − 2S + eiAεSe−iAεS‖dε
ε2
<∞.
Remarks (i) We have the following inclusions
Cs(A) ⊂ C1,1(A) ⊂ C1u(A) ⊂ C1(A), s > 1.
(ii) One may show that S is of class C1(A) if and only if the sequilinear form defined onD(A)
by [S,A] = SA− AS has a continuous extension to H, which we identify with the associated
bounded operator in H (from the Riesz Lemma) that we denote by the same symbol. Moreover,
[S, iA] = d
dt
|t=0S(t).
(iii) Recall that 〈A〉 = (1 + A2)1/2. To prove that S is of class Cσ(A) it is enough to show
that 〈A〉σS is bounded in H, see for example the appendix of [9]. In particular, in the case
where σ > 1, the operator S is of class Cσ(A) if one of the following conditions holds true
(1) 〈A〉σS is bounded in H or
(2) S is of class C1(A) and 〈A〉σ−1[S, iA] is bounded in H.
In the sequel of this section, let H be a bounded self-adjoint operator which is at least of
class C1(A). Then [H, iA] defines a bounded operator in H that we still denote by the same
symbol [H, iA].
Let ∆ be a compact interval such that, for some constant a > 0 and a compact operator K
in H, we have
EH(∆)[H, iA]EH(∆) ≥ aEH(∆) +K. (2.1)
The inequality (2.1) is called the Mourre estimate and we say that A is conjugate to S on ∆.
If (2.1) holds with K = 0 then we say that A is strictly conjugate to S on ∆.
Theorem 2.1 The interval ∆ contains at most a finite number of eigenvalues of H counted
with multiplicities. Moreover, if K = 0, then the operator H has no eigenvalues in ∆.
Let KA := H1/2,1 be the Besov space associated to A defined by the norm
‖ψ‖1/2,1 = ‖θ˜(A)ψ‖+
∞∑
j=0
2j/2‖θ(2−j|A|)ψ‖,
where θ ∈ C∞0 (R) with θ(x) > 0 if 1 < x < 2 and θ(x) = 0 otherwise, and θ˜ ∈ C∞0 (R) with
θ˜(x) > 0 if |x| < 2 and θ˜(x) = 0 otherwise. One has, see [7, 34], the following.
Theorem 2.2 Assume that H is of class C1,1(A). Then H has no singular continuous spectrum
in ∆. Moreover, the limits (H − x∓ i0)−1 := limµ→0+(H − x∓ iµ)−1 exist locally uniformly on
∆ \ σp(H) for the weak* topology of B(KA,K∗A).
Next theorem describes continuity properties of these boundary values of the resolvent of H as
functions of x, as well as some of their propagation consequences.
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Theorem 2.3 Assume that H is of class Cs+ 12 (A) for some s > 1/2. Then the maps x 7→
〈A〉−s(H − x ∓ i0)−1〈A〉−s are locally of class Λs− 12 on ∆ \ σp(H). Moreover, for every ϕ ∈
C∞0 (∆ \ σp(H)) we have
||〈A〉−se−iHtϕ(H)〈A〉−s|| ≤ C < t >−(s− 12 ) .
Since ‖e−iHtϕ(H)‖ = ‖ϕ(H)‖, then by using the complex interpolation one obtains much more
than this, see [7, 8, 34]. For example, if H is of class C∞(A), then, for any ϕ ∈ C∞0 (∆ \ σp(H))
and σ, ε > 0, we have
||〈A〉−σe−iHtϕ(H)〈A〉−σ|| ≤ C(1 + |t|)−σ+ε, for all t ∈ R.
3 Laurent operators
This section is the first step of our analysis. We will analyse the Laurent operator associated
with the symbol h which is much easier to study than the Toeplitz operator T0.
3.1 Notations and main results
Let H = l2(Z,CN) be the Hilbert space of square summable vector-valued sequences (ψn)n∈Z
endowed with its usual scalar product. Consider the block Laurent operator associated with
the symbol h defined on H by the expression
(H0ψ)n =
∞∑
−∞
An−mψm, n ∈ Z. (3.1)
In [35] the case where h is a trigonometric polynomial symbol is studied and applications to
different concrete models are given. Those applications represent additional motivations of our
interest to this kind of operators. The case where N = 1 corresponds to the usual scalar Laurent
operators that are well studied by different approaches, see [2, 9, 10] and their references.
Let us denote by N the multiplication operator defined by (Nψ)j = jψj for all ψ ∈ H.
Recall that the interpolation space K := (D(N),H)1/2,1 can be described by the norm
‖ψ‖1/2,1 =
∞∑
j=0
2j/2‖θ(2−j|N|)ψ‖
where θ ∈ C∞0 (R) is chosen as in (1.4). Clearly, 〈N〉−sH ⊂ K ⊂ H for any s > 1/2. The main
result of this section is the following.
Theorem 3.1 Assume that Assumption 1.1 holds. Then
(i) the spectrum of H0 is purely absolutely continuous outside κ(h) and therefore
σ(H0) = σess(H0) = ∪i=Ni=1 Σj , σp(H0) ⊂ κ(h) and σsc(H0) = ∅.
(ii) The limits (H0 − x ∓ i0)−1 := limµ→0+(H0 − x∓ iµ)−1 exist locally uniformly on R \ κ(h)
for the weak* topology of B(K,K∗).
(iii) For any s > 1/2, the maps x 7→ 〈N〉−s(H0 − x ∓ i0)−1〈N〉−s ∈ B(H) are locally of class
Λs−
1
2 on R \ κ(h).
(iv) For any ϕ ∈ C∞0 (R \ κ(h)) and σ, ε > 0.
||〈N〉−σe−iH0tϕ(H0)〈N〉−σ|| ≤ C(1 + |t|)−σ+ε.
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This theorem will be proved in several steps. Let T = R/2piZ be the periodized interval [−pi, pi).
Consider the discrete Fourier transform F : l2(Z,CN )→ L2(T,CN) defined by
F(ψ)(p) = ψ̂(p) =
∑
n∈Z
ψne
inp , ψ ∈ l2(Z,CN).
Direct computation shows that, for each ψ ∈ l2(Z,CN),
Ĥ0ψ(p) = h(p)ψ̂(p) , p ∈ T ,
where h(p) =
∑∞
−∞Ame
imp and, therefore, H0 is unitarily equivalent to the direct integral
Hˆ0 =
∫ ⊕
T
h(p)dp acting in Hˆ =
∫ ⊕
T
C
Ndp . (3.2)
Recall for all p ∈ T, {λj(p); 1 ≤ j ≤ N} are the repeated eigenvalues of h(p) and {Wj(p); 1 ≤
j ≤ N} is a corresponding orthonormal basis of eigenvectors. Hence one may deduce the
following.
Proposition 3.1 The operator H0 is unitarily equivalent to M = ⊕j=Nj=1 λj(p) acting in the
direct sum ⊕j=Nj=1 L2(T). In particular, the assertion (i) of Theorem 3.1 follows.
Proof Consider the operator U : l2(Z,CN)→ ⊕j=Nj=1 L2(T) defined by Uψ = (fj)1≤j≤N , where
fj(p) = 〈Wj(p), ψ̂(p)〉 =
∑
n∈Z
〈Wj(p), ψn〉einp. (3.3)
Clearly, U is a unitary operator with the following inversion formula:
(U−1f)n =
N∑
j=1
1
2pi
∫ pi
−pi
fj(p)Wj(p)e
−inpdp,
for all f = (f1, · · · , fN) in ⊕j=Nj=1 L2(T). Moreover, direct computation shows that, for each
ψ ∈ l2(Z,CN),
(UH0ψ)j(p) = 〈Wj(p), Ĥ0ψ(p)〉 = 〈Wj(p), h(p)ψ̂(p)〉 = λj(p)fj(p).
The proof is complete.
3.2 Mourre estimate for λj
Here we denote the operator of multiplication by a function f in L2(T) by the same symbol f
or by f(p) when we want to stress the p-dependence.
AsH0 is unitarily equivalent to ⊕Nj=1λj , it is convenient to prove first the Mourre estimate for
each multiplication operator λj . So, let us fix j ∈ {1, · · · , N} and put λ = λj . Recall that the
set κ(λ) of critical values of λ is finite. Let ∆ be a real compact interval, such that ∆∩κ(λ) = ∅.
Clearly, there exists an open interval I containing ∆ and I∩κ(λ) = ∅. In particular, λ is of class
C∞ on λ−1(I) and there exists a constant c > 0 such that |λ′(p)|2 ≥ c > 0 on λ−1(I). Choose
a smooth function ζ supported on I and identically equals to 1 on ∆. Define the function
F (p) = ζ(λ(p))
λ′(p)
|λ′(p)|2 , p ∈ T.
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Thus F ∈ C∞(T), since the support of ζ does not contain any critical point of λ. Moreover
F (p)λ′(p) = ζ(λ(p)) , ∀p ∈ T. (3.4)
We are now able to define our conjugate operator a to λ on L2(T) by
a =
i
2
{F (p) d
dp
+
d
dp
F (p)} = iF (p) d
dp
+
i
2
F ′(p). (3.5)
It is clear that a is an essentially self-adjoint operator in L2(T), see for example Proposition
7.6.3 of [1]. Moreover, direct computation yields to
[λ, ia] = F (p)λ′(p) = ζ(λ(p)).
So λ is of class C1(a), and by repeating the same calculation, we show that λ is of class C∞(a).
Moreover, since the spectral projector of λ on ∆ is nothing but the multiplication operator by
the characteristic function of λ−1(∆) we have
Eλ(∆)[λ, ia]Eλ(∆) = Eλ(∆). (3.6)
Thus we have proved
Proposition 3.2 The operator λ is of class C∞(a) and a is strictly conjugate to λ on ∆.
3.3 Mourre estimate for H0
We start with the following consequence of Proposition 3.2.
Proposition 3.3 Let ∆ be a real compact interval such that ∆ ∩ κ(h) = ∅. Then there exists
a self-adjoint operator A˜ = A˜∆ such that M is of class C
∞(A˜) and A˜ is strictly conjugate to
M on ∆. More precisely, we have
EM(∆)[M, iA˜]EM(∆) = EM (∆).
Proof Recall that κ(h) = ∪1≤j≤Nκ(λj) is finite. Since ∆ is a real compact interval such that
∆ ∩ κ(h) = ∅, there exists an open interval I containing ∆ and I ∩ κ(h) = ∅. In particular,
for any j = 1, · · · , N , λj is of class C∞ on λ−1j (I) and there exists a constant c > 0 such that
|λ′j(p)|2 ≥ c > 0 on λ−1j (I). Thus for any j = 1, · · · , N , one may construct the operator aj
using (3.5), with F = Fj and λ = λj, that is
aj =
i
2
{Fj(p) d
dp
+
d
dp
Fj(p)} = iFj(p) d
dp
+
i
2
F ′j(p). (3.7)
For any j = 1, · · · , N , we have
Eλj (∆)[λj, iaj ]Eλj (∆) = Eλj (∆).
Now define the self-adjoint operator in ⊕1≤j≤NL2(T) by
A˜ = ⊕1≤j≤Naj . (3.8)
Since, for any Borel set J , one has EM (J) = ⊕1≤j≤NEλj (J) and [M, iA˜] = ⊕1≤j≤N [λj, iaj ], we
immediately conclude that,
EM (∆)[M, iA˜]EM (∆) = ⊕1≤j≤NEλj (∆) = EM(∆).
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The proof is complete.
According to the Proposition 3.1, H0 = U−1MU . Define the operator A by
A = U−1A˜U . (3.9)
By a direct application of the previous proposition, we get
Corollary 3.1 Let ∆ be a real compact interval such that ∆ ∩ κ(h) = ∅. Then there exists a
self-adjoint operator A = A∆ such that H0 is of class C
∞(A) and A is strictly conjugate to H0
on ∆:
E0(∆)[H0, iA]E0(∆) = E0(∆).
In particular, the spectrum ofH0 is purely absolutely continuous on R\κ(h). The last ingredient
in the proof of Theorem 3.1 is the following Lemma that comes from [35].
Lemma 3.1 Let A = A∆ be a self-adjoint operator defined by (3.9). For every integer m > 0
the operators 〈N〉−mAm and Am〈N〉−m are bounded in H.
Proof of Theorem 3.1. By combining the last corollary, Lemma 3.1, and the results of
Section 2, we immediately get our Theorem 3.1.
4 Compact perturbation of H0
The second step of our analysis is to study the preservation of this spectral structure under
compact perturbations. More specifically, let V = (Vij)i,j∈Z be a symmetric compact operator
in H. Hence, by Weyl theorem, H = H0 + V and H0 have the same essential spectra,
σess(H) = σess(H0) = ∪j=Nj=1 Σj .
We would like to describe simple conditions on V ensuring the preservation of Theorem 3.1 for
H . For this let us fix a real compact interval ∆ such that ∆∩ κ(h) = ∅ and let A = A∆ be the
self-adjoint operator defined by (3.9). Our analysis in this section is based on the following two
abstract results.
Theorem 4.1 Assume that the compact operator V is of class C1(A) such that [V, iA] is com-
pact too. Then there exists a compact operator K such that
EH(∆)[H, iA]EH(∆) = EH(∆) +K.
In particular, ∆ contains at most a finite number of eigenvalues of H counted with multiplicities.
Proof. According to the last section, the operator H0 is of class C
∞(A). Then, since H0
and V are bounded and V is of class C1(A), one deduces that H = H0 + V is of class C
1(A).
Moreover, for any Borel set J , EH(J)− EH0(J) is a compact operator. Hence,
EH(∆)[H, iA]EH(∆) = EH(∆)[H0, iA]EH(∆) + EH(∆)[V, iA]EH(∆)
= EH0(∆)[H0, iA]EH0(∆) +K1
= EH0(∆) +K2
= EH(∆) +K3
for some compact operators K1, K2 and K3. The proof is complete.
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Theorem 4.2 Assume that V is a self-adjoint compact operator onH which is of class C1,1(A).Then
V of class C1u(A) and [V, iA] is compact so that Theorem 4.1 holds. Moreover,
1. H0 + V has no singular continuous spectrum in ∆;
2. the limits (H − x∓ i0)−1 := limµ→0+(H −x∓ iµ)−1 exist locally uniformly on ∆ \ [κ(h)∪
σp(H)] for the weak* topology of B(K,K∗).
3. In addition, if V is of class Cs+ 12 (A), for some s > 1/2, then the maps
x 7−→ 〈N〉−s(H − x∓ i0)−1〈N〉−s ∈ B(H)
are locally of class Λs−
1
2 on ∆ \ [κ(h) ∪ σp(H)].
Proof. A direct combination of Theorem 4.1 , Lemma 3.1, and the results of Section 2.
Now the efficiency of these theorems in applications lies on our ability to verify their regu-
larity hypothesis for concrete V ’s. We start with (see [1] for a continuous version) the following
auxiliary result.
Lemma 4.1 Let V be a bounded operator on H and ξ ∈ C∞(R) such that ξ(x) = 0 around 0
and ξ(x) = 1 for |x| > a, for some a > 0. Then the operator V is compact on H if and only if
limr→+∞ ‖ξ(N/r)V ‖ = 0.
Proof First, it is obvious that
s-lim
r→+∞
ξ(N/r) = 0.
Hence, if V is compact then limr→+∞ ‖ξ(N/r)V ‖ = 0.
Reciprocally, since ζ = 1−ξ ∈ C∞(R) with a compact support, Vk = ζ(N/k)V is a compact
operator, for any integer k. Since, ‖V − Vk‖ = ‖ξ(N/k)V ‖ tends to zero at infinity we get the
desired result.
Example 4.1 Let f be a the self-adjoint matrix-valued continuous function defined on T and
let {fˆn}n∈Z be its Fourier coefficients. Consider the operator W = W (f) defined by
Wij =

fˆi−j if i ≥ 0, j ≤ −1,
fˆi−j if i ≤ −1, j ≥ 0,
0 if otherwise.
Then W (f) is a compact operator. Indeed, if f is a trigonometric polynomial then W (f) is of
finite rank, is clear from the fact that
‖ξ(〈N〉/r)W‖ = 0 , for r sufficiently large.
Now, the proof can be finished by the celebrated Fejer’s Theorem. This example is related to
Hartman’s theorem on the compactness of Hankel operators [24].
Corollary 4.1 Let V be a bounded symmetric operator in H such that
lim
r→+∞
r‖ξ(N/r)V ‖ = 0.
Then outside κ(h) the eigenvalues of H = H0 + V are all finitely degenerate and their possible
accumulation points are included in κ(h).
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Proof. It suffices to show that for any real compact interval ∆ such that ∆ ∩ κ(h) = ∅,
Theorem 4.1 applies, so that ∆ contains at most a finite number of eigenvalues of H counted
with multiplicities. Under our condition the operators V and 〈N〉V are compact on H. Let
A = A∆ be the self-adjoint operator defined by (3.9). According to Lemma 3.1 we get AV =
A〈N〉−1 · 〈N〉V is compact. Hence H is of class C1(A) such that [V, iA] is compact. The proof
is complete.
Remark According to Theorem 6.1 of [9], V is of class C1,1(A) if∫ +∞
1
‖θ(〈N〉/r)V ‖dr <∞. (4.1)
Recall that θ ∈ C∞0 (R) with θ(x) > 0 if 1 < x < 2 and θ(x) = 0 otherwise. Moreover, if
sup
r≥1
‖rsθ(〈N〉/r)V ‖ <∞ (4.2)
then V is of class Cs(A).
Hence to show that V is of some regularity class with respect to A it is enough to have
a good estimation of the norms ‖θ(〈N〉/r)V ‖. For we need the following notations. For an
operator B = (Bij)i,j∈Z defined formally on H by (Bψ)i =
∑∞
j=−∞Bijψj . It is known and easy
to show that B is a bounded operator in H if
r(B) := sup
i∈Z
∑
j∈Z
‖Bij‖ <∞, (4.3)
c(B) := sup
j∈Z
∑
i∈Z
‖Bij‖ <∞. (4.4)
In this case,
‖B‖ ≤
√
r(B)c(B).
This is the so-called Schur test. Notice that if B is symmetric then r(B) = c(B) and ‖B‖ ≤
c(B). The proofs are similar to the scalar case and will be omitted.
We will also use the following Hilbert-Schmidt test. Recall that B is Hilbert-Schmidt if
‖B‖2 =
√∑
i,j∈Z
‖Bij‖2 <∞.
In this case B is bounded and ‖B‖ ≤ ‖B‖2. Here also the proof is similar to the scalar case.
Example 4.2 Consider the operators B and B′ on H such that the matrix entries:
‖Bij‖ = 1
(1 + |i− j|)2 and ‖B
′
ij‖ =
1
(1 + |i|)(1 + |j|) .
Then clearly Schur test shows that B is bounded while the Hilbert-Schmidt test fails. In contrast
Schur test breaks down for B′, while Hilbert-Schmidt test applies.
Proposition 4.1 Let V = (Vij)i,j∈Z be a bounded symmetric operator in H. Put
nV (r) := ( sup
r≤|i|≤2r
∑
j∈Z
‖Vij‖) · (sup
j∈Z
∑
r≤|i|≤2r
‖Vij‖), (4.5)
pV (r) :=
∑
r≤|i|≤2r
j∈Z
‖Vij‖2. (4.6)
Then V is of class C1,1(A) if ∫∞
1
√
nV (r)dr <∞, respectively, if
∫∞
1
√
pV (r)dr <∞.
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Proof. According to the preceding discussion if we use the Schur (respectively Hilbert-
Schmidt) test one may estimate ‖θ(〈N〉/r)V ‖ by √nV (r) (respectively √pV (r)). Hence the
hypothesis of the proposition implies the estimate (4.1). The proof is complete.
Corollary 4.2 Assume that V = V1 + V2 so that∫ +∞
1
√
nV1(r) +
√
pV2(r)dr <∞.
Then V is of class C1,1(A)
Similarly we have
Corollary 4.3 Let V = V1 + V2 be a bounded symmetric operator in H such that
sup
r≥1
rs(
√
nV1(r) +
√
pV2(r)) <∞.
Then V is of class Cs(A).
Remark Notice also that if 〈N〉sV ∈ B(H), for some s > 0 then V is of class Cs(A). In
particular, this holds if ‖〈N〉sV ‖2 < ∞ or r(〈N〉sV ) · c(〈N〉sV ) < ∞. Indeed, according to
the criteria given in the appendix of [9] it is enough to show that the product < A >s V is
bounded in H. But the lemma 3.1 shows that 〈A〉s〈N〉−s is bounded. Thus < A >s V =
(〈A〉s〈N〉−s)〈N〉sV is bounded.
Example 4.3 Assume that V is compactly supported, that is Vij = 0 for all |i| > M or |j| > M
for some integer M . Then V is of finite rank and of class C∞(A). Indeed, by the Corollary
4.3, we see that V is of class Cs(A) for any s > 0.
Example 4.4 Let ψ ∈ H and consider the rank one operator V = 〈·, ψ〉ψ. One may show
that ‖θ(N/r)V ‖ = ‖ψ‖ · ‖θ(N/r)ψ‖. Hence the regularity of V can be described in terms of
the regularity of ψ. For example, V ∈ C1,1 (respectively V ∈ Cs, s > 0) if and only if ψ ∈ H1,1
(respectively ψ ∈ Hs,∞). Here Hs,p are the Besov spaces associated to the operator N, see [1].
Example 4.5 Assume that there exist a constant C > 0 and κ > 0 such that
‖Vij‖ ≤ Ce−κ(|i|+|j|).
Then, according to the Corollary 4.3, V is of class C∞(A).
Example 4.6 Assume that there exist a constant C > 0 and s > 0 such that
‖Vij‖ ≤ C(1 + |i|+ |j|)−1−s.
Then the Corollary 4.3 and direct calculation show that V is of class Cs(A).
Example 4.7 Assume that there exist a constant C > 0 and σ > 1/2 such that
‖Vij‖ ≤ C 1
(1 + |i|)σ(1 + |j|)σ .
Then clearly
pV (r) =
∑
r≤|i|≤2r
∑
j∈Z
‖Vij‖2
≤ C
∑
r≤|i|≤2r
∑
j∈Z
1
(1 + |i|)2σ(1 + |j|)2σ ≤ Cσ
∑
r≤|i|≤2r
1
(1 + |i|)2σ
The last term behaves like r−2σ+1 as r goes to infinity. Hence, V is of class Cσ−
1
2 (A). Notice
that if σ ≤ 1 then one may not use nV (r) because it diverges.
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We close this section by some scattering consideration. Let K∗◦ be the closure of H in K∗.
In fact it is enough to see that our Theorems 3.3 , 4.2 and 4.1 allows us to apply the Proposition
7.5.6, page 323 of [1] to get the following.
Corollary 4.4 Assume that V satisfies (4.1) and extends to a bounded operator from K∗◦ to
K. Let Pac(H0) be the spectral projector of H0 on its purely absolutely continuous component.
Then the wave operators
Ω±(H,H0) = s-lim
t→±∞
eiHte−iH0tPac(H0)
exist and they are complete, i.e., their range equal Hac(H) (the absolutely continuous subspace
of H).
Example 4.8 Let H0 be the Laurent operator associated with the symbol
h(p) =

b1 a1 0 · · · aNeip
a1 b2 a2 0 · · ·
0
. . .
. . .
. . .
...
0 · · · aN−2 bN−1 aN−1
aNe
−ip · · · 0 aN−1 bN
 , p ∈ T, (4.7)
with ai > 0, bi ∈ R. Then one may prove that we have, see [35] for more details,
1. there exist α1 < β1 ≤ α2 < β2 · · · ≤ αN < βN such that the spectrum of H0 is purely
absolutely continuous and σ(H0) = ∪Nj=1[αj, βj ].
2. There exists a conjugate operator A for H0 i.e. µ
A(H0) = R \ {α1, β1, α2, β2 · · · , αN , βN}.
3. Theorems 4.2 and its corollaries can be used in this context to get a large class of compact
perturbation V that ensures the absence of singular continuous spectrum of H = H0 + V
as well as the existence and completeness of the wave operators, but we will not do this
separately.
Note that H0 is unitarily equivalent to the scalar periodic Jacobi operator acting in l
2(Z,C) by
(J0ψ)n = anψn+1 + bnψn + an−1ψn−1, n ∈ Z
such that an > 0 and bn ∈ R with aj+N = aj and bj+N = bj. One may also see [17, 26, 28] and
references therein for related results on this model.
Example 4.9 Notice that if in the preceding example one of the ai’s is zero, say a1 = 0,
then all the spectral bands of H0 are degenerate α1 = β1, α2 = β2 · · · , αN = βN . Therefore
σess(H0) = {α1, α2, · · · , αN}.
5 Proof of Theorems 1.1 and 1.2
Recall that Z+ = {0, 1, · · · , } and Z− = {· · · ,−2,−1} are the sets of nonnegative and negative
integers. Of course Z = Z− ∪Z+ the set of all integers. Let H± = l2(Z±,CN), for some integer
N ≥ 1, be the Hilbert space of square summable vector-valued sequences (ψn)n∈Z±. In the
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sequel H± will be canonically identified with a subspace of H so that H = H− ⊕ H+. With
these notations the operator H0 decomposes as
H0 =
(
H−0 H
∓
0
H±0 H
+
0
)
.
Of course, the operators T0, H
+
0 and H
−
0 have the same spectral properties and H
±
0 are Hankel
operators. Moreover,
H1 =
(
H−0 0
0 H+0
)
= H0 −
(
0 H∓0
H±0 0
)
.
Hence, to study T0 it is more convenient to study the direct sum H1, since it is a perturbation
of H0 by the operator
W =
(
0 H∓0
H±0 0
)
.
Example 5.1 Assume that Aj = 0 if |j| > M for some integer M ≥ 1. This means that the
symbol h(p) =
∑M
j=−M Aje
ijp is a trigonometric polynomial. Then W is a finite rank operator
since
Wij =

Ai−j if i ≥ 0, j ≤ −1,
Ai−j if i ≤ −1, j ≥ 0,
0 if otherwise
=

Ai−j if i ≥ 0, i−M ≤ j ≤ −1,
A∗j−i if j ≤ 0, j −M ≤ i ≤ −1,
0 otherwise.
Proof of the Corollary 1.1. By a direct combination between the last example with our
Theorem 4.1, we get all the corollary except the finiteness of the number of the eigenvalues
counted with multiplicities. But it is a general result that a finite rank perturbation may create
at most a finite number of eigenvalues outside the essential spectrum.
Proof of Theorems 1.1 and 1.2. Here again it is enough to study the perturbation W
in order to apply our Theorems 4.1 and 4.2 and the preceding discussion. We have
Wij =

Ai−j if i ≥ 0, j ≤ −1,
Ai−j if i ≤ −1, j ≥ 0,
0 if otherwise.
It is enough to show that W is covered by the Example 4.5. But this is clear since the symbol
h is analytic so that its Fourier coefficients Aj decay exponentially. Therefore W is of class
C∞(A) and the proof is complete.
6 Proof of Theorems 1.3 and 1.4
In this part our goal is to study T = T0 + v acting in H+. Here again it is more convenient to
study the operator H acting in H = H− ⊕H+ giving by(
H−0 0
0 H+0 + v
)
= H1 +
(
0 0
0 v
)
.
The first term in the right hand side is of class C∞(A) and A is locally conjugate to H1 on
R \ κ(h). It is enough to study the operator V obtained from v by
Vij =
{
vij if i, j ≥ 0,
0 otherwise.
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But then our conditions (1.5) (respectively (1.6)) on v implies directly that the corresponding
V is of class C1,1(A) (respectively Cs+ 12 (A)). Theorems 4.1 and 4.2 allows us to finish the proof
exactly in the same way as in the preceding section.
Proof of Corollary 1.2. A direct application of our Theorems 1.1, 1.2 and 1.3 allows us
to apply Proposition 7.1.5, page 282 of [1]. Indeed, the space K+ is of cotype 2 and has the
bounded approximation property, see Lemma 2.8.6 and Theorem 2.8.7, page 68 of [1].
Example 6.1 Let T0 be the Toeplitz operator associated with the symbol h(p) given by (4.7).
Then we have
σac(T0) = σess(T0) = σess(H0) = ∪Nj=1[αj , βj].
Moreover, T0 has at most finite number of eigenvalues in the spectral gaps. In fact, according
to [15], T0 has at most one simple eigenvalue in each gap. In [15] (see also [13]) sufficient
conditions on a perturbation V that ensure the finiteness of eigenvalues of T = T0 + V in the
spectral gaps are given. Here Theorems 1.3 and 1.4 complete the picture. Indeed they can be
used in this context to get a large class of compact perturbation v that ensures the absence of
singular continuous spectrum of T = T0 + v as well as the existence and completeness of the
wave operators, but we will not do this separately. Finally, note that T0 is unitarily equivalent
to the scalar periodic Jacobi operator defined in l2(Z+,C) by
(J+0 ψ)n = anψn+1 + bnψn + an−1ψn−1, n ≥ 0
such that ψ−1 = 0, an > 0 and bn ∈ R with aj+N = aj and bj+N = bj.
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