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 Resumen 
 
Los pronósticos del tiempo y climáticos mejoran con el aumento de la habilidad de los 
modelos tanto dinámicos como probabilísticos en identificar situaciones de alto y bajo 
riesgo. Por esta razón el conocimiento de los procesos que intervienen en la identificación 
de situaciones con alto riesgo conlleva a una valoración en la información meteorológica 
por parte del usuario. 
Es por esto que la comprensión del funcionamiento del clima y su variabilidad requieren de 
diagnósticos específicos sobre la precipitación, las temperaturas y la circulación asociada a 
la misma. Esto adquiere más importancia a medida que la aplicación a diversos sistemas se 
hace necesaria. Por esto, este trabajo de Tesis tiene como objetivo general contribuir al 
conocimiento de la estructura de la temperatura máxima y mínima a escala diaria con las 
series de registros más largos en Sudamérica, que abarcan el período instrumental. Este 
conocimiento está dirigido a elaborar una climatología de valores diarios que permiten 
diagnosticar de forma objetiva y a través de síntesis matemática los procesos más 
importantes en las series de temperatura máxima y mínima diaria.  
Por lo tanto, el objetivo principal de este trabajo es obtener un análisis de la variabilidad 
climática especialmente dentro de la escala intraestacional en series de temperaturas extremas 
diarias en Sudamérica, para elaborar un diagnóstico y pronóstico objetivo con inferencia 
directa sobre el impacto.    
 
Palabras claves: Temperatura máxima y mínima diaria, series de referencia, Sudeste de 
Sudamérica, variabilidad intraestacional,  teoría de la información, predictabilidad.   
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 Abstract 
 
Weather and climate forecasts improved with the increased ability of both dynamic and 
probabilistic models to identify situations of high and low risk. For this reason the 
knowledge of the processes involved in identifying high risk situations leads to a valuation 
of meteorological information by the user. 
For this reason the understanding of climate variability requires specific diagnostics on 
precipitation, temperatures and circulation associated with it. This becomes more important 
as the application to various systems is necessary. Therefore, this thesis work aims to 
contribute to general knowledge of the structure of the maximum and minimum daily 
temperature with the longest record series in South America, covering the instrumental 
period. This knowledge is intended to develop a climatology of daily values that can 
diagnose objectively and through mathematical synthesis of the most important processes 
in the series of daily maximum and minimum temperature. 
The main objective of this work is to obtain an analysis of climate variability, especially 
within the intraseasonal scale on series of daily extreme temperatures in South America, to 
develop an objective diagnosis and prognosis with direct inference on the impact. 
 
Key words: Maximum and Minimum daily Temperature, Reference Series, Southeastern of 
South America, Intraseasonal Variability, Information Theory, Predictability. 
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 Introducción 
 
Cuando se toma una decisión basada en información meteorológica, se debe pesar el costo 
de tomar una medida de protección contra el riesgo de perdida en el caso que no se tomaran 
medidas de protección. La proporción entre costo/pérdidas es un importante indicador de la 
sensibilidad de la información meteorológica. Si las perdidas esperadas son mayores que el 
costo de la protección, el usuario decidirá seguramente invertir en la protección. Por otro 
lado, si el costo de la protección es muy alto  es posible que el usuario prefiera no 
considerarla. Este concepto explica por que algunos usuarios se interesan en los pronósticos 
del tiempo/climáticos y por que otros no. 
Los pronósticos del tiempo y climáticos mejoran con el aumento de la habilidad de los 
modelos tanto dinámicos como probabilísticos en identificar situaciones de alto y bajo 
riesgo. Por esta razón el conocimiento de los procesos que intervienen en la identificación 
de situaciones con alto riesgo conlleva a una valoración en la información meteorológica 
por parte del usuario. 
Es por esto que la comprensión del funcionamiento del clima y su variabilidad requieren de 
diagnósticos específicos sobre la precipitación, las temperaturas y la circulación asociada a 
la misma. Esto adquiere más importancia a medida que la aplicación a diversos sistemas se 
hace necesaria. Se requiere entonces, agregar análisis en escalas diarias ajustando modelos 
que permitan diagnosticar variabilidades en diversas escalas temporales y aplicaciones con 
modelos estadísticos. 
En especial la variabilidad de baja frecuencia dentro del sistema climático es uno de los 
principales fenómenos que pueden alterar el funcionamiento de la biosfera y el desarrollo 
de los seres vivos en ella. Dentro de este sistema, las actividades humanas tanto productivas 
como culturales interactúan con estas variaciones y por consiguiente un diagnóstico eficaz 
de éstas es de interés estratégico para enfrentar posibles escenarios climáticos futuros.  
Numerosos estudios se han realizado en todo el mundo describiendo las oscilaciones 
presentes en el sistema climático, destacando  Sneyers (1992, 1995),  quien presenta en sus 
trabajos detallados análisis objetivos para la determinación de posibles singularidades tales 
como saltos climáticos, cambios climáticos, persistencia extrema. 
Otros estudios de casos particulares en la región pueden encontrarse en Scian (1970), quien 
estudió la situación sinóptica asociada con las temperaturas extremadamente bajas, que 
produjeron excepcionales heladas en amplias zonas de la Argentina  durante la primera 
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quincena de junio en 1967. Rusticucci y Vargas (1995) caracterizaron la circulación de 
superficie en situaciones de temperatura extremas, olas de calor/frío, desde el punto de vista 
climático sinóptico, y en casos particulares, Cerne y Rusticucci (1997) analizaron la 
circulación asociada con una ola de frío extrema que arribó hasta el sur de Brasil y 
Campetella y Rusticucci (1998) estudiaron con detalle una ola de calor extrema ocurrida en 
marzo de 1980 en Buenos Aires. Vera y Vigliarolo (2000) realizaron un diagnóstico de la 
estructura y procesos dinámicos de las olas de frío sobre la región en seis inviernos. 
Estudios climáticos sobre la ocurrencia de irrupciones extremas de masas de aire cálidas o 
frías en cualquier época del año, y su variabilidad interanual, se pueden ver en Rusticucci y 
Vargas (1993, 2001), Vargas y Alessandro (1983) y se muestra su relación con las fases del 
ENSO en Rusticucci y Vargas (2002). Un estudio climatológico de las temperaturas 
extremas en Argentina analizando la relación entre la temperatura media estacional y la 
ocurrencia de días extremos se puede encontrar en Rusticucci y Barrucand (2001) y el 
estudio de su variabilidad temporal y regional en Barrucand y Rusticucci (2001). Müller et 
al. (2000, 2003) analizaron la circulación asociada a días con heladas en relación a la fase 
del ENSO. Rusticucci y Barrucand (2004) analizaron las tendencias de los valores medios, 
desvíos y extremos (Percentiles 5 y 95) de la temperatura máxima y mínima en Argentina 
en el período 1959-1998, encontrando que la temperatura mínima de verano presenta las 
mayores tendencias positivas regionales. Además los autores muestran que el incremento 
en la temperatura media de verano está fuertemente relacionado con el incremento de la  
ocurrencia de eventos extremos cálidos. 
Dentro de este marco y más enfocado en las variabilidades de largo período o baja 
frecuencia, Hoffmann (1990), estudió las variaciones decádicas de la temperatura media 
anual durante el último siglo en Argentina y la región Antártica adyacente, encontrando que 
no hay variaciones significativas de la temperatura al norte de 45ºS, mientras que al sur de 
esta latitud el autor muestra un calentamiento.  
Hoffmann, et al (1997) analizaron la variabilidad de las  temperaturas medias decádicas 
extremas, encontrando un aumento significativo en las temperaturas máximas y mínimas en 
estaciones ubicadas al sur de 50ºS, mientras que para las estaciones ubicadas al norte de 
42ºS, las temperaturas medias extremas varían en dirección opuesta: la temperatura máxima 
media presenta tendencia negativa, mientras que la temperatura mínima presenta  tendencia 
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positiva, siendo este patrón consistente con la variación de precipitación y presión de vapor.  
Vargas, et al (2006) analizaron las tendencias durante el período instrumental a partir de 
información diaria de temperaturas extremas encontrando que en las estaciones analizadas 
un incremento en el promedio anual de la temperatura mínima, aunque solo en Corrientes 
este aumento no es significativo. En cuanto a la temperatura máxima, el comportamiento es 
uniforme en la región central de Argentina, donde se observan disminuciones en la 
totalidad del período. Finalmente concuerdan los resultados al indicar que además de los 
factores de origen antropogénico, las variaciones en las tendencias sobre la temperatura 
máxima y mínima deberían confirmar la variabilidad en la nubosidad y el contenido de 
humedad.   
En el caso de la variabilidad intraestacional, Leith (1973, 1978), Madden (1976), 
Brinkmann (1983), Vargas y Ruiz (1993), Trenberth (1984 a, b), Vargas et al (2002), Cerne 
(2008) y Gonzalez et al (2008) han analizado el comportamiento local y espacial modeladas 
como procesos estocásticos del tipo señal/ruido. En el mismo sentido Minetti y Vargas 
(1997) analizaron en varios record de temperatura máxima y mínima diaria en la región de 
estudio, encontrando principalmente la existencia de una importante interacción entre la 
onda estacional y las perturbaciones, siendo éstas interacciones de carácter no lineal. Por 
otro lado se pueden sugerir el ajuste de modelos multivariados como cadenas de Markov de 
orden infinito y procesos estocásticos (Sneyers, 1990), aunque todavía se desconoce si la 
cantidad de información disponible es suficiente para éste propósito.   
La principal dificultad que presenta el sistema climático es el carácter transitivo de su 
evolución. En la escala diaria, la evolución del tiempo está caracterizada por abruptos 
cambios definidos por diversos patrones de circulación.  Por consiguiente se puede 
caracterizar las fluctuaciones del clima en una región por las transiciones entre éstos tipos 
de circulación. En particular si se analiza la persistencia extendida (Lozowski et al, 1989), 
particularmente en escala interestacional, se observa un comportamiento de oscilaciones no 
periódicas, que contienen la noción de compensación climática (eventos de irrupciones 
cálidas pueden eventualmente ser seguidos por irrupciones de aire frío).  
Este trabajo de Tesis tiene como objetivo general contribuir al conocimiento de la 
estructura de la temperatura máxima y mínima a escala diaria con las series de registros 
más largas en Sudamérica, que abarcan el período instrumental. Este conocimiento está 
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dirigido a elaborar una climatología de valores diarios que permitan diagnosticar de forma 
objetiva y a través de síntesis matemática los procesos más importantes en las series de 
temperatura máxima y mínima diaria.  
Para cumplir este objetivo se toma la experiencia surgida del análisis de las oscilaciones en 
distinta escala temporal y espacial, como las de aquellas relacionadas con la variabilidad en 
escala sinóptica, escala intraestacional (Madden-Julian)  hasta la variabilidad interdecadal.   
Los objetivos anteriores tienen la propiedad de posibilitar el ajuste de modelos estadísticos 
o estocásticos de las series o muestras estudiadas para problemas de aplicación como son el 
diagnóstico y pronóstico objetivo. Se detallan los objetivos resultantes de la discusión 
anterior: 
 
Objetivo Principal 
Análisis de la variabilidad climáticas especialmente dentro de la escala intraestacional en 
series de temperaturas extremas diarias en el sur de Sudamérica, para elaborar un diagnóstico 
y pronóstico objetivo con inferencia directa sobre el impacto.    
 
Objetivos Particulares á Estudiar la presencia de los fenómenos aludidos en el objetivo general en series centenarias 
de Temperatura máxima, Temperatura mínima en el sudeste de Sudamérica.  á Definir las formas de las componentes y/o oscilaciones más importantes en series de 
temperatura máxima y mínima en escala intraestacional e interanual y sus impactos. á Inferir los sistemas sinópticos o las características de circulación que fuesen los mayores 
responsables de la presencia de bajas frecuencias.  á Estimar del grado de predictibilidad del sistema compuesto por las series de temperatura 
mediante técnica de teoría de la información.  
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 Capítulo I – Datos y Métodos 
 
1.1 Criterio de selección de las estaciones de referencia. 
 
Se considera como estación o serie de referencia a aquella que dispone de una mayor 
longitud de registros (en lo posible debe abarcar el período instrumental), su calidad de 
medición es reconocida y además éstas deben  representar a regiones climáticas distintas  o 
particularizadas. Es necesario efectuar el diagnóstico de oscilaciones transientes sobre 
series de referencia ya que la estabilidad de los resultados esta condicionada a la mayor 
disponibilidad de información.  
Así, al adoptar el criterio de selección de las estaciones de referencia se  tomó en cuenta la 
longitud de los registros, y además se buscó que la distribución geográfica de las estaciones 
fuese representativa, tratando de describir en la medida de lo posible, las regiones 
climáticas del Sudeste de Sudamérica, cubriendo una amplia sección latitudinal (la 
transecta comprende desde los 23º hasta los 55º Sur). 
 
País Estación Longitud Latitud Inicio Fin 
Santa Rosa -64.26 -36.54 1937 2007 
Río Gallegos -69.45 -51.99 1896 2007 
Pergamino -60.53 -33.90 1931 2007 
Corrientes -58.74 -27.43 1894 2007 
Pilar -63.85 -31.64 1931 2007 
S. M. Tucumán -65.20 -26.80 1891 2007 
Argentina 
O.C. Buenos 
Aires 
-58.42 -34.57 1906 2007 
Brasil Campinas -47.12 -23.00 1890 2003 
 
Tabla 1.1 Descripción, ubicación geográfica y período de observaciones para las ocho 
estaciones de referencia analizadas.  
 
 
 
Luego de aplicar este criterio y en especial condicionado a la disponibilidad de la 
información se seleccionaron ocho estaciones en Argentina y Brasil (ver Figura 1.1 y Tabla 
 Capítulo 1 – Datos y Métodos 
 
1.1), de las cuales cinco de ellas poseen registros diarios desde fines del siglo diecinueve y 
la primera década  del siglo veinte.  
 
Figura 1.1 Ubicación geográfica de las ocho estaciones de referencia (rojo) y las estaciones 
de la base de datos regional (azul) de Temperatura máxima y mínima diaria. Las isolíneas 
representan la topografía en la región. 
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1.2 Climatología General. 
ada la diversidad de zonas climáticas representadas por las estaciones de referencia se 
 un clima 
 anual de los valores medios diarios de la temperatura 
egión Norte. (Campinas [23.0ºS; 47.12ºW], S.M. de Tucumán [26.8º S; 65.2ºW]), 
as tres estaciones presentan un régimen térmico similar en cuanto a la ocurrencia de los 
localidad al 
 
D
muestra a continuación una breve síntesis sobre su comportamiento a escala anual. En este 
análisis se  diferenciaron tres regiones particulares según su ubicación latitudinal. 
La región Norte (Campinas, S. M. De Tucumán y Corrientes), caracterizada por
subtropical tanto marítimo como continental; la región Central (Pilar, Buenos Aires, 
Pergamino y Santa Rosa) de clima Templado y  la región Sur (Río Gallegos) regida por la 
persistente circulación de los oestes.  
A continuación se detalla la evolución
máxima y mínima (Tx y Tn respectivamente)  y sus correspondientes desvíos estándar (σx y σn) en el período completo de mediciones de cada estación. 
 
R
Corrientes [27.4ºS; 58.7ºW]) 
 
L
valores extremos (figura 1.2), es decir los máximos valores de temperatura (tanto Tx como 
Tn) se observan en el verano, mientras que los mínimos se registran en la época invernal. 
La principal diferencia entre estas localidades se observa en el rango anual. Tanto en S. M 
de Tucumán como en Corrientes se observa una amplitud media anual de 14º C  en la 
temperatura máxima y en la mínima, estando éstas caracterizadas por un clima subtropical 
continental. Aquí los valores de Tx  varían entre 33º C y 18º C  para las dos estaciones, 
mientras que Tn toma valores medios aproximados a 20º C en verano y en la época invernal 
alcanza valores medios de 10º C en Corrientes y de 5º C en S. M. de Tucumán. 
En Campinas el régimen térmico está caracterizado por la cercanía de esta 
Océano Atlántico. Esto se refleja en el rango térmico anual, siendo la amplitud  para Tx de 
6º C, mientras que para  Tn es de 8º C, casi la mitad que en las otras dos estaciones de la 
región. La Tx oscila de los 29º C en verano a 23º C en invierno, mientras que Tn varía entre 
19º C y 10º C.  
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Figura 1.2. Marchas anuales de Tx y Tn para Campinas, Corrientes y S.M. de Tucumán 
 
n cuanto a la variabilidad de las temperaturas extremas, en la figura 1.3 se muestran las 
 
para los respectivos  períodos completos de medición. 
E
marchas anuales de los desvíos estándar en esta región. Es una característica general la 
presencia de un máximo en los valores de σx en primavera, aunque en Corrientes la máxima 
variabilidad de Tx se observa en los meses invernales. En cuanto a la temperatura mínima, 
la máxima variabilidad se evidencia en invierno en las localidades de Corrientes y 
Tucumán, alcanzando valores de σn superiores a 4º C. Campinas, es la estación con menor 
variabilidad interdiurna de Tn, donde los valores de σn oscilan en torno a los 2º C durante 
todo el año, aunque los máximos valores se alcanzan en los meses de mayo y junio. 
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Figura 1.3. Marchas anuales de los desvíos estándar (SD)  de Tx (línea fina) y Tn (línea 
gruesa)  para Campinas, Corrientes y S.M. de Tucumán. 
 
Región Central. (Pilar, Buenos Aires, Pergamino y Santa Rosa) 
En esta región la estructura térmica anual es homogénea (figura 1.4) especialmente en el 
comportamiento de la temperatura máxima donde ésta muestra valores medios superiores a 
30º C  en el período estival. El rango anual de Tx es aproximadamente de 16º C en todas las 
estaciones, excepto en Santa Rosa donde se registra una amplitud anual mayor a 19º C. En 
cuanto a la temperatura mínima el rango anual es del orden de 13º C, excepto en Santa 
Rosa donde esta amplitud es de 16º C. Los valores medios extremos de Tn varían entre 17º 
C y 4º C.   
Siguiendo con el análisis de la variabilidad a escala diaria en la región central,  los 
máximos valores de los desvíos de la temperatura mínima se alcanzan en la época invernal, 
así en todas las localidades este valor es cercano a 4.5º C, mientras que σx muestra los 
máximos valores en primavera, siendo en magnitud similares a los alcanzados por la 
temperatura mínima.   
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Figura 1.4. Marchas anuales de Tx y Tn para Pergamino, Pilar, Santa Rosa y Buenos Aires 
p
 
 
 
ara los respectivos  períodos completos de medición. 
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Figura 1.5. Marchas anuales de los desvíos estándar de Tx (línea fina) y Tn (línea gruesa) 
para Pergamino, Pilar, Santa Rosa y Buenos Aires [promedios móviles cada 5 días]. 
 
Región Sur. (Río Gallegos) 
as marchas anuales para las temperaturas en Río Gallegos (figura 1.6) muestran un rango 
º C. 
 
L
anual para Tx de 16º C, mientras que para Tn este es de 11º C. En esta localidad Tx toma 
valores de máximo de 19.5º C en verano, mientras que los mínimos invernales llegan hasta 
los 3º C. En cuanto a Tn los valores medios oscilan entre los 7º C y los -3.5
Los valores de los desvíos asociados tanto a la temperatura máxima como a la mínima en 
esta región, tienen valores cercanos a los cuatro grados durante todo el año. Este resultado 
difiere con lo observado en las otras regiones, en las cuales las variaciones interdiurnas 
muestran  una onda anual definida.  
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info ción d ner u aci le de res  (E  caso  
200 alores d ta base s co form  de te ura m  
mín  diaria en estaciones de Argentina, Brasil, Paraguay, Uruguay y (tabla
 
 
P
rma iaria para obte na estim ón estab  clúste n este , más de
00 v iarios). Es  de dato ntiene in ación mperat áxima y
ima  Chile  1.2). 
ais label lat lon inicio fin Lon 
Py  Villarica -  26.15 236.43 1956 1999 -56.43 
Py   68 -23.49 240.22 1950 1999 -60.22 
Uy La Estanzuela  -34.27 237.5 1960 2002 -57.5 
Ch Arica -18.12 290.48 1967 2005 -69.52 
Ch A  ntofagasta -23.15 290.45 1967 2005 -69.55 
Ar B  ahia Blanca -  38.44 242.1 1956 2006 -62.1 
Ar Jujuy -24.23 245.5 1967 2006 -65.5 
Ar Salta -  24.51 245.29 1956 2006 -65.29 
Ar Las Lomitas -24.42 240.35 1956 2006 -60.35 
Ar Iguazu aero -25.44 234.28 1961 2004 -54.28 
Ar Sgo. Del Estero -27.46 244.18 1956 2006 -64.18 
Ar Formosa -26.12 238.14 1962 2006 -58.14 
Ar Corrientes -27.27 238.46 1961 2006 -58.46 
Ar Posadas -27.22 235.58 1956 2006 -55.58 
Ar La Rioja -29.23 246.49 1956 2006 -66.49 
Ar Ceres -29.53 241.57 1956 2006 -61.57 
Ar P de los libres -29.41 237.09 1956 2006 -57.09 
Ar Sauce Viejo -31.42 240.49 1958 2006 -60.49 
Ar Parana -31.47 240.29 1956 2006 -60.29 
Ar Monte Caseros -30.16 237.39 1959 2006 -57.39 
Ar Concordia -31.18 238.01 1962 2006 -58.01 
Ar San Martin Mza -33.5 248.52 1956 2006 -68.52 
Ar Mendoza -32.5 248.47 1959 2006 -68.47 
Ar Villa Reynolds -33.44 245.23 1956 2006 -65.23 
Ar Marcos Juarez -32.42 242.09 1956 2006 -62.09 
Ar Rosario -32.55 240.47 1950 2006 -60.47 
Ar Gualeguaychu -33 238.37 1956 2006 -58.37 
Ar Malargue -35.3 249.35 1956 2006 -69.35 
Ar Laboulaye -34.08 297.38 1950 2006 -62.62 
Ar Junin -34.33 240.55 1958 2006 -60.55 
Ar 9 de julio -35.27 240.53 1950 2006 -60.53 
Ar Ezeiza -34.49 238.32 1956 2006 -58.32 
Ar Palomar -34.36 238.36 1956 2006 -58.36 
Ar Santa Rosa -36.34 244.16 1951 2006 -64.16 
Ar Cnel. Suarez -37.26 241.53 1956 2006 -61.53 
Ar Dolores -36.21 237.44 1956 2006 -57.44 
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Ar Mar del Plata -37.56 237.35 1956 2006 -57.35 
Ar Neuquen -38.57 248.08 1959 2006 -68.08 
Ar Esquel -42.56 251.09 1961 2006 -71.09 
Ar Trelew -43.12 245.16 1956 2006 -65.16 
Ar Rio Gallegos -51.37 249.17 1956 2006 -69.17 
Uy Rocha  -34.29 234.18 1960 2002 -54.18 
Uy Artigas -30.23 236.3 1960 2002 -56.3 
Br Bague -31.23 306.7 1961 1997 -53.3 
Br Porto Alegre -30 309.11 1951 1996 -50.89 
Br Santa Maria -29.43 307.42 1961 1996 -52.58 
Br Curitiba -25.31 311.11 1951 1997 -48.89 
Br Santos -23.56 314.18 1951 2000 -45.82 
Br Sao Paulo -23.37 314.39 1951 1997 -45.61 
Br Campinas -23 313.08 1951 1997 -46.92 
Ch Pto Montt -41.15 287.57 1967 2005 -72.43 
Ch Pta. Arenas -53 290.3 1967 2005 -69.7 
Ch Stgo- Qta 
Normal 
-33.15 290.36 1968 2005 -69.64 
 
Tabla 1.2 Descripción, ubicación geográfica y período de observaciones para las estaciones 
ta diferencia sistemática se resolvió dividiendo por el factor 
cia detectada en las series fue la simbología utilizada para marcar los datos 
ausentes. Entre estos códigos se hallaron símbolos como  0-, -999.9, 999.9 e incluso en 
de la base de datos regional.  
 
 
 
 
1.3 Análisis de Consistencia 
 
Antes de comenzar el análisis que comprende este estudio se efectuó un análisis de 
consistencia básica  en las series diarias de temperatura máxima y mínima (Tx y Tn 
respectivamente) siguiendo, entre otras, las recomendaciones de la guía de control de 
calidad de datos climatológicos de superficie publicados por la Organización Meteorológica 
Mundial en el marco del programa mundial de datos climáticos (1984).  
La primer acción en este sentido consistió en estandarizar el formato de los archivos de 
datos, ya que se encontró que algunos de ellos  poseían valores aumentados en un factor 10 
con respecto a la escala centígrada,  es decir,  para un valor de 25.2º C, en el archivo 
original se leía el valor 252. Es
a las series con esta característica.   
Otra diferen
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algunos archivos las fechas de datos ausentes  se omitieron sistemáticamente. Cabe 
mencionar que  también se encontraron valores como -0 ó 99.9 los cuales se clasificaron 
como ausentes. Conforme a esto se decidió uniformizar el código de datos faltantes con el 
valor numérico 999.9. Además los valores rechazados por el análisis de consistencia que se 
detalla a continuación fueron reemplazados por este valor. 
Como segunda medida se analizó la presencia de valores inconsistentes y se tomaron 
ecisiones de acuerdo al tipo de esta inconsistencia   
inalmente se analizó la presencia de “outliers” a partir de un análisis de consistencia 
ra a una distancia 
normal de otros valores en una muestra escogida al azar de una población. Según esta 
uentran a una distancia de ±4σ de la media. Estos son 
 superaron cinco veces la desviación estándar de estas 
iferencias.   
 
d
El primer paso fue clasificar los días en que Tx < Tn. Los registros que cumplieron con esta 
condición fueron marcados como ausentes.  
En segundo lugar se encontró la ocurrencia sistemática de secuencias con más de diez días 
seguidos donde la temperatura mínima fue igual a cero, en tal caso estas secuencias se 
asumieron como un error en la simbolización del código de dato ausente o un desperfecto 
en el termómetro de mínima  y por consiguiente estas secuencias fueron computadas como 
dato faltante.  
F
interna de las series. Un “outlier” es una observación que se encuent
a
definición, es necesario decidir que será considerado como anormal. Para esto se 
consideraron dos criterios. 
 
1- Se separaron los valores que se enc
valores con una escasa probabilidad de ocurrencia, por esto se decidió realizar un análisis 
detallado de los datos clasificados según este criterio para discernir si se tratan de 
verdaderos extremos o de un error en la adquisición.   
2- A partir del análisis de las diferencias de temperatura entre dos días consecutivos es 
posible determinar la presencia de valores incoherentes. Para esto se calculó la diferencia 
climática, es decir el valor medio de la diferencias día a día. Los valores dudosos fueron 
clasificados como aquellos que
d
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En ambos casos, a los días clasificados como dudosos se les efectuó un control, donde se 
analizó la evolución de la temperatura máxima y mínima en los días anteriores y posteriores 
, se encontró en las ocho 
os agentes antropogénicos. Estos 
a la fecha cuestionada. A partir de esto es posible determinar si los valores tienen 
consistencia física, por ejemplo el pasaje de sistemas frontales intensos, olas de calor, etc. 
O bien si estos no se pueden atribuir a ningún proceso físico conocido se procedió a señalar 
estos valores con el correspondiente símbolo de datos ausentes.     
 
Luego de la consistencia inicial  se procedió a evaluar la existencia de datos ausentes. Dada 
la longitud de los registros analizados (mayores a 67 años)
estaciones datos ausentes. Por consiguiente se procedió a cuantificar la información faltante 
(tabla 1.3), a partir de esto se definió un criterio para optimizar el uso de esta. Así, los años 
que contaban con menos del 25% de los datos fueron descartados de los análisis anuales y 
estacionales, mientras que  no se eliminaron estos años  en la clasificación objetiva 
realizada a las variables conjuntas.  
 
1.4 Análisis de inhomogeneidades en las series temporales 
 
Dada la longitud de los períodos de las series estudiadas, es necesario realizar un análisis de 
homogeneidad sobre estas, para conocer el efecto de posibles cambios sistemáticos en los 
valores medidos y adoptar una metodología que minimice los errores en el diagnóstico de 
las variaciones seculares presentes.   
Las inhomogeneidades absolutas en los promedios de las series de temperatura se pueden 
deber a efectos naturales, como es el caso de los saltos climáticos (Yamamoto, et al 1985). 
Otro factor perturbador de las series de temperatura son l
cambios se deben principalmente a dos factores; 1) el crecimiento de las ciudades que 
circundan  la estación meteorológica, imponiendo un incremento en los valores registrados 
y 2) la relocalización de la estación por razones operativas generalmente del núcleo urbano 
a los aeródromos más cercanos. 
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Tx Ti Tx Ti Tx Ti Tx Ti Tx Ti Tx Ti Tx Ti Tx Ti
2004
2002
Años
1890
1892
1894
1896
Corrientes Gallegos Santa Rosa Pergamino Pilar Tucumán O.C.B.A. Campinas
1994
1996
1998
2000
1946
1948
1950
1942
1944
1906
1908
1898
1900
1902
1904
1922
1924
1926
1928
1914
1916
1918
1920
1910
1912
1938
1940
1930
1932
1934
1936
1954
1952
1962
1964
1966
1956
1958
1960
1986
1988
1990
1992
1978
1980
1982
1984
1970
1972
1974
1976
1968
 
Tabla 1.3. Descripción de datos faltantes para las estaciones de referencia. En verde se señalan 
años con más de 100 días faltantes y en rojo años sin datos. 
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Con referencia a este tema Minetti y Vargas (1997) estudiaron las inhomogeneidades 
presentes en series de temperatura del Noroeste Argentino, encontrando que la magnitud de 
los errores en las observaciones (ya sea por relocalización de estaciones o cambios en la 
estimación de las temperaturas medias) pueden conducir a resultados erróneos en cuanto al 
estudio de las variaciones climáticas a largo plazo. Además encontraron que el 
calentamiento Urbano-Industrial afecta fundamentalmente a las series de temperaturas 
mínimas medias, siendo este efecto mayor durante el invierno.  
Las series climáticas temporales de resolución temporal mensual y anual  tienen 
establecidos numerosos métodos  estadísticos para determinar su homogeneidad. En   
e los valores diarios para aproximar la fecha en que se 
roduce un salto en los valores medios (Wijngaard, et al 2003). 
Conforme a esto es de gran importancia el conocimiento de documentación (metadata) que 
detalle información sobre cambios en la ubicación de la estación, cambios en el tipo de 
instrumental, etc. A partir de esta referencia es posible inferir sobre la presencia de 
inhomogeneidades absolutas, especialmente útil en las series analizadas en este estudio, ya 
que la longitud del período comprendido no permite un análisis de coherencia con 
estaciones de la misma región  climática. 
A partir de la información suministrada por la oficina del Banco de Datos del Servicio 
Meteorológico Nacional, las estaciones Corrientes y Río Gallegos registraron cambios en la  
ubicación del emplazamiento de la estación de medición. 
 La estación Corrientes, la cual se encontraba emplazada en esta ciudad capital fue 
declarada operativa desde el 1/1/1873 hasta fines del año 1969. En el mes de noviembre de 
961 se instaló la estación meteorológica “Corrientes aero” en el aeropuerto de esta ciudad 
to, e l p
e el año 1962 en 
delante los valores corresponden a la estación emplazada en el aeropuerto.  
Peterson, et al (1998) se muestra una reseña completa de estas metodologías. Para series 
climáticas diarias estos métodos son escasos y en general se trata de derivar en variables de 
escala mensual o anual a partir d
p
1
siendo esta estación la que continúa registrando variables de superficie hasta la actualidad. 
En referencia a es n e resente trabajo la serie analizada está compuesta por los 
registros de la estación urbana hasta el año 1961, mientras que desd
a
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La estación Río Gallegos comenzó a operar en el núcleo urbano de esta ciudad en el año 
1896. A partir  del año 1945 fue trasladada hacia el aeropuerto local, donde funciona 
actualmente. 
 
1.4.1  Caso Corrientes 
Dado que en el período de 1961-1969 en la localidad de Corrientes funcionó 
simultáneamente la estación urbana y rural, es posible realizar un análisis comparativo para 
 
aciones.  
  
determinar la coherencia entre estas dos estaciones. A partir de los valores diarios de Tx y 
Tn de las series “Corrientes ciudad” y “Corrientes Aero”, se calcularon los promedios para 
cada día del año, obteniéndose las marchas anuales para estas dos est
Luego con el objeto de determinar si existe un cambio en los valores medios de estas series, 
para cada temperatura extrema se calculó la diferencia entre las marchas anuales definidas  
como: 
)()( iaeroiciudadi TTT −=∆                                                                   (1.1) 
onde   i=1,…,365 días del año 
archas anuales de Tx y Tn  de ambas  
iudad es de 1.6º C. Además esta variable es más sensible al efecto de 
 
 
d
En la figura 1.7 se muestran las diferencias entre las m
estaciones en el período de solapamiento. Aquí se observa claramente un calentamiento 
impuesto por la urbanización en las dos variables durante todo el año. 
La diferencia promedio para la temperatura máxima es de 1.3º C, siendo ésta mayor en la 
época de otoño y primavera donde las diferencias alcanzan valores medios de 2º C. 
Analizando la temperatura mínima, se encontró que la diferencia media anual entre el 
aeropuerto y la c
calentamiento urbano en el invierno, donde se observan diferencias promedio superiores a 
los 2º C.   
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Figura 1.7 Diferencias de  las marchas anuales de Tx  y  Tn en Corrientes (∆T = Tciudad-Taero) entre la 
estación urbana y la rural en el período de solapamiento 1961-1969. [Promedios móviles de 5 días]. 
En gris se indica Tx y en negro  Tn. 
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Figura 1.8 Diferencias de  las marchas anuales de los desvíos estándar (σT)  de Tx  y Tn   en 
Corrientes  (∆σT = σT ciudad- σT aero) entre la estación urbana y la rural en el período de solapamiento 
1961-1969. [Promedios móviles de 5 días].En gris se indica σx y en negro σn.  
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Para analizar la variación interanual de las temperaturas extremas se estudiaron las marchas 
anuales de los desvíos estándar (σt). En la figura 1.8 se muestran las diferencias entre las 
marchas de σt de la estación urbana y la estación rural. Aquí se observa una menor 
variación anual en la temperatura mínima de la ciudad, especialmente en la época invernal, 
donde las diferencias son mayores a 0.5º C. En cuanto a las variaciones interanuales de la 
temperatura máxima, no se observa un desplazamiento sistemático en los valores de los 
desvíos, con lo cual se puede inferir que σTx no se ven afectadas por la urbanización.  
rk=r1 ). Si se asume que el 
ido rojo, el error estándar de rk esta 
ado por 
 
Con el fin de determinar si los procesos físicos de escala sinóptica, asociados a la variación 
interdiurna son modificados por la urbanización se analizó la función de autocorrelación de 
las series de  temperaturas extremas  diarias en las dos localidades.  
Para discernir si estas funciones representan al mismo proceso se compararon las funciones 
obtenidas con aquellas asociadas a un proceso Markoviano ( k
proceso  tiene memoria, es decir es un proceso de ru
d
[ ]2)(*21)1()( ∑+= ik r
N
rstderror      con i=1, .. , k-1              
 muestra la función de autocorrelación para las series diarias de 
mperaturas máxima y mínima. Analizando el primer coeficiente de la función, quien 
caracteriza el proceso estocás a ociad odelo Markoviano, se observa que no 
xisten diferencias para ninguna de las temperaturas. Este resultado muestra que la 
variación interdiurna tanto de ada por efectos ocasionado
 urbanización. 
ismo modelo Markoviano si se considera 
 (1.2) 
 
donde k es el lag y N el número de datos. 
En la figura 1.9 se
te
tico s o al m
e
Tx como de Tn no se ve afect s por 
la
Analizando más detalladamente el autocorrelograma asociado a Tx se observa  que en 
ambas estaciones los procesos corresponden al m
variaciones de Tx menores a 10 días. 
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Figura 1.9 Función de autocorrelación  para a) Tx’ y b) Tn’ diarias en la estación Corrientes ciudad 
(gris) y Corrientes aeropuerto (negro) y proceso Markoviano asociado con su intervalo de confianza 
(lineas) en el período 1961-1969.     
 
Para Tn la variaciones entre dos y cuatro días presentan una menor relación en la estación 
urbana comparada con le estación rural y el proceso Markoviano que rige a éstas. Esto 
iudad, como se mostró en la descripción de la figura 1.8. Para variaciones de período 
ayor a cinco días los procesos están asociados al mismo modelo. 
puede ser así debido a que la varianza en la temperatura mínima es menor con respecto a la 
c
m
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Con estos resultados se concluye que el cambio de localización de la estación de medición 
afecta  en gran medida a los valores medios de estas series temporales, imponiendo un 
corrimiento sistemático de las mediciones. Luego en menor medida se observan diferencias 
n los desvíos de la temperatura mínima, especialmente en los meses de invierno. 
ue no se modifican los procesos estocásticos asociados a las 
ries diarias de temperatura. Este resultado implica que los procesos sinópticos que 
(1.4) 
l y Tnjkl es el valor de temperatura del día 
j, mes k y año l  y    
 
(1.5) 
 
 
(1.7) 
 
Son  los promedios climáticos de temperatura máxima y mínima del día j y mes k y n es la 
cantidad de años de la serie de cada subperíodo.  
En cuanto a la serie anual de anomalías se calculó la anomalía media del año l como: 
 
 
e
Finalmente se encuentra q
se
conforman la variación a escala  interdiurna a semanal  no se ven modificados por el efecto 
urbano.   
Dado que se desea eliminar el corrimiento inducido en los valores medios, y ya que el 
análisis sobre las oscilaciones de baja frecuencia se realizará sobre las anomalías de 
temperatura, se decidió calcular estas anomalías respecto al período urbano y rural. En este 
caso se tomó como período urbano a los registros comprendidos entre los años  1894-1961, 
mientras que el período  rural comprende los años 1962-2004. 
Así se obtuvieron las anomalías diarias de acuerdo a: 
 
(1.3) jkjkljkl TxTxTx −='
 
Donde Txj’ y Tnj’ es el valor de la anomalía de temperatura máxima y mínima 
respectivamente para el día j, mes k y año l; Txjk
                                       
                                                    
jkjkljkl TiTiTi −='
∑== nl jkljk TxnTx 11∑== nl jkljk TinTi 11
∑== 3651 '3651* m ml TxTx ∑== 3651 '3651* m ml TiTi (1.8) y (1.9)  
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Analizando la marcha de las  anomalías medias anuales (Tx* y Tn* en figura 1.10), se 
observa  claramente la diferencia entre la serie donde se calcularon las anomalías diarias 
respecto al promedio del período 1894-2004 y la serie donde se calcularon respecto a los 
promedios de los distintos subperíodos.  En la serie a) se observa un período caliente antes 
de 1960 asociado al efecto de calentamiento urbano, mientras que en la segunda parte del 
registro se muestran anomalías negativas en casi la totalidad del subperíodo. Este es 
claramente un efecto inducido por el desplazamiento de la estación en el año 1961 y el 
análisis de esta serie puede llevar a un diagnóstico erróneo de oscilaciones de baja 
frecuencia.  
 
igura 1.10 Promedio anual de las anomalías de temperatura máxima y mínima [Tx’* y Tn’*] para 
ginal y b) la  serie homogénea. 
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En la serie b) que se obtiene al homogeneizar los registros, el efecto antropogénico 
estudiado no se evidencia. Así la serie de anomalías diarias asociada a ésta será la utilizada 
en los análisis subsiguientes.   
 
1.4.2  Caso Río Gallegos 
 
Esta estación comenzó a operar en el año 1896 en el núcleo urbano hasta el año 1945, 
donde fue trasladada hacia el aeropuerto local. Lamentablemente no se cuenta con 
información simultánea de ambas estaciones. Por ello, para determinar si la relocalización 
indujo un desplazamiento de los valores medios, se calcularon las anomalías anuales Tx* y 
Tn*  en la serie original y en la serie donde las anomalías diarias se calcularon respecto a 
los períodos anterior y posterior a la relocalización, como se indicó en la sección anterior 
para el caso de Corrientes. A partir de estas series se calcularon las diferencias entre ambas 
marchas anuales de T* (Figura 1.11). En este caso al analizar estas diferencias se observa 
un salto en el año 1945, coincidente con el traslado de la estación hacia el aeropuerto. El 
efecto inducido en la serie corresponde a un calentamiento, siendo en promedio de 0.7 ºC 
para la Tx y 1.1 ºC en Tn. 
Al igual que en la serie de Corrientes se ajustó esta diferencia sistemática  calculando las 
anomalías diarias en ambas variables con relación a las medias de las muestras 
correspondientes al período urbano y suburbano. 
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Figura 1.11. Diferencias de T* entre la serie original  y la serie homogénea; en Río Gallegos. En 
rojo se indica ∆Tx y en azul ∆Tn. 
 
1.4.3  Efecto de calentamiento urbano 
 
Se han realizado numerosos trabajos sobre las características térmicas de las áreas urbanas 
(Chandler T., 1965; Jones P, et al 1989, etc.), donde se muestra que existe un gran contraste 
con las zonas rurales circundantes. En general estas diferencias térmicas se deben a la 
interacción de los siguientes factores:   
 
I-  Cambios en el balance de radiación debidos a la composición atmosférica.  
II- Cambios en el balance de radiación debidos al albedo y la capacidad térmica.  
III- Producción de calor por actividades humanas. 
 
El efecto neto de estos procesos térmicos se traduce en un incremento de la temperatura 
urbana respecto a las regiones rurales circundantes. En la sección 1.4.1 se mostró este 
efecto en la localidad de Corrientes, donde se mostró que este incremento fue superior a    
1º C para las dos temperaturas extremas. 
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Aunque no es posible determinar exactamente si los cambios de temperatura son debidos al 
crecimiento de los asentamientos urbanos y/o a efectos naturales, se ha indicado que el 
crecimiento de una ciudad está acompañado de un aumento de la temperatura media anual. 
En relación a este tema  Karl, T. (1988) encontró  una relación exponencial entre la 
intensidad media anual de la isla de calor con la población. En Argentina Barros y 
Camilloni (1994) y Camilloni y Barros (1997) realizan un extenso análisis en diversas 
estaciones de Argentina subtropical y en especial sobre Buenos Aires, encontrando que la 
dependencia del exceso urbano de temperatura con la población es muy similar al de 
Australia, validando la relación encontrada por Karl.   
En la figura 1.12 se muestra el aumento de la población en la Ciudad de Buenos Aires y el 
Gran Buenos Aires y la temperatura mínima media anual medida en el Observatorio 
Central Buenos Aires durante el siglo veinte. Durante este período la ciudad de Buenos 
Aires muestra un crecimiento sostenido hasta la década de 1950, donde la población de ésta 
se estaciona en 3 millones de habitantes. Coincidente con este proceso, la población del 
conurbano comienza un crecimiento desde 1.7 millones de habitantes en el censo de 1947 
hasta 8.7 millones en 2001. Resumiendo, la población de este conglomerado urbano 
muestra un crecimiento exponencial durante casi la totalidad del siglo veinte.  
Este aumento de la población también se reconoce en Campinas, donde la población de esta 
localidad fue estimada en el año 2004 en más de un millón de habitantes. Así mismo, cabe 
illones.  
ente, dado que este efecto conocido induce una tendencia de origen antropogénico, 
rla de la series de valores diarios. Para esto se obtiene la recta que mejor 
proxima esta variación a escala diaria mediante cuadrados mínimos. Una vez conocida 
e que impone el aumento de los valores medios. 
inalmente se toman los apartamientos respecto a la marcha anual de la  nueva serie sin 
destacar la cercanía de esta localidad con el conglomerado urbano de San Pablo, donde la 
cantidad de habitantes en el 2001 se censó en 10.8 m
Finalm
se decide extrae
a
esta relación, se extrae la pendient
F
tendencias como las anomalías diarias de la serie sin tendencia.  
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Figura 1.12.  Temperatura mínima media anual y crecimiento de la población en la Ciudad de 
o 
uede deberse a efectos naturales desconocidos, con lo cual se puede introducir un error  en 
el diagnóstico de éstos.   
 
En la  figura 1.13 se muestran las diferencias entre las series de anomalías medias anuales 
en Buenos Aires con evidencias del calentamiento urban
ste efecto mediante el método propuesto. Aquí se observa que en la serie original, la señal 
Buenos Aires y alrededores (fuente INDEC 2001). 
 
Cabe mencionar, que esta variación secular además de estar producida por el factor urban
p
o y aquellas series  donde se filtra 
e
que rige el crecimiento urbano domina claramente con respecto a otras fluctuaciones 
naturales que puedan regir el comportamiento de las series de temperatura extremas.  
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Figura 1.12 Promedio anual de las anomalías de temperatura máxima y mínima [Tx’* y Tn’*] para 
a) la serie original y b) la  serie sin tendencia en OCBA  
 
ta en frecuencia. Inevitablemente estas dos 
ón en común (Jenkins and Watts 1968).    
ado que en este trabajo tiene como objetivo principal tratar a estos problemas sobre las 
series de referencia se propone utilizar varias aplicaciones del análisis espectral. Por este 
 
1.5 Métodos 
 
1.5.1 Métodos de análisis espectral 
 
Inicialmente los problemas de las series temporales pueden ser clasificados en dos grandes 
grupos. Aquellos que requieren alguna forma de construcción de modelo teórico y aquellos 
que requieren un análisis de la  respues
categorías  tienen mucha informaci
D
-2.5
-2.0
-1.5
-1.0
-0.51906 1913 1920 1927 1934 1941 1948 1955 1962 1969 1976 1983 1990 1997T'
 
[º
0.0
0.5
2.0
 
C
]
1.0
1.5
Tx Ti
a) 
b) 
41 
 Capítulo 1 – Datos y Métodos 
 
motivo en la siguiente sección se describen brevemente las metodologías utilizadas. Más 
información sobre diferentes aplicaciones del análisis espectral se puede encontrar en 
Jenkins and Watts (1968), Otnes and Enochson (1972), Båth M. (1974), Daucbechies 
(1992), Foufola-Georgiu y Kumar (1995) y Torrence y Compo (1998). 
 
1.5.2 Análisis Armónico 
 
El análisis de Fourier es una técnica desarrollada por el matemático y físico francés Jean 
Baptiste Fourier (1768-1830) es una herramienta matemática utilizada para analizar 
funciones f(t) periódicas a través de la descomposición de dicha función en una suma 
infinitesimal de funciones sinusoidales. Si consideramos una señal s(t) que se especifica de 
manera discreta, la serie finita de Fourier se define como ∑=
onocida la función periódica s(t), se calculan los coeficientes ai y bi del siguiente modo 
 
++= 2/
0
0 ))()cos((
2
)(
N
n
ii tisenbtia
a
ts ωω                             (1.10) 
Donde el período P = 2π/ω, y a0 a1 ...ai ... y b1 b2 .... bi .... son los denominados coeficientes 
de Fourier.   
C
∑= 2/
2−
0 )(
2 P
dtts
a
                                                      (1.11) 
/2 PP∑− 2/= 2/ )cos()(2 PPi dttitsPa ω                                              (1.12) ∑−= 2/ 2/ )()(2 PPi dttisentsPb ω             
 
                                  (1.13) 
 
Por conveniencia se asume que N es igual a 2n e i=1,2,3...,N/2. Como resultado se tiene 
que la señal s(t) se puede descomponer en la suma de senos y cosenos cuyas frecuencias 
son múltiplos de o armónicos de la frecuencia fundamental (f=1/N∆t).  
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1.5.3 Método de Blackman –Tukey 
 
Blackman y Tukey (1958), propusieron y analizaron un método donde se analiza en 
ventanas la función de autocorrelación de una serie tem
ansformada de Fourier para producir una estimación espectral. La principal razón para 
anos a N, la varianza de estas estimaciones es muy grande, por lo que 
stos deberían tener un menor peso. Por ejemplo, para el retardo k = N-1, la estimación de 
rx(k)  
poral y después se calcula su 
tr
trabajar con ventanas de la función de autocorrelación rx(k) es que, para retardos grandes, 
las estimaciones son menos fiables dado que usan menos puntos en la estimación (N-k). 
Para valores de k cerc
e
)0()1(
1
)1(ˆ xNx
N
Nrk −=−                                          (1.14) 
 una medida de la varianza poco fiable.  
l estimador de Blackman-Tukey es:  
= M
Mk
k
jw
BT kwkreS )()(ˆ)(ˆ
 N-1. De esta manera, 
nder desde 
menos infinito a más infinito. Consecuentemente, la expresión equivalente en el dominio 
frecuencial para el estimador de Blackman-Tukey es:  
consta de una sola muestra, lo que da
 E ∑−= − jkwe                                        (1.15) 
donde w(k) es la ventana aplicada para reducir la contribución al periodograma de las 
estimaciones menos fiables. Se extiende desde -M hasta M, con M <
las estimaciones de rx(k) con mayor varianza son puestas a cero y, por tanto, la estimación 
espectral de potencia tendrá una varianza menor. 
Con esta definición para w(k), los límites del sumatorio anterior se pueden exte
)(*)(ˆ
2
1
)(ˆ jvjwper
jw
BT eWeSeS π=                                      (1.16) 
El efecto de aplicar una ventana a la secuencia de autocorrelación se refleja en un 
suavizado de la estimación del periodograma, decreciendo, así, la varianza de la estimación 
espectral a expensas de la reducción en resolución.  
Aunque existe una considerable flexibilidad en la elección de la ventana, w(k) debe poseer 
simetría conjugada para que W(ejw)  sea real y asegurar así que la estimación sea real. 
Además, la ventana debería tener una transformada de Fourier no negativa, W(ejw) =0, para 
que la estimación realizada sea no negativa. 
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 1.5.4 Análisis espectral wavelet 
 
El análisis wavelet es una herramienta que permite analizar variaciones del poder espectral 
en series temporales. En líneas generales, esta metodología permite descomponer una serie 
temporal en el espacio tiempo-frecuencia, es decir es posible determinar los principales 
modos de variabilidad y detectar como varían estos modos con el tiempo. Una completa 
descripción sobre la teoría del análisis wavelet se encuentra en Daubechies (1990, 1992), 
 metodología se realizó siguiendo éste último trabajo.    
a transformada wavelet puede ser utilizada para analizar las series que contienen poder 
espectral no-estacionario para diferentes frecuencias. Se a
ene el mismo paso de tiempo para todo t (∆t  constante) y n=0,…,N-1 observaciones. Para 
ensional (η). Para que una función sea admisible como wavelet, debe tener 
edia igual a cero y estar localizada tanto en el espacio de tiempo como en el de frecuencia 
(Farge 1992). Por ejemplo la función wavelet Morlet, consiste en una onda plana m
por una función Gaussiana: 
2
0 ηηω
mientras que una completa descripción de la aplicación en geofísica puede ser encontrada 
en Foufola-Georgiu y Kumar (1995) y Torrence y Compo (1998). La descripción sobre los 
principales puntos teóricos de ésta
L
sume que la serie temporal Xn, 
ti
comenzar el análisis se utiliza una función wavelet ψ0(η) que depende de un parámetro 
temporal adim
m
odulada 
 
/1
0 )( πη 2/4ψ −ee i                                           (1.17) 
donde ω0 es una frecuencia adimensional.     
a transformada wavelet continua de una secuencia de datos discreta (Xn) se define como la 
−=
 
L
convolucion de Xn con respecto a ψ0(η) 
⎥⎦⎤⎢⎣⎡ ∆−= ∑−=                           (1.18) 
 
po. Más detalles sobre la aproximación de la transformada wavelet continua se puede 
s
tnn
XsW
N
n
nn
)'(
*')(
1
0'
ψ        
 
Donde (*) indica el complejo conjugado. A partir de variaciones en la escala wavelet “s” y 
de trasladar  el índice temporal η, es posible construir un diagrama bidimensional que 
muestra el poder espectral para distintas frecuencia y la variación de este poder respecto del
tiem
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encontrar en Kaisser (1994), realizando la convolución de la ecuación (1.18) N veces por 
cada escala, donde N es la longitud de la serie temporal
e Fourier de Xn es 
. Con esto la transformada discreta 
d
 ∑−=
ntro de los límites de continuidad, y por el 
sformada wavelet es la inversa de la transformada de 
kes
∆
=
ωωψ )(*ˆ
0
                                   (1.20) 
 
donde la frecuencia angu
 
−= 1
0
/21ˆ
N
n
Nikn
nk eX
N
X
π                                           (1.19) 
 
donde k=0,…,N-1 es el índice de frecuencia. De
teorema de convolución, la tran
Fourier del producto 
 
n XsW
−∑= ˆ)( 1 tnikN
k
n
lar se define como 
⎪⎩
⎪⎧ ≤∆ 2:2 NktN kπ⎨ >∆−= 2:2 NktN kk πω                                                (1.21) 
escala “s” sea directamente 
comparable con las otras escalas y con las transformadas de otras series temporales, cada 
ala s es normalizada para tener unidades de energía; 
 
Utilizando (4) y una rutina de  transformada de Fourier es posible calcular la transformada 
de wavelet continua  para un s dado y todos los n simultáneamente.  
Para asegurar que la transformada wavelet para cada 
función wavelet en cada esc
)(ˆ
2
)(ˆ 0 k
s
k s
t
s ωψπω 2/1ψ ⎟⎠⎞⎜⎝⎛ ∆=                                       (1.22) 
 
Dado que la función ψ0(η) es en general compleja, la transformada wavelet Wn(s) también 
es compleja. Por lo tanto la transformada puede ser dividida entre la parte real y la 
imaginaria, cuya amplitud es |Wn(s)|. Con estos elementos es posible definir el poder 
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espectral wavelet como |Wn(s)|2. Así mismo, es posible comparar diferentes espectros 
wavelet a través de una normalización común del espectro wavelet. Para series asociadas a 
piados son aquellos 
sociados a procesos de ruido blanco (un espectro de Fourier plano) y el ruido rojo (mayor 
a transformada wavelet (1.20) es una serie de filtros de banda de series temporales. Si la 
procesos de ruido blanco el valor esperado es σ2/n, donde σ2 es la varianza. Además para 
procesos de ruido blanco  el valor esperado para la transformada wavelet es |Wn(s)|2= σ2 
para todo n y s. Por consiguiente la normalización por  1/σ2 da una medida del poder 
espectral relativo al ruido blanco.   
Para determinar el nivel de significancia tanto para el análisis de Fourier como el espectro 
wavelet, es necesario definir inicialmente un espectro teórico adecuado. En general para las 
series temporales de variables climáticas los espectros teóricos más apro
a
poder con menor frecuencia). 
L
serie temporal puede ser modelada como un proceso autoregresivo de lag-1, la distribución 
del poder espectral de Fourier es  
 
2
22
2
2
1ˆ χσ kk PXN ⇒                                           (1.23) 
 
para cada indice de frecuencia k y ⇒ indica “se distribuye como”, mientras que P  se 
define como 
k
 
)/2cos(21
1
2
2
N
P
k
k παα α−+ −=                                  (1.24) α se asume como el coeficiente de autocorrelación para el lag 1. La correspondiente  
ectral wavelet local es 
donde 
distribución del poder esp
 
2
22
1)( χ2
2σ kn PsW ⇒                                       (1.25) 
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para cada tiempo n y escala s. Luego de definir el apropiado espectro teórico y elegir el 
a una distribución, como por ejemplo 95%, es posible recalcular 
l análisis wavelet se puede utilizar para examinar fluctuaciones del poder espectral sobre 
un rango de escalas (band
scala como la suma pesada del poder espectral wavelet entre las escalas s1 a s2, 
nivel de confidencia par
(1.20) para cada escala y construir un intervalo de confianza al 95%. 
 
E
as). Para esto es posible definir el poder espectral promediado en 
e
 
∑==nW
btiene una serie temporal que representa la varianza media 
uede 
ser utilizado para examinar la modulación de una serie sobre otra, o la modulación de una 
frecuencia por otra en la mism
.5.5 Métodos de Clasificación 
clasificación se deben 
a) En c
o. 
b) El
eto, 
de otra clase. 
as son suficientes para estructurar una clasificación, pero no necesariamente 
na que sea útil, ya que la clasificación de un grupo de objetos no es única.  Así, el 
problema no es clasificar, sino lo que presenta mayor
para elegir una solución entre la variedad de posibilidades.  
∆ 1jj jsc                                               (1.26) ∆∆
2
2
2 )(j jn sWtj
 
como resultado de (1.26) se o
para el ancho de banda analizado. Por esto, el poder espectral promediado en escala, p
a serie temporal.  
 
1
 
Para que un agrupamiento de objetos sea considerado como una 
cumplir tres axiomas (Williams y Dale ,1965) 
 
ada clase de más de un objeto debe existir, para cada objeto de la clase, otro 
distinto que comparta con él, como mínimo un atribut
 ser miembro de una clase no es en sí un atributo 
c) Cada objeto de cualquier clase debe diferir, al menos en un atributo de cada obj
 
Estos axiom
u
es dificultades es encontrar razones 
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1.5.6 Análisis de Cluster. 
s de otros grupos. Este planteamiento 
diferentes procedimientos para construir los grupos, y diferentes formas de 
determinar cómo se mide la similitu
s observaciones, que a su vez también viene determinado por el tipo de variables que se 
.5.7 P.A.M. (Partitioning Around Medoids) 
l algoritmo P.A.M. (Kaufman and Rousseeuw 1990) se basa en la búsqueda de k objetos 
mvi es el más cercano con 
respecto a cualquier otro medoid mw.  
d(i, mvi ) ≤ d (i,m w ) para todo w = 1,..., k                              (1.28) 
 
 
En este tipo de análisis, se dispone de los valores de p variables X explicativas, para N 
objetos, y el objetivo es agruparlos en K grupos (K < N), de tal manera que los individuos 
que pertenecen a un grupo se parezcan lo más posible entre sí con respecto a esas variables, 
y a su vez difieran lo máximo posible de los individuo
es completamente diferente de la metodología estadística habitual ya que aquí no hay una 
hipótesis previa. 
Existen 
d. Para ello se introduce el concepto de distancia entre 
la
analizan, ya sean éstas cuantitativas como por ejemplo la temperatura, cualitativas ordinales 
en las que al resultado se le puede asignar un número cuyo orden tiene sentido, pero no la 
diferencia entre dos valores, y cualitativas nominales que corresponden a una etiqueta y 
donde la similitud se determina como simple coincidencia de valores.  
 
1
 
E
representativos (medoids) a lo largo del conjunto de datos. Estas observaciones representan 
la estructura de los datos. Un medoid se define como el objeto de grupo, cuya desemejanza 
media a todos los objetos del grupo es mínimo. Luego de encontrar el grupo de k centros, 
se construyen k grupos (clusters) al asignar cada observación al centro más cercano. Esto 
es, el objeto i, es asignado al cluster vi, cuando el medoid 
Los k objetos representativos deben minimizar la función objetiva, la cual es la suma de las 
desemejanzas del medoid más cercano: 
 
  Función objetiva = Σ d(i, mvi)                                           (1.29) 
48 
 Capítulo 1 – Datos y Métodos 
 
Diámetro del Cluster 
El diámetro del cluster C se define como el valor de la  mayor desemejanza perteneciente a 
este grupo.  
Separación del Cluster 
a separación del grupo C se define como la desemejanza más pequeña entre dos objetos;  
Separación(C) = min dlh, l∈C, h∉C                                      (1.31) 
istancia media a un medoid 
 
Diámetro(C)= max dij, i,j∈C                                                (1.30) 
 
L
uno perteneciente al cluster C y el otro pertenece a cualquier cluster distinto de C.  
 
 
D
Si j es el medoid del cluster C, la distancia media de todos los objetos de C a j, se calcula:  
Distancia mediaj = 
j
Ci
ij
N
d∑∈
                                          (1.32) 
 
Distancia máxima al medoid 
Si j es el medoid del cluster C, la máxima distancia de todos los objetos de C a j, será: 
 
Distancia máximaj = max dij , i ∈ C                              (1.33) 
 
 
ada cluster es representado por una silueta, demostrando qué objetos definen al grupo y 
iderando a cualquier objeto i del conjunto de datos, y A 
enota el cluster donde es asignado i, entonces se define: 
a ( i ) = desemejanza media de i con respecto a todos los objetos de A     
hora, considerando cualquier cluster C distinto de A, será  
d ( i, C ) = desemejanza media de i con respecto a todos los objetos de A    (1.35) 
C
qué objetos se encuentran simplemente en una posición intermedia.  
Las siluetas se construyen cons
d
(1.34) 
A
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Calculando d ( i, C ) para todos los clusters C ≠ A, se seleccionan los valores mínimos: 
b = min d ( i,C ) ,  C≠ A                                        (1.36)
Ahora sea B el cluster donde se alcanza el mínimo, d ( i,B ) = b ( i ) , así s
 
e define el valor 
i) como:  s(
 
{ })(),(max ibia )()()( iaibis −=                                                 (1.37) 
nto al grupo A como al B. Luego, cuando s(i)=-1 el objeto está mal 
            
SC = máx s(k)                                                       (1.38) 
 
Donde el máximo se toma sobre los k grupos. Este coeficiente es una medida adimensional 
de la medida de los clusters. Si este coeficiente toma valores mayores a 0.71, se puede 
considerar hallada una sólida estructura, si SC toma valores entre 0.51 y 0.70, se puede 
1.5.8 K-MEANS 
j j
l que la suma (1.39) sea mínima  
 
De aquí se desprende que s(i) toma valores entre -1 y +1. Si el valor de s(i)=1, está 
asociado a un cluster apropiado, el segundo mejor cluster B, no se encuentra tan cerca 
como lo está el cluster A. Si s(i)=0, se trata de un caso intermedio, donde el valor i, puede 
pertenecer ta
clasificado, es decir, debería pertenecer a otro grupo.  
Finalmente el ancho medio de la silueta se puede utilizar para definir si la cantidad de 
clusters elegidos es correcta. Para esto se define: 
definir como una estructura razonable, mientras que si SC es menor a 0.50, la estructura es 
débil y podría ser artificial.   
 
 
El algoritmo de agrupación K means fue desarrollado por MacQueen (1967) y una 
completa descripción de esta metodología se puede encontrar en Hartigan and Wong 
(1979). Este algoritmo al igual que P.A.M. permite particionar un conjunto de N 
observaciones en K grupos S  donde cada subgrupo contiene N  datos. Para obtener estos 
grupos se utiliza el criterio ta
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2K
1
∑ ∑= ∈ −= j Sn jnj xJ µ                                                    (1.39) 
s en el grupo Sj.  
El método comienza a iterar a
ales el algoritmo procede 
ente entre dos pasos. La etapa de asignación, asigna a cada observación al grupo 
con media más cercana.   
   
donde Xn es el vector que representa la ene-ésima  observación y µj es el centroide 
geométrico de los dato
 partir de un conjunto inicial de K medias (m1,…,mk) que se 
especifican aleatoriamente. A partir de estas condiciones inici
alternadam
{ }kimxmxxS tijtijjti ,...,1*: )(*)()( =∀−≤−=                      (1.40) 
 
Luego la etapa de actualización donde se calculan nuevamente las medias de cada grupo 
donde se determinan los centroides de cada grupo.  ∑∈S
s de lo
centroides.  
unto de datos y el resultado 
e la clasificación. En este trabajo se utiliza el criterio propuesto por Hartigan (1975). El 
dice de Hartigan examina los cambios relativos del ajuste como cambios de las 
ropiedades de los grupos. 
Si se asume que el conjunto de datos contiene N muestras de la variable Xi con i=1,…,N, el 
resultado de la clasificación produce k clústeres, el ajuste de la clasificación se puede 
expresar como el error medio cuadrado entre todas las muestras. 
    
                                          (1.42) 
+ =
)(
)(
)1( 1
t
ij Sx
jt
i
t
i xm                                                  (1.41) 
 
Se iteran estos algoritmos hasta que no existan cambios significativos en los valore s 
 
1.5.9 Identificación del número de clusters  
 
 
Una aproximación comúnmente utilizada para determinar el número de clústeres óptimos 
es aplicar algún criterio sobre la bondad del ajuste entre un conj
d
ín
p
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onde d es la distancia entre la muestra Xj y el centro Xci. El Índice de Hartigan H(k) para 
 partición k, se expresa como; 
                                 (1.43) 
ado que H(k) es m nta, la relación es una medida 
lativa de la reducción del error cuadrado cuando el numero de clústeres aumenta desde k 
asta k+1. El optimo numero de k es aquel que maximiza el valor de H(k). 
.5.10 Análisis de Componentes principales 
 
El análisis de componentes principales (ACP), desarrollado por Pearson en 1901, es una 
herram ente 
correla nadas 
componentes principales. L  mayor variabilidad de la 
formación analizada, mientras que las siguientes componentes describen la variabilidad 
manente.  
El Análisis de componentes principales es una transformación lineal ortogonal que 
transforma un conjunto de datos X en un nuevo sistema de coordenadas. Por esto, sea X 
una matriz de p dimensiones, conformada por p variables con N observaciones.    
                                     (1.44) 
Mediante Componentes Principales (ACP), el conjunto total de p variables podría ser 
reducido a un nuevo conjunto enteramente independiente de nuevas variables expresada en 
un matriz resultante Z de orden k-dimensional. 
 
D
la
 
 
D onótonamente decreciente cuando k aume
re
h
 
1
ienta de clasificación  que transforma un número de variables posiblem
cionadas en un número menor de variables no correlacionadas denomi
a primera componente describe la
⎥⎥⎥
⎥⎥⎥
⎥⎥
⎦
⎤
⎢⎢⎢
⎢⎢⎢
⎢⎢
⎣
⎡
=
NpNNN
p
p
p
xxxx
xxx
xxxx
xxxx
X
..
......
......
...
..
..
321
33231
2232311
1131211
in
re
 Capítulo 1 – Datos y Métodos 
 
⎥⎥⎥
⎥
⎦⎢⎢
⎢⎢
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Habiendo definido X y Z, con p variables (originales y transformadas) y N observaciones, 
consideremos adicionalmente la matriz de covarianza Σ de la matriz X; entonces
⎥⎥⎥
⎥⎤⎢⎡ pzzzz .. 1131211
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 ACP 
permite calcular mediante la matriz Σ un nuevo conjunto de p variables no correlacionadas 
(z) tal que ellas sean combinación lineal de las variables originales. De este modo, para 
cualquier observación i en X dado por [ x1 x2  x3 . . xp ], existe una función lineal Z = a’ix, 
paratodo i=1…,N. Es decir, 
 
z = ai1 x1 + ai2 x2 + ai3 x3 + ........ + aip xp , j=1,…,P, i=1,…N           (1.46) 
 
A partir de esto, el objetivo es encontrar los componentes principales aj tal que a’j Σaj es 
un máximo sujeto a que a’jaj=1, donde j=1,…P. Usando Lagrange para el j-ésimo 
componente, se tiene: 
L = a’  Σa  – λ (a’ a  – 1)                                                (1.47) j j j j j
λj es el multiplicador y la parcial con respecto al componente es 
 ∑ −=∂∂ jjjj aaaL λ22                                                  (1.48) 
Igualando a cero la expresión anterior se calculan los valores de λj mediante (Σ-λjI)aj=0, 
donde |Σ −λjI |=0 para que aj ≠ 0. Existen p raíces para el polinomio. Estas raíces son los 
autovalores de Σ y son λ1>λ2>λ3>….>λp. Cada valor de λj permite el cálculo de su 
correspondiente autovector aj mediante(Σ −λjI )aj=0. 
De ahí, el primer autovector a1 le corresponde el primer autovalor λ1, el cual se obtiene 
mediante (Σ −λjI )aj=0 y la condición de ortonormalidad a’1 a1 = 1; a su vez a1 es el 
autovector correspondiente a la varianza más grande de Σ, var(a’
1
x) = a’Σa1=λ1, y 
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z1=a’1x. El segundo autovector a2 es la segunda varianza más grande Σ y así 
sucesivamente. 
En general, El j-ésimo aj es ortonormal a’jaj=1 es ortogonal al resto de los autovecotres 
previamente calculados. Asi mismo, las varianzas para los p autovectores es decreciente tal 
que V(z1) > V(z2) >……> V(zp). Finalmente, los autovectores son los componentes 
principales y los autovalores la varianza de la nuevas variables. 
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2.1 Variación estacional en escala diaria de la temperatura y 
precipitación 
 
icos relacionados con la construcción de 
odelos, se asume que las observaciones varían de forma independiente. Sin embargo para 
 series temporales es necesario efectuar un control óptimo. Así mismo el 
ompromiso de obtener el mejor pronóstico numérico es necesario, ya que se debe estimar 
el riesgo asociado con las decisiones basadas en és
. En general los métodos utilizados para estimar la función de 
transferencia basada en perturbaciones determinístic
respecto de la onda 
En general para gran cantidad de métodos estadíst
m
muchas variables del sistema climático existe dependencia entre observaciones y la 
naturaleza de esta dependencia tiene interés por si misma (Box and Jenkins, 1970).   
Por esto la habilidad de comprender las relaciones dinámicas entre variables y sintetizarlas 
en forma de
c
te pronóstico.    
En términos generales una función de transferencia F(t) se define como la relación 
xt=F(t)xt+1+ε donde xt representa el valor de la serie para el tiempo t y ε el error (Jenkins 
and Watts, 1968)
as como la entrada a través cambios 
sinusoidales, por ejemplo no han sido siempre exitosos. Esto es porque para perturbaciones 
de magnitud relevante la respuesta del sistema está enmascarada por perturbaciones 
incontrolables referidas como ruido (Box and Jenkins, 1970).   
Como en la mayoría de las variables climáticas la función de entrada es principalmente la 
onda anual astronómica para una latitud dada y a través de la función de transferencia 
asociada a éste proceso se obtiene la onda anual de temperatura. En general los procesos 
transientes de alta frecuencia pueden ser considerados como ruido 
anual. Sin embargo, existen algunos procesos que por su recurrencia y magnitud afectan la 
función de transferencia, estas fluctuaciones de origen estadístico se pueden definir como 
ruido climático (Leith, 1973, 1978).     
La fluctuación anual de la temperatura es una de las oscilaciones periódicas más conocidas 
en climatología, Köppen (1948), siendo ésta una respuesta directa de la radiación solar 
incidente, Selllers (1965). Su magnitud es extremadamente grande, siendo comparable a la 
del ciclo glaciar-interglaciar. Si bien, aunque se observan tendencias en la fase y amplitud 
de la onda anual, las causas y el significado de estos cambios siguen siendo poco 
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conocidos, en parte porque se carece de una comprensión de la variabilidad natural (Stine et 
al, 2009). 
 decir es un efecto que no varía año tras año (Brooks y Carruthers (1953) y 
trauss (1983)).  
Se desea filtrar la onda  anual y definirla como nuevo sistema de referencia para determinar 
los procesos transitorios o de baja frecuencia que pueden recurrir en estas series. Para esto 
es necesario diseñar un filtro o función de transferencia que introduzca el menor ruido 
posible ya que el análisis en escala diaria puede ser oscurecido por esta elección. En las 
secciones siguientes se propone una discusión sobre la robustez y estabilidad de los 
métodos más comúnmente utilizados para filtrar la onda anual.   
 
2.2 Modelos de descomposición de series temporales 
 
La descomposición de series temporales  permite identificar importantes propiedades de la 
información contenida en éstas a través un diagnóstico objetivo. Así mismo estos 
procedimientos pueden ayudar a monitorear las series con el tiempo, especialmente cuando 
es necesaria la toma  de decisión.  
Como primer aproximación a la descomposición se asume que las series de tiempo pueden 
ser descompuestas en tres componentes básicas: 
c) las variaciones irregulares o efectos transientes que permanecen en las series una 
Sin embargo, las principales causas de los cambios en la amplitud de la onda anual esta 
dada por cambios en la dinámica de los efectos transitorios y no por cambios en la onda 
astronómica. Por esto es posible considerar un sistema de referencia fijo a partir del cual se 
pueda estimar la magnitud de las anomalías En particular las series de temperatura están 
dominadas por éste efecto determinístico (explica entre el 70 y el 90 % de la varianza total 
de la serie), es
S
a) tendencias  
b) estacionalidad  
vez removidos la tendencia y el efecto estacional.  
 
Dado que el presente trabajo de tesis está centrado en el estudio de las fluctuaciones y 
procesos transientes que dominan a  la temperatura en escala diaria, es necesario definir un 
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sistema de referencia a partir del cual  efectuar el cálculo de las anomalías. Surge esto como 
prioridad inicial del análisis ya que la elección defectuosa del filtro puede inducir a la 
 
estacional está regido principalmente por la onda anual astronómica, a partir de la cual se 
desea analizar los  apartamientos de las condiciones normales producidos por factores tanto 
internos como externos al sistema climático. 
Estos efectos irregulares son evidencia de las fluctuaciones de corto plazo en las series que 
no son sistemáticas (aunque no necesariamente debido a factores aleatorios) y contienen 
baja predictabilidad. Sin embargo, los procesos asociados a  estos fenómenos transientes 
contienen gran cantidad de información y pueden ser utilizados para mejorar la calidad de 
las predicciones.  
Conociendo estos elementos, es posible definir aquel modelo de representación que muestre 
una componente estacional más estable, lo cual es lo más apropiado para ajustar a las 
series.  En general hay dos modelos de representación más comúnmente usados, el aditivo y 
el multiplicativo (Chatfield, 1989).  
 
2.2.1 Modelo de descomposición aditivo 
e que las componentes de las series se 
omportan de manera independiente. Este modelo se utiliza si los efectos estacionales e 
generación de ruido o periodicidades espurias.  
La estacionalidad es la porción de la variación debida a factores que recurren 
sistemáticamente una o más veces al año. Un efecto estacional es razonablemente estable 
con respecto al tiempo en dirección y magnitud. Respecto a la temperatura el efecto
 
El modelo de descomposición aditivo asum
c
irregulares son independientes, es decir el efecto de la onda anual no varía con el tiempo.  
Matemáticamente, la serie original xt,  en el tiempo t,  se considera como la suma de las tres 
componentes: la tendencia Tt, la estacional St, y la irregular It.   
 
tttt ISTx ++=                                                  (2.1) 
 
En el modelo aditivo, cada componente tiene las mismas dimensiones que la serie original. 
La serie ajustada por estacionalidad se puede expresar como  
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ttttt ITSxx +=−='                                                      (2.2) 
 
2.2.2 Modelo de descomposición multiplicativo 
 
En éste modelo las variaciones irregulares no son independientes de la onda anual, es decir 
la magnitud de las anomalías depende directamente de la época del año. La serie xt, en el 
tiempo t, es considerada como el producto de las componentes estacional St, la tendencia Tt  
e irregular It 
 
tttt ISTx ××=                                                           (2.3) 
En el modelo multiplicativo la tendencia tiene las mismas dimensiones que la serie original, 
mientras que las componentes estacional e irregular son factores adimensionales centrados 
alrededor de uno.  
ttttt ITSxx ×== /'                                                      (2.4) 
Los modelos para determinar cada una de las componentes, generalmente utilizan 
simultáneamente los filtros de Kalman o técnicas relacionadas. En Harvey (1990) se 
muestra un detallado análisis de los métodos. En líneas generales a cada componente se le 
asigna su propio modelo determinado por sus características espectrales.   Uno de los 
métodos más utilizados para descomponer series temporales es el “Classical Seasonal 
Decomposition” (CSD). Esta técnica es descripta y discutida en detalle en Makridakis and 
as descomposiciones de las series de temperatura mínima 
n San Miguel De Tucumán y precipitación  en O.C.B.A. según los modelos aditivo y 
pleto que se 
s 
Wheelwright (1989) y Makridakis, Wheelwright, and McGee (1998). 
A modo de prueba se calcularon l
e
multiplicativo utilizando el método CSD. Si bien se muestra el análisis para el período 
1998-2005, los valores estacionales fueron estimados a partir del período com
dispone de información diaria (1891-2005), no considerar toda la información disponible o 
si ésta es escasa puede inducir a errores en la estimación de la estacionalidad debido a que 
efectos transitorios pueden ser considerados como parte de lo onda anual y por consiguiente 
su dependencia con ésta será mayor. Este tópico se discutirá sección en las siguiente
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secciónes, en especial la influencia del período en la estabilidad de la estimación de la onda 
anual.   
En las figuras 2.1 y 2.2 se muestran las componentes St, Tt e It según los dos métodos. Si 
bien las dos estimaciones muestran el mismo comportamiento de la onda estacional, se 
observan  diferencias significativas en la componente irregular de la serie. Los residuos 
ia en OCBA (1998-
005), basado en el período 1910-2005 
a existencia de una importante 
para el método aditivo no muestran una estacionalidad definida con una magnitud similar 
durante todo el año. Esto evidencia que la mayor parte de los efectos que dominan las series 
son lineales.  
 
Figura 2.1. Descomposición aditiva para la temperatura mínima diar
2
 
Para el método multiplicativo se observa una mayor amplitud de las irregularidades en el 
invierno, principalmente dominado por irrupciones frías. Así mismo la menor amplitud de 
los residuos, principalmente en las estaciones de transición evidencia una mayor 
dependencia del término no lineal en estas épocas del año. Esto concuerda con lo 
encontrado en Minetti y Vargas (1997) donde muestran l
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interacción entre la onda estacional y las perturbaciones  debido a una lenta interacción 
entre las condiciones de borde y la atmósfera.  
Si el mismo análisis se realiza para variables discretas, como la precipitación, es posible 
advertir la dificultad de separar el efecto estacional del irregular. En la figura 2.3 se muestra 
la descomposición aditiva mediante CSD para la precipitación diaria en O.C.B.A. El 
método multiplicativo no puede ser utilizado cuando las series contienen ceros. Es posible  
Figura 2.2. Descomposición multiplicativa para la temperatura mínima diaria en OCBA 
(1998-2005), basado en el período 1910-2005. 
 
ajustar a estas series un modelo pseudo aditivo que combina propiedades de las relaciones 
aditivas y multiplicativas.  Por las características discretas y sesgadas de
scala diaria el término estacional muestra mayor ruido que la estimación de la onda anual 
 la precipitación a 
e
para la temperatura. El efecto aleatorio en la ocurrencia de valores de precipitación 
extremos rige la distribución de los términos irregulares, con una mayor dispersión en las 
estaciones de transición y el verano. En otras palabras la precipitación es una variable 
altamente irregular respecto de su onda anual. 
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En una serie altamente irregular, los residuos pueden dominar causando que el efecto 
estacional sea difícil de identificar o estimar. Este fenómeno es más marcado cuando la 
variable se evalúa sobre pasos de tiempo cercanos a la variabilidad de alta frecuencia de las 
series, en particular en las series climáticas, puede ser la escala horaria o diaria.    
Para determinar cuan irregular es una variable es útil comparar la relación existente entre la 
componente estacional (St) y la irregular (It). En líneas generales se puede definir que a 
mayor dispersión de It alrededor de St más irregular es la serie y se encuentra menos  
igura 2.3. Descomposición aditiva para la precipitación diaria en OCBA (1998-2005), 
basado en el período 1910-2005. 
 
condicionada por la onda anual. En la figura 2.4 se muestran los factores St e It para la 
temperatura y precipitación en el período 1998-2005.  
La temperatura muestra un comportamiento altamente regular respecto de la onda anual 
para los dos  modelos de descomposición. Sin embargo existe una mayor dispersión en 
invierno para la estimación según el método multiplicativo, principalmente respecto a las 
irrupciones frías intensas y un mejor ajuste a este modelo en las estaciones de transición.   
F
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En el caso de la precipitación se tiene una alta dispersión con valores que superan cuatro o 
cinco veces a los valores estacionales. Esta es una serie irregular dominada por el efecto de 
los extremos, es decir la influencias de los efectos transientes de alta frecuencia  puede 
implicar  que las anomalías difieran marcadamente de la onda anual. 
ma y precipitación en OCBA (1998-2005). 
der caracterizar la onda anual a partir de los promedios diarios es necesario definir 
Figura 2.4. Relación entre la estacionalidad (líneas rojas) e irregularidad (puntos) para las 
series de temperatura míni
 
2.3 Métodos basados en filtros 
 
2.3.1 Estimación de la onda anual mediante los promedios diarios 
 
Para po
parámetros que sinteticen el comportamiento de ésta oscilación. El parámetro más común 
que define las características térmicas de un día en particular es el valor medio de éste, 
calculado como la media aritmética. Sin embargo, para obtener una buena estimación de 
éste parámetro, el valor de ésta debe ser estable. Por éste motivo se discute a continuación 
sobre la estimación robusta de los modelos de posición.      
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¿Por que analizar la eficiencia de un estimador? Para solventar las dificultades asociadas a 
la inestabilidad que presentan los estimadores, se  plantea el uso de estimadores dentro del 
campo de la Estadística Robusta. Esta rama de la Estadística se centra en el desarrollo y 
análisis de estimadores que son estables (robustos) frente a cambios en las distribuciones 
supuestas. Por esto si la variable analizada presenta cambios que pueden estar debidos tanto  
a  efectos naturales como antropogénicos que pueden afectar su distribución, los efectos de 
ésta inestabilidad se pueden reflejar en la estimación de otros parámetros derivados de éstos 
momentos.  
Supongamos sea F = φ, la función de distribución N(0,1), entonces las xi tienen distribución 
N(µ,σ2). Por lo tanto, un estimador óptimo de µ es  
 ∑=
i
i
n
x                                                                     (2.5) 
Es importante señalar que para que⎯x  tenga ésta propiedad, la distribución de
n x
 los xi debe 
o 
tienen distribución aproximadamente 
ormal. Por lo tanto cabe preguntarse cual será el comportamiento del estimador ⎯x  en este 
rega una observación xn+1. Si esta observación es un outlier, su 
ser exactamente N(0,1). Sin embargo, en la mayoría de las aplicaciones prácticas a lo sum
se puede asegurar que los errores de medición 
n
caso. 
Esta extrema sensibilidad de⎯x a una contaminación con una proporción pequeña de 
outliers o extremos también puede verse de la siguiente forma. Supongamos que se tiene 
una muestra x1, ..., xn y se ag
influencia en⎯x puede ser ilimitada. En efecto sean ⎯xn y ⎯xn+1 el promedio basado en n y 
n+1 observaciones respectivamente. Luego se tiene 
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1
1
1
1
1 11
1 nnnnnn xx
n
xx
n
x
n
n
x −++=+++= +++                      (2.6) 
 
y por lo tanto ⎯xn+1 puede tomar valores tan altos (o tan bajos) como se quiera con tal de 
tomar xn+1 suficientemente lejos de ⎯xn. Por lo tanto cabe preguntarse cual será el 
comportamiento del estimador ⎯x  en nuestro caso. Como primer análisis  y dado que la 
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variable analizada es la temperatura se decide analizar la robustez del estimador sobre las 
series de temperaturas de S. M. de Tucumán.  
Una de las formas más simples de estimar el parámetro de posición es hacer la media 
aritmética menos sensitiva a los outliers o extremos, para esto es posible ajustar o eliminar 
una porción de datos de cada cola de la distribución y computar la media de los valores 
remanentes. Esta media ajustada pertenece a una familia de estimadores que puede ser 
indexada por α, valor que representa la fracción de observaciones eliminadas en cada cola 
de la distribución de la muestra. Formalmente, si x1 ≤ x2 ≤ ... ≤ xn, es la serie ordenada de 
una muestra de datos aleatoria, entonces la media α-ajustada tiene la forma;      
 [ ]⎭⎬⎫⎩⎨⎧ +−++−= ∑−− += −+12 1)1()21( 1 kn ki knki xxnkxnx ααα                           (2.7) 
 
si k+2 ≤ n-k-1. Si ocurre lo contrario, [ ]knk xxx −+ += 121                                                  (2.8) 
Donde k es el mayor entero menor o igual que nα con  0 < α < 0.5   
ajustadas incluyen casos especiales como la media aritmética (α=0), la 
juegan el rol  más importante. Los valores más frecuentes utilizados α para  
cluyen a 0, 0.05, 0.1, 0.25 y 0.5. 
Las medias 
“midmean” (α=0.25) y la mediana (α=0.5). la elección de α depende de cada distribución, 
donde la no-normalidad de los datos y el nivel de protección que se desea sobre los outliers 
o extremos 
in
Por ejemplo, si aplicamos el ajuste con α=0.25 a un conjunto de datos con {x1,x2,…,x8}={1, 2,3,4,6,7,8,50} resulta en 
 [ ]{ } ∑=
tidad de información es un elemento 
importante para tener en cuenta como  filtro de los efectos transientes. Con esto, es posible 
=+++==+−+++−= 63635425.0 5)7643(25.041)221()5.01(8 1 i ixxxxxx  
 
Es de suponer que la estimación de los promedios varíe con la cantidad  de datos o años con 
que se calculan estos, con lo cual la elección de la can
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Figura 2.5. Estimación de la temperatura mínima y precipitación media del primero de 
ra región de 
onvergencia de las estimaciones con diferencias entre si de menos de 0.5 ºC.  
enero en OCBA para períodos entre 5 y 120 años, según las medias ajustadas por α=0, α=0.10, α=0.25 y α=0.5. 
 
aplicar ésta estimación (suponiendo α=0, 0.1, 0.25 y 0.5) para cada día del año sobre las 
series de temperatura y precipitación para períodos que varían entre 5 y 120 años. Como 
primera aproximación se muestran en la figura 2.5 los valores medios anuales de la 
temperatura  mínima y precipitación del 1 de enero estimados según las ecuaciones (2.5) y 
(2.6).  
Para la temperatura se observa que la estimación del valor medio comienza a estabilizarse a 
partir de 30-40 años de información. Se observan grandes diferencias entre las primeras 
estimaciones (períodos de 5 y 10 años) y las estimaciones con 30-40 años de datos. En 
particular, estas diferencias tienen una magnitud de casi 2 ºC. Con esto se podría sugerir 
que una estimación de la onda anual con 40 años de datos es una buena aproximación a la 
onda anual astronómica. Sin embargo a partir de 80 años de datos se observa ot
c
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Figura 2.6. Errores en la estimación de cada día del año con periodos de distinta longitud 
par la temperatura mínima (a) y la precipitación (b). 
 
En cuanto a las estimaciones sesgadas con α=0.25 y α=0.5 parecen converger más 
rápidamente (aproximadamente 20-30 años) a los valores estimados con mayor cantidad de 
datos, mientras que los estimadores con α=0 y α=0.1 muestran una mayor estabilidad con 
40-50 años de información.  
Las estimaciones para el 1º de enero en la precipitación (Figura 2.5b) muestran un 
comportamiento más heterogéneo. En este caso los valores son más similares para los 
períodos más cortos, mientras que a medida que suceden eventos con mayor precipitación 
los valores calculados para los distintos α se apartan significativamente. Si bien aparenta 
ser más estable las estimaciones con α altos, éstas están regidas en mayor medida por la 
presencia de ceros y en algunos casos se puede despreciar el efecto de los valores más altos 
e precipitación. Por esto una forma más estable de calcular los valores medios de 
 días centradas en el día 
 Este procedimiento permite filtrar los efectos de alguna manera aleatoria en la ocurrencia 
d
precipitación para el día i, i=1,..365, es considerar ventanas de 3 o 5
i.
de la precipitación. En la  figura 2.5b se comparan las estimaciones del promedio del 
primero de enero considerando solo este día  y considerando una ventana de cinco días 
centrada en éste día. Se puede apreciar una menor dependencia de las estimaciones sobre 
ventanas de cinco días a la presencia de  períodos húmedos (entre 30 y 40 años) y secos  
(90 años).   
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 Figura 2.7. Desvíos de los residuos de la  onda anual estimada de la temperatura mínima 
(a) y precipitación (b) con N años respecto de la onda anual estimada con el periodo 
completo.  
 
Para generalizar los resultados se propone analizar la dispersión que surge al estimar la 
onda anual con n-años, n=1,...,N, comparando con la mejor estimación posible con el 
máximo N o sea con el período completo de información disponible. En la figura 2.6 se 
muestran las diferencias entre la onda anual ideal y aquellas estimadas para distintos 
períodos. Para la temperatura se observa que los errores se distribuyen uniformemente tanto 
a valores positivos como negativos, alcanzando valores entre 3-4 ºC en los períodos más 
cortos. Para la precipitación se observan errores por exceso con magnitudes entre 4 y 10 
nual 
 en OCBA tomando como 
eríodo de referencia el total de 110 años. Considerando la temperatura, se tiene que las 
mm hasta longitudes de períodos de 40 años.   
En la figura 2.7-a se muestran los desvíos de los residuos de la estimación de la  onda a
para la temperatura mínima en Tucumán y la precipitación diaria
p
estimaciones de la onda anual para todos los α se comportan de manera similar, aunque la 
estimación con la mediana es la que converge más rápidamente a la mejor estimación. A 
partir de esta información es posible determinar el nivel de sensibilidad de la estimación en 
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función de la longitud del período. Si se tolera un error de 0.5 ºC se requiere un período de 
30 años para la mediana y de 40 años para los otros estimadores. Si la sensibilidad 
Figura 2.8. Varianza explicada por el primer nic  on ua emp  
m a (a) y varianza explicada po pr  tr óni  l a a  
precipitac ar ara cio n as l es ist
 
Así mism po va mejora en la estimación de la onda anual en función del 
incremen l o d   a de lo ria pl or  
an  res de iación total. E gu -a s tra ian licada por 
el primer nic re eratura míni ad o g et stic  
on astr ra el período de m ngi nc s),   
ex a c el  a p  la nc fec sit  A pesar de esto se 
requerida es de 0.25 ºC se necesitaran 60 años si estima a partir de la mediana, mientras que 
para los otros estimadores se  requieren 70 años de información diaria. 
 armó o de la da an l de t eratura
ínim r los imeros es arm cos de a ond nual de
ión di ia (b) p  estima nes co distint ongitud de reg ros.  
o, es sible e luar la 
to en e períod e datos partir l cálcu de la va nza ex icada p  la onda
ual pecto  la var n la fi ra 2.8 e mues la var za exp
 armó o sob la temp ma. D o el alt rado d erminí o de la
da onómica se observa que pa enor lo tud (ci o año ésta  ya
plic erca d 90 %, esar de  prese ia de e tos tran orios. 
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observa un crecimiento de la varianza explicada por la onda anual, estabilizándose en 
nes de transición, se analizó la 
arianza explicada por esta en función con los períodos a partir de la estimación de los 
rimeros tres armónicos. En la figura 2.8-b se muestran las varianzas explicadas para 
ación 
resentan en 
 no solo que período es el que mejor estima 
la onda anual, sino también que serie es la más apropiada para obtener una mayor varianza 
explicada. Esto quiere decir, ¿es posible estimarla de la mism
original con N-datos o es posible mejorar la aproximación considerando la marcha anual de 
valores cercanos al 98 % con períodos de 50-60 años.  
La precipitación diaria evidencia otro comportamiento. Dado que en la región la onda anual 
de precipitación presenta dos máximos en las estacio
v
p
estimaciones robustas con α=0, α=0.10 y α=0.25. Aquí se observa que a diferencia de la 
temperatura, la detección de la onda anual de precipitación diaria no es tan clara, con 
valores de varianza explicada que varían entre 5 y 25% según el período de análisis. 
Además estas varianzas parecen no estabilizarse a algún valor ni siquiera con los períodos 
de mayor longitud. Este resultado muestra que para obtener una buena estim
estacional  a escala diaria se requiere  una gran cantidad de información para filtrar los 
efectos de alta frecuencia, en este caso mayor a los 100 años de datos diarios.  Una solución 
practica, si se cuenta con períodos menores es la de estimar el promedio diario del día i, 
i=1,…,365, a partir de  ventanas de 3 o 5 días centradas en el día i. Este procedimiento 
incrementa desde 3 a 5 veces la cantidad de información  produciendo una estimación más 
robusta.  
 
2.3.2 Estimación de la onda anual basada en análisis armónico 
 
La idea principal de estos métodos es remover un rango de ciclos de los datos originales. 
En general existen dos aproximaciones en el análisis de series temporales; el análisis en el 
dominio de la frecuencia y el análisis en el dominio temporal. El análisis en tiempo utiliza 
modelos paramétricos para describir las series temporales, mientras que el estudio en 
frecuencia describe las series utilizando propiedades del comportamiento cíclico de éstas 
para diferentes frecuencias. Más información sobre estas metodologías se p
Jenkins and Watts (1968), Box and Jenkins (1970) and Wei (1993). 
Con esta metodología surge la inquietud sobre
a manera tomando la serie 
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los promedios diarios con N-años? Además, ¿la mejor estimación detecta las asimetrías de 
la onda anual observadas? 
Figura 2.9. Varianza explicada por el armónico que representa la onda anual de temperatura 
mínima  (azul) y varianza explicada por ondas de período mayor a un año (verde) para 
estimaciones con distintas longitudes de registros (n*365 días).  
 sistema de referencia 
jo, es decir las anomalías del cada año no son comparables con el resto de los años. 
 
Supongamos que nuestra serie posee n-años de datos diarios, obtener anomalías a partir de 
la estimación de cada año, no cumple la primera condición de ser un
fi
Además, por esto efectos de alta frecuencia o intraestacionales dependientes de la onda 
anual pueden ser despreciados.  
Ahora, se considera la estimación de la onda anual de la serie de n-años a partir del 
armónico n. En la figura 2.9 se muestra la varianza explicada por el armónico n, donde se 
observa que la varianza explicada decrece a medida que se consideran períodos de mayor 
longitud.  Este efecto ocurre principalmente debido a dos causas; al incrementar la cantidad 
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de datos comienzan a tomar importancia ondas con periodos mayores al de un año e incluso 
ondas de período mayor a n que son consideradas como tendencias. En particular se 
observa un mínimo de varianza explicada por la onda anual para períodos entre 20 y 25 
años acompañados de un máximo de varianza aportada por ondas de período mayor al año. 
Además el efecto de los procesos transitorios impone cambios de fase y amplitud año tras 
año que son detectados por el método produciendo la consiguiente perdida de estabilidad de 
la estimación.  
 
  Temperatura máxima Temperatura mínima Precipitación 
Nº arm Ampl Var % V.A. % Ampl Var % V.A. % Ampl Var % V.A. % 
1 6.045 96.772 96.772 6.774 98.293 98.293 0.572 16.334 16.334 
2 0.737 1.440 98.212 0.719 1.106 99.400 0.336 5.619 21.953 
3 0.355 0.333 98.545 0.071 0.011 99.411 0.093 0.436 22.388 
4 0.164 0.071 98.616 0.081 0.014 99.425 0.211 2.211 24.599 
5 0.187 0.093 98.709 0.193 0.080 99.505 0.103 0.524 25.123 
6 0.105 0.029 98.738 0.094 0.019 99.523 0.117 0.682 25.805 
7 0.124 0.041 98.779 0.040 0.004 99.527 0.057 0.164 25.969 
8 0.107 0.031 98.810 0.074 0.012 99.539 0.089 0.392 26.361 
9 0.042 0.005 98.815 0.036 0.003 99.541 0.101 0.505 26.866 
10 0.087 0.020 98.835 0.035 0.003 99.544 0.133 0.880 27.745 
11 0.141 0.053 98.887 0.119 0.030 99.574 0.066 0.219 27.964 
12 0.096 0.024 98.912 0.040 0.004 99.577 0.161 1.299 29.262 
13 0.011 0.000 98.912 0.013 0.000 99.578 0.019 0.018 29.280 
14 0.043 0.005 98.917 0.016 0.001 99.578 0.039 0.076 29.356 
15 0.147 0.057 98.974 0.100 0.022 99.600 0.062 0.190 29.547 
16 0.061 0.010 98.984 0.043 0.004 99.604 0.014 0.010 29.557 
17 0.181 0.087 99.071 0.080 0.014 99.617 0.162 1.306 30.863 
18 0.096 0.024 99.095 0.076 0.012 99.630 0.143 1.026 31.889 
19 0.101 0.027 99.122 0.039 0.003 99.633 0.120 0.721 32.609 
20 0.043 0.005 99.127 0.087 0.016 99.649 0.067 0.225 32.835 
21 0.014 0.001 99.128 0.033 0.002 99.651 0.105 0.544 33.379 
22 0.084 0.019 99.146 0.044 0.004 99.655 0.148 1.096 34.475 
23 0.120 0.038 99.184 0.061 0.008 99.664 0.132 0.863 35.338 
24 0.104 0.029 99.213 0.071 0.011 99.674 0.161 1.299 36.637 
25 0.076 0.015 99.228 0.013 0.000 99.675 0.118 0.697 37.333 
 
Tabla 2.1. Amplitud (Ampl.), varianza explicada (var) y varianza acumulada (V.A.) para 
los primeros 25 armónicos estimados a partir de las marchas anuales de los promedios 
diarios de temperatura máxima, mínima y precipitación.  
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En la tabla 2.1 se muestran los primeros 25 armónicos calculados sobre la estimación de la 
onda anual de promedios diarios, donde se observa para las temperaturas que además de el 
armónico que representa la onda anual, solo el armónico 2 para la mínima y los armónicos 
2 y 3 tienen amplitudes mayores a 0.2 ºC. Para la precipitación se tienen valores mucho 
más bajos de varianza explicada, llegando hasta el 37% con 25 armónicos.  
Finalmente, si analizamos la figura 2.8-a se tiene que si se estima la onda anual a partir de 
los promedios diarios, se tiene una mejora en la estimación a medida que se agranda la 
uestra con que calcula cada promedio diario, llegando hasta valores de varianza explicada 
del 98%.  El hecho de que la varianza explicada tienda a 98% cuando la cantidad de 
información  se incrementa se debe principalmente a la presencia de asimetrías en la onda 
anual observada. Esto se observa por la presencia de efectos no lineales producidos por 
fenómenos transientes recurrentes aunque no periódicos que influyen sobre la pendiente de 
la onda anual a la entrada y salida de las estaciones de transición.   
Dado que la utilización de series de Fourier permite una expresión matemática de variables 
periódicas, es usualmente difícil visualizar interacciones entre variables relacionadas, más 
allá del estudio de sus gráficos o a través del análisis de los coeficientes.  El análisis 
ial es útil para mostrar proyecciones en planos definidos para indicar interacciones 
o 
entadas como funciones vectoriales.   
m
vector
entre variables periódicas con el tiempo (Russel, 1984). Si las variables son medidas com
cambios por unidad de tiempo y expresadas como series de Fourier, es posible integrar y 
diferenciar estas expresiones y ser repres
Si consideramos dos variables periódicas, se puede expresar en términos de la función 
vectorial (f(t)) y series de Fourier como sigue; 
⎟⎟⎟
⎟
⎠
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⎜⎜⎜
⎜
⎝
⎛
++
++=⎟⎟⎠⎞⎜⎜⎝⎛= ∑∑==mn nn
m
n
nn
senntdntcc
senntbntaa
y
x
tf
1
0
1
0
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cos(
)(                                      (2.9) 
Si las variables x e y son medidas en términos de cambios por unidad de tiempo, es posible 
examinar las relaciones entre éstas variables y sus formas diferenciadas como funciones 
vectoriales. Las series de Fourier se pueden diferenciar (solo si son continuas) término a 
término y la función vectorial es de la forma; 
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⎟⎟⎟
⎟⎞⎜⎜⎛ +−=⎟⎟⎞⎜⎜⎛= ∑=mmn nn ntnbsenntnaxtf 1 cos()(                               ⎠⎜⎜ +−⎠⎝ ∑=n nn ntndsenntncy 1 cos        (2.10) 
Donde f es función del tiemp  e y vari e pueden ser expresadas en 
términos de series de Fourier; y oefici , bn, =0,…,m) definen la serie  
n(t) e y(t)=sen(t) (Figura  2.10b). 
nde todos los coeficientes an, bn, cn y dn son cero, excepto 
1=1 y c1=1, es decir x(t)=sen(t) e y(t)=cos(t), (Figura  10-a)  y para b1=1 y d1=1; 
analizado, donde la proyección sobre el plano xy  es un segmento de pendiente -1. La 
⎝
o t, x son las ables qu
 los c entes an cn y dn (n
 
Figura 2.10. Gráfico de la función vectorial f(t) según ecuación (2.9) todos los coeficientes 
an, bn, cn y dn son cero, excepto b1=1 y c1=1, es decir x(t)=sen(t) e y(t)=cos(t), (Figura  
2.10a)  y para b1=1 y d1=1; x(t)=se
 
de Fourier. En la figura 2.10 se muestran funciones específicas en el espacio tridimensional 
bajo condiciones específicas do
b
x(t)=sen(t) e y(t)=sen(t) (Figura 10-b). Para el primer caso el grafico de f es una espiral en 
torno al eje t. La proyección sobre el eje xy es un circulo de radio 1, es decir para series 
periódicas desfasadas en π/2 se tiene un proyección circular, mientras que a medida que 
este desfasaje cambia, se obtienen proyecciones ovaladas, hasta llegar al segundo caso 
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ecuación 2.9 se ha utilizado para calcular la función vectorial, cuyas componentes están 
representadas por los promedios diarios de temperatura máxima y mínima diaria en S. M. 
de Tucumán. La proporción de la varianza explicada por las series de Fourier para ambas 
series es superior al 96%. En la figura 2.11-a  se muestra la proyección de las funciones 
vectoriales en el plano, asimismo la proyección de los valores de la onda anual calculada 
con los promedios diarios. La flecha indica la dirección de rotación durante el año. En  
particular estas proyecciones caracterizan el régimen climático de las interacciones de Tx-
Tn al que pertenece la localidad de Tucumán.   
estimaciones a partir de las series de Fourier no representan las variaciones de la onda anual 
 
Figura 2.11. Proyecciones de la marcha anual para la temperatura máxima y mínima para la 
estimación a partir de los promedios diarios (azul), el primer armónico (verde) y la suma 
del primer y segundo armónico (rojo) (a) y las diferencias entre la onda anual de los 
promedios de la Tn y las estimaciones de series Fourier (b). 
 
Las mayores diferencias entre las trayectorias se ubican en el invierno donde las 
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al inicio y fin del invierno y al inicio del verano. Si se analizan las diferencias entre la 
estimación a partir de los promedios diarios respecto de las series de Fourier considerando 
el primer armónico y el primer y segundo (figura 2.11-b) se observa la remanencia de una 
onda semianual, atenuada parcialmente al considerar los dos primeros armónicos, con las 
mayores diferencias en las estaciones de transición. 
 
ayor durante el verano para la estimación con dos 
ónicos mientras  esta tasa es menor durante las estaciones de transición y el invierno. 
 
Figura 2.12. Proyección de la forma diferenciada de la función vectorial que representa la 
onda anual considerando el primer armónico (verde) y el primer y segundo armónico (rojo) 
 
Siguiendo la ecuación 2.10 es posible diferenciar las series de Fourier para obtener la tasa 
de cambio conjunta entre la temperatura máxima y mínima. En la figura 2.12 se muestran 
las proyecciones de las formas diferenciadas para las estimaciones de la onda anual 
considerando solo el primer armónico y considerando los dos primeros armónicos. Aquí se 
observa que la tasa de cambio es m
arm
Cabe considerar que errores de estimación en estos cambios puede conducir a errores en la 
estimación de los máximos (día más calido de la onda) y mínimos (día más frío), es decir 
en la fase de la onda. En la tabla 2.2 se muestran las fechas de ocurrencia del mínimo de la 
onda calculadas como el día de invierno en que la ecuación 2.10 toma el valor cero.  Aquí 
se observan diferencias entre estimaciones de hasta 7 días principalmente sobre la 
temperatura mínima. Así mismo se tiene un desfasje entre las ondas anuales de la 
temperatura máxima  y mínima de aproximadamente 20 días, efecto que da la forma 
elíptica de la proyección de la función vectorial estimada según la ecuación 2.9.  
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  Tx Tn 
 
Tabla 2.2. Fecha de ocurrencia del mínimo anual de la onda anual estimada a partir de los 
promedios diarios (OA), del primer armonico (AA) y de los primeros dos armonicos (AA2) 
 
En la figura 2.13 se muestra la relación entre las estimaciones de la onda anual de 
temperatura mínima en S.M. de Tucumán a partir de los promedios diarios (OA) y las 
estimaciones a partir del  primer armónico (AA), los primeros dos armónico  (AA2), el 
método CSD aditivo y  CSD multiplicativo.  Se observa que en general todas las 
estimaciones que consideran efectos lineales ajustan bien. Así mismo, las que tienen menor 
dispersión son aquellas relacionadas con el método CSD y la estimación con los primeros 
dos armónicos.  Pero si se analiza la relación entre la estimación OA y  la CSD 
multiplicativa se observan grandes diferencias principalmente en la representación de los 
valores extremos.  
Dada la presencia de estas asimetrías de la onda anual de temperatura, no se observa una 
mejora significativa al aplicar los  filtros producto del análisis de Fourier, considerando uno 
o más armónicos. Así mismo estos métodos no son lo suficientemente sensibles para 
detectar deformaciones importantes en la onda anual, así como singularidades 
 existen en las componentes del sistema climático generan 
OA 17-Jul 03-Jul 
AA 19-Jul 30-Jun 
AA2 17-Jul 26-Jun 
intraestacionales, (Minetti, 1991). 
 
2.4 Estabilidad y robustez de la de Función de autocorrelación y 
estimaciones espectrales  
 
Las distintas interacciones que
perturbaciones y cambios en los procesos que están definidos por su persistencia y 
propiedades espectrales. En particular la proporción de la relación entre señal-ruido 
climáticas se encuentra altamente relacionada con la persistencia en la atmósfera (Leith, 
1973, 1978).  La función de autocorrelación es una buena herramienta para medir el grado 
de persistencia o dependencia de las observaciones. 
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Figura 2.13. Relación entre las estimaciones de la onda anual de temperatura mínima en 
ra los 
os no se observan diferencias significativas entre las estimaciones,  con lo cual 
n de picos significativos con respecto a 
s estimaciones aditivas, las mayores diferencias se observan para el año 1998, donde se 
observa una mayor duración del efecto de la pers
ciertas condiciones las interacciones no lineales entre la onda anual y los efectos transientes 
pueden producir periodicidades no explicadas por los efectos lineales. 
S.M. de Tucumán a partir de los promedios diarios (OA) y las estimaciones a partir del (a) 
primer armónico (AA), (b) los primeros dos armónico  (AA2), (c) el método CSD aditivo y 
(d) CSD multiplicativo.  
 
Surge a partir de éstas consideraciones, la pregunta sobre ¿Si existen dependencias entre la 
función de autocorrelación y el método de filtrado de la onda anual? En la figura 2.14 se 
muestran las funciones de autocorrelación para los años 1998, 2000, 2002 y 2003 de las 
anomalías de Tn calculadas según los filtros analizados en la sección anterior. Pa
filtros aditiv
los procesos físicos caracterizados por la persistencia y memorias remotas no son alterados 
por el filtro. Sin embargo, el autocorrelograma que muestra mayores diferencias es el 
asociado a las anomalías según el  método multiplicativo, aunque en general muestra un 
comportamiento comparable en cuanto a la detecció
la
istencia. Este resultado indica que en 
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Figura 2.14. Función de autocorrelación para las series de anomalías de temperatura 
mínima en S. M. de Tucumán para los años (a) 1998, (b) 2000, (c) 2002 y (2004) en 
imaciones de las funciones de autocorrelación para las 
e observa como la significancia de ésta 
referencias a las estimaciones de la onda anual según los promedios diarios (OA), el primer 
armónico (AA), los primeros dos armónicos (AA2) y la descomposición CSD aditiva 
(ADT) y multiplicativa (MLT).   
 
En la figura 2.15 se muestran las est
series de anomalías de temperatura mínima en S. M. de Tucumán para estimaciones con 
períodos de distinta longitud (desde 5 hasta 110 años) según los modelos aditivo y 
multiplicativo estimados a partir de la onda anual según los promedios diarios (OA). Para 
los períodos mayores a 15 años se observa en ambos casos estimaciones similares donde 
solo se aprecia la persistencia asociada a un modelo de Markov. Para los períodos mayores 
a 15 años se observa en ambos casos estimaciones similares donde solo se aprecia la 
persistencia asociada a un modelo de Markov. Para las otras periodicidades, en particular se 
observa un pico significativo para oscilaciones de período cercano a 45 días si se 
consideran los primeros cinco años del registro. S
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relación decrece con la longitud del período lo que muestra la dinámica transitoria del 
proceso físico que generó esa perturbación.  
ínima en S. M. de Tucumán para estimaciones en períodos de distinta longitud (5 años en 
k-r1
k=0 con 5% de confidencia. Se observa que para períodos menores a 50 
k estimados difieren de los que definen el proceso estocástico para 
Figura 2.15. Función de autocorrelación para las series de anomalías de temperatura 
m
rojo, 10 años en verde, 15 años en negro y mayores a 15 años hasta llegar a 110 años en 
azul) De acuerdo a los modelos aditivo (a) y multiplicativo (b) según la onda anual según 
los promedios diarios.  
 
Como primer aproximación parece razonable considerar una serie con la mayor cantidad de 
información para representar los procesos de alta frecuencia asociados a la persistencia. ¿A 
partir de que período es posible obtener una estimación estable de la persistencia? En la 
figura 2.16 se muestran las diferencias entre el coeficiente de autocorrelación (rk) calculado 
y el asociado a un proceso Markoviano (r1
k), con k=2,…,7, para estimaciones con períodos 
de distinta longitud. Se evaluó la significancia de la relación a partir de la hipótesis nula 
que considera  r
años, los valores de r
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todo k. Si se consideran períodos mayores a 50 años se observa que para las 
autocorrelaciones con lags de 2 a 5 convergen significativamente a los valores teóricos.  
Para desfasajes mayores a 5 días los valores no convergen a los valores de un proceso 
markoviano indicando en alguna medida el alcance de la persistencia, es decir el tiempo de 
independencia entre mediciones. 
 
Figura 2.16. Diferencias entre el coeficiente de autocorrelación (rk) calculado y el asociado 
a un proceso Markoviano (r1k) para estimaciones con períodos de distinta longitud.  
 
En particular el conocimiento del tiempo de independencia (T0) entre observaciones es de 
particular interés en el tratamiento de series temporales asociadas a procesos con 
persistencia. Bayley y Hammersley (1946) y Trenberth (1984-a) sugieren como el número 
efectivo de observaciones independientes (Neff) a  
 
ToTNN eff /∆=                                                      (2.11) 
Donde N es el número de datos, ∆T es el paso de tiempo y T0 es el tiempo de 
independencia 
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 ∑= −+= Nk krNkTo 1 )/1(21                                           (2.12) 
Donde rk es la autocorrelación para el lag k. Si se tiene gran cantidad de información, es 
decir N es grande se puede aproximar la ecuación (2.12) a  
1
1
1
1
r
r
To −+≈                                                        (2.13) 
Resultados similares a lo discutido en la figura 2.16 se obtienen al analizar la estabilidad de 
la estimación de To (figura 2.17). Se tiene que para períodos mayores a 50 años el valor de 
To para la temperatura mínima  se estabiliza en 4.8 días para la estimación lineal de 
anomalías, mientras que para la estimación multiplicativa el valor tiende a 5.6 días. Este 
resultado implica que existe una dependencia de To con el período analizado, es decir 
existe una variación interanual de To que puede oscila entre 3 y 7 días. Minetti, 1991 
encontró variaciones interanuales del tiempo de independencia de la temperatura máxima 
en S. M. de Tucumán posiblemente asociados a variaciones entre períodos húmedo/secos. 
Además se observa un mayor To si se considera el término no lineal de las anomalías, es 
decir el análisis de ésta componente conduce a estimar efectos más persistentes que se ven 
al.   
ero, ¿que significa que un año tenga más influencia de los efectos lineales/no lineales? En 
cias de 
ías fríos, no se observan grandes diferencias entre ambas estimaciones, aunque las 
ariaciones lineales muestran mayor persistencia.  
afectados por la pendiente de la onda anual. Para los casos mostrados en la figura 2.14, el 
año 1998 es el que muestra mayores diferencias entre las funciones de autocorrelación para 
las componentes lineal y no line
P
la figura 2.18 se muestran las distribuciones de secuencias de anomalías positivas y 
negativas para las temperaturas máximas y mínimas, calculadas según el modelo lineal y 
multiplicativo. En general para las dos variables se observa una mayor persistencia de las 
anomalías cálidas si se considera el método multiplicativo. Esto esta asociado a procesos 
advectivos lentos donde las masas de aire cálido permanecen una gran cantidad de días, 
efecto que se evidencia mejor sobre la temperatura mínima. En cuanto a las secuen
d
v
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icas intermitentes y caracterizadas por ciclos que varían dentro de un rango de 
frecuencias es de suponer que considerar gran cantidad de información diaria puede 
influenciar negativamente la detección de éstas periodicidades. Para el caso mostrado  en la 
figura 2.15, se observa un pico significativo asociado a una periodicidad de período cercano 
a 45 días. En la figura 2.19 se muestra la estimación para períodos de distinta longitud del 
coeficiente de autocorrelación para el rezago de 45 días, donde se observa que a medida 
que se incrementa el período analizado, el valor de r(k=45) tiende a cero. Esta es la 
característica que define a estas perturbaciones asociadas al “ruido climático” pero que son 
de gran interés a la hora de confeccionar un modelo estocástico.  
 
 
Figura 2.18. Distribución de secuencias de anomalías positivas (a) y negativas (b) de 
temperatura máxima  y de anomalías positivas (c) y negativas (d) de temperatura mínima.  
 
Para el análisis de memorias lejanas, que pueden ser producidas por oscilaciones cuasi-
periód
 Capítulo 2-Estimación y Filtros de la Onda Anual 
 
Figura 2.19. Coeficien ra anomalías lineales 
(negro) y multiplicativas (rojo). 
 
Si se analiza la estimación espectral sobre la misma serie de temperatura mínima (figuras 
2.20 y 2.21), se observa que si se toman períodos de estimación mayores a 5 años las 
perturbaciones de alta frecuencia no son detectadas por el método. Sin embargo, si se 
comparan las estimaciones espectrales con el continuo nulo (que en este caso representa 
procesos de ruido rojo) para los distintos períodos se observa que a partir de registros de 
información mayores a 50-60 años las estimaciones espectrales de períodos mayores a 60-
70 días comienzan a converger a los valores teóricos del continuo nulo. Esto no es así para 
períodos en el ancho de banda comprendido entre 1 y 60 días donde las estimaciones con  
hasta 100 años de información diaria difiere significativamente del proceso asociado al 
continuo nulo. Esto indica la presencia de efectos transientes con períodos entre 1 y 60 días 
con alta recurrencia que modifican la estructura espectral. 
 
te de autocorrelación p ra el lag k=45 días paa
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Figura 2.20. Estimación espectral para las series de anomalías de temperatura mínima en S. 
M. de Tucumán para estimaciones en períodos de distinta longitud (desde 1 a 100 años) de 
acuerdo a los modelos aditivo. 
 
Si no consideramos los procesos asociados con la escala sinóptica es posible inferir que los 
procesos con períodos entre 30 y 60 días conservan en alguna medida efectos de la 
memoria remota del sistema.  Por la naturaleza de estos procesos cuando uno desea analizar 
la influencia de procesos que muestran autocorrelaciones lejanas (es decir, más allá de las 
asociadas a un proceso de ruido rojo) es necesario diseñar para el análisis, ventanas de 
tiempo de dimensiones comparables al período de la onda que se desea describir.  
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Figura 2.21. Estimación espectral para las series de anomalías de temperatura mínima en S. 
M. de Tucumán para estimaciones en períodos de distinta longitud (desde 1 a 100 años) de 
acuerdo al modelo multiplicativo. 
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Como primera aproximación, en el estudio de la variabilidad en la atmósfera se pueden 
clasificar a grandes rasgos en dos escalas temporales principales, comúnmente 
orde de la atmósfera.  
demás por la amplitud de los eventos de alta frecuencia un estado climático está sujeto a 
984b, Madden and Shea, 1978). Sin embargo, una parte de la 
ariabilidad natural asociada con la evolución de ondas de baja frecuencia puede mejorar la 
ceso 
Markoviano. Se entiende al  proceso de primer orden de Markov (autoregresivo), también 
referido como ruido rojo, a los procesos que están dominados por componentes de baja 
frecuencia, éste se puede definir como; 
denominadas como tiempo y clima. El tiempo refiere al comportamiento de la atmósfera 
sobre períodos de varios días, debidos principalmente a la inestabilidad interna del sistema.  
El Clima trata generalmente sobre el comportamiento medio del sistema o procesos de baja 
frecuencia, que generalmente se encuentran condicionados por procesos físicos asociados a 
las condiciones de b
A
fluctuaciones estocásticas en general impredecibles en las escalas temporales de interés 
climático (Trenberth, 1
v
predictabilidad del sistema (Shukla, 1981a-b, 1998). 
La asociación entre anomalías diarias de una variable meteorológica entre diferentes días 
que no es producto de la persistencia puede ser una evidencia de una interacción no lineal 
entre una perturbación aperíodica y la onda anual (Minetti y Vargas, 1997b). En función de 
estas asociaciones y como primer aproximación a un modelo de pronostico objetivo la 
mayoría de las variables meteorológicas pueden ser aproximadas por un pro
iii xx εα += −1                                                           (3.1) 
Donde xi es la variable analizada, α es el coeficiente de autocorrelación para el lag 1 y εi 
representa el ruido blanco, que caracteriza a los procesos aleatorios, en el tiempo t=i∆t. 
Dada las características de las series de temperatura diaria, aumentar el conocimiento de los 
procesos autoregresivos de órdenes mayores, permitiría obtener mejoras en los diagnósticos 
y pronósticos objetivos asociados a esta variable.  
La primer herramienta que se presenta en este trabajo para explorar estas relaciones, es a 
través de la función de autocovarianza y autocorrelación. A partir de esta metodología es 
posibles explorar las asociaciones internas de las series de temperatura. 
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3.1 Estimación de la función de autocorrelación 
 
Las autocovarianzas muestrales al lag k, Ck, se pueden estimar como 
 
))((
1
1
xxxx
N
C i
N
ki
kik −−= ∑+= +                                                 (3.2) 
donde x es la media de una muestra con N datos. Además C0 representa la varianza total de 
la muestra,  ∑= −== Ni ix xxNSC 1 20 )(1                                                  (3.3) 
 
Con estos elementos, el coeficiente de autocorrelación para el lag k  se puede definir como; 
 
0C
C
r kk =                                                                   (3.4) 
Según la definición de la ecuación (3.4) se obtiene la función de autocorrelación a nivel 
climático. Sin embargo, para muchas aplicaciones es de interés conocer el comportamiento 
entre las asociaciones para distintos períodos o submuestras según sea el problema que se 
desea tratar.  
Por ejemplo, si se desea analizar la variabilidad interanual de la función de autocorrelación 
es posible dividir la serie en muestras de N observaciones para J años. A partir de esto, se 
roponen dos posibles aproximaciones para estimar las autocovarianzas. p
Si xij es el i-esimo día para el año j, se define  
))((
1
,
1
,, jji
N
ki
jjkijk xxxx
N
C −−= ∑+= +                                     (3.5) 
donde  ∑= N jij x
N
x ,
1
                                             (3.6) =i 1
es la media muestral. A partir de estos elementos, es posible definir el coeficiente de 
autocorrelación en el lag k del año j, como 
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j
jk
jk
C
C
r
,0
,
, =                                                          (3.7) 
y ∑= =
 
Otra forma posible es definir  
J
j
jkk r
J
r
1
,
1
                                                     (3.8) 
es la autocorrelación total.  
))((
1
,
1
,, jji
N
ki
jjkijk xxxx
N
C −−= ∑+= +                                      (3.9) 
donde ∑∑= == Jj Ni jij xNJx 1 1 ,1                                                  (3.10) 
es la media sobre todas las observaciones. Por consiguiente la autocovarianza total es,  ∑== Jj jkk CJC 1 ,1                                                  (3.11) 
y la autocorrelación 
0C
C
r kk =                                                            (3.12) 
tal.  
La principal diferencia entre estas estimaciones es el uso de medias para cada muestra 
(ecuación 3.5), que permite comparar la variabilidad interna de la persistencia y 
asociaciones lejanas de cada año, mientras que según la ecuación (3.9) se utiliza la media 
to
Por otro, lado si se desea analizar la persistencia y asociaciones distantes en el tiempo los 
métodos descritos por las ecuaciones (3.5) y (3.9) no proporcionan esta información a nivel 
diario. Por esto, con el fin de definir las relaciones o memorias de la serie para días 
particulares se puede definir la función de autocovarianza para cada día del año a partir de 
N años de información como; 
))((
1
1
, iki
N
ki
ikiik xxxx
N
C −−= ++= +∑                                 (3.13) 
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donde i=1,…,365 representa el día del año a partir del cual se calcula la función de 
autocorrelación, que se expresa como   
i
ik
ik
C
C
r
,0
,
, =                                                                   (3.14) 
 
Se entiende en esta representación,  por ejemplo, que el valor de r1,1 representa el primer 
oeficiente de autocorrelación con k=1 y para el día i=1. Esta es la asociación de la serie 
el 1 de enero con el 2 de enero, para k=2 se tiene la asociación entre el 1 y 3 de enero, 
mientras que para el lag  k=n (n=1,…,365)  es la asociación entre el 1 de enero con el día 
del año n.  
La presencia de tendencias seculares puede alterar el grado de independencia entre 
observaciones y por consiguiente afectar las estimaciones de la función de autocorrelación.  
Por este motivo las series de temperatura diarias han sido filtradas mediante cuadrados 
mínimos para asegurar que las series cumplan con la condición de estacionariedad en los 
valores medios.      
 
3.2 Evolución anual de la persistencia en las series de Temperatura 
máxima y mínima  
 
El primer coeficiente de autocorrelación (k=1) es de particular importancia dado que este es 
el que define los procesos de ruido rojo y modelos autoregresivos como el descrito en la 
9), es válido 
ara ser utilizados en cualquier época del año o es necesario un mayor nivel de detalle para 
sudeste de Sudamérica. Campinas, Corrientes y San Miguel de Tucumán representan las 
c
d
ecuación (3.1). Por esto, es necesario determinar si un modelo calculado a partir de toda la 
muestra, por ejemplo según los métodos descritos en la ecuación (3.5) o (3.
p
obtener una mejor aproximación a los procesos físicos que conforman la persistencia.  
En las figuras 3.1 y 3.2 se muestran las marchas anuales de los tres primeros coeficientes de 
autocorrelación (para lags k=1, k=2 y k=3) calculados utilizando la expresión de la 
ecuación (3.14) para la temperatura máxima y mínima sobre las ocho estaciones de 
referencia. Estas ocho estaciones de referencia definidas de esta manera por la longitud de 
sus períodos y calidad de medición, representan las principales regiones climáticas en el 
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Figura 3.1. Marcha anual de los tres primeros coeficientes de autocorrelación de la 
temperatura máxima en ocho estaciones de referencia, r1 (rojo), r2 (azul) y r3 (verde) y sus 
correspondientes valores asociados al proceso markoviano de cada día (línea punteada). 
 
diferentes características de clima de los subtrópicos con variaciones en los efectos de 
continentalidad (desde marítimo a continental respecti
describen la transición entre el subtrópico y las latitudes medias (Buenos Aires, Pergamino 
yor predominio de los procesos de 
epresentación de las 
latitudes medias.      
1
los meses de invierno, destacándose que las 
vamente). Las estaciones que 
y Pilar), mientras que Santa Rosa evidencia un ma
latitudes medias, y finalmente Río Gallegos al sur del continente es la r
En general, si se analiza la marcha anual de correlaciones entre cada día y el siguiente (r ) 
se observan las mayores persistencias en 
transiciones hacia y desde la época fría se dan de forma asimétrica. Para la temperatura 
máxima (figura 3.1) el comportamiento regional es más heterogéneo, pero en general se 
observa una transición más rápida desde el otoño al invierno, mientras que en primavera la 
transición a procesos de menor persistencia es más suave. Este hecho es más evidente en 
Corrientes donde se observa un rápido aumento de los r1 cerca del día 100 (10 de abril) 
hasta alcanzar el máximo 20 días después. Así mismo, en ésta localidad se observa una 
variación de menor pendiente desde el invierno hasta la primavera.    
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us 
va una onda anual clara, aunque la mayor 
avera donde se registra un mínimo marcado desde el día 270 
1
avera para alcanzar valores cercanos a 0.7 en invierno (Los valores 
ficativamente distintos con un nivel de confianza de 5%).  
Para la temperatura mínima se observa un comportamien
en la totalidad de las estaciones de referencia, excepto Campinas,  se observa una mayor 
tasa de variación de la persistencia entre el invierno y la primavera, al contrario de lo que 
Figura 3.2. Marcha anual de los tres primeros coeficientes de autocorrelación de la 
temperatura mínima en ocho estaciones de referencia, r1 (rojo), r2 (azul) y r3 (verde) y s
correspondientes valores asociados al proceso markoviano de cada día (línea punteada).  
 
Las mayores singularidades se observan en las estaciones ubicadas en los extremos de la 
región de análisis. En Campinas no se obser
variación se observa en prim
(27 de setiembre) al 310 (6 de noviembre).  Por otro lado, en Río Gallegos se observa la 
variación anual más marcada con valores de r  alrededor de 0.55 en verano, rápidos 
cambios en otoño y prim
entre verano e invierno son signi
to regional más homogéneo, donde 
ocurre con la  temperatura máxima. Este cambio en la persistencia en general está centrado 
en los días cercanos al 220 (8 de agosto).  Así mismo, en Campiñas se observa la época de 
mayor persistencia durante el otoño.    
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Figura 3.3. Marcha anual del tiempo de independencia (To) entre observaciones para la 
temperatura máxima (rojo) y mínima (azul) en ocho estaciones de referencia.  
 
De esto, se desprende que para la temperatura máxima, variable altamente dependiente de 
frías/cálidas, los cambio
la nubosidad, y para la temperatura mínima mayormente influenciada por las irrupciones 
s observados están reflejando en cierto modo los procesos que 
onducen al comienzo o finalización de la temporada fría y seca. Por este motivo si se 
áximas de Buenos Aires y Corrientes, 
donde en primavera la relación entre el día i con el i+2 responde a procesos de mayor 
frecuencia respecto al markoviano, mientras que la relación con el día i+3  muestra una 
c
desea representar la persistencia en estas variables es necesario un mayor detalle durante las 
estaciones de transición, principalmente el otoño en la temperatura máxima y en primavera 
para la temperatura mínima, donde en general los primeros coeficientes de autocorrelación 
varían más rápidamente.  
Los coeficientes de autocorrelación mayores, en particular para los lags 2 y 3 muestran un 
comportamiento similar al de la marcha anual de r1 y en general en la región siguen el 
comportamiento asociado a procesos markovianos (rk=r1
k).  Las series que más se apartan 
de éste modelo de persistencia son las temperaturas m
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mayor persistencia siempre comparados con procesos de ruido rojo. Para la temperatura 
mínima en estas dos localidades se observa un apartamiento de los procesos de Markov 
para los lags 2 y 3, siendo durante todo el año  la persistencia observada de menor 
magnitud. 
Una consecuencia inmediata que se desprende del análisis anterior es que el tiempo de 
independencia entre observaciones (To) posee variaciones interestacionales. En la figura 
3.3 se muestran las marchas anuales para To calculadas sobre la temperatura máxima y 
mínima en las ocho estaciones de referencia. Este valor se puede calcular asociado a cada 
día (i) del año según las ecuaciones (2.12) y (3.14), como 
                                          (3.15) 
Donde rk,i es la autocorrelación para el lag k del día i.  
Si la cantidad de información es grande se puede aproximar según;  
∑= −+= Nik ikii rNkTo 1 ,)/1(21
i
i
i
r
r
To
1
1
1
1−+≈                                                          (3.16) 
donde  i=1,…,365  representa el día del año y r1i es la correlación del día i con el siguiente 
eratura máxima debido a que ésta región se 
ubosidad y la precipitación. Por otro lado la 
erva 
estimado de acuerdo a la ecuación (3.14). 
En general, para las estaciones ubicadas en los subtrópicos y regiones de transición, el 
tiempo de independencia es menor para la temp
encuentra más afectada por la evolución de la n
temperatura mínima tiende a conservar en mayor medida las propiedades termodinámicas 
de las masas de aire al estar menos influenciada por la nubosidad.  En las estaciones de 
latitudes medias este resultado solo es verdadero en invierno, mientras que para el resto del 
año el tiempo de independencia entre observaciones es mayor para la temperatura mínima. 
Si se considera la variabilidad interestacional del tiempo de independencia que se obs
para la región, se tienen variaciones de  entre 3 y 7 días para la temperatura máxima y entre 
2 y 10 días para la mínima, con máximos en invierno y mínimos en verano. Si se considera 
éste resultado, en lugar de considerar el valor medio de To (ecuación 2.12) es posible 
mejorar sensiblemente el número de observaciones independientes para las series de tiempo 
analizadas. Recordando que el número efectivo de observaciones (Neff) es función de la 
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 Figura 3.4. Coeficientes de autocorrelación para el lag k, con k=1…90 días para la 
temperatura máxima (a, c) y mínima (b, d) en cuatro estaciones de referencia para el 1º de 
enero (a y b) y 1º de julio (c y d). 
 
cantidad de datos y del tiempo de independencia, según lo definido en la ecuación  (2.11) y 
si se considera el tiempo de independencia Toi para el día i del año, es posible redefinir Neff 
como, 
    ∑= ∆= 3651i iiTo TNNeff                                               (3.17) 
 
onde Ni es la cantidad de años que se observo el día i. Es decir conocido el tiempo de 
 para obtener observaciones independientes.   
D
independencia para el día i solo se remueven Toi (ecuación 3.15) días en vez de To días 
(ecuación 2.12). Este procedimiento particularmente útil en series con marcada 
persistencia, permite optimizar la cantidad de información en el caso de ser necesario 
remover datos
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Figura 3.5. Marcha anual de la cantidad de coeficientes de autocorrelación significativos 
para la  temperatura máxima en ocho estaciones de referencia para lags entre 1-30 días 
(rojo), 31-90 días (verde) y 91-180 días (azul). 
 
3.3 Evolución anual de las memorias lejanas en las series de Temperatura 
máxima y mínima  
 
Como introducción al problema asociado a las memorias lejanas de las series de 
temperatura, se presentan las funciones de autocorrelación   para algunos días específicos.  
En la figura 3.4 se muestran las funciones de autocorrelación para el 1º de enero y de 1º de 
julio (rk,1 y rk,182 respectivamente) en Campinas, Corrientes, Buenos Aires y Río Gallegos. 
En los primeros lags, se puede observar el comportamiento de la persistencia con una 
ueden 
variación estacional según lo  descrito en la sección anterior. Los primeros coeficientes de 
autocorrelación significativos, sin que las dependencias se interrumpan, varían entre tres y 
siete días dependiendo de la latitud y época del año. 
Además de los primeros coeficientes de autocorrelación significativos asociados 
directamente a la persistencia, se observan asociaciones distantes significativas en distintos 
rezagos. Estas correlaciones significativas distantes y que no son persistentes se las p
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Figura 3.6. Marcha anual de la cantidad de coeficiente  de autocorrelación significativos 
para la  temp ma en ocho estaciones de referencia para lags entre 1-30 días 
(rojo), 31-90 91-180 as (azul)
 
denominar sí ores. Es  término ha sido utilizado inicialmente por Borisova y 
R  
condiciones atmosféricas particular iento antecedente depende de la 
poca del año y algunos de ellos pueden estar asociados a episodios estacionales o 
ngularidades climáticas intraestacionales  específicas, Minetti y Vargas (1997).   
n las figuras 3.5 y 3.6 se muestran las marchas anuales de la cantidad de coeficientes de 
utocorrelación significativos para la  temperatura máxima  y mínima en las estaciones de 
ferencia discriminadas para los desfasajes entre los intervalos de 1-30, 31-90 y 91-180 
ías. La mayor cantidad de asociaciones significativas evidencia la época del año donde es 
osible encontrar una mayor cantidad de precursores.  
 partir del análisis de estas figuras se desprende que existe una mayor cantidad de 
sociaciones lejanas en las estaciones subtropicales, con días particulares que superan los 
veinte valores significativos. Sobre las estaciones ubicadas en el centro de Argentina, 
también son evidentes algunas épocas del año con mayor cantidad de precursores, aunque 
s
eratura míni
días ) y  (verde dí . 
ntomas precurs te
udiceva (1968) y hace referencia a los síntomas anticipativos asociados a diferentes
es. Este comportam
é
si
E
a
re
d
p
A
a
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Figura 3.7. Cantidad de coeficientes de autocorrelación significativos para el lag k, con 
a mayor cantidad de coeficientes de autocorrelación significativos ocurre 
n invierno.  
regunta, ¿Existe algún 
n las estaciones de referencia. 
n las estaciones subtropicales y en Río Gallegos, se observa una dependencia de la 
frecuencia de autocorrelaciones significativas con los desfasajes. Esta dependencia se 
presenta como un decrecimiento de este parámetro hasta aproximadamente el lag 100, 
donde tiende a estabilizarse.  En las otras estaciones no se observa éste efecto, aunque una 
k=1…180 días para la temperatura máxima (rojo) y mínima (azul) en ocho estaciones de 
referencia. 
 
en general son pocos los días del año con más de quince asociaciones significativas. 
Finalmente, Río Gallegos es la única localidad que muestra una marcada onda anual en esta 
variable donde l
e
En resumen, existen épocas del año particulares donde las series de temperatura evidencian 
una mayor cantidad de relaciones remotas, con lo cual surge la p
período en particular o desfasje que tiende a recurrir más que otro? En la figura 3.7 se 
muestran la cantidad de coeficientes de autocorrelación significativos para el lags entre 1 y 
180 días para la temperatura máxima  y mínima e
E
re
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característica en común en todas las estaciones es la presencia de picos o máximos de 
frecuencias significativas asociados a distintos desfasajes.  Dada la importancia de esta 
información, se hace un análisis detallado de las singularidades de estas funciones, ya que 
las regiones de máximos pueden sugerir  la presencia de ondas específicas asociadas  
eríodos  particulares. Sobre las estaciones tropicales/subtropicales (Campinas, Tucumán y 
. En Pergamino, Buenos Aires y Pilar hay picos entre 60, 90 y 120 días. 
ente en Santa Rosa y Río Gallegos se observan como desfasajes peculiares a los 
posible proponer dos modelos de pronóstico 
odelo, que 
p
Corrientes) se observa una preferencia a la ocurrencia  picos significativos entre 30, 50, 70 
y 120 días
Finalm
centrados entre  40, 60, 120 y 150 días. 
En la tabla 3.1 se resume la información detallada anteriormente. En general, en la mayoría 
de estaciones de referencia se observa una mayor predisposición a tener ciclos entre 30 y 
120 días, aunque en todas se observa la presencia de ciclos o cuasi-ciclos entre 30 y 60 
días.  Este resultado se puede asociar a la preferencia de ocurrencia de diferentes  
oscilaciones aperiódicas en diferentes épocas del año  y quizás en años con características 
físicas particulares. 
Con todos los elementos detallados en esta sección, es posible desprender una aplicación 
directa del análisis. Por esto, de acuerdo a lo descrito anteriormente y en concordancia con 
lo propuesto por Minetti y Vargas (1997) es 
objetivo basados en las interacciones lineales asociados a la persistencia y otro que permita 
utilizar la información de las interacciones no lineales que se manifiestan en forma de 
precursores.  
En primer lugar, es posible modelar la persistencia como una dependencia inmediata entre 
un dato con los siguientes suponiendo que estos siguen un modelo de ruido rojo de orden n, 
por ejemplo, ajustando un modelo autoregresivo de orden n (ARn). Para esto es posible 
estimar los coeficientes de acuerdo a los valores “climáticos”, donde no se tienen en cuenta 
la marcha estacional de la persistencia ni la presencia de precursores.  Este m
tiene validez para cualquier día del año  puede ser descrito según la ecuación (3.17) 
 
tttt TaTaaT ε++++= −− ...22110                                      (3.17) 
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Temperatura máxima 
 30-60 60-90 90-120 120-150 150-180 
Campinas      
Tucumán      
Corrientes      
Pergamino      
Pilar      
Buenos Aires      
Santa Rosa      
Río Gallegos      
Temperatura mínima 
 30-60 60-90 90-120 120-150 150-180 
Campinas      
Tucumán      
Corrientes      
Pergamino      
Pilar      
Buenos Aires      
Santa Rosa      
Río Gallegos      
 
Tabla 3.1. Intervalos de desfasajes con presencia de correlaciones distantes significativas 
(gris) por estación  
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Figura 3.8. Campos medios del primer coeficiente de autocorrelación r1 sobre la 
temperatura máxima (superior) y mínima (inferior) para los meses de enero (izquierda) y 
julio (derecha). 
as al modelo ARn  y εt representa el ruido blanco. 
or otro lado, si se considera la variación estacional e intraestacional de la persistencia y el 
 
donde Tt es el valor de la anomalía de temperatura en el tiempo t, los coeficientes aj son 
constantes asociad
P
grado de asociación entre perturbaciones o anomalías distantes, pueden ser representados 
por un modelo descrito según la ecuación (3.18) 
 
iiiiii TTTaTaaT εαα +++++++= −− ...... 221122110                 (3.18) 
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donde Ti es el valor de la anomalía de temperatura para el día i, con i=1,…,365 y Ti1 ó Ti2 
son anomalías distantes de temperatura, los coeficientes aj están asociados los primeros j 
lags, donde es considerado el comportamiento estacional de la persistencia, los αk se los 
asocia a los  desfasajes de orden k (memorias distantes) y εi representa el ruido blanco.      
 de datos que comprende la porción de Sudamérica desde el paralelo S23º 
hasta el extremo
5 años de datos diarios (cerca de 16450 valores) es posible obtener una buena distribución 
ones de 
ferencia.   
En la figura 3.8 se muestran los campos medios del 
calculado según la ecuación (3.4), para la temperatura máxima y mínima en los meses de 
ura máxima se observa una fuerte influencia del 
fecto marítimo, donde se obtienen valores similares de r  (alrededor de 0.45) desde las 
costas de Río Negro en Argentina hasta el sur de
o en julio, la mayor señal se tiene en verano.  En esta variable, la 
 y 0.7).  
Para la temperatura mínima  se observa la prese
marcado durante el mes de enero, pudiendo destacarse tres regiones con comportamiento 
ogéneo respecto de la persistencia. La región con mayor persistencia es el área 
continental que se ubica aproximadamente al nort
 
3.4 Distribución espacial de la persistencia y memoria lejana del sistema 
térmico. 
 
Como se mostró anteriormente la estimación de los parámetros que definen a la memoria 
del sistema es más robusta y estable si se utilizan series de referencia. Por otro, dado que la 
disponibilidad de estas series temporales en escala diaria es escasa en la región, es de 
interés conocer la validez regional de los modelos propuestos en la sección anterior. 
Con este fin se estiman algunos de los parámetros desarrollados en las secciones anteriores 
sobre la base
 sur del continente. Si bien, en general estas estaciones contienen menos de 
4
espacial de la memoria del sistema para inferir sobre la validez regional de las estaci
re
primer coeficiente de autocorrelación, 
enero y julio.  En general, para la temperat
e 1
 Brasil. Si bien, éste efecto se observa 
tanto para enero com
persistencia se muestra más homogénea en invierno, donde en toda la parte continental al 
norte de S36º, se tienen altos valores de r1 (varían  entre 0.65
ncia de un gradiente meridional, más 
hom
e del paralelo S30º en verano. En invierno 
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el borde sur de ésta  región se desplaza meridionalmente, alcanzando latitudes de hasta 
S35º. 
 
 
Figura 3.9. Campos medios del tiempo de independencia (To) sobre la temperatura máxima 
(superior) y mínima (inferior) para los meses de enero (izquierda) y julio (derecha). 
 
 
eridional se mantiene prácticamente durante todo el año, aunque en 
 
La segunda región, es una zona de transición, ubicada en el centro de Argentina, donde se 
observa el mayor gradiente en la persistencia en todo el dominio analizado. Esta zona con 
alta variación m
invierno el gradiente se intensifica ya que estas variaciones se producen en un área más 
reducida. Por último, la Patagonia, región  asociada a los procesos de latitudes medias, es la 
que evidencia relaciones menos persistentes (r1 ~0.3).  
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Figura 3.10. Campos de coeficiente de correlación estandarizado para las marchas anuales 
de r1 tomando como referencia a Corrientes, Campinas, Santa Rosa y Buenos Aires 
respectivamente. 
 
Otro parámetro relacionado con la persistencia es el tiempo de independencia entre 
observaciones (To). En la figura 3.9 se muestran los campos medios de To  para enero y 
lio, calculados según la ecuación (3.12). El comportamiento regional es similar al que se ju
observa para el primer coeficiente de autocorrelación. La temperatura máxima evidencia un 
mínimo en el litoral atlántico con tiempos de independencia que varían entre 2 y 3 días. Los 
valores más altos de dependencia entre observaciones se observan en el sur de Brasil y 
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mesopotamia argentina  durante el invierno, alcanzando valores entre 5 y 7 días. Sobre la 
temperatura mínima se manifiesta un gradiente meridional que va desde los mayores 
alores (entre 6 y 7 días) en las regiones tropicales hasta el mínimo que se observa en el sur 
del continente (entre 2 y 3 días). 
estación de referencia con la base de 
datos regional a partir del coeficiente correlación (r).
dado que el primer coeficiente de 
v
Para medir el grado de representatividad de un modelo que considere la marcha anual de la 
persistencia, es posible estimar la relación entre cada 
 Sin embargo al utilizar esta 
metodología surgen dos inconvenientes, el primero, 
autocorrelación de cada día difiere significativamente de cero, es de suponer que la 
distribución de r  no se ajuste a una distribución normal. Dado esto, no es suficiente estimar 
la desviación estándar de r y utilizarla para medir la exactitud de r como estimador de ρ.  
Para solucionar este problema es posible aplicar un cambio de variable que transforma la 
distribución de r en distribución normal. Con este cambio de variable se hace depender Zr 
de r, siendo  
                                                     )
1
1
(
2
1
r
r
Z r −+=                                                        (3.19)  
 
Con esto la variable aleatori
                           
a Zr se distribuye aproximadamente normal con media  
 
)
1
1
ln(
2
1 ρρµ −+=z                       
y desviación estándar 
                             (3.20) 
 
3
1−= nzσ                                                       (3.21) 
 
Para definir el nivel de confianza con que se desea estimar el error de Zr, es posible definir 
el valor crítico para el nivel de confianza α deseado, según: 
3−= nZZ c α                                                      (3.22) 
y  
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c
r
Z
Z
Z =                                                          (3.23) 
   
A partir de la nueva variable Z, es posible comparar valores de correlación para diferentes 
períodos, ya que se estandariza por el desvío estándar de cada muestra. Más detalles sobre 
esta estimación se pueden encontrar en Hoel (1976).  
 
Figura 3.11. Campos de coeficiente de correlación estandarizado para las marchas anuales 
de r30 tomando como referencia a Corrientes, Campinas, Santa Rosa y Buenos Aires. 
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En la figura 3.10 se muestran los campos de los coeficientes de correlación estandarizados 
(Z) entre las marchas anuales del primer coeficiente de autocorrelación (r1,i), calculados 
según la ecuación (3.14). Los valores de Z representan el grado de asociación entre las 
estaciones de referencia (localidades de Corrientes, Campinas, Santa Rosa y Buenos Aires) 
con la base de datos regional.  Las regiones que se encuentren dentro de las isolínea Z=1, 
representan los valores donde la representatividad de la estación de referencia es 
significativa con un nivel de confianza del 95%. Mientras que si se desean mayores niveles 
de confianza es posible considerar, por ejemplo, las regiones con valores mayores a 1.5 
(~99%) o 2 (~99.9%)  desvíos.   
Si se considera como limite a los valores de Z=1, se observan áreas homogéneas que 
comprenden a toda la mesopotamia, Uruguay y el norte de la provincia de Buenos Aires, si 
consideramos como referencia a la localidad de Corrientes, sin embargo si consideramos el 
limite de Z=1.5 la influencia se restringe solo al noreste Argentino. Si se analiza el área 
representativa de Santa Rosa, considerando el nivel de 99%, se observa que ésta representa 
la porción de Argentina Central, en particular a la Pampa seca, donde  la asociación con las 
estaciones costeras de la provincia de Buenos Aires es solo significativa al 95%.  Buenos 
Aires, representa en mejor medida el comportamiento de la marcha anual de la persistencia 
de la Pampa húmeda (área encerrada dentro de las isolíneas de Z=1.5), aunque si se 
considera un menor nivel de confianza, la influencia de ésta estación de referencia se 
extiende hacia el norte.   
s regiones de 
presentatividad de las estaciones de referencia  son similares a lo discutido para la marcha 
Finalmente, Campinas, tiene un comportamiento asociado a la frontera noreste del dominio 
analizado en este trabajo. Esta estación solo representa lo que ocurre al norte de S24º, 
porción que no se puede asociar a la otra estación de referencia más cercana (Corrientes). 
Por este motivo es necesario considerar esta localidad para caracterizar el comportamiento 
de la persistencia en el norte de la Cuenca del Plata.   
 Si se considera la representatividad de las memorias lejanas, en la figura 3.11 se muestra el 
mismo análisis realizado en la figura 3.10, pero para la marcha anual de la relación entre el 
día i con el día i+30 (r30,i según ecuación 3.14). En general, la
re
estacional de la persistencia, pero con un menor radio de influencia.  
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Para estudiar el grado de coherencia espacial de la persistencia, es posible analizar la 
función de correlación espacial o función de estructura (Gandin, 1970). Esta función 
describe la relación entre los coeficientes de correlación la marcha anual de la persistencia 
en varios puntos en un área relativamente uniforme, con la distancia entre estos puntos. 
Para definir esta función de estructura, supongamos que para la variable f, 
 
),(),(),(' yxfyxfyxf −=                                     (3.24) 
se tiene que la ecuación (3.24) expresa la anomalía de f respecto del valor medio en el 
punto con coordenadas x,y. Mientras que se define a  
),(),( 2' yxfyxD f =                                           (3.25) 
como la varianza del elemento f en el punto analizado. 
Ahora, si consideramos dos funciones, donde cada una depende en general de cuatro 
variables independientes (x1, y1, x2, y2) y si la variable f cumple con las condiciones de 
homogeneidad e isotropía  es posible asumir que el grado de relación entre distintos puntos 
solo dependa de la distancia entre estos. Cabe considerar que a nivel de superficie, las 
características del relieve tienen una influencia significativa en el cumplimiento de estas 
condiciones. En regiones montañosas se asume que las condiciones de homogeneidad e 
isotropía no se cumplen. En la práctica solo se puede decir que la homogeneidad e isotropía 
son condiciones solo aplicables en áreas llanas con una relativamente homogénea 
superficie. Según estas consideraciones se puede definir a la función de estructura entre los 
puntos x1, y1 y x2, y2 como 
 
),(),(
)('),('
),,,(
2211
2,211
2211
yxDyxD
yxfyxf
yxyx
ff
f =µ                             (3.26) 
 
. Básicamente, 
sta función relaciona el nivel de asociación entre una variable (en éste caso la persistencia 
y precursores) en una localidad  con la misma información en distintas ubicaciones, es decir 
 
 
Con estos elementos, es posible estudiar el radio de influencia evaluando la función de 
estructura sobre las marchas anuales de la persistencia y memorias lejanas
é
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se tiene el nivel de asociación entre estaciones en función de la distancia. En la figura 3.12 
se muestran las funciones de estructura, para las marchas estacionales de  r1,i, r30,i, r45,i  y 
r60,i.. En general, tanto para la persistencia  como para las asociaciones lejanas se observa un 
radio de influencia de entre 500 y 1000 Km. Aunque si bien, la influencia decrece para las 
asociaciones entre observaciones mayores a 45 días (aproximadamente a 500 Km), estas 
siguen siendo de gran escala, con lo cual es posible inferir sobre la naturaleza de los 
procesos físicos que conforman memorias lejanas dentro de las series temporales de 
se muestran los campos 
sociados a la magnitud y fecha de ocurrencia de las marchas anuales de r45,i y r60,i con 
temperatura. En este sentido, Minetti, (1991) muestra que las singularidades climáticas 
intraestacionales se pueden deber al comportamiento altamente recurrente de definidos 
tipos de circulación.  
Figura 3.12. Función de estructura para la marcha anual de r1 (a), r30 (b), r45 (c) y r60 (d). 
 
Otra pregunta que surge sobre el aspecto regional  de los precursores, es sobre si existe una 
estacionalidad definida en la ocurrencia de estos. En la figura 3.13 
a
i=1,…,365 sobre la temperatura mínima. Estos valores fueron obtenidos a partir de las 
series suavizadas con promedios móviles, ya que se desea representar la estacionalidad 
regional más que efectos peculiares producto de la inestabilidad de la estimación asociada a 
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Figura 3.13. Campos del coeficiente de autocorrelacion máximo (izquierda) y fecha de 
ocurrencia (derecha)  para lag k=45 (arriba) y para el lag k=60 días (abajo). 
  
la longitud de períodos de la base de datos regional. Comparando estos dos desfasajes, se 
observa la mayor señal en los cuasi-ciclos asociados a 60 días. Para  45 días se observan las 
mayores asociaciones en este período en el estado de Paraná, Brasil y en el norte de Chile. 
En general periodicidades de este tipo se dan preferentemente entre los meses de abril y 
nio en casi toda la región, solo con la excepción del área andina donde el máximo de 
asociaciones son significativas en casi toda la región con valores de  máximos  de r60,i entre 
ju
asociaciones tiende a observarse en primavera.  
Por otro lado, para desfasajes de 60 días se observa en general una mayor señal, donde las 
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Figura 3.14. Distribución espacial de fecha de ocurrencia (arriba) y la cantidad de rk 
significativos (abajo) entre 1 y 10 días (izq) y entre 11 y 180 días (derecha). 
 
0.4 y 0.6, todos significativos al 95%, hasta para las estaciones con períodos más cortos. En 
ciones entre fines del invierno y la primavera, una 
gión en el centro del continente donde los máximos tienden a ocurrir en otoño y en la 
costa pacífica donde la ocurrencia es preferente en invierno.     
cuanto a la estacionalidad de estas periodicidades, se pueden destacar tres regiones que se 
distinguen por su orientación meridional. Una región costera que comprende el litoral 
atlántico desde la Patagonia hasta Brasil, donde también se incluye el noreste Argentino, 
que muestra la presencia de éstas asocia
re
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Para generalizar éste análisis, se propone estudiar la distribución espacial sobre los días que 
poseen una mayor persistencia (o días correlacionados significativamente sin que las 
dependencias se interrumpan) y sobre los días que presentan mayor cantidad de 
asociaciones distantes significativas. En la figura 3.14 se muestran las distribuciones 
espaciales de las fechas de ocurrencia (i) con mayor cantidad de rk,i significativos  entre 1 y 
10 días (persistencia) y entre 11 y 180 días (precursores). 
Si consideramos a la persistencia, en toda la región al norte del paralelo S36º se observa la 
mayor dependencia para los meses de otoño y comienzo del invierno, siendo estos valores 
de dependencia entre 4 y 7 días en concordancia con lo mostrado en la figura 3.3. Al sur de 
este dominio y en la porción continental se observan que los días más persistentes se dan en 
primavera. Esto no ocurre en la costa atlántica de la Patagonia donde los días con mayor 
cantidad de memorias significativas se deben buscar entre fines de otoño y comienzo del 
invierno. Para los precursores (asociaciones significativas del día i con el día i+11 hasta el 
día i+180) se tiene que existe una mayor tendencia a la presencia de memoria distantes en 
las series de temperatura entre invierno y primavera en el norte y centro de Argentina y sur 
de Brasil con entre 15 y 20 asociaciones distantes significativas por día del año. Así mismo, 
la Patagonia muestra un comportamiento diferenciado donde la mayor preferencia  es en 
otoño.  
 
3.5 Variabilidad de baja frecuencia de la persistencia  
 
En la sección anterior se mostró que existen cambios estacionales y espaciales en la 
persistencia, definida ésta por el primer coeficiente de la función de autocorrelación. Ahora 
se desea establecer si además existe una variabilidad interanual definida que pueda producir 
cambios en la estimación de los modelos de diagnóstico y pronóstico objetivo. Como se 
.  
omo se mostró anteriormente, la principal diferencia entre las dos estimaciones es el uso 
de las medias de cada muestra (ecuación 3.5), que permite comparar la variabilidad interna 
mostró al inicio de éste capítulo, es posible estimar la función de autocorrelación para 
distintas submuestras de una serie temporal de distintas maneras (ver ecuaciones de (3.5) a 
(3.12)). En particular se consideró cada submuestra conformada por la información diaria 
de cada año del registro
C
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Figura 3.15. Marcha interanual del primer coeficiente de autocorrelación calculado según 
ecuación (3.7) (azul), y valor medio (ec. (3.8)) (azul en línea de puntos) y frecuencia anual 
de autocovarianzas negativas para el lag 1 (antipersistencia) en rojo para la temperatura 
máxima en las estaciones de referencia. 
 
de la persistencia y asociaciones lejanas de cada año. Por otro lado, si se calcula la función 
de autocorrelación utilizando la media y varianza total (ecuación 3.9) de la muestra, es 
posible estimar si existen cambios de largo plazo, ya que se compara la persistencia de cada 
año respecto de un origen común.    
Siguiendo la misma línea de razonamiento y dado que el primer coeficiente de 
autocorrelación de cada año representa la persistencia, es posible definir como primer 
aproximación a la antipersistencia como a la cantidad anual de los términos de 
autocovarianzas entre el día i con el i+1 que tienen signo negativo. Esto implica, que un 
ño con mayor cantidad de autocovarianzas negativas está relacionado con una mayor a
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cantidad de transiciones, es decir hay un mayor paso de anomalías negativas a positivas o 
viceversa.  
 
Figura 3.16. Marcha interanual del primer coeficiente de autocorrelación calculado según 
ecuación (3.7) (azul), y valor medio (ec. (3.8)) (azul en línea de puntos) y frecuencia anual 
de autocovarianzas negativas para el lag 1 (antipersistencia) en rojo para la temperatura 
mínima en las estaciones de referencia. 
  
En las figuras 3.15 y 3.16 se muestran las marchas interanuales de r1 y frecuencia anual de 
autocovarianzas negativas estimadas según la ecuación (3.7), es decir cada autocovarianza 
es calculada respecto de los valores medios y varianzas de cada año.  En general se observa 
que para los años con mayor/menor persistencia hay una menor/mayor cantidad de términos 
de la autocovarianza negativos. A partir de esto se puede caracterizar los años dominados 
por fenómenos más persistentes están asociados directamente a una disminución en la 
cantidad de cambios de estados. Sin embargo, a pesar de ser esto cierto, también se 
bservan algunos años donde hay una relación directa entre el primer coeficiente de  o
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Figura 3.17. Espectro Wavelet estimado en base a las marchas interanuales del primer 
coeficiente de autocorrelación calculado según ecuación (3.7) (azul), y valor medio (ec. 
(3.8)). Los contornos blancos representan el nivel de significancia del 5%, respecto de un 
modelo autoregresivo. 
 
autocorrelación y la frecuencia anual de autocovarianzas. Esto implica que, por ejemplo un 
año se puede definir como altamente persistente con gran cantidad de cambios estados, pero 
existen algunos casos de eventos cálidos o fríos extremos (es indistinto, en ambos casos se 
tienen valores positivos de las contribuciones de la autocovarianza), que por su magnitud y 
persistencia influencian directamente la estimación del primer coeficiente de 
autocorrelación.  
Si analizamos la variabilidad de baja frecuencia de estas series, en la figura 3.17 se muestra 
el espectro Wavelet donde se muestra la densidad espectral asociada a las marchas de r1 en 
función del tiempo para Campinas, Tucumán, Buenos Aires y Río Gallegos. En general se 
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Figura 3.18. Marcha interanual del primer coeficiente de autocorrelación calculado según 
ecuación (3.11) (azul), y valor medio (ec. 3.12) (azul en línea de puntos) y frecuencia anual 
de autocovarianzas negativas para el lag 1 (antipersistencia) en rojo para la temperatura 
máxima en las estaciones de referencia. 
observa que para todas las estaciones existen oscilaciones de períodos entre 18 y 25 años, 
aunque estas periodicidades presentan cambios con el tiempo. Principalmente, el mayor 
cambio de la variabilidad regional se observa entre los años 1950-1970, salvo en Río 
Gallegos donde se observa una periodicidad de aproximadamente 18 años durante todo el 
registro. Estos cambios de baja frecuencia concuerdan con los resultados obtenidos en 
distintas variables del sistema climático por Compagnucci y Vargas (1983), Minetti (1989), 
Minetti y Carletto (1990) y Vargas et al (2002), donde encuentran señales con períodos 
entre 17 y 26 años.   
En las figuras 3.18 y 3.19 se analizan las marchas interanuales de r1 y frecuencia anual de 
autocovarianzas  negativas  estimadas  según  la  ecuación  (3.9).   En  este  caso  cada               
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cuación (3.11) (azul), y valor medio (ec. (3.12)) (azul en línea de puntos) y frecuencia 
nual de autocovarianzas negativas para el lag 1 (antipersistencia) en rojo para la 
mperatura mínima en las estaciones de referencia. 
utocovarianza es calculada respecto de los valores medios y varianzas de toda la muestra. 
ado que cada año es comparado con los mismos parámetros muestrales, esta estimación 
rovee un sistema de referencia fijo, que permite analizar los cambios en el largo plazo. En 
stas representaciones se observa que los mayores cambios se observan al igual que en el 
aso anterior entre los años 1950-1970, en algunos casos con un aumento de la variabilidad 
 en otros en la forma de saltos o cambios abruptos.  Esto también se puede observar en el 
análisis espectral Wavelet (figura 3.20) donde se observa en este período en particular la 
aparición de oscilaciones de distintas frecuencias (entre 8 y 16 años).  
Estos cambios analizados en la persistencia evidencian probablemente la variación en la 
frecuencia de distintos tipos de circulación que tienen un impacto directo en la estructura 
Figura 3.19. Marcha interanual del primer coeficiente de autocorrelación calculado según 
e
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térmica regional. Así mismo, variaciones de este tipo pueden tener serios impactos socio-
económicos ya que estos afectarían directamente la frecuencia y duración de los eventos 
extremos. Por esto el seguimiento o monitoreo de los cambios de estado en escala 
intraanual de las variables que definen tanto a la persistencia como a la antipersistencia se 
vuelve una herramienta necesaria a la hora de decidir sobre la validez y comprensión de las 
características generales del modelo de pronóstico objetivo a utilizar.  
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igura 3.20. Espectro Wavelet estimado en base a las marchas interanuales del primer 
coeficiente de autocorrelación calculado según ecuaci
3.12).  Los contornos blancos representan el nivel de
modelo autoregresivo. 
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El estado del sistema climático es especificado por un conjunto finito de números, 
denominado “vector de estado” (xt), el cual evoluciona de acuerdo a un conjunto de 
ecuaciones conocidas. Aunque el modelo que describe la evolución del sistema es 
conocido, el estado puede ser incierto por errores en las observaciones o también por que el 
modelo contiene términos que varían aleatoriamente (DelSole and Tippett, 2007). Así, la 
ás completa descripción del sistema y sus incertezas se puede lograr a través de su 
bilidades (PDF). Esta distribución se puede interpretar 
omo la densidad de posibles estados. Por esto, como cada estado evoluciona de acuerdo 
ente se denomina como probabilidad de transición (Wilks, 2002).  
m
función de distribución de proba
c
con las ecuaciones que gobiernan el sistema, también cambian las PDF que describen la  
densidad de estados (Lorenz 1963).  
Si las ecuaciones que gobiernan el sistema contienen procesos aleatorios de alguna clase, 
para que ocurra lo mencionado en el párrafo anterior, el sistema debe satisfacer las 
propiedades de Markov. Esto significa que dado un estado xt para el tiempo t, se mantiene 
inalterada la probabilidad condicional de un estado futuro en el tiempo t+τ, aunque se 
introduzca información de tiempos anteriores a t. La distribución de estados futuros xt+τ se 
denota p(xt+τ|xt) y usualm
Estas probabilidades de transición se pueden calcular a partir de un modelo determinístico o 
estocástico y describen completamente la evolución de los procesos markovianos.  
Las probabilidades de transición también implican un grado específico de correlación serial 
o persistencia. Supongamos una serie temporal binaria, por ejemplo el primer estado es el 
contiene todas las anomalías de temperatura negativas (estado 0) mientras que el segundo 
es el que representa valores de anomalías superiores a cero (estado 1). Por lo tanto las 
probabilidades de transición se pueden definir como: 
 { }00Pr 100 === + tt xxp                                                   (4.1) { }01Pr 101 === + tt xxp                                                     (4.2) { }10Pr 110 === + tt xxp                                                     (4.3) { }11Pr 111 === + tt xxp                                                       (4.4) 
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E
 tiempo t+1 determinado por el xt=0 en el 
empo t. Del mismo modo las ecuaciones (4.3) y (4.4) expresan la distribución de 
n conjunto, las ecuaciones (4.1) y (4.2) constituyen la distribución de probabilidad 
condicional para el valor de la serie temporal en el
ti
probabilidades condicionales para el próximo valor de la serie temporal considerando que 
el valor actual es xt=1.  
Con esto es posible escribir el primer coeficiente de autocorrelación (lag=1) en términos de 
las probabilidades de transición  (Wilks, 2002); 
 
01111 ppr −=              
 
condicionales son iguales y la serie es simplemente un 
ce de que la temperatura exceda un cierto umbral 
stantáneamente puede cambiar a un 100% de certeza luego de que la temperatura fuese 
or esto, el carácter de la dinámica del sistema, lineal o no lineal y la precisión de las 
                                         (4.5) 
En el contexto de una cadena de Markov, r1 es conocido usualmente como el parámetro que 
define la persistencia (ver capítulo 2). Por esto, mientras el coeficiente r1 crece, la 
diferencia entre p11 y p01 crece, es decir es mucho más probable que el estado 1 sea seguido 
por el mismo estado y menos probable que evolucione al estado 0.  Esto significa que existe 
una tendencia de que los estados 0 y 1 se agrupen en intervalos de tiempo, es decir tienden 
a ocurrir en secuencias o n-tuplas. Por otro lado, para una serie temporal que no presenta 
autocorrelación puede ser caracterizada por r1=p11-p01=0. En este caso las dos 
distribuciones de probabilidades 
conjunto de realizaciones independientes. 
Así mismo, la PDF condicional que describe el estado del sistema y por lo tanto su 
predictabilidad cambia discontinuamente luego de que el sistema sea observado. Por 
ejemplo, un 10% de chan
in
observada.  
P
observaciones de los estados iniciales deciden sobre el horizonte de la predictabilidad. Para 
los sistemas más complejos, como los asociados a procesos climáticos o económicos, se 
tiene en general poco conocimiento acerca de su predictabilidad (Feistel, Ebeling (1989) y 
Ebeling, (2002)). El principal tema que se discute en este capÍitulo es acerca del 
comportamiento espacial y temporal acerca de las chances de predecir estados térmicos 
futuros a través de la persistencia.    
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Una herramienta básica para responder a estas preguntas es la teoría de la información a 
través  de la entropía condicional  introducida por Shannon (ver Shannon 1948 y 1950) y 
utilizada por muchos investigadores como Leung and North (1990), Ebeling (1997), 
atura considerando solamente dos estados, es decir valores diarios por encima y por 
ebajo de la marcha estacional. Para el día t existe una incerteza acerca de cual estado 
térmico tendrá el aire en superficie en el día t+1. La ocurrencia de eventos d
volucionan estocásticamente contiene 1 bit de información. En general, una variable que 
nalmente al nivel 
e este conocimiento. Ahora supongamos una variable del sistema climático que puede 
alcanzar ocho posibles estados, pero se conoce que para una determ
de tiempo que estos estados son imposibles. El conocimiento de que en algunos casos 
iertos eventos son imposibles reduce la incerteza que existe sobre el sistema, dejando en 
Por lo tanto, a través de la sustracción de 
formación entre las condiciones iniciales de conocimiento del sistema respecto de las 
r es el riesgo de hacer una predicción 
rrónea.      
Werner et al (1999), Molgedey y Ebeling: (2000), Roulston and Smith (2002), Balling and 
Roy (2004), DelSole and Tippett (2007), Tang et al (2008) y Naumann and Vargas (2009). 
 
4.1 Definición de Entropía 
 
Supongamos, nuevamente que es posible tratar al problema de la evolución de la 
temper
d
icotómicos que 
e
puede alcanzar N posibles estados contiene log2(N) bits de información. Por esto, a mayor 
numero de posibles estados, mayor es la incerteza, la que se refleja en un mayor grado de 
información.    
Sin embargo, si existe algún grado de conocimiento del sistema (sobre los posibles valores 
que tomara en el dia t+τ), la cantidad de información se reduce proporcio
d
inada región o intervalo 
c
este caso solo dos posibles estados térmicos.  
in
actuales se obtiene en este caso log2(8) – log2(2)=2 bits de información. 
Extendiendo este razonamiento, se observa que a un mayor conocimiento acerca de los 
posibles estados que puede alcanzar el sistema meno
e
)(log)(log)(log)(log)(log 22222 P
NN
NN
inicialactual
actualinicial        (4.6) 
donde P es la probabilidad de acierto. 
N actual −=N inicial −==−
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Figura 4.1. Entropía (H) en función de la probabilidad de  x=1 considerando un sistema que 
solo puede alcanzar dos estados (x=0 y x=1). 
 partir de esto es posible definir la entropía (H) de acuerdo a  Shannon, (1948 y 1950), 
cuyo nombre es explicado por la similitud con la entropía de Boltzmann relaciona
dística. El parámetro H es una cantidad fundamental en la aplicación de la teoría 
de la información a sistemas dinámicos y series temporales. Supongamos que x es una 
variable discreta que puede tomar i=1…m valores posibles (símbolos), entonces 
ix
ii xpxpxH ))((log)()( 2                                         (4.7) 
e la ecuación (4.7) se puede deducir que la mayor incerteza de una fuente de información 
se tiene cuando todos los símbolos de salida de la fuente
tados ocurre de manera determinística  [Pr(x=1) = 1 ó 
r(x=0)=1]. Por otro lado, cuando todos los resultados son igualmente probables la 
incerteza del sistema aumenta, con lo cual los eventos son pocos predecibles y la entropía 
alcanza su máximo valor (H=1). 
 
A
da con la 
física esta
∑=−= m
D
 tienen la misma probabilidad. En 
la figura 4.1 se muestra la entropía (H) en función de la probabilidad de que x=1 para 
eventos dicotómicos [Pr(x=0) = 1- Pr(x=1)]. Aquí se observa que la menor entropía (H=0) 
se tiene cuando alguno de los dos es
P
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Ahora, si se consideran m estados, la entropía varia de 0 hasta log(m), con lo cual la 
entropía se puede estandarizar para que sus valores varíen entre 0 y 1, calculando el 
cociente entre la entropía observada y su máximo (se obtiene al considerar que los m 
estados son equiprobables).     
 
símbolos A={A1,A2,…,Am}. La construcción de estas secuencias a partir de series 
temporales bi-dimensionales  se detalla en la sección 4.2.  Una vez obtenida una 
discretización de la información es necesario conocer la incerteza de predecir un estado 
dentro de una secuencia de datos y como cambia la predictabilidad luego de que se 
introduce información de estados pasados.  
El estudio de las secuencias de estados se basa en la posibilidad de tomar más de un estado 
y su probabilidad de ocurrencia a lo largo de una secuencia de n-días. Para esto, es posible 
tomar un bloque de n-días y calcular la probabilidad de encontrar cada estado en esta 
secuencia. Esta probabilidad (pi
n ) puede ser calculada estimando la frecuencia relativa de 
ocurrencia del bloque i respecto de los N-n+1 bloques en la secuencia. Por lo tanto la 
entropía Hn de una secuencia depende del tamaño del bloque y se calcula según la ecuación 
(4.8); 
4.1.1 Entropía de una secuencia de estados 
 
A partir del concepto de entropía es posible detallar aspectos cuantitativos sobre la 
predictabilidad. Para esto, en el caso de una variable continua como la temperatura es 
necesario discretizar sus series temporales. A partir de este procedimiento se obtienen 
secuencias de longitud N de los diferentes estados térmicos caracterizados por m diferentes 
 ∑∑ == −=−= mix nimnimix ninin ppppmH )(log)log()log(1                 (4.8) 
 
 Las dos expresiones de la derecha son equivalentes y refiere a la entropía H1 normalizada 
en 1, dado que existen m posibilidades para el valor de un estado. Análogamente se puede 
definir Hn a partir de una secuencia de longitud representada por valores de los m estados 
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de la variable. Sea  p(A1…An) la probabilidad de encontrar una secuencia con los estados 
itud n se define como; 
bién es posible considerar un sistema descrito en términos de dos variables aleatorias X 
e Y, definidas en un mismo espacio de probabilidades.  Si X e Y son independientes, dado 
ue la entropía es una propiedad aditiva, se cumple  
Y
A1…An, entonces la entropía por secuencia de long
 
)...(log)...(
}...{
11
1
n
m
AA
nn AApAApH
n
n
∑−= λ                                 (4.9) 
 
4.1.2 Entropía local, condicional y dinámica. 
 
Tam
q
 
)(),( HXHYXH )(+=                                           (4.10) 
 esto, se introduce la 
antidad denominada entropía local H(X|yi) que representa la incerteza acerca del valor de 
X cuando un dete  yi de Y es observada; 
Sin embargo, la existencia de una dependencia estadística entre las variables implica una 
menor incerteza en la determinación de una a partir de la otra. Por
c
rminada secuencia
 ∑=
medio de H(X|yi) sobre todos los yi cuya probabilidad de ocurrencia es 
−= n
jy
ijiji yxpyxpyXH )(log)()(                              (4.11) 
Tomando el pro
q(yi), se define la entropía condicional H(X|Y) de X dada por Y como la incerteza 
remanente acerca de X dada por el conocimiento de la evolución de Y: 
 ∑== 11 )(log)()(j jijii yxyxpyq                      (4.12) ∑−= 21)( mmi pXYH
 
A partir de las ecuaciones (4.11) y (4.12) se puede definir la entropía local luego de un 
bloque específico como 
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 ∑= +++ −= mi jnjinjnjinjnjn AAApAAApAAAH 1 1)1(1)1(11 )...(log)...()...(      (4.13) 
y la entropía condicional luego de n bloques es 
 ∑∑= = +++ = mi mj jnjinjnjinnn AAApAAApAAAH 1 1 1)1(1)1(11 )...(log)...()...(      (4.14) 
Además  
)...()...()...( 11111 AAAHAAHAAH nnnn ++ +=                    (4.15) 
dado que la probabilidad de ocurrencia de cualquier bloque es igual a 1. Esto se puede 
escribir en general como; 
 
nnnn
HHH 11 ++ +=                                              (4.16) 
Según la ecuación (4.16) es posible definir la incerteza relacionada con la determinación 
del estado An+1 luego de n estados conocidos. Esta cantidad se la denomina entropía 
dinámica y según la ecuación (4.17) 
 
nnn HHh −= +1  (4.17) 
Esta definición se completa definiendo h0=H1 que es la incerteza de determinar un estado 
sin información previa. Así mismo, el máximo nivel de incerteza [en unidades de log(m)] 
es hn=1. por lo tanto es posible definir la predictabilidad media como la diferencia entre las 
incertezas máxima y observada: 
nn hr −= 1                                                       (4.18) 
sto significa que la predictabilidad se relaciona con la certeza que se tiene sobre el 
paración con el conocimiento disponible. 
dades en la figura 4.2 se muestra la entropía condicional en 
los parámetros climatológicos es posible afirmar que el examen de una duración más larga 
E
siguiente estado en el futuro en com
 A fin de analizar estas propie
función de la longitud de las secuencias en cuatro series de referencia. Aquí las diferencias 
entre la entropía condicional es mayor entre las secuencias de longitud tres y cuatro 
respecto de las demás. Esto significa que el crecimiento de la información es mayor entre el 
primer y el segundo día respecto de los días siguientes. En este rango, para la previsión de 
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conduce a una mejora de la predictabilidad del día siguiente. Por otro lado, si analizamos el 
comportamiento espacial de este parámetro podemos ver un comportamiento latitudinal 
Figura 4.2. Entropía condicional  (incerteza) en 
.1.3 Entropía Conjunta e información Mutua 
uando se consideran dos variables discretas x e y para el mismo tiempo t, es posible medir 
ado i 
simultáneamente que la variable y alcance el estado j. 
donde se observa una mayor incertidumbre en Río Gallegos (lat = S52 º) y menor 
incertidumbre en las regiones tropicales (Tucumán y Campinas).  
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función de la longitud de secuencias de días 
(n-tupla) en Campinas (gris), Tucumán (puntos), Buenos Aires (líneas) y Río Gallegos 
(negro).  
 
4
 
C
el grado de incertidumbre o la información asociada entre ellas. La cantidad que mide estas 
propiedades es la entropía conjunta [H(x,y)]. Si x e y pueden tomar m1 y m2 valores 
respectivamente, entonces la entropía conjunta se puede calcular como; 
 
    
 
 
Donde pij representa la probabilidad de que la variable x se encuentre en el est
(4.19)∑∑= == 1 2 )),(log(),(),( m ix m jy ijij yxpyxpyxH
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La entropía conjunta varía desde la entropía mínima teórica (H=0) hasta log(m1)+log(m2). 
La relación entre la entropía conjunta y las entropías individuales es; 
 
                           )()(),( yHxHyxH +≤                                            (4.20) 
 
Esta relación muestra que la entropía conjunta es siempre menor a la suma de las entropías 
de cada variable. La igualdad solo es válida para el caso en que las variables x e y son 
independientes. 
Por otro lado, es posible definir a la información mutua (MI) como una medida de la 
información compartida por dos variables. Esta cantidad puede definirse en función de las 
entropías individuales y conjunta de dos variables x e y según; 
 
                                      ),()()(),( yxHyHxHyxI −+=                                 (4.21) 
 
Si las dos variables son independientes, entonces la entropía conjunta es igual a la suma de 
las entropías individuales y por consiguiente la información mu  es cero. 
En resumen, se puede expresar  la relación entre las diferentes entropías de dos variables x 
e y a través del diagra  figu 3. En este diagram enn se tiene que cada 
ariable tiene su propia entrop mpartida (intersección entre las 
ue la entropía 
ondicional describe la información particular de cada variable. Finalmente la entropía 
ndividuales. 
tua
ma de la ra 4. a de V
v ía H(x) y H(y). La región co
dos variables) se encuentra representada por la información mutua, mientras q
c
conjunta es la suma de la información de las dos variables.  A partir de este diagrama es 
claro que cuando las dos variables son independientes, la información mutua es 0, la 
entropía condicional es igual a cada entropía individual y la entropía conjunta es la suma de 
estas entropías i
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Figura 4.3. Diagrama de Venn que describe las relaciones entre las diferentes entropías 
entre dos variables x e y. 
 
4.2 Análisis de Cluster.  
En este tipo de análisis, se dispone de los valores de p variables X explicativas, para N 
objetos, y el objetivo es agruparlos en K grupos (K < N), de tal manera que los individuos 
s individuos de otros grupos. Este planteamiento 
etodología estadística habitual ya que aquí no hay una 
que pertenecen a un grupo se parezcan lo más posible entre sí con respecto a esas variables, 
y a su vez difieran lo máximo posible de lo
es completamente diferente de la m
hipótesis previa. 
Existen diferentes procedimientos para construir los grupos, y diferentes formas de 
determinar cómo se mide la similitud. Para ello se introduce el concepto de distancia entre 
las observaciones, que a su vez también viene determinado por el tipo de variables que se 
analizan, ya sean éstas cuantitativas como por ejemplo la temperatura, cualitativas ordinales 
en las que al resultado se le puede asignar un número cuyo orden tiene sentido, pero no la 
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diferencia entre dos valores, y cualitativas nominales que corresponden a una etiqueta y 
donde la similitud se determina como simple coincidencia de valores. 
Para esta clasificación se utilizó el metodo P.A.M. (Kaufman y Rouseeuw, 1990) descrito 
en el capitulo 1. Básicamente este algoritmo se basa en la búsqueda de k objetos 
representativos del conjunto de datos (centroides), que representa la estructura de las 
observaciones. Un centroide se define como el grupo de objetos cuya desemejanza media 
respecto el resto de los objetos del grupo es mínima. Si j representa el centroide del grupo 
C, la distancia media (D) para todos los objetos de C respecto de j es calculada como; 
 
j
Ci
ij
j
N
d
D
∑∈=                                       (4.22) 
donde N es el num  de miem del gru . Lueg encont  conjunto de k 
centros, se construyen k grupos sters) a ndo ca bservación al  centro más 
cercano. 
 
4.2.1 Descripción lasificac sobre la ies de T eratura
 
En esta sección ribe la ificación conjunta de las temperaturas máximas y 
mínimas diarias s localidad Corrient ste deta retende trar en detalle el 
alcance de la clasificación bivariada, describir las propiedades de los grupos, su asociación 
con la precipitación y diferentes patrones de circulación.   
sí, al efectuar la clasificación mediante el método PAM, se obtienen cuatro grupos, los 
representado por las anomalías de 
mperatura, sino por  un símbolo, el cual  hace referencia a la pertenencia de grupo.  
 
diferencias 
significativas en su estructura. El grupo 1, está caracterizado por valores superiores a los 
                      
ero bros po C o de rar el
 (clu signa da o
 de la c ión s ser emp   
se desc clas
obre la  de es. E lle p mos
A
cuales están caracterizados  por sus cuatro centroides. A partir de esto se obtiene una nueva 
serie de valores discretos donde cada día ya no está 
te
En la tabla 4.1 se muestran los valores de los centros acompañados de la cantidad de casos 
que fueron clasificados como pertenecientes a cada grupo. Analizando el valor de SC, se 
halla que para esta estructura el valor es de 0.57, lo que está evidenciando una  
clasificación matemáticamente consistente (ver datos y métodos).   
Luego, analizando la conformación de los grupos, se observan algunas 
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medios, tanto en la temperatura máxima como en la mínima. Por lo tanto, estos días están 
asociados a condiciones cálidas. Lo mismo ocurre con el grupo 4, aunque en sentido 
inverso, donde las anomalías características de este conjunto son negativas, lo que 
evidencia días con condiciones frías. El grupo 2 representa los días con gran amplitud 
térmica, ya que se tienen valores positivos de Tx’, mientras que los valores de la 
temperatura mínima se encuentran cerca de los valores medios.  Finalmente el grupo 3, con 
valores de Tx por debajo de la media y Tn cercanos a los valores medios, caracteriza a los 
días con escasa amplitud térmica.    
 
  Tx' Ti' N 
Grupo 1 5.4 4.8 7691 
Grupo 2 1.1 0.2 13647 
Grupo 3 -4.5 -0.5 6920 
Grupo 4 -4.8 -5.8 5981 
 
Tabla 4.1 Centroides correspondientes a los cuatro grupos obtenidos en Corrientes 
 
 
Los grupos 1 y 4 están asociados a eventos que responden a una estructura definida, 
representando  tanto a días cálidos como fríos respectivamente. Con esto surge una nueva 
pregunta, ¿es posible clasificar a los grupos 2 y 3 como representantes de  estructuras de 
o en escala anual de las anomalías 
edias anuales de temperatura (Tx* y Tn*) en relación a la precipitación anual en 
 precipitación se ubican en 
l cuadrante correspondiente  a anomalías medias de Tx negativas y Tn positivas, 
mayor escala?  
Para responder esta pregunta se analiza el comportamient
m
Corrientes (figura 4.4). Aquí se observa que los años con mayor
e
destacándose la ausencias de eventos secos (es decir precipitaciones anuales menores a 
1200 mm, el valor medio corresponde a 1290 mm). También se observan algunos máximos 
locales en los años cálidos (Tx* >0 y Tn*>0), aunque en este cuadrante, sí existen valores 
deficitarios en la precipitación anual.  
En cuanto a los años secos, estos se encuentran mejor definidos, encuadrados casi 
exclusivamente en años con condiciones de Tx* >0 y Tn* <0, donde la precipitación anual 
no superó los 1300 mm.  
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Figura 4.4. Relación entre las  anomalías medias anuales de temperatura (Tx* y Tn*)  y la 
precipitación anual en Corrientes. 
 
En referencia a estos resultados a escala anual, se puede concluir que es condición 
suficiente la presencia de valores de Tx* >0 y Tn*<0  y  Tx* <0 y Tn*>0 para la ocurrencia 
de años húmedos y secos respectivamente. Además la ocurrencia de estos fenómenos es 
as y la 
recipitación está bien definida, es necesario conocer lo que ocurre a escala diaria. Con este 
e la precipitación diaria y la pertenencia a cada 
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más frecuente en estos cuadrantes que en cualquier otro.  
Si bien a escala anual la asociación entre las anomalías de temperaturas extrem
p
fin se analizó la asociación de la precipitación diaria con la ocurrencia de cada uno de los 
grupos.    
En la tabla 4.2 se muestra la relación entr
grupo. Debido a que todos los grupos tienen distinto tamaño, las frecuencias relativas se 
calcularon respecto al total de casos de cada cluster.  En cuanto a la relación con los días 
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secos, se tiene que éstos ocurren preferentemente en presencias de las condiciones dadas 
por los grupos 2 (Tx’ >0 y Tn’ ≈0) y 4  (Tx’ <0 y Tn’ <0). Cabe mencionar que la ocurrencia 
de días secos dentro de la muestra asociada  al grupo 3 (Tx’ <0 y Tn’ ≈0) es en general un 
20% menor que bajo los restantes grupos.  
 
frecuencia (%) Precipitación 
[mm] Grupo 1 Grupo 2 Grupo 3 Grupo 4 
0 76% 78% 60% 89% 
(0,5] 10% 10% 19% 7% 
(5,10] 3% 3% 5% 2% 
(10,15] 2% 2% 3% 1% 
(15,20] 2% 1% 3% 0% 
(20,25] 1% 1% 2% 0% 
(25,30] 1% 1% 2% 0% 
(30,35] 1% 1% 1% 0% 
(35,40] 1% 1% 1% 0% 
(40,45] 1% 1% 1% 0% 
(45,50] 0% 1% 1% 0% 
(50,55] 0% 0% 0% 0% 
(55,60] 0% 0% 1% 0% 
> 60 1% 1% 2% 0% 
 
Tabla 4.2.  Frecuencias porcentuales de precipitación acumulada en 24 hs relacionada con 
la clasificación de anomalías de Tx y Tn en Corrientes. 
 
Si ahora se consideran los días con precipitación, se aprecia que el grupo 3 está asociado a 
la mayor cantidad de días húmedos. Así mismo este grupo está asociado preferentemente a 
s eventos de lluvias extremas (en este caso precipitación  ≥ 50 mm), con el 3% de estos
asos. Además, aunque en menor medida se encuentran días húmedos en los grupos 1, 2 y 
 
 propia. Es decir, se obtienen 
ubicación de los cuatros centroides que representa cada conjunto.  
lo  
c
4, este último está asociado a eventos de precipitación de escasa intensidad.        
Con estos elementos, es posible establecer que la clasificación además de ser consistente
matemáticamente, determina estructuras  físicas con entidad
objetivamente cuatro grupos, los cuales se asocian a condiciones cálidas (grupo 1), secas 
(grupo 2), húmedas (grupo 3) y frías (grupo 4). En la figura 4.5 se muestra el espacio 
bidimensional conformado por las anomalías de temperatura máxima y mínima y la 
134 
 Capítulo 4 – Predictabilidad y Teoría de la Información 
 
Figura 4.5. Grupos de datos en el espacio bidimensional Tx’-Tn’ (círculos) y los centroides 
(cruces) correspondientes a los cuatro grupos obtenidos. 
 
4.2.2  Asociación de la clasificación con tipos de circulación  
 
Como ya se ha mostrado en las secciones anteriores, la clasificación aplicada a las 
anomalías de temperatura contiene información de procesos físicos de mayor escala. En 
particular, los grupos encontrados están asociados a diversos tipos de circulación con 
aracterísticas propias.  Para validar esta relación, se analizaron los campos medios 
asociados a los tipos de circulación diferenciados para
Resultados similar e detalla para ta localidad se encontraron para otras 
estaciones de la reg n, 20 ). En la iguras 4  y 4.7 se uestran los campos 
medios de anomalías de altura geopotencial, te eratura, medad específica y  viento en 
el nivel de 1000 hPa. La información analizada corresponde al reanálisis NCAR/NCEP 
(Kalnay et al. 199 on a tir del bsite de atic Diagnostic Center.  
Analizando la figu pos dios asociados con el centroide cálido muestra la 
videncia del anticiclón semipermanente del Atlántico sur sobre la región mesopotámica. 
La advección térmica positiva prevalece en toda la región es la principal causa anomalías 
de temperatura extremas observadas en prácticamente todo el dominio, con los mayores 
c
 cada grupo en Corrientes. 
es al que s es
ión (Nauman 06 s f .6  m
mp  hu
6 r) y se obtuvie  par  we l Clim
ra 4.6, los cam  me
e
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Figura 4.6. Campos medios de anomalías de altura geopotencial y temperatura en el nivel 
de 1000 hPa para los grupos a) frío, b) cálido, c) seco y d) húmedo en Corrientes.  
 
alores en la región central de  Argentina. El efecto opuesto se observa para los días 
 como secas, se destaca la presencia de anomalías de 
ltura geopotencial sobre Uruguay, excluyendo la influencia del anticiclón semipermanente  
y posible presencia de 
a) b)
c) d)
v
clasificados como fríos, donde un sistema de alta presión dinámico asociado con 
irrupciones de aire frío domina la región.  
 Para las condiciones clasificadas
a
del Atlántico. Mientras que para los días clasificados como húmedos se observa un eje de 
mínima presión asociado a la presencia de sistemas frontales en el norte de la mesopotamia. 
Este efecto se encuentra asociado a la presencia de cobertura nubosa 
precipitación en dicha región. .  
En la figura 4.7 se muestran los campos medios de de humedad específica y anomalías del 
vector viento asociados a cada grupo. Las  áreas resaltadas indican la presencia de  elevado  
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Figura 4.7. Campos medios de anomalías de humedad específica (sombreado) y anomalías 
del vector viento (vector) en el nivel de 1000 hPa para los grupos a) frío, b) cálido, c) seco 
y d) húmedo en Corrientes.  
stán 
referentemente asociados con la presencia de sistemas convectivos y frontales en la 
n efecto, a partir de esto se puede 
a) b)
c) d)
 
contenido de humedad para los grupos cálido y húmedo, pero con diferentes características. 
El campo asociado a los días cálidos  se encuentran asociados a una intensa advección de 
temperatura y humedad desde el Amazonas, mientras que los días húmedos e
p
región.  
Utilizando estos resultados, se infiere sobre la relación de diversos tipos de circulación y la 
clasificación bivariada de anomalías de temperatura. E
concluir que si bien, existe una mayor cantidad de  tipos de circulación que los cuatro 
grupos obtenidos, éstos pueden ser considerados como trazas de diversos patrones de 
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circulación definidos por estos grupos. Es decir, dentro de cada grupo podría existir una  
familia de patrones subsidiarios que forman parte de un grupo mayor.  
 
 
4.3 Variaciones seculares de la clasificación  
 
Como se indicó en la sección anterior, cada cluster determinado por una clasificación 
objetiva esta representado por cada centroide. Estos centroides se encuentran asociados a 
diferentes patrones de circulación, clasificados por las características medias de las 
anomalías de temperatura extremas.  A través de la serie anual de ocurrencia de cada grupo, 
es posible analizar las variaciones de largo plazo de estas características. Para esto, se 
calcularon las tendencias lineales utilizando el método de cuadrados mínimos, donde el 
coeficiente de correlación representa la pendiente de cada curva (Tabla 4.3). Los 
coeficientes son considerados significativamente distintos de cero con un nivel de 
significancia del 5 %.   
 
  Warm Wet Dry Cold 
Campinas     
Corrientes - +   
Tucumán - +  + 
Pergamino + + - - 
Pilar  +  - 
Buenos Aires  +   
Santa Rosa + + - - 
Río Gallegos +    
 
Tabla 4.3. Tendencias de la ocurrencia anual para cada grupo en las estaciones de 
referencia. Los símbolos (+) y (-) representan los cambios positivos y negativos 
significativas al 5% respectivamente    
 
La principal característica que surge de este diagnóstico es un incremento significativo de 
mpinas se observa un incremento en la ocurrencia de 
ste grupo, sin embargo con un nivel de significancia menor (10%). Solo en río Gallegos no  
los días clasificados como húmedos, es decir con baja amplitud térmica, para todas las 
estaciones entre S25º y S45º. En Ca
e
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Figura 4.8. Frecuencia anual de ocurrencia del grupo húmedo en las estaciones de 
referencia (líneas delgadas), ajuste de polinomio de tercer orden (línea punteada) y el 
promedio regional (línea gruesa). 
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se registran variaciones respecto a la ocurrencia del grupo húmedo. El grupo asociado a 
días secos solo presenta disminuciones en su frecuencia anual en Santa Rosa, Pergamino y 
Buenos Aires, todas localidades ubicados en el centro de Argentina.  
Por otro lado, los días cálidos ocurren menos frecuentemente en estaciones ubicadas en el 
norte de Argentina (Corrientes y Tucumán). En estos casos las tendencias negativas 
relacionadas a la temperatura máxima son principalmente debidos a una mayor ocurrencia 
de días húmedos acompañado de una menor ocurrencia de días clasificados como cálidos 
(Vargas et al, 2006 y Vargas y Naumann, 2008). El efecto contrario se observa en 
Pergamino, Santa Rosa y Río Gallegos donde se registra un aumento significativo de los 
días cálidos. Por otro lado, también se observa un comportamiento coherente respecto a los 
días fríos en la región central de Argentina. Aquí, se registran decrecimientos significativos 
en  la ocurrencia anual de días dentro de éste grupo.  
A partir de esta información es posible inferir que las variaciones en la ocurrencia del grupo 
húmedo es el principal efecto que domina las variaciones de la temperatura media en la  
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Figura 4.9. Frecuencia anual media regional de días con precipitación (línea sólida), días 
pertenecientes al grupo húmedo (círculos) y precipitación (línea gruesa) sobre seis 
estaciones de Argentina central y el ajuste polinomial de quinto orden (línea punteada) 
 
región. Además se observa un comportamiento homogéneo en la región central de 
Argentina, donde en general la frecuencia de días cálidos se incrementa, mientras que la 
cantidad de días secos y fríos se observa en descenso.    
En la figura 4.8 se muestra la coherencia temporal de la ocurrencia anual de días 
clasificados como húmedos. Un comportamiento similar se observa en estas series, donde 
las mayores diferencias entre estaciones no excede el 20%. Respecto a las variaciones 
 
limáticas, se observa la presencia de un mínimo en la ocurrencia de días húmedos en 
 precipitación es coherente en la 
gión central de Argentina. La Figura 4.9 muestra el promedio regional de la frecuencia 
edos y la precipitación anual en 
is estaciones de Argentina norte y central (Tucumán, Corrientes, Buenos Aires, 
Pergamino, Pilar y Santa Rosa).  Aquí se observa que las series generadas utilizando la 
c
finales de la década de 1940 y dos máximos en la década de 1920 y 1990. Esta variable 
comienza a decrecer en los comienzos del siglo veintiuno.  
Así mismo, la frecuencia de días húmedos y días con
re
anual de días con precipitación, días clasificados como húm
se
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clasificación conjunta de las temperaturas máximas y mínimas permiten reproducir las 
series de precipitación diaria (principalmente valores regionales de frecuencia anual y 
totales anuales de precipitación). Además, el mínimo y máximo observados en la década de 
1940 y 1990 respectivamente, se observan en la frecuencia anual de días de lluvia y 
precipitación anual. Estos resultados coinciden con el aumento de las precipitaciones 
observadas por diferentes autores, como Minetti y Vargas (1998), Minetti et al (2004), 
Liebmann et al (2004), Haylock et al (2006), Barros et al (2008), y entre ellos los informes 
del IPCC.  
 
Figura 4.10. Frecuencia anual media regional de ocurrencia de días húmedos (verde), secos 
(negro), cálido (rojo) y fríos (azul). 
 
Si se analiza la frecuencia anual de los cuatro grupos simultáneamente (figura 4.10) se 
observa un comportamiento opuesto entre la ocurrencia anual de días húmedos y secos, 
donde el grupo de días secos presenta valores mínimos durante las décadas de 1920 y 1990 
 
 días cálidos y fríos. A partir de este punto de inflexión, se 
y un máximo en la década de 1950. Así mismo, alrededor de la década de 1940, se registra
un cambio en la ocurrencia de
observa un incremento regional en la cantidad de días cálidos acompañados por un 
decrecimiento en el número de días fríos.  
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 4.4 Estimación de las distribuciones asociadas con las probabilidades de 
transición. 
 
Para caracterizar los procesos climáticos, es importante tener un detallado conocimiento del 
comportamiento temporal de los parámetros que lo definen. Uno de estos parámetros es la 
memoria de los procesos físicos que actúan sobre el sistema (Ebeling, 2002). Estas 
propiedades específicas  pueden ser analizadas a través de cambios en la persistencia y 
memoria del sistema representada por la entropía condicional. 
De acuerdo al algoritmo relativo al análisis de cluster cada día se encuentra totalmente 
escrito por uno y solo un símbolo. A partir de esto es posible definir Pi (X1; . . . ; Xi) 
l grupo o símbolo X. 
sta probabilidad describe la persistencia de cada cluster sobre i pasos de tiempo. La 
 
                                       (4.23) 
 
o 
d
como la probabilidad de ocurrencia de una secuencia de longitud i de
E
secuencia de probabilidades Pi(X) representa los casos en que el estado X se mantiene por i 
días antes de que se produzca un cambio de estado y comience otra secuencia. Esta 
cantidad se denomina “distribución de cambio de estado” (Nicolis et al, 1997). 
La figura 4.11 muestra las distribuciones de cambio de estado correspondientes a cada 
grupo en Buenos Aires. Aquí se observa que para los días cálidos y fríos las distribuciones 
son similares a procesos Markovianos, pero para los días húmedos y secos la persistencia es 
mayor que la asociada a un proceso de Markov.    
Además es posible ligar un posible cambio climático en el caso de que las distribuciones de 
cambio de estado cambien en el largo plazo. Por esto encontrar una distribución teórica que 
caracterice esta información permite extender la investigación de estos procesos y vincular 
de manera robusta con cambios en el sistema climático. Para esto, Gabriels y Neumann, 
1962 y Nicolis et al, 1997 han evaluado los diferentes ajustes teóricos para describir las 
distribuciones de cambio de estado. En la región analizada en este trabajo, los mejores 
ajustes corresponden a distribuciones exponenciales (Naumann y Vargas, 2009), como;  
))1((
1)(
2ib
i epp
−=
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i
i ppp −=                                        (4.24) 
donde  p1 representa la probabilidad de transición de cada grupo y p(i) es la probabilidad 
ocurrencia de una de i días en el mismo estado.  
 
Figura 4.11. Distribución de cambio de estado calculada (línea sólida), ajuste exponencial 
(línea punteada) y valores del proceso markoviano (ec. 4.24 en cuadrados) para los grupos 
a) húmedo, b) seco, c) cálido y d) frío en Buenos Aires. 
 
4.5. Variaciones espaciales de las incertezas  
 
Si se analiza el comportamiento espacial de la entropía se estudian las estaciones de la 
región que aseguran una cantidad de información de temperatura máxima y mínima en a lo 
sumo 20000 días, para asegurar una estimación estable y robusta de los clusters. 
La figura 4.12 muestra el campo de entropía H para secuencias de dos días de longitud 
calculado de acuerdo a la ecuación (4.15). Esta figura refuerza la idea de un gradiente 
eridional, inicialmente sugerido por los resultados de la figura 4.2. Además surgen 
algunas inferencias sobre la circulación regional y su predictabiliad.  
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
1 2 3 4 5 6 7 8
sequence lenght [days]
Pr
o
ba
bi
lit
y
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
1 2 3 4 5 6 7 8
sequence lenght [days]
Pr
o
ba
bi
lit
y
0.0
0.1
0.2
0.3
1 2 3 4 5 6
sequence lenght [days]
Pr
o
ba
0.4
0.5
0.6
0.7
7 8
bi
lit
y
0.0
0.1
0.2
0.3
Pr
o
ba
0.4
0.5
0.6
0.7
1 2 3 4 5 6 7 8
sequence lenght [days]
bi
lit
y
a) b)
c) d)
Pr
o
ba
bi
lit
y
Pr
o
ba
bi
lit
y
Pr
o
ba
bi
lit
y
Pr
o
ba
bi
lit
y
m
143 
 Capítulo 4 – Predictabilidad y Teoría de la Información 
 
Figura 4.12. Distribución especial de entropía de bloque H para las secuencias de dos días 
en 54 estaciones de la región.  
 
En la región de la Patagonia (sur de S40 º) se observan los valores más elevados de 
ntropía, lo que señala la dirección preferencial de los sistemas sinópticos (frentes fríos, 
iclones y sistemas anticiclónicos, etc.). Otro aspecto que se debe mencionar es el papel de 
s Andes sobre las trayectorias de los sistemas sinópticos, evidenciado por la presencia de 
n gradiente zonal, principalmente en la Patagonia donde los vientos son dominantes del 
este. Este efecto de la cordillera es menos importante para latitudes al norte de  S30º. 
n la región central de Argentina y las regiones costeras del Brasil existe una región de 
transición entre las latitudes medias y los regímenes  tropicales. Esta última región se 
caracteriza por una mayor predictabilidad debido a la persistencia de las advecciones  
cálida de la Amazonia. Estos resultados sugieren que los riesgos asociados con el mismo 
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odelo de predicción son diferentes para cada región. En otras palabras, la entropía mide la 
antidad de información que se necesita para obtener un modelo eficiente.  
.6 Variaciones temporales de la entropía y persistencia 
ara muchas aplicaciones prácticas, no resulta de mucho interés conocer solamente la 
certeza media de las predicciones. Sin embargo es de mayor utilidad la elaboración de 
na predicción basada en las observaciones a partir de una secuencia concreta o durante un 
spacio temporal dado. En la figura 4.13 se muestra la entropía condicional para los grupos 
de días clasificados como frío s de transición entre estados 
calido a calido, frío a frío y entre frío y cáli rimeras transiciones 
representan la persistencia mientras que las dos últimas son representativas de la 
antipersistencia.    
m
c
 
4
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do y cálido a frío. Las dos p
   
igura 4.13.  Entropía condicional (puntos) para días cálidos (H) en el panel superior y para 
ías fríos (C) en el panel inferior y la probabilidad de transición  entre H-H (a), H-C (b), C-
 (c) y C-H (d) en Buenos Aires. 
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Figura 4.14. Densidad espectral de la entropía condicional para el grupo de los días cálidos 
en Buenos Aires. 
 
Aquí se observa  que la entropía condicional muestra variaciones significativas con el 
tiempo. En ambos casos, estas variaciones de ± 0,10, representan cambios en la 
predictabilidad entre valores de 15 -25%. Esto significa que existen años especiales donde 
la predictabilidad aumenta / disminuye  hasta dos veces más que los valores medios. 
Un comportamiento temporal opuesto se observa entre la entropía condicional asociada al 
conjunto de días fríos y cálidos. Es decir esta variable disminuye en el caso de que aumente 
la  persistencia y la entropía condicional aumenta a una mayor presencia de transiciones 
entre los estados cálido y frío y su inversa. 
Respecto a estas variaciones, se encontraron algunas periodicidades recurrentes en la 
región. En la figura 4.14 se muestra la densidad espectral de la entropía condicional para el 
grupo de días cálidos en Buenos Aires. Este análisis muestra una periodicidad de alrededor 
de 18 años donde la seguridad de la predicción basada en la persistencia crece/decrece con 
el tiempo. Un incremento de la entropía condicional se observa en las décadas de 1930, 
1950 y hacia finales de la década de 1970. Estos dos máximos son coincidentes con dos 
saltos climáticos observados en muchas variables en la región (Minetti and Vargas, 1998). 
Esto puede estar relacionado debido a que un incremento en el desorden del sistema puede 
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implicar un consiguiente cambio de estado. Luego de estos eventos, la entropía condicional 
comienza a decrecer hasta alcanzar un mínimo aproximadamente diez años después.  
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Los procesos o fenómenos que evolucionan con el tiempo en general pueden ser descriptos 
por ecuaciones diferenciales. En el caso del análisis del estado térmico del aire de una 
localidad, los fenómenos que la describen pueden ser representados por un solo número en 
cada tiempo. Como se describió en los capítulos anteriores, y para el caso más simple el 
valor de la temperatura para el día i puede ser representado como: 
)( 1−= ii TFT                                                           (5.1) 
donde F es la función que describe la relación con de Ti con el valor del día anterior.  
Si se considera la presencia de efectos no lineales, se tiene que  estos modelos que son 
altamente simplificados, pueden tener un comportamiento dinámico complicado. Sin 
embargo, es posible aproximar este tipo de comportamiento desde el punto de vista de las 
irregularidades y oscilaciones caóticas producto de la evolución de fenómenos difíciles de 
describir en términos de modelos simples. Lorenz  tomó este punto de vista para estudiar el 
comportamiento turbulento. El mostró que el complicado comportamiento de un fluido 
puede ser modelado por una secuencia de x, F(x), F2(x)…, la cual retiene parte del 
comportamiento caótico del fluido original (Tien-Yien and Yorke, 1975).  
Un aspecto de este resultado evidencia que si la solución a un sistema dinámico es no 
periódica, las pequeñas incertezas  en las condiciones iniciales pueden crecer tanto hasta 
hacer el pronóstico no mejor que una realización aleatoria del sistema. Las predicciones 
e son predecibles en períodos mayores a las tres semanas, 
numéricas del tiempo indican en la actualidad que la predictabilidad es relativamente buena 
hasta un período aproximado de tres semanas (Simmons and Hollingsworth 2002). Sin 
embargo, si bien la predictabilidad más allá de las tres semanas es baja, aun sigue siendo de 
gran interés. Especialmente, ciertas estructuras tanto espaciales como temporales pueden 
ser altamente predecibles para períodos mayores a las tres semanas. La detección de estas 
estructuras es difícil debido a que en general existen estructuras impredecibles 
superimpuestas que dominan los efectos (Del Sole and Tippet, 2007).  Por ejemplo, la 
evolución de una variable en una ventana temporal en particular (puede ser un período 
menor a una estación del año) puede ser altamente predecible más allá de las tres semanas, 
pero ésta predictabilidad puede ser difícil de detectar en un análisis que considera a toda la 
serie (todas las estaciones en conjunto). Lo mismo ocurre con una región en particular, 
donde la predictabilidad local puede no ser detectada en un análisis de mayor escala. 
Además, las componentes qu
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pueden ser persistentes y por lo tanto explicar gran parte de la variabilidad de las medias 
mensuales, incluso si estos explican solo un poco de la variabilidad diaria (Shukla 1981a). 
Siguiendo esta línea de razonamiento, Lorenz (1969) y Shukla (1981b) describen que las 
estructuras de gran escala tienden a ser más persistentes y por lo tanto más predecibles 
respecto de procesos de menor escala. Ciertas características del sistema atmósfera-océano 
que favorecen oscilaciones de períodos mayores son aquellas que por su naturaleza están 
limitados a variar más lentamente.  
En su trabajo de 1968, Lorenz definió a los sistemas casi transitivos como a los sistemas 
que para una solución particular exhiben diferentes propiedades entre diferentes segmentos  
de un período de tiempo suficientemente grande. Por esto, cuando una componente del 
sistema físico tiende a comportarse más lentamente, fluctuaciones de baja frecuencia se ven 
favorecidas y segmentos separados de una solución dependiente del tiempo pueden poseer 
estadísticas diferentes.  Lorenz (1976) propone una serie de simples modelos numéricos 
que simulan el comportamiento de la atmósfera, los cuales evidencian que las soluciones 
son en general casi-intransitivas. Se tiene que los fenómenos casi intransitivos pueden ser 
representados por simples ecuaciones. Siguiendo el trabajo de Lorenz (1976),  se describe 
                                      (5.2) 
comunes con las ecuaciones que gobiernan el sistema atmósfera-océano. Por ejemplo, si se 
un sistema simple, representado por una ecuación diferencial de orden cúbico, 
 
)43( 31 nnn XXaX −=+
 
Donde “a” es una constante positiva. Si bien, esta ecuación no es el resultado de simplificar 
las ecuaciones que gobiernan el sistema atmósfera-océano, esta tiene características en 
común con algunos modelos de la atmósfera que permiten ilustrar algunos aspectos 
matemáticos de la  casi intransitividad.   
Si a>1, la solución de (5.2), generalmente divergen. Si a≤1 y |Xn| ≤a se puede demostrar 
que |Xn+1| ≤a. Por esto, la elección de un valor inicial X0 con |X0| ≤a determinará una 
secuencia X0, X1, X2,…, con cada término variando entre –a y a.  Aunque la ecuación no se 
deriva de ninguna ecuación meteorológica, se puede pensar a Xn como el valor de algún  
parámetro de la atmósfera en el día n (por ejemplo, la temperatura del aire en superficie). 
Mediante el análisis de esta solución teórica es posible comprender algunos procesos 
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Figura 5.1. Soluciones de la ecuación (5.2) para 365 días con distintos valores de condición 
inicial y parámetro a.   
(5.2) provee soluciones 
sociadas a procesos estacionarios (a=7/8 y Xn=0 o Xn
2=13/28). También esta solución es 
 
consideran las condiciones de borde constantes, la ecuación 
a
inestable respecto a pequeñas perturbaciones, e incluso muestra periodicidades exactas de 
dos días en forma análoga al comportamiento de la atmósfera. Una discusión en mayor 
detalle de este tipo de soluciones y sus implicancias se pueden encontrar en Lorenz (1963, 
1968, 1976) y Palmer and Hagedorn (2006).    
A modo de ilustrar el comportamiento de la ecuación (5.2) en la figura 5.1 se muestran 
cuatro soluciones de ésta ecuación  para distintos valores de condiciones iniciales y del 
parámetro “a” para 365 días. Como primer impresión se puede observar que las soluciones 
muestran cuasi-periodicidades que varían desde 5 días hasta varios meses. Aparentemente 
la pérdida de predictabilidad a largo plazo en ausencia de perfectas observaciones (se 
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supusieron X0=0.099 y X0=0.010 en la figura 5.1 a y b)  es significativa, incluso teniendo 
un perfecto conocimiento de las ecuaciones que gobiernan el sistema.    
Estos resultados son un ejemplo de las numerosas propiedades físicas en que la 
predictabilidad varía significativamente con el tiempo. Por lo tanto deben existir 
condicionantes tanto internos como externos al sistema climático que pueden provocar en 
ciertas condiciones procesos físicos persistentes que se reflejan en las series como cuasi- 
ciclos. Esta predictabilidad que se observa más allá de tres semanas se puede identificar 
utilizando filtros apropiados en espacio y tiempo. Varias técnicas se han utilizado para 
identificar estructuras predecibles en conjuntos de datos climáticos.  Barnet y Preisendorfer 
(1987) utilizaron el análisis de correlación canónica para identificar relaciones entre la 
temperatura superficial del mar y la temperatura del aire en superficie, Lorenz (1965) usó la 
descomposición en valores singulares para identificar las condiciones iniciales que 
maximizan el crecimiento del error. Deque (1988) y Renwick and Wallace (1995) usaron 
ltivariado para identificar variables predecibles en 
bio climático. Utilizando el análisis discriminante Schneider and Griffies 
 
señal 
estigar 
ndencias en series de temperatura en Inglaterra Central (Baliunas et al, 1997), para 
análisis de componentes principales para identificar los patrones más predecibles en 
modelos de pronóstico operacional.  Venzke et al. (1999) utilizaron la relación entre el 
ruido y la señal en un análisis mu
escenario de cam
(1999) encontraron componentes que maximizan el poder predictivo.    
En este capítulo se propone explorar las estructuras que proveen una mayor predictabilidad 
en las series de temperatura máxima y mínima diaria sobre las estaciones de referencia en 
el Sudeste de Sudamérica utilizando el análisis espectral wavelet. Este método provee una 
forma de representar la variación de periodicidades con el tiempo, siendo una poderosa 
herramienta matemática que provee una representación en tiempo-frecuencia de una 
analizada en el dominio del tiempo (Percival y Walden, 2000). A partir de ésta metodología 
no sólo es posible determinar valores particulares de frecuencias en series no estacionarias, 
si no también se puede determinar el tiempo en que ocurren estos cambios. Dada la ventaja 
de esta metodología en el análisis de la variabilidad climática, se encuentra que se ha 
utilizado en diversos trabajos en diferentes escalas temporales. Se utilizó para inv
te
estudiar el ENSO (Torrence y Compo, 1998) y para analizar cambios en la temperatura 
global (Park y Mann, 2000). 
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Figura 5.2. Espectro Wavelet estimado en base a las soluciones de la ecuación (5.2) 
rían significativamente. Si suponemos como 
condición inicial a X0=0.099 (figura 5.2a) se tiene que existe
de 60 días al inicio de la simulación, mientras que cerca del día 150, la señal más 
portante pasa a estar centrada en un período de 40 días. Además durante toda la 
l varía en una centésima (X0=0.100) las propiedades espectrales de la 
mostradas en la figura 5.1.  Los contornos blancos representan el nivel de significancia del 
5%, respecto de un modelo autoregresivo.  
 
En la figura 5.2 se muestra el espectro wavelet para las series simuladas según la ecuación 
(5.2). Aquí se observa que para pequeños cambios en las condiciones iniciales, las 
propiedades espectrales de las series va
n perturbaciones con período 
im
simulación, existen superpuestas, ondas con períodos de entre 2 y 5 días. Pero si la 
condición inicia
solución varia significativamente. Al comienzo del registro se observa una periodicidad 
centrada en 16 días, mientras que a partir del día 160 comienza a dominar una onda de 70 
días. Para otras condiciones iniciales y valores del parámetro a, se pueden obtener 
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soluciones solo con periodicidades entre 2 y5 días (figura 5.2c)  y oscilaciones entre 2 y 14 
días (figura 5.2d).  
s cuasi-periódicas con períodos centrados en 16, 40 y 60 días.  A 
Figura 5.3. Poder espectral wavelet estandarizado para la solución de la figura 5.1a 
discriminado para cuasi-ciclos con períodos de 16, 40 y 60 días.  
 
A partir de esta metodología es posible identificar los períodos en que aparecen fenómenos 
más persistentes que se evidencian sobre las series temporales como la presencia de cuasi-
ciclos. Por esta razón si existiera una periodicidad recurrente, es posible diagnosticar para 
que intervalos de tiempo esta posee una mayor influencia a través del monitoreo de la 
densidad espectral asociada a cada período en particular. En la figura 5.3 se muestra la 
densidad espectral estandarizada (el cociente entre la densidad espectral empírica y el valor 
del intervalo de confianza asociado a una densidad espectral teórica) utilizada para detectar 
la presencia de oscilacione
través de esta descripción se observa que durante los primeros 140 días de la simulación 
dominan ciclos  de  60 días, mientras  que  entre los  días  100  y  200  la onda  con  mayor 
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Figura 5.4. Espectro Wavelet estimado para la temperatura mínima en S. M. de Tucumán 
cipalmente útil para 
durante el año 1976.  Los contornos blancos representan el nivel de significancia del 5%, 
respecto de un modelo autoregresivo. 
 
preponderancia es aquella asociada a 40 días. Finalmente, desde mediados hasta el fin de la 
simulación aparecen intermitentemente oscilaciones cuyo período preferencial está 
centrado en 16 días. Debido a la característica transitoria de estas propiedades espectrales, 
éstas  no son detectables si se consideran períodos de análisis considerablemente mayores a 
los de cada onda en particular. Por ejemplo, si en el análisis anterior se hubiera considerado 
los 365 datos, difícilmente podría ser observable algún pico espectral significativo.     
Por esta razón, la identificación en el tiempo de las estructuras espectrales que son producto 
de la presencia de fenómenos físicos transitorios permite detectar períodos en que la 
predictabilidad del sistema aumenta y por consiguiente obtener una mejora en el momento 
de la elaboración de un pronóstico objetivo, información prin
pronósticos que van más allá del limite de predictabilidad propuesto por Lorenz.   
 
5.1 Estimación espectral wavelet sobre las series de referencia 
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Con el objetivo de detectar las estructuras térmicas que producen fenómenos persistentes se 
efectúa el análisis espectral wavelet sobre las series de temperatura máxima y mínima 
diaria. A partir de este análisis se propone determinar las principales características 
espectrales de los anchos de banda preferenciales dentro de la escala intraestacional en que 
las cuasi-periodicidades producto de efectos no lineales tienden evidenciarse sobre las 
series de temperatura diaria en el sudeste de Sudamérica.  
Inicialmente, para ilustrar los alcances del análisis se muestra en la figura 5.4 el espectro 
wavelet sobre la serie de temperatura mínima en San Miguel de Tucumán para el año 1976. 
En esta figura, además de las periodicidades asociadas a la variabilidad dentro de la escala 
sinóptica, se observan densidades espectrales significativas para cuasi-ciclos de períodos 
entre 25 y 50 días elongados principalmente en la dirección del tiempo. En este caso, se 
observa la preferencia a ocurrir irrupciones cálidas/frías intensas durante el invierno con un 
período como el descrito anteriormente. Este concepto está relacionado con la aparición de 
procesos físicos o patrones de circulación que tienden a modular el transporte meridional de 
ansformada wavelet también es un filtro de banda, [con una  función de respuesta 
calor con una frecuencia en particular dentro del espectro intraestacional (Lamb, 1972, Ghil 
and Mo 1991a y 1991b y Higgins and Mo, 1997).  
Este efecto se evidencia en las series de temperatura de la región y dado que la 
tr
conocida (la función wavelet)] es posible reconstruir la serie temporal original o 
simplemente las características de la serie para el ancho de banda deseado. En este caso la 
serie de tiempo reconstruida es la suma de la parte real de la transformada wavelet sobre las 
escalas deseadas; { }∑= ℜ= 21 2/10 2/1 )()0(' j jj j jntjn s sWcx ψδδδ                                         (5.3) 
 
Este filtro es una función de respuesta dada por la suma de las funciones wavelet entre las 
escalas j1 y j2.   
En la figura 5.5 se muestran las anomalías de temperatura mínima para el año 1976 y la 
reconstrucción de la serie según la ecuación (5.3) en el ancho de banda con períodos entre 
30 y 60 días. Esta reconstrucción se puede interpretar como el aporte a la amplitud de las 
anomalías de cada día debido a la variabilidad con períodos entre 30 y 60 días.  Aquí se 
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Figura 5.5. Anomalías de temperatura mínima  (azul) y la reconstrucción de las anomalías 
en el ancho de banda entre 30 y 60 días (verde) en San M. de Tucumán durante el año 
1976. 
 
observa que durante el invierno, estación en la que se observa la mayor densidad espectral, 
n la figura 5.6 se muestran las distribuciones de las densidades espectrales discriminada 
or períodos. Si bien en todas las estaciones domina la variabilidad en el rango sinóptico 
la amplitud de la reconstrucción de las anomalías en el rango intraestacional comienza a 
crecer y a ponerse en fase con respecto a las anomalías totales. En este caso, 
aproximadamente entre los meses de mayo y setiembre la amplitud de la reconstrucción 
crece significativamente, evidenciándose con una amplitud de cercana a 1 ºC. Esto indica 
que la variabilidad del tipo intraestacional representa en algunos casos más del 40% de la 
variabilidad total. En esta línea de razonamiento, Naumann et al (2007) muestran la 
existencia de fluctuaciones con períodos entre 20 y 90 días sobre las series de temperatura 
diaria, siendo las más frecuentes aquellas cuyo período se ubica entre 30 y 60 días. 
Resultados similares fueron encontrados en la región por Ghil and Mo 1991b, Minetti 1991 
y Minetti y Vargas 2005.  
E
p
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Figura 5.6. Distribución de las densidades espectrales significativas por períodos para la 
temperatura máxima (rojo) y mínima (azul) sobre las estaciones de referencia. 
 
(entre 2 y 15 días), los períodos entre 20 y 60 días muestran una ocurrencia en ningún 
sentido despreciable. En general para todas las estaciones entre el 20 y 30% de los días 
analizados de cada registro se evidencia alguna señal intraestacional, lo que implica si 
consideramos que las estaciones de referencia tienen en general más de 40000 datos diarios, 
que entre 8000 y 10000 días del total están asociados a este tipo de variabilidad. Por esto, el 
diagnóstico de los procesos en que las variaciones intraestacionales tienden a tomar mayor 
amplitud, (por ejemplo, cuando la densidad espectral es significativa respecto a un marco 
teórico adecuado), pasa a tener relevancia al momento de introducir esta información en 
modelos de diagnóstico y pronóstico objetivo tanto estocásticos como dinámicos (Strauss 
and Shukla, 1981, Lau and Chang, 1992, Doblas-Reyes et al, 1998).  
En la figuras 5.4 y 5.5 se muestra que la variabilidad en la banda de 30 y 60 días, el año 
1976  evidencia una mayor energía espectral en esta banda durante los meses de inverno. A 
partir de esto surge la pregunta sobre si existe una estación preferencial donde tiende a 
evidenciarse este tipo de efectos no lineales. En la figura 5.7 se muestra la distribución de la 
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Figura 5.7. Distribución anual de la ocurrencia de densidades espectrales significativas en 
el ancho de banda de 30 y 60 días para la temperatura máxima (rojo) y mínima (azul) sobre 
las estaciones de referencia.  
 
ocurrencia de densidades espectrales significativas en función de los meses del año. Para 
todas las estaciones de referencia y tanto para la temperatura máxima como mínima se 
observa que los meses invernales son los que evidencian la mayor ocurrencia de esta 
variabilidad. Para la temperatura máxima la ocurrencia de esta señal intraestacional  parece 
ser un poco más compleja, donde en algunas estaciones (Campinas, Tucumán, Pergamino, 
Pilar y Santa Rosa) esta característica tiende a tener una distribución bimodal. Aquí, los 
máximos tienden a ocurrir al inicio y final del invierno, donde en particular en las 
localidades donde se observa este comportamiento, también los máximos se asocian al 
inicio y final de una marcada estación seca.   
La mayor variabilidad de la temperatura máxima en la ubicación de la fecha con mayor 
influencia del efecto intraestacional también se observa si se efectúa un análisis regional. 
En la figura 5.8 se muestra la  distribución espacial del día del año en con mayor cantidad 
de densidades espectrales significativas en el ancho de banda de 30 y 60 días. En efecto, 
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Figura 5.8. Distribución espacial del día del año en con mayor cantidad de densidades 
espectrales significativas en el ancho de banda de 30 y 60 días para la temperatura máxima 
con isolíneas cada 25 días (a) y temperatura mínima con isolíneas cada 10 días (b) sobre las 
estaciones de referencia. 
 
sobre la temperatura máxima se observa la mayor señal en este ancho de banda entre fines 
del otoño y el inicio del invierno en el centro de Argentina y sur de Brasil, mientras que 
sobre la Patagonia la mayor amplitud se registra en la primavera.  Para la temperatura 
mínima, el comportamiento de esta señal es más homogéneo, observándose la mayor  
frecuencia de días con señal en un entorno de 15 días centrado en el día 180, día 
aproximado en que se produce el mínimo anual de temperatura. Este resultado se asocia 
directamente a la influencia que tiene la nubosidad sobre la temperatura máxima, mientras 
que la temperatura mínima parece tener una mayor independencia sobre este efecto. Por 
esto la temperatura mínima puede reflejar en mejor medida las propiedades termodinámicas 
del aire y por consiguiente la magnitud de las irrupciones cálidas/frías.  
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5.2 Variación temporal de estimación espectral wavelet a escala 
ño con cuasi-periodicidades de entre 33 y 55 días con densidad espectral wavelet 
 
se 
 30 y 60 días muestra en general una 
ersistencia de entre 30 a 200 días. Es decir que las transiciones entre eventos cálidos y 
sta por tres 
staciones, generalmente centrada en el invierno.  
intraestacional 
 
El principal modo de oscilación a escala intraestacional (30 a 90 días) es el que se observa 
con períodos entre 30 y 60 días (Ghil and Mo 1991b, Madden and Julian, 1994). Este modo 
que se observa sobre diferentes variables del sistema climático está forzado por diferentes 
patrones de circulación persistentes los cuales responden a cambios en las condiciones de 
borde del sistema. Sin embargo este tipo de oscilaciones muestra un efecto transiente tanto 
en la variabilidad estacional como interanual, es decir que un fenómeno de este tipo no 
evidencia el mismo impacto sobre cada variable tanto en magnitud como en duración 
durante todos los años. Dado que se observa una señal de este tipo sobre las temperaturas 
extremas diarias en el sudeste de Sudamérica, en la siguiente sección se discute sobre la 
variabilidad interanual de este tipo de oscilaciones.  
En las figuras 5.9 y 5.10 se muestran las marchas  interanuales de la cantidad de días por 
a
significativa al 95% para las anomalías temperatura máxima y mínima. Además esta
información se detalla en las tablas I-1 a I-4 del anexo I. A partir de esta información 
desprende que la aparición de ciclos de entre
p
fríos se suceden con el período citado durante un mes y puede persistir ha
e
En cuanto a la frecuencia interanual en que se evidencian este tipo de oscilaciones, se 
observa que este fenómeno tiene una probabilidad de ocurrencia de entre 30 y 50% según la 
estación analizada. Así mismo, se observa que existe una mayor tendencia a aparecer en 
intervalos de 1-2 años,  menos frecuentemente en intervalos de 4-8 años y 
excepcionalmente cada 12 años. Dada esta variabilidad se observan algunos períodos 
preferenciales donde esta perturbación intraestacional es más frecuente y posee mayor 
amplitud (figura 5.11). Durante la década de 1950, 1970 y durante fines de 1980 la 
amplitud máxima de este modo de oscilación supera los 3º C.   
Otro resultado relevante que surge del análisis, es que no existe en general una coherencia 
aparente  sobre  la  ocurrencia  de  ondas  cuasi-periódicas entre la temperatura máxima   y  
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ra máxima (rojo) y mínima (azul) 
bre las estaciones de referencia. 
 embargo, en algunos casos estas diferencias no se manifiestan y en la mayoría 
e las estaciones de referencia se observa una homogeneidad en las dos variables. Esta 
4, 1965, 1976, 1984 y 2001. 
lo mostrado en las secciones anteriores se observa la existencia 
Figura 5.9. Cantidad de días por año con cuasi-periodicidades de 33 días con densidad
espectral wavelet significativa al 95% para la temperatu
so
 
mínima. Esto implica que los diferentes procesos físicos que actúan sobre la nubosidad y 
precipitación y sobre las irrupciones de aire frío o cálido tienden a manifestarse de distinta 
forma. Sin
d
coherencia se observa principalmente durante los años  195
 Por otro lado y al igual de 
de una coherencia regional observada por éste tipo de variaciones, con lo  que se infiere que 
los procesos que modulan esta variabilidad son de gran escala atribuibles tanto a 
irrupciones de aire polar hacia el trópico o sus inversas como persistencia de aire tropical 
(olas de calor). En la figura 5.12 se muestran los campos asociados a la máxima amplitud 
(reconstruida según la ecuación (5.3)) que pueden alcanzar las ondas con períodos entre 30 
y 60 días. En esta figura se observa una distribución caracterizada por un gradiente 
meridional con pocas variaciones espaciales con amplitudes de las anomalías de  
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Figura 5.10. Cantidad de días por año con cuasi-periodicidades de 55 días con densidad 
espectral wavelet significativa al 95% para la Temperatura máxima (rojo) y mínima (azul)
sobre las estaciones de referencia. 
 
 
temperatura entre 2 y 3 ºC  en casi toda la región. La región que presenta mayores 
diferencias, es la noreste de Argentina y principalmente es el sur de Brasil, donde  se 
observan amplitudes máximas cercanas a 5 ºC.  
Si consideramos las fechas de ocurrencia de estos máximos, en la figura 5.13 se muestran 
las isócronas relativas a la ocurrencia de la máxima amplitud de las oscilaciones entre 30 y 
60 días sobre la temperatura máxima y mínima. Aquí se observa que para todo el norte y 
centro de Argentina la mayor señal intraestacional se observó durante la década de 1970, 
mientras que para el noreste Argentino y sur de Brasil este máximo se dio durante la década 
de 1990. Estos resultados ratifican la homogeneidad regional en cuanto a la ocurrencia del 
modo intraestacional. Además se destaca el comportamiento diferenciado que muestra el 
Noreste de Argentina y el sur de Brasil, región donde el impacto del ENOS (El Niño-
Oscilación del Sur), principalmente sobre la precipitación es mayor. 
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velet significativa al 95% para la temperatura máxima (rojo) y 
ínima (azul) sobre las estaciones de referencia. 
l análisis de componentes principales y al análisis de cluster detallas en el capítulo  
 
Figura 5.11. Amplitud máxima anual asociada a las  cuasi-periodicidades entre 30-60 días 
con densidad espectral wa
m
 
5.3 Principales modos de oscilación en la escala intraestacional. 
 
El reconocimiento de patrones o modos de oscilación, en este caso, es posible mediante la 
selección o extracción de características de la información analizada. El objetivo principal 
de las técnicas de clasificación es obtener una reducción de las dimensionalidad del espacio 
original al que pertenecen los datos originales. Por lo tanto el resultado esperado es el de 
poder representar mediante un conjunto efectivo y reducido las características principales 
de las series tratando de retener la mayor cantidad de información. Así mismo y dado que 
los métodos de clasificación contienen algún grado de subjetividad en las siguientes 
secciones se detallan los resultados sobre la clasificación de los modos de oscilación 
intraestacional sobre la temperatura diaria mediante dos métodos.  Las metodologías usadas 
refieren a
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Figura 5.12. Distribución espacial de la máxima amplitud (ºC) de las oscilaciones entre 30 
y 60 días para la temperatura máxima (a) y mínima (b). 
.3.1 Clasificación mediante componentes principales. 
n la figura 5.14 se muestra la varianza explicada por cada componente principal (CP) 
 
2. Estos métodos fueron aplicados sobre las series de anomalías de temperatura 
reconstruidas utilizando la ecuación (5.3) en el ancho de banda entre 30 y 60 días para los 
años en que se registraron valores de densidad espectral significativa en esta región del 
espectro. 
 
5
 
E
sobre la reconstrucción de las anomalías de Temperatura máxima y mínima  en el ancho de 
banda entre 30 y 60 días. Aquí se observa que un comportamiento regional homogéneo 
para las dos variables donde en general la primera componente explica entre el 14 y 18 % 
de la varianza total, siendo sobre la temperatura mínima donde los patrones de oscilación 
intraestacional son mayormente identificables. Además, si se consideran las tres primeras 
CP se tiene que en general estas explican más del 40% en toda la región. Teniendo en  
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eratura máxima (a) y mínima (b). 
 
 
Figura 5.13. Isócronas (años) de la máxima amplitud de las oscilaciones entre 30 y 60 días 
para la temp
 
cuenta las características transitorias de estas ondas, este valor de varianza explicada
permite suponer la existencia de algún patrón estable que permita identificar un modelo 
conceptual sobre las características generales de este modo de oscilación.  
En la figura 5.15 se muestra la primera componente principal sobre las estaciones de 
referencia. Aquí se observa nuevamente una gran coherencia regional, donde el patrón 
parece ser el mismo para todas las estaciones. Este modo se caracteriza por el aumento de 
la señal intraestacional durante el invierno tanto para la temperatura máxima como mínima. 
En general para las dos variables se observa que el inicio de esta señal está asociado a una 
irrupción cálida (fría) de aire intensa seguida treinta días después por una irrupción fría 
(cálida) de gran intensidad. Seguido a esto, durante el mes de julio se observa una irrupción 
calida (fría) para finalmente aproximadamente 30 días después registrarse otra irrupción 
fría (cálida) intensa. Antes y después de este período la señal intraestacional  tiende a ser 
incoherente y a tener amplitudes despreciables.  
166 
 Capítulo 5 – Variabilidad Intraestacional de la Temperatura 
 
Figura 5.14. Varianza explicada por componente principal (CP) para la clasificación sobre 
la reconstrucción de las anomalías de temperatura máxima (a) y mínima (b) en el ancho de 
banda entre 30 y 60 días. 
 
El modelo descrito anteriormente es el principal modo observado y  es el resultado de la 
modulación en la banda intraestacional de la temperatura. Este resultado permite identificar 
las épocas del año y magnitud en que se esperan las máximas irrupciones tanto cálida o 
frías en la región. En Campinas y Corrientes esta descripción es válida pero se observa con 
un lag de 15 días donde la primera irrupción cálida se observa en los primeros días de junio. 
Si analizamos la segunda componente principal (figura 5.16) se observa que para la 
temperatura máxima ya no existe una coherencia regional tan marcada como para la 1º CP. 
Sin embargo se identifica una irrupción fría (cálida) a mediados de junio seguida 30 días 
después por una irrupción cálida (fría). Finalmente se registra otra irrupción fría (cálida) a 
mediados de agosto.  Por otro lado, para la temperatura mínima se observa una señal más 
homogénea sobre la 2º CP. Aquí el modelo regional se puede describir con irrupciones frías 
intensas durante los meses de abril, junio y agosto, mientras que las cálidas se dan en mayo 
 julio.  y
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Figura 5.15. CP 1 para la temperatura máxima (a) y mínima (b) para las estaciones de 
referencia. 
 
La información contenida en las primeras dos componentes principales describe el efecto 
de los procesos no lineales sobre las propiedades térmicas del aire en superficie en la 
región. Estos procesos, en general de gran escala, bajo ciertas condiciones tienden a 
favorecer el transporte meridional de calor en forma de cuasi-periodicidades que persisten 
por un lapso de entre una a tres estaciones del año.     
 
5.3.2 Clasificación mediante análisis de cluster 
on el objetivo de aumentar la descripción sobre los distintos modos de oscilación que se 
bservan sobre la temperatura en escala intraestacional, en la siguiente sección se describe 
 clasificación de estas cuasi-periodicidades mediante análisis de cluster K-means (ver 
atos y métodos). A partir de esta clasificación se pretende relacionar el impacto de los 
iferentes modos en la escala 30-60 días sobre las anomalías de temperatura máxima y 
ínima para cada región climática representada por una estación de referencia. Así mismo, 
 
C
o
la
d
d
m
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Figura 5.16. CP 2 para la temperatura máxima (a) y mínima (b) para las estaciones de 
referencia. 
 
esta información detalla las fechas preferenciales de ocurrencia e intensidad de las 
irrupciones de aire más intensas debida a efectos dentro de la escala intraestacional.  
Si bien la cantidad de grupos (K) a elegir es definida de manera subjetiva y esta 
condicionada a los fenómenos físicos que se desean detallar, existen algunos métodos que 
permiten inferir sobre cual es la cantidad de grupos eficiente para la clasificación. En 
general estos métodos definen la cantidad de grupos óptima a partir de algún umbral donde 
una mayor síntesis de los datos originales no agrega una cantidad significativa de 
información. En este trabajo de tesis se propone el índice de Hartigan (HI) (ver datos y 
métodos), donde los menores valores del índice implican  una buena partición y la cantidad 
de grupos  K es óptima a partir que HI  tiende a estabilizarse. En la figura 5.17 se muestra 
el HI para la clasificación sobre la reconstrucción de las anomalías de temperatura en el 
tre 30 y 60 días. En esta figura se observa que hay una mejora en la clasificación espectro en
(disminución del índice)  para los primeros 5-6 valores de K. A partir de esta cantidad de 
grupos el índice tiende a estabilizarse y no se observa un aumento significativo de la  
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Figura 5.17. Índice de Harting  para determinar la cantidad de cluster (k) óptima para la 
clasificación sobre la reconstrucción de las anomalías de temperatura máxima (a) y mínima 
(b) en el ancho de banda entre 30 y 60 días. 
 
información al introducir más grupos. Este comportamiento se observa tanto para la 
temperatura máxima como para la mínima con lo cual se describe el análisis a partir de la 
clasificación de seis grupos.   
En general para todas las estaciones de referencia (figuras 5.18 a 5.33) se tiene que los 
grupos con mayor cantidad de miembros muestran un comportamiento similar a las 
primeras dos componentes principales descriptas en la sección anterior. Esto es, la mayor 
señal intraestacional se registra en el invierno asociado a dos irrupciones frías y dos cálidas 
centradas en la época en que se registra el mínimo de temperatura de acuerdo a la onda 
anual. En relación a estos resultados, en Zha et al (2001) y Ding and Xiaofeng (2004) se 
muestra que la solución de K means, definida por los parámetros de su estimación (el sub-
espacio especificado por los centroides) es comparable y bajo algunas condiciones idénticas 
l subespacio definido por las direcciones de las componentes principales.  a
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Además de estos dos modos de oscilación principales que manifiestan su máxima amplitud 
durante el invierno también existen otros dos modos que se manifiestan de manera similar. 
El primero comienza a manifestarse durante el otoño para persistir hasta los primeros meses 
del invierno como el que se observa para el grupo K=1 y su inversa K=2 sobre la 
temperatura mínima en Tucumán (Figura 5.21).  El impacto de este modo sobre las 
anomalías de temperatura se manifiesta inicialmente con un período cálido (frío) durante el 
mes de abril seguido por un período frío (cálido) durante el mes de mayo para finalmente 
manifestar un comienzo del invierno con anomalías cálidas (frías). Esto implica que bajo 
estas condiciones existe la presencia de precursores durante los primeros meses del otoño 
que permitirían prever un comportamiento del mismo signo durante el comienzo del 
invierno.   
El otro modo representa el comportamiento de las anomalías con mayor señal 
intraestacional sobre la temperatura durante el fin del invierno y la primavera (por ejemplo 
en K=5 de la figura 5.21). En esta situación se evidencia que al final del invierno
(principalmente durante fines de julio y principio de agosto) el modo intraestacional crece 
 
en amplitud para manifestarse entre 30 y 50 días después otro período persistente de 
anomalías de temperatura del mismo signo. En este caso, los procesos persistentes que 
definen las anomalías de temperatura de la primavera, se encuentran desfasados respecto al 
modo principal de oscilación intraestacional en casi una estación. Así mismo, cabe 
mencionar que para todos los modos descriptos, cuando el modo intraestacional evidencia 
amplitudes significativas, el producto de estas anomalías define el valor medio de 
temperatura de toda una estación del año.        
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Figura 5.18. Centroides asociados a los seis grupos (K) relativos a la reconstrucción de las 
 
Figura 5.19. Centroides asociados a los seis grupos (K) relativos a la reconstrucción de las 
anomalías en la escala intraestacional (rojo) y el promedio del conjunto de miembros (N) de 
cada grupo (azul) sobre la temperatura mínima en Campinas. 
anomalías en la escala intraestacional (rojo) y el promedio del conjunto de miembros (N) de 
cada grupo (azul) sobre la temperatura máxima en Campinas. 
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Figura 5.20. Centroides asociados a los seis grupos (K) relativos a la reconstrucción de las 
anomalías en la escala intraestacional (rojo) y el promedio del conjunto de miembros (N) de 
cada grupo (azul) sobre la temperatura máxima en S. M. de Tucumán. 
 
Figura 5.21. Centroides asociados a los seis grupos (K) relativos a la reconstrucción de las 
anomalías en la escala intraestacional (rojo) y el promedio del conjunto de miembros (N) de 
cada grupo (azul) sobre la temperatura mínima en S. M. de Tucumán. 
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nomalías en la escala intraestacional (rojo) y el promedio del conjunto de miembros (N) de 
 
Figura 5.23. Centroides asociados a los seis grupos (K) relativos a la reconstrucción de las 
anomalías en la escala intraestacional (rojo) y el promedio del conjunto de miembros (N) de 
cada grupo (azul) sobre la temperatura mínima en Corrientes. 
Figura 5.22. Centroides asociados a los seis grupos (K) relativos a la reconstrucción de las 
a
cada grupo (azul) sobre la temperatura máxima en Corrientes. 
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Figura 5.24. Centroides asociados a los seis grupos (K) relativos a la reconstrucción de las 
anomalías en la escala intraestacional (rojo) y el promedio del conjunto de miembros (N) de 
cada grupo (azul) sobre la temperatura máxima en Pergamino. 
 
Figura 5.25. Centroides asociados a los seis grupos (K) relativos a la reconstrucción de las 
anomalías en la escala intraestacional (rojo) y el promedio del conjunto de miembros (N) de 
cada grupo (azul) sobre la temperatura mínima en Pergamino. 
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Figura 5.26. Centroides asociados a los seis grupos (K) relativos a la reconstrucción de las 
anomalías en la escala intraestacional (rojo) y el promedio del conjunto de miembros (N) de 
cada grupo (azul) sobre la temperatura máxima en Pilar. 
onjunto de miembros (N) de 
cada grupo (azul) sobre la temperatura mínima en Pilar. 
 
Figura 5.27. Centroides asociados a los seis grupos (K) relativos a la reconstrucción de las 
anomalías en la escala intraestacional (rojo) y el promedio del c
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Figura 5.28. Centroides asociados a los seis grupos (K) relativos a la reconstrucción de las 
anomalías en la escala intraestacional (rojo) y el promedio del conjunto de miembros (N) de 
 
Figura 5.29. Centroides asociados a los seis grupos (K) relativos a la reconstrucción de las 
anomalías en la escala intraestacional (rojo) y el promedio del conjunto de miembros (N) de 
cada grupo (azul) sobre la temperatura mínima en Buenos Aires.  
cada grupo (azul) sobre la temperatura máxima en Buenos Aires. 
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Figura 5.30. Centroides asociados a los seis grupos (K) relativos a la reconstrucción de las 
anomalías en la escala intraestacional (rojo) y el promedio del conjunto de miembros (N) de 
cada grupo (azul) sobre la temperatura máxima en Santa Rosa. 
 
Figura 5.31. Centroides asociados a los seis grupos (K) relativos a la reconstrucción de las 
anomalías en la escala intraestacional (rojo) y el promedio del conjunto de miembros (N) de 
cada grupo (azul) sobre la temperatura mínima en Santa Rosa. 
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Figura 5.32. Centroides asociados a los seis grupos (K) relativos a la reconstrucción de las 
anomalías en la escala intraestacional (rojo) y el promedio del conjunto de miembros (N) de 
cada grupo (azul) sobre la temperatura máxima en Río Gallegos. 
 
Figura 5.33. Centroides asociados a los seis grupos (K) relativos a la reconstrucción de las 
anomalías en la escala intraestacional (rojo) y el promedio del conjunto de miembros (N) de 
cada grupo (azul) sobre la temperatura mínima en Río Gallegos. 
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5.4 Relación entre la variabilidad intraestacional de la temperatura y la 
oscilación de Madden-Julian 
 
La oscilación de Madden-Julian (MJO) es el modo dominante en la variabilidad 
intraestacional en la atmósfera tropical. Esta oscilación es la responsable de la variabilidad 
en estas regiones y su influencia alcanza a importantes parámetros atmosféricos y 
oceánicos. El período típico del ciclo MJO es aproximadamente de 30-60 días (Madden and 
Julian, 1971, 1972; Madden and Julian, 1994; Zhang, 2005). La influencia de las anomalías 
de circulación atmosférica se extiende desde la región de directa influencia de éste 
fenómeno, afectando los patrones de circulación globales. Se han desarrollado diversos 
estudios que relacionan la interacción entre variaciones dentro de la escala sinóptica y la 
MJO.  
Matthews y Kiladis (1999) investigaron sobre la interacción entre las perturbaciones 
transientes de alta frecuencia y la convección con la MJO, encontrando evidencias de que la 
propagación de ondas de alta frecuencia en el Océano Indico pueden ser de relevancia para 
el comienzo de anomalías convectivas de escala intraestacional. Sobre la interacción 
trópico-extratrópico, Matthews y Meredith, 2004 y Zhou y Miller, 2005, encontraron que la 
variabilidad del modo anular meridional atmosférico en escala intraestacional muestra 
relación con variabilidad atmosférica relacionada con la MJO durante el invierno 
meridional. 
Por otro lado, en un análisis sobre la relación de la MJO con la variabilidad de la 
temperatura Vecchi y Bond, 2004 encontraron una señal estadística significativa y espacial 
coherente entre la variabilidad atmosférica en altas latitudes y la variabilidad convectiva 
intertropical en escala intraestacional durante el invierno del Hemisferio Norte, mediante la 
cual se infiere la conexión entre la MJO con variaciones de la temperatura en superficie en 
altas latitudes a través de los efectos que la primera induce sobre humedad y anomalías de 
altura geopotencial en la tropósfera media. Estos resultados concuerdan con lo hallado por 
Higgins and Mo, 1997; Mo and Higgins, 1998; Jones, 2000, entre otros.  
Por otra parte Minetti y Vargas (1997b) mostraron la existencia de una modulación en las 
fluctuaciones intraestacionales de las anomalías de temperatura en el trópico argentino 
debidas a las diferentes fases del ENSO. Dentro de la escala de la oscilación MJO y la del 
ciclo índice de 19 días, se observan ondas atmosféricas muy importantes en su amplitud y  
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Figura 5.34. Campos medios de OLR y anomalías del vector viento en 850 hPa para ocho 
fases de MJO durante los meses de mayo y junio (MJ). Áreas sombreadas denotan 
anomalías de OLR negativas, mientras  que las áreas rayadas denotan anomalías de OLR 
positivas. (Wheeler and Hendon 2004). 
 
persistencia sobre el trópico sudamericano ya usados con fines predictivos en el Norte 
Argentino desde 1971 (Minetti y Vargas, 2005). 
181 
 Capítulo 5 – Variabilidad Intraestacional de la Temperatura 
 
En esta sección se explora sobre el vínculo de las anomalías de temperatura en sur de 
Sudamérica, con la MJO y su posible impacto en otras variables. 
 
5.4.1 Descripción sobre la representación de la MJO 
 
Para determinar la posible relación entre la MJO  y su relación con la circulación 
atmosférica en el sudeste de Sudamérica se utilizó el índice bivariado RMM1 y RMM2. 
Este índice se basa en las dos primeras funciones ortogonales empíricas (EOFs) de los 
campos combinados de velocidad zonal del viento en 850 hPa, 200 hPa y OLR (radiación 
de onda larga saliente) promediados entre N15ºN y 15ºS. La proyección de esta 
información diaria sobre las EOFs con el ciclo anual y variabilidad interanual filtrada 
produce series temporales de cada componente principal que reproduce la variabilidad de la 
escala intraestacional. Las dos componentes principales asociadas que conforman el índice 
multivariado se denominan RMM1 y RMM2. Más detalles sobre la construcción de este 
índice se puede encontrar en Wheeler and Hendon (2004). Asi mismo este índice se 
encuentra disponible en línea en http://www.bom.gov.au/bmrc/clfor/cfstaff/matw/ 
maproom/RMM/.  
A partir de esta descripción la MJO se divide en ocho fases, cada una con una duración 
media de aproximadamente 6 días. En la figura 5.34 (Figura 9 en Wheeler and Hendon, 
2004) se muestran los campos medios de OLR y anomalías del viento en 850 hPa para cada 
fase durante los meses de mayo y junio.  Aquí se tiene que la mayor actividad convectiva se 
observa sobre el Océano Índico entre las fases 1 y 4, registrándose la mayor actividad en la 
banda intraestacional durante la fase 3. Las fases 5 a 7 se caracterizan por  una mayor área 
de inhibición de la convección sobre el Índico y  mayor actividad en el sudeste de Asia y en 
el Pacífico oriental. Si bien la mayor señal de la MJO se tiene sobre el océano Indico y el 
Pacífico, también se observan impactos sobre la convección sobre el continente americano. 
Para las fases 1 y 8 se observan anomalías negativas de OLR sobre América Central y las 
costas ecuatoriales de Sudamérica, mientras que entre las fases 3 y 5 se observa el efecto 
contrario en la misma región. Estas perturbaciones producen anomalías del viento en 850  
hPa  hacia el este de  América  durante las  fases donde se observa  la convección activa 
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sobre el océano índico. Durante las fases opuestas las anomalías del viento son hacia el 
oeste  
En general la trayectoria de este índice bivariado se representa por círculos alrededor del 
origen, lo que evidencia una propagación sistemática hacia el este de la MJO. Una mayor 
amplitud de estos círculos significa fuertes ciclos de la MJO, mientras que para los períodos 
donde la señal de la MJO es débil, se refleja en el índice como  desplazamientos al azar 
cerca del origen (Wheeler and Hendon 2004). 
Para evaluar la relación entre la MJO y la temperatura en superficie en la región se 
construyeron los campos medios de anomalías de temperatura y precipitación diaria  
asociados a cada una de las ocho fases en que la MJO muestra una señal coherente. Se 
consideran los eventos en que la MJO está activa a todos los días en que los valores de la 
amplitud del índice superó el último tercil. Por otro lado, dado que la mayor señal 
intraestacional en la región se observa durante la estación fría, los campos medios se 
calcularon durante el invierno austral, definido por los meses de junio, julio y agosto (JJA).   
En las figuras 5.35 y 5.36 se muestran los campos medios asociados a la temperatura 
máxima y mínima.  Aquí se observa que las señales de la temperatura asociada con la MJO 
son espacialmente coherentes. Por ejemplo, para la temperatura mínima se observan 
anomalías cálidas sobre toda la región norte del dominio para las fases 5 y 6. Por otro lado  
para las fases  2 y 3 se observa el comportamiento inverso, con anomalías frías en casi toda 
la región, excepto en el sudeste de Brasil. Cabe destacar que las anomalías observadas, 
tanto en las fases de calentamiento como de enfriamiento, son estadísticamente 
significativas (estimada con un test normal) y exceden en casi todas las regiones valores de  
1ºC, hasta alcanzar incluso valores medios de 4ºC.     
También se observa un comportamiento coherente entre lo que se observa para la 
temperatura máxima y la precipitación (figura 5.37), principalmente en el noreste del 
dominio. En las fases 3 y 5 se observan anomalías positivas de precipitación en el centro 
este de la región, mientras que se tienen anomalías negativas en la Patagonia y Andes 
centrales.  Las fases 1, 4 y 7 se caracterizan por el comportamiento opuesto con déficit de 
precipitación en el sudeste de Brasil y noreste de Argentina. Además se destaca para la fase 
1 excesos en la Patagonia y cordillera central.  
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Figura 5.35a. Campos medios de anomalías de temperatura máxima de invierno (JJA) para 
las fases 1-4 de MJO con amplitud mayor al último tercil.  
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Figura 5.35b. Campos medios de anomalías de  temperatura máxima de invierno (JJA) para 
las fases 5-8 de MJO con amplitud mayor al último tercil.  
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Figura 5.36a. Campos medios de anomalías de temperatura mínima de invierno (JJA) para 
las fases 1-4 de MJO con amplitud mayor al último tercil.  
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Figura 5.36b. Campos medios de anomalías de temperatura mínima de invierno (JJA) para 
las fases 5-8 de MJO con amplitud mayor al último tercil.  
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Figura 5.37a. Campos medios de anomalías de precipitación de invierno (JJA) para las 
fases 1-4 de MJO con amplitud mayor al último tercil.  
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Figura 5.37b. Campos medios de anomalías de precipitación de invierno (JJA) para las 
fases 5-8 de MJO con amplitud mayor al último tercil.  
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5.4.2 Información mutua entre la temperatura y la oscilación de Madden-Julian 
 
La Entropía conjunta y la información mutua son dos variables que miden el grado de 
información compartida entre variables. En el caso de la información mutua representa una 
medida de la reducción de la entropía de una variable debido al efecto de otra. En otras 
palabras, ésta representa la cantidad de información que dos o más variables tienen en 
común. Por esto, altos valores de información mutua indican una gran reducción en la 
incertidumbre, mientras que menores valores de MI representan una pequeña reducción de 
estas incertezas. Para dos variables aleatorias la información mutua es igual a cero. 
Esta medida de correlación entre dos variables puede ser utilizada para examinar la relación 
entre la temperatura diaria y la MJO. Con este fin se analizó la información mutua entre la 
serie discreta producto de la clasificación bivariada de temperatura (ver capítulo 4) y las 
fases asociadas al índice bivariado que representa a  la MJO. En la figura 5.38 se muestra la 
distribución espacial de la información mutua media entra las series diarias de temperatura 
discrertizada mediante el análisis de cluster y la MJO. Aquí se observa un gradiente 
meridional de ésta variable cuyos máximos se tienen en las regiones tropicales. Por otro 
lado, se observa una máxima relación entre las dos variables analizadas en el sudeste de 
Brasil y parte del noreste argentino.  
Este resultado concuerda con lo hallado en secciones anteriores y esta altamente 
relacionado con el fortalecimiento de la convección  en los océanos Indico y Pacifico 
ecuatoriales. Respecto a este resultado Grimm y Silva Dias (1995) encontraron una 
considerable consistencia entre los patrones de circulación (más precisamente ondas de 
Rossby forzadas por la convención tropical) observados en escala de tiempo intraestacional 
(MJO) e interanual (ENSO).  Así mismo, los autores encuentran una conexión de 
mecanismos dinámicos entre las oscilaciones de 30-60 días con la zona de convergencia del 
Atlántico Sur (SACZ). 
Estos resultados indican que la información mutua entre la temperatura y la oscilación de 
Madden-Julian no es alta (aunque alcanza hasta 1 bit de información en el sudeste de 
Brasil), la distribución espacial de la señal es coherente con los procesos físicos asociados a 
teleconexiones con la oscilación intraestacional debida a la convección ecuatorial.  
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Figura 5.38. Información mutua media entre la clasificación bivariada de temperatura y el 
índice MJO. 
 
Sin embargo, dado que los resultados de la figura 5.38 refieren a valores medios de 
información mutua y debido a que la amplitud de la MJO varía con el tiempo es de esperar 
períodos en que la temperatura y la MJO covarían en mayor/menor medida. Por esto en la 
próxima sección se muestran las variaciones locales de estas correlaciones y la inferencia 
sobre el diagnóstico conjunto. 
 
5.4.3 Diagnóstico de la temperatura basada en análisis conjunto local 
 
Bajo ciertas condiciones, principalmente en el caso de fenómenos de dinámica transitoria el 
análisis de la entropía media falla en detectar las correlaciones existentes entre variables. 
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Además, como se mostró en el capítulo anterior para el sistema climático las incertezas 
medias son mayores a 0.9 (cuando la entropía máxima es 1). Esto significa como propiedad 
principal que la predictabilidad media del sistema es baja (alrededor del 10%). Sin 
embargo, para aplicaciones prácticas, en general el valor medio de las diferentes 
propiedades que definen la predictabilidad del sistema no resulta de gran utilidad. Sin 
embargo, puede ser de gran importancia la predicción concreta basada en una secuencia 
finita de longitud N (entropía condicional y dinámica) o en la predicción dada por la 
relación entre dos variables que en determinados períodos de tiempo comparten 
información (entropía conjunta).  
Dado que la entropía conjunta es una medida de la dependencia entre dos variables es 
posible detectar períodos en que esta medida decrezca localmente, lo que implica una 
coherencia entre procesos de las dos variables.  Por esto, para analizar el comportamiento 
local que describe la relación entre la temperatura discretizada y la MJO se calculó la 
entropía conjunta y la información mutua sobre ventanas móviles de 30 días (figuras 5.39 a 
5.42). Aquí se observa en general para toda la región, que existen periodos donde la 
información mutua duplica los valores medios y la entropía conjunta decrece desde valores 
de 0.8 hasta menos de 0.5.     
Así mismo, en las localidades analizadas, la información mutua tiende a un 
comportamiento estacional definido. Esto refiere a máximos de información mutua en la 
época invernal y mínimos en durante el verano.  Estos resultados concuerdan con lo hallado 
en secciones anteriores, donde la mayor señal intraestacional sobre la temperatura se 
observa durante el invierno.  
Estos resultados implican que para estos períodos es posible efectuar un diagnóstico del 
comportamiento de la temperatura en la región a partir del análisis de la variabilidad de la 
MJO. Por otro lado, dado que  en la actualidad es posible pronosticar la MJO con una 
buena performance hasta 15-17 días (Seo, et al 2009), es posible utilizar esta información 
para inferir sobre el pronóstico de la temperatura en la región en esa escala temporal.   
Finalmente, se destaca que es necesario explorar sobre las condiciones locales en que la 
MJO puede resultar como en un buen predictor de la temperatura en Sudamérica a través 
del análisis de la entropía conjunta y condicional de los distintos procesos conjuntos que 
conllevan a eventos térmicos extremos en la región.  
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Figura 5.39. Entropía conjunta (a) e información mutua (b) entre la estructura térmica en 
Campinas y la MJO.  
 
Figura 5.40. Entropía conjunta (a) e información mutua (b) entre la estructura térmica en 
Corrientes y la MJO.  
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Figura 5.41. Entropía conjunta (a) e información mutua (b) entre la estructura térmica en 
Pergamino y la MJO.  
 
Figura 5.42. Entropía conjunta (a) e información mutua (b) entre la estructura térmica en 
Río Gallegos y la MJO.  
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El objetivo principal de este trabajo de tesis es avanzar en el conocimiento de la variabilidad 
climáticas de baja frecuencia dentro de la escala intraestacional en series de temperatura diaria 
en Sudamérica. Para esto es necesario elaborar un diagnóstico objetivo para este tipo de 
variabilidad para poder inferir sobre el impacto de éstas en los sistemas culturales.    
Para lograr un diagnóstico objetivo es necesario obtener un filtro o función de transferencia 
que introduzca la menor cantidad de ruido debido a que un análisis en escala diaria puede 
ser obscurecido por su elección. Para esto, en el capítulo 2  se analiza la robustez y 
estabilidad de diferentes métodos para estimar la onda anual. Aquí se muestra la presencia 
de asimetrías en la onda anual de temperatura que en algunos casos son producto de 
interacciones no lineales entre la onda anual y las perturbaciones. Además se muestra que 
el cálculo de la onda anual a partir de la mediana produce una estimación más robusta para 
períodos de información menores a 50 años. Sin embargo, para períodos mayores de 
información no se observan diferencias entre los distintos estimadores. 
Por otro lado, existe una dependencia entre el tiempo de independencia (To) y el período 
analizado, es decir existe una variación interanual de To que puede variar en la región entre 
3 y 7 días. Este efecto posiblemente está asociado a variaciones entre períodos 
húmedo/secos. Además se observa un mayor To si se considera el término no lineal de las 
anomalías, es decir el análisis de ésta componente conduce a estimar efectos más 
persistentes que se ven afectados por la pendiente de la onda anual.  
En general los procesos asociados a una relación no lineal con la onda anual evidencian una 
mayor persistencia de las anomalías cálidas. Esto esta asociado a procesos advectivos 
lentos donde las masas de aire cálido permanecen durante varios días, efecto que se 
evidencia mejor sobre la temperatura mínima.  
 
Para el análisis de la persistencia se analizó la marcha anual de los primeros tres 
coeficientes de autocorrelación  donde se observa en la temperatura mínima una mayor tasa 
de variación de la persistencia y el tiempo de independencia durante el invierno y la 
primavera, al contrario de lo que ocurre con la temperatura máxima donde el mayor cambio 
se observa en otoño. De esto, se desprende que para la temperatura máxima, variable 
altamente dependiente de la nubosidad, y para la temperatura mínima mayormente 
influenciada por las irrupciones frías/cálidas, los cambios observados están reflejando en 
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cierto modo los procesos que conducen al comienzo o finalización de la temporada fría y 
seca. Por este motivo si se desea representar la persistencia en estas variables es necesaria 
una mayor descripción de los parámetros que definen la serie durante las estaciones de 
transición, principalmente el otoño en la temperatura máxima y en primavera para la 
temperatura mínima. Aquí, los primeros coeficientes de autocorrelación varían más 
rápidamente. Así mismo, dada las variaciones estacionales del tiempo de independencia, al 
considerar este resultado es posible optimizar el número de observaciones independientes 
de las series temporales.  
Con estos elementos es posible desprender una aplicación directa del análisis. Por esto, en 
concordancia con lo propuesto por Minetti y Vargas (1997) es posible proponer dos 
modelos de pronóstico objetivo basados en las interacciones lineales asociados a la 
persistencia y otro que permita utilizar la información de las interacciones no lineales que 
se manifiestan en forma de precursores (asociaciones significativas del día i con el día i+11 
hasta el día i+180).  
Si consideramos un análisis espacial de la persistencia, en toda la región al norte del 
paralelo S36º se observa la mayor dependencia para los meses de otoño y comienzo del 
invierno, siendo estos valores de dependencia entre 4 y 7 días. Al sur de este dominio y en 
la porción continental se observan que los días más persistentes se dan en primavera. Esto 
no ocurre en la costa atlántica de la Patagonia donde los días con mayor cantidad de 
memorias significativas se deben buscar entre fines de otoño y comienzo del invierno. Para 
los precursores  se tiene una mayor tendencia a la presencia de memoria distantes en las 
series de temperatura entre invierno y primavera en el norte y centro de Argentina y sur de 
Brasil. Esto se manifiesta en esta región mediante la cantidad de entre 15 y 20 asociaciones 
distantes significativas por día del año. Así mismo, la Patagonia muestra un 
comportamiento diferenciado donde la mayor preferencia a la ocurrencia de precursores es 
durante el otoño.  
Se observan variaciones de baja frecuencia sobre la persistencia en la región de entre 16 y 
22 años. Estos cambios evidencian probablemente la variación en la frecuencia de distintos 
tipos de circulación que tienen un impacto directo en la estructura térmica regional. Así 
mismo, variaciones de este tipo pueden tener serios impactos socio-económicos ya que 
estos afectarían directamente la frecuencia y duración de los eventos extremos. Por esto el 
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seguimiento o monitoreo de los cambios de estado en escala intraanual de las variables que 
definen tanto a la persistencia como a la antipersistencia se vuelve una herramienta 
necesaria a la hora de decidir sobre la validez y comprensión de las características generales 
del modelo de pronóstico objetivo a utilizar.  
 
El análisis conjunto de un algoritmo de cluster con el análisis de memoria del sistema a 
través de la entropía condicional y las distribuciones de cambio de estado permite realizar 
una mejor descripción de estructuras climatológicas complejas  
A través de un análisis espacial de la entropía se encontró que existe un gradiente 
meridional en todo el dominio, encontrándose el máximo en  la porción sur de Sudamérica. 
Además, tomando en cuenta la baja predictabilidad del sistema, pequeños cambios en estas 
propiedades implican una variabilidad significativa. En este estudio, el gradiente muestra 
que la predictabilidad en la región norte es el doble respecto con lo que ocurre en latitudes 
medias de Sudamérica. 
Los cambios temporales de la entropía condicional se evidencian en forma de cuasi-ciclos. 
Si se analizan la variabilidad de baja frecuencia en esta variable a través de la estimación 
espectral, se infiere que el período dominante es aproximadamente de 18 años.  
Un comportamiento temporal opuesto se observa entre la entropía condicional asociada al 
conjunto de días fríos y cálidos. Es decir, ésta variable disminuye en el caso de que 
aumente la  persistencia ya que la entropía condicional aumenta con una mayor presencia 
de transiciones entre los estados cálido y frío y su inversa. 
Teniendo en cuenta los cambios observados en la persistencia y la entropía condicional 
sobre todo en los grupos que representan a los días fríos y cálidos, estos pueden sugerir 
variaciones en los modelos de predicción para el pronóstico objetivo que utilizan el 
conocimiento de series temporales. 
Por otro lado se infiere que los cambios en la distribución de los patrones de circulación 
podrían afectar directamente el pronóstico objetivo. Finalmente, el estudio de la 
variabilidad a largo plazo de la entropía podría sugerir algunas evidencias de los cambios 
climáticos. 
 
198 
 Conclusiones 
 
La identificación en el tiempo de las estructuras espectrales que son producto de la 
presencia de fenómenos físicos transitorios permite detectar períodos en que la 
predictabilidad del sistema aumenta y por consiguiente obtener una mejora en el momento 
de la elaboración de un pronóstico objetivo.   
Para la temperatura máxima y mínima se observa que los meses invernales son los que 
evidencian la mayor señal de variabilidad intraestacional. Para la temperatura máxima la 
ocurrencia de esta señal intraestacional es un poco más compleja, donde en algunas 
estaciones (Campinas, Tucumán, Pergamino, Pilar y Santa Rosa) esta característica tiende a 
tener una distribución bimodal. Aquí, los máximos tienden a ocurrir al inicio y final del 
invierno. También, los máximos se asocian al inicio y final de una marcada estación seca.   
Así mismo la presencia de ciclos de entre 30 y 60 días muestran en general una persistencia 
de entre 30 a 200 días. Es decir que las transiciones entre eventos cálidos y fríos se suceden 
con el período citado durante un mes y puede persistir hasta por tres estaciones, 
generalmente centrada en el invierno.  
En cuanto a la frecuencia interanual en que se evidencian este tipo de oscilaciones, se 
observa que este fenómeno tiene una probabilidad de ocurrencia de entre 30 y 50%. Así 
mismo, se observa que existe una mayor tendencia a aparecer en intervalos de 1-2 años,  
menos frecuentemente en intervalos de 4-8 años y excepcionalmente cada 12 años.  
En cuanto a la distribución espacial de la señal intraestacional se tiene un gradiente 
meridional con pocas variaciones espaciales con amplitudes de las anomalías de 
temperatura entre 2 y 3 ºC  en casi toda la región. La región que presenta mayores 
diferencias, es la noreste de Argentina y principalmente es el sur de Brasil, donde  se 
observan amplitudes máximas cercanas a 5 ºC. Aquí se destaca el comportamiento 
diferenciado que muestra el Noreste de Argentina y el sur de Brasil, región donde el 
impacto del ENOS es mayor (El Niño-Oscilación del Sur), principalmente sobre la 
precipitación. 
 
A partir del análisis de componentes principales se tiene un modo principal que se 
caracteriza por el aumento de la señal intraestacional durante el invierno tanto para la 
temperatura máxima como la mínima. En general para las dos variables se observa que el 
inicio de esta señal está asociado a una irrupción cálida (fría) de aire intensa seguida treinta 
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días después por una irrupción fría (cálida) de gran intensidad. Seguido a esto, durante el 
mes de julio se observa una irrupción calida (fría) para finalmente aproximadamente 30 
días después registrarse otra irrupción fría (cálida) intensa. Antes y después de este período 
la señal intraestacional  tiende a ser incoherente y a tener amplitudes despreciables.  
Respecto a la asociación entre la temperatura y la MJO se observa que las señales de la 
temperatura asociada con la MJO son espacialmente coherentes. Para la temperatura 
mínima se observan anomalías cálidas sobre toda la región norte del dominio para las fases 
5 y 6 de la MJO. Por otro lado  para las fases  2 y 3 se observa el comportamiento inverso, 
con anomalías frías en casi toda la región, excepto en el sudeste de Brasil. Cabe destacar 
que las anomalías observadas, tanto en las fases de calentamiento como de enfriamiento, 
son estadísticamente significativas y exceden en casi todas las regiones valores de  1ºC, 
hasta alcanzar incluso valores medios de 4ºC.     
También se observa un comportamiento coherente entre lo que se muestra para la 
temperatura máxima y la precipitación, principalmente en el noreste del dominio. En las 
fases 3 y 5 se observan anomalías positivas de precipitación en el centro este de la región, 
mientras que se tienen anomalías negativas en la Patagonia y Andes centrales.  Las fases 1, 
4 y 7 se caracterizan por el comportamiento opuesto con déficit de precipitación en el 
sudeste de Brasil y noreste de Argentina. Además se destaca para la fase 1 excesos en la 
Patagonia y cordillera central.  
Dado que la entropía conjunta es una medida de la dependencia entre dos variables es 
posible detectar períodos en que esta medida decrezca localmente, lo que implica una 
coherencia entre procesos de las dos variables.  Por esto, para analizar el comportamiento 
local que describe la relación entre la temperatura discretizada y la MJO se calculó la 
entropía conjunta y la información mutua sobre ventanas móviles de 30 días. Aquí se 
observa en general para toda la región, que existen periodos donde la información mutua 
duplica los valores medios y la entropía conjunta decrece desde valores de 0.8 hasta menos 
de 0.5.     
Así mismo, en las localidades analizadas, la información mutua tiende a un 
comportamiento estacional definido. Esto refiere a máximos de información mutua en la 
época invernal y mínimos en durante el verano.  Estos resultados concuerdan con lo hallado 
en secciones anteriores de la tesis, donde la mayor señal intraestacional sobre la 
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temperatura se observa durante el invierno. Estos resultados implican que para estos 
períodos es posible efectuar un diagnóstico del comportamiento de la temperatura en la 
región a partir del análisis de la variabilidad de la MJO. 
 Finalmente, se destaca que es necesario explorar sobre las condiciones locales en que la 
MJO puede resultar un buen predictor de la temperatura en Sudamérica a través del análisis 
de la entropía conjunta y condicional de los distintos procesos conjuntos que conllevan a 
eventos térmicos extremos en la región.  
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ANEXO I 
 
 
 
 Anexo I 
 
años Campinas Tucumán Corrientes Pergamino Pilar Buenos Aires Santa Rosa Río Gallegos 
  Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn 
1890 0 0                             
1891 0 0                             
1892 100 45 0 44                         
1893 84 53 0 0                         
1894 0 0 0 0                         
1895 35 0 0 0                         
1896 26 0 49 96 10 80                     
1897 34 0 21 29 52 40                 0 0 
1898 21 0 8 0 58 73                 44 45 
1899 27 86 0 0 0 0                 0 0 
1900 0 0 16 0 0 0                 0 0 
1901 0 21 0 0 0 0                 0 0 
1902 15 9 43 59 0 0                 0 93 
1903 0 18 0 0 0 0         0 0     23 24 
1904 0 0 0 51 55 34         0 0     0 0 
1905 0 58 0 59 0 47         0 0     0 32 
1906 0 29 0 0 0 0         0 0     0 0 
1907 25 0 0 0 0 0         0 0     80 97 
1908 0 0 0 39 0 0         25 0     64 0 
1909 0 0 0 0 0 0         34 0     0 0 
1910 0 0 38 0 0 0         0 0     17 7 
1911 0 0 33 0 0 0         0 0     0 0 
1912 80 62 0 114 40 44         0 61     0 0 
1913 0 0 0 26 0 0         0 0     0 0 
1914 0 0 0 93 90 63         91 20     0 0 
1915 0 24 0 0 0 0         44 41     0 0 
1916 84 90 15 0 0 0         63 70     0 0 
1917 0 0 0 0 0 0         65 57     0 0 
1918 0 0 64 58 50 44         1 55     0 0 
1919 0 42 0 46 0 0         0 0     0 0 
1920 74 49 0 59 0 59         0 103     0 0 
1921 0 0 0 0 0 31         0 47     0 0 
1922 0 0 0 0 26 0         0 0     0 0 
1923 0 0 43 18 93 27         47 41     0 0 
1924 0 61 0 0 0 0         0 0     0 0 
1925 0 0 25 0 27 26         66 25     0 0 
1926 0 0 0 0 77 25         0 0     0 0 
1927 0 0 0 0 0 0         0 0     0 0 
1928 0 0 0 0 0 0         0 0     0 9 
1929 0 0 0 92 75 87         0 59     0 11 
1930 0 0 0 0 45 62         0 0     0 0 
1931 38 13 0 0 45 62 0 126 0 39 0 105     51 0 
1932 0 0 0 0 0 0 0 22 7 0 0 0     0 0 
1933 0 0 0 0 0 0 12 13 0 0 0 0     51 0 
1934 0 0 0 0 0 38 22 0 0 0 0 0     0 41 
1935 0 0 0 0 0 11 88 65 51 88 43 39     26 0 
1936 67 58 58 0 41 0 44 45 82 63 0 0     12 0 
1937 0 0 0 0 0 0 64 0 36 0 0 0 0 0 55 0 
1938 61 0 43 0 36 37 99 0 56 0 2 0 44 0 84 0 
1939 16 0 0 38 55 78 75 91 44 31 67 0 0 0 0 0 
1940 19 0 0 0 0 0 0 0 15 29 0 0 0 0 0 0 
1941 0 71 22 59 0 0 59 41 70 75 34 32 92 96 0 0 
1942 0 0 0 0 0 0 74 12 70 0 38 0 100 53 0 19 
1943 0 0 0 0 0 0 0 45 0 42 0 0 0 14 0 22 
1944 0 0 0 0 0 0 0 0 27 0 19 0 14 0 30 0 
1945 0 0 0 0 0 0 0 0 0 0 0 0 22 29 0 0 
1946 0 0 0 21 0 0 0 0 0 58 0 0 0 11 0 0 
1947 0 97 0 0 0 0 0 33 0 57 0 0 0 85 0 0 
1948 0 0 41 27 0 0 0 73 0 64 0 0 0 0 0 0 
1949 4 0 0 26 83 62 72 107 34 48 36 55 46 92 17 0 
1950 0 54 47 103 0 52 147 85 127 158 38 70 118 150 0 0 
1951 0 0 0 70 76 90 93 99 122 97 79 84 0 0 0 0 
1952 52 0 65 69 37 31 134 70 161 84 100 44 0 0 0 0 
1953 0 0 0 54 50 0 68 75 47 62 35 29 0 56 0 0 
1954 20 0 29 46 0 0 82 62 49 86 0 65 147 73 51 74 
1955 0 0 0 32 61 64 0 0 11 105 31 0 19 68 56 51 
1956 0 60 0 0 0 0 0 0 0 46 0 0 50 0 0 0 
1957 0 101 0 0 18 15 13 21 0 0 0 0 0 23 0 0 
1958 28 0 0 0 0 0 69 0 0 0 0 17 0 115 0 0 
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1959 0 74 0 0 0 18 0 20 0 0 0 0 0 0 0 0 
1960 0 0 0 55 66 0 91 138 84 57 0 0 0 0 0 0 
1961 0 0 0 29 0 0 50 80 0 0 0 35 0 0 0 0 
1962 23 0 0 0 0 0 32 65 9 63 4 48 9 0 0 0 
1963 0 21 0 46 59 64 104 76 71 114 68 64 0 71 0 0 
1964 22 12 0 19 0 121 0 74 0 142 0 0 0 0 0 0 
1965 0 41 0 69 49 68 0 0 99 102 60 64 43 47 64 61 
1966 30 111 22 86 0 0 14 0 44 15 18 0 36 0 102 33 
1967 61 0 0 40 0 55 43 104 61 73 6 0 0 0 33 0 
1968 0 36 0 0 0 0 0 0 0 0 0 0 0 0 47 0 
1969 0 51 0 57 61 26 82 74 51 137 0 41 0 109 6 0 
1970 0 0 0 0 0 0 28 0 55 0 0 0 13 30 0 0 
1971 0 0 0 0 0 0 9 45 0 0 0 0 24 0 0 0 
1972 54 0 0 76 48 58 39 65 0 75 0 41 18 48 0 0 
1973 96 133 43 0 63 94 102 46 173 0 0 0 120 22 0 74 
1974 25 137 0 7 0 0 0 67 74 5 0 46 41 81 44 34 
1975 0 0 0 26 0 0 0 0 0 68 0 0 0 79 57 0 
1976 79 0 75 119 124 106 138 83 119 109 114 74 118 0 19 0 
1977 0 0 0 0 0 0 116 140 63 111 44 0 115 55 0 28 
1978 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1979 0 41 41 0 33 20 62 88 93 57 0 0 0 63 0 0 
1980 0 0 0 0 0 0 22 0 0 0 0 0 0 0 38 0 
1981 0 0 0 15 0 46 0 100 0 45 0 43 0 49 0 0 
1982 0 0 0 22 23 69 80 55 114 73 0 60 102 37 33 0 
1983 26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1984 16 48 0 78 0 63 105 74 88 85 22 0 46 55 45 106 
1985 131 86 0 84 64 130 57 87 0 117 0 89 17 105 0 0 
1986 0 54 0 0 53 0 57 61 56 40 14 0 0 66 0 0 
1987 15 72 0 41 25 86 40 191 0 190 0 138 28 170 0 0 
1988 0 0 0 43 0 22 75 18 76 75 31 0 96 57 0 45 
1989 0 0 0 72 0 0 62 51 62 9 0 26 68 31 0 0 
1990 26 128 0 109 52 84 65 105 49 146 45 76 7 99 0 0 
1991 0 0 4 0 0 0 0 0 62 0 0 0 0 0 0 0 
1992 0 0 0 69 0 0 0 65 0 37 0 0 0 13 77 30 
1993 0 26 20 0 0 0 71 0 78 0 35 0 128 0 0 0 
1994 0 0 0 15 59 61 0 20 0 35 0 0 0 0 0 0 
1995 24 0 0 0 34 124 0 0 29 91 0 0 30 32 54 0 
1996 0 11 0 0 66 109 82 118 65 75 0 44 117 56 0 0 
1997 0 0 0 0 0 0 70 124 20 86 0 19 92 152 0 23 
1998 38 54 0 0 0 0 0 0 0 0 0 0 0 18 0 0 
1999 25 87 0 0 58 0 79 0 67 0 33 0 57 73 0 0 
2000 0 0 0 0 0 0 44 0 75 0 0 0 60 0 0 24 
2001 83 15 0 34 72 80 0 0 43 81 29 0 47 34 0 0 
2002 0 34 0 19 0 0 0 0 57 0 0 0 26 20 55 0 
2003 0 0 0 41 0 72 0 0 0 59 0 0 0 19 17 0 
2004 0 0 0 47 54 41 0 0 73 104 7 0 101 45 11 0 
2005 0 0 0 0 66 0 0 0 0 0 102 0 0 0 32 19 
2006 0 0 0 0 35 0 0 0 0 0 0 0 0 0 0 0 
2007 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
Tabla I-1. Cantidad de días por año con cuasi-periodicidades de 33 días con densidad 
espectral wavelet significativa al 95% para la Temperatura máxima (Tx) y mínima (Tn) 
sobre las estaciones de referencia. 
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años Campinas Tucumán Corrientes Pergamino Pilar  Buenos Aires Santa Rosa Río Gallegos 
 Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn 
1890 0 18               
1891 58 0               
1892 0 110               
1893 0 91 0 0 0 0           
1894 45 0 0 69 134 113         0 0 
1895 147 0 0 79 0 0         0 0 
1896 5 0 0 46 0 64         0 0 
1897 0 162 0 0 0 0         36 45 
1898 0 88 16 0 70 87         0 28 
1899 78 51 0 81 96 99         0 0 
1900 0 0 0 0 0 0         0 0 
1901 0 0 0 0 0 0         0 0 
1902 161 107 46 83 0 0         0 119 
1903 168 0 0 0 23 0     0 0   0 0 
1904 0 0 0 0 0 0     0 0   0 0 
1905 0 94 0 0 0 0     0 0   0 0 
1906 61 0 0 0 0 107     0 70   0 117 
1907 129 17 0 42 101 126     0 0   63 108 
1908 0 0 0 0 0 0     0 0   0 0 
1909 0 0 0 33 0 81     0 0   0 0 
1910 0 0 0 0 33 56     59 65   0 0 
1911 0 0 63 0 0 0     0 69   0 0 
1912 0 27 0 37 78 117     0 0   0 33 
1913 0 0 0 0 0 0     0 0   0 0 
1914 0 0 0 0 0 28     0 29   0 0 
1915 0 0 0 0 0 26     0 65   0 38 
1916 23 0 0 0 12 0     0 0   0 1 
1917 0 0 0 0 10 0     0 0   0 0 
1918 0 60 0 96 53 106     50 110   0 0 
1919 0 0 0 0 0 25     0 0   0 0 
1920 0 0 0 0 0 0     0 0   0 0 
1921 0 150 0 0 0 0     0 0   0 0 
1922 0 0 0 0 0 0     0 0   0 0 
1923 0 87 20 72 48 0     107 0   0 0 
1924 0 70 0 60 0 0     0 66   0 0 
1925 69 0 49 0 91 41     36 61   0 0 
1926 0 0 0 66 0 104     0 50   0 0 
1927 0 0 0 0 0 0     0 0   0 0 
1928 0 0 0 19 28 0     64 74   0 0 
1929 42 0 0 0 0 0     0 0   0 0 
1930 0 0 60 105 143 149     23 0   27 36 
1931 74 34 0 63 0 45 0 0 55 52 0 0   0 0 
1932 0 0 0 0 0 0 0 0 72 0 0 0   0 41 
1933 0 0 0 0 0 0 0 0 0 0 0 0   77 0 
1934 0 13 0 0 0 0 0 0 0 0 0 0   58 0 
1935 7 0 0 0 0 80 149 90 0 48 0 0   0 0 
1936 0 0 70 0 0 0 0 70 0 47 0 59   101 68 
1937 0 0 45 103 83 129 126 157 67 147 83 129 0 0 76 0 
1938 0 0 0 0 0 0 148 0 0 0 0 0 52 0 0 0 
1939 0 0 0 0 66 0 0 0 0 4 1 0 0 0 0 0 
1940 0 0 0 25 0 0 0 0 0 53 22 0 30 0 0 0 
1941 23 171 16 18 0 0 107 26 66 82 85 0 126 0 0 0 
1942 0 0 0 0 0 0 31 0 0 0 0 0 0 0 0 0 
1943 0 0 0 0 0 0 58 0 19 0 0 0 34 0 45 42 
1944 0 0 25 69 0 0 154 29 163 92 47 0 140 127 78 0 
1945 0 0 0 0 0 0 0 0 33 111 0 0 2 13 0 0 
1946 21 99 0 0 0 0 86 177 187 123 136 126 123 172 0 0 
1947 0 0 0 0 0 0 21 49 12 14 8 26 5 5 0 0 
1948 0 40 0 0 0 0 0 42 0 27 0 0 0 0 0 63 
1949 70 0 0 0 0 0 44 0 0 0 0 0 42 0 0 0 
1950 0 0 93 0 0 0 112 0 59 32 37 0 0 0 0 0 
1951 0 26 0 71 0 31 109 129 65 155 69 75 0 0 0 0 
1952 48 67 0 55 56 96 41 84 78 117 41 0 0 0 0 0 
1953 0 0 0 0 0 0 165 79 60 0 61 0 0 0 0 0 
1954 0 0 0 0 0 0 0 126 0 46 0 0 0 0 52 0 
1955 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 84 
1956 0 0 0 0 0 0 0 0 0 57 0 39 0 18 16 0 
1957 10 64 0 146 132 123 191 0 0 0 127 0 122 90 29 0 
1958 118 0 0 0 0 0 148 0 0 0 0 0 139 0 0 53 
1959 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1960 0 0 0 27 0 0 0 44 0 48 0 0 0 0 0 0 
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1961 0 0 0 18 0 0 0 0 0 0 0 0 0 0 0 0 
1962 0 0 0 0 0 0 159 0 0 0 58 65 157 36 0 0 
1963 0 0 0 90 80 105 54 152 36 155 0 0 49 90 0 0 
1964 0 0 0 0 0 0 0 72 0 74 0 22 0 0 0 72 
1965 89 0 110 82 82 79 0 0 217 109 120 95 215 118 110 0 
1966 0 0 0 0 0 0 0 0 46 0 80 0 124 0 0 0 
1967 69 0 89 136 116 169 122 145 103 160 89 131 106 103 0 0 
1968 38 0 0 0 0 0 23 0 0 0 0 0 72 37 0 0 
1969 0 56 30 0 87 0 158 34 113 39 0 0 27 53 0 0 
1970 0 53 0 137 171 134 243 257 135 258 129 162 196 197 0 0 
1971 0 65 0 102 92 217 157 186 130 219 92 82 129 94 26 0 
1972 32 0 0 111 91 101 51 72 37 109 62 0 131 40 0 0 
1973 0 109 0 0 0 68 0 85 0 18 0 37 0 0 0 0 
1974 0 43 0 75 26 69 62 143 0 101 59 109 0 108 0 37 
1975 0 84 0 0 0 0 0 64 9 82 0 0 29 62 74 0 
1976 0 0 0 0 0 4 0 0 0 15 0 0 0 68 111 62 
1977 0 0 0 88 142 52 73 89 72 98 32 16 113 106 45 0 
1978 0 0 0 52 0 156 0 75 0 81 0 0 0 0 34 0 
1979 46 159 0 0 0 83 0 0 0 86 0 0 0 0 0 0 
1980 0 0 0 0 0 0 0 0 0 0 0 0 0 0 22 0 
1981 0 0 0 0 0 63 0 78 0 59 0 41 74 0 0 0 
1982 0 0 68 0 81 0 74 84 128 0 0 0 102 0 85 67 
1983 159 80 0 0 76 134 0 0 0 0 0 0 0 0 13 0 
1984 0 0 64 0 78 0 131 0 124 26 115 0 125 27 0 0 
1985 121 27 12 0 0 0 13 0 19 0 22 0 58 65 0 0 
1986 5 0 0 0 0 0 0 0 9 0 0 0 0 0 38 0 
1987 33 91 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1988 0 64 0 0 0 111 0 0 0 0 0 0 0 27 207 143 
1989 0 0 0 45 0 0 0 30 0 0 0 0 58 0 0 0 
1990 0 75 0 80 38 68 133 95 103 100 79 42 105 109 0 0 
1991 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 62 
1992 0 0 0 13 0 75 85 122 72 104 0 36 79 121 0 0 
1993 0 0 0 0 0 0 0 0 0 0 0 0 27 0 0 0 
1994 0 0 0 0 0 0 0 28 0 57 0 0 77 0 77 63 
1995 0 0 0 45 32 0 68 0 114 61 0 0 173 0 0 0 
1996 0 0 0 0 0 0 0 32 0 50 0 0 135 111 0 0 
1997 0 37 0 0 0 0 13 0 0 0 0 0 35 0 12 0 
1998 0 0 0 0 0 0 0 0 0 0 0 0 59 0 0 0 
1999 0 99 0 0 93 42 37 57 127 64 0 0 45 0 0 0 
2000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2001 0 97 0 100 102 111 0 0 104 136 89 69 105 103 0 78 
2002 24 56 0 31 0 76 0 0 44 188 32 51 0 47 39 0 
2003 0 109 0 46 0 47 0 0 0 105 0 0 65 59 0 0 
2004 0 0 0 0 0 0 0 0 0 0 0 0 69 0 0 0 
2005 0 0 0 0 0 0 0 0 0 0 68 19 0 0 70 54 
2006 0 0 0 0 0 0 0 0 0 0 11 0 0 0 47 68 
2007 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
Tabla I-2. Cantidad de días por año con cuasi-periodicidades de 45 días con densidad 
espectral wavelet significativa al 95% para la Temperatura máxima (Tx) y mínima (Tn) 
sobre las estaciones de referencia. 
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Campinas Tucumán Corrientes Pergamino Pilar Buenos Aires Santa Rosa Río Gallegos años 
Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn 
1890 0 181                             
1891 0 0                             
1892 0 143                             
1893 0 136 0 127                         
1894 57 0 0 0 0 11                     
1895 58 0 0 144 0 54                     
1896 0 0 0 40 0 0                 0 0 
1897 0 181 0 0 0 0                 42 0 
1898 0 118 0 0 0 111                 0 0 
1899 0 0 16 79 79 137                 0 0 
1900 0 0 0 0 0 0                 0 0 
1901 0 0 94 0 0 0                 0 0 
1902 189 62 44 91 0 0                 0 168 
1903 175 0 0 14 19 0                 0 0 
1904 0 0 0 0 0 0         0 0     0 0 
1905 0 0 0 0 0 0         0 0     69 0 
1906 0 0 0 0 81 94         71 80     8 146 
1907 0 0 0 157 63 92         0 0     62 0 
1908 0 0 0 0 0 0         0 0     0 0 
1909 0 0 0 0 0 65         0 8     0 0 
1910 0 76 0 0 52 67         47 0     5 0 
1911 0 0 46 0 0 0         0 58     12 0 
1912 0 0 0 91 59 0         0 0     54 88 
1913 0 0 0 0 0 0         0 0     0 0 
1914 0 0 0 0 0 0         0 0     0 0 
1915 0 0 0 0 0 0         0 0     0 55 
1916 89 0 0 0 0 0         0 0     0 12 
1917 77 0 0 0 0 0         0 0     0 0 
1918 0 70 0 43 0 0         0 0     0 0 
1919 46 0 0 102 0 0         0 87     0 0 
1920 0 0 0 0 0 0         0 0     0 0 
1921 0 93 0 0 0 0         0 0     0 0 
1922 0 0 0 108 0 0         0 0     0 0 
1923 0 52 0 112 0 50         0 0     0 0 
1924 0 0 0 76 0 0         0 0     0 0 
1925 119 0 0 0 0 17         0 71     0 0 
1926 0 0 0 0 0 0         0 0     0 0 
1927 0 0 0 0 0 0         0 115     0 0 
1928 0 0 0 0 0 0         0 0     0 0 
1929 0 120 0 0 0 0         0 0     0 0 
1930 0 0 49 105 78 103         38 0     0 67 
1931 0 0 0 0 0 0 0 0 151 0 0 0     0 0 
1932 0 0 0 0 0 0 0 0 0 0 0 0     0 0 
1933 0 0 0 0 0 0 51 0 0 0 0 0     0 0 
1934 0 0 0 0 0 0 39 0 0 0 0 0     0 48 
1935 43 0 0 56 60 137 175 134 0 152 0 22     0 0 
1936 0 0 0 0 0 0 0 33 0 0 0 0     64 13 
1937 0 0 0 135 100 176 174 197 128 196 119 162 0 0 56 19 
1938 0 0 0 0 0 0 0 0 43 0 0 0 0 0 0 0 
1939 0 0 0 0 32 0 0 0 16 0 0 0 0 0 0 0 
1940 5 0 0 0 0 0 0 0 0 0 21 0 0 0 0 0 
1941 30 51 0 0 0 0 114 103 37 71 81 0 119 0 0 0 
1942 0 98 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1943 0 0 0 0 0 0 77 0 0 0 0 0 129 0 51 44 
1944 0 0 0 88 0 0 339 149 155 183 22 89 225 140 2 33 
1945 0 0 0 0 0 0 89 31 0 59 74 0 51 0 0 0 
1946 0 63 0 0 0 0 84 79 169 99 108 97 114 94 0 0 
1947 0 0 0 0 0 0 7 0 0 5 2 0 18 0 0 0 
1948 0 104 0 0 0 0 11 136 12 143 0 63 0 0 67 0 
1949 92 0 0 0 0 0 64 0 6 0 0 0 94 0 0 0 
1950 0 0 117 78 113 101 135 74 140 98 88 0 128 63 0 0 
1951 0 0 0 0 0 0 43 0 0 45 0 0 0 0 0 0 
1952 60 90 0 108 108 117 86 65 140 124 0 0 0 0 0 0 
1953 0 0 0 0 0 0 82 0 78 0 0 0 0 0 1 0 
1954 0 0 0 0 0 0 0 78 0 60 0 0 53 0 41 0 
1955 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 38 
1956 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1957 0 0 0 33 105 88 58 0 0 0 158 51 129 89 0 0 
1958 79 0 0 0 0 0 206 121 0 0 0 53 92 68 22 52 
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1959 0 37 0 0 0 0 0 0 0 0 0 0 105 0 0 0 
1960 0 0 0 34 0 0 39 76 0 81 0 0 0 0 0 0 
1961 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1962 0 0 0 0 0 0 0 0 0 0 0 0 57 0 0 0 
1963 0 0 0 0 0 114 0 127 0 111 0 0 48 92 0 0 
1964 0 0 0 0 0 0 0 92 115 107 0 0 0 68 0 99 
1965 146 0 185 192 193 173 0 0 212 191 190 133 241 328 98 26 
1966 0 103 0 0 0 0 0 0 0 0 0 0 12 0 76 51 
1967 0 0 0 112 47 138 110 146 82 163 84 101 103 137 0 0 
1968 0 0 0 0 0 0 80 0 0 0 0 0 59 0 0 0 
1969 0 0 0 0 76 0 17 77 48 110 0 0 28 16 0 0 
1970 0 0 0 138 68 94 142 197 124 167 74 117 131 235 0 0 
1971 0 0 0 244 270 263 215 243 173 263 140 171 186 127 0 0 
1972 0 0 0 0 0 0 0 0 0 45 0 0 0 0 0 0 
1973 0 63 0 0 0 0 0 74 0 0 0 0 0 0 0 0 
1974 43 85 0 0 0 39 33 145 0 83 0 76 0 22 0 15 
1975 0 24 0 0 0 0 0 48 0 98 0 0 114 61 133 0 
1976 0 0 0 29 0 0 0 0 0 42 0 0 0 277 70 0 
1977 0 0 0 0 0 0 0 0 0 77 0 0 0 0 131 0 
1978 0 0 0 94 0 96 0 102 0 140 0 12 0 108 77 0 
1979 60 150 0 0 0 74 27 0 0 0 0 0 0 16 0 0 
1980 0 29 0 0 0 0 59 0 93 0 0 0 145 42 0 0 
1981 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1982 0 0 57 0 55 0 55 0 231 0 0 0 0 0 131 102 
1983 91 0 0 0 32 87 0 0 0 0 0 0 0 0 0 0 
1984 0 0 0 0 101 0 0 0 0 0 0 0 0 0 0 0 
1985 0 0 0 0 0 0 0 0 0 0 0 0 63 0 0 0 
1986 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1987 0 63 0 0 0 0 0 0 36 0 0 0 0 0 0 0 
1988 0 0 0 0 0 207 0 0 0 0 0 0 0 0 101 0 
1989 0 0 0 133 0 0 0 0 0 126 0 0 75 113 0 0 
1990 0 0 0 66 0 0 128 0 90 48 63 0 117 0 0 0 
1991 0 0 0 0 0 25 0 0 0 52 0 0 0 93 0 70 
1992 0 0 0 88 0 88 124 112 76 107 101 76 105 90 0 0 
1993 0 0 0 0 0 0 0 0 0 0 0 0 30 0 0 0 
1994 0 0 0 0 0 0 0 44 0 50 0 0 0 55 108 83 
1995 0 0 103 67 77 0 77 0 162 89 0 0 83 0 0 0 
1996 0 0 0 0 0 0 0 19 0 0 0 0 49 60 90 0 
1997 120 108 0 0 0 0 0 0 0 0 0 0 6 0 0 0 
1998 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1999 0 36 0 0 66 0 0 17 78 0 0 0 0 0 0 0 
2000 0 60 0 0 0 125 0 0 0 0 0 0 0 0 0 0 
2001 0 0 0 96 76 85 0 0 48 121 96 59 41 0 24 71 
2002 164 160 0 0 0 62 0 0 0 107 0 0 100 0 103 0 
2003 0 64 0 30 0 0 0 0 0 113 0 0 2 0 0 0 
2004 0 0 0 0 0 0 0 0 0 55 0 0 0 28 0 0 
2005 0 0 0 0 0 0 0 0 0 0 0 0 0 0 192 98 
2006 0 0 0 0 0 0 0 0 0 0 0 0 0 0 126 100 
2007 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
Tabla I-3. Cantidad de días por año con cuasi-periodicidades de 55 días con densidad 
espectral wavelet significativa al 95% para la Temperatura máxima (Tx) y mínima (Tn) 
sobre las estaciones de referencia. 
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años Campinas Tucumán Corrientes Pergamino Pilar  Buenos Aires Santa Rosa Río Gallegos 
 Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn 
1890 0 101 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1891 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1892 0 119 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1893 0 126 0 164 0 0 0 0 0 0 0 0 0 0 0 0 
1894 76 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1895 128 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1896 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1897 0 76 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1898 0 19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1899 0 0 0 0 0 155 0 0 0 0 0 0 0 0 0 0 
1900 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1901 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1902 0 0 0 159 0 0 0 0 0 0 0 0 0 0 0 130 
1903 38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1904 0 0 0 0 0 0 0 0 0 0 0 0 0 0 56 78 
1905 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1906 0 0 0 26 167 65 0 0 0 0 0 0 0 0 0 93 
1907 0 0 0 170 0 0 0 0 0 0 0 0 0 0 89 0 
1908 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1909 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1910 112 110 0 0 0 79 0 0 0 0 0 0 0 0 50 97 
1911 0 0 0 0 0 0 0 0 0 0 0 29 0 0 48 0 
1912 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 102 
1913 0 0 0 0 0 0 0 0 0 0 0 46 0 0 0 0 
1914 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1915 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 59 
1916 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 21 
1917 0 0 0 0 0 0 0 0 0 0 0 55 0 0 0 0 
1918 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1919 58 0 0 119 0 0 0 0 0 0 0 0 0 0 0 0 
1920 0 55 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1921 0 0 0 59 0 64 0 0 0 0 0 0 0 0 0 0 
1922 0 0 0 76 0 0 0 0 0 0 0 0 0 0 0 0 
1923 0 0 0 100 103 68 0 0 0 0 0 39 0 0 0 0 
1924 0 0 0 114 0 38 0 0 0 0 0 0 0 0 0 0 
1925 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1926 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1927 0 0 0 0 0 21 0 0 0 0 0 78 0 0 0 0 
1928 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1929 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1930 0 0 0 61 0 0 0 0 0 0 82 0 0 0 157 298 
1931 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1932 0 0 0 0 0 13 121 37 107 0 55 0 0 0 0 0 
1933 0 0 0 0 0 0 175 0 118 0 61 0 0 0 0 0 
1934 61 0 0 0 52 113 82 136 0 0 0 70 0 0 0 0 
1935 0 0 0 62 30 94 92 0 109 45 0 0 0 0 0 0 
1936 0 0 0 0 0 0 0 0 0 0 0 0 0 0 135 55 
1937 0 0 0 0 0 123 134 199 34 107 0 147 0 0 62 86 
1938 0 0 0 0 0 0 0 0 85 0 0 0 107 0 0 0 
1939 0 0 0 0 17 0 0 10 74 79 41 0 0 0 0 0 
1940 52 0 0 0 0 0 0 0 0 0 53 0 0 0 0 0 
1941 110 0 0 0 0 0 160 0 29 0 74 0 122 0 0 0 
1942 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1943 0 0 0 0 0 0 224 131 92 0 93 0 232 204 0 0 
1944 50 0 0 0 0 0 140 150 70 151 46 95 133 132 0 98 
1945 0 0 0 0 0 0 171 19 0 0 100 0 159 0 0 0 
1946 0 0 0 0 0 0 0 66 54 101 0 0 64 0 0 0 
1947 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1948 0 135 0 0 0 0 40 151 27 156 0 143 0 0 91 0 
1949 0 0 0 0 0 0 200 0 45 0 0 0 154 0 0 0 
1950 0 0 0 36 124 124 73 0 27 72 0 0 69 31 0 0 
1951 0 0 0 0 0 0 0 0 0 0 0 0 16 0 0 0 
1952 147 183 0 98 100 122 164 56 170 161 77 26 0 0 0 0 
1953 0 0 0 0 0 0 51 67 0 27 0 0 0 17 0 0 
1954 0 0 0 0 0 0 0 76 0 235 0 101 0 239 0 0 
1955 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1956 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1957 86 0 0 0 0 0 0 0 0 0 115 0 71 0 42 0 
1958 0 0 19 92 0 0 236 160 0 0 92 120 62 144 143 0 
1959 70 107 0 0 0 0 0 0 0 0 0 0 87 0 0 0 
1960 0 0 0 0 0 0 0 0 0 44 0 0 0 0 0 0 
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1961 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1962 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1963 0 11 0 0 0 0 0 0 0 0 0 0 61 0 0 0 
1964 0 78 0 0 0 0 0 179 0 135 0 0 0 118 66 97 
1965 186 0 128 130 157 222 0 0 133 231 116 186 89 240 102 0 
1966 0 59 0 0 0 0 0 0 0 0 0 0 0 0 61 0 
1967 0 0 0 39 32 0 139 87 81 110 57 38 189 145 0 0 
1968 0 0 0 0 54 0 113 0 0 0 0 0 85 0 0 0 
1969 0 0 0 0 23 0 17 110 0 115 0 0 50 0 0 0 
1970 0 0 0 0 0 99 121 0 124 0 0 0 96 0 0 0 
1971 0 0 0 0 0 91 84 111 72 0 0 0 81 108 0 46 
1972 0 71 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1973 0 0 0 0 0 0 24 97 0 0 0 0 35 0 0 0 
1974 0 0 0 0 0 0 0 36 0 103 0 0 0 0 0 0 
1975 0 0 0 0 0 0 119 80 98 144 75 0 160 112 22 0 
1976 0 0 0 0 0 0 215 0 0 15 0 0 103 0 123 0 
1977 0 0 0 0 0 0 0 0 0 0 0 0 56 0 154 0 
1978 0 0 0 143 98 153 97 219 0 192 0 113 136 237 0 0 
1979 0 0 0 54 0 79 116 0 66 0 0 0 133 0 0 0 
1980 0 0 0 0 0 18 93 0 140 178 0 0 168 100 0 0 
1981 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1982 0 0 0 0 0 0 0 0 86 0 0 0 0 0 0 89 
1983 40 0 0 0 6 0 0 0 68 0 0 0 0 0 0 0 
1984 0 0 0 0 181 0 0 0 0 0 0 0 0 0 0 0 
1985 0 0 0 0 0 0 0 0 0 0 0 0 39 0 0 0 
1986 0 0 0 0 0 0 0 102 0 116 0 0 0 0 0 0 
1987 0 0 0 0 0 0 74 0 102 0 0 0 102 0 0 0 
1988 0 0 0 0 0 0 0 0 45 0 0 0 0 0 0 0 
1989 0 0 0 103 0 0 0 59 0 24 0 0 0 104 0 0 
1990 21 0 0 0 0 0 70 0 0 0 0 0 115 0 0 0 
1991 0 0 0 0 0 0 0 23 0 67 0 0 0 132 93 0 
1992 0 0 0 67 0 77 112 109 0 92 32 63 143 73 112 0 
1993 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1994 0 0 0 0 26 0 31 0 0 0 0 0 0 0 0 101 
1995 0 0 0 0 133 0 0 0 117 33 0 0 0 0 0 0 
1996 0 0 0 0 0 0 0 0 59 0 0 0 0 0 74 0 
1997 136 138 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1998 0 0 0 0 0 0 49 0 51 0 0 0 0 0 0 0 
1999 0 0 0 0 0 0 68 0 110 0 0 0 0 0 0 0 
2000 0 0 0 0 0 146 0 0 0 0 0 0 0 0 0 0 
2001 0 0 0 82 150 0 0 0 0 129 0 84 0 178 0 93 
2002 168 110 0 0 38 0 0 0 0 114 0 0 91 0 88 0 
2003 0 0 0 0 0 0 0 0 19 1 0 0 0 0 0 0 
2004 0 0 0 0 145 137 0 0 73 121 77 82 0 105 56 0 
2005 0 0 0 0 0 0 0 0 0 0 0 0 0 0 57 0 
2006 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 
2007 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
 
Tabla I-4. Cantidad de días por año con cuasi-periodicidades de 66 días con densidad 
espectral wavelet significativa al 95% para la Temperatura máxima (Tx) y mínima (Tn) 
sobre las estaciones de referencia. 
 
 
 
 
 
 
 
 
años Campinas Tucumán Corrientes Pergamino Pilar Buenos Aires Santa Rosa Río Gallegos 
  Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn Tx Tn 
1890 0.00 0.00                             
1891 0.00 0.00                             
1892 2.24 3.37                             
1893 1.77 2.41                             
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1894 0.00 0.00                             
1895 2.37 0.00                             
1896 1.71 0.00 1.28 2.10 1.22 2.21                     
1897 1.86 0.00 1.54 1.73 1.66 2.09                     
1898 1.68 0.00 1.96 0.00 2.45 2.90                 1.35 1.98 
1899 2.55 2.61 0.00 0.00 0.00 0.00                 0.00 0.00 
1900 0.00 0.00 1.56 0.00 0.00 0.00                 0.00 0.00 
1901 0.00 1.50 0.00 0.00 0.00 0.00                 0.00 0.00 
1902 2.94 2.18 2.26 3.12 0.00 0.00                 0.00 4.16 
1903 0.00 1.62 0.00 0.00 0.00 0.00                 1.44 1.58 
1904 0.00 0.00 0.00 1.60 1.37 1.70                 0.00 0.00 
1905 0.00 1.73 0.00 1.62 0.00 1.56                 0.00 1.92 
1906 0.00 1.94 0.00 0.00 0.00 0.00                 0.00 0.00 
1907 2.27 0.00 0.00 0.00 0.00 0.00         0.00 0.00     2.83 3.42 
1908 0.00 0.00 0.00 1.82 0.00 0.00         1.44 0.00     1.44 0.00 
1909 0.00 0.00 0.00 0.00 0.00 0.00         1.71 0.00     0.00 0.00 
1910 0.00 0.00 1.75 0.00 0.00 0.00         0.00 0.00     1.58 1.98 
1911 0.00 0.00 2.66 0.00 0.00 0.00         0.00 0.00     0.00 0.00 
1912 2.08 1.84 0.00 2.26 2.35 2.29         0.00 1.77     0.00 0.00 
1913 0.00 0.00 0.00 1.28 0.00 0.00         0.00 0.00     0.00 0.00 
1914 0.00 0.00 0.00 1.69 1.77 1.71         1.90 1.55     0.00 0.00 
1915 0.00 1.44 0.00 0.00 0.00 0.00         1.78 1.65     0.00 0.00 
1916 2.11 1.73 1.48 0.00 0.00 0.00         1.60 2.45     0.00 0.00 
1917 0.00 0.00 0.00 0.00 0.00 0.00         1.97 1.95     0.00 0.00 
1918 0.00 0.00 1.66 2.97 2.15 2.44         1.73 2.03     0.00 0.00 
1919 0.00 1.78 0.00 2.44 0.00 0.00         0.00 0.00     0.00 0.00 
1920 1.75 1.77 0.00 1.55 0.00 1.39         0.00 1.57     0.00 0.00 
1921 0.00 0.00 0.00 0.00 0.00 1.76         0.00 1.48     0.00 0.00 
1922 0.00 0.00 0.00 0.00 1.76 0.00         0.00 0.00     0.00 0.00 
1923 0.00 0.00 2.06 2.72 2.51 1.87         1.83 1.71     0.00 0.00 
1924 0.00 2.16 0.00 0.00 0.00 0.00         0.00 0.00     0.00 0.00 
1925 0.00 0.00 1.87 0.00 1.94 2.14         2.21 2.39     0.00 0.00 
1926 0.00 0.00 0.00 0.00 1.68 2.56         0.00 0.00     0.00 0.00 
1927 0.00 0.00 0.00 0.00 0.00 0.00         0.00 0.00     0.00 0.00 
1928 0.00 0.00 0.00 0.00 0.00 0.00         0.00 0.00     0.00 1.67 
1929 0.00 0.00 0.00 1.53 1.72 1.80         0.00 1.29     0.00 1.77 
1930 0.00 0.00 0.00 0.00 2.54 3.19         0.00 0.00     0.00 0.00 
1931 2.28 1.97 0.00 0.00 2.02 2.30 0.00 2.11 0.00 2.01 0.00 2.18     1.71 0.00 
1932 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.83 1.84 0.00 0.00 0.00     0.00 0.00 
1933 0.00 0.00 0.00 0.00 0.00 0.00 2.37 1.75 0.00 0.00 0.00 0.00     1.95 0.00 
1934 0.00 0.00 0.00 0.00 0.00 2.32 2.22 0.00 0.00 0.00 0.00 0.00     0.00 1.96 
1935 0.00 0.00 0.00 0.00 0.00 2.80 2.58 2.39 1.97 2.24 1.72 1.88     1.83 0.00 
1936 1.92 1.84 2.19 0.00 1.56 0.00 1.50 2.65 1.87 2.48 0.00 0.00     2.53 0.00 
1937 0.00 0.00 0.00 0.00 0.00 0.00 3.81 0.00 2.71 0.00 0.00 0.00 0.00 0.00 3.11 0.00 
1938 1.84 0.00 1.66 0.00 1.49 1.32 2.87 0.00 2.05 0.00 1.65 0.00 2.53 0.00 1.93 0.00 
1939 1.65 0.00 0.00 2.12 2.73 2.04 2.41 1.54 1.95 2.44 1.73 0.00 0.00 0.00 0.00 0.00 
1940 1.81 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.81 2.14 0.00 0.00 0.00 0.00 0.00 0.00 
1941 0.00 2.09 2.12 2.31 0.00 0.00 3.63 2.22 2.79 2.90 2.73 1.95 3.02 1.87 0.00 0.00 
1942 0.00 0.00 0.00 0.00 0.00 0.00 2.01 1.13 1.40 0.00 1.38 0.00 1.72 1.10 0.00 1.45 
1943 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.12 0.00 1.76 0.00 0.00 0.00 1.96 0.00 2.25 
1944 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.65 0.00 2.34 0.00 3.65 0.00 2.12 0.00 
1945 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.86 1.47 0.00 0.00 
1946 0.00 0.00 0.00 1.56 0.00 0.00 0.00 0.00 0.00 2.33 0.00 0.00 0.00 2.04 0.00 0.00 
1947 0.00 2.03 0.00 0.00 0.00 0.00 0.00 1.82 0.00 1.88 0.00 0.00 0.00 1.27 0.00 0.00 
1948 0.00 0.00 1.46 1.90 0.00 0.00 0.00 2.99 0.00 2.57 0.00 0.00 0.00 0.00 0.00 0.00 
1949 2.16 0.00 0.00 1.37 1.58 1.79 2.74 2.29 1.45 1.17 2.17 1.81 2.46 2.20 1.75 0.00 
1950 0.00 1.39 2.20 1.97 0.00 1.85 2.19 1.98 2.61 2.38 2.04 1.80 2.34 2.13 0.00 0.00 
1951 0.00 0.00 0.00 2.16 2.06 2.29 2.87 2.90 2.12 3.47 2.30 2.53 0.00 0.00 0.00 0.00 
1952 2.34 0.00 1.99 2.18 2.63 3.09 2.62 2.55 2.66 3.07 2.22 1.78 0.00 0.00 0.00 0.00 
1953 0.00 0.00 0.00 1.76 2.05 0.00 3.02 2.61 2.36 1.95 2.08 1.59 0.00 1.88 0.00 0.00 
1954 1.66 0.00 1.54 1.88 0.00 0.00 1.48 2.24 1.51 2.45 0.00 1.79 2.31 2.04 2.15 2.15 
1955 0.00 0.00 0.00 1.52 1.41 1.86 0.00 0.00 1.73 1.97 1.36 0.00 1.87 1.96 1.47 2.59 
1956 0.00 1.63 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.48 0.00 0.00 2.06 0.00 0.00 0.00 
1957 0.00 2.12 0.00 0.00 3.01 1.96 2.56 1.82 0.00 0.00 0.00 0.00 0.00 2.14 0.00 0.00 
1958 2.62 0.00 0.00 0.00 0.00 0.00 3.47 0.00 0.00 0.00 0.00 1.84 0.00 2.48 0.00 0.00 
1959 0.00 2.41 0.00 0.00 0.00 1.66 0.00 1.75 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
1960 0.00 0.00 0.00 2.60 1.97 0.00 2.16 2.57 2.01 2.68 0.00 0.00 0.00 0.00 0.00 0.00 
1961 0.00 0.00 0.00 1.86 0.00 0.00 1.36 1.90 0.00 0.00 0.00 1.58 0.00 0.00 0.00 0.00 
1962 1.64 0.00 0.00 0.00 0.00 0.00 2.09 2.10 1.49 1.94 1.76 2.11 2.38 0.00 0.00 0.00 
1963 0.00 1.88 0.00 2.06 2.10 3.07 2.28 2.20 2.04 2.85 1.86 1.72 0.00 2.15 0.00 0.00 
1964 1.49 1.86 0.00 2.00 0.00 1.60 0.00 2.78 0.00 2.97 0.00 0.00 0.00 0.00 0.00 0.00 
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1965 0.00 2.03 0.00 3.54 3.30 3.38 0.00 0.00 3.71 4.14 3.70 3.69 3.11 4.38 2.41 1.92 
1966 1.67 2.06 1.59 1.88 0.00 0.00 1.36 0.00 1.88 1.58 2.03 0.00 2.09 0.00 2.09 1.75 
1967 2.10 0.00 0.00 3.08 0.00 3.93 3.24 4.12 2.85 4.30 2.46 0.00 0.00 0.00 1.69 0.00 
1968 0.00 1.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.66 0.00 
1969 0.00 2.11 0.00 1.75 2.26 1.50 2.22 2.09 2.07 2.35 0.00 1.81 0.00 2.36 1.61 0.00 
1970 0.00 0.00 0.00 0.00 0.00 0.00 2.69 0.00 2.55 0.00 0.00 0.00 2.46 2.49 0.00 0.00 
1971 0.00 0.00 0.00 0.00 0.00 0.00 3.00 3.05 0.00 0.00 0.00 0.00 2.75 0.00 0.00 0.00 
1972 2.42 0.00 0.00 2.57 2.31 2.31 2.16 1.98 0.00 2.75 0.00 1.43 2.24 1.69 0.00 0.00 
1973 1.84 2.87 1.62 0.00 1.62 2.50 1.79 2.92 2.13 0.00 0.00 0.00 1.78 1.90 0.00 2.19 
1974 1.75 2.42 0.00 1.98 0.00 0.00 0.00 4.23 1.72 3.00 0.00 3.18 1.57 2.58 1.28 2.21 
1975 0.00 0.00 0.00 2.19 0.00 0.00 0.00 0.00 0.00 3.48 0.00 0.00 0.00 2.87 2.05 0.00 
1976 2.39 0.00 1.80 2.23 2.08 2.81 2.24 2.45 1.99 2.55 1.71 1.59 2.10 0.00 2.57 0.00 
1977 0.00 0.00 0.00 0.00 0.00 0.00 2.71 2.47 1.89 2.77 2.04 0.00 2.68 2.37 0.00 1.43 
1978 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
1979 0.00 2.91 1.09 0.00 1.59 2.27 2.31 1.92 1.62 2.35 0.00 0.00 0.00 2.03 0.00 0.00 
1980 0.00 0.00 0.00 0.00 0.00 0.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.85 0.00 
1981 0.00 0.00 0.00 1.55 0.00 2.18 0.00 2.03 0.00 1.94 0.00 1.63 0.00 1.79 0.00 0.00 
1982 0.00 0.00 0.00 1.41 1.91 1.58 2.23 1.91 2.81 1.65 0.00 1.55 2.23 1.48 2.16 0.00 
1983 2.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
1984 1.44 1.12 0.00 2.12 0.00 1.83 2.88 2.19 2.20 2.63 2.11 0.00 2.28 1.99 1.77 2.25 
1985 1.84 2.40 0.00 1.43 1.57 2.07 1.98 1.71 0.00 2.21 0.00 1.58 2.33 1.71 0.00 0.00 
1986 0.00 1.74 0.00 0.00 1.47 0.00 1.73 1.29 2.30 1.53 1.68 0.00 0.00 1.57 0.00 0.00 
1987 1.94 2.48 0.00 1.51 1.20 2.18 1.46 1.91 0.00 2.10 0.00 1.42 1.86 1.84 0.00 0.00 
1988 0.00 0.00 0.00 1.50 0.00 2.79 1.27 1.75 1.56 1.71 1.09 0.00 1.68 1.94 0.00 1.94 
1989 0.00 0.00 0.00 2.40 0.00 0.00 2.09 2.23 2.06 2.22 0.00 1.67 2.12 1.95 0.00 0.00 
1990 1.60 2.20 0.00 2.65 2.16 2.77 3.46 3.11 2.95 3.13 2.52 2.36 2.44 3.18 0.00 0.00 
1991 0.00 0.00 1.45 0.00 0.00 0.00 0.00 0.00 1.72 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
1992 0.00 0.00 0.00 2.47 0.00 0.00 0.00 3.04 0.00 2.80 0.00 0.00 0.00 2.50 2.39 1.72 
1993 0.00 1.71 1.45 0.00 0.00 0.00 1.59 0.00 1.49 0.00 1.31 0.00 2.13 0.00 0.00 0.00 
1994 0.00 0.00 0.00 1.78 2.00 2.10 0.00 2.05 0.00 2.09 0.00 0.00 0.00 0.00 0.00 0.00 
1995 2.17 0.00 0.00 0.00 2.44 1.77 0.00 0.00 2.64 2.49 0.00 0.00 2.11 1.66 1.47 0.00 
1996 0.00 1.81 0.00 0.00 1.51 2.14 1.72 2.43 1.66 2.29 0.00 1.71 2.58 2.15 0.00 0.00 
1997 0.00 0.00 0.00 0.00 0.00 0.00 1.99 1.89 1.56 1.87 0.00 1.25 1.95 1.81 0.00 1.40 
1998 1.27 1.73 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.68 0.00 0.00 
1999 1.83 2.37 0.00 0.00 1.92 0.00 1.85 0.00 2.06 0.00 1.41 0.00 1.74 1.61 0.00 0.00 
2000 0.00 0.00 0.00 0.00 0.00 0.00 1.60 0.00 1.75 0.00 0.00 0.00 1.92 0.00 0.00 1.27 
2001 2.07 2.59 0.00 2.96 3.13 3.39 0.00 0.00 2.82 3.63 2.54 0.00 2.46 2.39 0.00 0.00 
2002 0.00 2.47 0.00 1.77 0.00 0.00 0.00 0.00 1.96 0.00 0.00 0.00 2.03 1.74 2.41 0.00 
2003 0.00 0.00 0.00 2.44 0.00 2.39 0.00 0.00 0.00 3.10 0.00 0.00 0.00 2.05 1.64 0.00 
2004 0.00 0.00 0.00 1.18 1.43 2.25 0.00 0.00 1.46 1.97 1.57 0.00 1.91 1.74 1.45 0.00 
2005 0.00 0.00 0.00 0.00 1.46 0.00 0.00 0.00 0.00 0.00 1.92 0.00 0.00 0.00 2.66 2.37 
2006 0.00 0.00 0.00 0.00 1.24 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2007 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
 
 
Tabla I-5. Amplitud máxima anual asociadas a las cuasi-periodicidades con períodos entre 
30 y 66 días para años con densidad espectral wavelet significativa al 95% para la 
Temperatura máxima (Tx) y mínima (Tn) sobre las estaciones de referencia.  
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