During recent years, the use of fringe projection techniques for generating three-dimensional (3D) surface information has become one of the most active research areas in optical metrology. Its applications range from measuring the 3D shape of MEMS components to the measurement of flatness of large panels (2.5 m × .45 m). The technique has found various applications in diverse fields: biomedical applications such as 3D intra-oral dental measurements [1], non-invasive 3D imaging and monitoring of vascular wall deformations [2], human body shape measurement for shape guided radiotherapy treatment [3, 4] , lower back deformation measurement [5] , detection and monitoring of scoliosis [6] , inspection of wounds [7, 8] and skin topography measurement for use in cosmetology [9, 10, 11]; industrial and scientific applications such as characterization of MEMS components [12, 13] , vibration analysis [14, 15] , refractometry [16] , global measurement of free surface deformations [17, 18] , local wall thickness measurement of forced sheet metals [19] , corrosion analysis [20, 21] , measurement of surface roughness [22, 23] , reverse engineering [24, 25, 26] , quality control of printed circuit board manufacturing [27, 28, 29] and heat-flow visualization [30] ; kinematics applications such as measuring the shape and position of a moving object/creature [31, 32] and the study of kinematical parameters of dragonfly in free flight [33, 34] ; biometric identification applications such as 3D face reconstruction for the development of robust face recognition systems [35, 36] ; cultural heritage and preservation [37, 38, 39] etc.
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One of the outstanding features of some of the fringe projection techniques is their ability to provide high-resolution, whole-field 3D reconstruction of objects in a non-contact manner at video frame rates. This feature has backed the technique to pervade new areas of applications such as security systems, gaming and virtual reality. To gain insights into the series of contributions that have helped in unfolding the technique to acquire this feature, the reader is referred to the review articles in this special issue by Song Zhang, and Xianyu Su et al.
A typical fringe projection profilometry system is shown in Fig 1. It consists of a projection unit, an image acquisition unit and a processing/analysis unit. Measurement of shape through fringe projection techniques involves (1) projecting a structured pattern (usually a sinusoidal fringe pattern) onto the object surface, (2) recording the image of the fringe pattern that is phase modulated by the object height distribution, (3) calculating the phase modulation by analyzing the image with one of the fringe analysis techniques (such as Fourier transform Figure 1 : Fringe projection profilometry system method, phase stepping and spatial phase detection methodsmost of them generate wrapped phase distribution) (4) using a suitable phase unwrapping algorithm to get continuous phase distribution which is proportional to the object height variations, and finally (5) calibrating the system for mapping the unwrapped phase distribution to real world 3-D co-ordinates. Fig. 2 shows the flowchart that depicts different steps involved in the measurement of height distribution of an object using the fringe projection technique and the role of each step. A pictorial representation of the same with more details is shown in Fig. 3 .
During the last three decades, fringe projection techniques have developed tremendously due to the contribution of large number of researchers and the developments can be broadly categorized as follows: design or structure of the pattern used for projection [40, 41, 42, 43, 44, 45, 46, 47, 48, 49] , method of generating and projecting the patterns [50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62] , study of errors caused by the equipment used and proposing possible corrections [63, 64, 65, 66] , developing new fringe analysis methods to extract underlying phase distribution [67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83] , improving existing fringe analysis methods [84, 85, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99, 100] , phase unwrapping algorithms [101, 102, 103, 104, 105, 106, 107, 108, 109] , calibration techniques [110, 111, 112, 113, 114, 115, 116, 117, 118, 119, 120, 121, 122, 123] [124, 125, 126, 127, 128, 129, 130] , state of the object (static/dynamic) [131, 132, 133, 134] and exploring the use of these techniques in diverse areas (different applications) [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39] . Though the measurement process with the fringe projection techniques has several steps, and in each step there exists several variants, these techniques are classified mainly depending on the type of fringe analysis method that is employed. For example, based on the particular fringe analysis method used in the measurement, fringe projection techniques are classified as phase stepping profilometry (PSP), Fourier transform profilometry (FTP), wavelet transform profilometry (WTP), spatial filtering profilometry (SFP) etc.
Fringe analysis is a key task and which significantly influences the overall performance of the fringe projection profilometry system in terms of number of images required, resolution and accuracy of measurement, computational requirements etc. Over the last three decades, several fringe analysis methods have been developed. Broadly they can be categorized as spatial and temporal analysis methods. Their efficient and successful application require the presence of a sufficiently highfrequency spatial carrier for spatial methods, and acquisition of a number of images by projecting phase-shifted fringe patterns for temporal methods. Some of the fringe analysis methods introduced in the context of fringe projection profilometry are Fourier transform method and numerous extensions of it [67, 84, 85, 86, 87, 88, 89, 90] , interpolated Fourier transform [68] , regressive Fourier transform [135, 69] , dilating Gabor transform [70] , windowed Fourier transform [71, 136] , multiscale windowed Fourier transform [72, 73] , one-dimensional and two-dimensional Wavelet transforms [? 74, 91, 92] , Stransform [75] , discrete-cosine transform [76] , modified Hilbert transform [77] , analysis using inverse cosine function [78] , neural networks [79, 137] , phase locked loop [80, 93, 94, 95] , regularized phase tracker [81, 138] , spatial phase detection [82, 96, 139] , and phase-shifting methods [83, 97, 98, 99, 100] . Articles by Lei Huang et al. and C. Quan et al. in this special issue provide a comparative analysis among some of the most commonly used fringe analysis methods.
The recovered/estimated phase from the the deformed fringe pattern by using most of the aforementioned fringe analysis methods is mathematically limited to the interval [−π, +π] corresponding to the principal value of arctan function. In general, the true phase may range over an interval greater than 2π in which case the recovered phase contains artificial discontinuities. The process of determining the unknown integral multiple of 2π to be added at each pixel of the wrapped phase map to make it continuous by removing the artificial 2π discontinuities is referred to as phase unwrapping. Normal phase unwrapping is carried out by comparing the phase at neighboring pixels and adding or subtracting 2π to bring the relative phase between the two pixels into the range of −π to +π. Thus, phase unwrapping is a trivial task if the wrapped phase map is ideal. However, in real measurements, the presence of shadows, low fringe modulations, non-uniform reflectivities of the object surface, fringe discontinuities, noise etc. makes phase unwrapping difficult and path dependent. Several advanced unwrapping algorithms have been developed and some of them are: Goldstein's algorithm [140] , ZπM algorithm [141] , temporal phase unwrapping algorithm [101] , fringe frequency analysis based algorithm [102] , Fourier transform profilometry based [103] , region growing phase unwrapping [104] , local histogram based phase unwrapping [105] , improved noise immune phase unwrapping [106] , regularized phase tracking [107] , flood fill [108] , PEARLS (phase estimation using adaptive regularization based on local smoothing) [142] , and multilevel quality guided phase unwrapping algorithm [109] . Some review articles on unwrapping include [143, 144, 145, 146] . Zappa et al. [147] performed a comparison of the performance of eight unwrapping algorithms (Goldstein's, quality guided path following, Mask cut, Flynn's, multi-grid, weighted multi-grid, preconditioned conjugate gradient and minimum Lp-norm algorithm) in the context of measuring 3D shape information using Fourier transform profilometry. In the case of dynamic/real-time 3D shape measurement, a stack of 2D wrapped phase maps obtained at different time instants needs to be unwrapped, for which a threedimensional phase unwrapping algorithm is required. For a detailed discussion on 3D phase unwrapping, refer to the review article on "Dynamic 3D shape measurement" by Xianyu Su and Qican Zhang in this special issue.
It is worth noting that, in general, the continuous phase distribution that is obtained by the analysis of deformed fringe pattern followed by the use of a phase unwrapping algorithm, contains the sum of object's shape-related phase and carrier-fringe-related phase. It is thus imperative to have a method to effectively remove the carrier related-phase component, in order to accurately estimate the 3D shape of the object [148] . For a detailed comparison of the linear carrier removal techniques (spectrum-shift approach, average-slope approach, plane-fitting approach) and nonlinear carrier removal techniques (reference-subtraction approach, phase-mapping approach, series-expansion approach) refer to [149] .
The last important step in the process of measuring the 3D height distribution using fringe projection technique is system calibration. It facilitates the conversion of image coordinates (pixels) to the real-world coordinates and the mapping of unwrapped phase distribution to the absolute height distribution. The former task is often accomplished by adopting standard camera calibration techniques of the computer vision field [150, 151, 152] . It normally involves, determining the intrinsic parameters of the camera and extrinsic parameters that describe the transformation relationship between the 3D world coordinates and 2D image coordinates. For the later task, ideally in an off-axis optical setup, simple triangulation principle establishes the relation between the unwrapped phase distribution and the geometric coordinates of the 3D object. The relation that governs this conversion is given by [67] :
The above equation can be rewritten as:
where d and l 0 are the parameters of the optical setup. d represents the distance between the entrance pupil of the camera (C) and the exit pupil of the projector (P). C and P are assumed to be in a parallel plane at a distance l 0 from the reference plane. f 0 represents the spatial frequency of the projected fringe pattern. ∆φ(x, y) is the object shape-related phase component obtained after removing the carrier-related phase component as mentioned in the preceding paragraph. C 1 (x, y) and C 2 (x, y) are optical setup related coefficients that need to be estimated using calibration techniques. In linear calibration methods, based on the assumption that l 0 is much larger than h, Eq. (1) is approximated with a linear relation:
where K(x, y) is the calibration coefficient. It is a function of the spatial coordinates (x, y) and is decided by the parameters of the optical setup. However, in practical conditions, it is very difficult to precisely measure system parameters such as l 0 , d and even more difficult is the measurement of f 0 as it does not remain constant over the entire image plane due to the nontelecentric projection (divergence of the projector rays shape distribution to give a realistic view of the 3D object the linear and nonlinear calibration techniques refer to [153] . Several calibration techniques have been developed over the years [110, 111, 112, 113, 114, 115, 116, 117, 118] and recently there has been an increasing interest in the development of flexible/generalized calibration techniques [119, 120, 121, 122, 123] that are capable of automatically determining the geometric parameters of the experimental setup even when the camera, projector and object are placed arbitrarily (i.e., by relaxing the constraint of following the conventional in-line and off-axis optical geometries).
Texture mapping is an optional posterior operation to the 3D shape estimation that is often performed. It has an important utility in applications such as face recognition, graphics and gaming, as it produces a realistic view of the reconstructed 3D object. In addition to providing an aesthetic view for the reconstructed 3D shape, texture mapping also serves to generate 'unseen' 2D views of the object [35] . This is of crucial importance in face recognition applications as many recognition approaches rely on multiple views of the face as inputs [154] . If the application allows the recording of an additional image of the object without projecting the fringe pattern (see Fig. 4a ), then this recorded real-texture information can be mapped onto the estimated 3D shape distribution as shown in Fig. 4d . In the case of dynamic measurements, it may not be feasible to capture (in each state) separate images of the object with and without the projection of fringes. In such cases, extracting the texture map from the fringe-projected-image itself is an attractive solution. It can be accomplished by performing simple lowpass filtering operation along each color channel and merging them together. Fig. 5a shows the image of the face with the fringe pattern projected. Fig. 5b shows the texture map extracted from Fig. 5a . The plots of the estimated 3D shape distribution before and after texture mapping are shown in Fig. 5c and Fig. 5d respectively.
Most of the present day automated 3D measurement sys- 5a , and (d) Estimated 3D shape distribution with texture mapping tems employ the commercially available digital micromirror device (DMD) and liquid crystal display (LCD) projectors for projecting the computer generated fringe patterns onto the object. However, for various reasons, several other methods have also been in use for the generation and projection of sinusoidal fringes. For example, fringes generated by conventional interferometric techniques such as Michelson interferometer are often used for projecting high-frequency fringe patterns [50, 51] . Fiber optic interferometer system with the laser diode input enables one to have greater flexibility and compactness of the measurement system [52] . Grating projection systems [53, 54] , spatial light modulators [55] , diffractive optical elements [56] , superluminiscent diode in conjunction with an acousto-optic tunable filter [57] , programmable LCDs [45] , multi-core optical fibers [58, 59] etc. are among the other methods that are in practice used to generate and project structured patterns onto the objects. It is interesting to note that most of these methods can also be employed to generate phase-shifted fringe patterns [60, 61, 62] . Nevertheless, LCD and DMD projectors provide great flexibility in projecting any kind of computer generated patterns (not necessarily sinusoidal fringe pattern). This feature has allowed researchers to come up with design of various kinds of structured patterns and associated processing algorithms for measuring the 3D shapes of objects [40] . Some of the related works include the use of hexagonal grating [41] , saw-tooth fringe pattern [42, 43] , triangular pattern [44] , locally adapted projection [45, 46] , the development of inverse function analysis method that permits projection of any kind of fringe pattern [47] , gray-code light projection [48] , optimal intensitymodulation projection [49] etc.
The use of multiple projectors in fringe projection profilometry has also been reported to solve some of the baffling problems like the accurate 3D estimation in presence of local shadows, invalid regions and surface isolations [155, 156, 157, 158] . In addition, it has opened up new avenues for in-situ quality testing of industrial components/products by supporting techniques like inverse projected-fringes [159] .
While there exists quite a large number of reports on the use of fringe projection techniques for measuring 3D shapes of medium-size objects, a moderate number of reports are available on its use in micro-scale measurements [12, 13, 23, 124, 125, 126, 127] and very little work has been reported in large-scale measurements (spanning few square meters of area) [128, 129, 130] . Lack of proper methods for calibration and for removing the carrier-phase component from the measured phase are among the potential reasons that are responsible for the limited use of the technique in micro-scale and large-scale measurements.
The presence of non-sinusoidal waveforms in the recorded fringe patterns is known to cause significant phase measurement errors (when phase-shifting analysis method is employed) and thereby resulting in non-negligible errors in the measurement of 3D shapes of objects. It is largely due to the nonlinearity of the projector's gamma [160] and the nonlinearity of the CCD camera that the recorded fringe patterns are observed to have harmonics (non-sinusoidal waveforms). Recently, due attention has been paid by different researchers [161, 162] to compensate for the errors caused by the nonlinear gamma of the projector such as by proposing the use of pre-calibrated look up tables [163] . Not only the results of phase shifting methods but also that of spatial analysis methods have been recently noticed to be influenced by the presence of harmonics [164] (see also the article by Lei Huang et al. in this special issue). Thus one has to take due consideration of the presence of harmonics while measuring 3D shapes of objects with the fringe projection techniques.
Fringe projection techniques that employ phase-stepping method for the fringe analysis are known to provide highresolution 3D reconstruction with minimal computational investment. However, it requires multiple images (at least 3) that are recorded by projecting a sequence of phase-shifted fringe patterns. This requirement restricts their applicability to static objects. Spatial fringe analysis methods on the other hand allow the technique to be applicable for real-time 3D measurements but at the cost of resolution. In view of this, efforts have been made to boost the measurement speed of phase-shifting profilometry; as a result multichannel approach has emerged as a potential solution [165] . Huang et al. [166] proposed a method in which color encoded fringes are projected which enables to obtain 3D surface contour of the object from a single snapshot. In this method, a color fringe pattern with RGB (red, green, and blue) components comprising of the three phase-shifted fringe patterns is generated in a computer and projected using a digital projector. The deformed color-fringe image is captured by a color CCD camera and then separated into its RGB components, thereby effectively creating three phase-shifted deformed fringe images. These three images are then used to retrieve the 3D height distribution of the object using three-bucket phaseshifting algorithm. As each color (channel) is carrying different phase-shifted patterns, it is referred to as multichannel approach. Since the color information is used to separate three phase-shifted fringe patterns, coupling effect between channels, also referred to as color channel crosstalk, affects the measurement results [167] . Therefore, color isolation process is the inevitable precursor to the phase-shifting algorithm to effectively reconstruct the 3D shape in the multichannel approach. To tackle this problem, different solutions have been proposed including: linear mixing model with the associated calibration method [168] , blind signal separation algorithm based calibration method [169] and blind color isolation method that is capable of determining color demixing matrix without requiring any additional images for color calibration [170] .
Accurate and unambiguous 3D shape measurement of objects having surface discontinuities or spatially isolated surfaces is one of the most challenging problems in fringe projection profilometry. It is essentially because of projecting a sinusoidal fringe pattern (for that matter any periodic pattern) that the obtained wrapped phase map with the fringe analysis contains true phase discontinuities as well (i.e., discontinuities in the wrapped phase map that are originating from the object surface discontinuities) and the correct unwrapping of it is impossible from a single measurement. To overcome this problem, several phase unwrapping strategies have been developed. Multi-sensitivity based unwrapping [171, 172] , temporal phase unwrapping [101] , reduced temporal phase unwrapping [173] and spatio-temporal phase unwrapping [174] among them are the most popular ones. However, to perform phase unwrapping, all these methods mandatorily require multiple phase maps generated by varying the spatial frequency of projected fringe pattern either linearly or exponentially. Further, the degree of reliability varies from method to method [175, 176] . It is desirable to be able to estimate the 3D shape information from a single image, as the measurements can be corrupted by the movements of the object during the projection/capture process. To meet this demand, another class of structured light techniques based on color-coded pattern projection is developed, which provides from a single image, unambiguous reconstruction of 3D shape but at reduced spatial and depth resolutions [177, 178] . The third class of techniques has been introduced, in which the designed pattern encodes features of the above two classes and thereby enables in retrieving highresolution unambiguous 3D shape information from a single image. Some of the methods in this class use HSI (hue, saturation, and intensity) color model and incorporate coding strategy in hue-channel and sinusoidal variations in intensitychannel [179, 180, 181, 182, 183] . Few other techniques which effectively combine multiple-frequency patterns into a single composite pattern for projection, thereby allowing for real-time measurements can be found in [184, 185, 186, 187, 188] .
Last but not the least, this special issue with its fifteen papers, including the four review articles, provides a good exposure to the state of the art by touching upon different facets of the fringe projection techniques. We hope this issue will serve as a valuable source of reference in the field to both the budding researcher and the professional alike.
