We study the throughput scaling law of covert communication over wireless adhoc networks where (roughly) n legitimate nodes (LNs) and n κ for 0 < κ < 1 warden nodes (WNs) are randomly distributed in a unit area. Each legitimate source wants to communicate with its destination while ensuring that each WN is unable to detect the presence of communication. A preservation region, where the transmission of the LNs is not permitted, is introduced around each WN to increase the transmit power of the LNs outside the preservation regions. For achievability, multi-hop (MH), hierarchical cooperation (HC), and hybrid HC-MH schemes in the literature are utilized with some modifications. In the MH and the hybrid schemes, because the preservation regions may block the direct data paths, a detouring method that distributes the detours evenly over a wide region is proposed to avoid the concentration of relaying burdens. In the HC scheme, we properly control the symbol power and the MIMO transmission scheduling. We also present matching upper bounds on the throughput scaling under an assumption that every active LN consumes a same average transmit power over the time period that the WNs observe.
I. INTRODUCTION
Covert communication is the problem of designing schemes to ensure that communication between legitimate parties is reliable while the presence of such communication is undetectable to an adversary or warden. The fundamental limits of covert communication have been well-studied for point-topoint scenarios [1] for additive white Gaussian noise (AWGN) channels and for discrete memoryless channels (DMCs) [2] , [3] . The throughput scales proportionally to the square root of the blocklength-the so-called square-root law-for AWGN channels and many classes of DMCs. The study of covert communication has been extended to networks e.g., [4] - [6] .
In this paper, we consider a more general network setup, namely, wireless adhoc networks where a number of legitimate and warden nodes are distributed randomly in a unit area. A practical scenario of this setup is a military situation where an army is attempting to infiltrate the enemy's area. As an alternative to characterizing the exact capacity, we study the scaling of the network capacity in the number of nodes n. In the absence of the covertness constraint, the study of capacity scaling has been actively studied e.g., [7] - [11] . Our model is somewhat similar to the cognitive setup [11] where a secondary network is required to communicate while not affecting the throughput scaling of a primary network. In [11] , a modified multi-hop scheme was proposed where a preservation region around each primary node is introduced to reduce the interference from secondary nodes.
We propose three schemes based on multi-hop (MH) [7] , hierarchical cooperation (HC) [9] , and hybrid HC-MH [10] . These schemes are modified by introducing a preservation region around each warden node where the transmission is not permitted and by taking into account the covertness constraint. We also present matching upper bounds on the throughput scaling under the assumption that every active LN consumes the same average transmit power over the time period that the WNs observe.
II. PROBLEM FORMULATION

A. Network Model
In a square of unit area (dense network), legitimate nodes (LNs) are distributed according to a Poisson point process (p.p.p.) of density n. The source-destination (S-D) pairs are determined randomly where each LN is a source or a destination in a way that the half of the LNs are the sources and the other half are the destinations. The communication is required to be covert against warden nodes (WNs), each of which is distributed according to a p.p.p. of density n κ for 0 < κ < 1 in the same network. The locations of all LNs and WNs are assumed to be fixed during the communication, and every LN knows the locations of other LNs and WNs. Suppose that there are n l LNs and n w WNs in the network.
Each LN has an average transmit power constraint of P and the network is allocated a total bandwidth B around the carrier frequency f c B. Every legitimate source node (LSN) wants to communicate with its legitimate destination node (LDN) at the same rate of R(n, κ). The discrete-time baseband-equivalent output at LN i at time m is given as
is the discrete-time baseband-equivalent channel gain between LNs k and i given as
where d ik is the distance between LNs k and i, α > 2 is the path loss exponent, θ ik [m] is independent and identically distributed (i.i.d.) random phase uniformly distributed over [0, 2π], and G = λ 2 G l 16π 2 by Friis' formula, where G l is the product of the transmit and receive antenna gains. We assume channel phase information at the legitimate receivers. Similarly, the discrete-time baseband-equivalent output at WN i at time m is given as
is white circularly symmetric Gaussian noise CN (0, N 0 ) at WN i, and H ik [m] is the channel gain between LN k and WN i, which is defined similarly with (1). We assume a sufficiently long secret key between every LN pair.
B. Covertness Constraint
Each WN utilizes the channel outputs over l channel uses to test whether LNs are communicating. The integer l can be regarded as the memory constraint at each WN and the starting point of the window can be arbitrarily chosen over the whole communication. We assume that l is sufficiently large, and it can also tend to infinity as n goes to infinity. The covert communication constraint can be expressed as follows: 1
where δ > 0 and Q (·) is the distribution of (·) when no communication occurs, Q ×l (·) is the l-fold product distribution of Q (·) , andQ ( * ) is the distribution of ( * ) while communicating.
C. Goal
We allow some LN pairs not to send their own message, as long as the fraction of such pairs are vanishing. 2 Let (n, κ) > 0 denote this outage fraction of the LNs as a function of n and κ. Our goal is to characterize the throughput scaling law in the presence of the covertness contraint. The following is the formal definition of an achievable throughput. Definition 1. A throughput of R(n, κ) per LN is said to be achievable under the covertness constraint w.h.p. 3 if at least 1 − (n, κ) fraction of LSNs can transmit with a rate of R(n, κ) to their LDNs w.h.p. while satisfying the covertness constraint (2) and vanishing fraction of (n, κ). The aggregate throughput T (n, κ) is defined as n l R(n,κ) 2 .
III. MAIN RESULTS
In this section, we present achievable aggregate throughput scalings in Theorems 1 and 2, and matching upper bounds on the aggregate throughput scalings in Theorems 3 and 4 under the assumption that every active LN uses the same average transmit power over an arbitrary window of l time slots. Sketches of the proofs for Theorems 1 and 2 and Theorems 3 and 4 are in Sections IV and V, respectively.
Because the covertness constraint strongly constrains the transmit power of the LNs, we introduce a preservation region around each WN where the transmission of the LNs is not permitted to increase the transmit power of the active LNs. For 1 It is known from Pinsker's inequality that the hypothesis test by a WN is not much better than a blind test when the relative entropy is small; see [12] . In this paper, the relative entropy is defined using the natural logarithm. 2 The term vanishing means that it goes to zero as n tends to infinity. 3 The term w.h.p. represents the probability that goes to 1 as n increases.
the achievability, modified versions of three existing schemes are utilized: multi-hop (MH) [7] ; hierarchical cooperation (HC) [9] ; hybrid HC-MH [10] . In the modified MH and hybrid schemes, because the preservation regions may block the direct data paths of the legitimate S-D pairs, we modify the direct paths to detour the preservation regions. In addition, to avoid the concentration of relaying burden to some LNs, we distribute the detouring paths appropriately. In the modified HC, we control the symbol power and the scheduling of MIMO transmission appropriately to satisfy the covertness constraint.
√ l is vanishing, the following aggregate throughput T (n, κ) is achievable under the covertness constraint w.h.p.:
for any > 0.
The modified HC and MH are used for 2 < α ≤ 3 and α > 3, respectively. The covertness constraint and the preservation regions result in the average transmit power constraint of LNs as order of n ( 1
. This yields the throughput scalings given by the product of two terms, where one is the same as the throughput scalings of the extended network and the other
√ l term is the received SNR between the typical nearest LNs i.e., distance of 1/n.
√ l is non-vanishing, the following aggregate throughput T (n, κ) is achievable under the covertness constraint w.h.p.:
The modified HC and hybrid scheme are used for 2 < α ≤ 3 and α > 3, respectively. When n ( 1
√ l is non-vanishing, the hybrid scheme can utilize the power more efficiently and thus outperform the modified MH.
The following theorems present matching upper bounds on the aggregate throughput scalings under a certain assumption. 
√ l is vanishing, the aggregate throughput T (n, κ) under the covertness constraint is upper-bounded as
Theorem 4. When every active LN uses the same average transmit power over an arbitrary window of l time slots and n ( 1
√ l is non-vanishing, the aggregate throughput T (n, κ) under the covertness constraint is upper-bounded as
The preservation region with a vanishing fraction is also introduced in the converse proof, and a cutset-bound technique similar to [10, Section III] is used.
IV. ACHIEVABILITY
In this section, we briefly explain the three modified schemes. Theorems 1 and 2 are proved from the achievable throughput scalings given in the subsections describing the three schemes. Detailed proofs can be found in the full version of this paper [13] .
A. Preservation Region
In the presence of the covertness constraint, the transmit power of the LNs is strongly restricted and thus we introduce the preservation region surrounding each WN where transmission of LNs is not permitted similarly as in [11] . Intuitively, when the received SNR between the LNs is very low compared to the noise level, increasing the transmit power of the LNs leads to significant increase of the throughput. From this intuition, we set the width of the preservation region b as Θ(n −γ √ log n), γ ≤ 1 2 . We assume that γ = 1 2 corresponds to a square of nine cells with each of size 2 log n n around a WN and b with γ < 1 2 is an integer multiple of the width of a cell. Remark 1. In our three schemes, γ > κ/2 is the necessary and sufficient condition for the outage fraction to vanish.
B. Multi-Hop
1) Conventional MH:
We first summarize the conventional multi-hop scheme [7] , [11] as follows:
• Divide the network into square cells with area of 2 log n n . • Every LN uses a same power for transmission. • The data packet of each LSN is delivered to the LDN by sequentially transmitting to a LN in the adjacent cells first along the horizontal data path (HDP) and then along the vertical data path (VDP) [11, Fig. 3 ]. • Use a 9-TDMA scheme for the communication between adjacent cells, i.e., for each group of nine cells, only a single cell in the same position in each group is active for each time slot. 2) Modified MH: The modified MH follows the structure of the conventional MH. However, the preservation regions may block the HDPs and VDPs of some LN pairs and such paths must be modified to detour the preservation regions. Furthermore, because the detouring paths generate extra relaying burdens to some cells and thus degrade the aggregate throughput, we distribute the detouring paths to a wide region with a width of the order of b to avoid the concentration of relaying burdens as in Fig. 1 .
For the detail, we define the distance between two preservation regions as the shortest distance of any two points in each preservation region. In addition, we say a set of preservation regions form a cluster if for each preservation region in the cluster there exists another preservation region in the same cluster with distance less than b. Then, the following two lemmas hold of which proofs are in the full version [13] . Lemma 1. In a cluster of preservation regions, there are at most 4κ log n preservation regions w.h.p.
Lemma 2.
There is a detouring method that each cell needs to carry at most 4(1 + 8κ log n) √ 2n log n data paths w.h.p.
Because γ affects the scaling of relaying burden only up to log n scale while reducing γ increases the transmit power of the active LNs, γ close to κ 2 is optimal and thus we set γ = κ 2 + for small . In the following, we just set γ = κ 2 for notational brevity.
Let each LN use a codebook generated according to the complex Gaussian distribution CN (0, P MH ) in an i.i.d. manner. Then, for WN i,
where I i is the maximum total interference power at WN i over l time slots and (a) is tight when I i is small and is from log(1 + x) ≥ x − x 2 2 , x ≥ 0. Based on the aforementioned detouring method and codebook generation, we present several lemmas to derive an achievable throughput scaling of the modified MH. Lemma 3. To bound (6) by δ for all i, the following P MH is sufficient:
δ l 2 log n n α .
(7)
Proof. Refer to our full version [13] .
Lemma 4. The rate R c that every cell can achieve in a hop is lower-bounded as the following:
where c and K I are constants independent of α, δ, l and n.
Proof. Straightforward from [9, Lemma 4.2] .
√ l is vanishing, the received power in each LN is very weak compared to the noise level and hence R c ≈
For the other case, R c is a constant. Finally, we obtain an achievable throughput scaling from our modified MH in the following lemma.
Lemma 5. The following aggregate throughput T (n, κ) is achievable under the covertness constraint w.h.p.: for any > 0,
√ l is vanishing and
√ l is non-vanishing.
Proof. Straightforward from Lemmas 2 and 4.
We observe that when l is small relative to the number of LNs, the same throughput scaling of the MH without the covertness constraint can be achieved.
C. Hierarchical Cooperation
1) Original HC: Distributed MIMO system plays a key role in the original HC scheme [9] . We summarize the application of the distributed MIMO in the dense network as follows:
• Divide the network into square clusters with area of M n where M will be optimized later. • Phase 1: In each cluster, each LSN distributes its data to the other LNs according to a certain network protocol. Clusters work in parallel. • Phase 2: The data of each LSN is transmitted to its LDN by the distributed MIMO transmission between two clusters that contain each of the LSN and LDN. These MIMO transmissions are performed serially and use instantaneous power for M n fraction of the time slots.
• Phase 3: Each LDN collects the MIMO observations from the LNs in the same cluster. The protocol in phase 1 is used, and clusters work in parallel. The above procedure constitutes a new network protocol that can achieve a higher throughput than the protocol that is used in phases 1 and 3. The HC scheme is constructed by applying this procedure hierarchically. It turns out that the HC scheme requires an average transmit power of P n for achieving the (almost) linear scaling. If the available power is less than P n , one approach is to allow bursty transmission, i.e., run the HC scheme for a fraction of time and stay idle for the remaining fraction to satisfy the average power of P n . 2) Modified HC: The modified HC follows the structure of the original HC, but some parts are modified to satisfy the covertness constraint. The main differences are the following:
• The preservation region with γ = κ 2 is used. Then, a necessary condition on the average transmit power over arbitrary window of l time slots denoted as P HC is
where the above upper bound is always smaller than P n . • Even if P HC < P n , we do not use the bursty HC because the upper bound on the relative entropy increases as the square of the interference power as in (6) . Instead, we use ordinary HC with low symbol power. • Because MIMO transmissions use bursty transmit power, we decrease the instantaneous power of the MIMO transmissions and control the scheduling of MIMO transmission properly to satisfy the covertness constraint. The following lemma shows an achievable throughput scaling of the modified HC scheme. Lemma 6. The following aggregate throughput T (n, κ) is achievable under the covertness constraint w.h.p.:
Proof. We show that the modified HC achieves the same throughput scaling that the bursty HC with average transmit power of (11) achieves. See our full paper [13] for details. First, do not consider any WNs. It can be checked that HC with low symbol power achieves the same throughput scaling as bursty HC achieves. In addition, when M LNs form a distributed MIMO and we decrease the instantaneous power of MIMO transmission by multiplying M n , it is still possible to achieve the same throughput. This is because M goes to n as the hierarchy level increases. With sufficiently large hierarchy level for the desired throughput, consider the WNs and the preservation regions. To take into account the LNs in the preservation regions, in each cluster, each LSN distributes its data to the other active LNs a few more in phase 1 and this does not affect the throughput scaling. Finally, let us check the S D Fig. 2 : An example of the modified hybrid scheme. The HC is performed locally and the MH is performed globally. In the global MH, the detouring method used in the modifed MH is applied. covertness constraint. We only have to consider phase 2, and [9, Lemma 4.2] plays a key role in this step. From [9, Lemma 4.2] , at a certain time slot, for each WN, the interference power from far-away clusters is upper-bounded by a constant times the interference power from a near cluster. Thus, for a time slot, the scaling of the total interference power is same with that of the interference power from a near cluster. Hence, we consider the interference from a near cluster for a time slot. Because MIMO transmissions are performed in bursty sense, to avoid the scenario that each WN observes the bursty MIMO 
V. CONVERSE A sketch of the converse with the assumption that every active LN uses the same average transmit power over arbitrary window of l time slots is presented. We derive a necessary condition on the covertness constraint as an upper bound on average interference to noise power ratio at WN i over arbitrary window of l channel uses, denoted by INR w,i , as INR w,i ≤ √ 2 δ l , i = 1, 2, . . . , n w . We substitute this condition for the covertness constraint in the converse step. Because we assume the same average transmit power over the WNs, we use the preservation region of equal size of γ = κ 2 . Then, simiarly to Lemma 3 but modified for the converse, the average transmit power constraint is given as P tx = n ( 1 2 − κ 2 )(α−2) δ l 2 log n n α . With this power, we use the cutset-bound technique that is similar to [10, Section III]. We assume that there are no LNs in the center line with width of 1/ √ n [10, Appendix 1] and follow the same steps in [10, Section III]. Then, we obtain Theorems 3 and 4. Refer to the full version [13] for details.
