Abstract. In this paper we define a two-variable, generic Hecke algebra, H, for each complex reflection group G(b, 1, n). The algebra H specializes to the group algebra of G(b, 1, n) and also to an endomorphism algebra of a representation of GL n (F q ) induced from a solvable subgroup. We construct Kazhdan-Lusztig "R-polynomials" for H and show that they may be used to define a partial order on G (b, 1, n) . This partial order specializes to the Bruhat order for the symmetric groups when b = 1, but not to the Bruhat order for the hyperoctahedral groups when b = 2. We also give some properties of the partial order and a closed formula for the "R-polynomials."
Introduction
Suppose G is a finite group of Lie type and k is a field whose characteristic is relatively prime to |G|. Then the irreducible k-representations of G are partitioned into HarishChandra series (see for example [7] ). An irreducible representation is cuspidal if it is the only member in its Harish-Chandra series. Non-cuspidal representations can be constructed and their character values computed using the theory of endomorphism algebras of induced representations.
The prototypical example of a Harish-Chandra series that does not consist of just one cuspidal representation is the principal series. In this case, the endomorphism algebra of interest is the endomorphism algebra of representation induced from the trivial representation of a Borel subgroup of G. This algebra is a specialization of a generic algebra, the IwahoriHecke algebra of the Weyl group, W , of G. The Iwahori-Hecke algebra also specializes to the group algebra of W .
Recently, Broué, Malle, and Michel (see [2] , [3] , [4] ) have shown that if the characteristic of k is different from the defining characteristic of G, then the classical Harish-Chandra theory just outlined can be extended to describe the blocks of kG. A new feature that arises when the characteristic of k divides |G| is that the endomorphism rings used to analyze noncuspidal representations are deformations of group algebras of complex reflection groups that are not Weyl groups or even Coxeter groups.
In order to study Iwahori-Hecke algebras, Kazhdan and Lusztig [13] and Lusztig [14] have developed a powerful theory for analyzing representations of Iwahori-Hecke algebras which in turn plays a central role in describing the irreducible representations of G.
In this paper we consider a variation of the above themes and define a generic algebra, H, for finite general linear groups that specializes to the group algebra of the complex reflection group G(b, 1, n) and also specializes to the endomorphism algebra of an induced representation of GL n (F q ). This last algebra is closely related to the principal block of GL n (F q ) when b = |GL n (F q )| l where l is the characteristic of k (see §3).
The algebra we define in this paper has been implicitly considered by Cabanes and Enguehard [5] as well as others. The novelty of our approach is that instead of using various coincidences between prime numbers, we exploit a generic construction of this algebra. Since our construction is generic, results obtained in special cases may be recovered from the generic setup by specializing the variables.
Our original goal was to develop a Kazhdan-Lusztig theory for the groups G(b, 1, n) using the observation that for a Weyl group, the Bruhat order is completely determined by the Kazhdan-Lusztig "R-polynomials." In this, we have been only partly successful. The standard basis elements of H are invertible and so can be used to define R-polynomials. In turn, the R-polynomials define a partial order on G(b, 1, n) that seems to be new. This partial order is the Bruhat order on the symmetric group when b = 1. Unfortunately, although it is possible to define a Kazhdan-Lusztig "C-basis" of our algebra in certain circumstances, we have not yet been able to use this basis to define cells in G(b, 1, n) as in [13] .
The algebra H specializes to the group algebra of G(b, 1, n), so it should be related to a suitable specialization of an Ariki-Koike algebra. It also seems likely that H is a cellular algebra in the sense of Graham and Lehrer [12] . We hope to consider these questions, as well as the representation theory of H, in future work.
Our construction has an obvious and natural generalization to arbitrary finite Chevalley groups or F q -points of a reductive algebraic group. However, when the underlying root system is not of type A, the groups that arise are no longer complex reflection groups. In order to retain the connection with complex reflection groups and to make the exposition of our ideas as clear as possible, we consider only the case of the general linear group.
For the rest of this paper, G will denote GL n (F q ) where q is a prime power. Suppose that a and b are relatively prime, positive integers with ab = q − 1. The multiplicative group of F q is a cyclic group with order q − 1 and so it factors as the direct product of a cyclic group of order a, which we will denote by F a , and a cyclic group of order b, which we will denote by F b . Let H be the subgroup of G consisting of diagonal matrices. Let H a and H b be the subgroups of H with entries in F a and F b respectively. Then clearly H ∼ = H a × H b .
Let U denote the subgroup of G consisting of upper triangular, unipotent matrices and define B a = H a B. Notice that B a = U when a = 1 and B a is a Borel subgroup of G when a = q − 1.
Let e denote the centrally primitive idempotent in the group algebra CB a corresponding to the trivial representation of B a . In §2 we study the subalgebra eCGe. This algebra is isomorphic to the opposite algebra of the endomorphism algebra of the representation of G induced from the trivial representation of B a . Let W denote the subgroup of G consisting of diagonal matrices. It is easily seen that the subgroup W H b of G is isomorphic to G(b, 1, n) and that W H b is in fact a complete set of (B a , B a )-double coset representatives. In §2 we prove some multiplication relations in eCGe. These relations are analogous to the braid and quadratic relations in the Iwahori-Hecke algebra of W and also to the relations in the Bernstein-Zelevinsky presentation of the extended, affine Hecke algebra of W .
In §3 we define the generic algebra H using the relations from §2 as a model. This is entirely analogous to the construction of the Iwahori-Hecke algebra. We show that our generic algebra has a basis indexed by W H b using an argument that goes back to [1, Ch. 4, Ex. 23] We then record some of the standard properties of the Iwahori-Hecke algebra that remain true in our setup and the connection with the principal block of G in the case when H b is a Sylow-l subgroup of G and l is the characteristic of k.
In §4 we construct the R-polynomials and show that they can be used to define a partial order on W H b . In the proof, we relate intervals in the partial order with intervals in the Bruhat order on W and certain subsets of H b .
Finally, in §5 we adapt Deodhar's ideas in [10] to describe the lower order ideals in the poset (W H b , ≤) and to give a closed form expression for the R-polynomials. These arguments use an analog in W H b of a reduced expression of an element in W .
The Algebra eCGe
Recall that G = GL n (F q ) and that q − 1 = ab where a and b are relatively prime. In this section H q,a will denote the "Hecke algebra" eCGe, where CG is the group algebra of G and e is the centrally primitive idempotent |B a | −1 b∈Ba b in CB a . Thus, H q,a is anti-isomorphic to the endomorphism ring of the induced representation Ind G Ba (1 Ba ). Suppose { x 1 , . . . , x m } is a complete set of (B a , B a ) double coset representatives and D i = B a x i B a is the double coset containing x i . It is well known (see [6, Proposition 11.34] ) that if we consider CG as C-valued functions on G and let T x i = |B a | −1 χ i , where χ i is the characteristic function of D i , then the T x i 's are a basis of H q,a . Moreover, the multiplication in H q,a is given by
For a permutation matrix, w, in W , define U − w = { u ∈ U | wuw −1 ∈ w 0 Uw 0 }, where w 0 is the permutation matrix with 1's on the antidiagonal. Then by the strong form of the Bruhat decomposition for G we have G = w∈W U − w −1 wHU with uniqueness of expression. Since H ∼ = H b × H a , this proves the next lemma.
Lemma 2.1. Every element in G has a unique expression as a product
generates F a and ζ a generates F b . In order to determine the structure constants µ x,y,z for x, y, and z in W H b we need the following lemma, whose easy proof will be omitted. 
For 1 ≤ i ≤ n − 1 define
} is a set of Coxeter generators for W . For α in F b and 1 ≤ i = j ≤ n, define h i (α) to be the diagonal matrix whose ith entry is α and whose other diagonal entries are 1 and define
(1) If u is in U Proof. The first statement follows immediately from the lemma.
The relation in the second statement is clearly an equivalence relation. If u is in U − s and the non-zero, off-diagonal entry of u is ζ am+bn , then it follows from the first statement that the equivalence class containing u is the set of all elements in U − s whose non-zero, off-diagonal entry is ζ am+bn ′ where 0 ≤ n ′ ≤ a − 1.
Using the natural projection W H b → W we can lift the length function, ℓ :
We can now describe the multiplication in H q,a .
Theorem 2.4. The multiplication in the Hecke algebra H q,a is determined by the following relations.
( 
Proof. Recall that for x and y in W H b we have
To prove the last statement, fix w in W and s = s i in S. Then for
Consider first the case when ℓ(ws) > ℓ(w). and so T w T s = T ws . Finally, consider the case when ℓ(ws) < ℓ(w).
Thus, xus is in B a wB a if and only if w 1 = ws and d = 1. Therefore µ w,s,ws = q and µ w,s,x = 0 otherwise.
If ℓ(w 1 s) < ℓ(w 1 ), then w 1 dus = w 1 s(sds) is in B a wB a if and only if w 1 = ws and d = 1. But then ℓ(w 1 s) = ℓ(w) > ℓ(ws) = ℓ(w 1 ), a contradiction, so µ(w, s, x) = 0 in this case. If ℓ(w 1 s) < ℓ(w 1 ) and u is in U − s with u = 1, then We conclude this section by recording some properties of H b and the subgroups X t that we will require later.
Proposition 2.5. For every t in T , the subset X t is closed under taking inverses. If t 1 , . . . , t r+1 are in T , then
Proof. The fact that X t = X −1 t follows immediately from the definition. To prove the second statement we use induction on r. Suppose r = 1. If t 1 t 2 = t 2 t 1 , then the result is clear. Suppose t 1 t 2 = t 2 t 1 . There are distinct i, j, and k with 1 ≤ i, j, k ≤ n so that t 1 interchanges the ith and jth standard basis vectors of F n q , t 2 interchanges the jth and kth standard basis vectors of F n q , and t 1 t 2 t 1 interchanges the ith and kth standard basis vectors of
Now suppose that r > 1. Then by induction and the case when r = 1 we have
This completes the proof of the proposition.
Proposition 2.6. The multiplication mapping
Proof. Since the domain and codomain of the mapping both have cardinality b n , it is enough to show that the mapping is injective.
We use induction on n, the base case being when n = 2.
Then comparing (n, n)-entries we see that (−1) b−1 α n−1 = (−1) b−1 β n−1 and so α n−1 = β n−1 . Therefore
By induction we have h 1 (ζ ai ) = h 1 (ζ aj ) and α i = β i for 1 ≤ i ≤ n − 2.
The Generic Algebra H
In this section we define a generic algebra that specializes to the algebra H q,a from §2. This algebra depends only on the triple (W, S, b) where (W, S) is a Coxeter group with W a symmetric group, and b is a positive integer. Such a triple determines the wreath product (Z/bZ)≀W . In order to keep the notation to a minimum we will always consider the particular representation of this group as the subgroup W H b of GL n (F q ) from §2. In addition, we will continue to use the notation already introduced for W H b . In particular, ℓ is the length function, S is a fixed set of Coxeter generators of W , and for s in S, X s is the subset of H b defined in (2.3.1).
Let A = Z[a, v] where a and v are indeterminates. Set q = v 2 and define H to be the A-algebra with generators
where 1 ≤ i < j ≤ n − 1 and d and d ′ are in H b . It follows from relations (3.0.3) and (3.0.4) and Matsumoto's Theorem [11, theorem 1.2.2] that if w is in W , w = s i 1 · · · s ip , and ℓ(w) = p, then the product t s 1 · · · t sp depends only on w and not on s i 1 , . . . , s ip so we may define t w unambiguously by t w = t s 1 · · · t sp . We also define t wd = t w t d and t dw = t d t w for w in W and d in H b . Using relation (3.0.2) and induction it is easy to see that t x is unambiguously defined for every x in W H b . Notice that t 1 is the identity in H. (1) t x t d = t xd and
Proof. The first statement follows easily from relation (3.0.2) and the definitions.
Using induction on ℓ(w) and (3.0.5) it is easily seen that (2) holds when x is replaced by w. Then (2) follows in general by writing x = wd and using (1).
Using induction on ℓ(w) and (3.0.5) it is easily seen that (3) holds when x is replaced by w. Then (3) follows in general by writing x = dw and using (1).
Theorem 3.2. The algebra H is free as an A-module with basis
Proof. It follows from the last lemma that the span of { t x | x ∈ W H b } is a two-sided ideal in H containing the identity element so
To show that { t x | x ∈ W H b } is linearly independent, we adapt Lusztig's presentation [15, Proposition 3.3] of the analogous result for Iwahori-Hecke algebras to the current situation.
Let E be a free A-module with basis { e x | x ∈ W H b }. For s and t in S and d in H b , define endomorphisms P d , Q d , P s , and Q t of E by A-linearity and
We next show that P y Q z = Q z P y for y and z in S ∪ H b .
The length function ℓ is constant on H b cosets and it follows that
It remains to show that P s Q t = Q t P s for s and t in S. There are six cases. First, suppose that ℓ(sxt) > ℓ(sx) = ℓ(xt) > ℓ(x). Then for any x in W H b we have
Second, suppose that ℓ(x) > ℓ(sx) = ℓ(xt) > ℓ(sxt). Then for any x in W H b we have
Third, suppose that ℓ(xt) > ℓ(sxt) = ℓ(x) > ℓ(sx). Then for any x in W H b we have
Fourth, suppose that ℓ(sx) > ℓ(sxt) = ℓ(x) > ℓ(xt). This case is similar to the situation in the previous paragraph.
Fifth, suppose that ℓ(sxt) = ℓ(x) > ℓ(sx) = ℓ(xt). Then for any x in W H b we have
Say x = wd with w in W andd in H b . Then ℓ(swt) = ℓ(w) > ℓ(sw) = ℓ(wt). By Deodhar's Property Z [8, Theorem 1.1] we have wt = sw and so s = wtw −1 . It follows from the definition that X s = wX t w −1 . Moreover, it follows from the definition that tX t = X t t and X t tdt = X td . Therefore, wtdX t = wX td t and so sxX t = X s xt. It follows that P s Q t = Q t P s .
Sixth, suppose that ℓ(sx) = ℓ(xt) > ℓ(sxt) > ℓ(x). This case is similar to the situation in the previous paragraph.
Now let H be the subalgebra of End A (E) generated by { P y | y ∈ S ∪ H b }. Consider the evaluation map, ǫ : H → E, with ǫ(f ) = f (e 1 ). We will show that ǫ is an isomorphism of Amodules. If d is in H b and w = s i 1 · · · s ip is in W with ℓ(w) = p, then P s 1 · · · P sp P d (e 1 ) = e wd and so ǫ is surjective. To show that ǫ is injective, suppose that f is in H and f (e 1 ) = 0. If
Since wd is arbitrary in W H b , it follows that f = 0 and so ǫ is injective. Thus, ǫ is an isomorphism of A-modules. For x in W H b , let f x be the unique element in H with the property that
It is easily checked that the relations (3.0.1) to (3.0.5) are satisfied by the elements
This completes the proof of the theorem.
Any function on G that is constant on (B, B)-double cosets is obviously constant on (B a , B a )-double cosets. Thus, if e B is the centrally primitive idempotent in CGB corresponding to the trivial representation of B, then e B CGe B ⊆ eCGe = H q,a . Consequently, one would expect that the Iwahori-Hecke algebra of W is a subalgebra of H. Taking into account the relation q − 1 = ab and that a is an indeterminate we show that this is indeed the case.
The rule d → t d defines an A-algebra isomorphism between the group algebra AW H b and the A-span of
and e 2 1 = |H b |e 1 (note that this is not the same e 1 as in the proof above). It follows from (3.0.2) that e 1 is in the center of H and so He 1 is a two-sided ideal in H. Proof. For w in W definet w = t w e 1 . It follows from Theorem 3.2 that {t w | w ∈ W } is a basis of He 1 . Clearly the elementst s for s in S satisfy the braid relations and
In the rest of this section we record some results that follow more or less immediately from Theorem 3.2. For many of the constructions in the rest of this paper it will be necessary to assume that q is invertible. Also, some formulas become simpler if we rescale the basis elements t x of H by negative powers of v. Thus, we let 
The following lemma is a crucial ingredient needed to define the R-polynomials and the partial order on W H b . 
Proof. Assume for a moment that T s is invertible for every s in S. Then T w is invertible for every w in W . It follows from (3.3.1) that T d is invertible for every d in H b and thus T wd = T w T d is invertible for every wd in W H b .
To complete the proof, suppose s is in S and define T s = T s − av 
is non-degenerate, so τ is a symmetrizing trace form on H v . We prove the formula τ (T x T y ) = δ x,y −1 using induction on ℓ(x). If ℓ(x) = 0, then x = d is in H b and using (3.3.1) we have
Now suppose that ℓ(x) > 0. Write x = dws where d is in H b , w is in W , s is in S, and ℓ(ws) > ℓ(w). There are two cases: ℓ(sy) > ℓ(y) and ℓ(sy) < ℓ(y).
First, suppose that ℓ(sy) > ℓ(y). Since ℓ(xs) < ℓ(x) and ℓ(y −1 s) > ℓ(y −1 ), it follows that x = y −1 and so δ x,y −1 = 0. Using (3.3.1), (3.3.2), and induction we have
Since x = y −1 it follows that dw = y −1 s. Therefore, τ (T x T y ) = 0. Second, suppose that ℓ(sy) > ℓ(y). Then using (3.3.1), (3.3.2), and induction we have
as desired.
Next, recall that a specialization of A v is a ring homomorphism from A v to a commutative ring B. Given a specialization, φ : A v → B, we can consider the B-algebra H v ⊗ Av B.
Let φ 1,0 : A v → C be a ring homomorphism with φ 1 (a) = 0 and φ 1 (v) = ±1. Then clearly the C-algebra H 1,0 = H v ⊗ Av C is isomorphic to the group algebra CW H b .
Let φ q,a : A v → C be a ring homomorphism with φ q,a (a) = a and φ q,a (v) = ± √ q. Then clearly the C-algebra H v ⊗ Av C is isomorphic to the algebra H q,a from §2. The arguments in [7, §68] involving Tit's Deformation Theorem, together with the fact that a group algebra is always isomorphic to its opposite algebra, prove the following theorem. Now suppose that l is a prime that divides q − 1 and does not divide n!. Say l r |q − 1 and
be a sufficiently large l-modular system for G and let B denote the principal block of OG. We assume that q is a square in Kand we consider B as a two-sided ideal in OG. Let φ : A v → K be a ring homomorphism with φ(a) = a and φ(v) = ± √ q. Proof. This follows from the theorem using the argument in [5] .
R-polynomials and a Partial Order on W H b
In this section we follow the constructions of Kazhdan and Lusztig in [13] and define a "bar" involution of H v and R-polynomials in A v . We use the non-vanishing of the Rpolynomials to define a relation on W H b and we show that this relation is a partial order on W H b . This partial order reduces to the Bruhat order in case b = 1.
Define a ring endomorphism of
, and a = −av −2 . Notice that
• a = −av −2 = av 2 v −2 = a so is an involution, and
Next, extend to an endomorphism of H v by defining
where T x is defined to be T −1
Proof. Clearly has order two and so is a bijection. Since H v is generated by
show it is a ring homomorphism, it is enough to show that
, and s in S. These equations are easily shown to be true using (3.3.1) and (3.3.2). Proof. To prove the first statement we compute T yd . Using (3.3.1) and the fact that T d = T d we have
On the other hand, T yd = x R x,yd T x . Comparing coefficients of T x we see that R x,yd = R xd −1 ,y .
A similar argument shows that R x,dy = R d −1 x,y .
To prove the second statement we have
Now, using that av −1 = −av −1 and X s = X −1 s it follows that
as claimed.
The proof of the third statement is similar and is omitted. We will obtain a closed form for the polynomials R x,y in the next section.
Proof. We prove the statements using induction on ℓ(y).
If ℓ(y) = 0, then y = d is in H b and we have seen that R x,d = 0 unless x = d and that
Now suppose ℓ(y) > 0. Choose s in S with ℓ(sy) < ℓ(y). Then by Proposition 4.2 and induction, R y,y = R sy,sy = 1. Now suppose x is in W H b and R x,y = 0.
If ℓ(sx) < ℓ(x), then R x,y = R sx,sy by Proposition 4.2. Since ℓ(y) − ℓ(x) = ℓ(sy) − ℓ(sx), it follows by induction that R x,y is a polynomial in av −1 with non-negative integer coefficients and degree at most ℓ(y) − ℓ(x).
If ℓ(sx) > ℓ(x), then R x,y = R sx,sy + av −1 d∈Xs R dx,sy by Proposition 4.2, and so either R sx,sy = 0 or R dx,sy = 0 for some d in X s . Since ℓ(sy) − ℓ(sx) = ℓ(y) − ℓ(x) − 2 and ℓ(sy)−ℓ(dx) = ℓ(y)−ℓ(x)−1 for any d in H b , it follows by induction that R x,y is a polynomial in av −1 with non-negative integer coefficients and degree at most ℓ(y) − ℓ(x).
For x and y in W H b , define
The main result in this section is that ≤ is a partial order on W H b .
Notice that when b = 1, then W H b = W . It is pointed out in [13] that R x,y = 0 if and only if x is less than or equal to y in the Bruhat-Chevalley order and so the relation ≤ is the Bruhat-Chevalley order in this case.
We have seen that for s in S and x in W H b , R x,s = 0 if and only if x is in X s , so x ≤ s if and only if x is in X s . In particular, if 1 is the identity in W H b , then 1 ≤ s if and only if b is odd. It follows that in general, the restriction of ≤ to W is not the Bruhat-Chevalley order on W .
Suppose w 1 and w 2 are in W and d 1 and
In order to understand the relation ≤ we need to describe the subsets Ω w 1 ,w 2 of H b .
Lemma 4.4. Suppose w 1 and w 2 are in W , s is in S, and ℓ(sw 2 ) < ℓ(w 2 ). Set t = w −1 1 sw 1 . Then
1 X s w 1 so we may rewrite the last equation as
It follows immediately that Ω w 1 ,w 2 = Ω sw 1 ,sw 2 if ℓ(sw 1 ) < ℓ(w 1 ).
Suppose ℓ(sw 1 ) > ℓ(w 1 ). Since R x,y is in N[av 
In the next proposition, 1 denotes the identity in W H b and ≤ B denotes the BruhatChevalley order on W . Proof. We will prove the proposition using induction on ℓ(w 2 ). If ℓ(w 2 ) = 0, then w 2 = 1. We have seen that for x in W H b , R x,1 = 0 if x = 1 and R 1,1 = 1. Thus Ω w,1 = ∅ for w = 1 and Ω 1,1 = { 1 } and so (1), (2) , and (3) hold in this case. Now suppose that ℓ(w 2 ) > 0 and fix s in S with ℓ(sw 2 ) < ℓ(w 2 ). Then by Lemma 4.4 we have Ω w 2 ,w 2 = Ω sw 2 ,sw 2 and so by induction, Ω w 2 ,w 2 = { 1 }. This shows that (2) holds.
Suppose w 1 is in W and w 1 = w 2 . We consider first the case when ℓ(sw 1 ) < ℓ(w 1 ). By Lemma 4.4 we have Ω w 1 ,w 2 = Ω sw 1 ,sw 2 and so by induction, Ω w 1 ,w 2 = ∅ if and only if sw 1 < B sw 2 . By Deodhar's Property Z we have sw 1 ≤ B sw 2 if and only if w 1 ≤ B w 2 . Therefore, Ω w 1 ,w 2 = ∅ if and only if w 1 ≤ B w 2 and so (1) holds.
Suppose w 1 < B w 2 and t 1 , . . . , t r is any sequence of reflections in T with w 2 = w 1 t 1 · · · t r and ℓ(
There are two possibilities; either ℓ(sv i ) < ℓ(v i ) for 1 ≤ i ≤ r, or there is an i with ℓ(sv i ) > ℓ(v i ) and ℓ(sv i+1 ) < ℓ(v i+1 ).
Suppose that ℓ(sv i ) < ℓ(v i ) for 1 ≤ i ≤ r. Then sw 2 = sw 1 t 1 · · · t r and ℓ(swt 1 · · · t i ) = ℓ(sw 1 ) + i for 1 ≤ i ≤ r. Using Lemma 4.4 and induction we have Ω w 1 ,w 2 = Ω sw 1 ,sw 2 = X t 1 · · · X tr . Now suppose there is an i with ℓ(sv i ) > ℓ(v i ) and ℓ(sv i+1 ) < ℓ(v i+1 ). Then by Deodhar's Property Z, sv i ≤ B v i+1 . But ℓ(sv i ) = ℓ(v i+1 ) and so sv i = v i+1 . Hence sw 1 t 1 · · · t i = w 1 t 1 · · · t i t i+1 and w −1 1 sw 1 = t 1 · · · t i t i+1 t i · · · t 1 . Fix i so that i is maximal with ℓ(sv i ) > ℓ(v i ). Then 1 < i < r, v i+1 = sv i , and for j > i we have ℓ(sv j ) < ℓ(v j ). Since v i+1 = sv i we have
Using the induction hypothesis, the fact that w −1 1 sw 1 = t 1 · · · t i t i+1 t i · · · t 1 , and Proposition 2.5 we have Ω w 1 ,w 2 = Ω sw 1 ,sw 2 = X w
We have shown that (3) holds in both cases and thus have completed the proof of the proposition when ℓ(sw 1 ) < ℓ(w 1 ).
For the remainder of the proof we assume that ℓ(sw 1 ) > ℓ(w 1 ). Then by Lemma 4.4 we have Ω w 1 ,w 2 = Ω sw 1 ,sw 2 ∪ Ω w 1 ,sw 2 X t where t = w −1 1 sw 1 . By Deodhar's Property Z the following three conditions are equivalent:
• sw 1 ≤ B w 2 ,
• w 1 ≤ B w 2 , and
If w 1 ≤ B w 2 , then w 1 ≤ B sw 2 and so by induction Ω w 1 ,sw 2 = ∅. Therefore Ω w 1 ,w 2 = ∅. Conversely, if Ω w 1 ,w 2 = ∅, then either Ω sw 1 ,sw 2 = ∅ or Ω w 1 ,sw 2 = ∅. In the first case, it follows by induction that sw 1 ≤ B sw 2 . But then sw 1 ≤ B w 2 and so w 1 ≤ B w 2 . In the second case, it follows by induction that w 1 ≤ B sw 2 and so again w 1 ≤ B w 2 . This proves (1). Now suppose that w 1 < B w 2 and t 1 , . . . , t r is any sequence of reflections in T with w 2 = w 1 t 1 · · · t r and ℓ(w 1 t 1 · · · t i ) = ℓ(w 1 ) + i for 1 ≤ i ≤ r. As above, define v 0 = w 1 and v i = w 1 t 1 · · · t i for 1 ≤ i ≤ r. As above we have v r = w 2 .
We consider the subset Ω w 1 ,sw 2 X t of H b . Choose i maximal with ℓ(sv i ) > ℓ(v i ). Then we have seen that w −1
Using the induction hypothesis and Proposition 2.5 we have
There are two cases, either sw 1 ≤ B sw 2 or sw 1 ≤ B sw 2 . Suppose that sw 1 ≤ B sw 2 . Then Ω sw 1 ,sw 2 = ∅ and so
Finally, suppose that sw 1 ≤ B sw 2 . Then Ω sw 1 ,sw 2 = ∅. We will show that Ω sw 1 ,sw 2 ⊆ Ω w 1 ,sw 2 X t and so
The subset X t X t of H b is a subgroup and so Ω w 1 ,sw 2 X t contains Ω sw 1 ,sw 2 as claimed.
It follows that (3) holds when ℓ(sw 1 ) < ℓ(w 1 ). This completes the proof of the proposition. Proof. We have seen that R x,x = 1 for all x in W H b and so the relation is reflexive.
2 is in Ω w 1 ,w 2 , so by Proposition 4.5 we have w 1 ≤ B w 2 . Similarly, w 2 ≤ B w 1 and so w 1 = w 2 . But then Ω w 1 ,w 2 = { 1 } and so d 1 = d 2 . Therefore x = y and so the relation is anti-symmetric.
If
3 is in Ω w 1 ,w 3 . Therefore x ≤ z and so the relation is transitive.
We conclude this section with some properties of the partial order and some examples. Proof. Clearly x → xd and x → dx are bijective mappings and it follows from Proposition 4.2 that x ≤ y if and only if either dx ≤ dy or xd ≤ yd.
Proof. Since b is odd, each X t is a subgroup of H b and so X s 1 · · · X s n−1 is a subgroup of H b . To prove the proposition it is enough to show that X t is contained in X s 1 · · · X s n−1 for every t in T .
Suppose t is in T and t interchanges the ith and jth standard basis vector of F n q with i < j. Then X t = { h i,j (α) | α ∈ F b }. We may assume that j − 1 > 1. The result follows since 
2 ) is in Ω w 1 ,w 2 . By the last proposition and Proposition 4.5 we have Ω w 1 ,w 2 ⊆ H ′ and so it follows from Proposition 2.6 that h 1 (α 1 α −1
2 ) = 1. Therefore, h 1 (α 1 ) = h 1 (α 2 ). This shows that if x and y are in W H ′ and d 0 and d 
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Subexpressions and a Closed Formula for R x,y
In this section we adapt results of Deodhar [9] 
. Thus, to analyze the lower order ideals L z it is enough to consider the case when z = w is in W .
Recall that a tuple of elements of S, say (s 1 , . . . , s p ), is said to be reduced if ℓ(s 1 · · · s p ) = p. Fix a reduced tuple, s = (s 1 , . . . , s p ), of elements of S. A distinguished subexpression of s is a p + 1-tuple of elements of W H b , say x = (x 0 , x 1 , . . . , x p ), with the properties (DS1)
Let D s denote the set of distinguished subexpressions of s and let π s : D s → W H b be the projection on the last factor, π s (x) = x p .
In the rest of this section we frequently argue using induction on the number of elements in s. If s = (s 1 , . . . , s p ) with p > 1, define s ′ = (s 1 , . . . , s p−1 ). 
Proof. We prove the result using induction on p. d∈Xs R yd,ws . Thus, there is a d in X s with yd ≤ ws. By induction, there is an
, and so vd 1 ≤ vssd 1 ds = vd 1 ds. It follows that x p = y = vd 1 ≤ vd 1 ds = yds = x p−1 s. Thus, x is in D s , π s (x) = y, and so y is in π s (D s ) in this case also.
We have shown that
Suppose first that x p = x p−1 s and ℓ(x p s) < ℓ(x p ). Then R xp,w = R xps,ws = R x p−1 ,ws . By induction, x p−1 ≤ ws. Therefore, R x p−1 ,ws = 0 and so R xp,w = 0. Hence x p ≤ w in this case. Since (x 0 , . . . , x p−1 ) is in D s ′ it follows by induction that x p−1 ≤ ws and so R x p−1 ,ws = 0. Therefore, it follows from Corollary 4.3 that R xp,w = 0 and so x p ≤ w in this case.
Finally, suppose that
By induction x p−1 ≤ ws and so R x p−1 ,ws = 0. By Proposition 4.2 we have
It follows from Corollary 4.3 that R x p−1 s,w = 0 and so x p−1 s ≤ w. Therefore, x p ≤ w in this case also.
Suppose s = (s 1 , . . . , s p ) is a reduced tuple and x = (x 1 , . . . , x p ) is in D s . Define
The rest of this section is devoted to the proof of the following theorem. 
for y ≤ w.
We will prove the theorem using induction on p and the recursion formula from Proposition 4.2. The argument is essentially the same as that in Deodhar [9] , suitably modified so as to make sense in our context. Set w = s 1 · · · s p and s = s p . In the next lemmas, p > 1 and y denotes an element in W H b with y ≤ w. We will analyze the subsets π (av −1 ) n(x) .
Second, suppose that ℓ(ys) > ℓ(y) and ys ≤ ws. Then n(x) = n(θ(x)) + 1 for x in π Finally, suppose that ℓ(ys) > ℓ(y) and ys ≤ ws. Then n(x) = n(θ(x)) for x in π This completes the proof of the theorem.
