Abstract-Coordination of relays in a meshed system is an iterative process. It involves finding a set of break point relays. In this paper, we propose a new polynomial time approximation algorithm for computation of the minimum break point relay set. In turn, procedure for computation of minimum break point relays requires systematic enumeration of all possible simple loops in the system. Therefore, we also propose a simple method for enumerating all possible loops. The advantages of proposed approach are (1) simplicity and (2) reduced computational complexity. Case studies on various topologies demonstrate the utility of the proposed approach.
I. INTRODUCTION
Iterative nature of directional relay coordination problem in a meshed system arises from the fact that, in a loop, the very first chosen primary relay finally plays the role of a back up relay. This can disturb its initial setting. In contrast with radial systems, this requires multiple passes in coordination, which makes meshed system relay coordination an iterative process. Also, for complete coordination of transmission protection system, it has to be ascertained that all simple loops in a meshed system are properly coordinated. If a system has l fundamental loops, then maximum possible number of simple loops are 2 l . This shows that the coordination problem can suffer from the curse of dimensionality. Therefore, complexity of the relay coordination process arises from (1) its dimensionality and (2) interaction among different loops which share common edges and hence relays. Any iterative solver involves making an initial guess of solution as a part of the initialization. The iterative process progressively refines the solution until some convergence criteria is met. In the relay coordination problem, we have to atleast assume settings for a set of relays which span all the simple loops in the system. Also, larger is the cardinality of this set, more difficult is the coordination problem. This set of relays which span all the loops (clockwise and anticlockwise), is called the break point relay set. Clockwise loop represents coordination of relays in a clockwise direction and conversely, anticlockwise loop represents relay coordination in an anticlockwise direction. To improve the robustness and efficiency of relay coordination problem, it is important to choose a Break Point Set (BPS) which has minimum cardinality. While such a set is not unique, the corresponding cardinality is fixed.
Reference [1] is a comprehensive research report discussing the computation of all the simple loops, minimum break point relay set, relative sequence matrix and computation of sequential primary backup relay pairs. The report also discusses data base issues in relay coordination. Further work on similar lines is reported in [2] , [3] , [4] . Essentially, this approach is an extension of the graph theoretic approach developed by Dwarakanath and Nowitz [5] . The approach presented in [1] suffered from certain inefficiencies which have been addressed in [6] , [7] , [8] . Bapeswara Rao et. al. [6] used the notion of minimal column cover of the Loop matrix L D
1
. A cover is said to be minimal if any subset of it is not a proper cover. A minimum cover is a cover with least number of relays. A composite function is defined by ANDing all the loops in the matrix L D . Further BOOLEAN algebraic manipulations and simplifications lead to identification of minimum cover. While the approach of [1] could not guarantee minimum cover, this approach (presented in [6] ) can identify minimum cover. This paper also lists a method to generate all simple loops in a more simplistic fashion. In [2] , the authors have suggested the use of DFS as an enhancement over [1] to enumerate all simple loops. The advantage is that one does not have to put effort over verification of non-existing simple loops arising from all the possible linear combinations of fundamental loops. Reference [7] has suggested further enhancements using Breadth First Search (BFS) algorithm. A method that does not require computation of all loops is presented in [8] . It is shown that all the minimal break point set of the given graph is a product term in boolean function S expressed over only fundamental set of loops. Thus, the number of terms in the boolean expression reduces, but still it has exponential complexity. In [9] , the authors have applied the concept of functional dependency to the topological analysis of a graph. This approach is extended by Madani et. al. in [10] , [11] . A comprehensive review of time overcurrent relay coordination is presented in [12] . All the methods proposed in the literature are essentially systematic enumeration techniques. Clearly, such an approach is well suited for small systems, but tends to break down as the system size increases, due to the curse
Fig . 1 . A simple example of relay coordination setting in a looped system of dimensionality. This provides motivation to look for heuristic or approximate polynomial time algorithms for estimation of minimal BPS with low cardinality. This is a well known approach in computer science for tackling NP-complete problems [13] . On the similar lines, in this paper, we propose efficient polynomial time heuristics for solving minimum BPS problem. It is shown that the proposed heuristic works efficiently over a larger set of problems. Also it is more simple and straightforward from understanding as well as implementation perspective.
The paper is organized as follows: Section II demonstrates the iterative nature of the relay coordination problem. Section III presents proposed algorithms for enumeration of simple loops and finding minimum BPS, followed by few illustrative examples. Section IV evaluates the performance of the proposed algorithm as compared to that given in [1] . Section V concludes the paper. The transmission lines are protected by directional relays R 1 , R 2 , R 3 , R 4 , R 5 , R 6 , R 7 and R 8 . For setting and coordination of these relays, we have to consider two loops, i.e. clockwise loop and anticlockwise loop. The clockwise loop in this network is given by R 5 → R 6 → R 7 → R 8 → R 5 and the anticlockwise loop is given by R 1 → R 2 → R 3 → R 4 → R 1 . It can easily be seen that the minimum break point set for this example has cardinality of two. One such set is R 2 and R 5 ; R 1 and R 5 , R 4 and R 6 are possible alternatives. In relay coordination process, it is only important to start with a minimum break point relay set and hence either of the available choices are equally acceptable.
II. ITERATIVE NATURE
Normal inverse IEC characteristics are used for all the relays. Relay characteristic equation is as follows:
where, t is the operating time of the relay in seconds, PSM is the Plug Settings Multipier, and TMS is the Time Multiplier 
Setting. PSM of these relays are given in table I. Further to initiate the relay coordination process, initial TMS for break point relays are assumed to be 0.05. TMS is also called as Time Dial Setting (TDS) [14] . It is a dimensionless quantity. The fault currents seen by the primary and backup relays for the remote bus faults F 1 , F 2 , F 3 and F 4 are tabulated in table II.
The relay coordination process for this system converges in two iterations. The TMS settings of all the relays after three iterations is as given in table III. Note that the iterative procedure converges when setting of break point relays is not altered in the subsequent pass.
III. PROPOSED ALGORITHM

A. Enumeration of All Possible Loops
The break point set of relays has to open all simple clockwise and anticlockwise relay loops. This requires identification of all simple loops. The approaches proposed in literature, [1] , [4] , [7] are quite involved. We now show that this enumeration and identification of such loops can be done in a much simpler and intuitive way. Our algorithm is based upon the following simple characterization of a simple loop (or a circuit).
A simple loop is a graph, in which: 1) Each node has a degree of two, and,
2) The total number of components in the graph is exactly one. A component of a graph is defined as a maximally connected subgraph [15] . Algorithm 1 details the steps involved in enumeration of all possible simple loops.
Algorithm 1 Enumeration of all possible simple loops
1: Generate the set of fundamental loops in the graph [16] .
Let the number of fundamental circuits be l.
Consider a graph obtained by linear combination of the fundamental loops corresponding to the binary representation of i.
4:
if this graph is simple loop then
5:
Generate the corresponding row in the loop matrix L D {Apply the test outlined above to verify if it represents a simple loop} 6: end if 7: end for
B. Computation of Minimum Break Point Set of Relays
To explain the algorithm, we first introduce a term called Loop Relay Degree of a node, abbreviated as LRD.
LRD: It is cumulative sum of the relay degree of each relay incident on that node (and looking away from the node). The relay degree for a relay is nothing but the number of loops (clockwise and anticlockwise) in which it is involved. Using the concept of LRD, the proposed method is detailed in algorithm 2. For each node compute the LRD
4:
Choose the node with the highest LRD
5:
If more than one nodes filters out from the previous test, we apply tie breaking strategy, which is to select the one which has minimum relays on it.
6:
Add all the relays on this node to the minimum break point set of relays.
7:
Break the loops involving these relays and hence delete the corresponding rows from L D {This is equivalent to deleting the selected node from the graph and updating
The basic idea of the algorithm is to identify the node which has highest LRD. We then delete it by adding corresponding relays in BPS. Thus, we are trying to be greedy by breaking as many loops as possible in one go. After the deletion of this node, the loop matrix is updated (which has now reduced size) and the procedure continues on the new reduced graph, till there is no loop left in the system. Remark 1. If in a system a junction occurs due to tapping, it is considered by introducing phantom bus at that junction. No relays are connected to a phantom bus. If this phantom bus ever satisfies the criteria for deletion in the algorithm, then it is skipped and the bus with next maximum LRD is evaluated.
C. Illustrative Examples 1) Example 1:
The system in fig 2(a) has been taken from [1, pg. 5-5] . The equivalent graph has been shown in fig 2(b) . We follow the convention that the relay in the system on bus U and looking in the direction from U to V edge will be represented as U V . The convention followed is that edge between the nodesX and Y is designated by XY or Y X, depending upon the direction we are interested. In case of parallel edges, additional subscripts, 1, 2, etc. are used. For example, for a case of two parallel edges between nodes X and Y , we will have two edges XY 1 and XY 2 . All the loops of this system have been tabulated in table IV.
From the data tabulated in table IV, it is easy to calculate the LRD of every nodes, which has been listed below: Clearly E has the highest LRD (12), and passes the criteria for deletion and adding its relays to the minimal BPS. Incidentally, there are only 12 loops in the system, which means the algorithm terminates in the first iteration itself. Thus, the set of minimal BPS comes out to be E H1 , E H2 , E D and E K . In fact this minimal set is also a minimum.
2) Example 2: We now consider another example which is a 6 bus system (fig 3) discussed in [1, pg. 5-24] . The loops in this system are shown in table V. Now, LRD for all nodes can be evaluated quite easily from table V, and it is listed below: Fig. 4 . 5 bus symmetric system [6] Clearly G and L have the maximum LRD of 6. Now we need to apply tie break strategy, but since both nodes have equal number of relays, we can choose anyone of them. Opting for the node G, L K , L G and L E are added to minimal BPS. Now since all the loops have been opened, the algorithm terminates with minimal BPS of cardinality 3. This set is minimum BPS as well.
Remark 2. In both the above examples, the proposed approach has computed minimum BPS. However, it being a heuristic approach, one cannot always guarantee optimality for all systems 2 , as demonstrated in the example below. In fact, it is really not necessary to compute minimum break point set for the subsequent relay coordination process. Rather it is desirable to compute a minimal BPS which closely approximates minimum BPS. The trade off between the minimum BPS computation (using enumerative approach) and minimal BPS computation (by the application of a heuristic method) has to be viewed in terms of its effect on the relay coordination process. If the minimal BPS closely approximates minimum BPS, the subsequent relay coordination process should not suffer appreciable degradation in performance. In other words, it is difficult to justify an enumerative approach for the computation for minimum BPS.
3) Example 3:
In this example, we will demonstrate that the proposed algorithm need not always compute the optimal solution. The test system in this case is shown in fig 4 which is taken from [6] .
Proceeding in a similar fashion as in the above two examples, the node A will come out with maximum LRD. On deleting this node, relays A B , A C , A D and A E , will be added to the BPS. The reduced graph is analyzed once again in the next iteration. It is seen that nodes C and D will be having maximum LRD. Tie breaking strategy will fail here as the nodes have same relays incident on it. Thus, we select any one of them, say C. Three more relays C B , C D and C E are added to the break point set. Now all the loops in the system are opened by the above seven relays. Hence, the algorithm computes minimal BPS with 7 relays. The optimal solution for this problem has 6 relays, namely, B C , B D , A C , A D , E D and E C [6] . Thus, we see that the proposed algorithm computes a close enough approximation to the minimum BPS inspite of avoiding enumeration in the minimum BPS computation.
IV. RESULTS
The proposed algorithm has been tried on different topologies. A comparative evaluation between the proposed algorithm and the algorithm in [1] has been tabulated in table VI. It compares the cardinality of the BPS and the computation time. Comparison of cardinality of BPS from both the algorithms shows that they are comparable. However, the proposed approach is much faster than the algorithm discussed in [1] . The advantages of the proposed approach are listed as follows: 1) By far, the proposed approach is simpler than most of the alternative approaches discussed in the literature. Procedure to identify the simple loops proposed in this paper is also simpler than the other methods in the literature. Also, the proposed approach is intutive and hence there is simplicity in identifying the minimum break point relay set by this method.
2) The complexity of algorithm is linear in terms of the number of nodes. This means that the algorithm will easily scale up for larger systems.
V. CONCLUSIONS
In the literature, problem to find minimum break point set of relays has been conjectured to be NP-complete [9] . Thus, it appears that it is not possible to devise a polynomial time algorithm for minimum BPS computation. Even though a few systematic enumerative algorithms exist in the literature, they cannot be used if the size of system is large due to their exponential time complexity. Therefore, in this paper we have proposed a heuristic approach to find the minimum break point set for a power system network. The results on various test systems demonstrate the efficacy of the proposed approach.
