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Resumo
O presente artigo aborda o tópico de filtragem de sinais via limiarização de coeficientes wavelets. É apresentada uma revisão
dos principais resultados da área, desde os artigos clássicos e seminais até artigos no estado da arte, com enfoque em aplicações
e aspectos metodológicos de filtragem wavelet. Uma breve discussão sobre transformadas wavelets é dada, assim como uma
descrição detalhada e didática do método de limiarização de coeficientes wavelets. Os principais métodos de determinação de
limiares de truncamento são descritos e aplicados em filtragem de sinais unidimensionais e bidimensionais. Esses experimentos
evidenciam o bom desempenho da técnica de filtragem associada à transformada wavelet.
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Abstract
The current work addresses topics related to signal filtering via wavelet shrinkage. Wavelets techniques applied to signal filtering
go back to the 80’s and an overview about the main results in the area are presented, as well as the most recent contributions,
concerning applications and methodological aspects involved. A short discussion about wavelets and a detailed presentation about
the threshold operation are given. The main methods to define the threshold values are also described and their performances are
tested through numerical simulations for 1D and 2D data. The presented results highlight the potential of associating wavelet
methods to signal denoising techniques.
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1 Introdução
No final da década de 80, dois trabalhos inova-dores, um devido a Ingrid Daubechies (Daube-chies, 1988) e outro a Stéphane Mallat (Mallat,
1989), estabeleceram uma base matemática sólida para
o desenvolvimento de métodos wavelets. Eles apresen-
taram à comunidade científica o grande potencial de
se decompor sinais (imagens, volumes, séries tempo-
rais) em suas componentes elementares ao longo de
diferentes escalas. Daubechies construiu a primeira base
ortogonal de funções wavelets com suporte compacto
(funções não nulas apenas em um intervalo limitado
e fechado da reta), enquanto que Mallat identificou o
importante conceito de análise multirresolução (AMR).
A AMR, considerada a pedra fundamental da teoria
moderna de métodos wavelets, permitiu a obtenção de
algoritmos rápidos para as transformadas wavelets dis-
cretas através de seus filtros. Desde então, a quantidade
de aplicações em diferentes áreas da ciência e da en-
genharia cresceu continuamente, sendo que estes dois
artigos estão entre as contribuições mais relevantes e
mais citadas na literatura científica. Até 2003 cada um
desses trabalhos possuía mais de 1500 citações, segundo
levantamento feito em Unser et al. (2003). De lá para cá,
segundo a base de dados do Google Scholar, no início
do ano de 2014, os artigos Daubechies (1988) e Mallat
(1989) possuíam, respectivamente, 8218 e 17911 citações.
Neste cenário, nas últimas décadas os métodos wavelet
têm conquistado espaço frente aos tradicionais métodos
de Fourier. Isso se deve, especialmente, à capacidade
natural das wavelets de representar dados não estacio-
nários e lidar com características desses dados, contidas
em vários níveis de resolução (Mallat, 2008).
Outra importante questão que tem estimulado a pes-
quisa de métodos wavelets é a busca por representações
esparsas de sinais. Essas representações trazem vanta-
gens imediatas para aplicações envolvendo regulariza-
ção, compressão de dados e redução de ruído. Neste
sentido, o trabalho pioneiro que associa wavelets a mé-
todos estatísticos é o de David Donoho e Iain Johnstone
(Donoho e Johnstone, 1992, 1998), no qual o grande in-
sight sobre transformadas wavelets explorado é o poder
de transformar sinais densos em vetores esparsos com
relativamente poucas entradas significativas. A partir
deste trabalho, que representou o marco zero na análise
por trás da teoria de wavelets com conceitos e aplicações
em estatística, wavelets têm sido utilizadas extensiva-
mente nos mais diferentes tópicos estatísticos (Abramo-
vich et al., 2000; Nason e Silverman, 2000; Nason, 2011).
Algumas importantes áreas nas quais os métodos wa-
velet têm contribuído significativamente são: estimação
de densidade (Donoho et al., 1996; Müller e Vidakovic,
1998; Herrick et al., 2001; Davies e Kovac, 2004; Reynaud-
Bouret et al., 2011), problemas inversos (Angulo e Ruiz-
Medina, 1999), detecção de pontos de mudança e de
bordo (Daubechies, 1992; Mallat e Hwang, 1992; Wang,
1995; Bailey et al., 1998; Ogden e Lynch, 1999; Xue et al.,
2014), análise de séries temporais (Morettin, 1996; Pri-
estley, 1996; Morettin, 1997; Percival e Walden, 1999;
Nason et al., 2000; Bayer e Souza, 2010; Tapani e Kozake-
vicius, 2012), regressão não paramétrica (P. e Silverman,
1994; Fox, 2000; Nason e Silverman, 2000; Fox, 2002) e
redução ou anulação de ruídos em sinais (Donoho e
Johnstone, 1994b; Donoho et al., 1995; Donoho e Johns-
tone, 1995; Johnstone e Silverman, 2005; Poornachandra,
2008; Bayer e Kozakevicius, 2010).
Dentre estes vários tópicos de pesquisa, a filtragem
de sinais, tema central deste artigo, tem mantido pa-
pel de destaque (Singer et al., 2009), uma vez que sinais
são inevitavelmente corrompidos por ruídos durante sua
aquisição ou transmissão. O principal objetivo dos proce-
dimentos de filtragem é remover esses ruídos, mantendo
as características importantes do sinal. No entanto, esta
não é uma tarefa fácil ou imediata, especialmente no
caso de sinais biomédicos, para os quais a manutenção
das informações relevantes do sinal é fundamentalmente
necessária na realização de diagnósticos posteriores (Mo-
chimaru e Fujimoto, 2002).
Novamente nesta área Donoho e seus colaboradores
têm um papel seminal, abrindo uma nova linha de pes-
quisa e um novo modo de tratar os problemas através de
um formalismo envolvendo técnicas analíticas (Donoho
e Johnstone, 1994b,a; Donoho, 1995; Donoho e Johnstone,
1995; Donoho et al., 1995; Donoho e Johnstone, 1998).
Estes trabalhos encontram-se publicados em importan-
tes periódicos como Biometrika, Journal of the American
Statistical Association, Journal of the Royal Statistical Soci-
ety: Series B, IEEE Transactions on Information Theory e
The Annals of Statistics, apresentando aspectos teóricos
e práticos a respeito de filtragem wavelet por meio de
limiarização dos coeficientes wavelet, técnica abordada
em detalhes na Seção 3.
O método de filtragem wavelet pode ser entendido
como um problema em regressão não-paramétrica. O
modelo de regressão paramétrico usual pode ser escrito
como
yi = f (β,xi) + ei,
no qual f (·) é uma função linear, β é o vetor paramétrico
a ser estimado, xi é o vetor de covariáveis preditoras
conhecidas e ei é o termo de erro, ou ruído, assumido
independente e normalmente distribuído, com média
zero e variância constante, isto é, ei ∼ N(0,σ2). No
caso do modelo de regressão linear normal clássico o
vetor paramétrico β é estimado via método dos mínimos
quadrados ordinários. Já o modelo de regressão não-
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paramétrico pode ser escrito por
yi = f (xi) + ei.
Neste caso, o objetivo é recuperar a função f a partir
dos dados com ruído, yi, sem assumir qualquer estru-
tura paramétrica para f (Abramovich et al., 2000). Uma
solução básica para esta abordagem não paramétrica é
considerar a função desconhecida f expandida como
uma série de Fourier e então estimar os coeficientes de
Fourier a partir dos dados (Abramovich et al., 2000; Mo-
rettin, 1996). Contudo, em uma abordagem envolvendo
expansões em série wavelet, esta função desconhecida f
é estimada por meio da limiarização ou encolhimento
dos coeficientes wavelet da expensão da f . Esta última
abordagem é a considerada neste trabalho.
Nos últimos anos, os procedimentos de filtragem de
sinais por meio de limiarização ou encolhimento dos
coeficientes wavelets vêm ganhando muita atenção da
comunidade científica, como pode ser visto em (Chang
et al., 2000; Chen e Han, 2005; Johnstone e Silverman,
2005; Smith et al., 2008; Poornachandra, 2008; Bayer e
Kozakevicius, 2010; Kamilov et al., 2012; Lun et al., 2012;
Remenyi e Vidakovic, 2013). Esses trabalhos abordam
aspectos teóricos e práticos sobre transformada wavelet
em filtragem de sinais. Algumas aplicações recentes de
filtragem wavelet incluem: filtragem de sinais biomé-
dicos (Kozakevicius et al., 2005), filtragem de imagens
e compressão (Chang et al., 2000), filtragem de ima-
gens hiper-espectrais (Chen e Qian, 2011), redução de
ruídos speckle em image de radar de abertura sinté-
tica (Parrilli et al., 2012), suavização de dados genômi-
cos (Hatsuda, 2012), detecção de anomalias em imagens
de sonar (Nelson e Kingsbury, 2012) e em imagens bio-
médicas (Asadzadeh et al., 2013), atenuação de ruídos
sísmicos (Goudarzi e Riahi, 2012), e redução de ruídos
para sinais caóticos (Han e Chang, 2013).
Nesta perspectiva, dada a importância e o cresci-
mento do tema nas últimas décadas, torna-se relevante a
proposição de textos em português que situem o estado
da arte na área, ao mesmo tempo que revisem aspectos
teóricos clássicos relacionados. Este trabalho tem como
objetivo trazer uma contribuição neste sentido, abor-
dando de maneira didática técnicas wavelet aplicadas à
filtragem de sinais unidimensionais e bidimensionais.
Para cumprir o objetivo proposto, este trabalho apre-
senta na Seção 2 uma introdução para a transformada
wavelet discreta através do conceito de análise multirre-
solução. Além disso, formulações para as transformadas
1D e 2D e suas inversas são apresentadas na forma ma-
tricial. Na Seção 3 é apresentada a técnica de filtragem
de sinais utilizando limiarização de coeficientes wavelet,
bem como um breve resumo sobre os principais métodos
disponíveis na literatura. Aplicações em dados reais e
simulados, unidimensionais e bidimensionais, são apre-
sentadas na Seção 4 e as considerações finais são então
feitas na última seção.
2 A transformada wavelet
Existem várias famílias de funções wavelets, cada uma
satisfazendo uma série de propriedades, a partir das
quais suas formulações são obtidas. Neste trabalho são
consideradas as funções wavelets da família de Dau-
bechies, que possuem suporte compacto, são ortonor-
mais e formam uma base para o espaço das funções de
quadrado integrável, L2(R). O enfoque principal desta
seção é a formulação de transformadas discretas envol-
vendo as wavelets de Daubechies. Para uma abordagem
aprofundada sobre representação multirresolução e a
construção de wavelets ortonormais, recomenda-se a
referência clássica de Daubechies (1988). Já para uma
abordagem mais aplicada e com enfoque nos algoritmos
rápidos das transformadas wavelets, recomenda-se a
tese de Olé Nielsen (Nielsen, 1998).
Na análise de Fourier, os dados representados em
relação à variável tempo (ou espaço) são transformados
e representados em relação à frequência. No entanto, a
informação quanto à localização de uma certa frequência
dentro destes dados (sinal, função ou imagem) é perdida.
Na análise wavelet, diferentemente da anterior, os dados
são representados em relação tanto ao tempo quanto
a um segundo novo parâmetro: a escala. Essa nova
abordagem permite uma fatoração dos dados (discretos
ou contínuos) de tal modo que estes fiquem localizados
em ambos domínios, o que torna as wavelets uma forte
ferramenta para análise de sinais não-estacionários, ou
com descontinuidades.
Uma das diversas maneiras de se introduzir a te-
oria sobre funções wavelets ortonormais é através do
conceito de análise multirresolução (AMR). O principal
objetivo da AMR é oferecer uma infraestrutura para
que as funções em L2(R) possam ser representadas de-
pendendo de diferentes escalas (ou níveis de resolu-
ção). Assim, simplificadamente, uma AMR pode ser
definida por uma família de subespaços encaixados de
L2(R), 0 . . . ⊂ Vj ⊂ Vj+1 ⊂ . . . L2(R), cuja união é
densa no espaço todo e a intersecção é apenas a trivial
(o subespaço nulo). Cada subespaço Vj, j ∈ Z, está
relacionado com os demais Vj−1 e Vj+1 por fatores de
escala: f (x) ∈ Vj ⇒ f (2x) ∈ Vj+1. Existe uma base
ortonormal β para o espaço V0, dada por translações
de uma mesma função φ(x), chamada função escala:
β = {φ(x− k), k ∈ Z}. Assim, devido à relação de es-
cala entre os espaços encaixados, {φ(2jx− k), k ∈ Z} é
uma base para Vj e {φj,k(x) = 2j/2φ(2jx− k), k ∈ Z} é
a base ortonormal correspondente.
Além dos subespaços iniciais que geram a estrutura
da AMR, existem seus complementos ortogonais, Wj,
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tais que Wj ⊕ Vj = Vj+1. Esses conjuntos são também
subespaços vetoriais encaixados, Wj−1 ⊂ Wj ⊂ Wj+1,
cujas bases também preservam os mesmos fatores de
escala entre os níveis. Denotam-se as funções wavelets
por ψ(x)j,k = 2j/2ψ(2jx− k), em que j é o nível e k é o
parâmetro de translação em relação ao nível j, sendo as
funções ortonormais geradoras dos subespaços Wj, j ∈
Z.
Em uma análise multirresolução, dada uma função
f (x) ∈ L2(R), sua discretização em um nível de resolu-
ção j pode ser interpretada como sendo a projeção desta
função no subespaço Vj, cuja expansão em série é dada
por
PVj f (x) =
+∞
∑
k=−∞
cj,kφj,k(x), (1)
sendo {cj,k}k∈Z denominados coeficientes de escala.
Como Vj = Vj−1 ⊕Wj−1, ∀j, a projeção de f no es-
paço Vj pode ser dada pela soma das projeções de f em
Vj−1 e Wj−1, PVj f = PVj−1 f + PWj−1 f , e assim uma nova
expansão de f , equivalente à da equação 1, é obtida:
PVj f (x) =
+∞
∑
k=−∞
cj−1,kφj−1,k(x) +
+∞
∑
k=−∞
dj−1,kψj−1,k(x).
(2)
Os coeficientes {dj−1,k}k∈Z são denominados coeficien-
tes wavelets (ou de detalhe) e são responsáveis pela re-
presentação de informações complementares existentes
entre as resoluções j e j− 1. Dessa forma, os coeficientes
de escala representam as informações médias presentes
em ambas resoluções.
Como o objetivo principal em uma AMR é permitir
a representação de f em vários níveis de resolução, a
decomposição de f pode ser feita, partindo de um nível
mais refinado M até que um certo nível mais grosseiro
j0 seja atingido. Dessa forma a decomposição da f
envolvendo sua fatoração nos níveis M− 1 até j0 é dada
da seguinte maneira:
PVM f (x) =
+∞
∑
k=−∞
cj0,kφj0,k(x) +
M−1
∑
j=j0
+∞
∑
k=−∞
dj−1,kψj−1,k(x).
(3)
No caso das aplicações, todos os espaços Vj e Wj têm
dimensão finita Tj = 2j e com isso todos os somatórios
nas expansões (1), (2) e (3), envolvendo as posições em
cada nível, também são finitos. Analogamente, os coe-
ficientes de escala e wavelet podem ser pensados como
vetores de tamanho Tj = 2j, conforme o nível j.
Assim como a família de wavelets de Daubchies,
muitas outras não possuem formulação analítica e são
definidas apenas via sistemas obtidos através de suas
propriedades. Dentre as principais está a relação de
escala, que associa cada família de funções {φj,k(x)}k∈Z
e {ψj,k(x)}k∈Z, geradoras dos espaços Vj e Wj, a filtros
ak e bk com largura finita 2N, permitindo a obtenção dos
valores dessas funções de forma recursiva:
φ(x) =
√
2
2N−1
∑
k=0
akφ(2x− k), (4)
ψ(x) =
√
2
2N−1
∑
k=0
bkφ(2x− k). (5)
A determinação desses filtros também depende da capa-
cidade das funções escala de representarem exatamente
funções polinomiais até um certo grau N. Com isso, os
coeficientes wavelets para estas funções polinomiais é
zero, sendo portanto denominada propriedade dos N
momentos nulos. Na verdade há uma associação biuní-
voca (identificação) entre o conjunto de filtros e a família
de wavelets obtida. Para uma discussão completa em
relação ao cálculo dos filtros, novamente recomenda-se
o texto clássico de Daubechies (1988).
Considerando que bl = (−1)la2N−1−l , com l = 0,1,2,
. . . ,2N − 1, e ainda a ortogonalidade da base, as equa-
ções (4) e (5) induzem uma relação entre os coeficien-
tes de escala {cj,k}k∈Z de um nível mais fino j com as
sequências de coeficientes {cj−1,k}k∈Z e {dj−1,k}k∈Z no
nível imediatamente mais grosseiro, envolvendo apenas
os filtros ak e bk. Isto produz um algoritmo rápido e acu-
rado, denotado algoritmo de Mallat ou piramidal, que
define a transformada wavelet discreta (TWD) rápida
para um ou mais níveis de decomposição (Mallat, 2008),
dado por:
cj−1,k =
2N−1
∑
l=0
alcj−1,2k+l , (6)
dj−1,k =
2N−1
∑
l=0
blcj−1,2k+l . (7)
As Equações (6) e (7), que definem a TWD rápida
para um nível de decomposição, podem ser escritas na
forma matricial, caso os coeficientes sejam representados
por vetores finitos:
cj−1 = Aj · cj e dj−1 = Bj · cj,
sendo cj−1 o vetor com os coeficientes escala e dj−1 o
vetor com os coeficientes wavelets após um nível de
fatoração.
Como ilustração, fixando-se os filtros ak e bk de ta-
manho 2N = 6, as matrizes Aj e Bj, para j = 4, têm a
seguinte forma:
Aj =

a0 a1 a2 a3 a4 a5
a0 a1 a2 a3 a4 a5
a0 a1 a2 a3 a4 a5
a0 a1 a2 a3 a4 a5
a0 a1 a2 a3 a4 a5
a0 a1 a2 a3 a4 a5
a4 a5 a0 a1 a2 a3
a2 a3 a4 a5 a0 a1
 ,
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Bj =

b0 b1 b2 b3 b4 b5
b0 b1 b2 b3 b4 b5
b0 b1 b2 b3 b4 b5
b0 b1 b2 b3 b4 b5
b0 b1 b2 b3 b4 b5
b0 b1 b2 b3 b4 b5
b4 b5 b0 b1 b2 b3
b2 b3 b4 b5 b0 b1
 .
Desta maneira, a matriz Qj, 2j × 2j, que representa a
transformada wavelet discreta em apenas um nível, tem
as matrizes Aj e Bj como blocos:
Qj · cj =
[
Aj
Bj
]
· cj =
[
cj−1
dj−1
]
. (8)
No caso da família de wavelets de Daubechies, a matriz
Qj é uma matriz ortogonal, ou seja, Q−1j = Q
>
j .
Para a decomposição em mais níveis, apenas os coe-
ficientes de escala cj−1 são decompostos, enquanto que
o vetor de detalhes dj−1 permanece inalterado. Isso faz
com que a matriz da transformada para os demais níveis
de decomposição (j − 1,j − 2, . . . ,j0) seja formada por
um bloco de matriz identidade e um bloco de matriz do
tipo Qs, com s = j− 1,j− 2, . . . ,j0, conforme a equação
(8). Neste exemplo, a matriz Qˆs de ordem 24, que re-
presenta a decomposição em qualquer um dos demais
níveis da transformação é dada por:
Qˆs =

Qs 0
0 Ik(s,4)
 ,
sendo Ik(s,4) a matriz identidade de ordem k = k(s,4) =
24 − 2s e Qs o bloco de ordem 2s.
Neste exemplo, assume-se ainda periodicidade na
transformada, como pode-se observar pelos filtros dis-
postos de forma circular nas matrizes Aj e Bj. Essa
hipótese é necessária para que se possa tratar sinais
representados por vetores de dimensão finita. Existem
outras possibilidades para tratamento de fronteira, como
por exemplo a apresentada em Cohen et al. (1993), no
qual uma nova base de funções wavelets, ajustadas às
fronteiras do intervalo, são construídas. Um outro en-
foque seria aplicar técnicas de extrapolação aos dados e
preservar a estrutura periódica da transformada, como
feito em Kozakevicius e Schmidt (2013).
A transformada wavelet discreta composta de M− 1
níveis, pode ser então representada matricialmente da
seguinte forma:
d = W · c,
com o vetor contendo todos as componentes vetoriais
da decomposição wavelet dado por:
d =
(
cj0 , dj0 , dj0+1, · · · , dM−1
)> ,
em que
cj0 = (cj0,0, · · · , cj0,2j0−1)
>,
dj0 = (dj0,0, · · · , dj0,2j0−1)
>,
...
dM−1 = (dM−1,0, · · · , dM−1,2M−1−1)>
são chamados de sub-bandas (Morettin, 1999). Os ele-
mentos cj0,k capturam oscilações de baixa frequência,
enquanto que dj,k capturam oscilações de alta frequên-
cia. Os coeficientes dM−1,k representam a escala fina
(detalhes dos dados), enquanto cj0,k e dj0,k representam
a escala mais grossa (parte suave dos dados) (Morettin,
1999).
A matriz ortogonal contendo todos os níveis de de-
composição é dada por:
W = Qˆj0 · Qˆj0+1 · · · QˆM−1 ·QM.
Pela ortogonalidade da transformação, obtém-se a trans-
formada inversa através de:
c = W> · d.
Um exemplo visual da transformada wavelet pode
ser verificada na Figura 2(a). Esta é uma decompo-
sição AMR em cinco níveis do sinal representado na
Figura 2(c).
Para aplicação em sinais bidimensionais (imagens),
a transformada wavelet também pode ser representada
matricialmente. Supondo que A seja a imagem original,
representada por uma matriz, a transformada wavelet
bidimensional é obtida da seguinte maneira:
B = W ·A ·W>, (9)
sendo B a matriz de coeficientes wavelets. A Equação
(9) pode ser expressa por M transformações unidimensi-
onais aplicadas às linhas de A, seguido de M transfor-
mações unidimensionais aplicadas às colunas da matriz
resultante. A transformada inversa bidimensional é en-
tão obtida de forma imediata através da formulação
matricial, uma vez que as transformadas são ortogonais:
A = W> · B ·W.
No caso bidimensional os coeficientes suaves e os
detalhes obtidos em cada nível de resolução serão matri-
zes. A AMR bidimensional pode ser representada pela
Figura 1. No caso bidimensional os detalhes são ainda
divididos em verticais (v), diagonais (d) e horizontais
(h). O quadrado denotado por cj0 e localizado no canto
superior esquerdo da Figura 1 representa a parte mais
suave da imagem transformada. A decomposição de
uma imagem real em um nível da AMR, apresentada
nas seções a seguir, pode ser acessada na Figura 5(b).
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ddM−1
dvM−1
dhM−1
ddM−2
dvM−2
. . .
. . .
cj0
...
dhM−2
Figura 1: Representação dos coeficientes wavelets bidi-
mensionais considerando AMR em M níveis.
Uma vez obtida a transformada wavelet dos dados
iniciais, o processo de filtragem se dá através de opera-
ções realizadas sobre os coeficientes wavelets das fatora-
ções obtidas. Na próxima seção este tópico é abordado
em detalhes.
3 Filtragem wavelet
Quando informações discretas são obtidas através de
medições ou manipuladas por aplicativos computaci-
onais e então armazenadas digitalmente, em alguma
etapa deste processo as informações podem ser corrom-
pidas por diversas formas de interferência, denominadas
de ruídos. As técnicas de limiarização dos coeficientes
de uma série wavelet tem como objetivo a redução, ou
mesmo eliminação, do ruído presente em um sinal.
Estas técnicas estão baseadas na manipulação dos
coeficientes wavelet, que podem ter seus valores dimi-
nuídos ou anulados nos vários níveis de fatoração gera-
dos pela TW direta (Bayer e Kozakevicius, 2010). Após
esse processo, é aplicada a TW inversa na série wavelet
com coeficientes limiarizados (Morettin, 1999). O sinal
reconstruído será uma aproximação do sinal sem ruído.
Considera-se o vetor T-dimensional f = ( f1, f2, . . . , fT),
com T = 2n e n ∈ Z+, sendo cada componente uma
amostra do sinal sem ruído f em um instante ti, ou seja
fi = f (ti). Considera-se ainda o vetor de ruído gaus-
siano e = (e1, . . . ,eT), cujas componentes são variáveis
aleatórias independentes tais que ei ∼ N(0,σ2), para
i = 1, . . . ,T. Desta forma, um sinal amostrado y pode
ser considerado como uma soma de uma componente
limpa f e um ruído e, ou seja:
y = f + e,
(y1,y2, . . . ,yT) = ( f1 + e1, f2 + e2, . . . , fT + eT).
Na prática, a única informação conhecida é o vetor y, e
o objetivo então é, a partir de y, obter uma estimativa
para a componente f.
Por ser uma transformação linear, temos que
TW(y) = TW(f + e),
TW(y) = TW(f) + TW(e),
e ainda, por ser ortogonal, a TW preserva a energia do si-
nal analisado. Portanto, no caso deste sinal ser um ruído
gaussiano, suas propriedades de média zero e variân-
cia constante σ2 são preservadas após a transformação.
Em termos de coeficientes wavelets, esta constatação
pode ser expressa por: dj,k = wj,k + σzj,k, sendo dj,k os
coeficientes wavelet de y, wj,k os coeficientes wavelets
de f e zj,k ∼ N(0,1). Ou seja, os coeficientes wavelets
de uma amostra com ruído podem ser escritos como
os coeficientes wavelets sem ruído adicionados a ruído
branco (Morettin, 1999).
A estimativa f̂ é obtida através da limiarização dos
coeficientes wavelet de y. A operação thrλ(·) reduz ou
anula os coeficientes dj,k menores do que certo escalar λ.
As duas propostas de truncamento mais difundidas (Mo-
rettin, 1999), denominadas de hard e soft thresholding,
são dadas, respectivamente, por:
thrHλ (dj,k) =
{ 0, se |dj,k| ≤ λ
dj,k, se |dj,k| > λ ,
thrSλ(dj,k) =
{ 0, se |dj,k| ≤ λ
sign(dj,k)(|dj,k| − λ), se |dj,k| > λ .
Segundo Morettin (1999) e Smith et al. (2008), o soft
thresholding apresenta vieses maiores, enquanto que
o hard thresholding tem viés menor, porém variância
maior. Portanto a escolha entre hard ou soft é muitas
vezes feita caso a caso, dependendo da aplicação. Con-
tudo, os métodos de truncamento hard e soft não são os
únicos possíveis. Vários métodos de truncamento de co-
eficientes wavelets podem ser encontrados na literatura,
como em Gao e Bruce (1997); Gao (1998); Antoniadis e
Fan (2001); Antoniadis (2007); Smith et al. (2008).
Dada a função thrλ(·), o procedimento para filtragem
do sinal y, por meio de limiarização dos coeficientes
wavelets, segue as seguintes etapas:
1. Aplicação da TW direta no sinal original: TW(y) =
d;
2. Limiarização dos coeficientes wavelets d obtidos
no passo anterior: thrλ(d) = d˜;
3. Aplicação da TW inversa na série de coeficientes
wavelets limiarizados: TWI(d˜) = f̂.
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No final do procedimento de filtragem é obtida uma
estimativa f̂ do sinal sem ruído f. A Figura 2 mostra
uma representação desse procedimento.
A Figura 2(c) apresenta a função Heavisine, bastante
utilizada em experimentos computacionais da área de
filtragem de sinais, somada a um ruído gaussiano. Apli-
cando a transformada wavelet, utilizando 5 níveis na
AMR, obtém-se os coeficientes wavelets apresentados
na Figura 2(a). As linhas horizontais tracejadas da Fi-
gura 2(a) representam o limiar λ selecionado para o
truncamento dos coeficientes wavelets. Esses coeficien-
tes truncados, utilizando hard threshoding, são apresen-
tados na Figura 2(b). Nota-se que todos os coeficientes
com magnitudes menores que λ foram anulados. Por
fim, aplicando a transformada wavelet inversa aos co-
eficientes limiarizados da Figura 2(b) obtém-se o sinal
filtrado mostrado na Figura 2(d).
Nota-se que na filtragem de sinais via limiarização
de coeficientes wavelet a seleção do limiar de corte λ
é ponto fundamental para o bom desempenho do pro-
cesso (Chen e Han, 2005). Na literatura, existem di-
ferentes métodos para determinação desse valor de li-
miar (Poornachandra, 2008), de acordo com suposições
impostas a respeito da natureza do ruído. Na seção a
seguir são apresentados alguns dos principais métodos
de determinação de λ.
3.1 Determinação do limiar de corte
Para a determinação do limiar de corte há basicamente
duas abordagens: global e adaptativa. Na abordagem
global um único valor λ é considerado para limiarização
de todos os coeficientes wavelets em qualquer nível j.
Na abordagem adaptativa são determinados diferentes
valores λj para cada nível de detalhes j. Apresentam-se
a seguir as principais formulações para determinação
do limiar de corte λ.
3.1.1 VisuShrink
Em Donoho e Johnstone (1994b) é proposto um esti-
mador do limiar de corte denominado VisuShrink, ou
Universal Threshold, no qual é dado por:
λ = σ̂
√
2 log(T),
sendo σ̂ um estimador do desvio-padrão do ruído e
T a dimensão do vetor de entrada. Donoho e Johns-
tone (1994b) e Donoho e Johnstone (1994a) sugerem a
utilização de um estimador robusto para σ, com base
nos coeficientes wavelets no nível mais fino, da seguinte
forma:
σ̂ =
mediana(dM−1)
0.6745
. (10)
3.1.2 SureShrink
O procedimento SureShrink (Donoho e Johnstone, 1995)
minimiza um estimador não-viesado do risco de Stein
(SURE - Stein Unbiased Risk Estimator) a cada nível de
resolução j (Stein, 1981). Este processo caracteriza uma
operação adaptativa, uma vez que a cada nível a de-
terminação do limiar de corte depende dos coeficientes
wavelets do sinal. Sendo σj o parâmetro de dispersão e
Tj o número de coeficientes wavelet do nível j , define-se
o limiar de corte por:
λj = argmin
0≤ t≤ σj
√
2 log(Tj)
SURE(dj,t),
sendo
SURE(dj,t) = Tj − 2
Tj
∑
k=1
I(|dj,k| ≤ t) +
Tj
∑
k=1
min(|dj,k|,t)2,
no qual σj é a medida de dispersão para cada nível j e
I(x) =
{ 1, se x = verdadeiro
0, se x = falso
.
Neste caso, pode-ser considerar o seguinte estimador
para σj:
σ̂j =
mediana(dj)
0.6745
.
3.1.3 BayesShrink
Chang et al. (2000) propõem um limiar adaptativo para
filtragem de imagens baseado em argumentos Bayesi-
anos. Este limiar possui uma forma fechada bastante
simples, dada por:
λj =
σ̂2
σ̂Xj
,
em que σ̂ é o desvio padrão dos detalhes no nível mais
fino, conforme Equação (10), e σ̂Xj =
√
max(σ̂2dj − σ̂2,0),
em que σ̂2dj =
∑
Tj
k=1 d
2
j,k
Tj
. No caso em que σ̂Xj = 0 então
λj = ∞. Na prática, isso implica que nenhum coeficiente
neste nível j será limiarizado.
O BayesShrink foi proposto originalmente para filtra-
gem de imagens, de forma que suas notação e definição
diferem ligeiramente das aqui apresentadas. Entende-se
que a forma apresentada no presente trabalho é uma boa
generalização do BayesShrink, podendo ser considerada
tanto para filtragem de sinais unidimensional quanto
para sinais bidimensionais.
3.1.4 S-median
Em Poornachandra (2008) é proposto o limiar denomi-
nado S-median. A determinação deste limiar para limi-
arização dos coeficientes wavelet é fortemente baseada
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(a) Decomposição wavelet sem limiarização
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(b) Decomposição wavelet com limiarização
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(c) Sinal reconstruído sem limiarização (original)
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(d) Sinal reconstruído com limiarização
Figura 2: Decomposição wavelet da função Heavisine com ruído amostrada como 1024 pontos uniformemente
espaçados. A linha tracejada em (a) é o limiar λ considerado.
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no clássico VisuShrink. O S-median pode ser entendido
com uma versão adaptativa do VisuShrink, dado por:
λj =
σ̂j
√
2 log(T)
Sj + b
,
sendo Sj = 2(M−1)−j/(M−1) o parâmetro dependente do
nível e b é um parâmetro tuning, sugerido b = 1 como
valor padrão.
3.1.5 SPC-Threshold
O limiar adaptativo SPC-Threshold, proposto em Bayer
e Kozakevicius (2010), é motivado pela utilização dos
gráficos de controle de Shewhart (Shewhart, 1931; Mont-
gomery, 2009), ferramenta do controle estatístico de
processo (SPC - Statistical Process Control). Os gráficos
de controle são geralmente utilizados para alcançar um
estado de controle estatístico e para monitorar um deter-
minado processo, distinguindo causas de variabilidade
entre comuns e especiais. As comuns seriam originárias
da variabilidade natural do processo, cuja variação pos-
sui um comportamento puramente aleatório, indicando
que o processo está sob controle. As causas especiais
revelam a formação de padrões distintos, acusando que
algo incomum está influenciando o processo.
Fazendo uma analogia entre os gráficos de controle
e limiarização na filtragem de sinais via TW, deseja-se
verificar quais coeficientes wavelets dj,k são puramente
aleatórios (ruído) e quais representam alguma causa es-
pecial de comportamento (neste caso, o comportamento
determinado pelo sinal de interesse). Sendo assim, con-
siderando o vetor dj com os Tj coeficientes wavelets
da escala j, o limiar de corte λj do SPC-Threshold é
estabelecido através das seguintes etapas:
1. Obter uma estimativa de σj por meio de Sj =√
1
Tj−1
Tj
∑
k=1
(dj,k − d¯j )2, sendo d¯j = 1Tj
Tj
∑
k=1
dj,k a mé-
dia aritmética dos coeficientes wavelets do nível
j;
2. Se |dj,k| > pSj, para p usualmente igual a 2 ou 3,
então este coeficiente é descartado do vetor dj e
retorna-se a etapa (1) para obtenção de um novo
valor Sj. Se |dj,k| < pSj, ∀k, então prossegue-se a
etapa (3);
3. O valor do limiar de corte é dado por λj = pSj.
Destaca-se que p é um escalar de valor arbitrário,
geralmente considerado igual a 2 ou 3, como analogia
aos limites inferior e superior dos gráficos de controle.
Os limites superior e inferior de controle são determina-
dos como sendo a média do processo mais e menos p
desvios-padrão. Esse valor pode ser alterado de acordo
com o usuário. Para valores maiores de p o sinal se
torna visualmente mais limpo, mas com um viés maior.
Além dessa abordagem adaptativa, na qual um λj
para cada nível de resolução j é determinado, pode-se
ter uma abordagem global. Para o SPC-Threshold global,
o vetor dj é construído agora com todos os coeficientes
wavelets dj,k de todos os níveis de fatoração da TW.
4 Resultados numéricos
Nesta seção são apresentados resultados numéricos de
aplicações dos diferentes limiares de coeficientes wave-
let, introduzidos na Seção 3.1, na filtragem de sinais
unidimensionais e bidimensionais. Esses resultados são
apresentados somente em caráter ilustrativo e explora-
tivo. Comparações de desempenho devem ser realizadas
por meio de extensivos estudos de simulação, conside-
rando diferentes cenários, sinais e níveis de ruído.
Os resultados apresentados neste artigo foram obti-
dos por meio de implementações próprias no software
R (R Core Team, 2013). Contudo, existem pacotes e
programas computacionais disponíveis gratuitamente
na internet que são capazes de calcular a TW e aplicar
limiares para filtragem de sinais, além de calcular ou-
tras estatísticas e quantidades de interesse. Uma das
implementações mais usuais, principalmente para esta-
tísticos e para usuários do software R, é o pacote Wa-
vethresh (Nason, 2013, 2011). Este é um pacote que
pode ser facilmente adicionado no R, disponível para
Windows, Linux e Mac. Uma outra opção, mais voltada
para engenheiros e usuários de Matlab, é a biblioteca
WaveLab. Essa biblioteca de rotinas do Matlab é livre-
mente disponível na internet no seguinte endereço web
http://statweb.stanford.edu/~wavelab/ .
4.1 Sinais unidimensionais
Nos resultados desta subseção foi considerada a função
Doppler com T = 1024 = 210 observações igualmente
espaçadas. Esta função é utilizada em vários trabalhos
da área, como em Donoho e Johnstone (1994b, 1995);
Morettin (1999), sendo definida por:
f (ti) =
√
(ti(1− ti))sen(2,1pi/(ti + 0,05)),
para ti = 1, . . . , T. Uma representação gráfica da função
Doppler pode ser verificada na Figura 3.
À função Doppler, representada na Figura 3, foi so-
mado um ruído gaussiano com média zero e variância
igual a 0,06, ei ∼ N(0; 0,06), resultando no sinal apre-
sentado na Figura 4(a). Este sinal foi então filtrado por
meio da limiarização dos coeficientes wavelets utilizando
diferentes técnicas para determinação dos limiares de
corte λ. Para essa filtragem foram utilizadas wavelet de
Daubechies com oito momentos nulos (ou seja, filtros
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Figura 3: Função Doppler.
de tamanho 16), cinco níveis na AMR e soft threshold
como método de truncamento. Para o SPC-Threshold
foi considerado p = 2, como sugerido em Bayer e Koza-
kevicius (2010). Os resultados visuais, para comparação
qualitativa, estão apresentados na Figura 4.
Para uma avaliação quantitativa foi incluída a me-
dida relação sinal-ruído (SNR) nos subtítulos das figuras.
Esta medida é amplamente utilizada em telecomunica-
ções e outras diversas áreas que possuem o objetivo de
medir um sinal ruidoso. A SNR entre o sinal real sem
ruído f e o sinal filtrado ŷ pode ser escrita da seguinte
forma (Salomon, 2000, p. 272):
SNR(f,ŷ) = 10 log10
(
EQM(f)
EQM(f− ŷ)
)
,
em que o erro quadrático médio é definido por EQM(f−
ŷ) = 1T ∑
T
i=1( fi − ŷi)2. O melhor sinal é aquele que
apresenta o maior valor da medida SNR.
Analisando os resultados da Figura 4, tanto os grá-
ficos quanto os valores de SNR, nota-se que o limiar
Universal apresenta um sinal filtrado visualmente mais
limpo que os demais. Por este motivo ele é também
conhecido como VisuShrink. Por outro lado, o mesmo
VisuShrink apresenta o pior resultado em termos de
medida SNR. O sinal que apresenta visualmente o pior
resultado é o sinal filtrado via BayesShrink, contendo
grande nível de ruído no sinal filtrado. O melhor re-
sultado em termos de medida SNR é apresentado pelo
SPC-Threshold que, apesar de ainda conter algum resí-
duo, também possui boa qualidade visual.
4.2 Sinais bidimensionais
Nesta subseção apresentam-se experimentos computa-
cionais semelhantes aos da subseção anterior, com a
diferença de serem considerados agora sinais bidimensi-
onais, ou seja, imagens. A filtragem de imagens é um
importante ramo dentro do processamento de sinais, cu-
jas aplicações vão desde imagens médicas à astronomia
(a) Imagem Lena original
(b) Decomposição AMR em um nível
Figura 5: Imagem Lena considerada nos experimentos
computacionais.
extragaláctica (Swami et al., 2009; Gonzalez e Woods,
2002).
Para este experimento foi considerada a imagem
Lena, obtida do banco público de imagens USC-SIPI
(2013). A imagem, originalmente apresentada colorida
(em RGB), foi convertida para uma escala de tons de
cinza de 8 bits. Com isso, a imagem se torna uma matriz
de ordem 512× 512 com elementos entre zero e 255. Esta
imagem Lena pode ser visualizada na Figura 5(a), assim
como sua decomposição em um nível de resolução na
Figura 5(b)
A imagem Lena foi corrompida com um ruído gaus-
siano com média zero e desvio-padrão igual a 13,3. A
imagem ruidosa resultante pode ser visualizada na Fi-
gura 6(a). Esta imagem foi filtrada utilizando wavelets
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(b) VisuShrink (SNR=21.35)
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(c) SureShrink (SNR=21.84)
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(d) BayesShrink (SNR=24.94)
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(e) S-median (SNR=25.66)
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(f) SPC-Threshold (SNR=26.13)
Figura 4: Função doppler filtrada utilizando vários técnicas.
de Daubechies com oito momentos nulos, dois níveis
na AMR, soft threshold e diferentes limiares de trun-
camento. Assim como no caso unidimensional, para o
SPC-Threshold foi considerado p = 2. Para uma avalia-
ção quantitativa foi considerada a medida PSNR. Esta
é uma medida tradicional e amplamente utilizada para
medir qualidade de imagens, principalmente em ima-
gens comprimidas. A PSNR entre a imagem original X
e a imagem filtrada Â é definida da seguinte forma (Sa-
lomon, 2000, p. 272):
PSNR(X,Â) = 10 log10
(
MAX2
EQM(X− Â)
)
,
em que MAX é o máximo valor possível em um pixel da
imagem. Neste caso, considerando imagens de 8 bit em
escala de cinza, MAX=255. Assim como a SNR, mais uti-
lizada para avaliação de sinais unidimensionais, maiores
valores de PSNR indicam imagens de melhor qualidade.
Os resultados da filtragem da imagem Lena por meio
das diferentes técnicas consideradas são visualizados na
Figura 6.
Em termos visuais há várias semelhanças entre as
imagens filtradas. O desempenho do SureShrink, Fi-
gura 6(c), mostra-se um pouco pior em termos visuais,
sendo possível ainda a visualização de ruído. Já as ima-
gens filtradas pelos demais métodos apresentam qua-
lidades visuais muito semelhantes, possuindo melhor
contraste do que as imagens das Figuras 6(a) e 6(c). Os
resultados visuais estão de acordo com os valores da
medida PSNR. Nota-se que o BayesSkrink, Figura 6(d),
obteve uma imagem filtrada com maior PSNR, porém,
muito próximo aos valores de PSNR das imagens filtra-
das com VisuShrink, S-median e SPC-Threshold, Figu-
ras 6(b), 6(e) e 6(f). Confirmando a impressão visual, a
medida PSNR da imagem filtrada utilizando SureShrink
obteve menor medida PSNR.
5 Considerações finais
O presente artigo aborda o tópico de filtragem de sinais
via limiarização de coeficientes wavelets. É apresentada
uma revisão da área, referenciando desde os artigos clás-
sicos de Donoho e colaboradores até artigos no estado
da arte que abordam aplicações e aspectos metodoló-
gicos de filtragem wavelet. Uma breve introdução à
transformada wavelet e à análise multirresolução é apre-
sentada, seguida por uma descrição mais detalhada do
método de limiarização de coeficientes wavelets. Os
principais métodos de determinação de limiar de trun-
camento são descritos e aplicados à filtragem de sinais
unidimensionais e bidimensionais. Pode-se verificar o
bom desempenho da técnica de filtragem wavelet, com
a qual os sinais filtrados se mostraram bastante simila-
res aos sinais originais sem ruído. Os dois métodos que
apresentam os melhores desempenhos nos experimentos
considerados foram o SPC-Threshold e o BayesShrink.
A transformada wavelet tem-se mostrado cada vez
mais versátil e capaz de auxiliar e melhorar o desempe-
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(a) Com ruído (b) VisuShrink (PSNR=30.08) (c) SureShrink (PSNR=25.64)
(d) BayesShrink (PSNR=30.26) (e) S-median (PSNR=30.23) (f) SPC-Threshold (PSNR=30.10)
Figura 6: Imagem Lena filtrada utilizando várias técnicas.
nho de vários métodos em diversas áreas de aplicação.
Ela apresenta potencialidades interessantes em diversos
tópicos de engenharias e estatística, nos quais sua uti-
lidade em filtragem de sinais se destaca. Além disso,
os métodos wavelets também podem ser utilizados as-
sociados a outras técnicas estatísticas, como modelos
de regressão, análise discriminante, modelos de séries
temporais clássicos, análise de componentes principais,
redes neurais, entre outros, para importantes aplicações,
como por exemplo, em reconhecimento de padrão, pre-
visão e classificação de dados.
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