The rapid increase in network bandwidth from mega bits per second to giga bits per second and potentially to tera bits per second, is making it increasingly difficult to carry out in a timely and accurate manner, the analysis required to detect network abusers. The problem is made even more difficult with the devious techniques (e.g. spoofing) used by the hackers.
Intrusions are in general preceded by some noise or indication of the intruder groping for a door, trying (unsuccessfully) a key etc. In the network context these signals may be seen in the TCP-RESET packets and the ICMP echo-response or destination/port unreachable packets. But neither all TCP-RESETS nor all ICMP packets are indicative of attempted intrusions. Analysis of network traffic has shown that the profiles of such TCP-RESETs due to intrusion attempts are distinctly different from those due unintentional mistakes. The same profiling can be carried out for ICMP unreachable packets to detect attempts at intrusion. By monitoring such suspicious signals in a distributed information collection framework intrusions or attempts thereof can be effectively detected. To counter the threats posed by spoofing, a new technique based on packet flow monitoring is introduced. The flow patterns can be traced across networks to track an intruder. For this purpose we have developed an SNMP based messaging system which allows "friendly" networks to collaborate in tracking down the intruder. Results using prototype implementations on a medium size operational network are presented.
The rapid increase in network bandwidth from mega bits per second to giga bits per second and potentially to tera bits per second, is making it increasingly difficult to carry out in a timely and accurate manner, the analysis required to detect network abusers. The problem is made even more difficult with the devious techniques (e.g. spoofing) used by the hackers.
Intrusions are in general preceded by some noise or indication of the intruder groping for a door, trying (unsuccessfully) a key etc. In the network context these signals may be seen in the TCP-RESET packets and the ICMP echo-response or destination/port unreachable packets. But neither all TCP-RESETS nor all ICMP packets are indicative of attempted intrusions. Analysis of network traffic has shown that the profiles of such TCP-RESETs due to intrusion attempts are distinctly different from those due unintentional mistakes . The same profiling can be carried out for ICMP unreachable packets to detect attempted intrusions. By monitoring such suspicious signals in a distributed information collection framework intrusions or attempts thereof can be effectively detected. A major challenge in intrusion detection and tracing their sources are spoofed packets where the packet header contents cannot be relied on. In such cases packet flows need to be monitored. The flow patterns can be traced across networks to track an intruder. In this work we present our results at extracting and tracing flow characteristics across a network.
Normal network usage patterns in general differ from the pattern when an intrusion is attempted. The general network usage pattern is -a client accesses a server/host to avail of a small number of services. The services maybe HTTP, TELNET, FTP, SMTP, NFS, SNMP, NTP, etc. An ill intentioned user tries to scan the server to discover the services that are being offered probably to explore the possibility of exploiting the security holes in those services. Naturally such accesses are characterized by a large number of services being accessed in a short period of time. The potential intruder may also be scanning all hosts in a network for a particular service, which may be exploited. In this particular case the number of hosts/server accessed from a host will be unusually high. Invariably these ships-in-the-night approaches give rise to a large number of ICMP host/port unreachable packets. Though ICMP host/port unreachable packets are literally omnipresent in a medium size network the profile of such packet trains show a significant pattern, when intrusions are being attempted.
TCP RESET Characteristics
We studied the number of TCP-connection requests in a medium sized campus network. The TCP connection requests were analyzed for 2 Characteristics of Network Intrusions source-destination characteristics. Fig.1 shows the number of services accessed by clients during a one-day period. It is clear that most of the clients access a very small (<3) number of services and populate the left-hand end of the graph. Nevertheless on the right-hand end there are come instances of clients which have accessed a very large number (>500) of services. 
Characteristics of ICMP destination/port unreachable packets.
We collected and analyzed the ICMP port/destination unreachable (ICMP-UR) messages in a medium-sized campus network. We focussed on the ICMP-UR messages that originated from SNMP requests. SNMP is designed for Internet management purposes, but it is also a target for hackers and attackers. SNMP responds with a rich information about the system e.g. providing OS type, system type, currently running applications, interface information including the IP address, and other connecting nodes. An improperly configured (default community setting) SNMP agent readily volunteers information to any client. Naturally, SNMP agents are often the primary SCAN targets. Now, if an SNMP agent is running on the target host, no ICMP message is generated. But since the scanner is scanning all the hosts -there will be non-existent hosts and/or hosts not running SNMP agents resulting in the generation of ICMP destination unreachable and ICMP port unreachable messages. The ICMP messages contain the IP-header of the original packet as data. By looking at the data part of the ICMP packets we can find out the source address/port and destination address and port of the original packet. The ICMP-UR messages generated by SNMP queries collected over a 24-hour interval are shown in Fig.2 . It is clear that there are few ICMP-UR's that are generated by SNMP. Nevertheless there are two peaksone at midnight and the other at 3am.
We examined the contents of the packets that constituted the peaks and listed out the timestamp, source address, destination address, source port and destination port. Table 1 shows a part of the list. It clearly shows that from one particular source (IP address) to several destinations (different IP addresses) in a network, SNMP queries were attempted unsuccessfully. The sequential nature of the destination addresses is fairly obvious. It is a clear case of an SNMP scan. Fig.3 shows another characteristic of such scans viz. the inter-message interval distribution of the ICMP-UR messages generated by SNMP queries. Scans give rise to a large number of ICMP-UR messages, which have a small inter-message interval. Thus there two significant characteristics of traffic generated by a scan viz. the spurt in the ICMP-UR messages and the thinly spread clustered or sequential nature of the destination addresses. The spurts can be readily detected by a threshold mechanism. But, of course a smart and patient scanner will use a low rate of scan packets and will distribute the destination addresses randomly in the given network range. Smarter algorithms will be necessary to detect the range, which is being targeted by the hacker. The initial threshold will need to be set reasonably low -two or three related packets should be enough to set of the alarm and get the detailed investigation ball rolling.
Fig. 3 Distribution of inter-message interval
Packet contents are conveniently examined to determine the source, destination and protocol related details to determine the traffic-profile. However, this mechanism in traffic profiling has limited applicability as ?? A clever hacker will manipulate the packet contents e.g. spoof the source addresses whenever possible, particularly in the case of a Denial of Service (DoS) attack, ?? The packet contents may be encrypted making it difficult if not impossible to decode and analyze the contents, ?? The traffic volume itself may be very large making it a difficult task to analyze the contents of each and every packet. Moreover in case the source address is spoofed the attack may be detected by whatever means but still the issue of tracing the attacker remains wide open. In such cases profiling traffic-flow characteristics is a more appropriate choice. E ssentially one looks for distinguishing features of the traffic profile. For example, in case there is a DoS attack in the form of a flood of TCP-SYN packets, this can be easily detected by the entity receiving the TCP-SYNS or by an RMON type device placed at an appropriate point in the network. Then the source of the malicious packets is traced by looking for the presence of a similar flow at all the inputs of the concerned network.
Traffic-flow signatures
The basic concept of signature-based traffic tracing is shown in Fig.4 . The traffic monitor collects the relevant packet count information from each link, which connects the sites. The NMS compares the monitored traffic pattern, and correlates them. The correlated chain of patterns indicates the path of (probably spoofed) traffic-flow. It should be noted that the information used is packet count only, neither packet capture nor analysis is needed. If r(A,B) is close to 1, the traffic-flow with signature A is the same as the traffic with signature B. In other words the same flow has been detected at the two points.
Experimental evaluation
In a network configuration shown in Fig.6 , we carried out our measurements. Two probes, probe1 and probe2 were used to monitor two 100Mbps FDDI loop links for ICMP echo/response packets. The measurement and correlation parameters are shown in Table. 2. We have focused on ICMP Echo Request/Reply packet flows. Such packets are used in one form of DoS type attack like Smurf . In a typical Smurf attack, an ICMP echo request is sent to a broadcast address and the source address is spoofed to that of a host, which is the target of the attack or is in the targeted network. In such cases any information in the 
Relay of ICMP echo reply
A burst of ICMP echo replies may indicate that a Smurf attack is underway. Fig.7 shows a sample result of the detected and correlated burst, which indicates a Smurf . The light bar indicates the traffic-flow from site 1 to site 2 measured at probe1 the dark bar indicates the traffic-flow from site 2 to site 3 measured at probe2. We can see that the correlation is (almost) exact. In case of echo request, the amount of traffic is significantly less than that in the case of echo reply traffic. But, both the traffic behaviors could be detected using the same configuration of parameters. 
Traffic-flow correlation-its usability
The traffic-flow correlation is reasonably successful, leading us to conclude that traffic-flows may be traced from l ink to link across a network. However complications can be expected in case the link speeds are different at different points in the network. The static and dynamic characteristics of the link are expected to influence the traffic-flow patterns.
In such cases more involved techniques will be necessary to take these factors into account.
Network configuration information or network maps can be very effectively used in tracking intruders. In [ ] the technique o f network configuration information synthesis from information available in the 4 Map-based distributed Intrusion tracing networks is discussed. Using this information network maps showing AS-level interconnectivity can be generated and visualized. Using this technology in conjunction with our traffic-flow tracing technique a powerful and effective means of tracking the intruder can be devised. The methodology envisages inter-AS cooperation and collaboration. It works in a distributed manner. When there is a surge of TCP-SYNs or TCP-RESETs the flow pattern is matched with patterns in the traffic from the connected network links. The network configuration information is effectively used in finding the corresponding links. By following the chain of links the source of the spoofed attack can be narrowed down to a smaller part of the Internet. In Fig.9 , The methodology is illustrated. A surge in TCP-SYN packets is detected in the TOPIC network. The TCP-SYN surge pattern is looked for at the two links of TOPIC. It is detected on the WIDE-TOPIC link. Then the pattern is searched for on the links to WIDE and so on. The traffic monitoring is carried out using agents which watch all the traffic but process only the suspicious packets. The agents can be accessed, queried and configured using the standard SNMP management protocol. The Security Manager system is alerted on the detection of potential attempts. The Security Manager uses the network configuration information to trap and/or track-down the intruder. The communication
Implementations and Results
between the different Manager's and the agents is carried out using the standard SNMP management protocol. The communication utilizes the security features provided in the SNMP framework viz. authenticity confidentiality, integrity, reliability. The asynchronous alerts are communicated using Inform requests. The message conveyed contains a list of managed objects describing the event that has been detected. The prototype is currently under evaluation.
We have discussed methods of profiling network traffic to distinguish normal usage from abnormal or ill-intentioned usage. By monitoring such suspicious signals in a distributed information collection framework intrusions or attempts thereof can be effectively detected. We have discussed a new technique based on packet flow monitoring to counter the threats posed by spoofing. Using network configuration information the flow patterns can be traced across networks to track an intruder. For this purpose we have d eveloped an SNMP based messaging system which allows "friendly" networks to collaborate in tracking down the intruder.
