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The Way as it can be given a single interpretation is not The True Way
- Lao Zi (Lao Tzu), 5th Centnj BC. The Chinese character "swa. «*a." has 
many meanings, including "The Way", "to interpret", "to tell". The true
meaning can only be determined through the context in which it is placed.
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w e  d e m o s tra te d  fo r  th e  f i r s t  tim e , a w a y  to  s y s te m a tic a lly  d e r iv e  A R G  re p re s e n ta t io n  fo r  
o b jec ts  u n d e r  c o m p le x  p ro je c t iv e  t ra n s fo rm  b y  e x p lo it in g  th e  k n o w le d g e  o f  in v a r ia n c e . T he  
m e th o d o lo g y  d e v e lo p e d  b y  u s  is  a  s o u n d  s tra te g y  th a t  g e n e ra te s  A R G  re p re s e n ta t io n s  w i th  a  
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s ig n if ic a n t ly  re d u c e s  th e  h e u r is t ic  n a tu re  o f  d e s ig n in g  re la t io n a l m e a su re m e n ts  a n d  p a v e s  
th e  w a y  fo r  w id e r  a p p lic a t io n  o f  A R G  re p re s e n ta t io n  in  2D  a n d  3 D  o b jec t re c o n g n itio n .
S e c o n d ly , in  th e  a re a  o f  A R G  m a tc h in g . A  n e w  m a th e m a tic a l f r a m e w o r k  fo r  d e te rm in ­
is tic  re la x a io n  a lg o r ith m s  w a s  d e v e lo p e d  to  o v e rc o m e  a  n u m b e r  o f  p ro b le m s  a p p e a re d  in  
th e  e x is t in g  th e o r ie s  a n d  p ra c t is e s  o f  e ffic ie n t A R G  la b e llin g . A  n o v e l  la b e llin g  a lg o r ith m  
w a s  p ro p o s e d  b a s e d  o n  th e  n e w  th e o re c tic a l f r a m e w o rk . T h e  a lg o r ith m  h a s  a  n u m b e r  o f  
d e s ira b le  p ro p e r t ie s  c o m p a re d  to  e x is tin g  a lg o r ith m s . In  p a r tic u la r , th e  re s u lt in g  a lg o r ith m  
d e liv e r s  m o re  c o n s is te n t, fa ith fu l- to -o b s e rv a t io n  re s u lts  in  th e  p re se n c e  o f  a m b ig u itie s  a n d  
m u lt ip le  in te rp re ta t io n s  c o m p a re d  to  o th e r  a lg o rith m s .
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Chapter 1
I n t r o d u c t i o n
The ultimate goal of many computer vision systems is to extract important features from 
image data, from which a description, interpretation, or understanding of the scene can 
be derived automatically by the machine. Image analysis generally involves the study of 
feature extraction, segmentation and classification techniques [6]. Classification is a decision 
making process which identifies (labels) the objects in images based on a collection of visual 
feature observations. In human vision, observations including colour, shape, texture, motion 
together with other temporal and spatial context all serve as the evidence supporting this 
decision making process. Such broad integration of information in conjunction with the 
soft decision making mechanism of the brain make the human vision system a robust object 
recogniser. In this thesis, I will focus on the problem of 3D (or 2D) object recognition from 
2D surface patterns using both shape and colour information. Here the word recognition 
means not only to identify the object but also to recover the 3D (or 2D) pose of the object(s) 
with respect to a predefined coordinate system.
As part this main goal, we will investigate the issues relating to the representation of 
models and scenes in terms of sets of features, extraction techniques for these features and 
classification and matching methods which utilise our representations. In this thesis, we are 
dealing with model based vision. Here and in the rest of the thesis, we will implicitly assume 
that the models of the objects that we want to recognise are available. These models include 
the descriptions of both static shape and colour features of the objects.
1
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Figure 1.1: Polyhedrae objects with surface patterns
1 . 1  R e p r e s e n t i n g  3 D  O b j e c t s  a s  S u r f a c e  M a p p e d  P o l y h e d r a e
The choice of representation (model) for a 3D object will depend on its purpose and use. It is 
often affected by three factors. The first is the degree of generality required for representing 
the shape and surface reflectance of various types of objects. A more general representa­
tion normally enables the manipulation algorithms based on it to have a wider utility. The 
second factor is the degree to which the representation should be easy to be analysed and 
manipulated by human and/or computer. The third factor relates to the compactness of 
the representation. The more compact the model, the more models we can store and retrieve 
with a limited resource. Note that compactness does not always facilitate easy manipulation.
Here we choose to use surface mapped polyhedra (polygons) to represent our 3D (2D) 
objects, where individual surfaces of polyhedra have planar surface markings. This type of 
approximation applies to many complex 3D objects, and its representation is very compact 
and easy to manipulate. Among the many types of objects and scenes that can be represented 
as pattern mapped polyhedra are buildings, landscapes, furniture, cars etc (c.f. Figure 1.1). 
The fact that it has been extensively used in computer graphics (in which it is often referred 
to as "texture mapped polygons") to manipulate and display 3D worlds shows that it has 
good generality in modelling real objects, especially those articulated man-made objects.
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Polygonal surfaces ensure that the patterns being mapped onto them are planar, thereby 
allowing us to analyse them using 2D projection model, which is significantly simpler than 
attempting to recover 3D projection parameters directly.
Polyhedral object recognition has been investigated by many researchers since the very 
early days of machine vision. However the "block world" assumption has long been criti­
cised for its lack of generality. Even very simple unconstrained indoor scenes may contain 
objects and background that are difficult to be represented as a small set of polyhedra. De­
spite the simplistic assumption of the blocked world, a robust recovery of the 3D pose of a 
simple polyhedra remains to be a challenging problem due to the many degrees of freedom 
existing in the possible transformations and the complexity of 3D projective geometry [8]. 
In many cases, surface patterns that exist on many objects can cause a dramatic increase in 
the volume of the data fed into the recognition algorithms and make them slow and prone 
to error. With regard to the above problems, we have chosen to use texture mapped polygon 
representation of objects for its generality. Moreover, the surface pattern information can be 
used by us to aid the recognition of objects instead of making it difficult. The projection of 
surface patterns can be well modelled by 2D projections which are simple to estimate. Our 
approach in general is to recognise (or to at least constrain the possible labels of) the sur­
faces, and then derive the 3D pose information from the correspondences of surfaces. This 
approach is particularly effective when objects have distinct structural patterns or shapes on 
their surfaces. Note that this 3D from 2D approach is different from the Characteristic View
[3] approach in 3D vision in the sense that we assume the patterns are restricted to 2D sur­
faces. Our approach is also different from Surface Descriptor method [4] of understanding 
3D objects because we assume our surfaces are planar and instead of focusing on the shape 
of the surface, we use both patterns on the surfaces and the shape of the surface (if available) 
to determine the its labels.
We assume that the size of the object is small as compared to the object-camera distance. 
This assumption enables us to introduce two approximations :
• to represent object model with a relatively small set of surfaces without sacrificing a 
great deal of accuracy, e.g. a block building viewed afar can be assumed to have just 
four surfaces, even when windows on one side of the building are not exactly co-planar 
with the wall, the discrepancy as viewed from the camera will be negligibly small.
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• to approximate the perspective projections of the surface patterns with affine transform 
[1].
Note that here we assume that the surface patterns do not extend continuously from one 
surface patch to the adjacent surfaces, as the region would not be 2D and could not be re­
covered using a 2D affine projection model. For example, if the surface pattern is a polyline, 
then the polyline should be a 2D feature and should not extend beyond surface boundary. 
This assumption of planar feature has limited the type of object we can represent and recog­
nise. It is very difficult if not impossible, to disambiguate projections of 3D features from 
projections of 2D features from a monocular image without any prior information about 
the scene. However, since we are dealing with a recognition problem, whether an object 
contains such ambiguity is known a priori when one constructs its model. This prior infor­
mation can be used to trigger a context switch in the segmentation process to give a special 
treatment to those features that are likely to be non-planar. We will show later in the the­
sis that by carefully segmenting the data using contextual information, and exploiting the 
shading characteristics of polyhedra, one can often avoid dealing with surface patterns that 
extend across surfaces.
1 . 2  R e c o g n i t i o n  S t r a t e g y  f o r  S u r f a c e  M a p p e d  P o l y h e d r a
Our strategy for recognising surface mapped polyhedra is outlined in Figure 1.2. The whole 
approach is based on recognition of 2D surface patterns. After the surface patterns are iden­
tified, surfaces are reconstructed together with surface intersections (3D lines) and 3D ver­
tices. Using the correspondences of vertices and lines, one can reconstruct the 3D pose of 
the object. In the case that 2D surface patterns are not sufficient to uniquely determine the 
corresponding 2D surface model, we leave this ambiguity to be resolved by a higher level 
verification process.
The structure of the thesis also follows this diagram. We will first describe our ap­
proaches to the recognition of 2D patterns under affine transform. Colour features and shape 
features based on points, lines and regions are used to recover the 2D affine transform. Sev­
eral novel approaches for generating and using 2D features under affine projection have 
been studied and experimented with. Chapter 2 discusses issues related to the extraction of
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Figure 1.2: Architecture for recognising 3D object from 2D surface patterns. (The numbers 
indicate the chapters and sections of the thesis in which the related subject is discussed in 
detail.)
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2D point features and Chapter 3 describes the affine invariant generated from point features. 
Chapter 4 addresses the problem of extracting region features using colour and grey-level 
information. Chapter 5 describes affine recovery from region features. The correspondences 
of these features in the model and scene are then established using the matching algorithms 
proposed in Chapter 6. The recovery of 3D information from 2D correspondences will be 
addressed in Chapter 7.
1 . 2 . 1  C o n t e x t  d e p e n d e n t  l a b e l l i n g
In high level computer vision, we often need to solve the problem of finding the correspon­
dence between a large number of feature objects. Here the word feature object refers to the 
smallest entities involved in the matching. They can be individual features and should not 
be confused with the real world object needed to be recognised by the system. Most of the 
time, these feature objects are interacting with each other, and the label of one object does not 
only depend on the unary measurement of the object alone but also the environment where 
the object is placed, i.e. the labelling is contextually sensitive. The context which the label 
may depend on includes the labels of the neighbouring objects and the interaction (relational 
measurement) between the neighbouring object and the object of interest.
In non-contextual labelling, no interactions between the objects is considered. Thus the 
probability of label taking a particular value is only a function of the unary measurement. As 
the error in the unary measurement increases, the probability of taking wrong label increases 
quickly. In contrast, contextual labelling decides the object label by the unary measurements 
as well as the labels of the neighbouring objects and the relational measurements between 
them. Thus the effect of the error on a particular measurement on the labelling is reduced, 
and the labelling becomes more robust. In the case of transformation invariant object recog­
nition, context dependent representation and matching have been found to be quite useful.
1 . 2 . 2  T r a n s f o r m a t i o n  I n v a r i a n t  O b j e c t  R e c o g n i t i o n  U s i n g  A t t r i b u t e d  R e l a t i o n a l  
G r a p h  M a t c h i n g
Note that when the camera-object distance is much greater than the size of the object, the 
surfaces patches of the object model and their correspondent regions in the image are related 
to each other by affine transforms. The invariant recognition of these surface patches under
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affine transform is a crucial step towards achieving the recognition of the entire object.
If we are able to separate the objects in the image from the background, the recogni­
tion can be done by comparing the invariant representations of the object and the model. 
Many studies have been reported on transformation invariants [7], and how to use them 
for recognition purpose [?] [21]. However, in many realistic situations, we can rarely isolate 
the complete object from the background in the presence of clutter and occlusion. Invariant 
matching based approaches like affine invariant Fourier descriptors and moment invariants
[7] [?] [21] may easily fail when applied to cluttered and incomplete data. Unfortunately this 
is the case for our surface patch recognition. Specifically, to recognise the surface patches un­
der affine transform, we need firstly to segment the object surface patches from each other 
and from the background, and then compare the invariant representations of these patches. 
This is very difficult given the fact that our surfaces may contain many structural features 
which may conceal and disrupt the true surface boundaries in the image. Indeed, our sur­
face patches may contain such complex projection variant patterns that there are no simple 
homogeneous features that can be used to characterise them, and hence it is impossible to 
separate them from the background using any low level segmentation or perceptual group­
ing process. Note that the as the features of a surface patch under investigation are mixed 
and concealed among the features of the background and of other objects, segmentation is 
necessary in order to generate affine invariant representation of the surface patch. If we 
cannot segment the surface patch, we cannot represent it in terms of global affine invariant 
measurements such as those described in [7] [21].
One way to get round this problem is to represent both image and the models as collec­
tions of local image features and find the partial inexact matching between these two feature 
sets. Since the features are extracted locally, the damage caused by occlusion is expected to 
be limited at local level. Partial matching allows extraneous features to be unmatched and 
thus no prior segmentation or grouping of features is necessary. Inexactness allows image 
features to deviate from those of the model as a result of noise. Mathematically, the problem 
of image feature matching has been formulated as one of Attributed Relational Graph (ARG) 
matching [1] [3]. Local image features such as segments of polygonal or spline approxima­
tions of the contour [16] [22] [23], colour clusters [6] and regions [17] are often depicted as the 
nodes of the ARG. The geometric arrangement of these features representing the structure
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of the image is captured by the relational measurements such as distance, angle, adjacency 
etc. These relational measurements are associated to the arcs of the ARG image representa­
tion. Matching, in this context, refers to a process that finds the correspondences between 
the nodes of the two ARGs, one representing the observed image (the scene), the other rep­
resenting the model.
A central theme throughout our approach to the recognition problem is to use such dis­
tributed representation of model and scene and to use robust contextual dependent labelling 
methods to match the ARGs. Chapters 2 and 4 are involved with the extraction of local edge 
and region features respectively. These are areas that have been well studied by many com­
puter vision researchers. In Chapters 2 and 4 we will mainly present the new methods for 
detecting low level features developed by us, and compare our methods with existing ones.
Previous to our work, Attributed Relational Graph has been successfully used in sev­
eral high level shape matching problems under a Euclidean transform. The unary and bi­
nary measurements used in the graph representations of models and scenes were designed 
heuristically and were based on specific types of features such as line segments provided by 
the polygonal approximations of the shape or by the hough transform. Chapter 3 and Chap­
ter 5 develop systematic methods for representing the surface patches under affine trans­
form using Attributed Relational Graph. The importance of our methods is that we show, 
for the first time, that one can embed the global projective transformation constraint using 
binary measurements alone, thus enabling us to match the ARGs using efficient determinis­
tic labelling algorithms. Also unlike existing graph matching based approaches, our ARG 
representations are capable of representing arbitrary image features that are not limited to 
line segments or points. The resulting binary and unary measurements are orthogonal to 
each other.
Chapter 6 is dedicated to the problem of contextual dependent matching, with examples 
of using 2D feature representations described in Chapter 4 and 5 to find optimal affine cor­
respondences. A number of existing algorithms have been studied and compared. A new 
labelling algorithm based on fuzzy set theory has been proposed, which offers the ability to 
handle multiple interpretations.
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1 . 3  A  S u m m a r y  o f  C o n t r i b u t i v e  I d e a s  P r e s e n t e d  i n  t h e  T h e s i s
In the thesis, we will present a number of contributive ideas, new theories and novel algo­
rithms that have been developed during our research into the problem of recognition of 3D 
objects from surface patterns.
1 . 3 . 1  F e a t u r e  D e t e c t i o n
In chapter 2, we present a new theory for feature detection. We argued that criteria for 
optimal computation of "featured-ness" measurement should be tuned so as to match the 
characteristics of the thresholding and non-maxima suppression processes. Based on this 
rationale, we have proposed two criteria for optimal saliency signal processing. The advan­
tages of the new theory are as follows.
1. Our criterion functions provide an objective measurement about how good a signal 
is for non-maxima suppression and thresholding. The functions are local and easy to 
measure, and are also independent of the type of processing involved in generating the 
signal. They can be used directly in the experiments as objective measures to compare 
the quality of different feature detection algorithms as well as the quality of the raw 
data. In Section 2.3, we have used these criteria to compare and choose raw saliency 
measurements.
2. The criteria proposed by us can be directly used to design a wide range of feature 
detection methods, i.e. they are not just limited to FIR filtering. We have shown how 
to design adaptive filters that maximise these criteria.
Also we have shown the relationship between our criteria and Canny's criteria, and the 
relationship between our criteria and adaptive Saint-Marc filter.
Equation 2.19 gives a point dependent formula of angular noise. When the gradient of 
edges is relatively fixed in a certain region, we can substitute the error estimates with their 
average, and provide a method of dynamically determining the appropriate filter size based 
on the specification of the signal and local noise conditions.
In Chapter 4, we present a new method that combines both chrominace and intensity 
information to achieve model based planar region segmentation in colour images using Re­
laxation Labelling. We show that our labelling algorithm has justifiably better performance
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than many conventional segmentation algorithms. We argue that the better performance is 
due to the fact that we have derived our algorithm from the weak-membrane model which 
we consider as a good model for segmentation process according to the constraints proposed 
by Haralick [3].
1 . 3 . 2  A f f i n e  i n v a r i a n t  A R G  r e p r e s e n t a t i o n  o f  im a g e s  u s i n g  a r b i t r a r y  c o n t o u r  a n d  
r e g i o n  f e a t u r e s
In Chapter 3 and Chapter 5, we present our affine invariant Attributed Relational Graph 
representations of planar shapes. We show for the first time that, by organising the measure­
ments according to our proposed form, it is possible to decompose the global transformation 
constraint into a set of unary and binary measures. Measurements based on salient contour 
points and/or line segments are presented in Chapter 3, and those based on regions are pre­
sented in Chapter 5. The computational complexity and the robustness of our measurements 
are also discussed.
1 . 3 . 3  N e w  A R G  m a t c h in g  a l g o r i t h m  a n d  i t s  f u z z y  s e t  t h e o r e t i c a l  b a c k g r o u n d
In Chapter 6, we discuss a number existing approaches to the problem of Attributed Rela­
tional Graph Matching and in particular the deterministic relaxation algorithms. We analyse 
a number of common problems that exist in the deterministic relaxation algorithms. We 
present a new fuzzy set theoretic framework for deterministic relaxation labelling which 
enables us to develop relaxation schemes that are free of these problems, and are able to 
provide multiple interpretations of a single object, thus achieving many-to-many mapping. 
We argue that such many-to-many mappings are important in many vision systems. A 
non-iterative attributed relational graph matching algorithm based on the fuzzy theoretical 
framework is presented.
1 . 3 . 4  E x t r a c t in g  m u l t i p l e  l a b e l  m e s s a g e s  f r o m  c o r r e s p o n d e n c e s  o f  2 D  f e a t u r e s  to  
g e n e r a t e  g l o b a l  a f f i n e  t r a n s f o r m s  a n d  3 D  p o s e  r e c o v e r y
The final stage of recognition is to recover the 3D pose information of the objects in the scene. 
As described before, our approach is to obtain the affine hypothesis about the object surfaces 
in the scene first, and then derive the 3D pose from 2D affine correspondences.
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At the end of the ARG matching process, we have obtained many-to-many correspon­
dences between tire model features and scene features, the next step is to retrieve the affine 
hypothesis from the mapping. The over-determined system of equations involved in "trans­
formation from correspondences" problem can be solved by the Least Square Method. Un­
fortunately the method only works if the correspondence is one-to-one and good initial 
guess is available. Traditional methods such as Hypothesis Clustering, Hypothesis-and- 
Verification are able to deal with many-to-many mappings but also appear to be either re­
liant on knowledge about the underlying parameter clusters or sensitive to noise. In the first 
part of the Chapter 7, we show that the fuzzy set theory based on which we developed our 
matching algorithm also provides a theoretical basis on which we can extract multiple 1-to-l 
mappings from the label probabilities as multiple global interpretations (i.e. multiple affine 
hypothesis.) Our label message extraction method is closely tied with our object centered 
labelling algorithm such that it is able to reuse the intermediate computation results of the 
labelling algorithm. This makes our method very fast. The resulting affine transforms from 
the 1-to-l correspondences can be optimized using standard least-square based methods.
To date, several formulas of 3D pose recovery from 2D point correspondences have been 
proposed. In the second part of the chapter, we also give a derivation. The difference be­
tween our solution and the previous ones is that our solution for depth and other parameters 
is given solely in terms of six 2D affine parameters estimated from the planar feature match­
ing results. Instead of requiring point correspondences, our method only requires six affine 
parameters which can be estimated from correspondences of varieties of features such as 
regions, texture, curves.
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Chapter 2
E x t r a c t i n g  A f f i n e  I n v a r i a n t  P o i n t s  : 
E d g e  B a s e d  A p p r o a c h
As described by Marr in his famous book about representational paradigm of vision, the 
analysis and understanding of a scene are always built upon a specific representation of the 
model and data. To build a representation, one needs first to select a number of features as 
the basic building blocks of the representation. We take the view that many 3D objects are 
fully or partially defined in terms of planar patches and our ultimate aim is to recognise such 
objects based on the shapes of these planar regions and their surface markings under affine 
transform. This chapter and Chapter 4 address the issue of extracting useful features (from 
edges and from regions respectively) on which we will build our representation of planar 
patterns.
Contour curvature features are one of the most important information that can be used 
for 2D object recognition. The points of maximum convexity, concavity and inflexion par­
tition the image curves into relatively stable segments under 2D projection which then can 
be matched against each other, or be used to reconstruct other features. We call these points 
salient points on the curve. The major challenge is to accurately extract these feature points 
from digitised images in the presence of noise. Two questions need to be answered in or­
der to achieve our goal, one is what type of measurement we should use to capture our notion of 
saliency, the other is how do we process the chosen measurement to extract feature points reliably.
In this chapter we propose a Computational Theory of Feature Detection inspired by 
Canny's Computational Theory of Edge Detection [3]. The theory allows us to express and
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answer both questions in a formal fashion. We show that both selection of measurements 
and processing(filtering) of the obtained measurements should be performed to maximise 
the objective functions proposed by our Computational Theory of Feature Detection. Based 
on this argument, we propose a novel saliency measurement and a novel adaptive filter 
which are justifiably better than conventional approaches.
Section 2 presents the Computational Theory of Feature Detection. We extend the utility 
of the criterion of SNR and of Localisation to both measurement selection and measurement 
filtering processes. We show how to experimentally measure these criterion functions. Our 
theory is not restricted to the analytical forms originally proposed by Canny [3]. It can, for 
example, serve as a criterion for comparing performance of adaptive and non-linear filters 
as well.
Sections 3 and 4 discuss the issue of generating the initial measurements and quantifying 
the noise in the measurements.
In Section 3, we give a quantitative analysis of the noise affecting the angle measure­
ments which is often generated as a by-product of edge detection. The result of the analysis 
shows that the noise on the angle information is only related to the strength of the edge, and 
therefore adaptive smoothing according the local noise condition is desirable. The analysis 
given in Section 3 forms the basis for choosing filter size in Sections 5 and 6 when angle 
differential (curvature) is used as saliency measurement.
Section 4 describes a number of alternative saliency measurements that one can use when 
the angle information is not directly available. These include a novel simply computable 
saliency measure which has been proposed as a good alternative to angular curvature. Sec­
tions 5 and 6 develop filters for smoothing the measurements for accurate extraction of point 
features.
Sections 5 and 6 present the proposed smoothing filters for detecting extrema and zero- 
crossings on the saliency/curvature measurements. Sections 5 proposes an FIR filter that is 
optimised according to the proposed criteria for the detection of salient points. We argue 
that this is a justifiably better FIR filter than the commonly used Gaussian filter. Iterative 
filters for curvature feature detection are discussed in Section 6 where a new adaptive fil­
ter is presented. Experiments show that the proposed iterative filter outperforms median, 
gaussian and optimal FIR filters in the presence of Gaussian additive noise and quantisation
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noise both in terms of Signal to Noise Ratio and Localisation.
Section 7 describes the thresholding and final extraction of points of interest, and demon­
strates the result of our feature point detection algorithm.
2 . 1  C o m p u t a t i o n a l  T h e o r y  o f  F e a t u r e  D e t e c t i o n
This section presents a theory of feature detection. By detecting features, here we specifi­
cally refer to a two-stage process as illustrated in Figure 2.1. The first stage is the process of 
computing a "featured-ness" (degree of saliency) measurement in one or two dimensional 
space. The second stage locates the peaks (i.e. significant local maxima) of this "featured- 
ness" measurement. Note that the process of locating significant local maxima is relatively 
well understood. It often consists of Amplitude Thresholding (constant or adaptive) and 
Non-Maxima Suppression. On the other hand, the first stage of feature detection which in­
volves computing a "featured-ness" measurement from noisy raw data is often found to be 
challenging. For example, in edge detection problems, this involves designing edge detec­
tion masks to filter and compute the gradient from noisy images; in the problem of corner 
detection, this involves designing filters to give smooth and accurate curvature/saliency es­
timates. Our Computational Theory of Feature Detection is developed to address the issues 
in the first stage of feature detection, namely the problem of finding optimal process that 
computes the "featured-ness" measurement from noisy data.
2 . 1 . 1  N e w  C r i t e r i a  f o r  F e a t u r e  M e a s u r e m e n t  F i l t e r i n g
Consider a ID "featured-ness" measurement f(x )  =  s(x) + n(x), where s(x) is the signal 
component of f(x ) and n(x) is the noise component. We propose two criteria which need 
to be maximised for f(x ) to be optimal for thresholding and non-maxima suppression. The 
first is the SNR Criterion,
sQO /M
E(n2) E(n2)
The rationale for this criterion is that since f(x )  represents the degree of "featured-ness", 
the larger this value compared to the noise level, the easier for the peaks to be picked up by
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e(x) Raw Data
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Computing
Featured-ness
FilteringData 01* 
Saliency
Generating Measurements
f(x) Featured-ness Measure (Saliency)
Thresholding
Non-Maxima Suppression
Locating Local Maxima
Feature (salient) points
Figure 2.1: Architecture of a Feature Detector
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thresholding. The second is the Localisation Criterion,
(2.2)
s"(x) /"(*)
E (n2) E(n2)La =
If we use f(x ) directly for amplitude thresholding and non-maxima suppression, it is desir­
able that the peaks of the signal are as sharp as possible. Criterion L g which measures the 
curvature of the signal captures this idea. The greater the curvature at the peak point, the 
sharper the peak. Note that both criteria should be of large value at the anticipated salient 
points.
2 . 1 . 2  R e l a t i o n s  w i t h  C a n n y ' s  C r i t e r i a
In [3] Canny formulated three separate criteria for good extrema detection for ID signal e(x) 
using a fixed filter g(x), namely the good detection criterion (maximum SNR):
= ir,g(*)«(-*)<fe| (2.3)
E ( v 2) f f Y u \ r j ( x ) \ 2d x
localisation criterion
D(vi2) ^  S fw \g'(x)\Hx
and suppression of false response:
^ = 52|/“ro9'(x)e'(-x)rfx|
c  =  A
W
J_J g'{x)\2dx 
4j S - w \9"(x)\2dx
(2.5)
where w is the filter width and s is a scaling factor. Note that these criteria are suitable 
for optimising the detection of an arbitrary feature in e(x) with a fixed convolution kernel 
g(x). In the original Canny's paper [3] and the subsequent developments [4], function e(x) 
is assumed to be of step shape. The work was also extended to include ramp shaped signals
[13]. We would like to emphasise that the "step-like" shaped signal is quite different from 
what we call saliency measurements since the |e(a;)| in 2.3 is not a measure of the degree 
of "featured-ness" in the data. In these edge detection applications, the "featured-ness" 
measurement is the image gradient f(x )  =  e'(x). Since differentiation and filtering can be 
combined into a single fixed linear convolution kernel g(x), the differentiation which is a
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s ta g e  o f  fe a tu re  g e n e ra tio n  w a s  n o t  e x p lic it ly  s e p a ra te d  fro m  th e  lo w -p a s s  f i lt e r in g  w h ic h  
is  a  s ta g e  o f  fe a tu re  n o is e  re m o v a l in  C a n n y 's  fo rm u la t io n . In  o u r  a n a ly s is , w e  e x p lic it ly  
d is t in g u is h  th e  d if fe re n tia t io n  f r o m  th e  lo w -p a s s  f i lte r in g  to  m a p  th e  p ro b le m  in  th e  fo rm  
o f o u r  fe a tu re  d e te c tio n  th e o ry . A c c o rd in g ly  w e  a s s u m e  th a t  th e  g ra d ie n t  s ig n a l f(x) is  
c a lc u la te d  fro m  e(x) f i r s t  a n d  th e n  p u t  th ro u g h  a  lo w -p a s s  f i lte r  h(x). T h is h o w e v e r  d o e s  
n o t  re q u ire  a m o d ific a t io n  o f  C a n n y 's  c r ite r ia  in  2 .3  a n d  2 .4  s in ce  th e y  d o  n o t  m a k e  a n y  
a s s u m p tio n  a b o u t th e  ty p e  o f  th e  s ig n a l a n d  th e  ty p e  o f  c o n v o lu t io n  k e rn e l. T h e re fo re  w e  
c a n  w r i t e  th e  sa m e  c r ite r ia  fo r  o p t im is in g  th e  lo w -p a s s  f i lte r  h(x), g iv e n  g ra d ie n t  s ig n a l f(x). 
T h e S N R  c r ite r io n  is
0 _  \ffw h{x)f{-x)dx\
oh — /  (2-6)
E(r)2)<Jf_w \h(x)\2dx
a n d  th e  lo c a lis a t io n  c r ite r io n  is
E w j n j h ' w p d x
If w e  p u t  s a lie n c y  m e a s u re m e n t f(x) th ro u g h  a lo w -p a s s  f i lte r in g  p ro c e ss , w e  c e r ta in ly  w a n t  
th e  p ro c e s s  to  t r y  to  m a x im ise  b o th  th e  s ig n a l v a lu e  a n d  th e  s ig n a l c u rv a tu r e  a t th e  s a lie n t  
p o in ts  in  o rd e r  to  m a k e  th re s h o ld in g  a n d  n o n -m a x im a  s u p p re s s io n  e ffe c t iv e  a t p ic k in g  u p  
th e  p e a k s . T h is is th e  e sse n c e  o f  o u r  SN R  a n d  L o c a lisa tio n  C r ite r ia  in  e q u a tio n s  2 .1  a n d  2 .2 . 
O n e  c a n  e a s i ly  see  th a t  o b je c tiv e  fu n c tio n s  Sg a n d  Lg in  e q u a tio n s  2 .1  a n d  2 .2  a re  c o n s is te n t  
w it h  th e  e s ta b lis h e d  c r ite r ia  Sk a n d  Lh in  e q u a tio n s  2 .6  a n d  2.7 . C a n n y 's  c r ite r ia  Sy a n d  Lk 
are  in  fa c t  sp e c ia l c a se s  o f  o u r  g e n e ra l c r ite r ia , w h e n  w e  a ssu m e  s a lie n c y  m e a s u re m e n t  f(x)
is  p u t  th ro u g h  a fix e d  lo w -p a s s  f i lte r  h(x). O n e  c a n  v e r i f y  th is  b y  le tt in g  h(x) b e  a n  a ll p a s s
filte r ,
h(x) = S(x) (2.8)
w h e r e  S(x) is th e  D irac  D e lta  F u n c tio n , a n d  see  w h a t  C a n n y 's  c r i te r ia  S/t a n d  Lk a re  a c tu ­
a l ly  o p t im is e d  fo r. N o te  th a t th e  c o n v o lu t io n  o f  f(x) w ith  th e  d e r iv a t iv e  o f  th e  D ira c  D e lta  
F u n c tio n  g iv e s  f'(x). S u b s titu t in g  2 .8  in to  2 .6  a n d  2 .7 , w e  h a v e
^  =  f t j M f t + M  =  l/ M I  _  I / M l , ,  Q)
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a n d
Lh =  s2\f!fw 6,{x)f,{-x)dx\ =  s2\f"(x)\ =  a21/ "  (a:) | 1Q
JS(772 ) ^ / “J fr (o ;)| 2ite  ^ ( n 2 )
E q u a tio n s  2 .9  a n d  2 .1 0  s u g g e s t  th a t  i f  w e  u se  f(x) d ire c t ly  fo r  th re s h o ld in g  a n d  n o n -m a x im a  
s u p p re s s io n , C a n n y 's  c r ite r ia  w i l l  b e  a  m e a su re  o f  th e  m a g n itu d e  a n d  th e  c u rv a tu r e  o f  th e  
s ig n a l r e la t iv e  to  n o ise . T h is  c o n firm s  th a t  C a n n y 's  c r ite r ia  d o  o p t im ise  th e  f i lt e r  re s p o n s e  in  
th e  w a y  th a t  is  c o n s is te n t w i t h  o u r  p ro p o s a l.
N o te  th a t, u n lik e  C a n n y 's  fo rm u la t io n , o u r  c r ite r ia  Sg = fix) a n d  Lg = f"(x)E(n2) d o  n o tE(n2)
a t te m p t to  m o d e l th e  u n d e r ly in g  fi lte r in g  p ro c e ss  fro m  w h ic h  th e  s ig n a l e s t im a te  o f  f(x) 
is  o b ta in e d . O n  th e  c o n tra ry , w e  fo c u s  o u r  a t te n tio n  o n  th e  c h a ra c te r is t ic s  o f  th e  re s u lt in g  
s ig n a l a n d  e s ta b lis h  o u r  o b jec tiv e  fu n c tio n s  b a s e d  o n  th e se  c h a ra c te r is tic s . T h e  b e n e f it  o f  
o u r  a p p ro a c h  is  th a t  it  c a n  b e  u s e d  to  c o m p a re  a n d  o p tim ise  a  m u c h  w id e r  c la ss  p ro c e s s in g  
a lg o r ith m s  in c lu d in g  th o se  i te ra t iv e  a n d / o r  n o n - lin e a r  fi lte rs .
In  th e o r y  o n e  n e e d s  to  k n o w  th e  o u tp u t  n o is e  p o w e r  E(n2) in  o rd e r  to  u s e  c r ite r ia  Sg 
a n d  Lg d ire c t ly  to  o p t im ise  th e  f i lte r in g  p ro c ess . In  p ra c tic e , o n ly  in  a fe w  sp e c ia l c irc u m ­
s ta n c e s  (as s h o w n  in  th e  n e x t  S ec tio n ) c a n  w e  te ll  q u a n t i ta t iv e ly  a b o u t th e  n o is e  p re s e n t  in  
th e  r a w  s ig n a l. H o w e v e r , a s s u m in g  in p u t  n o ise  p o w e r  E(r]2), i t  is  p o s s ib le  fo r  u s  to  s h o w  th e  
re la t io n s h ip  b e tw e e n  th e  o u tp u t  n o is e  p o w e r  E(n2) a n d  th e  in p u t  n o is e  p o w e r  E(rj2) g iv e n  
th e  d e ta i ls  a b o u t th e  f i lte r in g  p ro c e ss . In  case  th a t  th e  s ig n a l is  p ro c e s s e d  b y  a  f ix e d  lin e a r  
filte r , th e  in p u t  a n d  o u tp u t  n o ise  p o w e r  a re  re la te d  b y  a c o n s ta n t fa c to r  yJYZw \HX)\2 anc* 
a s  s h o w n  in  C a n n y 's  c r ite r ia  in  2 .3  a n d  2 .4 . U s u a l ly  th e  n o is e  re d u c t io n  fa c to r  
is  re la te d  to  th e  f i lte r in g  p ro c e ss , a n d  is  u s e d  to g e th e r  w i th  |/(as)| a n d  \ f"{x)\ to  jo in t ly  b a re  
o n  th e  o p t im is a tio n  p ro b le m .
2 . 2  A n g u l a r  C u r v a t u r e
In  c o n v e n t io n a l m a th e m a tic s , c u rv a tu r e  is  d e fin e d  as th e  ra te  o f  th e  a n g le  c h a n g e  a lo n g  th e  
arc  le n g th . A lth o u g h  so m e  re s e a rc h e rs  a rg u e d  th a t  sa lie n c y  c a n  b e  b e tte r  c a p tu re d  b y  o th e r  
m e a n s  in  th e  d ig it is e d  im a g e  (e.g . c o m p u ta tio n a l F /B  sa lie n c y , see  [6], S e c tio n  3), c u rv a tu r e  
re m a in s  to  b e  a g e n e ric  c o n c e p t fo r  m e a su r in g  s a lie n c y  o n  c u rv e s .
G e n e r a l ly  th e re  a re  tw o  c la sse s  o f  a p p ro a c h e s  to  th e  p ro b le m  o f  re s to r in g  a n g le  a n d  c u r­
v a tu r e  in fo rm a tio n  f ro m  a  d ig it ise d  n o is y  im a g e . In  [19], W o rr in g  g a v e  a n  in te re s t in g  c o m -
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p a r is o n  o f  th e  tw o  c la sse s  o f  a p p ro a c h e s . H e re  w e  s u m m a ris e  W o rr in g 's  re su lts .
T h e  f i r s t  c la ss  o f  m e th o d s  is  c a lle d  o r ie n ta t io n  b a s e d , w h e re  th e  c u rv a tu r e  e s t im a tio n  is  
o b ta in e d  fro m  a n g le  in fo rm a tio n . W ith in  th is  c la ss  o f  m e th o d s , th e re  a re  tw o  a p p ro a c h e s  : 
o n e  o b ta in s  th e  a n g le  in fo rm a tio n  fro m  th e  s e t o f  d isc re te  e d g e  p ix e l p o s it io n s  (e.g . [1] ,[14 ]); 
th e  o th e r  u s e s  a n g le s  e s t im a te d  fro m  o th e r  s o u rc e s  s u c h  as th e  g ra d ie n t  in fo rm a tio n  (e.g . [5]
[2]). O b v io u s ly , i f  th e re  is  n o  g ra d ie n t  in fo rm a tio n  a v a ila b le , su c h  as in  e s t im a tin g  c u rv a tu r e  
f ro m  b in a r y  im a g e s  (w h ic h  is  c o m m o n  in  h a n d -w r it te n  c h a ra c te r  re c o g n itio n ) , w e  a re  c o n ­
s tra in e d  to  u s e  th e  f i r s t  a p p ro a c h . L e g u a lt  [8] g a v e  a g o o d  c o m p a r is o n  b e tw e e n  th e  m e th o d s  
th a t  e x tra c t  c u rv a tu r e  fro m  b in a ry  im a g es .
T h e  s e c o n d  c lass  o f  m e th o d s  is  c a lle d  p a th  b a s e d . In  th e se  m e th o d s , c u rv a tu r e s  a re  c a l­
c u la te d  in d ir e c t ly  f r o m  th e  p a ra m e tr ic  a p p ro x im a tio n  o f  th e  c u rv e . T h e  p a ra m e tr ic  m o d e l  
o f  th e  c u rv e  c a n  e ith e r  b e  g lo b a l o r  lo c a l. G lo b a l c u rv e  fitt in g  a p p ro a c h  in c lu d e s  a  n u m b e r  
o f s p lin e  fit t in g  a lg o r ith m s  [12] [10] as  w e l l  as " sn ak e" , a n d  h a s  th e  d ra w b a c k  o f  re q u ir ­
in g  a  p r io r  a s s u m p tio n  a b o u t th e  fo rm  o f  th e  u n d e r ly in g  c o n to u r  [16]. A ls o  th e  p ro b le m  o f  
o p t im a l p ie c e w is e  c u rv e  f it t in g  ( fo r  e x a m p le , o p t im a l k n o ts  in s e r t io n  in  s p lin e  a p p ro x im a ­
tio n  o f  c o n to u r  [12]) o fte n  le a d s  to  a m in im is a t io n  p ro c e ss  th a t is  so  e x p e n s iv e  th a t  p e o p le  
h a v e  to  s e t t le  fo r  s u b o p tim a l o r  h e u r is t ic  p ro c e d u re s . T he o th e r  w a y  is  to  u s e  d y n a m ic  lo c a l  
m o d e ls  a n d  tre a t  th e  e v o lu t io n  o f  th e  lo c a l m o d e l as a fi lte r in g  p ro c e s s  [9] [11] [16]. In  p a r t ic ­
u la r  S a n d e r 's  K a lm a n  fi lte r in g  m e th o d  g iv e s  a g o o d  p e r fo rm a n c e  in  te rm s  o f  a c c u ra c y  [16]. 
H o w e v e r  s u c h  m e th o d s  re q u ire  a n  in it ia l e s t im a te  o f  th e  a p p ro p r ia te  sca le  o f  th e  f i l t e r  w h ic h  
w ith o u t  k n o w in g  th e  s ta tis tic a l c h a ra c te r is t ic s  o f  th e  s ig n a l a n d  th e  n o is e  is  q u ite  d if f ic u lt  to  
g iv e  (see  [16 ], th e  e x a m p le  o f  c a lc u la tin g  th e  c u rv a tu r e  o f  a lo g a r ith m ic  s p ira l) . In  g e n e ra l,  
p a th  b a s e d  m e th o d s  p e r fo r m  p o o r ly , g iv in g  a la rg e  b ia s  o n  th e  a n g le  a n d  c u rv a tu r e  e s t im a te s  
[19].
In  th is  sec tio n , w e  fo c u s  o n  th e  o r ie n ta t io n  b a s e d  a p p ro a c h , a s s u m in g  th e  a n g le  in fo r ­
m a tio n  is  d ire c t ly  c a lc u la te d  f r o m  th e  g re y  le v e l  g ra d ie n t. O u r  m e th o d  is  d i f fe re n t  f r o m  th e  
p r e v io u s  a p p ro a c h e s  in  th a t  w e  b e g in  w i t h  a  q u a n tita t iv e  a n a ly s is  o f  th e  n o is e  p re s e n t  in  
th e  a n g le  m e a su re m e n t . T h e  re s u lt  o f  th is  a n a ly s is  w i l l  g u id e  o u r  s m o o th in g  a n d  d e te c tio n  
p ro c e s s  a d a p t iv e ly  a c c o rd in g  to  th e  lo c a l n o is e  c o n d itio n .
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2 .2 . 1  P r e l i m i n a r i e s
Im a g e  re s to ra t io n  re fe r s  to  th e  p ro c e ss  o f  re c o v e r in g  m e a su re m e n ts  o f  th e  o b jec ts  fro m  n o is y  
a n d  im p e rfe c t  im a g e  d a ta . Im ag e  d a ta  a c q u ire d  fro m  a  s e n s in g -re c o rd in g  s y s te m  u s u a lly  
s u ffe r s  fro m  b o th  im a g e  d e p e n d e n t  a n d  im a g e  in d e p e n d e n t  n o ise . O u r a b ili ty  o f  r e c o v e r ­
in g  th e  o r ig in a l s ig n a l fro m  n o is y  d a ta  d e p e n d s  o n  th e  e x te n t  o f  o u r  k n o w le d g e  a b o u t th e  
d e g ra d a t io n  p ro c e ss  [7 ](C h a p te r 8 ,p p .2 67 ). H ere  w e  sp e c ific a lly  d e a l w i th  th e  p ro b le m  o f  
re c o v e r in g  a n g le  a n d  c u rv a tu re  m e a su re m e n ts  fro m  g re y  le v e l  im a g e s  w i th  im a g e  in d e p e n ­
d e n t  n o ise .
M o s t  e d g e  d e te c tio n  p ro c e sse s  in v o lv e  th e  th re s h o ld in g  o f  th e  g ra d ie n t  im a g e . E d g e  
p ix e ls  a re  c h a ra c te r ise d  b y  lo c a l m a x im a  o f  th e  g ra d ie n t  v a lu e s . L e t th e  g ra d ie n t  o f  im a g e  
f(x,y) be:
g(x,y) =  V /  =  1Jgl+gli where gx =  ^ g y =  (2 .11 )
T h e  d ire c t io n  o f  th e  e d g e  is g iv e n  b y  :
9{x,y) = arctan(-) (2 .12 )
gx
In  th e  d ig ita l im a g e , gx a n d  gy a re  c a lc u la te d  b y  g ra d ie n t  m a sk s . If th e  g r e y - le v e l  im a g e  is  
c o r ru p te d  b y  a n  im a g e  in d e p e n d e n t  g a u s s ia n  n o is e  w ith  s ta n d a rd  d e v ia t io n  a image, th e n  w e  
c a n  a s s u m e  th a t th e  o u tp u ts  o f  th e  g ra d ie n t  m a sk s  a re
gx — gx0 ft yXi 9y — 9y0 “b Vy (2 .13 )
w h e r e  gxo a rid  gyo a re  th e  t ru e  g ra d ie n ts , a n d  rjx a n d  r)y a re  g a u s s ia n  v a r ia b le s  w i t h  c o v a r i­
an ce
( \a a.xy
\ axy <j2 J
(2 .14 )
N o te  th a t  E  is  c o m p le te ly  d e fin e d  b y  th e  e d g e  d e te c tio n  m a s k  a n d  image-
2 .2 .2  A n a l y s i s  o f  t h e  e r r o r  i n  c a lc u la t i n g  a n g le s
A s  E q u a tio n  2 .1 2  s u g g e s ts , th e  a n g le  m e a su re m e n ts  c a n  b e  t re a te d  as a  tw o  d im e n s io n a l  
fu n c t io n  o f  x , y  g ra d ie n ts . T h is  fu n c tio n  is  d is c o n tin u o u s  a t gy-a x is  (w h e re  gx =  0) w h e re
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F ig u re  2 .2 : S u rfa c e  Q(x, y) =  arctan(jf)
arctan() ju m p s  fro m  —n/2 to  +7r/2. F ig u re  2 .2 .2  s h o w s  th e  sh a p e  o f  arctanQ fu n c tio n .
N o tic e  th a t, a lth o u g h  th e  su rfa c e  o f  9(x, y) is d is c o n tin u o u s , it is c o n t in u o u s ly  d i f fe r e n ­
tia b le  a t ( —oo, 0) a n d  (0, + o o ). A ls o
Hm|L  =  lim= _ 1  (2.15)
gx —>0 Ogx g x —r 0+ Ogx gy
W e can  see  th a t  p a r t ia l  d e r iv a t iv e s  <  a n d  f/- a lw a y s  e x is t  a n d  a re  f in ite  e x c e p t a t th e  o r ig in  
(gx =  0, gy =  0). H en ce  w e  m a y  a p p ly  th e  T a y lo r e x p a n s io n  to  E q u a tio n  2 .1 2  a f te r  s u b s t itu t­
in g  fro m  E q u a tio n  2 .1 3  :
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w h e r e  gx\ a n d  gy\ a re  b o u n d e d  b y  gx0, gx0 +  yx a n d  gyo, gyo +  rjy. L e t u s  a p p ro x im a te  th e  
e r r o r  o f  th e  a n g u la r  m e a su re m e n t 77 w i th  th e  1 s t  o rd e r  re m a in d e r :
B y  d iffe re n tia t in g  E q u a tio n  2 .1 2 , w e  c a n  d e r iv e  th e  m e a n  a n d  v a r ia n c e  o f  th e  e r r o r  o f  th e  
a n g u la r  m e a s u r e m e n t :
I f th e  x, y e d g e  d e te c tio n  m a sk s  a re  se p a ra b le , th e n  th e y  w i l l  n o t  in tro d u c e  c o r re la t io n s  
b e tw e e n  rjx a n d  rjy/ a n d  th e  a b o v e  e q u a tio n  b e co m e s
E q u a tio n  2 .1 8  a n d  E q u a tio n  2 .1 9  h a v e  s e v e ra l im p lic a tio n s :
1 . E q u a tio n  2 .1 8  s h o w s  th a t 9(x, y) is  a n  u n b ia s e d  e s t im a te  o f  th e  a n g le  a t  p o in t  (x, y).
2. T h e  m e a n  s q u a re  e r r o r  (w h ic h  s o m e h o w  re p re s e n ts  th e  u n c e r ta in ty )  o f  th e  a n g le  m e a ­
s u re m e n t  is  o n ly  re la te d  to  th e  ty p e  o f  e d g e  d e te c tio n  m a s k s  u s e d  a n d  th e  g ra d ie n t  
m e a s u re m e n t  (w h ic h  re p re s e n ts  th e  " stren g th "  o f  th e  e d g e ) a t th e  p o in t . G iv e n  a n  e s t i­
m a te  o f  th e  n o is e  p o w e r  in  a n  im a g e , w e  s h o u ld  b e  ab le  to  te ll  q u a n t i ta t iv e ly  a b o u t th e  
u n c e r ta in ty  o f  o u r  a n g le  m e a s u re m e n t a t a n y  a r b it ra ry  p o in t  u s in g  th e  g iv e n  re la tio n .
3. B y  u t i l is in g  th e  u n c e r ta in ty  in fo rm a tio n , w e  c a n  p ro d u c e  v a r io u s  k in d s  o f  a d a p t iv e  f i l­
te r in g  te c h n iq u e s  to  " resto re"  th e  a n g le  s ig n a l f ro m  n o is y  d a ta  w i th  a  g e n e r a l ly  h ig h e r  
a c c u ra c y  th a n  fix e d  sca le  f i lte r in g  te c h n iq u e s . A n  e x a m p le  o f  c o m b in in g  a n  o p t im a l  
fe a tu re  d e te c to r  w i t h  th is  u n c e r ta in ty  in fo rm a tio n  is  g iv e n  in  th e  n e x t  sec tio n .
(2 .17 )
(2 .18 )
E{n2 } =  ( - ) 2 -  2
9o go
(2 .19 )
E{y2} =  ( f  ) 2
9o
(2 .20)
2.2.3 Experimental Validation
In  o rd e r  to  ju s t i fy  E q u a tio n  2 .1 8  a n d  E q u a tio n  2 .1 9  in  th e  c ase  o f  p ra c t ic a l e d g e  d e tec to r, 
w e  p e r fo rm e d  e x p e r im e n ts  w i t h  a  s e p a ra b le  o p t im a l e d g e  d e te c to r  a n d  a n  o p t im a l 2D  e d g e
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F o re g ro u n d  G re y  L e v e l a<70 M .S . E rro r E stim a te d  M .S . E rro r
10 0 0 .1 4 0 0 0 .0 2 2 1 3 3 0 .0 2 1 1
1 1 5 0 .1 0 8 8 0 .0 1 5 4 7 0 0 .0 1 2 4
1 2 5 0 .0 9 0 0 0 .0 1 0 7 4 0 0 .0 0 9 0
1 4 0 0 .0 7 8 6 0 .0 0 8 5 2 0 0 .0 0 6 3
15 0 0 .0 7 0 0 0 .0 0 6 2 6 0 0 .0 0 5 1
16 5 0 .0 6 1 5 0 .0 0 5 2 1 2 0 .0 0 3 8
1 7 5 0 .0 5 6 0 0 .0 0 4 0 3 8 0 .0 0 3 2
19 0 0 .0 5 0 5 0 .0 0 3 4 0 2 0 .0 0 2 6
2 00 0 .0 4 7 0 0 .0 0 2 2 2 7 0 .0 0 2 2
T able 2 .1 :  M e a n  s q u a re  e r r o r  o f  a n g le  m e a su re m e n ts  in  c o m p a ris o n  w i t h  th e  th e o re t ic a l p r e ­
d ic tio n .
d e te c to r. A  se t o f  s tr ip e  p a tte rn s  w i t h  d if fe re n t  a n g le s  a n d  g ra d ie n ts  a re  u s e d  as  te s t in g  
d a ta . G r e y  le v e l  n o is e  w i th  c o n s ta n t  v a r ia n c e  a re  a d d e d  to  th e  im a g e . T h e  m e a n  s q u a re  
e r ro rs  o f  a n g le  m e a su re m e n ts  a re  s h o w n  in  T able 2 .1 . N o te  th a t  in  T able 2 .1  th e  re la t io n  
b e tw e e n  th e  m e a n  sq u a re  e r r o r  a n d  th e  n o is e  to  s ig n a l ra tio  in  th e  g ra d ie n t  m e a s u re m e n t  
g e n e r a l ly  fo l lo w s  a q u a d ra tic  c u rv e  th a t  p a s s e s  th e  o rig in , w h ic h  is  th e  sa m e  as  p re d ic te d  b y  
E q u a tio n  2 .19 .
2 . 3  S a l i e n c y  M e a s u r e m e n t s  T h a t  A r e  N o t  B a s e d  o n  A n g l e s  o r  C u r ­
v a t u r e s
L a s t se c tio n  in tro d u c e d  a n g u la r  c u rv a tu r e  m e a su re m e n ts . A n  a lte rn a t iv e  s a lie n c y  m e a s u re ­
m e n t to  c u rv a tu r e  is  o fte n  d e s ira b le . C u rv a tu re  as  a n  in fin ite s im a l c o n c e p t m a y  n o t  b e  a p ­
p ro p r ia te  o r  e a s y  to  b e  u s e d  o n  d ig ita l im a g e s  [6]. W h e n  th e  a n g le  in fo rm a tio n  is  n o t  d ire c t ly  
a v a ila b le , e .g . w h e n  th e  e d g e  is  o b ta in e d  fro m  m o rp h o lo g ic a l p ro c e s s in g  o f  s e g m e n te d  re ­
g io n s , o n e  h a s  to  re s o r t  to  o th e r  m e th o d s  o f  a n g le  e s tim a tio n . R e g u la r is a t io n  m e th o d s  th a t  
e x p lo re  th e  s m o o th n e s s  c o n s tra in t  su c h  as  p ie c e -w is e  c u rv e  fitt in g  o r  k a lm a n  f i lte rs  o fte n  
y ie ld  b ia s e d  c u rv a tu r e  e s t im a te s  w h e n  th e  sca le  o f  th e  f i lte r  o r  o rd e r  o f  th e  a p p ro x im a tio n  is  
n o t  c h o s e n  c o r re c t ly  [16].
T h is se c tio n  in tro d u c e s  so m e  a lte r n a t iv e  s a lie n c y  m e a su re m e n ts , a n d  u s e s  th e  c r ite r ia  
p ro p o s e d  in  o u r  C o m p u ta t io n a l T h e o ry  o f  F e a tu re  D e tec tio n  to  d e c id e  w h ic h  ty p e  o f  s a lie n c y  
m e a s u re m e n t  to  u s e  in  th e  p re s e n c e  o f  b o th  G a u s s ia n  a n d  q u a n tis a tio n  n o ise . W e  a rg u e  th a t
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o u r  ch o ic e  o f  Central Saliency g iv e s  th e  b e s t s ig n a l to  n o is e  ra t io  as  w e l l  as lo c a lisa tio n .
2.3.1 Saliency as Displacement from a Chord
C o n s id e r  a c h o rd  b e tw e e n  2  p o in ts  A  a n d  B  o n  a  c u rv e . T he d is ta n c e  o f  th e  c h o rd  to  a  th ird  
p o in t  C  w h ic h  lie s  o n  th e  c u rv e  s e g m e n t b e tw e e n  A  a n d  B  g iv e s  a  g o o d  in d ic a tio n  o f  th e  
s a lie n c y  o f  p o in t  C  (F ig u re  2 .3). A  la rg e  d is ta n c e  to  th e  c h o rd  s u g g e s ts  a la rg e  b e n d in g  o f  th e  
c u rv e  se g m e n t.
S u p p o s e  th e  c u rv e  s e g m e n t is  d e sc r ib e d  b y  a  lis t  o f  p o in ts  [(rco, Vo) , (® i , V\) • • • (%n, Vn), • • • {x n  , 
a n d  le t  p o in t  A = (xn-.k, yn-k)f B  =  (xn+k, yn+k)> T h e  s a lie n c y  o f  p o in t  C  = (xn, yn) is  m e a ­
s u re d  b y  :
-f
% n —k V n —k 1
1
k ( ( x n -\-k J ' n —k ) 2 +  (V n + k  V n —k )2)
x n  V n 1 (2 .21)
x n + k  V n + k 1
w h e r e  k is  th e  h a l f  s iz e  o f  th e  n e ig h b o u rh o o d  a n d  is f ix e d  fo r  a ll th e  p o in ts . N o te  th a t  th e  
s a lie n c y  m e a s u re m e n t in  2 .2 1  is  g iv e n  th e  n a m e  Central Saliency b e c a u se  th e  p o in t  fo r  w h ic h  
th e  s a lie n c y  is c a lc u la te d  lie s  in  th e  m id d le  o f  th e  c u rv e  s e g m e n t AB. In  fa c t o th e r  2k n u m b e r  
o f  s a lie n c y  m e a s u re s  c a n  b e  o b ta in e d  fo r  ea ch  p o in t  w h e n  th e  c h o rd  s h ifts  its  p o s it io n  w h i le  
k e e p in g  th e  p o in t  C  to  lie  in s id e  th e  n e ig h b o u rh o o d  o f  2k +  1 p o in ts . S in c e  th e re  a re  2k +  1 
s a lie n c y  m e a su re s  fo r  e a c h  p o in t , o n e  c a n  e ith e r  c h o o se  a p a r t ic u la r  o n e  o f  th e m  (lik e  C e n tra l  
S a lie n c y )  o r  u se  a  c o m b in a tio n  o f  th e m . F ig u re  2 .5  s h o w s  th e  c e n tra l a n d  m a x im u m  sa lie n c y  
as  w e l l  a s  th re e  ty p e s  o f  c o m b in e d  sa lie n cy , w h ic h  a re  c a lc u la te d  b y  u s in g  th e  m e d ia n , th e  
a v e r a g e  a n d  th e  g a u s s ia n  w e ig h te d  s u m  o f  th e  2k ft 1 m e a su re m e n ts .
2.3.2 Criteria for Choosing Saliency Measurements
T h e s a lie n c y  m e a s u re m e n t p ro p o s e d  a b o v e  is  a ffe c te d  b y  tw o  ty p e s  o f  n o ise . O n e  is  d u e  to  
th e  q u a n tis a t io n  n o is e  o f  th e  p ix e l p o s it io n s , as  i l lu s tra te d  in  th e  im a g e  in  F ig u re  2 .4  a n d  in  
th e  p lo t  o f  th e  s a lie n c y  in  F ig u re  2 .5  . T he o th e r  so u rc e  o f  n o is e  is  d u e  to  th e  g e n u in e  g re y  
le v e l  n o is e  in  th e  im a g e  th a t  a ffe c ts  th e  a c c u ra c y  o f  th e  e d g e  d e te c tio n , w h ic h  c a n  b e  a s s u m e d  
to  b e  G a u s s ia n  in  n a tu re .
In  S e c tio n  2 .1 ,  w e  h a v e  p re s e n te d  a  C o m p u ta t io n a l T h e o ry  o f  F e a tu re  D e te c tio n  w h ic h  
s ta te s  th a t  a s ig n a l is  o p t im a l fo r  fe a tu re  d e te c tio n  i f  a n d  o n ly  i f  its  s ig n a l a m p litu d e  a n d  c u r-
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F ig u re  2 .3 : S a lie n c y  as th e  d is ta n c e  to  a fix e d  le n g th  c h o rd
v a tu r e  a t th e  s a lie n t  p o in ts  a re  m a x im is e d  re la t iv e  to  th e  n o ise  le v e l. T h e  th e o r y  g iv e s  u s  d i ­
re c t o b je c tiv e  m e a s u re s  to  c o m p a re  d i f fe re n t  ty p e s  o f  s a lie n c y  m e a su re m e n ts . M e a s u re m e n ts  
o f th e  s ig n a l a m p litu d e , c u rv a tu r e  a n d  n o is e  p o w e r  c a n  b e  p e r fo rm e d  e ith e r  th e o re t ic a l ly  o r  
e x p e r im e n ta lly .
It is p o s s ib le  fo r  u s  to  te ll e x a c t ly  th e  n o ise  p o w e r  in  th e  o u tp u t  o f  o u r  f i l t e r  r e la t iv e  to  th e  
n o is e  p o w e r  in  th e  r a w  im a g e  g iv e n  th e  d e ta ils  o f  th e  f i lte r in g  p ro c e s s  a n d  m o d e l o f  th e  in p u t  
n o ise . T h ere  a re  w e l l  k n o w n  m e th o d s  o f  a n a ly s is  o f  th e  n o ise  s u p p re s s io n  p e r fo rm a n c e  o f  
l in e a r  a n d  m e d ia n  filte rs . In  o u r  case  w e  m a y  c o n s id e r  a G a u s s ia n  A d d i t iv e  n o is e  s o u rc e  
fo r  e d g e  d e te c tio n  a n d  a lo c a lly  u n i fo rm ly  d is t r ib u te d  n o ise  so u rc e  fo r  q u a n tis a t io n . O n e  
ca n  a lso  e s t im a te  th e  n o is e  le v e l  e x p e r im e n ta lly  b y  m e a su r in g  th e  a v e ra g e  o u tp u t  p o w e r  a t  
th e  z e ro  c u rv a tu r e  re g io n  in  o u r  s a m p le  d a ta . T h is a p p ro a c h  is m o re  a d v a n ta g e o u s  s in c e  it  
d o e s  n o t  re q u ire  th e  th e o re t ic a l a s s u m p tio n  a b o u t th e  n o ise , a n d  th e re fo re  is m o re  re a lis t ic  
w h e n  d e a lin g  w i th  c o m p le x  n a tu r a l  im a g es . T he d is a d v a n ta g e  is th a t  th is  m e th o d  re q u ire s  
th e  k n o w le d g e  a b o u t th e  g ro u n d  t r u th  o f  th e  s a m p le  im a g es . H o w e v e r  fo r  th e  p u r p o s e  o f  
c o m p a r in g  th e  p e r fo rm a n c e  o f  d if fe re n t  sa lie n c y  m e a su re m e n ts , w e  c a n  se le c t o u r  d a ta  w i th  
k n o w n  g ro u n d  tru th .
M e a s u re m e n t  o f  s ig n a l c u rv a tu r e  c a n  b e  d o n e  lo c a lly  b y  a fix e d  m a sk . A s  th is  m e a ­
s u re m e n t  is u s e d  p u r e ly  fo r  c o m p a r is o n  p u rp o s e s , th e  e x a c t c u rv a tu r e  v a lu e  is  n o t  n e e d e d .  
A s  lo n g  as  th e  c u rv a tu r e  is m e a s u re d  th e  sa m e  w a y  a c ro ss  a ll th e  d if fe re n t  s a lie n c y  m e a ­
s u re m e n ts  c o n s id e re d , w e  c a n  c o m p a re  th e ir  r e la t iv e  p e r fo rm a n c e  in  te rm s  o f  lo c a lis a tio n . 
C o m p a r in g  th e  h e ig h t o f  th e  p e a k s  a n d  th e  le v e ls  in  th e  f la t  re g io n s  a lso  g iv e s  a  g o o d  in d i-
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Local Peak Saliency
Local Average Saliency
Gaussian Saliency
F ig u re  2 .4 : C o m p a r is o n  o f  v a r io u s  sa lie n c y  m e a su re m e n ts  (th e  g ra p h s  m e a s u re  th e  sa lie n c y  
a lo n g  th e  c o n to u r  o f  th e  s p a n n e r  s h a p e  in  F ig u re  2 .5)
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F ig u re  2 .5 : P ix e lis a tio n  n o ise
c a tio n  o f  th e  s ig n a l to  n o is e  ra tio . O b v io u s ly  a s a lie n c y  m e a s u re m e n t th a t  g iv e s  th e  h ig h e s t  
p ro d u c t  o f  th e  S N R  a n d  lo c a lis a tio n  m e a su re s  is  th e  o p t im a l o ne .
F ro m  F ig u re  2 .4  , w e  c a n  see  th a t  th e  c e n tra l sa lie n c y  p ro v id e s  th e  b e s t  s ig n a l to  n o is e  
ra t io  a n d  lo c a lis a t io n  a ro u n d  its  p e a k s . T h is  is b e c a u se  th e  2k +  1 s a lie n c y  m e a s u re m e n ts  
fo r  e a c h  p o in t  a re  h e a v i ly  c o r re la te d  b o th  o n  its  s ig n a l a n d  n o ise  c o m p o n e n t. T h e re fo re  
th e  e n se m b le  a v e ra g e , o r  m e d ia n  f i lte r  d o e s  n o t  e n h a n c e  th e  s ig n a l to  n o ise  ra t io  b u t  o n ly  
w e a k e n s  th e  s ig n a l.
2 . 4  S m o o t h i n g  U s i n g  a n  O p t i m a l  F I R  F i l t e r
In  th e  p r e v io u s  tw o  sec tio n s  w e  in tro d u c e d  m e th o d s  fo r  o b ta in in g  c u rv a tu r e  a n d  s a lie n c y  
m e a su re m e n ts  fro m  e d g e  c h a in s . T h is a n d  th e  n e x t  se c tio n  a re  c o n c e rn e d  w i t h  f i lt e r in g  th e  
s a lie n c y  o r  c u rv a tu r e  m e a su re m e n ts  in  o rd e r  to  d e te c t th e  p o in ts  o f  in te re s t .
A s a d a  a n d  B ra d y  [2] u s e d  a  g a u s s ia n  f i lte r  to  s m o o th  th e  o r ie n ta t io n  d a ta  in  o rd e r  to  
c o m p u te  c u rv a tu re . O u r m e th o d  d r a w s  o n  th e ir  a p p ro a c h  b u t th e re  a re  tw o  m a jo r  d i f fe r ­
en ces :
1 . In s te a d  o f  u s in g  a g a u s s ia n  filte r , w e  u s e d  th e  c r ite r ia  p ro p o s e d  b y  S p a c e k  a n d  th e  
r e s u lt  o f  P e tro u  to  o b ta in  th e  o p t im a l s h a p e  o f  th e  FIR filte r. T h is f i lt e r  is  o p t im is e d
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fo r  g o o d  d e te c tio n , lo c a lisa tio n  a n d  s u p p re s s io n  o f  fa ls e  re s p o n s e s  in  d e te c tin g  ra m p  
s h a p e d  a n g le  c h a n g e s. T h e  o p t im a l f i lte r  fo r  d e te c tin g  in fle x io n  p o in ts  c a n  b e  d e r iv e d  
w ith  th e  sa m e  p ro c e ss  w h e n  th e  p ro fi le  o f  a n g le s  a t  th e  in f le x io n  p o in t  is  m o d e lle d  b y  
a g a u s s ia n  fu n c tio n  in d ic a tin g  a n  e x tre m u m  o f  an g le .
2 . In  S e c tio n  2 .2 , w e  h a v e  s h o w n  h o w  to  e s t im a te  th e  n o is e  o f  th e  a n g le  m e a su re m e n t . In  
th e  fo llo w in g s , w e  s h o w  th a t  th e  f i lte r  s ize  w  in  o u r  m e th o d  c a n  b e  a d a p te d  a c c o rd in g  
to  th e  lo c a l e s t im a te  o f  th e  n o ise .
2.4.1 The optimal filter for ramp angle changes
A  c u rv a tu r e  e x tre m u m  is  c h a ra c te r ise d  b y  a n  a b ru p t a n g le  c h a n g e . H e re  w e  m o d e l th e  p r o ­
file  o f  th is  a n g le  c h a n g e  w ith  a  ra m p  fu n c tio n :
In  p r in c ip le  th e  d e te c tio n  o f  c u rv a tu re  e x tre m a  fo l lo w s  th e  sa m e  ru le  th a t  g u id e s  th e  d e s ig n  
o f  e d g e  d e te c to r  (w h ic h  is  e s s e n t ia lly  th e  d e te c tio n  o f  g ra d ie n t  e x tre m a  in  2D  sp ace). C a n n y  
fo rm u la te d  th re e  s e p a ra te  c r ite r ia  fo r  g o o d  e x tre m a  d e te c tio n  fo r  ID  s ig n a l f(x), n a m e ly  th e  
g o o d  d e te c tio n  c r ite r io n  (m a x im u m  SN R ):
1 -  e~sx/2 , x >  0
9(x) = { (2 .22)
esx/2 , x <  0
g _ I J —HJ<?\ /■> \ —/"—I
E(r]2)^ffw \g{x)\2dx
\J-w g(x)f(-x)dx\
(2 .23)
lo c a lis a t io n  c r i t e r io n :
r  s2\rw g'(x)f'(-x)dx 1
E(rj2)yJj-w \g'(x)\2dx
(2 .24)
a n d  s u p p re s s io n  o f  fa ls e  re sp o n se :
C 1 n  IS 'M I (2 .25)
S p a c e k  h a s  g iv e n  a  c o m b in e d  c r ite r io n  fu n c tio n  fo r  a  s te p  s ig n a l. P e tro u  e x te n d e d  th is  w o r k  
fo r  th e  d e te c tio n  o f  ra m p  s ig n a l o f  th e  fo r m  o f  E q u a tio n  2 .2 2  (a ssu m in g  s y m m e tr ic a l f i lte r
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P = ^  ~ esx)dxffwg(x)esxdx[2
w2 f-vj \9 (x)\2dx f^ w \g"{x)\2dx
F o llo w in g  th e  d e r iv a t io n  b y  P e tro u  [13 ], w e  h a v e  th e  o p t im a l f i lte r  fu n c tio n :
f(x) =  eAx[L\sin(Ax) +  L2cos(Axj]
+  e~Ax [Lssin(Ax) +  L 4 Cos(Ax)] +  Lqx +  LQesx +  L7 (2 .27)
w h e re  L\ • • • L 7 h a v e  b e e n  o p t im ise d  n u m e r ic a l ly  fo r  d if fe re n t  f i lte r  s iz e  w  [13]. T h e  o p t im i­
s a t io n  c a n  b e  d o n e  o n c e  o ff- lin e  a n d  th e  re s u lts  a re  re c o rd e d  in to  a  f i lt e r  ta b le  fo r  la te r  u sa g e .  
N o te  th a t  E q u a tio n  2 .2 7  w a s  o r ig in a lly  d e r iv e d  fo r  o p t im a l e d g e  d e te c tio n . S in c e  w e  c a n  
u s e  th e  sa m e  c r ite r io n  fu n c tio n  to  d iffe re n tia te  th e  q u a lity  o f  o u r  c u r v a tu r e  e x tre m a  d e te c ­
to rs  th a t  a re  b a s e d  o n  FIR f i lte r in g , E q u a tio n  2 .2 7  in  its  ID  fo rm  c a n  b e  u s e d  d ire c t ly  as  a n  
o p t im a l d e te c to r  fo r  c u rv a tu r e  e x tre m a  w i th  ra m p - lik e  a n g le  ch an g e .
2.4.2 Determining filter size w
M a n y  re s e a rc h e r  h a v e  e n c o u n te re d  th e  p ro b le m  o f  c h o o s in g  a n  o p t im a l f i l t e r  s iz e  w  to  s i­
m u lta n e o u s ly  m a x im ise  b o th  SN R  a n d  lo c a lis a t io n  c r ite r ia  (E q u a tio n  2 .2 3  a n d  2 .2 4 )  [3] [13]. 
A  la rg e  f i lt e r  s iz e  n o r m a lly  g iv e s  a b e tte r  s ig n a l to  n o ise  ra tio , a s m a ll f i lt e r  s ize  c a n  im p r o v e  
th e  a c c u ra c y  o f  lo c a tin g  th e  p e a k . In  th e  p ro b le m  o f  e d g e  d e te c tio n , C a n n y  a rg u e d  th a t  s in c e  
th e  s ig n a l- to -n o ise  ra t io  o f  e a c h  e d g e  is  l ik e ly  to  b e  d iffe re n t  in  a n  im a g e , th e  s iz e  o f  th e  o p ­
e ra to r  s h o u ld  b e  a d ju s te d  d y n a m ic a lly  b y  th e  a lg o r ith m  a n d  th is  re q u ire s  a  lo c a l e s t im a te  o f  
th e  n o is e  e n e rg y  in  th e  re g io n  s u r r o u n d in g  th e  c a n d id a te  ed g e[3]. S im ila r ly , in  th e  p ro b le m  
o f d e te c tin g  c u rv a tu r e  e x tre m a  w e  h a v e  s h o w n  th a t th e  n o ise  p o w e r  o f  th e  a n g le  m e a s u re ­
m e n t  is a  p o in t -d e p e n d e n t  fu n c tio n  (E q u a tio n  2 .19 ) . T h u s w e  s h o u ld  m a k e  o u r  f i lt e r  s ize  
a d ju s ta b le  a c c o rd in g  to  lo c a l a n g u la r  n o is e  e s t im a tio n  g iv e n  b y  E q u a tio n  2 .19 .
O b s e rv in g  th e  fa c t th a t  th e  s tre n g th  o f  e d g e  is  l ik e ly  to  b e  c o n s ta n t a lo n g  a c u rv e  fo r  
c e r ta in  le n g th , a n d  ju m p s  to  a n o th e r  v a lu e  a t  a n o th e r  e d g e  o r  a f te r  a  s u rfa c e  in te rs e c tio n ,  
w e  m a y  a s s u m e  th a t  w i th in  a c e r ta in  re g io n  th e  a n g u la r  n o ise  is s ta tio n a ry . S o  fo r  e a c h  e d g e  
s e g m e n t w h e r e  e d g e  p ix e ls  h a v e  a s im ila r  g ra d ie n t, w e  m a y  b e g in  se a rc h in g  fo r  a f i l t e r  s iz e  
w  b y  a s s u m in g  E(r]2) =  E(r)2) to  b e  c o n s ta n t. E(r]2) is  th e  a v e ra g e  o f  m .s. a n g u la r  e r r o r s  
e s t im a te d  b y  E q u a tio n  2 .19 .
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In  p r in c ip le  w e  c a n  s o lv e  E q u a tio n  2 .2 3  fo r  th e  v a lu e  o f  w  so  th a t  th e  d e te c tio n  c rite ­
r io n  S  (w h ic h  is  th e  s ig n a l- to -n o ise  ra tio )  e q u a ls  a  g iv e n  c o n s ta n t. O n  th e  o th e r  h a n d , w e  
m a y  w a n t  to  f in d  a n  a p p ro p r ia te  w  f ro m  E q u a tio n  2 .2 4  to  s a t is fy  a s p e c ific a tio n  o f  lo c a lis a ­
tio n . In  b o th  case s, th e  w  fo u n d  m ig h t n o t  b e  a  g lo b a l o p tim u m . I f w e  a t te m p t to  o p t im ise  
E q u a tio n  2 .2 6  d ire c tly , w e  w i l l  f in d  th a t  th e  la rg e r  w  is  th e  g re a te r  P  is. B u t c le a rly , a la rg e  
sm o o th in g  k e rn e l is  n o t  a lw a y s  d e s ira b le , as i t  w o u ld  p e r fo rm  p o o r ly  in  te rm s  o f  lo c a lis a ­
tio n . T h is  is  b e c a u se  th e  la rg e r  th e  f i lt e r  th e  m o re  th e  e d g e  " lo ok s"  to  th e  f i lt e r  lik e  a n  id e a l  
s te p  e d g e  [13]. A c c o rd in g  to  o u r  lo c a lis a tio n  c r ite r io n  Lg in  E q u a tio n  2 .2 , la rg e  s m o o th in g  
k e rn e ls  te n d  to  re d u c e  th e  c u rv a tu re  o f  th e  s ig n a l, th u s  m a k in g  n o n -m a x im a  s u p p re s s io n  in  
th e  re g io n  m o re  d iffic u lt . S in ce  b o th  d e te c tio n  a n d  lo c a lis a t io n  c r ite r ia  (E q u a tio n  2 .2 3  a n d  
E q u a tio n  2 .24) w h e n  tre a te d  as fu n c tio n s  o f  w  a re  g e n e ra lly  m o n o to n ic , w e  c a n  s o lv e  e ith e r  
o n e  o f  th e  tw o  e q u a tio n s  fo r  w  u s in g  lo g a r ith m ic  sea rch . A s  th e  n u m b e r  o f  p e rm is s ib le  v a l ­
u e s  o f  w  is  r a th e r  lim ite d , th e  se a rc h  fo r  a n  o p t im a l w  can  b e  q u ite  fa s t  ( ty p ic a lly  le s s  th a n  5  
i te ra t io n s  to  c o n v e rg e ).
N o w  w e  s u m m a rie s  o u r  c u rv a tu r e  fe a tu re  d e te c tio n  a lg o rith m :
1 . P e r fo rm  a s e p a ra b le  o p t im a l f i lte r in g  e d g e  d e te c tio n . R ec o rd  a n g le  a n d  g ra d ie n t  in ­
fo rm a tio n  a n d  th e  e s t im a te  o f  g re y  le v e l  n o ise . R e m o v e  t re n d  s ig n a l f r o m  th e  a n g le  
m e a su re m e n ts .
2. S p li t  e d g e  s tr in g s  in to  se g m e n ts  so  th a t  in  e a c h  s e g m e n t th e  v a r ia n c e  o f  th e  g ra d ie n t  
is  le ss  th a n  o r  e q u a l to  a  g iv e n  c o n s ta n t G. W ith in  each  se g m e n t, th e  f i l t e r  s ize  w i l l  b e  
co n s ta n t.
3. F o r e a c h  s e g m e n t :
•  p e r fo rm  a lo g a r ith m ic  se a rc h  fo r  o p t im a l f i lte r  s ize  w  w h ic h  sa tis fie s  a  sp e c ific a ­
tio n  e ith e r  in  te rm s  o f  c r ite r io n  S in  E q u a tio n  2 .23  o r  c r ite r io n  L in  E q u a tio n  2 .24 ;
•  se le c t f i lte r  w e ig h ts  fro m  th e  f i lte r  ta b le , a n d  g e n e ra te  th e  f i lt e r  m a sk . C o n v o lv e  
th e  m a s k  w ith  th e  a n g le  d a ta ;
•  d iffe re n tia te  th e  f i lte re d  re s u lt  a n g le  d a ta  to  g e t c u rv a tu re  e s t im a te s ;
4 . L o ca te  e x tre m a  b y  th re s h o ld in g  a n d  n o n -m a x im a  s u p p re ss io n .
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2 . 5  S m o o t h i n g  u s i n g  A d a p t i v e  f i l t e r s
In  th is  s e c tio n  w e  p re s e n t  tw o  a d a p t iv e  f i lte rs  fo r  th e  ta sk  o f  d e te c tin g  c u rv a tu r e  fe a tu re s .  
T he m o t iv a t io n  fo r  u s in g  a n  a d a p t iv e  f i lte r  fo r  th is  ta sk  is th a t  w e  a re  in te re s te d  in  re c o v ­
e r in g  th e  sh a rp  p e a k s  o f  th e  s a lie n c y  m e a su re . A  fix e d  lo w  p a s s  filte r , n o  m a tte r  h o w  i t  is  
o p t im is e d , w i l l  a lw a y s  te n d  to  a t te n u a te  b o th  th e  n o is e  a n d  th e  s h a rp  s ig n a l p e a k s  in  th e  
w a v e fo r m , a s  lo n g  as th e y  b o th  a p p e a r  in  th e  h ig h e r  b a n d  o f  th e  s p e c tru m  o f  th e  d a ta . To 
a v o id  o v e r  s m o o th in g  o f  th e  s ig n a l a t  p e a k s , th e  f i lt e r  n e e d s  to  b e  a d a p tiv e . A c c o rd in g  to  
o u r  c o m p u ta t io n a l th e o r y  o f  fe a tu re  d e te c tio n  in tro d u c e d  in  S e c tio n  1 , p e a k s  in  th e  s ig n a l  
are  c h a ra c te r ise d  b y  p o in ts  th a t  h a v e  h ig h  L o ca l S ig n a l to  N o ise  R a tio  \ -^0j\ a n d  h ig h  L o ca l 
C u rv a tu re  to  N o ise  R atio  | I • T he h e u r is t ic  b e h in d  o u r  a d a p t iv e  s m o o th in g  sc h e m e s  is  to  
p r o v id e  le s s  s m o o th in g  w h e n  th e se  tw o  m e a su re m e n ts  a re  h ig h , a n d  m o re  s m o o th in g  w h e n  
th e se  m e a su re m e n ts  a re  lo w , th e re b y  re d u c in g  th e  n o is e  c o n te n t in  th e  d a ta  w h i le  p re s e rv in g  
th e  h ig h  c u rv a tu r e  a t th e  p o in ts  o f  in te re s t.
C o n s id e r  th a t  w e  c a lc u la te  o u r  f i lte r  o u tp u t  i te ra t iv e ly , a n d  th e  i th  f i l t e r  o u tp u t  is  /*. 
F irs t w e  n o te  th a t  th e  fa c t th a t  th e  m o s t  im p o r ta n t  in fo rm a tio n  in  o u r  s a lie n c y  m e a s u re m e n t  
is  c o n ta in e d  la rg e ly  in  th e  lo w e r  b a n d  o f  th e  s ig n a l sp e c tru m , th e re fo r  w e  a lso  a s s u m e  th a t  
th e  s p e c tra l c h a ra c te r is t ic  o f  o u r  a d a p t iv e  f i lte r  w i l l  v a r y  b e tw e e n  a n a r r o w  b a n d  lo w - p a s s  
f i lt e r  a n d  a n  a ll-p a ss -filte r . T h is lo w -p a s s  f i lte r in g  w i l l  a lw a y s  te n d  to  re d u c e  th e  r a p id ly  
c h a n g in g  c o m p o n e n ts  (i.e. th e  h ig h e r  o rd e r  d if fe re n tia l te rm s) o f  th e  s ig n a l, i.e . i f t +1 <  / f t  
a n d  / f t+1 <  / f t . T h e re fo re  g iv e n  a sp e c ifie d  n o is e  s u p p re s s io n  c a p a b ility , a n  o p t im a l f i l t e r  
w i l l  m in im a lly  re d u c e  a n d  / ft  a t th e  p e a k  p o in ts , th e re b y  m a x im is in g  o u r  c r ite r ia  | ~ ^ j|  
a n d  | | a t th e  s a lie n t  p o in ts  in  th e  f in a l o u tp u t  o f  th e  filter. In  o th e r  w o r d s ,  a n  o p t im a l
f i lte r  s h o u ld  m a x im a lly  preserve th e  s h a rp  p e a k s  in  th e  s ig n a l.
I f w e  a p p ly  T a y lo r e x p a n s io n  o f  th e  s ig n a l a ro u n d  p o in t  n , w e  w i l l  see  th a t  s ig n a l v a lu e  
fx a t p o in t  x w h ic h  is in  th e  n e ig h b o u rh o o d  o f  n  c a n  b e  c a lc u la te d  b y
fx = fn + fL5 + fn52+0(5!S) (2.28)
N o te  th a t  th e  te rm s  fn a n d  /" a re  e x a c t ly  w h a t  w e  n e e d  to  m a x im is e  g iv e n  a s p e c ific a tio n  
o f  n o is e  s u p p r e s s io n  c a p a b ility . A ls o  s in ce  th e  n o is e  is c h a ra c te r ise d  b y  a ra p id  s m a ll f lu c ­
tu a t io n  in  th e  s ig n a l, f i lte r in g  th e  s ig n a l b y  re d u c in g  th e  te rm  a s so c ia te d  w i t h  /£ w i l l  s ig n if­
2.5. S M O O T H IN G  U S IN G  A D A P T IV E  FILTERS 33
ic a n t ly  re d u c e  th e  n o is e  c o m p o n e n t. T h is h o w e v e r  w i l l  n o t  a ffe c t th e  te rm s  a s s o c ia te d  w i t h  
fn a n d  T h e re  a re  m a n y  w a y s  to  e x p re ss  th e  o p t im isa tio n  g o a l in  te rm  o f  a  s in g le  v a lu e d  
fu n c tio n  w h ic h  o u r  f i lt e r  w i l l  b e  m a x im is in g  d u r in g  e a c h  ite ra t io n . F o r e x a m p le  fu n c t io n
P  = T,(fn +  ^ fn2-kifJ)(2 .29)
w h e r e  k\ a n d  k2 a re  p o s i t iv e  n u m b e rs , w o u ld  b e  a  s u ita b le  fo rm a lis a t io n  o f  th e  o p t im is a tio n  
g o a l.
In  [17 ], S a in t-M a rc  et. a l. p ro p o s e d  a n  a d a p tiv e  f i lt e r  fo r  s m o o th in g  th e  s a lie n c y  d a ta . 
F irs t w e  w i l l  in tro d u c e  th is  f i lte r  a n d  s h o w  th a t it  is  in  fa c t a n  i te ra t iv e  f i lt e r  e m b e d d e d  w i th  
a n  o p t im is a tio n  g o a l to  re d u c e  th e  c o m p o n e n ts  a sso c ia te d  w i t h  in  th e  s ig n a l. S e c o n d ly  
w e  w i l l  in tro d u c e  a n e w  a d a p t iv e  f i lt e r  b a s e d  o n  a  m o re  c o m p le te  se t  o f  o p t im is a tio n  g o a ls  
a c c o rd in g  to  o u r  fe a tu re  d e te c tio n  th e o ry . O u r  n e w  f i lte r  is  a m a z in g ly  s im p le  a n d  d e liv e r s  a  
p e rfo rm a n c e  s u p e r io r  to  a ll p r e v io u s ly  in tro d u c e d  f i lte rs  in  te rm s  o f  n o is e  s u p p re s s io n  a n d  
p e a k  p re s e rv a t io n  ab ility .
2.5.1 Filter Proposed by Saint-Marc et.al.
In  th is  su b se c tio n , w e  d e sc r ib e  th e  f i lte r  p ro p o s e d  b y  S a in t-M a rc  e t.a l. [17] fo r  fe a tu re  d e te c ­
t io n  p ro b le m s . L e t jf£ b e  th e  s a lie n c y  m e a su re  a t p o in t  n d u r in g  i th  ite ra t io n . /.*+1 is  g iv e n  
b y :
Y  = v + i  V  £  (2 .30)
2->j= -1 vvn+ j j —- l
w h e r e  th e  s e t o f  f i lt e r  w e ig h ts  Wj  is  a n  a r r a y  o f  th e  s a m e  le n g th  as  th e  d a ta . T h e  f i lt e r  w e ig h ts  
W 7\ a re  c a lc u la te d  fro m  th e  ith  e s t im a te  o f  th e  g ra d ie n t  /*,
Wl = exp(-g2jr ) (2 .3 1)
w h e r e  cr is th e  o v e r a l l  w id t h  o f  th e  f i lte r  a n d  is  k e p t  as a c o n s ta n t  a c c o rd in g  to  th e  o r ig in a l  
d e s ig n  b y  S a in t-M a rc  e t.a l. T h e  o p e ra t io n  o f  th is  f i lt e r  c a n  b e  e x p la in e d  b y  th e  fo l lo w in g  
h e u r is tic s . W h e n  ct is  la rg e , th e  f i lte r  p ro v id e s  m a x im u m  s m o o th in g  a n d  re s e m b le s  a n  a v ­
e ra g e  filte r . W h e n  a is  sm a ll, e v e r y  la rg e  d is c o n t in u ity  w i l l  c a u se  th e  f i lt e r  to  s to p  d if fu s io n
a n d  n o  s m o o th in g  w i l l  ta k e  p la ce . T h is c a n  b e  n e a t ly  e x p la in e d  b y  o u r  fe a tu re  d e te c tio n
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th e o ry . S in c e  2 .3 1  g iv e s  a s m a ll f i lte r  w e ig h t  to  p o in t  n w h e n e v e r  th e  d e r iv a t iv e  a t th e  p o in t  
ff is  la rg e , th is  f i lte r  is re d u c in g  th e  1 s t  o rd e r  c o m p o n e n ts  in  th e  o v e r a l l  s ig n a l, i.e . it  h a s  a n  
o b je c tiv e  fu n c t io n  s im ila r  to
P  =  £ ( - f c i / J )  (2-32)
O n e  c a n  se e  th a t  th is  is o n ly  o n e  o f  th e  te rm s  in  th e  o b jec tiv e  fu n c tio n  e x p re s s e d  in  2 .2 9 . In  
th e  n e x t  sec tio n , w e  w i l l  d e v e lo p  a f i lt e r  th a t  e n c o m p a ss e s  a  m o re  c o m p le te  se t  o f  c r ite r ia  as  
g iv e n  b y  o u r  fe a tu re  d e te c tio n  th e o ry .
T h e  o u tp u ts  o f  a S a in t-M a rc  f i lt e r  a re  s h o w n  in  F ig u res  2 .6 , 2 .7 , 2 .8  a n d  2 .9  fo r  v a r io u s  
n o is e  c o n d itio n s . O n e  c a n  see  fro m  th e s e  f ig u re s  th a t  th e  f i lte r  p ro p o s e d  b y  S a in t-M a rc  et. 
al. g e n e r a l ly  o u tp e r fo rm s  n o n -a d a p t iv e  f i lte rs  in  te rm s  o f  S ig n a l to  N o ise  R a tio  a n d  L o c a li­
sa tio n . In  p a r tic u la r , its  n o is e  s u p p re s s io n  c a p a b ility  is m u c h  b e tte r  th a n  n o n -a d a p t iv e  f i lte rs  
d u e  th e  e la b o ra te  d e s ig n  a im e d  a t s u p p re s s in g  ra p id  s ig n a l c h a n g e s  (m e a s u re d  b y  th e  1 s t  
o rd e r  d e r iv a t iv e  o f  th e  s ig n a l).
2 .5 .2  O u r  A d a p t i v e  F i l t e r
W e  h a v e  s h o w n  th a t  S a in t-M a rc  f i lte r  o n ly  p a r t ia l ly  o p tim ise s  th e  o b je c tiv e  fu n c tio n  g iv e n  in  
2 .29 . N o w  w e  a re  g o in g  to  d e s ig n  a  fu l ly  o p t im is e d  a d a p t iv e  lo w -p a s s  f i lte r  th a t  m a x im a lly  
p re s e rv e s  fn a n d  ff, w h i le  re d u c in g  ff
A  s im p lif ic a t io n  c a n  b e  m a d e  to  o u r  o b je c tiv e  fu n c tio n  b y  n o t in g  th a t  a n  a r b it ra ry  fu n c ­
tio n  c a n  a lw a y s  b e  re p re s e n te d  as th e  s u m  o f  a n  e v e n  fu n c tio n  a n d  a n  o d d  fu n c t io n  fx =  
ex +  ox c e n tre d  a t p o in t  x ( th e  c e n tre  o f  e v e n / o d d  s y m m e tr y  is  s itu a te d  a t  x). W h e n  T a y lo r  
e x p a n s io n  is  a p p lie d  to  fx a t p o in t  n n e a r  x, th e  e v e n  o rd e r  d if fe re n tia l te rm s  d e fin e  th e  e v e n  
fu n c t io n  ex a n d  o d d  o rd e r  d if fe re n tia l te rm s  d e fin e  th e  o d d  fu n c tio n  ox. Ig n o rin g  th e  h ig h e r  
o rd e r  te rm s  in  2 .2 8 , w e  see  th a t  th e  e v e n  c o m p o n e n t ex c o n ta in s  o b je c tiv e  fn a n d  ff in  th e  
s u m m a tio n  fo rm  fn +  ffS2, a n d  th e  o d d  c o m p o n e n t ffS is th e  te rm  th a t  is m in im is e d  b y  th e  
S a in t-M a rc  filte r . T h e re fo re  w e  c a n  w r i t e  o u r  o b je c tiv e  fu n c tio n  as  fo l lo w s  :
n + m  m  n . r n r m
P =  £  ( 4  -  <4 ) =  £  ((A±2L + A =£)2 _ {fn+y fn-v?) =  £  (2 33)
x = n —m  y = —m  y = ~ m
w h e r e  m  is  th e  s ize  o f  th e  n e ig h b o u rh o o d . In  p ra c tic e , m  =  1 is u s u a l ly  c h o se n . T h is  k e e p s  
th e  m e a s u re m e n t  as lo c a l as p o s s ib le  to  e n su re  a g o o d  lo c a lisa tio n . T h e  in flu e n c e s  b e tw e e n
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m o re  d is ta n t  n e ig h b o u rs  a re  p ro p a g a te d  th ro u g h  m u lt ip le  ite ra t io n s .
H a v in g  c o n s tru c te d  th e  o b jec tiv e  fu n c tio n . W e  n o w  g iv e  th e  f i l t e r  w e ig h ts  fo r  th e  case  o f  
m  =  1 :
/n+1 =  W L j i - 1 +  w'0fn +  WifUl  (2-34)
w h e r e  f i lte r  c o e ffic ie n ts  W J a re  g iv e n  b y
W$
wL1
T h is  f i lt e r  a d ju s ts  its  s h a p e  fro m  a s in g le  sp ik e  in  th e  m id d le  (W o =  1, W\ =  W _ i  =  0) w h ic h  
h a s  a  u n ifo rm  s p e c tru m  (i.e. n o  s m o o th in g  a t a ll) , to  a  lo c a l a v e ra g e  f i lte r  (W i =  W _ i  =  
W o =  1/ 3) w h ic h  w h e n  a p p lie d  i te ra t iv e ly  a p p ro x im a te s  a  n a r ro w -b a n d  lo w  p a s s  filte r . T he  
re s u lt  o f  o u r  f i lt e r  is  c o m p a re d  w i th  o th e r  f i lte rs  in  F ig u re  2 .6 , 2 .7 , 2 .8  a n d  2 .9 . W e  s h o w  
th a t  o u r  f i lt e r  is th e  m o s t  e ffe c tiv e  fo r  re d u c in g  b o th  q u a n tis a tio n  a n d  G a u s s ia n  n o is e  w h i le  
d e liv e r in g  th e  h ig h e s t  re s p o n s e  a t th e  p e a k s  in  th e  s ig n a l. T he n o is e  s u p p re s s io n  ab ility , as  
c a n  b e  s e e n  th e  F ig u res , is c o m p a ra b le  o r  b e tte r  th a n  th a t  o f  S a in t-M a rc  filte r . D u e  to  th e  m o re  
s o p h is t ic a te d  o b je c tiv e  fu n c tio n  th a t  c o n ta in s  p o s it iv e  te rm s  o f  fn a n d  o u r  a d a p t iv e  f i lte r  
p r o v id e s  th e  g re a te s t  p e a k  re s p o n s e  m o s t  o f  th e  t im e  as c o m p a re d  to  o th e r  f i lte r s ,  a n d  g iv e s  
th e  la rg e s t  c u rv a tu r e  a t lo c a l m a x im a  a n d  th e re fo re  th e  b e s t  lo c a lis a tio n  a n d  s u p p r e s s io n  o f  
fa ls e  m a x im a .
f n + l f n —l  , 2
3cr 3
W[ =
Wh
(2 .35)
(2 .36)
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2 . 6  R e m a r k s  a n d  C o n c l u s i o n
In  th is  c h a p te r  w e  p re s e n te d  a  n e w  th e o r y  fo r  fe a tu re  d e tec tio n . W e  a r g u e d  th a t  c r i te r ia  fo r  
o p t im a l c o m p u ta tio n  o f  " fe a tu re d -n e ss"  m e a s u re m e n t s h o u ld  b e  tu n e d  so  as  to  m a tc h  th e  
c h a ra c te r is t ic s  o f  th e  th re s h o ld in g  a n d  n o n -m a x im a  s u p p re s s io n  p ro c e sse s . B a se d  o n  th is  
ra t io n a le , w e  h a v e  p ro p o s e d  tw o  c r ite r ia  fo r  o p t im a l sa lie n c y  m e a s u re m e n t  p ro c e s s in g  2 .1  
2 .2 . T he a d v a n ta g e s  o f  th e  n e w  th e o r y  a re  as fo llo w s .
1 . O u r  c r ite r io n  fu n c tio n s  p r o v id e  a n  o b je c tiv e  m e a su re m e n t a b o u t h o w  g o o d  a s ig n a l  
is fo r  n o n -m a x im a  s u p p re s s io n  a n d  th re s h o ld in g . T he fu n c tio n s  a re  lo c a l a n d  e a s y  to  
m e a s u re , a n d  a re  a lso  in d e p e n d e n t  o f  th e  ty p e  o f  p ro c e s s in g  in v o lv e d  in  g e n e ra tin g  th e  
s ig n a l. T h e y  c a n  b e  u s e d  d ire c t ly  in  th e  e x p e r im e n ts  as o b je c tiv e  m e a su re s  to  c o m p a re  
th e  q u a li ty  o f  d if fe re n t  fe a tu re  d e te c tio n  a lg o r ith m s  as w e l l  as  th e  q u a li ty  o f  th e  r a w  
d a ta . In  S e c tio n  2 .3 , w e  h a v e  u s e d  th e se  c r ite r ia  to  c o m p a re  a n d  c h o o se  th e  a p p r o p r ia te  
s a lie n c y  m e a su re m e n ts .
2. T h e  c r ite r ia  p ro p o s e d  b y  u s  c a n  b e  d ire c t ly  u s e d  to  d e s ig n  a w id e  ra n g e  o f  fe a tu re  
d e te c tio n  m e th o d s , i.e. th e y  a re  n o t  ju s t  lim ite d  to  FIR fi lte r in g . W e  h a v e  s h o w n  h o w  
to  d e s ig n  a d a p t iv e  f i lte rs  th a t  m a x im ise  th e s e  c rite ria .
A ls o  w e  h a v e  s h o w n  th e  re la t io n s h ip  b e tw e e n  o u r  c r ite r ia  a n d  C a n n y 's  c e r ite r ia , a n d  th e  
re la t io n s h ip  b e tw e e n  o u r  c r ite r ia  a n d  a d a p t iv e  S a in t-M a rc  filter.
E q u a tio n  2 .1 9  g iv e s  a p o in t  d e p e n d e n t  fo rm u la  o f  a n g u la r  n o ise . W h e n  th e  g ra d ie n t  o f  
e d g e s  is r e la t iv e ly  fix e d  in  a  c e r ta in  re g io n , w e  c a n  s u b s titu te  th e  e r r o r  e s t im a te s  w i t h  th e ir  
a v e ra g e , a n d  p r o v id e  a m e th o d  o f  d y n a m ic a lly  d e te rm in in g  th e  a p p r o p r ia te  f i lt e r  s iz e  b a s e d  
o n  th e  sp e c ific a tio n  o f  th e  s ig n a l a n d  lo c a l n o is e  c o n d itio n s .
N o te  a lso  th a t  th e  o p t im a l FIR f i lte r  fo rm u la  2 .2 7  is a n  e n t ire ly  o n e  d im e n s io n a l a p p lic a ­
t io n  o f  th e  e d g e  d e te c tio n  th e o r y  p ro p o s e d  b y  C a n n y  a n d  S p a c e k  a n d  th e  a n a ly s is  b y  P e tro u .  
H e re  th e  p ro b le m s  o f  e d g e  d e te c tio n  a n d  c u rv a tu r e  fe a tu re  d e te c tio n  f r o m  a n g le  d a ta  a re  
su b je c t to  th e  sa m e  p r in c ip le  a n d  m e a su re  o f  q u a lity .
F in a lly , w e  h a v e  c o m p a re d  a n u m b e r  o f  d if fe re n t  fi lte rs  u s e d  fo r  fe a tu re  d e te c tio n  fro m  
n o is y  d a ta , in c lu d in g  M e d ia n , O p tim a l FIR, S a in t-M a rc  a n d  o u r  a d a p t iv e  filte r . W e  d e m o n ­
s tra te d  th e  p o te n t ia l o f  th e  p ro p o s e d  o b je c tiv e  fu n c tio n  b y  m e a n s  o f  d e s ig n in g  a v e r y  s im p le  
a d a p t iv e  filte r , a n d  s h o w e d  th a t  th is  f i l t e r  h a s  th e  b e s t  a l l- ro u n d  p e r fo rm a n c e  in  th e  p re s e n c e
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o f  b o th  G a u s s ia n  a n d  q u a n tis a t io n  n o ise . T he p ro p o s e d  m e th o d o lo g y  a lso  o ffe rs  o p p o r tu ­
n i ty  a n d  m e a n s  to  d e s ig n  m u c h  m o re  s o p h is tic a te d  a d a p t iv e  f i lte rs  th a t  e x p lo re  th e  u t i l i ty  o f  
th e  o b je c tiv e  fu n c tio n s  g iv e n  se c tio n  2 .5  (E q u a tio n  2 .2 9 ) a n d  in  g e n e ra l th e  c r ite r io n  fu n c tio n s  
g iv e n  in  se c tio n  2 .1  fu rth e r .
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Raw Signal
Output of Median Filter
Output of Optimal FIR Filter
Output of Saint-Marc Filter
Output of Our Adaptive Filter
Figure 2.6: Comparison of various filters in presence of small quantisation noise
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Figure 2.7: Comparison of various filters in presence of large quantisation noise
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Raw Signal
Output of Median Filter
Output of Optimal FIR Filter
Output of Saint-Marc Filter
Output of Our Adaptive Filter
Figure 2.8: Comparison of various filters in presence of small Gaussian noise
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Figure 2.9: Comparison of various filters in presence of large Gaussian noise
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P o i n t  F e a t u r e  B a s e d  I n v a r i a n t  
M e a s u r e m e n t : U n a r y  a n d  B i n a r y  
F o r m s
3 . 1  I n t r o d u c t i o n
T ra n s fo rm a tio n  in v a r ia n t  o b jec t re c o g n itio n  is  a p ro b le m  th a t h a s  lo n g  b e e n  p u r s u e d  b y  c o m ­
p u te r  v is io n  re s e a rc h e rs . A s s u m in g  r ig id  o b jec ts , w h e n  th e  scen e  th a t  c o n ta in s  a n  o b jec t to  
b e  re c o g n is e d  is p ro je c te d  o n to  th e  im a g in g  p la n e , th e  p ro je c te d  im a g e  o f  th e  o b jec t is  re la te d  
to  its  m o d e l b y  a p ro je c t iv e  tra n s fo rm a tio n . In  th is  c h a p te r  w e  d e v e lo p  a p ro je c t iv e  in v a r i ­
a n t re p re s e n ta t io n  fo r  b o th  scen e  a n d  m o d e l in  th e  c o n te x t o f  m o d e l b a s e d  v is io n . T h e  a im  
o f th e  p ro p o s e d  re p re s e n ta t io n  is to  fa c ilita te  a n  A t t r ib u te d  R e la tio n a l G ra p h  (A R G ) o b jec t  
m a tc h in g  b a s e d  o n  o n ly  u n a r y  a n d  b in a ry  re la tio n s .
I f w e  a re  ab le  to  s e p a ra te  th e  o b jec t in  th e  im a g e  fro m  th e  b a c k g ro u n d , re c o g n it io n  c a n  b e  
d o n e  b y  c o m p a r in g  th e  in v a r ia n t  re p re s e n ta t io n s  o f  th e  o b jec t a n d  th e  m o d e l. M a n y  s tu d ie s  
h a v e  b e e n  re p o r te d  o n  t ra n s fo rm a tio n  in v a r ia n ts  [7], a n d  h o w  to  u s e  th e m  fo r  re c o g n it io n  
p u rp o s e  [21]. H o w e v e r , in  m a n y  re a lis t ic  s itu a tio n s , w e  c a n  ra re ly  is o la te  th e  c o m p le te  o b jec t  
f ro m  th e  b a c k g ro u n d  in  th e  p re s e n c e  o f  c lu tte r  a n d  o cc lu s io n . I n v a r ia n t  m a tc h in g  b a s e d  a p ­
p ro a c h e s  lik e  a ffin e  in v a r ia n t  F o u r ie r  d e s c r ip to rs  a n d  m o m e n t in v a r ia n ts  [7] [21] m a y  e a s i ly  
fa i l  w h e n  a p p lie d  to  c lu tte re d  a n d  in c o m p le te  d a ta .
Chapter 3
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O n e  w a y  to  g e t ro u n d  th is  p ro b le m  is  to  re p re s e n t b o th  im a g e  a n d  th e  m o d e l as  c o llec ­
tio n s  o f  lo c a l im a g e  fe a tu re s  a n d  fin d  th e  p a r t ia l  in ex a c t m a tc h in g  b e tw e e n  th e s e  tw o  fe a tu re  
se ts . S in c e  th e  fe a tu re s  a re  e x tra c te d  lo ca lly , th e  c o lle c tio n s  o f  th e m  a re  le s s  v u ln e ra b le  to  
th e  e ffe c t o f  o c c lu s io n . P a rt ia l m a tc h in g  a l lo w s  e x tra n e o u s  fe a tu re s  to  b e  u n m a tc h e d , a n d  
in e x a c tn e ss  a l lo w s  im a g e  fe a tu re s  to  d e v ia te  fro m  th e  m o d e l as  a  re s u lt  o f  n o is y  d a ta . M a th ­
e m a tic a lly , th e  p ro b le m  o f im a g e  fe a tu re  m a tc h in g  h a s  b e e n  fo rm u la te d  as o n e  o f  A t t r ib u te d  
R e la tio n a l G ra p h  (A R G ) m a tc h in g  [1] [3]. L o ca l im a g e  fe a tu re s  su c h  as s e g m e n ts  o f  p o ly g o ­
n a l o r  s p lin e  a p p ro x im a tio n s  o f  th e  c o n to u r  [16] [22] [23], c o lo u r  c lu s te rs  [6] a n d  re g io n s  [17] 
a re  o fte n  d e p ic te d  as  th e  n o d e s  o f  th e  A R G . T he g e o m e tric  a r ra n g e m e n t o f  th e s e  fe a tu re s  
re p re s e n tin g  th e  s tru c tu re  o f  th e  im a g e  is c a p tu re d  b y  th e  re la t io n a l m e a s u re m e n ts  su c h  as  
d is ta n c e , a n g le , a d ja c e n c y  etc. T h ese  re la t io n a l m e a su re m e n ts  a re  a s so c ia te d  to  th e  a rcs  o f  
th e  A R G  im a g e  re p re s e n ta tio n . M a tc h in g , in  th is  c o n tex t, re fe rs  to  a  p ro c e s s  th a t  f in d s  th e  
c o r re s p o n d e n c e s  b e tw e e n  n o d e s  o f  th e  tw o  A R G s , o n e  re p re s e n tin g  th e  o b s e rv e d  im a g e  (th e  
scen e), th e  o th e r  re p re s e n tin g  th e  m o d e l.
A n  arc  o f  a n  A R G  can  c o n n e c t m o re  th a n  tw o  n o d e s , in  w h ic h  case  it  re p re s e n ts  a  h ig h  
o rd e r  re la t io n  b e tw e e n  th e  m a tc h in g  e n tit ie s  a n d  th e  A R G  is  in  fa c t a  h y p e r -g ra p h . M a n y  
re s e a rc h e rs  h a v e  c o n s id e re d  tra n s fo rm a tio n  in v a r ia n t  c o n s tra in ts  b e in g  su c h  h ig h  o rd e r  re ­
la t io n s , s in ce  th e  t ra n s fo rm a tio n  is a p p lie d  g lo b a lly  e.g . [19]. C o n se q u e n t ly , i t  is n o t  o n ly  
re la te d  to  a n y  o n e  lo c a l s h a p e  p r im it iv e  o r  a n y  p a ir  o f  th e m  b u t  to  a ll n o d e s  in  th e  g ra p h  
(in  o u r  ca se  to  a ll fe a tu re s  o n  th e  sa m e  su rfa c e  p a tch ). B e fo re  th is  w o r k ,  th e  c o n s tra in t  th a t  
a ll  th e  m a tc h e d  lo c a l fe a tu re s  o f  a  r ig id  s h a p e  m u s t  u n d e rg o  th e  sa m e  tra n s fo rm a tio n  h a s  
a lw a y s  b e e n  fo rm u la te d  in  te rm s  o f  a  h ig h  o rd e r  re la t io n  in  th e  m a tc h in g  p ro b le m  [18], [20].
R a n d o m  h y p e r -g r a p h  m a tc h in g  is  a n  N P  c o m p le te  p ro b le m . R e c e n tly  th e re  h a v e  b e e n  
s o m e  d e v e lo p m e n ts  in  s o lv in g  th e  p ro b le m  o f  A t t r ib u te d  R e la tio n a l G ra p h  m a tc h in g  in  p o ly ­
n o m ia l tim e  [1]. In  th is  c o n te x t re la x a tio n  la b e llin g  d e s e rv e s  a p a r t ic u la r  m e n tio n  [5]. H o w ­
e v e r  e v e n  n o w  w e  a re  s ti ll n o t  a b le  to  e n fo rc e  g e n e ra l h ig h  o rd e r  re la t io n a l c o n s tra in ts  in  
th e se  a lg o r ith m s  b e c a u se  o f  th e  h ig h  c o m p u ta tio n a l cost, w i t h  th e  o n ly  e x c e p tio n  o f  o b jec ts  
a r ra n g e d  in  a la ttic e  s tru c tu re  w h e re  th e  c o rre s p o n d e n c e  p ro b le m  d o e s  n o t  a rise .
In  th is  c h a p te r, w e  s h o w  th a t  it  is  p o s s ib le  to  d e r iv e  a n  a p p ro p r ia te  se t  o f  u n a r y  a n d  b i­
n a r y  m e a su re m e n ts  c a p a b le  o f  re p re s e n tin g  th e  g lo b a l t ra n s fo rm a tio n  c o n s tra in t  a n d  th u s  
to  e lim in a te  th e  n e c e s s ity  o f  u s in g  h ig h  o rd e r  re la tio n s  in  th e  f i r s t  p la c e . T h e  id e a  is  to  u se
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in v a r ia n t  u n a r y  a n d  b in a r y  re la tio n s . T h e  c o n s id e ra b le  re c e n t e f fo r t  in  d e v e lo p in g  in v a r ia n t  
re p re s e n ta t io n s  fo r  o b jec t re c o g n it io n  is  re f le c te d  in  [12 , 22 , 8, 9 , 1 0 , 1 1 ,  1 3 , 1 4 , 15 ]. T h e  a p ­
p ro a c h e s  in c lu d e  th e  u s e  o f  a lg e b ra ic  a n d  d if fe re n tia l in v a r ia n ts . O u r  o b je c tiv e  is to  a d o p t  
in v a r ia n ts  th a t  c a n  b e  c o m p u te d  lo c a lly  a n d  to  c a p tu re  th e  g lo b a l c o n s tra in ts  in  te rm s  o f  b i­
n a r y  re la tio n s . F o r th is  re a s o n  w e  g e n e ra lis e  th e  c o n c e p t o f  b a ry c e n tr ic  c o o rd in a te s , u s e d  in  
[28] to  d e fin e  a ffin e  in v a r ia n ts  fo r  g e o m e tric  h a s h in g , so  th a t it  c a n  b e  a p p lie d  to  a n y  p r o ­
je c t iv e  t ra n s fo rm a tio n . B a ry c e n tr ic  c o o rd in a te s  a re  u s e d  as in v a r ia n t  u n a r y  re la t io n s  in  o u r  
A R G  m a tc h in g  a p p ro a c h . W e  th e n  c o m p le m e n t th e  u n a r y  re la t io n  re p re s e n ta t io n  o f  o b jec ts  
b y  in v a r ia n t  b in a r y  re la tio n s . S p ec ific a lly , w e  s h o w  th a t fo r  a p a ir  o f  n o d e s  in  th e  A R G , th e  
p ro d u c t  o f  th e  b a ry c e n tr ic  c o o rd in a te  s y s te m  fo r  o n e  n o d e  w ith  th e  in v e r s e  o f  th e  b a r y c e n ­
tr ic  c o o rd in a te  s y s te m  fo r  th e  o th e r  n o d e  is  in v a r ia n t  u n d e r  th e  p ro je c t iv e  t r a n s fo rm a t io n  fo r  
w h ic h  th e  lo c a l c o o rd in a te  s y s te m s  h a v e  b e e n  c o n s tru c te d . T he p ro p o s e d  u n a r y  a n d  b in a ry  
in v a r ia n t  re la t io n s  p r o v id e  a n  o r th o g o n a l d e c o m p o s it io n  o f  sh a p e .
W e  d e m o n s tra te  th e  p ro p o s e d  m e th o d o lo g y  o f  p ro je c t iv e  t r a n s fo rm a tio n  in v a r ia n t  o b jec t  
re p re s e n ta t io n  o n  s e v e r a l  e x a m p le s . F irs t w e  i l lu s tra te  th e  s ta b ility  o f  th e  s h a p e  re p re s e n ­
ta t io n  in  te rm s  o f  u n a r y  re la t io n s  b o th  v is u a l ly  a n d  n u m e ric a lly . W e  th e n  e x p e r im e n ta l ly  
d e m o n s tra te d  th e  in v a r ia n c e  o f  b in a r y  re la t io n s  o n  a s ta r - lik e  o b ject. W e  s h o w  e x p e r im e n ­
ta l ly  th a t  th e  b in a ry  re la t io n s  d e r iv e d  a re  in v a r ia n t .  T he fin a l e x a m p le  d e m o n s tra te s  th e  
p ro p o s e d  a p p ro a c h  as  a to o l fo r  3D  o b jec t re c o g n itio n .
T h e  c h a p te r  is  o rg a n is e d  as  fo llo w s . In  th e  n e x t  se c tio n  w e  re c o lle c t  c o m m o n  p ro je c t iv e  
t ra n s fo rm a tio n s  to  w h ic h  o u r  re p re s e n ta t io n  s h o u ld  b e  in v a r ia n t. In  S e c tio n  3 .3  w e  p ro p o s e  
u n a r y  a n d  b in a r y  m e a su re m e n ts  th a t  a re  in v a r ia n t  to  sp e c ifie d  p ro je c t iv e  t ra n s fo rm a tio n s .  
T h e u s e  o f  th e  p ro p o s e d  re p re s e n ta t io n  in  s h a p e  m a tc h in g  is d e m o n s tra te d  in  S e c tio n  3 .4 . 
S e c tio n  3 .5  o ffe rs  a  s u m m a ry  o f  th e  p re s e n te d  w o r k  a n d  c o n c lu s io n s .
3 . 2  P r o j e c t i v e  T r a n s f o r m s
W e  c o m m e n c e  b y  d e m o n s tra t in g  h o w  to  g e n e ra te  a  p ro je c t iv e  in v a r ia n t  A R G  re p re s e n ta ­
tio n  o f  o b jec t sh a p e . In  p a r tic u la r , th is  re p re s e n ta t io n  w i l l  o n ly  c o n s is t  o f  u n a r y  a n d  b in a r y  
m e a su re m e n ts .
F o rm a lly  w e  d e fin e  o u r  s e c o n d  o rd e r  A R G  as a q u a d ru p le  G  =  (N , E , /, g), w i t h  N  b e in g
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a s e t o f  n o d e s  a n d  E  C €  N ,j G N } b e in g  a s e t  o f  arcs. / : N  —> X  is  a  fu n c tio n
o v e r  N re p re s e n t in g  th e  u n a r y  m e a su re m e n ts  a sso c ia te d  w i th  th e  n o d e s , w h e r e  X  d e n o te s  
th e  v e c to r  sp a c e  o f  u n a r y  m e a su re m e n ts ; g : E  —>• A  is  a  fu n c tio n  re p re s e n t in g  a  b in a ry  
m e a s u re m e n t  a sso c ia te d  w ith  e a c h  arc  o f  th e  g ra p h , a n d  A  is  th e  v e c to r  sp a c e  o f  th e  b in a ry  
re la t io n a l m e a su re m e n ts . W ith  N  d e fin e d  p u r e ly  fo r  la b e llin g  p u rp o s e s , s h a p e  in fo rm a tio n  
c o n ta in e d  in  th e  A R G  d e s c r ip tio n  m a n ife s ts  i ts e lf  m a in ly  th ro u g h  th e  u n a r y  a n d  b in a r y  m e a ­
s u re m e n ts . T h e re fo re , o u r  m a jo r  ta sk  is  to  d e v e lo p  u n a r y  a n d  b in a ry  m e a su re m e n ts  th a t  s u it  
th e  p ro je c t iv e  in v a r ia n t  re q u ire m e n t.
H e re  w e  u s e  e d g e s  as o u r  s h a p e  re p re s e n ta t io n . O u r A R G  re p re s e n ta t io n  re q u ire s  th e  
e d g e  s tr in g s  to  b e  d e c o m p o s e d  in to  c o h e re n t s e g m e n ts  th a t  re p re s e n t  th e  n o d e s  fo r  m a tc h in g .  
W e  s e g m e n t th e  e d g e  s tr in g s  a t v e r t ic e s  a n d  in fle x io n  p o in ts  b e c a u se  th e  p o s it io n  o f  th e se  
p o in ts  is  r e la t iv e ly  s ta b le  u n d e r  p ro je c t iv e  d is to r t io n  a n d  c a n  b e  d e te c te d  lo ca lly . In  o rd e r  to  
g e n e ra te  in v a r ia n ts , w e  p a r t i t io n  th e  e d g e  s tr in g s  in  su c h  a  w a y  th a t  e a c h  n o d e  w i l l  c o n ta in  
a s u ffic ie n t  n u m b e r  o f  fe a tu re  p o in ts  fo r  g e n e ra tin g  th e  p ro je c tiv e  in v a r ia n t. T h e  re s u lt in g  
e d g e  se g m e n ts  a re  u s e d  as  th e  n o d e s  o f  th e  A R G  re p re s e n ta tio n .
W e  re p re s e n t  a n  a r b it ra ry  2D  im a g e  p o in t  p = (px,py) w i th  its  h o m o g e n e o u s  c o o rd in a te
w h e r e  px = Px/Pz a n d  py = Py/Pz- T h e re fo re  w e  c a n  re p re s e n t  a p ro je c tiv e  t r a n s fo rm  fro m
S in c e  a  l in e a r  t ra n s fo rm  in  th e  3 D  h o m o g e n e o u s  c o o rd in a te  s y s te m  c o r re s p o n d s  to  a p ro je c ­
tio n  b e tw e e n  tw o  2D  c o o rd in a te  s y s te m s  ([7], C h a p te r  1) , m a tr ix  T  c a n  b e  u s e d  to  re p re s e n t  
a  w id e  c la ss  o f  2D  p ro je c tio n s  in c lu d in g  a ffin e  a n d  p e rs p e c t iv e  t ra n s fo rm s  [7] [24] [26]. A ls o  
it  s h o u ld  b e  n o te d  th a t  o u r  a n a ly s is  is  n o t  lim ite d  to  th e  case  o f  2D  p ro je c tio n s . 3 D  p o in t  
p ro je c tio n s  c a n  b e  c a p tu re d  b y  a 4 x 4  m a tr ix  in  a  4 D  h o m o g e n e o u s  c o o rd in a te  s y s te m . To 
i l lu s tra te  o u r  a p p ro a c h , w e  w i l l  c o n c e n tra te  o n  th e  fo llo w in g  fo u r  ty p e s  o f  2D  p ro je c tio n s :
1 . Translation, w h ic h  is  re p re s e n te d  b y  tw o  p a ra m e te rs  tx a n d  ty in  th e  t ra n s fo rm a tio n
(3 .1)
p o in t  p to  p w i th  a  lin e a r  t ra n s fo rm  b e tw e e n  th e ir  h o m o g e n e o u s  c o o rd in a te s :
P  =  PT (3.2)
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m a trix :
Tt =
( 1 0 0 ^
0 1 0
\ t x  1
(3.3)
2. Similarity transform, w h ic h  in c lu d e s  tra n s la t io n , ro ta t io n  a n d  sca lin g . It p re s e rv e s  a n ­
g le s  a n d  ra t io  o f  le n g th s  a n d  h a s  4  d e g re e s  o f  fre e d o m .
Tr = —r2 r\ 0
^ tX ty 1
(3-4)
A  s u b s e t  o f  th e  s im ila r i ty  t ra n s fo rm  is  c a lle d  th e  r ig id  (E u clid ean ) t ra n s fo rm , w h e r e  
th e  s c a lin g  fa c to r  is 1 , i.e.
(3.5)+  r22 =  1
3. Affine transform, w h ic h  in c lu d e s  sc a lin g  a n d  sh ear. It is re p re s e n te d  b y
Ta
( r\ r2 0 ^
r 3 r 4 0
£ G ty 1 /
(3.6)
w h e r e  r\, r2, r 3 a n d  r 4 to g e th e r  d e sc r ib e  ro ta t io n , sca lin g  a n d  sh ea r. It p re s e rv e s  p a r a l­
le lis m  a s  w e l l  a n d  h a s  s ix  d e g re e s  o f  fre e d o m .
4. Perspective transform, w h ic h  in c lu d e s  th e  s in g le  p ro je c tio n  p o in t  t ra n s fo rm , 2  p o in t  p e r ­
s p e c tiv e  t ra n s fo rm  in  2D  a n d  3D , a n d  3  p o in t  p e rs p e c t iv e  t ra n s fo rm  in  3D . In  th e  case  
o f  2D  2 p o in t  p e rs p e c t iv e  t ra n s fo rm  (w h ic h  h a s  8 d e g re e s  o f  fre e d o m ), t r a n s fo rm a t io n  
m a tr ix  T  is  u s u a l ly  w r i t te n  as :
( r-L r2 p \
r 3 r  4 q
tx ty 1
(3 .7)
w h e r e  p a n d  q a re  in v e r s e ly  p ro p o r t io n a l to  th e  d is ta n c e  o f  th e  p ro je c t io n  c e n tre s  to  th e
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im a g in g  p la n e .
B y  a n a lo g y  th e  fo rth c o m in g  a n a ly s is  can  a lso  b e  e x te n d e d  to  a  m o re  g e n e ra l case  o f  3D  to  
3 D  p h o to g ra p h ic  p ro je c tio n s . H o w e v e r , a s  w e  a re  o n ly  d e a lin g  w i t h  2D  im a g e s , th is  w i l l  n o t  
b e  s h o w n . In  th e  fo l lo w in g  se c tio n  w e  w i l l  d e r iv e  th e  u n a r y  a n d  b in a ry  m e a s u re s  fo r  e a c h  
o f  th e  a b o v e  cases  a n d  c o m p a re  o u r  a p p ro a c h  w i th  th e  c o n v e n tio n a l m e th o d s .
3 . 3  P r o j e c t i v e  I n v a r i a n t  U n a r y  a n d  B i n a r y  M e a s u r e s
3.3.1 A general form of projective invariant unary and binary measurements 
based on point features
In  th is  se c tio n  w e  d e v e lo p  o u r  b in a ry  a n d  u n a r y  m e a su re m e n ts  b a s e d  o n  a  s e t  o f  re fe re n c e  
p o in ts . T h ese  p o in ts  a re  s u p p o s e d  to  b e  d e te c ta b le  u n d e r  p ro je c tiv e  t ra n s fo rm s  d e sc r ib e d  
a b o v e . F o r  e x a m p le , c o rn e rs  ( la rg e  c u rv a tu re  e x tre m a ) as w e l l  a s  bi-tangent p o in ts  a ro u n d  
c o n c a v itie s  [27] a re  s ta b le  u n d e r  a ll th e se  tra n s fo rm s . G iv e n  a  s e t  o f  re fe re n c e  p o in ts , it  is  
p o s s ib le  to  g e n e ra te  a basis matrix :
B =
J B\\ B\2
B 2i B 2 2
Bln
B2n
\
(3-8)
\ B m  1 Bm2 . . .  B mn J
P ro v id e d  th e  b a s is  m a tr ix  B  is  sq u a re  a n d  n o n -s in g u la r , w e  c a n  d e fin e  th e  barycentric coordi­
nate o f  im a g e  p o in t  P  w i th  b a s is  B  as
CB (P) = P B ~ l (3.9)
S u p p o s e  w e  a p p ly  a n  a r b it ra ry  p ro je c t iv e  tra n s fo rm  T  to  b o th , p o in t  P  a n d  th e  b a s is , th e n  
th e  b a ry c e n tr ic  c o o rd in a te  o f  th e  t ra n s fo rm e d  p o in t  is  :
C B'{P') =  CBt {PT) =  (.PT)(BT)~l = P T T ^ B - 1 = P B ~ l = CB{P) (3 .10 )
3.3. PROJECTIVE IN V A R IA N T  U N AR Y A N D  B IN AR Y  MEASURES 50
T h e re fo re  w e  c o n c lu d e  th a t  th e  b a ry c e n tr ic  c o o rd in a te  is in v a r ia n t  to  a r b i t ra ry  p ro je c t iv e  
t r a n s fo rm  T  i f
1 . o n e  c a n  f in d  a  b a s is  m a tr ix  B  fo r  a n  a r b it ra ry  im a g e  w i th o u t  th e  k n o w le d g e  o f  th e  
p ro je c tio n , i.e . im a g e  fe a tu re s  u s e d  to  c o n s tru c t th e  b a s is  m a tr ix  B  m u s t  b e  in v a r ia n t  
a n d  d e te c ta b le  u n d e r  a r b it ra ry  p ro je c tio n ;
2. B  is  non-singular;
3. b a s is  B  f ro m  o n e  im a g e  a n d  th e  c o r re s p o n d in g  b a s is  B' o b ta in e d  fo r  th e  p ro je c t io n  o f  
th e  im a g e  a re  re la te d  to  e a c h  o th e r  b y  th e  m u lt ip lic a t io n  o f th e  t ra n s fo rm a tio n  m a tr ix  
T , i.e . B' — BT. In  g ro u p  re p re s e n ta t io n  th e o r y  te rm s, T  is  a re p re s e n ta t io n  o f  th e  
u n d e r ly in g  t ra n s fo rm a tio n  g ro u p  a n d  B  is  t r a n s fo rm e d  as a  vector.
T he f i r s t  c o n d it io n  is p re s u m a b ly  s a t is fie d  w h e n  w e  g e n e ra te  a  b a s is  m a tr ix  u s in g  s a lie n t  
im a g e  fe a tu re s  th a t  a re  in v a r ia n t  to  th e  p ro je c tio n , e.g . c o lo u rs , sh a rp  c o rn e rs , b i- ta n g e n t  
p o in ts  etc. In  th e  n e x t  su b se c tio n , w e  w i l l  g iv e  a b a s is  m a tr ix  fo r  e a c h  ty p e  o f  p ro je c t io n  th a t  
sa tis fie s  c o n d it io n  2  a n d  3. A  d e ta i le d  p r o o f  fo r  th e  la s t  tw o  c o n d it io n s  fo r  e a c h  p ro p o s e d  
b a s is  c a n  b e  fo u n d  in  [30].
W e  s h a ll n o w  c o n s tru c t u n a r y  a n d  b in a r y  re la t io n s  u s in g  th e  b a s is  re p re s e n ta t io n . S u p ­
p o s e  a n o d e  (a lo c a l s h a p e  p r im it iv e )  V{ c o n ta in s  n p o in ts  ( P i , . . .  Pn), a n d  th e  b a s is  o f  th e  
n o d e  is  B *. T he b a ry c e n tr ic  c o o rd in a te s  o f  th e se  p o in ts  ( to g e th e r w i t h  th e  m e a s u re m e n ts  
s u c h  as  c o lo u r, in te n s ity  a sso c ia te d  w i t h  th e s e  p o in ts )  c a n  b e  u s e d  jo in t ly  as th e  u n a r y  m e a ­
s u re m e n ts  o f  th e  n o d e :
Xi = [CBi( .P i) ,C B i(P 2) . . .  CBi() (3 .1 1 )
If fo r  e a c h  j ,  C g . (Pj) a re  c a lc u la te d  fro m  a c o m m o n  b a s is  Bi, th e n  Xi d e sc r ib e s  th e  s h a p e  o f  
th e  s e g m e n t ir r e s p e c t iv e  o f  th e  p ro je c t io n  it  u n d e rg o e s . N o te  th a t fo r  2D  tra n s fo rm s , th e  b a s is  
m a tric e s  a re  3 x 3 , a n d  o u r  in v a r ia n t  m e a su re m e n ts  C g J P J ,  j =  1 . . .  n  a re  3  d im e n s io n a l  
v e c to rs . H o w e v e r  th e  3  c o m p o n e n ts  o f  e a c h  C g J P j )  a re  n o t  in d e p e n d e n t  f r o m  e a c h  o th er. 
In  p ra c t is e , o n ly  2  o u t  o f  th e se  3  n u m b e rs  a re  n e e d e d  to  d e sc r ib e  th e  p o in t . W e  w i l l  s h o w  
th is  p o in t  la te r  a fte r  w e  d e r iv e  th e  b a se s  fo r  v a r io u s  tra n s fo rm a tio n s .
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F o r b in a r y  m e a su re m e n ts , w e  u se  th e  b a ry c e n tr ic  c o o rd in a te  o f  th e  b a s is  Bi o f  n o d e  V7 in  
re la t io n  to  th e  b a s is  Bj o f  th e  n o d e  Vj i.e .
At, = B i B p  (3 .12 )
It c a n  b e  p r o v e d  th a t  th is  m e a s u re m e n t is a lso  a n  in v a r ia n t  to  a r b it ra ry  t r a n s fo rm a tio n  T 
i f  b o th  b a se s  a re  m e a s u re d  fro m  th e  sa m e  r ig id  o b jec t w h o s e  fe a tu re s  u n d e rg o  th e  sa m e  
t ra n s fo rm a tio n . B o th  u n a r y  a n d  b in a ry  fe a tu re s  a re  d e r iv e d  fro m  th e  sa m e  b a s is  m a trix .  
Xi d e sc r ib e s  th e  in tra -n o d e  fe a tu re s  a n d  Aij re p re s e n ts  th e  in te r -n o d e  re la tio n s . X; a n d  
Aij to g e th e r  p r o v id e  a n  orthogonal decomposition o f  th e  s h a p e  d a ta  in to  b in a r y  a n d  u n a r y  
m e a su re s .
T he g lo b a l c o n s tra in t  th a t re q u ire s  a ll th e  m a tc h e d  n o d e s  to  u n d e rg o  th e  sa m e  tr a n s fo rm  
is e m b e d d e d  in  th e  b in a ry  m e a su re  Aij w h e n  w e  e x p a n d  th e  n e ig h b o u rh o o d  o f  th e  n o d e  V{ 
to  a ll Vj V j f i in  th e  m o d e l. S u p p o s e  tw o  n o d e s  Vi w i t h  Bi a n d  Vj w i t h  Bj in  m o d e l G, 
c o r re s p o n d  to  tw o  n o d e s  V'v w i th  B'q a n d  V'q w i th  B'q in  scen e  G'. It is e a s y  to  see  th a t  
th e  m a tc h e d  p a irs  ( f t  V'v) a n d  (Vj,V'q) re s p e c t iv e ly  d e te rm in e  tw o  p o s s ib le  u n d e r ly in g  
t ra n s fo rm a tio n s  a n d  Tjq f ro m  th e  m o d e l to  th e  scen e  :
B'p = BiTip (3 .13 )
B'q =  BjTjq (3 .14 )
F ro m  3 . 1 3 ,3 . 1 4  a n d  3 .1 2 , w e  see  th a t  i f  o n e  o b s e rv e s  b in a ry  m e a s u re m e n t A{j b e tw e e n  V% a n d  
Vj a n d  A'vq b e tw e e n  V'p a n d  V'q th e n
A'pq =  =  BiTip(BjTjq)~l = BiTivTjq-lB f l = Aij , iffTip = Tjq (3 .15 )
Tiv = BfaB’p = (AijBj)-1 AlpqB'q =  Bj-1 Aij~lA!pqB'q =  Tjq , iff A'pq =  (3 .16 )
E q u a tio n s  3 .1 5  a n d  3 .1 6  te ll u s  th e  fa c t th a t  i f  th e  b in a ry  m e a su re m e n ts  in  th e  tw o  im a g e s  
a re  th e  sa m e  (i.e. A'pq = Aij), so  s h o u ld  th e  u n d e r ly in g  t ra n s fo rm a tio n  b e tw e e n  th e  p a ir s  o f  
fe a tu re s  i.e . TiP = Tjq, a n d  v ic e  v e r s a .  A ls o  i f  Tip a n d  Tjq a re  d iffe re n t, o u r  b in a ry  m e a su re s  
f ro m  th e  tw o  im a g e  m u s t  b e  d if fe re n t  to o . T h e re fo re  b in a ry  m e a s u re m e n t  Aij e x p re s s e s  th e
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c o m p a tib i li ty  o f  a p a i r  o f  la b e llin g  w i th  re s p e c t  to  th e  c o m m o n  p ro je c t iv e  t r a n s fo rm  c o n ­
s tra in t .
E q u a tio n s  3 .1 1  a n d  3 .1 2  h a v e  p r o v id e  a g e n e ra l f r a m e w o r k  fo r  d e r iv in g  in v a r ia n t  m e a ­
s u re m e n ts . N o w  w e  w i l l  d e m o n s tra te  h o w  to  o b ta in  th e  a p p ro p r ia te  b a s is  m a tr ix  f ro m  a  
g iv e n  s e t  o f  re fe re n c e  p o in ts .
3.3.2 Basis matrices for various projections
F o r t ra n s la t io n  in v a r ia n t  m a tc h in g  (E q u a tio n  3 .3 ), c o n v e n tio n a l a p p ro a c h e s  ty p ic a l ly  in v o lv e  
c o r re la t io n  m e a su re s . F o r th e  A R G  m a tc h in g  b a s e d  a p p ro a c h , m e a s u re m e n ts  lik e  d ire c tio n  
a n d  d is ta n c e  a re  u s u a l ly  u s e d . In  o u r  re p re s e n ta t io n , w e  o n ly  n e e d  o n e  re fe re n c e  p o in t  a s  a  
b a s is  s in c e  th e  to ta l n u m b e r  o f  d e g re e s  o f  fr e e d o m  is tw o . L e t th e  re fe re n c e  p o in t  b e  (a , 6). 
W e  fi ll  th e  u n o c c u p ie d  tw o  r o w  v e c to rs  o f  th e  b a s is  m a tr ix  w i th  tw o  o r th o g o n a l v e c to rs  :
(
B,= (3 .17 )
W h e n  ki % 0 a n d  k2 ft 0 a re  re a l c o n s ta n ts , it  is  e a s y  to  see  th a t B t is  a lw a y s  in v e r t ib le  (c.f. 
C o n d it io n  2  a b o v e ). N o w  a l l w e  n e e d  to  d o  in  o rd e r  to  p ro v e  B t is  a v a l id  b a s is  is  to  s h o w  
th a t th e  c o o rd in a te s  o f  th e  b a s is  p o in ts  a re  t ra n s la te d  a c c o rd in g ly  w h i le  th e  tw o  o r th o g o n a l  
v e c to rs  a re  u n c h a n g e d  (i.e. C o n d it io n  3):
B tTt
a b 1
0 ki 0
k2 0 0 J
^ 1 0  0 
0 1 0
y  tx ty 1
\ ( a ft tx b ft ty 
0 ki
\ k2 0
\
= BL (3 .18 )
w h ic h  th e  r ig h t  h a n d  b ra c k e te d  te rm  o f  E q u a tio n  (3 .18 ) c o n firm s .
S u p p o s e  th e re  is a n  a r b it ra ry  p o in t  re p re s e n te d  b y  its  h o m o g e n e o u s  c o o rd in a te  (a;, y, 1) . 
T h e in v a r ia n t  re p re s e n ta t io n  o f  th e  p o in t  is
(Cx, Gy, Gz) = (x, y, 1 )Bp  =  (1 , Aft, ~ ) (3.19)
S in c e  Cx is  c o n s ta n t, w e  c h o o se  (Cy, C z ) as  o u r  in v a r ia n t  m e a su re m e n ts .
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F o r th e  s im ila r ity  tra n s fo rm a tio n  s h o w n  in  E q u a tio n  3 .4 , w e  h a v e  to  d e te rm in e  4  p a r a m ­
e te rs . T h e re fo re  w e  c h o o se  2  re fe re n c e  p o in ts  (a, b) a n d  (c, d) a n d  m a k e  th e  b a s is  m a tr ix
 ^ a b 1 ^
B s — c d 1 (3 .20)
 ^ a(a +  d — b — c) a(a +  b — d — c) 0  j
w h e r e  cv $  0  is a re a l n u m b e r. E x p a n d in g  B STS, a g a in  w e  c a n  p r o v e  th is  to  b e  a c o rre c t  
b a sis . F o r a r b it ra ry  2D  p o in t  (x, y) w e  c a n  c a lc u la te  its  b a ry c e n tr ic  c o o rd in a te  w i t h  re sp e c t  
to  b a s is  B s : (Cx, Cy, Cz) — (x,y, l ) # / 1 . It is  e a s y  to  s h o w  th a t  Cx +  Cy =  1 , th e re fo re  w e  
c h o se  (Cy, Cz) as o u r  s im ila r ity  in v a r ia n t  re p re s e n ta t io n  o f  p o in t  (x,y). O n e  c a n  a lso  p r o v e  
th a t  b a s is  m a tr ix  B s is  a lw a y s  in v e r t ib le  p ro v id e d  p o in t  (a, b) a n d  (c, d) d o  n o t  o v e r la p . T he  
p r o o f  o f  C o n d it io n  3  is  as  fo l lo w s  :
B/T*
a 0 1
c d 1
 ^ a(a -+ d — 0 — c) a(a +  0 — d — c) 0  j
(
\
r\ r2 0
-7*2 7T 0
tx ly 1
(3 .21)
ar\ — br2 +  tx 
cr i -  d r  2 +  tx
ar2 +  0 r i  +  ty 
cr2 +  dr i +  ty
y a(ri(a + d — b — c) + r2(c + d — a — b)) a(ri(a + b — c — d) + r2(a + d — b — c)) 0 j
(3 .22)
= B' (3 .23)
To d a te , m o s t  re la t io n a l re c o g n itio n  s y s te m s  b a se d  o n  m a tc h in g  re la t io n a l s t ru c tu re s  a re  
o n ly  a b le  to  h a n d le  r ig id  tra n s fo rm a tio n s . T h e  re a s o n  fo r  th is  e s s e n t ia lly  lie s  in  th e  p ro b le m  
o f  h a n d lin g  g lo b a l t ra n s fo rm a tio n  c o n s tra in ts , a n d  in  th e  la c k  o f  sy s te m a tic  a p p ro a c h e s  th a t  
u s e  th e  k n o w le d g e  o f  in v a r ia n ts  to  d e v e lo p  re la t io n a l re p re s e n ta tio n . In  [1] a  s e t o f  r ig id  
t r a n s fo rm  in v a r ia n t  u n a r y  a n d  b in a ry  m e a su re s  h a s  b e e n  p ro p o s e d  fo r  m a tc h in g  s tra ig h t  
lin e  se g m e n ts . T h ese  fe a tu re s  w e r e  c h o se n  la rg e ly  b y  h e u r is tic  g u e sse s . T h ere  is  n o  g u a r ­
a n te e  o f  th e  d a ta  b e in g  o r th o g o n a lly  d e c o m p o s e d  in to  re la t io n a l m e a su re m e n ts  o f  d if fe re n t  
o rd e rs , a n d  th e re  is  n o  c le a r  in d ic a tio n  o f  h o w  th e se  fe a tu re s  c a n  b e  u s e d  fo r  n o n  lin e  s e g ­
m e n t m a tc h in g  sce n a rio s . In  c o n tra s t, w e  h a v e  d e m o n s tra te d  th a t  f ro m  th e  g e n e r ic  c o n c e p t
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o f  " b a ry c e n tric  c o o rd in a te " , o n e  c a n  derive a la rg e  fa m ily  o f  u n a r y  a n d  b in a r y  in v a r ia n t  m e a ­
su re s  w i t h  p ro v a b le  p ro p e r t ie s . T h ese  in v a r ia n ts  co m e  w i th  t id y  m a tr ix  fo rm u la t io n s  th a t  a re  
e a s y  to  p ro g ra m  a n d  v e r ify . M o re  im p o rta n tly , th e  d e v e lo p m e n t  o f  o u r  in v a r ia n t  re p re s e n ­
ta tio n s  h a s  s h o w n  a  w a y  o f  s y s te m a tic  e x p lo ita t io n  o f  in v a r ia n t  k n o w le d g e  in  th e  c o n te x t  o f  
re la t io n a l im a g e  re p re s e n ta t io n  a n d  m a tc h in g . T h is w i l l  b e c o m e  m o re  c le a r  a f te r  w e  d e v e lo p  
o u r  a ffin e  a n d  p e rs p e c t iv e  in v a r ia n t  re p re s e n ta t io n s .
F o r th e  a ffin e  t ra n s fo rm  s h o w n  in  (3 .6), g iv e n  3  n o n e  c o llin e a r  re fe re n c e  p o in ts  (a , b), 
(c, d) a n d  (e, / ), th e  p ro p o s e d  b a s is  m a tr ix  is  :
B n =
b 1 
d 1 
/ 1
\
(3 .24)
T h e  v a l id i t y  o f  C o n d it io n  2  is c o n f irm e d  b y  n o tic in g  th a t B a is a lw a y s  in v e r t ib le  w h e n  th e  
3 re fe re n c e  p o in ts  in  th e  b a s is  a re  n o t  c o llin e a r. A ls o  w e  can  p r o v e  th a t  B a is  a  v a l id  b a s is  
fo r  a f fin e  t ra n s fo rm a tio n  b y  e x p a n d in g  B aTa a n d  s h o w  th a t th e  b a s is  m a tr ix  u n d e rg o e s  th e  
sa m e  tra n s fo rm a tio n  as  a r b it ra ry  p o in t  (x , y) d o es . In  fa c t, s in ce  e a c h  re fe re n c e  p o in t  is t r a n s ­
fo rm e d  in d e p e n d e n t ly  b y  Ta a n d  B a is  a r ra n g e d  as a n  e n se m b le  o f  c o o rd in a te s  o f  th e  th re e  
re fe re n c e  p o in ts , c o n d it io n  B'a = B aTa a lw a y s  h o ld s .
S u b s t itu t in g  (3 .24) a n d  (3 .1) in to  (3.9) a n d  s im p lify in g , w e  o b ta in  a n  a ffin e  in v a r ia n t  r e p ­
re s e n ta t io n  fo r  a r b it ra ry  p o in t  (#, y, 1) in  th e  im a g e  : ( re la t iv e  to  a n  o rd e re d  se t o f  re fe re n c e  
p o in ts )
(CX,Cy,CZ) =
( x y 1 )
ad ft cf +  eb — af — cb — ed
( d - f  f - b  b-d  ^
e — c a — e c — a 
y cf — ed eb — af ad — cb J
(3 .25)
T h e  b a s is  o f  th e  fo rm  in  (3 .24) h a s  b e e n  p ro p o s e d  in  [28] as a fe a tu re  fo r  g e o m e tr ic  h a s h in g  
a n d  s o m e  a lso  u s e d  it  fo r  m a tc h in g  b y  b a c k  p ro je c tio n . H ere  w e  u se  it  a s  a  to o l fo r  d e v e lo p in g  
a n  a ffin e  in v a r ia n t  re la t io n a l d e sc r ip tio n . N o te  th a t  Cx ft Cy ft Cz =  1, th e re fo re  w e  c h o o se  
[Gy, Cz) as o u r  in v a r ia n t  re p re s e n ta t io n  o f  a p o in t.
P e rs p e c t iv e  t r a n s fo rm  in  (3.7) is  a n o th e r  im p o rta n t  p ro je c tio n  m o d e l. F o r th e  2D  2  p o in t  
p e rs p e c t iv e  t ra n s fo rm , w e  n e e d  fo u r  re fe re n c e  p o in ts  (a , b), (c, d), (e, /) a n d  (g, h) to  d e te r -
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m in e  a s e t  o f  8  p a ra m e te rs . In  o rd e r  to  fa c ilita te  c a lc u la tio n s , w e  p ro p o s e  to  u s e  4 D  h o m o g e ­
n e o u s  c o o rd in a te s  o f  a  p o in t  in s te a d  o f  th e  3D  h o m o g e n e o u s  c o o rd in a te s , i.e . to  re p re s e n t  a  
2 D  p o in t  (a , b) u s in g  c o o rd in a te  (a , 6 , 1 , 1 ) .  A c c o rd in g ly , w e  a u g m e n t th e  p e rs p e c t iv e  t ra n s ­
fo rm  m a tr ix  in  (3 .7) w i t h  a c o lu m n  v e c to r  a n d  a  r o w  v e c to r  :
T„ =
( r i  7*2 p 0
r 3 r 4 q 0
tx ty 1 0
\ 0 0 0 1 J
(3 .26)
O n e  c a n  s h o w  th a t  th e  4D  h o m o g e n e o u s  re p re s e n ta t io n  o f  p o in ts  a n d  th e  a u g m e n ta t io n  o f  
th e  p e rs p e c t iv e  t ra n s fo rm  m a tr ix  d o  n o t  a ffe c t th e  c a lc u la tio n  o f  th e  p e rs p e c t iv e  tra n s fo rm .  
C o n s id e r  a  p o in t  (%, y) p e rs p e c t iv e ly  tra n s fo rm e d  b y  Tp, Its t r a n s fo rm e d  c o o rd in a te  w i l l  b e  :
x y 1
t  r i 7'2 p ^
r 3 ?-4 q
lx ly 1
^ r\x +  r 3y  +  tx r2x far^ y + ty pxfaqyfal^J (3 .27)
T h is  c a lc u la tio n  in  its  a u g m e n te d  4D  h o m o g e n e o u s  fo rm  is
x y 1 1
 ^ r i  7*2 p 0 ^
r 3 7-4 q 0
tx ty 1 0
\ 0 0 0 1 j
r\x +  rsy +  tx r2x +  r 4y  + ty px fa-qy fa 1 1
(3 .28)
F ro m  (3 .28), w e  c a n  see  th a t  th e  4 th  d im e n s io n  in  th e  (x, y, 1 , 1 )  re p re s e n ta t io n  o f  p o in t  (x, y) 
d o e s  n o t  a ffe c t th e  c a lc u la tio n  o f  th e  tra n s fo rm . T h e  p u rp o s e  o f  a u g m e n tin g  th e  c o o rd in a te  
s y s te m  w i t h  a n  e x tra  d im e n s io n  is  to  a id  th e  re p re s e n ta t io n  o f  th e  fo u r  re fe re n c e  p o in ts  in
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te rm s  o f  a  s q u a re  a n d  in v e r t ib le  b a s is  m a tr ix , w h ic h  can  th e n  s im p ly  b e  :
Bp =
a b 1 0  
c d 1 0  
e / 1 0 
\ g h 1 I J
To p r o v e  C o n d it io n  3  fo r  th e  b a s is  to  b e  v a l id ,  e x p a n d  BpTp a n d  le t  th e  r e s u lt  b e  B'p
(3 .29)
B'p = BpTp =
 ^ a! b' z\ 0 ^
c' d! z2 0
e' f  z3 0
[  g' h! z4 1 J
( a b 1 0  
c d 1 0  
e / 1 0
V 9 h 1 ! j
^ ( ri r2 p 0  ^
r 3 r 4 q 0
tx ty 1 0
\ 0 0 0 1 J
(3 .30)
W e  c a n  e a s i ly  s h o w  th a t  (a1, b' , z\), (c', d',z2), (e', z3) a n d  (gf, h!, z4) a re  th e  h o m o g e n e o u s
c o o rd in a te s  o f  th e  p ro je c tio n s  o f  th e  re fe re n c e  p o in ts  (a , b), (c, d), (e, /) a n d  (g, h) re s p e c tiv e ly .  
T h u s  w h e n  th e  re fe re n c e  p o in ts  in  th e  m o d e l c o r re s p o n d  to  th e  re fe re n c e  p o in ts  in  th e  sce n e , 
th e  b a s is  m a tr ic e s  in  th e  tw o  d o m a in  a re  re la te d  to  e a c h  o th e r  b y  a s im p le  m u lt ip lic a t io n  v ia  
th e  t r a n s fo rm a t io n  m a tr ix  Tp. A ls o  n o te  th a t  th e  p ro p o s e d  b a s is  Bp is  a lw a y s  in v e r t ib le  w h e n  
e v e r y  t r ip le t  o u t  o f  th e  fo u r  p o in ts  is  n o t  c o llin e a r. T h e re fo re  Bp sa tis fie s  a ll th e  c o n d it io n s  o f  
a v a l id  b a s is .
In  s u m m a ry , w e  h a v e  s h o w n  h o w  to  u s e  b a ry c e n tr ic  c o o rd in a te s  a n d  re fe re n c e  p o in ts  
to  d e v e lo p  u n a r y  a n d  b in a ry  p ro je c tiv e  in v a r ia n ts . T he a d v a n ta g e s  o f  o u r  a p p ro a c h  a re  as  
fo l lo w s  :
1. W e  d e r iv e d  a  se t o f  in v a r ia n t  m e a su re s  fro m  th e  g e n eric  c o n c e p t o f  b a ry c e n tr ic  c o o r ­
d in a te . A n d  p r o v id e d  a  s e t  o f  c o n d it io n s  th a t  m u s t  b e  s a tis f ie d  in  o rd e r  to  u s e  th e  
in v a r ia n t  fo rm u la . W e  h a v e  d e m o n s tra te d  its  a p p lic a b ility  in  a  w id e  c lass  p ro je c t iv e  
t ra n s fo rm s , fro m  tra n s la t io n  to  p e rs p e c t iv e . T he m e th o d o lo g y  c a n  b e  e x te n d e d  to  3 -D  
a n d  p h o to g ra p h ic  p ro je c tio n  as  w e ll .
2. I n v a r ia n t  m e a s u re s  w e  d e v e lo p e d  h a v e  a  n u m b e r  o f  d e s ira b le  q u a lit ie s . T h e y  d e c o m ­
p o s e  th e  d a ta  o r th o g o n a lly  in to  b in a ry  a n d  u n a r y  re la t io n s .lt  is  s im p le  a n d  e le g a n t  to  
a l lo w  e ffic ie n t c o m p u ta t io n  a n d  e a s y  a n a ly s is .
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3. M o s t  im p o rta n tly , w e  h a v e  d e m o n s tra te d  a  w a y  o f  c a p tu r in g  g lo b a l g e o m e tr ic  t ra n s fo r ­
m a tio n  c o n s tra in t  u s in g  o n ly  b in a ry  re la t io n s  a n d  th u s  e n a b le  th e  u s e  o f  d e te rm in is t ic  
A R G  m a tc h in g  a lg o r ith m s  fo r  s h a p e  m a tc h in g  u n d e r  c o m p le x  p ro je c t iv e  t ra n s fo rm s .
4 . O u r  a p p ro a c h  is  b a se d  s o le ly  o n  sa lie n t re fe re n c e  p o in ts . U s in g  th e  p ro p o s e d  u n a r y  
in v a r ia n t  m e a su re m e n ts , w e  can  re p re s e n t  a n d  re c o n s tru c t a r b it ra ry  m e a s u re m e n ts  as­
so c ia te d  a  n o d e , e v e n  it  is a u n p a ra m e te r is e d  c o n to u r  o r  a g ro u p  o f  sc a tte re d  re g io n s .  
T h e n o d e s  o f  o u r  A R G  re p re s e n ta t io n  can  v i r tu a l ly  b e  a n y th in g , n o t  ju s t  lin e  se g m e n ts .
3.3.3 Measurement Error and Stability
G iv e n  a m o d e l o f  th e  e r r o r  p ro c e ss  a ffe c tin g  th e  m e a su re m e n t o f  a n  im a g e  d a ta  p o in t  P  =  
(Px,Py ), w e  c a n  in fe r  th e  a p p ro p r ia te  e r r o r  m o d e l o f  its  in v a r ia n t  re p re s e n ta t io n . W e  s h a ll  
i l lu s tra te  h o w  to  d e r iv e  th e  n o ise  c h a ra c te r is tic s  o f  o u r  in v a r ia n t  b in a ry  a n d  u n a r y  m e a s u re s  
fo r  th e  a ffin e  in v a r ia n c e  case. T h e  sa m e  a n a ly s is  c a n  b e  a p p lie d  to  o b ta in  th e  s ta b ili ty  o f  
o th e r  p ro je c t iv e  in v a r ia n t  m e a su re s .
W e  s h a ll  a s s u m e  th a t  th e  p o s it io n  m e a su re m e n ts  o f  a ll im a g e  p o in ts  a re  i.i.d . G a u s s ia n  
w it h  c o v a r ia n c e  m a tr ix  :
F o r a ffin e  in v a r ia n ts  w i t h  b a s is  (3 .24), w e  c a n  d e r iv e  th e  c o v a ria n c e  s tru c tu re  o f  (Cx, Gz) in
w h e r e  A  =  y\x2 - y2x\ is  tw ic e  th e  a re a  o f  th e  b a s is  tr ia n g le  fo rm e d  b y  th e  th re e  c o n s titu e n t  
p o in ts , a n d  aq =  a — c, x2 =  e — c, y\ =  b — d a n d  y2 = f — d. It c a n  b e  e a s i ly  se e n  
f ro m  (3 .32),(3 .33) a n d  (3 .34) th a t th e  la rg e r  th e  a re a  o f  th e  b a s is  t r ia n g le  th e  m o re  s ta b le  a re  
th e  in v a r ia n t  m e a su re s . B y  d e fin in g  a n d  m in im is in g  th e  a v e ra g e  s e n s it iv i ty  a n d  m a x im a l  
s e n s it iv i ty  o f  a r b i t ra ry  p o in t  P  to  b a s is  B  [28], G o tsm a n  s h o w e d  th a t  th e  tr ia n g le s  in sc r ib e d  
in  a c o n v e x  re g io n  w i th  a m a x im u m  a re a  a n d  tr ia n g le s  w i th  a  m a x im u m  a r e a / p e r im e te r
(3 .3 1)
(3 .2 5 ) :
(3 .32)
(3 .34)
(3.33)
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ra t io  fo rm  r e la t iv e ly  ro b u s t  b a s is . F ro m  o u r  p o in t  o f  v ie w , G o tsm a n 's  re s u lt  is  a  sp e c ia l ca se  
th a t  c a n  b e  d e r iv e d  f ro m  (3 .32),(3 .33) a n d  (3 .34) u n d e r  th e  a s s u m p tio n  th a t  <jx2 =  <jy2 =  a2 
a n d  oxy =  0. W h e n  m a tc h in g  o u r  A R G  d e s c r ip tio n s  o f  im a g es , th e  in e x a c tn e ss  is  c a p tu re d  
b y  m o d e llin g  th e  m e a s u re m e n t w i t h  a  p ro b a b ili ty  d e n s ity  fu n c tio n  w h ic h  h a s  a c o v a r ia n c e  
s tru c tu re  d e sc r ib e d  b y  (3 .32)-(3 .34 ).
To v e r i f y  th e  m e a s u re m e n t s ta b ili ty  c h a ra c te r is t ic s  o f  o u r  in v a r ia n t  m e a s u re m e n ts , w e  
p e r fo r m e d  c o n tro l le d  e x p e r im e n ts  as fo l lo w s  :
1. A  s e r ie s  o f  1 0 0  b y  10 0  im a g e  a re  g e n e ra te d , e a c h  c o n ta in s  5 ,0 0 0  r a n d o m  p o in ts .
2. G e n e ra te  a s e r ie s  o f  t r ip le s  o f  p o in ts  w h ic h  w i l l  fo rm  o u r  a ffin e  b ases . T h e  t r ip le ts  a re  
s e le c te d  o f  d if fe re n t  s iz e  to  i llu s tra te  th e  fa c t th a t th e  n o ise  s e n s it iv i ty  o f  o u r  in v a r ia n c e  
m e a s u re m e n ts  d e p e n d s  o n  g re a t ly  o n  th e  s ize  o f  th e  b a s is  tr ia n g le .
3. P e r tu rb  p o s it io n s  o f  b o th  b a se s  a n d  d a ta  p o in ts  w i th  v a r io u s  le v e ls  o f  G a u s s ia n  n o is e  
a n d  c a lc u la te  th e  in v a r ia n t  u n a r y / b in a r y  d e sc r ip tio n s  fo r  e a c h  im a g e .
4. T h e  in v a r ia n t  d e sc r ip tio n s  a re  m a p p e d  b a c k  in to  th e  im a g e  p la n e  u s in g  th e  g ro u n d  
t r u th  o f  th e  p ro je c tio n . T he a v e ra g e  d is ta n c e  o f  th e  m a tc h e d  d a ta  p o in ts  a re  c a lc u la te d  
as a in d ic a to r  o f  th e  e r r o r  g e n e ra te d  d u r in g  th e  in v a r ia n c e  c a lc u la tio n  as  e ffe c t o f  n o ise .
5. T h e  m a tc h in g  e r r o r  as  fu n c tio n  o f  n o is e  le v e l  a n d  b a s is  s ize  a re  i l lu s t r a te d  in  F ig u re  3 .1 .
O n e  c a n  see  f r o m  F ig u re  3 .1  th a t  th e  s ta b ili ty  o f  th e  in v a r ia n t  m e a su re m e n ts  d e p e n d s  g re a t ly  
o n  th e  n o is e  le v e l  r e la t iv e  to  th e  b a s is  s ize . H e re  w e  c h o o se  to  m e a s u re  th e  b a s is  s ize  u s in g  
its  a re a -p e r im e te r  ra t io , a n d  th e  u n it  is in  p ix e ls . W e  a lso  c h o o se  th e  m e a su re  th e  n o is e  le v e l  
u s in g  th e  s ta n d a rd  d e v ia t io n  o f  p o in t  p o s it io n  fro m  its  a c tu a l p o s it io n , th is  a lso  m e a s u re s  
in  p ix e ls . W h e n  th e  b a s is  s ize  is  c o m p a ra b le  to  th e  n o ise  le v e l,  as i l lu s t r a te d  in  s u b -f ig u re  ( 
3 .1 .1 ) ,  ( 3 .1 .2 )  a n d  ( 3 .1 .3 ) , th e  m e a s u re m e n t e r r o r  is v e r y  la rg e  a n d  is h ig h ly  u n s ta b le . T h is  is  
d u e  to  th e  fa c t th a t  a b a d ly  p e r tu rb e d  s m a ll b a s is  c a n  g e n e ra te  g re a t m is m a tc h e s  in  th e  p o in t  
p o s it io n s . T h e re fo re  it  is  n o t  p o s s ib le  to  p e r fo rm  b a c k -p ro je c tio n  b a s e  m a tc h in g  in  s u c h  
c ase , a n d  th e  c o m p a tib ility  m e a su re  fo r  n o d e s  w i t h  sm a ll b a s is  m a y  a p p e a r  to  b e  a s m a ll  
a n d  ra n d o m  n u m b e r. H o w e v e r , w h e n  th e  b a s is  s iz e  is la rg e r  th a n  5  t im e s  th e  n o is e  le v e l ,  
th e  m e a s u re m e n t  is e n t ire ly  s ta b le  a n d  a c c u ra c y  im p ro v e s  q u ic k ly  as  th e  n o is e  le v e l  d ro p s
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d o w n  a n d  b a s is  s ize  in cre a ses . T h ro u g h  e x te n s iv e  c o n tro lle d  e x p e r im e n ta tio n , w e  o b ta in e d  
th e  fo l lo w  ru le  o f  th u m b  w h e n  u s in g  th e  p ro p o s e d  b a s is  u n d e r  n o is y  c o n d it io n s  :
•  W h e n  th e  e s t im a te d  e r r o r  in  p o in t  p o s it io n s  is g re a te r  o r  c o m p a ra b le  to  th e  s iz e  o f  th e  
b a s is , o n e  s h o u ld  n o t  a t te m p t to  u s e  b a c k -p ro je c tio n  fo r  m a tc h in g , a n d  th e  c o m p a tib il­
i t y  in  s u c h  s itu a tio n s  c a n  b e  s u b s t itu te d  b y  a  sm a ll r a n d o m  n u m b e r. N o te  th a t  th is  is  
n o t  a  s itu a tio n  th a t  a r ise s  o fte n , s in ce  in  m o s t  cases, w e  c a n  o b ta in  b a s is  t r ip le ts  th a t  is  
in  s o m e  o rd e r  o f  m a g n itu d e  g re a te r  th a n  th e  n o ise  le v e l.  F o r e x a m p le , a v e ra g e  c o rn e r  
d e te c tio n  a lg o r ith m s  g e n e ra te s  p o s it io n a l e r ro rs  (v e rs u s  th e  g ro u n d  tru th )  u n d e r  n o r ­
m a l im a g e  n o is e  a t a  le v e l  o f  a  f e w  p ix e ls , w h e re  as  th e  s e p a ra tio n s  o f  th e  c o rn e rs  a re  
o fte n  m u c h  la rg e r  in  th e  im a g e  (o fte n  m e a su re s  in  a fe w  te n s  o r  h u n d re d s  o f  p ix e ls , i.e. 
in  m o s t  c ases  th e  d a ta  is  in  th e  re g io n  d e sc r ib e d  b y  F ig u re  3 .1 .9  o r  b e tte r) .
•  It is  o b v io u s  to  se e  f r o m  F ig u re  3 .1  th a t  th e  la rg e  th e  b a s is  th e  g re a te r  s ta b ili ty  o f  th e  
m e a s u re m e n ts  w i t h  re s p e c t to  n o ise . O n e  s h o u ld  t r y  to  u s e  la rg e r  b a se s  w h e n e v e r  
p o ss ib le .
T he c o v a r ia n c e  s tru c tu re  fo r  th e  p ro p o s e d  in v a r ia n ts  o f  tra n s la t io n , s im ila r i ty  t ra n s fo rm  
a n d  p e rs p e c t iv e  t ra n s fo rm  c a n  a lso  b e  d e r iv e d  in  a  s im ila r  w a y .
In  p ra c tic e  th e  re fe re n c e  p o in ts  fro m  w h ic h  w e  b u i ld  th e  b a s is  a re  o b ta in e d  f r o m  th e  im ­
a g e  u s in g  s o m e  s a lie n t  fe a tu re s  su ch  as  in fle x io n s  o n  c u rv e s  [23], la rg e s t  in s c r ib e d  tr ia n g le s  
[28] a n d  b i- ta n g e n t p o in ts  a ro u n d  c o n c a v itie s . A s  th e  d e te c tio n  o f  th e s e  p o in ts  is  n o t  n o is e  
fre e , th e  b a s is  m a tr ix  a lso  s u ffe rs  fro m  so m e  k in d  o f  e rro r , a n d  th e  e ffe c t b e c o m e s  d if f ic u lt  to  
a n a ly s e  w h e n  th e  e r r o r  o f  o u r  in v a r ia n t  re p re s e n ta t io n  o f  th e  d a ta  p o in t  P  d o e s  n o t  o n ly  d e ­
p e n d  o n  its  p o s it io n in g  e r r o r  in  th e  C a rte s ia n  s y s te m  b u t  a lso  o n  th a t  o f  th e  re fe re n c e  p o in ts .  
F o r th e  a ffin e  b a s is  (3 .24), th e re  h a s  b e e n  so m e  w o r k  d ire c te d  to w a rd s  f in d in g  th e  s e n s it iv i ty  
o f  in v a r ia n t  m e a su re m e n ts  in  re la t io n  w ith  th e  ch o ice  o f  th e  re fe re n c e  p o in ts  e .g . in  [28]. 
B u t in  o u r  p ro b le m , w e  a re  c o n s tra in e d  to  th e  ch o ice  o f  re fe re n c e  p o in ts  w h ic h  a re  n o t  o n ly  
in v a r ia n t  to  th e  t ra n s fo rm a tio n , b u t  a lso  lo c a lly  d e te c ta b le  a n d  a p p lic a b le  to  o b jec ts  w i t h  a r­
b i t r a r y  c o n v e x it ie s  a n d  c o n c a v itie s . In  p ra c tic e , w e  c h o o se  a c o m b in a tio n  o f  bi-tangent a n d  
m a x im u m  a v e ra g e  F isc h le r-B o lle s  sa lie n c y  p o in ts  [25] as  th e  re fe re n c e  p o in ts  fo r  th e  a b o v e  
re a so n .
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3 . 4  E x p e r i m e n t s
In  th e  p r e v io u s  se c tio n s  w e  h a v e  a rg u e d  th a t  th e  im a g e  m e a su re m e n ts , as m e a s u re d  in  th e  
b a ry c e n tr ic  c o o rd in a te  s y s te m  d e fin e d  b y  th e  re fe re n c e  p o in ts , a re  in v a r ia n t  to  th e  p ro je c tio n . 
W e  c a n  v e r i f y  th is  b y  v is u a lis in g  th e  im a g e  m o d e l a n d  its  p ro je c tio n  in  th e ir  b a ry c e n tr ic  c o ­
o rd in a te s . F ig u re s  3 .2  3 .3  3 .6  3 .7  3 .1 0  3 .1 1  1 s h o w  a s e t  o f  2D  sh a p e s  u n d e r  a ffin e  p ro je c tio n , 
F ig u re s  3 .4  3 .5  3 .8  3 .9  3 .1 2  3 .1 3  s h o w s  th e  c o r re s p o n d in g  n o rm a lis e d  im a g e s  in  th e  b a r y c e n ­
tr ic  c o o rd in a te  s y s te m . O n e  c a n  see  th a t  th e  a rb it ra ry  p ro je c tio n s  d o  n o t  c h a n g e  th e  o b jec ts ' 
re p re s e n ta t io n  in  th e  b a ry c e n tr ic  c o o rd in a te  s y s te m . T h is  su g g e s ts  th a t  th e  c o o rd in a te  t r a n s ­
fo rm  b y  fo rm u la  P B ~ X (c.f. 3 .9 ) g e n e ra te s  in v a r ia n t  u n a r y  m e a su re s .
Q u a n tita t iv e ly , o n e  c a n  d e m o n s tra te  th e  in v a r ia n t  p ro p e r t ie s  o f  th e  u n a r y  re la t io n s  b y  
p lo tt in g  th e  su c c e s s iv e  v a lu e s  o f  th e  s a m p le s  o f  a c o n to u r  in  th e  b a ry c e n tr ic  c o o rd in a te  s y s ­
te m  c o r re s p o n d in g  to  a p a r t ic u la r  tra n s fo rm a tio n , w h ic h  is lo c a te d  a t a  g iv e n  re fe re n c e  p o in t  
o n  th e  c o n to u r. In  th is  s im p le  d e m o n s tra t io n  th e  o b jec t is a tea  p o t . W e  h a v e  g e n e ra te d  
th e  v a r io u s  v ie w s  s y n th e t ic a lly  b y  re -m a p p in g  th e  o r ig in a l te a  p o t  im a g e  s h o w n  in  F ig u re
3 .4  v ia  th e  re s p e c t iv e  tra n s fo rm a tio n s . F ig u re  3 .4  s h o w s  th e  e x a m p le  c o n to u r  fr o m  w h ic h  
th e  in v a r ia n t  d a ta  a re  c o m p u te d  a n d  te s te d . T he in v a r ia n ts  c o m p u te d  fro m  th is  c o n to u r  fo r  
t ra n s la t io n , s im ila r ity , a ffin e  a n d  p e rs p e c t iv e  t ra n s fo rm s  a re  s h o w n  in  F ig u re  3 .1 6 , 3 .1 7 , 3 .1 8  
a n d  3 .1 9  re s p e c tiv e ly . T h e y  s h o w  a  g o o d  n u m e ric a l a g re e m e n t fo r  a ll fo u r  c la sse s  o f  t r a n s fo r ­
m a tio n . It is  e a s y  to  see  th a t  fo r  e a c h  case  o n ly  2  v a r ia b le s  a re  in d e p e n d e n t  o f  e a c h  o th e r. In  
th e  case  o f  t ra n s la t io n  in v a r ia n ts , o n e  o f  th e  3  p a ra m e te rs  is a  c o n s ta n t (o f v a lu e  1 ,  i f  th e  b a s is  
a re  c h o s e n  w i t h  p a ra m e te rs  k\ =  k2 =  1). F o r e a c h  a ffin e  in v a r ia n t  p o in t  re p re s e n ta t io n , th e  
s u m  o f  th e  th re e  p a ra m e te rs  is  1 , so  o n ly  2  o f  th e m  a re  n e e d e d  to  s p e c ify  th e  m e a s u re m e n ts .  
N o te  th a t  th e  fo l lo w in g  c o n d it io n s  m a y  c o n tr ib u te  to  th e  d isc re p a n c ie s  b e tw e e n  th e  m o d e l  
m e a s u re m e n ts  a n d  th e  sce n e  m e a s u r e m e n t :
1 . L a rg e  e r r o r  in  th e  d e te c tio n  o f  re fe re n c e  p o in ts .
2. O cc lu s io n .
3. S h a p e  s h r in k a g e  d u e  to  sc a lin g  m a y  a lso  re d u c e s  th e  resolution o f  m a tc h es .
‘Here we use an image coordinate system which is left-handed, and with the origin at the top left corner of 
the image.
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node triplet (i — 1 , i, i + 1 ) binary measures from model binary measures from scene
( 1 / 2 , 3 )
0.001.000.00
0.00-0.001.00
- 1 . 1 7
0 . 0 2
2 . 1 5
-0.001.000.00
-0.00-0.001.00
- 1 . 1 6
0 . 0 4
2 . 1 1
(3,2,1)
-1.17
0.02
2.15
0.00
- 0 .0 0
1.00
0.00
1.00
0.00
-1.16
0.04
2 .11
- 0 . 0 0
- 0 .0 0
1.00
- 0 .0 0
1.00
0.00
(2,3,4)
0.00
-0.00
1.00
-1.17
0.02
2.15
0.04
- 0 .6 6
1.62
- 0 .0 0
- 0 .0 0
1.00
-1.16
0.04
2 .11
0.07
-0.64
1.57
(4,3,2)
0.04
- 0 .6 6
1.62
-1.17
0.02
2.15
0.00
- 0 .0 0
1.00
0.07
-0.64
1.57
-1.16
0.04
2 .11
- 0 .0 0
- 0 .0 0
1.00
(3,4,5)
-1.17
0.02
2.15
0.04
- 0 .6 6
1.62
0.10
-2.16
3.06
-1.16
0.04
2 .11
0.07
-0.64
1.57
0.21
-2.03
2.82
(5,4,3)
0 .10
-2.16
3.06
0.04
- 0 .6 6
1.62
-1.17
0.02
2.15
0.21
-2.03
2.82
0.07
-0.64
1.57
-1.16
0.04
2 .11
(4,5,6)
0.04
- 0 .6 6
1.62
0 .10
-2.16
3.06
1.14
-1.27
1.13
0.07
-0.64
1.57
0.21
-2.03
2.82
1.17
-1.19
1.02
(6,5,4)
1.14
-1.27
1.13
0 .10
-2.16
3.06
0.04
- 0 .6 6
1.62
1.17
-1.19
1.02
0.21
-2.03
2.82
0.07
-0.64
1.57
T able 3 .1 :  C o m p a r is o n  o f  b in a ry  m e a su re m e n ts  o f  th e  m o d e l a n d  o f  th e  sce n e  ( fo r  i = 
2 . . .  5)
F o r b in a ry  re la t io n s  w e  d e m o n s tra te  th e  p ro p o s e d  m e th o d o lo g y  o n  th e  s ta r  im a g e  in  
F ig u re  3 .20 . It c o n ta in s  a g ro u p  o f  n  =  10  fe a tu re  p o in ts  fro m  w h ic h  w e  c o n s tru c t  n - 1  n o d e s  
w ith  b a s is  Bi(pi-i,pi,pi+2),i =  1 . . .  n  -  1. T h e  im a g e  is  m a tc h e d  to  its  a ffin e  t ra n s fo rm e d  
v e r s io n  s h o w n  in  F ig u re  3 .2 1 . F o r b in a ry  m e a su re m e n t , w e  n e e d  to  ta k e  tw o  se ts  o f  re fe re n c e  
p o in ts  fro m  e a c h  im a g e , e a ch  se t c o n ta in s  3  p o in ts  fo r  a n  a ffin e  b a s is . T h e  tw o  se ts  m a y  
s h a re  a t  m o s t  tw o  p o in ts  w i th  e a c h  o th er, th e re fo re  in  p ra c tic e , i t  is  su ffic ie n t to  h a v e  a n  
o rd e re d  lis t  o f  fo u r  p o in ts  to  o b ta in  a b in a ry  m e a su re . T able 3 .1  s h o w s  th a t  b in a ry  re la t io n s  
Aij =  =  2 . . .  n -  1 a re  id e n tic a l in  b o th  im a g e s  (i.e. th e y  a re  in v a r ia n t  to  a ffin e
tra n s fo rm .)  M o re o v e r , th e  b in a ry  re la t io n s  a re  id e n tic a l o n ly  i f  th e  tw o  n o d e s  c o r re s p o n d  
to  e a c h  o th er. T he b in a ry  re la t io n  A\j n e v e r  y ie ld s  th e  sa m e  v a lu e  fo r  d i f fe re n t  i u n le s s  
th e  n o d e s  c o m p le te ly  o v e r la p  in  th e  im a g e . T h is is  th e  case  e v e n  w h e n  th e  o b jec t c o n ta in s  
s y m m e tr ic  fe a tu re s  (su ch  as n o d e s  ( 1 ,2 , 3 )  a n d  ( 1 , 1 0 , 9 )  etc . in  th is  "star"  fig u re ) .
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nod e trip let (i — 1, i, i +  1) b in ary  m easures from  m odel b in ary  m easures from  scene
(5,6,7)
0.10
-2.16
3.06
1.14
-1.27
1.13
2.95-2.20
0.25
0.21
-2.03
2.82
1.17
-1.19
1.02
3.14
-2.11
-0.03
(7,6,5)
2.95
- 2 .2 0
0.25
1 .14
- 1 . 2 7
1.13
0 .10
- 2 . 1 6
3.06
3 .14
- 2 . 1 1
- 0 .0 3
1 .17
- 1 . 1 9
1.02
0.21
- 2 .0 3
2.82
(6,7,8)
1 .14
- 1 . 2 7
1.13
2.95
- 2 .2 0
0.25
1.65
- 0 .7 5
0 .10
1 .17
- 1 . 1 9
1.02
3 .14
- 2 . 1 1
- 0 .0 3
1.74
- 0 .6 9
- 0 .0 5
(8,7,6)
1.65
- 0 .7 5
0 .10
2.95
- 2 .2 0
0.25
1.14
- 1 . 2 7
1.13
1.74
- 0 .6 9
- 0 .0 5
3 .14
- 2 . 1 1
- 0 .0 3
1 .17
- 1 . 1 9
1.02
(7,8,9)
2.95
- 2 .2 0
0.25
1.65
- 0 .7 5
0 .10
2.40
- 0 .0 5
- 1 .3 5
3 .14
- 2 . 1 1
- 0 .0 3
1.74
- 0 .6 9
- 0 .0 5
2.49
- 0 .0 3
- 1 .4 6
(9,8,7)
2.40
- 0 .0 5
- 1 . 3 5
1.65
- 0 .7 5
0 .10
2.95
- 2 .2 0
0.25
2.49
- 0 .0 3
- 1 .4 6
1.74
-0 .6 9
-0 .0 5
3 .14
- 2 . 1 1
- 0 .0 3
(8,9,10)
1.65
- 0 .7 5
0 .10
2.40
- 0 .0 5
- 1 .3 5
1.00
0.00
0.00
1.74
- 0 .6 9
- 0 .0 5
2.49
- 0 .0 3
- 1 . 4 6
1.00
- 0 .0 0
0.00
(10,9,8)
1.00
0.00
0.00
2.40
- 0 .0 5
- 1 .3 5
1.65
-0 .7 5
0 .10
1.00
- 0 .0 0
0.00
2.49
- 0 .0 3
- 1 .4 6
1.74
- 0 .6 9
- 0 .0 5
(9,10,1)
2.40
- 0 .0 5
- 1 . 3 5
1.00
0.00
0.00
0.00
1.00
0.00
2.49
- 0 .0 3
- 1 . 4 6
1.00
- 0.00
0.00
- 0.00
1.00
0.00
(1,10 ,9)
0.00
1.00
0.00
1.00
0.00
0.00
2.40
- 0 .0 5
- 1 .3 5
- 0.00
1.00
0.00
1.00
- 0 .0 0
0.00
2.49
- 0 .0 3
- 1 .4 6
T able 3 .2 : C o m p a r is o n  o f  b in a ry  m e a su re m e n ts  A\ti o f  th e  m o d e l a n d  o f  th e  sce n e  ( fo r  i = 
6 . . .  10)
T h e  la s t  e x p e r im e n t  d e m o n s tra te s  a m a tc h in g  p ro b le m  s o lv e d  u s in g  A R G  re p re s e n ta ­
tio n s  w i th  th e  p ro p o s e d  p e rs p e c t iv e  in v a r ia n t  b in a ry  a n d  u n a r y  m e a su re s . T h e  scen e  c o n ­
ta in s  a h e x a g o n a l fa ce  u n d e r  a p e rs p e c t iv e  p ro je c tio n  in  a c lu tte re d  b a c k g ro u n d . T h e  s y s te m  
c o r re c t ly  id e n tif ie s  th e  o b jec t o f  in te re s t  u s in g  th e  p ro p o s e d  re p re s e n ta t io n , c o m b in e d  w i t h  
th e  re la x a t io n  la b e ll in g  a lg o r ith m  d e sc r ib e d  in  [29].
O n e  o f  th e  a d v a n ta g e s  o f  th e  A R G  re p re s e n ta t io n  o f  th e  scen e  is th a t  th e  e ffe c t o f  o c c lu ­
s io n  c a n  b e  lim ite d  to  a lo c a l re g io n . P ro v id e d  so m e  n o d e s  in  th e  g ra p h  c a n  b e  m a tc h e d  
w ith o u t  o c c lu s io n , w e  c a n  a n tic ip a te  th a t  b y  fu s in g  th e  in fo rm a tio n  f r o m  a ll  th e  n o d e s  in  th e  
g ra p h , lo c a l d is c re p a n c ie s  w i l l  b e  o v e rc o m e .
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3 . 5  C o n c l u s i o n s
T h e  p ro b le m  o f  tra n s fo rm a tio n  in v a r ia n t  o b jec t re c o g n itio n  w a s  s tu d ie d . W e  d e v e lo p e d  a 
p ro je c t iv e  tra n s fo rm a tio n  in v a r ia n t  re p re s e n ta t io n  fo r  b o th  scen e  a n d  m o d e l w h ic h  fa c ilita te s  
an  A t t r ib u te d  R e la tio n a l G ra p h  o b jec t m a tc h in g  b a s e d  o n ly  o n  u n a r y  a n d  b in a ry  re la tio n s .  
T h e  u n a r y  a n d  b in a ry  m e a su re m e n ts  u s e d  fo r  m a tc h in g  a re  d e r iv e d  fro m  se ts  o f  re fe re n c e  
p o in ts  s u c h  as c o rn e rs  a n d  b i-ta n g e n t p o in ts  w h ic h  a re  s ta b le  u n d e r  th e  v a r io u s  t r a n s fo rm a ­
t io n s  c o n s id e re d . E ach  se t o f  re fe re n c e  p o in ts  is  u s e d  to  g e n e ra te  a  d is tin c t b a ry c e n tr ic  c o o r­
d in a te  b a s is  s y s te m  a sso c ia te d  w ith  o n e  n o d e  o f  th e  o b jec t g ra p h  re p re s e n ta t io n . W e  s h o w e d  
th a t  b a ry c e n tr ic  c o o rd in a te s  o f  th e  re fe re n c e  im a g e  p o in ts  c a n  b e  m a d e  in v a r ia n t  u n d e r  a n y  
a r b i t ra ry  p ro je c t iv e  t ra n s fo rm a tio n . T he c o n d itio n s  th a t  m u s t  h o ld  fo r  a  b a s is  to  b e  v a l id  
w e r e  s ta te d . W e  i l lu s tra te d  h o w  th e  b a ry c e n tr ic  c o o rd in a te  s y s te m s  c a n  b e  c o n s tru c te d  fo r  
th e  a ffin e  a n d  p e rs p e c t iv e  tra n s fo rm a tio n s .
F o r th e  o b jec t a n d  scen e  re p re s e n ta t io n  w e  u s e  th e  b a ry c e n tr ic  c o o rd in a te s  o f  th e  re fe r ­
e n c e  p o in ts , to g e th e r  w i th  a u x i lia ry  m e a su re m e n ts  su c h  as c o lo u r  a n d  te x tu re  as th e  n o d e 's  
u n a r y  m e a su re m e n ts . F o r b in a ry  m e a su re m e n ts  w e  u se  th e  p ro d u c t  o f  th e  b a ry c e n tr ic  c o o r­
d in a te  s y s te m  fo r  o n e  n o d e  w i t h  th e  in v e r s e  o f  th e  b a ry c e n tr ic  c o o rd in a te  s y s te m  a sso c ia te d  
w it h  a n o th e r  n o d e . T he u n a r y  a n d  b in a ry  re la tio n s  p r o v id e  a n  o r th o g o n a l d e c o m p o s it io n  o f  
th e  s h a p e  b e in g  m a tc h e d . T h e y  a re  u s e d  in  a  re la x a tio n  p ro c e ss  to  d e te c t  in s ta n c e s  o f  ob jects  
c o n s is te n t  w i t h  a g iv e n  m o d e l.
W e  d e m o n s tra te d  th e  p ro p o s e d  m e th o d o lo g y  o f  p ro je c t iv e  t r a n s fo rm a tio n  in v a r ia n t  o b ­
je c t re p re s e n ta t io n  o n  s e v e r a l  e x a m p le s . F irs t w e  i l lu s tra te d  th e  s ta b ility  o f  th e  s h a p e  re p re ­
s e n ta t io n  in  te rm s  o f  u n a r y  re la tio n s  b o th  v is u a l ly  a n d  n u m e ric a lly . W e  th e n  e x p e r im e n ta lly  
d e m o n s tra te d  th e  in v a r ia n c e  o f  b in a ry  re la tio n s  o n  a  s ta r - lik e  o b ject. W e  s h o w e d  e x p e r im e n ­
ta l ly  th a t  th e  b in a ry  re la t io n s  d e r iv e d  a re  in v a r ia n t. T he f in a l e x a m p le  d e m o n s tra te d  th e  
p ro p o s e d  a p p ro a c h  as a  to o l fo r  3D  o b jec t re c o g n itio n . T h e  a im  w a s  to  re c o g n ise  3 D  o b jec ts  
in  te rm s  o f  p la n a r  faces . A  h e x a g o n a l m o d e l sh a p e  w a s  h y p o th e s is e d  in  th e  im a g e . T h e  o n ly  
in s ta n c e  o f  th e  h y p o th e s is e d  m o d e l w a s  s u c c e s s fu lly  re c o v e re d .
A c k n o w l e d g e m e n t s
T h e  w o r k  w a s  p a r t ia l ly  s u p p o r te d  b y  E SPRIT P ro jec ts  R E T IN A  a n d  S A M .
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Stability/Robustness of Invariants
F ig u re  3 .1 : M e a s u re m e n t  S ta b ility . S u b -f ig u re s  a r ra n g e d  fro m  to p  to  b o tto m , le f t  to  r i g h t : 
3 .1 .1  h a s  b a s is  s ize  3  p ix e ls , 3 .1 .2  h a s  b a s is  s ize  6 p ix e ls , 3 .1 .3  h a s  b a s is  s iz e  9  p ix e ls , 3 .1 .4  h a s  
b a s is  s iz e  1 2  p ix e ls , 3 .1 .5  h a s  b a s is  s iz e  1 5  p ix e ls , 3 .1 .6  h a s  b a s is  s ize  1 8  p ix e ls , 3 .1 .7  h a s  b a s is  
s ize  21 p ix e ls , 3 .1 .8  h a s  b a s is  s ize  2 4  p ix e ls , 3 .1 .9  h a s  b a s is  s ize  2 7  p ix e ls . N o te  th a t  b a s is  s iz e  
is m e a s u re d  b y  a re a -p e r im e te r  ra t io , a n d  th e  b a s is  u s e d  in  th e  e x p e r im e n t  is  a n  e q u ila te ra l  
t r ia n g le .
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F ig u re  3 .2 : M o d e l o f  "5": re fe re n c e  p o in ts  F ig u re  3 .3 : P ro je c tio n  o f  "5" : re fe re n c e
a re  ( 4 3 ,1 1 ) ,  ( 2 0 ,1 1 ) ,  ( 1 0 ,6 0 )  p o in ts  a re  ( 7 1 ,4 5 ) ,  ( 4 1 ,6 3 ) ,  ( 9 5 ,1 1 7 )
F ig u re  3 .4 : N o rm a lis e d  m o d e l "5" in  th e  F ig u re  3 .5 : N o rm a lis e d  p ro je c t io n  o f  "5"
a ffin e  c o o rd in a te  s y s te m  d e fin e d  b y  its  in  th e  a ffin e  c o o rd in a te  s y s te m  d e fin e d  b y
re fe re n c e  p o in ts  its  re fe re n c e  p o in ts
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F ig u re  3 .6 : M o d e l o f  "F": re fe re n c e  p o in ts  
a re  ( 1 1 , 1 0 ) ,  ( 5 4 ,2 1 ) ,  ( 1 1 ,  65)
F ig u re  3 .7 : P ro je c tio n  o f  ”¥” : re fe re n c e  
p o in ts  a re  ( 2 4 ,1 0 2 ) ,  ( 7 2 ,5 0 ) ,  ( 1 0 4 ,1 2 5 )
F ig u re  3 .8 : N o rm a lis e d  m o d e l "F" in  th e  
a ffin e  c o o rd in a te  s y s te m  d e fin e d  b y  its  
re fe re n c e  p o in ts
F ig u re  3 .9 : N o rm a lis e d  p ro je c tio n  o f  "F" 
in  th e  a ffin e  c o o rd in a te  s y s te m  d e fin e d  b y  
its  re fe re n c e  p o in ts
F ig u re  3 .1 0 : M o d e l o f  "e": re fe re n c e  
p o in ts  a re  ( 1 1 , 1 0 ) ,  ( 5 4 ,2 1 ) ,  ( 1 1 ,  65)
F ig u re  3 .1 1 : P ro je c tio n  o f  "e" : re fe re n c e  
p o in ts  a re  ( 2 4 ,1 0 2 ) ,  (72 , 5 0 ) , ( 1 0 4 ,1 2 5 )
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' -4.0 -3.0 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0
F ig u re  3 .12 : N o rm a lis e d  m o d e l "e" in  th e  F ig u re  3 .13 : N o rm a lis e d  p ro je c tio n  o f  "e"
a ffin e  c o o rd in a te  s y s te m  d e fin e d  b y  its  in  th e  a ffin e  c o o rd in a te  s y s te m  d e fin e d  b y
re fe re n c e  p o in ts  its  re fe re n c e  p o in ts
Figure 3.14: Planar Projective Transforms
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F ig u re  3 .15 : E x a m p le  c o n to u r  u se d  fo r  c o m p u tin g  th e  in v a r ia n t
(a) Model (b) Scene
Figure 3.16: Translation Invariants
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(a) Model (b) Scene
F ig u re  3 .1 7 : S im ila r ity  In v a ria n ts
(a) Model (b) Scene
Figure 3.18: Affine Invariants
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F ig u re  3 .19 : P e rs p e c tiv e  In v a ria n ts
F ig u re  3 .2 0 : M o d e l o f  "star"  fo r  te s t in g  F ig u re  3 .2 1 : P ro je c tio n  o f  " star"  fo r  te s t-
o u r  b in a r y  m e a su re  : re fe re n c e  p o in ts  a re  in g  o u r  b in a ry  m e a su re : re fe re n c e  p o in ts
la b e lle d  w i t h  % =  1 . . .  10 c o r re s p o n d  to  th o se  in  th e  m o d e l
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(a) A block-world scene (b) Hexagon pulled out by the matching algo­
rithm using the proposed invariant measures
Figure 3.22: Experiment 1 : Matching a hexagon under perspective transform
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C o lo u r M o d e l Based R eg ion  
S egm en ta tion
4 . 1  I n t r o d u c t i o n
A s  d e sc r ib e  in  C h a p te r  1, o u r  s t ra te g y  fo r  re c o g n is in g  a  3D  o b jec t is  to  re c o g n ise  th e  in d iv id ­
u a l s u r fa c e  p a tc h e s  f ir s t  a n d  th e n  re c o n s tru c t th e  3D  o b jec t p o s e  f r o m  th e  id e n t if ie d  su rfa c e s .  
W e  u s e  p a tte rn s  o n  th e se  su rfa c e  p a tc h e s  as th e  p r im a r y  e v id e n c e  fo r  id e n tif ic a tio n . In  C h a p ­
te r  2 w e  h a v e  in tro d u c e d  m e th o d s  o f  e x tra c tin g  s a lie n t  p o in ts  fro m  th e  e d g e l p a tte rn s  o n  th e  
s u r fa c e  p a tc h e s . T h e  u n a r y  a n d  b in a ry  m e a su re m e n ts  in  th e  re la t io n a l re p re s e n ta t io n s  d e ­
sc r ib e d  in  C h a p te r  3  m a y  b e  g e n e ra te d  b a se d  o n  p o in t  fe a tu re s  d e te c te d  b y  th e  a lg o r ith m s  
in tro d u c e d  in  C h a p te r  2. In  th is  a n d  th e  fo l lo w in g  c h a p te r, w e  d e sc r ib e  a n  a l te r n a t iv e  w a y  
o f  p ro d u c in g  re la t io n a l re p re s e n ta t io n  o f  su rfa c e  p a tte rn s . T he p r im a r y  fe a tu re s  u s e d  h e re  
a re  re g io n s .
T h e  u s e  o f  re g io n s  as p r im it iv e s  to  c o n s tru c t h ig h  le v e l  im a g e  re p re s e n ta t io n s  h a s  m a n y  
a d v a n ta g e s  o v e r  th e  u se  o f  e d g es .
1. T y p ic a lly  th e re  a re  fe w e r  re g io n s  th a n  e d g e  p ix e ls . A f te r  se g m e n ta tio n  th e  n u m b e r  o f  
re g io n s  is  o fte n  s m a ll e n o u g h  to  a l lo w  th e  c o n s tru c tio n  o f  h ig h  le v e l  re p re s e n ta t io n s  d i­
re c t ly  fro m  th e m . A s  th e  n u m b e r  o f  e d g e  p ix e ls  is  o fte n  v e r y  la rg e  a f te r  e d g e  d e te c tio n ,  
a d d it io n  p e rc e p tu a l g ro u p in g  b y  m e a n s  o f  h o u g h  t ra n s fo rm , p o ly g o n a l a p p ro x im a tio n  
o r  c u rv e  fittin g , o r  fe a tu re  d e te c tio n  (su ch  as th a t  in tro d u c e d  in  C h a p te r  2) a re  n e e d e d .
C h a p t e r  4
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T h ese  a d d it io n a l s e g m e n ta tio n  a n d  fe a tu re  d e te c tio n  p ro c e sse s  in tro d u c e  m o re  p a r a m ­
e te rs  a n d  th re s h o ld s  to  th e  w h o le  v is io n  s y s te m  a n d  m a k e  it  d if f ic u lt  to  c o n tro l.
2. A  s m a ll n u m b e r  o f  re g io n s  a l lo w s  a m o re  c o m p a c t h ig h  le v e l  re p re s e n ta tio n . T h is  o f­
te n  le a d s  to  a s ig n ific a n t s p e e d  im p r o v e m e n t  fo r  th e  h ig h  le v e l  c o r re s p o n d e n c e  se a rc h  
a lg o r ith m s .
3. R e g io n s  o fte n  h a v e  m o re  m e a n in g fu l se m a n tic  c o n te n ts  (su ch  as c o lo u r, te x tu re )  th a n  
e d g e  p ix e ls . S u c h  se m a n tic  c o n te n ts  p r o v id e  im p o rta n t  d is c r im in a n t m e a s u re s  th a t  
c a n  h e lp  in  th e  h ig h  le v e l  m a tc h in g  p ro c e ss  b y  in d e x in g  th e  c a n d id a te  o b jec t la b e ls  
a n d  re d u c in g  th e  ch an c e  o f  g e n e ra tin g  fa ls e  p o s it iv e s  [3].
4 . In  te rm s  o f  fe a tu re  d e te c tio n , re g io n s  a re  m o re  s ta b le  a n d  n o is e  re s is ta n t  th a n  th o se  
p r im it iv e s  th a t  d e p e n d  o n  g ra y - le v e l  d is c o n tin u itie s . W e  w i l l  d e m o n s tra te  th is  in  th e  
e x p e r im e n ta l se c tio n  o f  th is  c h a p te r. L a te r  in  C h a p te r  5 , w e  s h o w  th a t  th e  re s u lt in g  
a ffin e  in v a r ia n t  re p re s e n ta t io n s  b a s e d  o n  re g io n s  a re  a lso  ro b u s t.
C o lo u r  is  a v e r y  im p o r ta n t  c u e  in  v is io n . It is  a  m o re  s ta b le  a t tr ib u te  th a n  m e re  lu m i­
n a n c e . L u m in a n c e  ( in te n s ity )  te n d s  to  c h a n g e  w i t h  a c h a n g in g  lig h tin g  c o n d it io n , v ie w in g  
a n g le , s u rfa c e  c u rv a tu r e  a n d  s h a d o w s , w h i le  th e  p e rc e p tio n  o f  c o lo u r  is la rg e ly  u n a ffe c te d .  
T h is c h a p te r  fo c u se s  o n  th e  p ro b le m  o f  e x tra c tin g  re g io n s  u s in g  c o lo u r  m o d e ls . In  th e  n e x t  
se c tio n , w e  d is c u s s  tw o  is su e s  re la t in g  to  c o lo u r  fe a tu re s , n a m e ly  th e  is su e  o f  g e n e ra tin g  a n d  
m a tc h in g  o f  c o lo u rs  fo r  re c o g n it io n  p u rp o s e s  a n d  th e  is su e  o f u s in g  jo in t ly  in te n s ity  a n d  
c h ro m a t ic ity  in fo rm a tio n  to  a c h ie v e  a m o re  c o h e re n t se g m e n ta tio n .
In  [31, H a ra lic k  h a s  g iv e n  a se t  o f  c o n s tra in ts  fo r  g o o d  re g io n  se g m e n ta tio n . In  th is  c h a p ­
ter, w e  w i l l  a n a ly s e  th e s e  c o n s tra in ts  a n d  th e ir  m a n ife s ta tio n s  in  d i f fe re n t  s e g m e n ta tio n  a l­
g o rith m s . W e  s h o w  th a t b o th  g lo b a l fe a tu re  b a s e d  c lu s te r in g  a n d  lo c a l fe a tu re  b a s e d  re g io n  
g r o w in g / w a te rs h e d  m e th o d s  d o  n o t  g iv e  s a t is fa c to ry  s e g m e n ta tio n s  b e c a u se  so m e  o f  th e s e  
s e g m e n ta tio n  c r ite r ia  w e r e  o v e r lo o k e d  o r  n o t  p r o p e r ly  in c o rp o ra te d  in  th e  s e g m e n ta tio n  
p ro c e s s e s . A  s ta g e d  d e c is io n  p ro c e s s  a n d  e a r ly  th re s h o ld in g  m a k e s  th e s e  a lg o r ith m s  p ro n e  
to  e rro r . T h e  su cc e ss  o f  re la x a t io n  la b e llin g  lie s  in  th e  a b ility  to  d e la y  th e  d e c is io n  m a k in g  
w h ile  in te g ra t in g  a  m o re  c o m p re h e n s iv e  se t  o f  c o n s tra in ts  in to  a s o f t  re a s o n in g  f r a m e w o r k .  
L a te r  in  th e  c h a p te r, w e  p ro p o s e  a p ie c e w is e -s m o o th  m o d e l w h ic h  e n a b le s  u s  to  in te g ra te  a ll  
th e  c o n s tra in ts  o f  s e g m e n ta tio n  in to  a v e r y  s im p le  la b e l u p d a te  fo rm u la . In  th e  e x p e r im e n ts ,
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w e  s h o w  th a t  o u r  re g u la r is a t io n - l ik e  a lg o r ith m  p e r fo rm s  b e tte r  th a n  th e  o r ig in a l R o s e n fe ld ,  
H a m m e l a n d  Z u c k e rs  re la x a tio n  la b e llin g  [4] [1] o n  th e  se g m e n ta tio n  p ro b le m . F u r th e rm o re ,  
it  is  a b le  to  e x p re s s  th e  d e g re e  o f  c o m m itm e n t in  th e  f in a l la b e l p ro b a b ilit ie s .
In  se c tio n  3 , w e  in tro d u c e  a  s e t  o f  c o n s tra in ts  re la te d  to  im a g e  se g m e n ta tio n . S o m e  c o n ­
v e n t io n a l s e g m e n ta tio n  m e th o d s  a re  a lso  c o m p a re d  h e re . F in a lly  w e  in tro d u c e  o u r  o w n  
s e g m e n ta tio n  a lg o r ith m  a n d  c o m p a re  it  w i th  o th e r  a p p ro a c h e s .
4 . 2  C o l o u r  f e a t u r e s  f o r  i m a g e  s e g m e n t a t i o n
4 . 2 . 1  C o l o u r  c o o r d i n a t e  s y s t e m s
H e re  w e  a re  in te re s te d  in  s e g m e n tin g  (p u llin g  o u t) th e  re g io n s  in  a n  im a g e  th a t  b e lo n g  to  
th e  s u rfa c e  p a tte rn s  o f  in te re s t . In  th e  m o d e l d o m a in , w e  d e fin e  a  re g io n  to  b e  a connected 
a re a  o n  a  s in g le  s u rfa c e  p a tc h  o f  th e  object. In  th e  a re a , a l l  p o in ts  h a v e  a  c o m m o n  s u rfa c e  
re flec ta n ce . A s s u m in g  o p a q u e  o b jec ts , re f le c ta n c e  p{A) is  a n  in v a r ia n t  fu n c t io n  w h e r e  A is  
th e  w a v e le n g th . N o te  th a t  th is  is  th e  physical definition o f  a  re g io n  th a t  is in tr in s ic  to  th e  
o b jec t u n d e r  in v e s t ig a t io n  sin ce  th e  su rfa c e  re flec ta n ce  o f  th e  o b jec t d o e s  n o t  c h a n g e  u n d e r  
l ig h te n in g  c o n d it io n  o r  p ro je c tio n . H o w e v e r , w e  c a n  r a r e ly  m e a su re  th e  s u rfa c e  re fle c ta n c e  
d ire c tly . W h a t  re a c h e s  o u r  p h o to  re c e p to rs  is  th e  re f le c te d  lig h t,
w h e r e  L{ A) is  th e  sp e c tra l p o w e r  d is tr ib u tio n  o f  th e  lig h t  i llu m in a tin g  th e  ob ject. T h is  m a k e s  
it  d iff ic u lt  to  re s o lv e  p{A) fro m  th e  in c o m in g  lig h t  a lo n e  u n le s s  w e  c a n  m e a s u re  o r  v a l id ly  
a s s u m e  a  c e r ta in  m o d e l o f  o f  L (A ). T he p ro b le m  b e co m e s  e v e n  m o re  d if f ic u lt  w h e n  th e  
s p e c tra l c o m p o n e n ts  o f  th e  re fle c te d  lig h t  is  s e n s e d  in  th e  fo rm  o f  re s p o n s e s  o f  o n ly  a fe w  
( ty p ic a lly  3) ty p e s  o f  p h o to  re c e p to rs  w i th  d iffe re n t  s p e c tra l s e n s itiv ity ,
w h e re  N  is  th e  n u m b e r  o f  d if fe re n t  ty p e s  se n s o rs , Si (A) is  th e  s p e c tra l s e n s i t iv i ty  o f  th e  i th  
s e n s o r  a n d  affl) is  th e  re s p o n s e  o f  th e  i th  sen so r. N o te  th a t  w h a t  is  p e rc e iv e d  b y  th e  la te r  
s ta g e  o f  th e  v is u a l s y s te m  (b io lo g ic a l o r  a rtific ia l)  is  n o t  th e  s p e c tra l lu m in a t io n  /(A) b u t
/(A) =  p(\)L(\) (4 .1)
(4.2)
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th e  c o lo u r  re s p o n s e  a/I). T he c o n v o lu t io n  in te g ra l in  4 .2  m a k e s  it  im p o s s ib le  to  re s o lv e  
th e  s p e c tra l c h a ra c te r is t ic s  o f  th e  in c id e n t lig h t  fro m  c o lo u r  a lo n e . T h e re fo re  m e a s u r in g  s u r ­
fa ce  re f le c ta n c e  fro m  n o r m a l p h o to  re c e p to rs  is  a n  i l l  c o n d it io n e d  p ro b le m , a n d  w e  c a n  n o t  
g u a ra n te e  a  physical segmentation o f  re g io n s  w i t h  c o lo u r  in fo rm a tio n  a lo n e . H ere  w e  m a k e  
tw o  a s s u m p tio n s  to  m a k e  th e  p ro b le m  w o rk a b le . F irs t w e  c a lib ra te  o u r  c a m e ra  b y  im a g ­
in g  th e  sc e n e  w i th  th e  sa m e  re fe re n c e  w h ite  so u rc e  as th a t  u s e d  fo r  m o d e l c re a tio n , a n d  w e  
a s s u m e  th a t  th e  s p e c tra l c h a ra c te r is t ic s  o f  th e  lig h t  i llu m in a tin g  th e  o b jec t in  th e  sce n e  is  
th e  sa m e  as th a t  in  th e  m o d e l. 1 S e c o n d ly , w e  re la x  th e  re q u ire m e n t o f  p h y s ic a l s e g m e n ta ­
tio n , a n d  c h a n g e  th e  d e fin it io n  o f  a re g io n  in to  a c o n n e c te d  a re a  w i th  a ll p o in ts  h a v in g  th e  
sa m e  c o lo u r. H e re  c o lo u r  re fe r s  to  th e  re s p o n s e  o f  o u r  p h o to  re c e p to rs , w h ic h  in c lu d e s  b o th  
c h ro m in a n c e  a n d  lu m in a n c e  in fo rm a tio n . W h e n  th e  in p u t  im a g e  is  p ro c e s s e d  b y  a  C o lo u r  
C o n s ta n c y  A lg o r i th m  , su c h  c o lo u r  b a s e d  se g m e n ta tio n  is  p o s s ib le  e v e n  u n d e r  a  s l ig h t ly  
c h a n g e d  illu m in a t io n  c o n d itio n s .
F o llo w in g  th e  tr i-c h ro m a tic  th e o r y  o f  c o lo u r  p e rc e p tio n , m o s t o f  th e  c o lo u rs  c a n  b e  p e r ­
fe c t ly  re p ro d u c e d  u s in g  a m ix tu re  ( lin e a r c o m b in a tio n ) o f  th re e  f ix e d  in d e p e n d e n t2 c o lo u rs
C  = C\o.i +  C2a2 +  C3a3 (4 .3)
M o s t  o f  th e  a r tif ic ia l c o lo u r  v is io n  s y s te m s  u se  th is  th re e  d im e n s io n a l re p re s e n ta tio n . T h e  
ch o ice  o f  th e  th re e  p r im a r ie s  a n d  th e  g e o m e try  o f  th e  v is ib le  c o lo u r  sp a c e  jo in t ly  d e fin e  th e  
c o lo u r  c o o rd in a te  s y s te m . E ach  p o in t  in  th is  3D  c o o rd in a te  s y s te m  c o r re s p o n d s  u n iq u e ly  
to  o n e  c o lo u r. CIE R G B  S p e c tra l P r im a ry  S y s te m  d e fin e s  th e  c o lo u r  sp a c e  b a se d  o n  l in e a r  
c o m b in a tio n  o f  th re e  p r im a r ie s  a t R  =  7 0 0 .0nm, G  =  5 4 6 .1nm  a n d  B  =  4 3 5 .8n m . H o w e v e r  
n o t  a ll v is ib le  c o lo u rs  a re  re p ro d u c ib le  f r o m  th e  R G B  s y s te m . T h is m a d e  CIE to  s p e c ify  th e  
X Y Z  s y s te m , w h ic h  is b a s e d  o n  th re e  h y p o th e t ic a l p r im a rie s . It y ie ld s  a  fu l l  s e t  o f  v is ib le  
c o lo u rs . T h e  N T SC  te le v is io n  s y s te m  u se s  a  d if fe re n t  p r im a ry  s y s te m  in  o rd e r  to  m in im is e  
th e  tra n s m is s io n  b a n d w id th . A l l  th e se  c o o rd in a te  s y s te m s  a re  l in e a r ly  r e la te d  to  e a c h  o th er.
‘This is not always true when the object is placed under a different light source than that were used for model 
acquisition. Even with the same light source, regions in the shadow may receive different kind of illumination 
from regions illuminated directly by the light source due to inter-reflection. However such problems are ex­
tremely complicated to analyse. Here we avoid it by assuming surfaces under investigation are subject to rather 
weak inter-reflection which can be considered as small perturbations of the incident light.
2Three colours are independent from each other if one can not produce the third as a linear combination of 
the other two.
4.2. COLOUR FEATURES FOR IMAGE SEGMENTATION 79
H o w e v e r  a c c o rd in g  to  p s y c h o p h y s ic a l e x p e r im e n ts , n o n e  o f  th e se  s y s te m s  is p e rc e p tu a lly  
u n ifo rm . C o lo u r  d is ta n c e s  m e a s u re d  in  th e s e  c o o rd in a te  s y s te m s  a re  d if fe re n t  f r o m  th a t  o f  
h u m a n  e y e  p e rc e p tio n . T h is m o tiv a te d  th e  d e fin it io n  o f  a  n u m b e r  o f  p e rc e p tu a lly  u n ifo rm  
c o lo u r  sp a c e s  s u c h  as  L — a — b a n d  U* — V* — W*  s y s te m s  w h ic h  r e ly  o n  n o n - lin e a r  c o o r­
d in a te  tra n s fo rm a tio n s . B e s id e s  p e rc e p tu a l u n ifo rm ity , a n o th e r  im p o r ta n t  is su e  th a t  is  o fte n  
c o n s id e re d  w h e n  c h o o s in g  a  c o lo u r  c o o rd in a te  s y s te m  is  th e  s e p a ra t io n  o f  in te n s ity  in fo r ­
m a tio n  fro m  c h ro m a tic itie s  (i.e. n o rm a lisa tio n ) . T h is  is  b a s e d  o n  th e  fa c t th a t  h u m a n  c o lo u r  
p e rc e p t io n  c a n  b e  b e s t  d e sc r ib e d  in  te rm s  o f  h u e , s a tu ra tio n  a n d  in te n s ity , a n d  th e  p e rc e p tio n  
o f  h u e  a n d  s a tu ra t io n  is  la rg e ly  u n c h a n g e d  o v e r  a  w id e  ra n g e  o f  in te n s ity . T h is  is  a n  im p o r­
ta n t  p o in t  fo r  a lg o r ith m s  w h ic h  u s e  d if fe re n t  p o in ts  o f  v i e w  o f  th e  sa m e  sce n e  ( fo r  in s ta n c e  
s te re o  v is io n ) , a n d  fo r  th e  se g m e n ta tio n  a lg o r ith m s  w h ic h  n e e d  to  h a n d le  c u rv e d  s u rfa c e s  
a n d  s h a d o w s  [6].
F o r o u r  se g m e n ta tio n  p ro b le m , w e  a rg u e  th a t  p e rc e p tu a l u n ifo rm ity  is  n o t  n e ce ssa ry . 
T h is  is  b e c a u se  w e  a re  in te re s te d  in  e s ta b lish in g  c o rre s p o n d e n c e s  b e tw e e n  th e  m o d e ls  a n d  
th e  scen e . A s  lo n g  as th e  c o lo u r  c o o rd in a te  s y s te m  e n a b le s  u s  to  c o m p u te  m e a s u ra b le  d if fe r ­
en ce s  a n d  th e  c o lo u rs  o f  m o d e l a n d  scen e  a re  m e a s u re d  f ro m  th e  sa m e  c o o rd in a te  s y s te m ,  
i t  w i l l  b e  a  u s e a b le  c u e  fo r  b u ild in g  th e  c o rre s p o n d e n c e s . T he m a c h in e  p e rc e p t io n  o f  c o lo u r  
d o e s  n o t  h a v e  to  b e  th e  sa m e  as  th a t  o f  h u m a n . P e rc e p tu a l u n ifo rm ity  is  n o t  n e c e s s a ry  u n ­
le ss  o n e  w a n ts  to  c o m p a re  th e  re s u lts  o f  s e g m e n ta tio n  b y  h u m a n  e y e  w i t h  th o se  g iv e n  b y  
c o m p u te r  v is io n  a lg o r ith m s  [1].
T h e  e ffe c t o f  s h a d o w s  a n d  d if fe re n t  i l lu m in a t io n / v ie w in g  a n g le s  c a n  b e  c a n c e lle d  o u t  if  
w e  u s e  tw o  o u t  o f  th e  th re e  chromaticities w h ic h  a re  c a lc u la te d  in  th e  fo l lo w in g  w a y  [71
Ci= Ci + cl + C3 J =  1 >2 ’ 3  ( 4 4 )
H o w e v e r , s u c h  n o rm a lis a t io n  m ig h t y ie ld  n o is y  a n d  u n re lia b le  m e a su re m e n ts  w h e n  th e  s u r ­
fa c es  a re  to o  d a r k  (i.e. I = Ci +  C2 + C3 «  0). T h e re fo re  w e  s h o u ld  a v o id  t r y in g  to  s e g m e n t  
a re g io n  u s in g  c o lo u r  w h e n  it  is  v e r y  d a rk . It h a s  b e e n  s h o w n  th a t  h u m a n  v is io n  s y s te m  
u s e s  d i f fe re n t  ty p e s  o f  p h o to  re c e p t iv e  ce lls  fo r  b r ig h t  c o lo u re d  v is io n  a n d  d a r k  u n c o lo u re d  
v is io n . S o m e  re s e a rc h e rs  a lso  s u g g e s te d  v is io n  s y s te m  d e s ig n s  th a t  c a n  s w itc h  to  b la c k  a n d  
w h ite  a n a ly s is  fo r  lo w  in te n s ity  im a g e s  w h i le  u s in g  c o lo u r  a n a ly s is  o n  w e l l  i l lu m in a te d  a re a s  
o r  scen es.
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4 .2 .2  C o m b i n i n g  i n t e n s i t y  a n d  c h r o m a t i c i t y
S e g m e n ta t io n  u s in g  c h ro m a tic ity  in fo rm a tio n  h a s  th e  a d v a n ta g e  th a t  it  is la r g e ly  in d e p e n ­
d e n t  o f  im a g e  in te n s ity  v a r ia t io n . H o w e v e r , b e c a u se  in te n s ity  in fo rm a tio n  is c o m p le te ly  lo s t  
a fte r  n o rm a lis a t io n  lik e  in  4 .4 , th e  s e g m e n ta tio n  a lg o r ith m  w i l l  n o t  b e  a b le  to  c a p tu re  o b v io u s  
re g io n  b o u n d a r ie s  su c h  as th o se  b e tw e e n  b la c k  a n d  w h ite . S u rfa c e  p a tte rn s  o fte n  m a n ife s t  
th e m s e lv e s  th ro u g h  b o th  c o lo u r  a n d  in te n s ity  in fo rm a tio n . W e  s h a ll n o w  d is c u s s  h o w  to  u s e  
in te n s i ty  c u e  to  fu r th e r  e n h a n c e  th e  s e g m e n ta tio n  re su lt .
U s in g  in te n s ity  cu e  in  se g m e n tin g  c o lo u r  im a g e s  m a y  see m  to  b e  c o n tr a d ic to r y  to  th e  
n e e d  o f  s e g m e n ta tio n  u n d e r  v a r io u s  in te n s itie s . G e n e ra lly , i f  in te n s ity  in fo rm a tio n  is  ta k e n  
in to  a c c o u n t in  th e  s e g m e n ta tio n  p ro c e ss , th e  a lg o r ith m  w i l l  b e  a b le  to  d is t in g u is h  b e tw e e n  
b la c k  a n d  w h ite ,  b u t  it  w i l l  a lso  s p lit  th e  c o n tin u o u s  c o lo u r  p a tte rn s  a t  in te n s ity  c h a n g e s . 
S o m e  o f  s u c h  in te n s ity  c h a n g e s  a re  in tr in s ic  to  s u rfa c e  p a tte rn s , so m e  a re  c a u s e d  b y  s h a d in g  
(su c h  as  in  th e  c y l in d e r  e x a m p le  in  [9]) o r  sh a d o w . U n fo r tu n a te ly , a t  lo w e r  le v e l  o f  th e  
v is io n  s y s te m , a s e g m e n ta tio n  a lg o r ith m  b a s e d  o n  b o th  c o lo u r  a n d  in te n s i ty  c u e s  c a n n o t  
d is t in g u is h  th e  d if fe re n t  c a u se s  o f  in te n s ity  c h a n g e s.
H o w e v e r , th e  s itu a tio n  is  s lig h t ly  d if fe re n t  w h e n  w e  a re  d e a lin g  w i t h  p a t te r n  m a p p e d  
p o ly h e d r a l  o b jects . S in c e  th e  su rfa c e  p a tc h e s  a re  p la n a r , th e  re g io n s  o n  th e se  s u r fa c e  p a tc h e s  
a re  a lso  p la n a r . S in ce  th e  i l lu m in a t io n  c a n  b e  e x p e c te d  to  b e  u n ifo rm  a c ro ss  a s in g le  s u r fa c e  
p a tc h , th e  s e g m e n ta tio n  c a n  b e  d o n e  b a s e d  o n  b o th  c o lo u r  a n d  in te n s i ty  in fo rm a tio n  within 
th e  s u rfa c e  p a tc h . B e c a u se  o f  th e  s h a d in g  c h a ra c te r is t ic s  o f  p o ly h e d r a l  o b jec ts , in te n s ity  
v a r ia t io n s  d u e  to  s h a d in g  o n ly  h a p p e n  a t  th e  s u r fa c e  b o u n d a r ie s , a n d  th e  a lg o r ith m  w i l l  
s p li t  th e  re g io n s  i f  v a r ia t io n  is  s ig n ifica n t. B y  d e fin it io n , o u r  re g io n s  a re  p la n a r , a n d  th e re fo re  
s p li t t in g  th e  re g io n s  w i t h  c o m m o n  c h ro m a tic it ie s  a t su rfa c e  b o u n d a r ie s  is d e s ira b le .
4 . 3  W h a t  i s  a  g o o d  s e g m e n t a t i o n  ?
4 .3 . 1  S p a t i a l  a n d  f e a t u r e  d o m a i n  c o n s t r a i n t s
S in c e  th e  m o d e ls  o f  th e  re g io n s  o f  in te re s t  a re  k n o w n  a p r io r i ,  th e  p ro b le m  o f  " p u llin g  o u t"  
th e se  re g io n s  fro m  th e  b a c k g ro u n d  is  a s u p e r v is e d  se g m e n ta tio n  p ro b le m . U n lik e  c lu s te r in g  
a lg o r ith m s  (w h ic h  a re  u n s u p e rv is e d ) , w e  m a y  e x p lo it  th is  p r io r  k n o w le d g e  a b o u t th e  o b jec t  
to  a c h ie v e  m o re  c o h e re n t se g m e n ta tio n . T he b e tte r  w e  k n o w  a b o u t th e  o b jec t o f  in te re s t , th e
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m o re  p re c ise  a n d  r ic h  p r io r  in fo rm a tio n  c a n  b e  fe d  in to  th e  s e g m e n ta tio n  p ro c e ss .
S u p e r v is e d  s e g m e n ta tio n  in  th e  s p a tia l- fe a tu re  d o m a in  is e s s e n t ia lly  a  p ix e l c la s s ific a tio n  
p ro b le m . C la s s if ie rs  o f  a ll k in d s  c a n  b e  e m p lo y e d  a n d  s u p e r v is e d  tra in in g  is  a lso  p o s s ib le
[1]. A  t ra in e d  c la s s if ie r  is a t tra c t iv e  b e c a u se  i t  a v o id s  m a n u a l m o d e llin g  o f  e v e r y  o b jec t th a t  
o n e  w a n ts  to  s e g m e n t, a n d  s im p lif ie s  th e  c la ss ifie r  d e s ig n . T he m o d e l is  le a r n t  a n d  a p p lie d  
b y  th e  sa m e  m a c h in e  w ith o u t  h u m a n  in te rv e n t io n . H o w e v e r , a t p re s e n t , th e  c la s s if ie r  t ra in ­
in g  is  s t i ll  a v e r y  d iff ic u lt  p ro b le m . T ra in ab le  c la ss ifie rs  ty p ic a l ly  re q u ire  h u g e  a m o u n t  o f  
t ra in in g  d a ta , a n d  a g re a t d e a l o f  o ff- lin e  tra in in g  e ffo rt . T he n u m b e r  o f  p a t te r n  c la sse s  th a t  
th e  a p p ro a c h  is  c a p a b le  o f  h a n d lin g  is  s t i l l  v e r y  sm a ll. T h e re fo re  m a n u a l m o d e llin g  is s t i ll  
c o m m o n ly  u se d .
In  th is  c h a p te r  w e  a re  m a in ly  c o n c e rn e d  w i t h  e x p lo it in g  c o lo u r  in fo rm a tio n  in  s e g m e n t­
in g  re g io n s . S e g m e n ta tio n , as  a  lo w  le v e l  v is io n  p ro c e ss , o fte n  d o e s  n o t  e x p lo it  th e  g lo b a l  
s tru c tu ra l k n o w le d g e  a b o u t th e  scen e . H en ce  d e c is io n  m a k in g  a t th is  le v e l  c a n  o n ly  b e  b a se d  
o n  lo c a l m e a su re m e n ts  su c h  as  p ix e l c o lo u r  a n d  p ix e l le v e l  n e ig h b o u rh o o d  in te ra c tio n s . A s  
lo c a l m e a su re m e n ts  a re  h ig h ly  s u sc e p tib le  to  n o is e , s e v e r a l  g lo b a l c o n s tra in ts  h a v e  b e e n  e x ­
p lic it ly  o r  im p lic it ly  e m p lo y e d  in  m a n y  se g m e n ta tio n  a lg o r ith m s , in c lu d in g  b o th  s u p e r v is e d  
a n d  u n s u p e rv is e d  m e th o d s .
W h a t  is  a g o o d  se g m e n ta tio n  ? In  [3], H a ra lic k  in fo rm a lly  d e sc r ib e d  s e v e r a l  c o n s tra in ts  
th a t  a g o o d  se g m e n ta tio n  h a s  to  sa tis fy .
1. R e g io n s  o f  a n  im a g e  s e g m e n ta tio n  s h o u ld  b e  u n ifo rm  a n d  h o m o g e n e o u s  w i t h  re s p e c t  
to  so m e  c h a ra c te r is t ic  s u c h  as g re y  le v e l,  c o lo u r  o r  te x tu re .
2. A d ja c e n t  re g io n s  o f  s e g m e n ta tio n  s h o u ld  h a v e  s ig n if ic a n tly  d if fe re n t  v a lu e s  w i t h  re ­
s p e c t  to  th e  c h a ra c te r is t ic  a c c o rd in g  to  w h ic h  th e y  a re  u n ifo rm .
3 . R e g io n  in te r io rs  s h o u ld  b e  s im p le  a n d  w ith o u t  m a n y  h o les .
4 . B o u n d a rie s  o f  e a c h  s e g m e n t s h o u ld  b e  s im p le , n o t  ra g g e d  a n d  s p a t ia l ly  a c c u ra te .
5 . A  re g io n  h a s  to  b e  a  c o n n e c te d  g ro u p  o f  p ix e ls . 3
3This constraint was implicitly assumed and not stated in Haralick's description. We put it here because we  
think this is one of the most important constraint and is also independent from others.
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C o n d it io n s  1 a n d  2  e x p re s s  th e  feature domain c h a ra c te r isa tio n  o f  re g io n  in te r io r  a n d  re g io n  
b o u n d a r ie s . C o n d it io n  4  is  a p u re  s p a tia l c o n s tra in t  fo r  re g io n  b o u n d a r ie s . C o n d it io n s  3  a n d  
5  a re  p u re  s p a tia l c o n s tra in ts  fo r  re g io n  in te r io rs .
4 .3 .2  C o n s t r a i n t  s a t i s f a c t i o n  i n  c o n v e n t i o n a l  s e g m e n t a t i o n  a l g o r i t h m s
To d a te , th e re  a re  th re e  k in d s  o f  a lg o r ith m s  th a t  h a v e  b e e n  u s e d  fo r  s e g m e n tin g  c o lo u r  im ­
ag e s . M o s t  o f  th e m  a re  m e re  g e n e ra lis a t io n s  o f  se g m e n ta tio n  a lg o r ith m s  fo r  m o n o c h ro m a tic  
im a g es . T h e  f i r s t  ty p e  o f  a lg o r ith m s  is ty p ic a l ly  b a s e d  o n  s p lit -a n d -m e rg e  [10 ], re g io n  g r o w ­
in g  [7] a n d  w a te rs h e d  m e th o d s  [11]. T h ese  a lg o r ith m s  p u t  e m p h a s is  o n  th e  lo c a l fe a tu re  a n d  
g e o m e tr ic  re la t io n s  (as e x p re s se d  in  c o n d it io n  2 ,3 ,5 ) a n d  g e n e ra lly  p e r fo rm  w e l l  i f  th e  im a g e  
is n o t  to o  n o isy . A n o th e r  c a te g o ry  o f  a lg o r ith m s  in c lu d e s  v a r io u s  k in d s  o f  c lu s te r in g  [13] 
a n d  h is to g ra m m in g  [12] [14]. A lth o u g h  re la t iv e ly  ro b u s t  in  th e  fe a tu re  d o m a in , th e s e  g lo b a l  
m e th o d s  ty p ic a l ly  s u ffe r  f ro m  th e  lo s s  o f  th e  im p o r ta n t  sp a tia l k n o w le d g e  c o n te n t  c a u s e d  
b y  b a s in g  th e  s e g m e n ta tio n  p ro c e s s  o n  h is to g ra m s  o r c lu s te rs  a n d  f r o m  th e  d e p e n d e n c e  o n  
th re s h o ld s  [6]. T he th ird  c lass  o f  m e th o d s  e x p lo its  th e  lo c a l in te ra c tio n  m o d e ls  a n d  e m p lo y s  
M a r k o v ia n  R a n d o m  F ie ld  m o d e ls  w i th  th e  B a y e s ia n  d e c is io n  th e o ry . T h ese  m e th o d s  a re  re ­
c e n t d e v e lo p m e n ts  in  c o lo u r  im a g e  se g m e n ta tio n , a n d  see m  to  b e  m o s t  f le x ib le  in  h a n d lin g  
fe a tu re  sp a c e  a n d  g e o m e tric  c o n s tra in ts  [15] [16] [17].
P r e v io u s ly  w e  h a v e  in tro d u c e d  f iv e  c o n s tra in ts  fo r  seg m e n ta tio n . D iffe re n t  a lg o r ith m s  
h a n d le  th e s e  c o n s tra in ts  d iffe re n tly . In  th e  g lo b a l m e th o d s , o n e  w o u ld  n o r m a lly  t r y  to  a p p ly  
c lu s te r in g  o r  h is to g ra m m in g  in  th e  fe a tu re  d o m a in  a n d  b y  d o in g  so , C o n s t ra in t  1  w o u ld  b e  
sa tis fie d . A f te r  a n  in it ia l la b e llin g , th e  g e o m e tric  c o n s tra in ts  lik e  s im p le  re g io n s  (C o n s tra in t  
3) a n d  c o n n e c t iv ity  (C o n s tra in t  5) a re  e n fo rc e d  b y  m o rp h o lo g ic a l p ro c e s s in g  a n d  c o n n e c te d  
c o m p o n e n t la b e llin g . C lu s te r in g  a n d  h is to g ra m m in g  are  ty p ic a l ly  d e p e n d e n t  o n  th re s h o ld s .  
T h e ty p e  a n d  e x te n t  o f  p o s t  p ro c e s s in g  b y  m a th e m a tic a l m o rp h o lo g y  is  a lso  d iff ic u lt  to  sp e c ­
ify . B o th  th re s h o ld in g  a n d  ad hoc p o s t  p ro c e s s in g  m a y  h a v e  a d e c is iv e  im p a c t  o n  th e  s e g m e n ­
ta t io n  re s u lt . T h is h a s  m a d e  th e s e  g lo b a l m e th o d s  d iff ic u lt  to  u se  a n d  p ro n e  to  e rro r . S o m e  
e ffo r ts  h a v e  b e e n  m a d e  to  im p r o v e  th e se  g lo b a l m e th o d s  b y  in te g ra t in g  th e  s p a tia l m e a s u re ­
m e n ts  in to  th e  c lu s te r in g  p ro c e s s , su c h  as th e  u s e  o f  h ig h  d im e n s io n a l s p a t ia l- fe a tu re  sp a c e  
c o m b in e d  re p re s e n ta t io n s . H ig h e r  d im e n s io n a l m e th o d s  a re  ty p ic a l ly  v e r y  s lo w . M o re o v e r ,  
th e  s p a t ia l d is t r ib u t io n s  o f  th e  c lu s te r  m e m b e rs  a re  o fte n  u n p re d ic ta b le  a n d  th e re fo re  d if f i ­
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c u lt  to  m o d e l. It s e e m s  th a t  s p a tia l d o m a in  d a ta  d e m a n d s  a  d if fe re n t  c lu s te r  d is ta n c e  c r ite ­
r io n  (w h ic h  is  o fte n  lik e  n e a re s t  n e ig h b o u r)  fro m  th a t  o f  th e  th e  fe a tu re  d o m a in  (w h ic h  is  
o fte n  lik e  th e  d is ta n c e  fro m  th e  c lu s te r  m ea n ). To d e s ig n  a  c lu s te r in g  a lg o r ith m  th a t  w o r k s  
o n  th e  s p a t ia l- fe a tu re  sp a c e  d o m a in , o n e  n e e d s  a w a y  o f  c o m b in in g  th e  tw o  d is ta n c e  m e a ­
s u re m e n ts  e ffe c tiv e ly . N o te  a lso  th a t C o n s tra in ts  2  a n d  4  a re  n o t  in c o rp o ra te d  in  th is  ty p e  o f  
s e g m e n ta tio n  a lg o r ith m s  a t  a ll.
In  th e  lo c a l m e th o d s  su c h  as re g io n  g ro w in g  a n d  w a te rs h e d , th e  lo c a l g e o m e tr ic  a n d  
fe a tu re  sp a c e  c o n s tra in ts  s u c h  as  c o n n e c t iv ity  (C o n s tra in t 5) a n d  s ig n if ic a n t b o u n d a r y  s ig n a ­
tu re  (C o n s tra in t  2) a re  a u to m a tic a lly  e n fo rc e d  w h e n  o n e  sea rc h e s  fo r  p o in ts  s h o w in g  c o m ­
m o n  fe a tu re  d o m a in  p ro p e r t ie s  in  th e  im m e d ia te  n e ig h b o u rh o o d  o f  th e  c u r re n t  p ix e l. T he  
w e a k n e s s  o f  th is  ty p e  o f  a lg o r ith m s  is  th a t  g lo b a l fe a tu re  u n ifo rm ity  (C o n s tra in t  1) a n d  re ­
g io n  s im p lic ity  (C o n s tra in t 3) c a n  n o t  b e  e n fo rc e d . S in c e  o n ly  lo c a l n e ig h b o u rs  a n d  th e ir  
m e a s u re m e n ts  a re  c o n s id e re d  e a c h  tim e , th e  fe a tu re  m e a su re m e n ts  m a y  d r i f t  a w a y  a c ro ss  a 
la rg e  g e o m e tric  d is ta n c e . P re m a tu re  d e c is io n s  o n  p ix e l la b e ls  ir re s p e c t iv e  o f  a  la rg e r  c o n te x t  
w i l l  m a k e  th e  p ro c e ss  p ro n e  to  e rro r. A ls o ,  th e se  m e th o d s  re q u ire  in it ia l g u e ss e s  a b o u t th e  
p o s it io n s  o f  th e  re g io n s  o f  in te re s t  to  s e e d  th e  se a rc h  p ro c e ss . S o m e tim e , re p e a te d  ra n d o m  
tr ia ls  a re  n e c e s s a ry  in  o rd e r  to  g e t a c o rre c t re su lt.
M e th o d s  b a s e d  o n  R e la x a tio n  L a b e llin g  a n d  M a r k o v  R a n d o m  F ie ld  m o d e l s e e m  to  c o m ­
b in e  th e  b e s ts  o f  b o th  g lo b a l a n d  lo c a l m e th o d s . N o w  w e  d e sc r ib e  th e s e  m e th o d s  in  d e ta il.
4 . 4  R e g i o n  s e g m e n t a t i o n  b y  r e l a x a t i o n  o p e r a t i o n s
T h e  u s e  o f  re la x a tio n  la b e llin g  in  im a g e  s e g m e n ta tio n  h a s  b e c o m e  p o p u la r  re c e n tly . R e la x ­
a t io n  h a s  b e e n  a p p lie d  to  s e g m e n t g re y  le v e l  [18] [19] [20] [21] [22], c o lo u r  [15] a n d  te x tu re  
im a g e s  [23] [24]. T h e  m e th o d o lo g y  in v o lv e d  in  th e se  a lg o r ith m s  ra n g e s  fro m  s to c h a stic  re ­
la x a tio n  [15] [21], d isc re te  re la x a tio n  [18] [19] to  p ro b a b ilis t ic  re la x a tio n  [23] [24]. T h e  p o w e r  
o f  re la x a t io n  b a s e d  s e g m e n ta tio n  lie s  in  th e  e a se  o f  in te g ra t in g  a  p re c ise  p r io r  re g io n  m o d e l  
a n d  s p a tia l re la t io n a l c o n s tra in ts  in to  th e  s e g m e n ta tio n  p ro c e ss . T h e  fa c t th a t  i t  is  n o t  re ­
lia n t  o n  th re s h o ld s  u n t i l  th e  fin a l s ta g e  o f  p ro c e s s in g  is  a lso  a n  a t tra c tiv e  p r o p e r ty  o f  th e  
a p p ro a c h . S in c e  a l l  c o n s tra in ts  a re  e n fo rc e d  g ra d u a lly  a n d  th e  d e c is io n  m a k in g  is  a lw a y s  
"soft" , th e  p e r fo rm a n c e  o f  re la x a tio n  b a s e d  s e g m e n ta tio n  a lg o r ith m s  d e g ra d e s  g ra c e fu lly  as
4.4. REGION SEGMENTATION BY RELAXATION OPERATIONS 84
th e  in p u t  b e c o m e s  m o re  a n d  m o re  n o isy . In  th is  se c tio n  w e  p re s e n t a p ro b a b ilis tic  re la x ­
a t io n  b a s e d  c o lo u r  im a g e  s e g m e n ta tio n  a lg o r ith m . U n lik e  p re v io u s  a lg o r ith m s , o u r  d e s ig n  
u ti lis e s  b o th  in te n s ity  a n d  c h ro m a tic ity  in fo rm a tio n  in  th e  se g m e n ta tio n . It is  s im p le r  a n d  
fa s te r  th a n  th e  s to ch a stic  m e th o d s  u s e d  b y  D a ily  [15 ], a n d  is p a r t ic u la r ly  s u ita b le  fo r  th e  
ta sk s  o f  s e g m e n tin g  p la n a r  c o lo u re d  re g io n s . F irs t le t  u s  lo o k  a t tw o  e x is t in g  re la x a t io n  
b a s e d  s e g m e n ta tio n  a lg o r ith m s  in  se c tio n  4 .4 .1  a n d  4 .4 .2 , th e n  in  4 .4 .3  w e  in tro d u c e  o u r  n e w  
s e g m e n ta tio n  a lg o rith m .
4 .4 . 1  S e g m e n t a t i o n  u s i n g  K H  P r o b a b i l i s t i c  R e l a x a t io n
O u r  a p p ro a c h  is  m o d e l b a s e d  w i th  th e  c o lo u r  m o d e l o f  th e  f fh  re g io n  d e sc r ib e d  in  te rm s  
c h ro m a t ic ity  d is t r ib u t io n  P((x,y) —> i\c(x, y)) w h e r e  c(x, y) is  th e  2D  c h ro m a t ic ity  v e c to r  
(c.f. e q u a t io n  4 .4)
Q  ©2
C =  ( c i ,c 2 ) =  ( C] +  C2 +  C3> Ci + C2 +  C 3 ) (4 .5)
G iv e n  a  p o in t  (x,y) w i th  c h ro m a tic ity  c(x,y), P((x,y) -> i\c(x,y)) r e p re s e n ts  th e  p ro b a ­
b i l i ty  o f  p o in t  (x, y) b e lo n g in g  to  th e  ith re g io n  in d e p e n d e n t  o f  c o n te x tu a l in fo rm a tio n , i.e . 
P((x, y) —» i\c(x, y)) is  th e  la b e l p ro b a b ili ty  b a s e d  o n  th e  u n a r y  m e a su re  c(x, y) a lo n e .
L e t u s  d e n o te  th e  p ro b a b ili ty  o f  a s s ig n in g  la b eH  to  p o in t  (ar, y) b y  P((x, y) —» i). N o te  th a t  
th e  la b e ls  o f  th e  n e ig h b o u r in g  p ix e ls  in te ra c t  w i th  e a c h  o th e r  d u e  to  th e  g lo b a l u n i fo rm ity  
c o n s tra in t. T he a s s u m p tio n  is th a t a ll p ix e ls  in  a re g io n  s h o u ld  h a v e  s im ila r  c h ro m a tic it ie s  
a n d  in te n s itie s  (c.f. s e c tio n  4 .1 ) . A c c o rd in g ly  it  is re a so n a b le  to  s p e c ify  th e  la b e l in te ra c tio n  
in  te rm s  o f  th e  t ra n s it io n a l p ro b a b ility . L e t (xa,ya) a n d  (xb, yb) b e  th e  n e ig h b o u r in g  p ix e ls .  
T h en  w e  h a v e
{ 1 rrn( f a + M  I2 (I(Xa,Va)-I{Xb,yb))2\ W„- =  „•VTY  2 crc' 2a f
P((xa,ya) -+ *) Hj/i
(4 .6)
w h e r e  I(x,y) is th e  in te n s ity  c o m p o n e n t a t  p o in t  (x,y). ac a n d  cr/ c o n tro l th e  v a r ia n c e  o f  
c h ro m a t ic ity  a n d  in te n s ity  c o m p o n e n ts  re s p e c tiv e ly . P((xat ya) ->• i) is  th e  p r io r  d is tr ib u t io n  
o f  th e  la b e l a n d  is  in it ia lis e d  w i t h  a  p re d e f in e d  c o n sta n t. E q u a tio n  4 .6  s ta te s  th a t  w h e n  
i =  h (xa/Ja) a n d  (xb,yb) a re  a s s u m e d  to  b e lo n g  to  th e  sa m e  re g io n  a n d  th e re fo re  th e ir  
c o lo u r  a n d  in te n s ity  s h o u ld  b e  s im ila r. I f (xa,ya) a n d  (xblyb) a re  n o t  in  th e  sa m e  re g io n
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(i % j), th e n  th e  tw o  la b e l a s s ig n m e n ts  a re  in d e p e n d e n t  f ro m  e a c h  o th e r, a n d  th e re fo re  
P((xa, ija ) -fa i\(xb, yb) -fa j )  =  P({xa, Vo) ~fa i), w h ic h  is  th e  p r io r  u n c o n d it io n a l p ro b a b ili ty  ( 
o fte n  a p re d e f in e d  sm a ll co n sta n t).
O u r  g o a l is  to  c o m p u te  th e  a  p o s te r io r i  p ro b a b ili ty  o f  la b e l a s s ig n m e n t
P({xa,ya) -fa i\(xh,yb) -fa j,Vj,V{xb,yb) G N a) (4.7)
w h e r e  N a is  th e  se t o f  p ix e ls  c o n s titu tin g  th e  n e ig h b o u rh o o d  o f  p o in t  (xa,ya). T h is  a p o s ­
te r io r i  p ro b a b ili ty  c a n  b e  e x p a n d e d  u s in g  th e  s ta n d a rd  B a y e s ia n  in fe re n c e  ru le  a n d  to ta l  
p ro b a b ili ty  th e o re m . A s s u m in g  th e  c o n d it io n a l in d e p e n d e n c e  o f  th e  m e a s u re m e n ts , o n e  c a n  
fa c to r is e  th e  jo in t  p r io r  P((xa , ya) -fa i, (xb, yb) -fa j, V j G Q, V{xb, yb) G N a) a n d  o b ta in  a la b e l  
u p d a te  ru le  [5] :
m i  \ v -i/  ^ v-ww/ \ ^ at \ -  p ( ( x ^ y a )  i ) Q ( ( x g>Va) - J  i )  /a o\
P((Xa,ya) -+  • ! ( » » , » )  -> J . V j . V M . W )  €  JV„) E j . p ((a.k iW ) ^  j)Q((Xb,Vb) _> j) ( 4 8 )
w h e r e  Q ((£ a > 0a) *) is  th e  s u p p o r t  o f  (a;a , y a) -+ i f ro m  (a;a , ?/a)'s  n e ig h b o u rs . T h e  s u p p o r t
fu n c t io n  in  th e  a b o v e  fo rm u la  c a n  b e  s h o w n  to  b e  :
r\u_ _ \ . TT P((xgiyg) ~3> i\(xb,yb) j)P{{xb,yb) fa> j)
Q((xa,Va) 1) =  I I  ----------------------- p ((---- Y — ,------------------------ > (4 *9 )
[xa,Vb)£Na j X'^X^Va) -fat)
E q u a tio n s  4 .8  a n d  4 .9  a re  o f  th e  fo rm  o f  th e  o r ig in a l p ro b a b ilis t ic  re la x a tio n  fo rm u la te d  b y  
K itt le r  a n d  H an co ck  (K H  PR) [5]. N o te  th a t  th e  c o n te x tu a l in fo rm a tio n  w i l l  b e  r e la t iv e ly  
lo w  in  o u r  c o lo u r  se g m e n ta tio n  p ro b le m  i f  w e  a ssu m e  th e  u n a r y  c o lo u r  m e a s u re m e n t  o f  th e  
p ix e l to  b e  m o re  im p o r ta n t  in  d e te rm in in g  its  la b e l th a n  th e  c o n te x tu a l c o n s tra in t. In  th is  
c a se , w e  c a n  a p p ro x im a te  th e  t ra n s it io n a l p ro b a b ili ty  P((xa,ya) -fa i\(xb,yb) -fa j) w i th  th e  
p r io r  P((xa, ya) -fa i) in  so m e  p a r ts  o f  th e  fo rm u la , a n d  th is  re s u lts  in  a fu r th e r  s im p lif ic a tio n  
o f  th e  s u p p o r t  fu n c tio n  :
n(( \ I ,  r ' n / / .  \ , -\P({xgiyg) i\(xb,yb) j) ~ P({xa,ya)-fa i)
Q((*«,v«)->*) = !+ Y   p . ,  7 ---------------------------------------
( . . a l e # ,  i  ’ ' (4.10)
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S u b s t itu t in g  4 .6  in to  4 .1 0 , w e  o b ta in  fo r  th e  s u p p o r t  fu n c tio n
r\K \ K 1 . V '  (PiUaiVa) -A i\{xb,yb) -A 'i) \ . -\ /a -ii\Q((xa, ya) ~Al) =  1 +  2 ^  ( -----------=77--------- 7------ ---------------1 )P{{xb,yb) -A l) (4 .11 )
(xa,xb)eNa n (® a ,y a )  “+ * )
S u p p o r t  fu n c tio n  4 .1 1  is th e  sa m e  as th a t  s u g g e s te d  b y  R o se n fe ld , H u m m e l a n d  Z u k e r  [4] 
a n d  w a s  s u c c e s s fu lly  u s e d  fo r  m u lt i-s p e c tra l p ix e l c la ss ific a tio n  b y  E k lu n d h  [1].
T h e  u s e  o f  s u p p o r t  fu n c tio n  Q((xa , ya) -a i) w i t h  re la x a tio n  fo rm u la  4 .8  a l lo w s  th e  in f lu ­
e n ce  to  a  s in g le  p ix e l to  b e  g ra d u a lly  e x te n d e d  to  a q u ite  la rg e  n e ig h b o u rh o o d . T h is  is  th e  
re a s o n  w h y  re la x a t io n  la b e llin g  p e r fo rm s  b e tte r  th a n  n o n - ite ra t iv e  lo c a l m e th o d s  lik e  re g io n  
g ro w in g  a n d  w a te rs h e d  in  te rm s  o f  g lo b a l fe a tu re  u n ifo rm ity  c o n s tra in t  (C o n s tra in t  1). T h e  
c o n te x tu a l d e p e n d e n t  d e c is io n  m a k in g  a lso  m a k e s  re la x a tio n  la b e llin g  m o re  ro b u s t  to  lo c a l  
e rro r , a n d  th e  re s u lt in g  re g io n s  o fte n  d o  n o t  c o n ta in  m a n y  h o le s  (C o n s tra in t  3). H o w e v e r  as  
th e re  is  n o  la b e l fo r  th e  e d g e  p ix e ls , a ll p ix e ls  a re  e ith e r  d e sc r ib e d  in  th e  in te r io r  o f  th e  re g io n  
o f  in te re s t  o r  in  th e  b a c k g ro u n d . T h e  fa i lu re  to  m o d e l th e  re g io n  b o u n d a r ie s  a n d  th e  o v e r ­
lo o k in g  o f  C o n s t ra in ts  2  a n d  4  c a n  re s u lt  in  u n d e s ira b le  b e h a v io u r  o n  th e  re g io n  b o u n d a r ie s  
w h e n  u s in g  th e  re la x a tio n  a lg o r ith m  d e sc r ib e d  in  th is  sec tio n .
C o n s id e r  a tw o  c la ss  case  w h e r e  th e re  is  o n ly  o n e  o b jec t la b e l (d e sc r ib e d  b y  p ro b a b i li ty  
P(x, y)) a n d  o n e  b a c k g ro u n d  la b e l (d e sc r ib e d  b y  p ro b a b ili ty  1 — P(x, y)). T h e  la b e l u p d a te  
fo rm u la  4 .8  c a n  b e  w r i t t e n  as :
P({xaBJa) -ft i\(xb,yb) -A jfyjfy{xb,yb) £ N a) =  (( g g iy^Lllz) (4 .12 )
Q{(Xb,yb) ~ft 3)
If th e  c o n te x tu a l s u p p o r t  o f  th e  c o n ju n c tiv e  fo rm  (lik e  in  4 .9 ) is  u s e d , a ll o b jec t p ix e l  la b e ls  
in  th e  n e ig h b o u rh o o d  a re  re q u ire d  to  b e  p o s i t iv e  ( «  1) in  o rd e r  to  m a k e  a s ig n if ic a n t ly  la rg e  
s u p p o rt .  O n  a re g io n  b o u n d a ry , h o w e v e r ,  n o t  a ll o f  th e  n e ig h b o u r  p ix e ls  h a v e  o b jec t la b e l  
w it h  th e  p ro b a b ili ty  c lo se  to  u n ity . T h is  w i l l  m a k e  P(xa, ya) «  0 a t th e  b o u n d a r y  p ix e ls . In  
th e  n e x t  i te ra t io n , th e  o b jec t la b e l a t th e  p ix e l n e x t  to  (xa, ya) w i l l  a lso  g e t  p e n a lis e d  b e c a u se  
P{xai Va.) b e c o m e s  to o  sm a ll. T h u s  as th e  ite ra t io n s  p ro c e e d , th e  p ix e ls  a p p e a rs  to  b e  e ro d in g  
in to  th e  re g io n . I f th e  c o n te x tu a l s u p p o r t  o f  th e  d is ju n c tiv e  fo rm  (lik e  in  4 .10 )  is  u s e d , o n ly  
a fe w  o b jec t p ix e l la b e ls  in  th e  n e ig h b o u rh o o d  a re  re q u ire d  to  b e  p o s it iv e  (~  1) in  o rd e r  to  
m a k e  a  s ig n if ic a n tly  la rg e  s u p p o r t .  T h is  w i l l  e lim in a te  th e  e ro s io n  e ffe c t b u t  w i l l  in tro d u c e  
d ila t io n  o f  th e  re g io n  i f  th e  b in a ry  c o n d it io n a l p ro b a b ili ty  is b ia se d  to w a r d s  g iv in g  a p o s i-
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t iv e  la b e l. A  d e lic a te  b a la n c e  h a s  to  b e  m a in ta in e d  b y  s p e c ify in g  th e  s u p p o r t  fu n c t io n  a n d  
th e  b in a ry  c o n d it io n a l p ro b a b ili ty  in  o rd e r  to  a c h ie v e  th e  c o n v e rg e n c e  a t th e  c o rre c t re g io n  
b o u n d a ry . In  [1], E k lu n d h  g o t ro u n d  th e  p ro b le m  b y  o b ta in in g  th e  b in a ry  c o m p a tib ilit ie s  
f r o m  s u p e r v is e d  tra in in g .
O n e  m a y  a rg u e  th a t  su c h  e ro s io n / d ila t io n  p ro b le m s  a re  th e  re s u lt  o f  a  re la x a t io n  p ro c e ss  
th a t  fa ils  to  ta k e  im p o r ta n t  u n a r y  m e a su re m e n ts  in to  c o n s id e ra tio n  d u r in g  th e  i te ra t iv e  la b e l  
u p d a te  p ro c e ss . S u c h  a n  o v e r lo o k  o f  m e a su re m e n ts  can  y ie ld  a  re s u lt  th a t  d r i f ts  a w a y  fro m  
th e  in it ia l o b s e rv a tio n . In  [2], S to d d a r t  p ro p o s e d  a  n e w  s u p p o r t  fo rm u la  o f  th e  fo l lo w in g  
f o r m :
Q{{XariJa) -> i) =  tVa) -0i\{xb,Vb) ft j)P{{xb,yb) -+  j\c(xb,yb))P((xb,yb) -+
(Xb,Vb)£Na 3
(4 .13 )
C o m p a r in g  4 .9  w i th  4 .1 3 , o n e  can  see  th a t 4 .1 3  d o e s  ta k e  u n a r y  m e a s u re m e n t  in to  c o n s id ­
e ra t io n  in  e v e r y  i te ra t io n  o f  th e  la b e llin g  p ro c e ss . H o w e v e r , as o n e  c a n  see  th a t  th e  u n a r y  
m e a s u re m e n t  p ro b a b ili ty  P((xb, yb) - »  j\c(xb, yb)) is  in te g ra te d  in to  th e  s u p p o r t  fu n c tio n  u s ­
in g  a conjunctive o p e ra to r  : m u ltip lic a tio n . T h is m ig h t n o t  b e  c o rre c t fo r  o u r  se g m e n ta tio n  
p ro b le m , s in ce  th e  o b jec t la b e l p ro b a b ili ty  c a n  n o t  b e  in c re a se d  e v e n  w h e n  th e re  is  a p o s i­
t iv e  u n a r y  e v id e n c e  (i.e. P({xb,yb) - »  j\c(xb,yb)) ~  1)- T h e  sa m e  e ro s io n  e ffe c t c a n  s t i ll  b e  
e x p e c te d  to  h a p p e n  h e re .
4 .4 .2  S e g m e n t a t i o n  u s i n g  M a r k o v  R a n d o m  F ie ld  M o d e l
In  [15 ], D a ily  p ro p o s e d  a se g m e n ta tio n  p ro c e ss  as a  s im u lta n e o u s  m in im is a t io n  o f  fo u r  c r ite ­
r ia  fu n c tio n s . N o w  w e  b r ie f ly  d e sc r ib e  th e se  c r ite r ia  a n d  th e ir  re la t io n  w i t h  th e  s e g m e n ta tio n  
c o n s tra in ts  in tro d u c e d  p re v io u s ly . T h e  f i r s t  c r ite r io n  E{ m in im ise s  th e  c o lo u r  d iffe re n c e s  b e ­
tw e e n  n e ig h b o u r in g  p ix e ls  th a t b e lo n g  to  th e  sa m e  re g io n  :
Ei = X 5 3 ( (/ $ ,y + l ©  fx,y)2{ 1 ~  Vx>y) +  [fx+l,y ©  /a:,y)2 ( l  “  hx,y)) (4 .14 )
x,y
w h e r e  v e c to rs  fx,y+i ©  fx,y a n d  fx+i,y ©  fx,y r e p re s e n t  th e  c o lo u r  d iffe re n c e s  b e tw e e n  p o in t  
(x, y) a n d  its  n e ig h b o u r in g  p ix e ls . vx>y a n d  hx>y c o r re s p o n d  to  th e  v e r t ic a l a n d  h o r iz o n ta l  
lin e  p ro c e s s e s  re s p e c t iv e ly  a n d  v a r y  c o n t in u o u s ly  b e tw e e n  0 a n d  1, w i t h  0 r e p re s e n t in g  th e
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a b se n ce  o f  a lin e  a t p ix e l (x , y) a n d  1 its  p re se n c e . M in im is in g  Ei w i l l  s m o o th  o u t  th e  n o is y  
p o in ts  w i th in  re g io n s , a n d  o p t im ise  th e  se g m e n ta tio n  in  te rm s  o f  C o n s tra in t  1 a n d  3. T h e  sec ­
o n d  c r ite r io n  a tte m p ts  to  c o n tro l f id e li ty  b e tw e e n  th e  re s u lt in g  im a g e  fx,y a n d  th e  o r ig in a lly  
im a g e  dx>y b y  m in im is in g  th e  s q u a re d  d is ta n c e  :
x,y
W h e n  Ed c r i te r io n  is u s e d  jo in t ly  w i t h  Ei, w e  c a n  see  th a t  C o n s t ra in t  2  w i l l  b e  m a x im a lly  
sa tis fie d . T h e  th ird  c r ite r io n  in tro d u c e s  c o sts  fo r  in s e r t in g  lin e  p ix e ls  :
x,y
T he fo u r th  c r ite r io n  fo rc e s  th e  lin e  p ro c e s s e s  to  ta k e  o n  (1) o r  o ff  (0) s ta te s  a n d  is  d e fin e d  as  
fo l lo w s  :
O p tim is in g  th is  c r ite r ia  w i l l  e n su re  th a t  th e  re g io n  b o u n d a r ie s  a re  u n a m b ig u o u s , (i.e . a re  
s p a t ia l ly  a c c u ra te  as d e sc r ib e d  in  C o n s tra in t  4). T he g lo b a l c o s t fu n c tio n  E  = Ei +  E^ +  Ei +  
E (J/ th e  b in a r y  lin e  p ro c e s s e s  vXjV a n d  hx>y p lu s  a c h o se n  la ttice  s t ru c tu re  o f  th e  p ix e ls  fo rm s  
a H o p fie ld  n e tw o r k  m o d e l o f  re g io n s . T h e  m in im is a t io n  o f  E  is  a c h ie v e d  u s in g  a  s ta n d a rd  
i te ra t iv e  u p d a te  ru le  b a s e d  o n  M e a n  F ie ld  T h eo ry .
A n  im p o r ta n t  im p r o v e m e n t  o f  D a ily 's  m e th o d  o v e r  th e  p r e v io u s ly  in tro d u c e d  E k lu n d h 's  
R e la x a t io n  L a b e llin g  m e th o d  is th e  in tro d u c t io n  o f  b o u n d a ry  la b e ls  ( lin e  p ro c e sse s) . C r ite ­
r io n  Ei e x c lu d e s  th e  b o u n d a r y  p ix e ls  fro m  th e  sm o o th in g  p ro c e ss , th u s  a v o id s  th e  e x c e s s iv e  
in flu e n c e  b e tw e e n  p ix e l la b e ls  a c ro ss  th e  re g io n  b o u n d a ry . D a ily 's  m e th o d  w a s  d e m o n ­
s tra te d  o n  u n s u p e rv is e d  s e g m e n ta tio n  (c lu s te rin g ) o f  th e  im a g e  d a ta .
4 .4 .3  A  n e w  r e l a x a t i o n  a l g o r i t h m  f o r  im a g e  s e g m e n t a t i o n
In  [15 ], D a ily  a lso  in tro d u c e d  a n  im p o r ta n t  m o d e l fo r  im a g e  s e g m e n ta tio n  w h ic h  c a p tu re s  
m o s t  o f  th e  c o n s tra in ts  d e sc r ib e d  b y  H a ra lic k . E sse n tia lly , th e  m o d e l a s s u m e s  th a t  th e  im a g e  
a fte r  a g o o d  s e g m e n ta tio n  is  piece-wise smooth. S u c h  p ie c e -w is e  s m o o th n e s s  m o d e l (so m e ­
Dd — a 2 3  I K y  dX,y\\ (4 .15 )
El — A '%Y X vx,y +  dx,y) (4 .16 )
(4 .17 )
w h e re  g 1 () is s ta n d a rd  s ig m o id  fu n c tio n  re p re s e n tin g  th e  g a in  fu n c tio n  fo r  lin e  p ro c e s s e s .
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t im e  a lso  c a lle d  w e a k  m e m b ra n e  m o d e l)  h a s  b e e n  w id e ly  u s e d  in  m a n y  o th e r  r e g u la r is a t io n  
p ro b le m s  s u c h  as c o n to u r, su rfa c e  m o d e llin g , a n d  n o is e  s u p p re ss io n .
ha D a ily 's  fo rm u la t io n  o f  th e  se g m e n ta tio n  p ro b le m , th is  m o d e l c a p tu re s  H a ra lic k 's  c o n ­
s tra in ts  n ice ly .
1 . W ith in  e a c h  re g io n , th e  m e a su re m e n ts  a re  s m o o th  w i th  li t t le  v a r ia t io n . T h is  c a p tu re s  
th e  fe a tu re  u n ifo rm ity  re q u ire m e n t in  C o n s tra in t  1.
2. B e tw e e n  th e  re g io n s , th e re  a re  s in g le  s te p  d isc o n tin u itie s . T h is  c o r re s p o n d s  to  th e  re ­
q u ire m e n t fo r  s p a t ia l ly  a c c u ra te  b o u n d a ry  (C o n d it io n  4).
3 . T h e  m e m b ra n e  d o e s  n o t  b re a k  a t e v e r y  d isc o n tin u ity . T h ere  is  a  c o s t a s s o c ia te d  w i th  
b re a k in g  a m e m b ra n e . T h e  " g ra v ity "  o f  th e  s y s te m  c a u se s  th e  m e m b ra n e  to  b re a k  o n ly  
a t la rg e  s ig n if ic a n t fe a tu re  d isc o n tin u itie s . T h is c a p tu re s  C o n s tra in ts  2  a n d  3  n ice ly .
T h e  a b o v e  m o d e l su g g e s ts  tw o  a lte rn a t iv e  w a y s  o f  o b ta in in g  a  g o o d  s e g m e n ta tio n . O n e  
w a y  is  to  p re -p ro c e s s  th e  im a g e  w i th  a p ie c e -w is e  s m o o th in g  re g u la r is a t io n  p ro c e s s  to  re d u c e  
its  n o is e  a n d  th e n  s e g m e n t it  u s in g  a n y  s e g m e n ta tio n  a p p ro a c h e s  in tro d u c e d  p re v io u s ly .  
W e  c a n  e x p e c t  th e  se g m e n ta tio n  re s u lt  o b ta in e d  th is  w a y  to  b e  c e r ta in ly  g o o d  a c c o rd in g  to  
H a ra lic k 's  c o n s tra in ts , i r re s p e c t iv e  o f  w h a t  ty p e  th e  o r ig in a l im a g e  is. A n o th e r  w a y  is to  
e m b e d  th e  p ie c e -w is e  s m o o th  m o d e l in to  th e  la b e llin g  p ro c e ss . In  th is  w a y  w e  c a n  a lso  
e x p e c t  th e  re s u lt in g  la b e ls  to  b e  c o n s is te n t a c c o rd in g  to  H a ra lic k 's  c o n s tra in ts .
N o w  w e  in tro d u c e  o u r  m e th o d . F irs t w e  in tro d u c e  a  s im p le  re la x a tio n  la b e llin g  fo rm u la  
th a t  e m b e d s  th e  p ie c e -w is e  sm o o th n e s s  c o n s tra in t. L a te r  w e  d e sc r ib e  a  p re -p ro c e s s in g  fi lte r  
th a t  is  s u ita b le  fo r  d e n o is in g  th e  im a g e  fo r  s e g m e n ta tio n  p u rp o s e .
L e t u s  c o n s id e r  a  tw o  c lass  p ro b le m  : o n e  c lass  is th e  re g io n  o f  in te re s t , th e  o th e r  is  th e  
b a c k g ro u n d . C o n s id e r  a n e ig h b o u rh o o d  (xn,yn),n G [ 1 . . .  N] a ro u n d  p ix e l (x,y). D e n o te  
th e  p ro b a b ili ty  o f  (x, y) b e in g  a  re g io n  p ix e l w i t h  P({x, y) -fa 1 ) , a n d  th e  p ro b a b i li ty  o f  (x, y) 
b e in g  a  b a c k g ro u n d  p ix e l w i th  P((x, y) -fa 0 ). A s s u m in g  th e  s u p p o r t  f ro m  e a c h  n e ig h b o u r­
in g  p ix e l is  d e p e n d e n t  o n  th e  re s t, th e  to ta l n u m b e r  o f  p o s s ib le  o u tc o m e s  fo r  la b e llin g  th e  
p o in t  (x , y) is
N  1 1
Y J 2 Y ^ P ^XnPJn  ^-faj)P ((X>y) -faj) (4 -1 8 )
71=1 7=0 j = 0
S in c e  e a c h  re g io n  p ix e l h a s  to  b e  c o n n e c te d  to  a t le a s t  o n e  n e ig h b o u r in g  re g io n  p ix e l, to ta l
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n u m b e r  o f  o u tc o m e s  fo r  (x, y) —> 1 s u p p o r te d  b y  a t le a s t  o n e  o f  its  n e ig h b o u r  is  :
N
Y  P{{Xn,Vn) -ft 1 )P{(x,y) -ft l\(xn,yn) -A 1) (4 .19 )
n=1
H en ce  w e  h a v e  th e  p o s te r io r  p ro b a b ili ty  fo rm u la  :
P{(x,y) -A 1|{xn,yn),n e [1 ...IV]) =
Y,n=lP ((xn,Vn) ~ft l)P{(x,lj) -ft \\{xn,yn) 1)
E f t  1 E f t )  E f t o P ((^ n ,yn ) -ft j)P({x,y) -ft i\{xn,ljn) -ft j)
D e fin e  th e  c o n d it io n a l p ro b a b ili ty  fo r  la b e l in te ra c tio n  :
(4 .20)
I 1 rrr)( \c(x,y)-c{xn,yn)\2 _ (I(x,y)-I(xn,yn))2 \ w- __ •
P((x,y) ^  i\(xn,yn) ^  j) = \ 2.+ 2, +  )
(0  Va 7
(4 .2 1)
i.e. th e  s m a lle r  c o lo u r  d iffe re n c e  th e  g re a te r  th e  in te ra c tio n  b e tw e e n  p ix e ls  o f  s im ila r  la b e l. 
N o te  th a t  s in ce  (x, y) -ft 1  a n d  (or, y) -a 0 a re  m u tu a lly  e x c lu s iv e  o u tc o m e s  o f  o n e  e v e n t ,  i.e . 
P{(xn,yn ) -ft 0) =  1 — P((xn,yn) —A 1). F ro m  4 .2 1 , w e  k n o w  t h a t :
P{(x,y) -ft 1|(xn,yn) -ft 1 )  =  P((x,y) -A 0|(xn,yn) -a 0) % 0 (4 .22)
a n d
P((x,y) -ft II{xnDJn) -ft o) =  p({x,y) -A l\{xn,yn) -A 0) =  0  (4 .23)
S u b s t itu t in g  4 .2 2  a n d  4 .2 3  in to  4 .2 0  a n d  re a rra n g e , w e  o b ta in  th e  fo l lo w in g  la b e l u p d a te  
fo rm u la  :
P k+1((x,y)-> l| (a n , yn),n6 [ 1 . . .  JV]) =  E "=‘ f  f t ” T O i l + M J ± L
T.n=ip {(x,y) -+ l| (* » .V n ) -> 1)
(4 .24)
w h e r e  k is  th e  n u m b e r  o f  ite ra t io n . W e  a rg u e  th a t  th is  la b e l u p d a te  fo rm u la  p e r fo rm s  b e tte r  
th a n  th e  p r e v io u s  re la x a tio n  b a s e d  s e g m e n ta tio n  a lg o r ith m s  w ith o u t  th e  p ro b le m s  o f  re g io n  
d ila t io n  o r  e ro s io n . T h is  is  b e c a u se  th e  n e ig h b o u rh o o d  c o n n e c t iv ity  d e fin e d  in  th is  fo rm u la  
b e s t  c a p tu re s  o u r  n o t io n  o f  c o n n e c tiv ity , i.e . as lo n g  as o n e  n e ig h b o u r  is  a re g io n  p ix e l ,  th e  
p ix e l in  th e  c e n tre  b e c o m e s  c o n n e c te d  to  th e  re g io n . S u c h  d e fin it io n  h a n d le s  th e  b o u n d a r y
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s itu a tio n  w e l l  a n d  is  ab le  to  m a in ta in  fin e  sca le  s tru c tu ra l fe a tu re s  w h i le  e lim in a tin g  th e  
is o la te d  p e a k s  o r  h o le s  w h ic h  la c k  th e  c o n te x tu a l s u p p o rt .  T h is  la b e llin g  p ro c e s s  s h o u ld  b e  
in it ia lis e d  b y  th e  u n a r y  p ro b a b ili ty  P((x, y) -fa l|c(a;, y)).
T h e b e h a v io u r  o f  th is  la b e l u p d a te  fo rm u la  is  s im ila r  to  th a t  o f  a n is o tro p ic  g ra d ie n t  in ­
v e r te d  i te ra t iv e  f i lte r in g  w h ic h  a s su m e s  a  p ie c e -w is e  s m o o th n e s s  m o d e l o f  th e  im a g e . It 
a n is o tro p ic a l ly  d iffu s e s  th e  m e a su re m e n ts  (h e re  th e  p ro b a b ilit ie s )  a c c o rd in g  to  th e  b in a ry  
re la t io n a l e v id e n c e s . B a sed  o n  th e  sa m e  p rin c ip le , w e  p ro p o s e  to  u s e  th e  fo l lo w in g  a d a p t iv e  
f i l t e r  to  re g u la r is e  th e  im a g e  b e fo re  s e g m e n ta tio n  a c c o rd in g  to  th e  p ie c e -w is e  s m o o th n e s s  
a s s u m p t io n :
JS+l , , S£LlCn((Sn,i/r.) -+ l)P((s,y) l|(iCn,yn) 1) /,
w h e r e  P((x,y) -fa 1 \{xn,yn) -fa 1) is  d e fin e d  as in  4 .2 1 .
4 .4 .4  B i n a r y  a n d  U n a r y  D i s t r i b u t i o n s
In  o rd e r  to  re c o g n ise  c o lo u re d  p la n a r  p a tte rn s , w e  a ssu m e  th a t  e a c h  re g io n  fo rm s  a c lu s te r  
in  th e  c h ro m a tic ity  sp ace . T he d is tr ib u tio n  o f  th e  c lu s te rs  c a n  b e  m e a s u re d  b y  h is to g ra m ­
m in g  te c h n iq u e s  d u r in g  th e  m o d e l g e n e ra tio n  p h a se . T h e  re s u lt in g  c lu s te r  d e s c r ip t io n  c a n  
b e  s to re d  in  e ith e r  p a ra m e tr ic  o r  h is to g ra m  fo rm , a n d  is  re fe re n c e d  b y  th e  s e g m e n ta tio n  
a lg o r ith m  th ro u g h  fu n c tio n  P(c(x, y) | (ac, y) -fa i).
T h e su cc e ss  o f  th e  a lg o r ith m  d e p e n d s  o n  th e  a c c u ra c y  o f  o u r  u n a r y  a n d  b in a r y  d is t r ib u ­
t io n  m o d e l. N o tic e  th a t  in  E q u a tio n  4 .2 1  a n d  4 .6  w e  h a v e  s p e c ifie d  h e u r is t ic a lly  th e  b in a ry  
m e a s u re  d is t r ib u t io n  m o d e l as  a  G a u s s ia n  lik e  fu n c tio n  in  te rm s  o f  th e  c h ro m in a n c e  d is ta n c e  
|c(£ft, Ua) ~ c(xb,Vb)I- H o w e v e r  w h e n  th e  d is tr ib u tio n  a re  c o m p le x , a m o re  p re c ise  a p p ro a c h  
is  n e e d e d . O n e  c a n  m e a su re  th e  b in a ry  d is tr ib u tio n  th ro u g h  e x te n s iv e  e x p e r im e n ts . H ere  
w e  in tro d u c e  a n  a n a ly t ic a l s o lu t io n  to  th e  p ro b le m .
S u p p o s e  w e  h a v e  tw o  a r b it ra ry  p o in ts  (xa,ya ) a n d  (xb,yb) b e lo n g in g  to  th e  sa m e  re ­
g io n  i. T h e  c h ro m a tic ity  v e c to rs  c(xa,ya) a n d  c(xb,yb) o f  th e  tw o  p o in ts  c a n  b e  c o n s id e re d  
a s  tw o  s a m p le s  o f  tw o  in d e p e n d e n t  ra n d o m  p ro c e sse s  d r a w n  fro m  a n  id e n tic a l d is t r ib u ­
t io n  P(c(x,y)\(x,y) -fa i). N o te  th a t th e  d is ta n c e  b e tw e e n  th e  tw o  c h ro m a tic ity  v e c to rs  
Ic(xa,ya) — c{xb, yb)| is  a lso  a  ra n d o m  p ro c ess . G iv e n  th e  d is t r ib u t io n  o f  c(xa, ya ) a n d  c(xb, yb),
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it  is  p o s s ib le  fo r  u s  to  f in d  th e  d is t r ib u t io n  o f  p a i r w is e  d is ta n c e s  b e tw e e n  th e  ra n d o m  s a m ­
p le s  o f  tw o  p ro c e sse s . In  fa c t, th e  d is tr ib u t io n  o f  5c = \c(xa,ya) — c(xb,yb)\ is  th e  c o r re la ­
tio n  b e tw e e n  th e  d is t r ib u t io n  fu n c tio n  o f  c(xa,ya ) a n d  th a t  o f  c(xb, yb). In  ca se  th a t  c(xa , ya ) 
a n d  c(xb, yb) fo l lo w  th e  sa m e  d is tr ib u tio n , th e  d is ta n c e  d is tr ib u tio n  is th e  a u to c o r re la t io n  o f
P(c(x,y)\(x,y) -+ i)
Rj = Rj =  J  P(c(x, y) - c'\(x,y) -> i)P(c(x,y)\{x,y) -+ i)dd (4 .26)
N o te  th a t  th e  in te n s ity  p ro c e s s  is  in d e p e n d e n t  o f  c o lo u r  h is to g ra m s , a n d  th e re fo re  it  s h o u ld  
re m a in  u n c h a n g e d . H en ce  th e  b in a ry  re la t io n a l d is t r ib u t io n  s h o u ld  b e
[ R { \/j = i
P({xa,ya) -> i\(xa,ya) -+ j) = { (4 .27)
I 0 Y? / i
4 . 5  E x p e r i m e n t s
E x p e rim e n ts  h a v e  b e e n  p e r fo rm e d  c o m p a r in g  th e  o u r  s e g m e n ta tio n  a lg o r ith m  w i t h  o th e r  
a lg o r ith m s .
It c a n  b e  s e e m  in  F ig u re  4 .1  th a t  p o s t-p ro c e s s in g  o f  th e  la b e l p ro b a b i li ty  m a p  b y  m o r ­
p h o lo g y  d o e s  n o t  y ie ld  g o o d  re s u lts  o n  n o is y  im a g e s  w h e re  th e  in it ia l c la s s ific a tio n  e r r o r  is  
h ig h .
R e la x a t io n  w i t h  is o tro p ic  n e ig h b o u rh o o d s  (b y  K H -P ro b a b ilis tic  R e la x a tio n ) d o e s  a  lo t  
b e tte r. H o w e v e r  as w e  c a n  see  fro m  F ig u re  4 .2 , la b e llin g  p ro b a b ilit ie s  te n d  to  re d u c e  fro m  
o n e  ite ra t io n  to  a n o th e r  a n d  th e  re g io n s  g e t s lo w ly  e ro d e d . T he re a s o n  fo r  th is  is  th a t  a n  
is o tro p ic  n e ig h b o u rh o o d  s u p p o r t  fu n c tio n  lik e  4 .9  b a se s  its  d e c is io n  o n  th e  c o n ju n c tio n  o f  
s u p p o r t  fo rm  fo r  a ll n e ig h b o u rs  (c.f. S e c tio n  4 .4 .1 ) .
T h e  re g u la r is a t io n  o f  p ro b a b ili ty  m a p  a p p e a rs  to  p ro d u c e  th e  b e s t re s u lt . T h is  is  b e ­
c a u se  i t  h a s  s u c c e s s fu lly  in te g ra te d  a ll 5  c o n s tra in ts , a n d  m o s t  im p o r ta n t ly  th e  b o u n d a r y  
c o n s tra in ts  2  a n d  4. It is  th is  b o u n d a r y  c o n s tra in t  th a t p re v e n ts  th e  la b e ls  to  a ffe c t e a c h  o th e r  
a c ro ss  re g io n  b o u n d a r ie s .
F in a lly  F ig u re s  4 .5  a n d  4 .6  s h o w s  th a t  e v e n  b e tte r  se g m e n ta tio n  c a n  b e  a c h ie v e d  b y  u s in g  
th e  p ro p o s e d  a n is o tro p ic  f i lte r  to  re g u la r is e  th e  n o is y  im a g e  firs t , a n d  th e n  p e r fo rm  re la x ­
a t io n  la b e llin g .
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(a) Dilation Erosion (b) Dilation Erosion Erosion Dilation
F ig u re  4 .1 :  P o s t-p ro c e s s in g  o f  la b e l p ro b a b ilit ie s  b y  m o rp h o lo g y  o n  n o is y  im a g e
4 . 6  R e m a r k s  a n d  c o n c l u s i o n
In  se c tio n  4 .3 , w e  d e sc r ib e d  f iv e  c o n s tra in ts  p ro p o s e d  b y  H a ra lic k  fo r  re g io n  se g m e n ta tio n .  
T h ese  c o n s tra in ts  a re  c o n s id e re d  to  b e  c o m p re h e n s iv e  in  th a t  th e y  e n c o m p a ss  b o th  s p a tia l  
a n d  fe a tu re  d o m a in  c h a ra c te r isa tio n  o f  a  g o o d  se g m e n ta tio n . S p ec ific a lly , C o n d it io n  1 a n d  
2  in  se c tio n  4 .3  e x p re s s  th e  fe a tu re  d o m a in  c h a ra c te r isa tio n  o f  re g io n  in te r io r s  a n d  re g io n  
b o u n d a r ie s  re s p e c tiv e ly . C o n d it io n  4  is  a p u re  s p a tia l c o n s tra in t  o n  th e  re g io n  b o u n d a r ie s .  
C o n d it io n  3  a n d  5  a re  p u re  s p a tia l d o m a in  c o n s tra in t o n  re g io n  in te r io rs .
W e  b e lie v e  th a t  a g o o d  s e g m e n ta tio n  p ro c e ss  m u s t  b e  a b le  to  in c o rp o ra te  th e s e  c o n ­
s tra in ts . W e  d is c u s s e d  th e  c o n s tra in t  sa tis fa c t io n  in  th e  e x is tin g  s e g m e n ta tio n  m e th o d s  in ­
c lu d in g  s p a tio -fe a tu re  d o m a in  c lu s te r in g , re g io n  g ro w in g , w a te r - s h e d , m a th e m a tic a l m o r­
p h o lo g y  a n d  re la x a tio n  la b e llin g . W e  a rg u e d  th a t  so m e  o f  th e  p ro b le m s  a p p e a re d  in  th e se  
s e g m e n ta tio n  a lg o r ith m s  a re  o fte n  d u e  to  th e  fa c t th a t  so m e  o f  th e  c o n s tra in ts  h a v e  b e e n  
o v e r lo o k e d  o r  n o t  in c o rp o ra te d  p ro p e r ly .
T h ere  a re  tw o  p r in c ip le  w a y s  o f  in c o rp o ra tin g  H a ra lic k 's  c o n s tra in ts  in  a  se g m e n ta tio n  
p r o c e s s :
1. O n e  is to  e m b e d  th e  c o n s tra in ts  in to  a n  i te ra t iv e  la b e llin g  p ro c e ss . T h is  h a s  re s u lte d  
D a ily 's  M e a n  F ie ld  T h e o ry  b a s e d  se g m e n ta tio n  a lg o r ith m  a n d  o u r  s e g m e n ta tio n  a lg o -
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r i th m  i l lu s t r a te d  in  s u b se c tio n  4 .4 .3  (e q u a tio n  4 .24). W e  s h o w e d  in  th e  e x p e r im e n ts  
th a t  w i th  b e tte r  in c o rp o ra t io n  o f  H a ra lic k 's  c o n s tra in ts , o u r  s e g m e n ta tio n  a lg o r ith m  
h a s  o u t  p e r fo rm e d  th e  e x is tin g  m e th o d s  w i th o u t  s u ffe r in g  fro m  th e ir  d ra w b a c k s .
2. A l t e r n a t iv e ly  o n e  c a n  p e r fo rm  re g u la r is a t io n  o n  th e  o r ig in a l im a g e  b e fo re  s e g m e n ta ­
tio n , in  su c h  a w a y , th e  re s u lt in g  p ro c e s s e d  im a g e  w i l l  s u it  H a ra lic k 's  c o n s tra in t  b e tte r  
i r r e s p e c t iv e  o f  th e  o r ig in a l im a g e . T he id e a  b e h in d  th is  a p p ro a c h  is  s im ila r  to  th a t  o f  
fe a tu re  d e te c tio n  th e o r y  in tro d u c e d  in  C h a p te r  2 , n a m e ly  th a t, p r io r  k n o w le d g e  a b o u t  
th e  s t ru c tu re  o f  th e  re g io n s  o r  fe a tu re s  c an  b e  u s e d  to  g u id e  in fo rm a tio n  f i lt e r in g  p r o ­
cess  in  su c h  a w a y  th a t  it  w i l l  e x c lu d e  i r r e le v a n t  in fo rm a tio n  a n d  re ta in  s t ru c tu re s  o f  
in te re s t . W e  s h o w e d  in  th e  e x p e r im e n ts  th a t  th e  a n -iso tro p ic  a d a p t iv e  f i l t e r  d e v e lo p e d  
b y  u s  (e q u a tio n  4 .2 5 ) c a n  b e  u s e d  e f fe c t iv e ly  in  p re -p ro c e s s in g  im a g e s  to  a c h ie v e  b e tte r  
s e g m e n ta tio n .
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(a) 1 iteration (b) 2 iterations
F ig u re  4 .2 : R e la x a t io n  w i t h  is o tro p ic  n e ig h b o u rh o o d  o n  n o is y  im a g e : K H -P ro b a b ilis tic  R e­
la x a tio n
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(a) 1 iteration (b) 2 iterations
Figure 4.3: Segmentation with our relaxation algorithm on noisy image
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Figure 4.4: Segmentation with our relaxation algorithm on clean image
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(a) Noisy image (b) Filtered image
F ig u re  4 .5 : U s in g  a n is o tro p ic  g ra d ie n t  in v e r te d  fi lte r  to  re g u la r is e  n o is y  im a g e
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F ig u re  4 .6 : S e g m e n ta tio n  w ith  o u r  re la x a tio n  a lg o r ith m  o n  n o is e  f i lte re d  im a g e  : u s in g  
a n is o tro p ic  g ra d ie n t  in v e r te d  fi lte r
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R e g io n  Based A ffin e  In v a r ia n t 
M easu rem ents  : U n a ry  and  B in a ry  
Form s
5 . 1  I n t r o d u c t i o n
h r  th is  c h a p te r  w e  in tro d u c e  m e th o d s  fo r  g e n e ra tin g  a n  a ffin e  in v a r ia n t  A R G  re p re s e n ta t io n  
o f  im a g e  a n d  o b jec t m o d e ls  b a s e d  o n  re g io n s . R eg io n s  e x tra c te d  u s in g  a lg o r ith m s  in tro d u c e d  
in  th e  la s t  c h a p te r  m a y  b e  u s e d  h e re .
In  th e  in tro d u c to ry  p a r t  o f  C h a p te r  3 , w e  h a v e  d is c u s s e d  th e  n e e d  fo r  a  d is tr ib u te d  a ffin e  
in v a r ia n t  re p re s e n ta t io n . S u c h  a re p re s e n ta t io n  s h o u ld  h a v e  u n a r y  a n d  b in a ry  m e a s u re s  th a t  
a re  in v a r ia n t  to  a ffin e  t ra n s fo rm , w h i le  e n fo rc in g  th e  c o n s tra in t  th a t  a ll o b jec ts  in  th e  g ra p h  
u n d e rg o  th e  sa m e  tra n s fo rm a tio n . S u c h  g lo b a l c o n s tra in t  is  c o m m o n ly  re p re s e n te d  as  a h ig h  
o r d e r  r e la t io n  in  c o n v e n tio n a l m e th o d s . M a tc h in g  a lg o r ith m s  u ti lis in g  h ig h  o rd e r  re la t io n s  
a re  u s u a l ly  v e r y  s lo w . C h a p te r  2  h a s  in tro d u c e d  a s e t  o f  a ffin e  in v a r ia n t  m e a s u re m e n ts  b a s e d  
o n  p o in t  fe a tu re s , f ro m  w h ic h  o n e  c a n  c o n s tru c t a n  A R G  re p re s e n ta t io n  o f  th e  sce n e  u s in g  
b in a ry  a n d  u n a r y  re la tio n s  o n ly . T h is  c h a p te r  in tro d u c e s  a n  in v a r ia n t  A R G  re p re s e n ta t io n  
b a s e d  o n  re g io n  fe a tu re s . W e  s ta r t  b y  lo o k in g  a t th e  p ro b le m  o f  a ffin e  r e c o v e r y  f r o m  a m ix ­
tu re  o f  p o in t  a n d  m o m e n t fe a tu re s . U s in g  re c o v e re d  th e  a ffin e  p a ra m e te rs , w e  c o n s tru c t  a 
u n a r y  m e a s u re m e n t  th a t  is  in v a r ia n t  to  a ffin e  tra n s fo rm , a n d  b in a ry  m e a su re s  th a t  e n fo rc e
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th e  c o m m o n  t r a n s fo rm a tio n  c o n s tra in t.
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5 . 2  A f f i n e  r e c o v e r y  u s i n g  a  c o m b i n a t i o n  o f  p o i n t  a n d  m o m e n t  f e a ­
t u r e s
5 .2 . 1  P r o j e c t i o n  o f  2 n d  o r d e r  m o m e n t s
W e  c o m m e n c e  b y  in tro d u c in g  so m e  b a s ic  m e a su re m e n ts  b a s e d  o n  re g io n s . L e t R  =  f(x, y) 
b e  a re g io n . L e t u s  d e fin e  th e  fo l lo w in g  : A re a
A =  f  f  f(x,y)dxdy
C e n tro id  :
Cx —
Ci, —
I fx  • f (x, y)dxdy 
A
f IV- f(xty)dxdy
2n d  o r d e r  m o m e n ts  :
'<*2,0 =  J  J  x2 ■ f(x,y)dxdy
**o,2 = j  f  V2 ■ f(x, y)dxdy
**i,i =  J  J  xy- f(x, y)dxdy
(5 .1)
(5.2)
(5.3)
(5.4)
(5.5)
(5.6)
S u p p o s e  re g io n  R  is  p ro je c te d  o n to  a n o th e r  im a g e  fra m e  b y  a 2D  a ffin e  tra n s fo rm . L e t u s  
re p re s e n t  th e  t r a n s fo rm  w i t h  6 p a ra m e te rs  {a, b, c, d, tx,ty) :
x' = ax ft by ft tx y' = cx ft dy ft £, (5.7)
T h e  p ro je c te d  a re a  o f  c o r re s p o n d in g  re g io n  R! in  th e  s e c o n d  im a g e  fra m e  w i l l  b e
A' =  kA (5.8)
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w h e r e  k = ad — bc. S im ila r ly  th e  p ro je c te d  2 n d  o rd e r  m o m e n ts  w i l l  b e  g iv e n  b y
u2,o = k ' J f  {ax + by + tx)2 • f(x, y)dxdy
= k(a2u2to + 20'buiji + b2uo)2 +Atl + 2Atx(acx + bcy)) (5.9)
wo,2 =  k- J  J  (cx + dy + ty)2 • f(x, y)dxdy
k(c2U2,o +  2cdui}i +  d2uot2 +  At2 +  2Aty(ccx +  dcy )) (5 .10 )
ui,i ~ k ' J J (ax +  by +  tx)(cx +  dy +  ty) ■ f(x,y)dxdy 
= k(acu2jo + (ad +  bc)u\^  +  bduo>2
+  A(txty +  tx(ccx +  dCy) +  ty(acx -\- bcy ))) (5 .11)
In  th e  fo l lo w in g  w e  s h a ll d e m o n s tra te  h o w  th e  a ffin e  t r a n s fo rm  b e tw e e n  R  a n d  R 1 in  th e  
t w o  im a g e  fra m e s  can  b e  re c o v e re d .
5 .2 .2  R e c o v e r y  o f  a f f i n e  t r a n s f o r m  u s i n g  m i x t u r e  o f  p o i n t  a n d  m o m e n t  f e a t u r e s
C o n s id e r  re g io n  m o d e l R  a n d  its  a ffin e  p ro je c tio n  (scene) R 1. W e  n e e d  to  re c o v e r  th e  6 a ffin e  
p ro je c t io n  p a ra m e te rs  fro m  th e  g iv e n  c o rre s p o n d e n c e  b e tw e e n  R  a n d  R 1.
T ra d it io n a lly , o n e  c o u ld  a d o p t  tw o  a p p ro a c h e s  to  th e  a ffin e  r e c o v e r y  p ro b le m . O n e  a p ­
p ro a c h  s o lv e s  th e  r e c o v e r y  p ro b le m  th ro u g h  th e  u s e  o f  re fe re n c e  p o in t  fe a tu re s , s u c h  as  
c o m e rs , b i-ta n g e n ts  p o in ts , c e n tro id s  etc. T h ese  m e th o d s  o fte n  le a d  to  a s im p le  re c o v e ry  
fo rm u la , a n d  i t  is  a lso  s im p le  to  g e n e ra te  in v a r ia n t  m e a su re m e n ts  fro m  th e s e  re fe re n c e  p o in t  
fe a tu re s . H o w e v e r , th e re  a re  m a n y  d is a d v a n ta g e s  o f  u s in g  re fe re n c e  p o in t  fe a tu re s . In  th e  
in t ro d u c to ry  p a r t  o f  C h a p te r  4 , w e  a rg u e d  th a t  th e re  w e r e  fo u r  im p o rta n t  re a s o n s  fo r  re ­
g io n  fe a tu re  b e in g  p re fe ra b le  to  p o in t  fe a tu re s . M o r e o v e r  w h e n  w e  u s e  re fe re n c e  p o in ts  to  
c o n s tru c t  projective invariant re p re s e n ta t io n s  o f  m o d e ls  a n d  scen es , a d d it io n a l p ro b le m s  m a y  
a rise .
1 . To c o n s tru c t  a  p ro je c t iv e  in v a r ia n t  re p re s e n ta t io n , re fe re n c e  p o in ts  a re  s u p p o s e d  to  b e  
in v a r ia n t  to  th e  tra n s fo rm a tio n . H o w e v e r  th e  d e te c tio n  o f  p ro je c t iv e  in v a r ia n t  p o in ts
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i t s e l f  is a v e r y  c h a lle n g in g  p ro b le m  (as c a n  b e  s e e n  in  C h a p te r  2). M o s t  s ig n a tu re s  o f  
su c h  p o in ts  a re  a ffe c te d  b y  sca le , s h e a r  a n d  re s o lu tio n , a n d  th e  a n a ly s is  a n d  m a tc h ­
in g  o f  th e s e  p o in ts  u n d e r  d if fe re n t  re s o lu t io n s  a n d  p ro je c t iv e  d is to r t io n s  c a n  b e  q u ite  
d iffic u lt .
2. M o re  im p o rta n tly , s in ce  s in g le  re fe re n c e  p o in ts  d o  n o t  p ro v id e  m u c h  u s e fu l  in fo rm a ­
t io n , s e v e r a l  a re  o fte n  n e e d e d  in  o rd e r  to  c o n s tru c t a b a s is  fo r  in v a r ia n t  re p re s e n ta t io n .  
U n fo r tu n a te ly , th e re  is  n o  g u a ra n te e  th a t  a  s u ffic ie n t n u m b e r  o f  fe a tu re  p o in ts  c a n  b e  
d e te c te d  re lia b ly  fo r  a n y  a r b i t ra ry  re g io n  u n d e r  a r b it ra ry  p ro je c tio n .
3. S in c e  m o re  th a n  o n e  re fe re n c e  p o in ts  a re  o fte n  n e e d e d  to  c o n s tru c t  a b a s is , a n  a d d i­
t io n a l p e rc e p tu a l g ro u p in g  to  p a r t i t io n  th e  w h o le  se t o f  re fe re n c e  p o in ts  in to  p a ir s ,  
t r ip le s  etc. n e e d  to  b e  p e r fo rm e d . A ls o  o n e  h a s  to  d e fin e  a c o n s is te n t  o rd e r in g  o f  
th e  re fe re n c e  p o in ts  in  th e  p a ir s  a n d  tr ip le s . A n  e x h a u s tiv e  p e rm u ta t io n  o f  p o in ts  is  
o n ly  a p p lic a b le  w h e n  th e  n u m b e r  o f  p o in t  is  u n re a lis t ic a lly  sm a ll. H e u ris tic s  s u c h  as  
a d ja c e n c y  a re  o fte n  in tro d u c e d  to  id e n t i fy  a  g o o d  p e rc e p tu a l g ro u p in g . A d d it io n a l  p a ­
ra m e te rs  in tro d u c e d  in  o rd e r  to  a c c o m p lish  p e rc e p tu a l g ro u p in g  h a s  m a d e  th e  s y s te m  
m o re  c o m p le x  a n d  p ro n e  to  e rro r.
A n  a l te r n a t iv e  a p p ro a c h  to  th e  a ffin e  r e c o v e r y  p ro b le m  is to  u se  g lo b a l fe a tu re s  in s te a d  o f  
lo c a l p o in t  fe a tu re s . T h is c a te g o ry  in c lu d e s  m o m e n t  m e th o d s , 2D  F o u r ie r  T ra n s fo rm  etc. 
T h ese  m e th o d s  ty p ic a l ly  ta k e  in to  a c c o u n t th e  in fo rm a tio n  o f  e v e r y  p ix e l  in  th e  re g io n  a n d  
th e re fo re  a re  m o re  ro b u s t  to  n o is e  a n d  re s o lu t io n  ch an g e . T h e y  a re  a lso  r e la t iv e ly  e a s y  to  
c o m p u te  (s in ce  th e y  d o  n o t  in v o lv e  fe a tu re  lo c a lisa tio n ). H o w e v e r , th e s e  fe a tu re s  a re  m o re  
s e n s it iv e  to  o c c lu s io n s  th a n  lo c a lis e d  p o in t  fe a tu re s . M o re  im p o rta n tly , t r a n s fo rm a t io n  re ­
c o v e r y  fo rm u la s  b a se d  o n  th e s e  m e a s u re m e n ts  a re  o fte n  e x p re s se d  in  te rm s  o f  s im u lta n e o u s  
n o n - lin e a r  e q u a tio n s  w h ic h  c a n  b e  d iff ic u lt  to  s o lv e  a n a ly tic a lly . N u m e r ic a l s e a rc h  te c h ­
n iq u e s  a re  s lo w  a n d  s u sc e p tib le  to  b e in g  t r a p p e d  in  lo c a l o p tim a . E v e n  w h e n  w e  c a n  s o lv e  
th e se  e q u a tio n s , th e re  c o u ld  b e  m a n y  s o lu tio n s  d u e  to  th e  h ig h e r  o rd e r  te rm s  in  th e  fo rm u la .  
T h u s  a d d it io n a l m e a su re m e n ts  a re  n e e d e d  to  v e r i f y  w h ic h  o n e  is v a l id . T h is v e r i f ic a t io n  
p ro c e s s  is  e x p e n s iv e  w h e n  th e re  a re  m a n y  s o lu tio n s , a n d  m o re  th a n  o n e  n e w  m e a s u re m e n ts  
h a v e  to  b e  in tro d u c e d  i te r a t iv e ly  u n t i l  w e  c a n  p in -p o in t  th e  c o rre c t s o lu tio n .
In  th is  s e c tio n  w e  d e sc r ib e  o u r  re c o v e r y  m e th o d  w h ic h  u s e s  a m ix tu re  o f  p o in t  b a s e d
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a n d  re g io n  b a s e d  m e a s u re s  (a lth o u g h  a ll m e a su re m e n ts  h a v e  b e e n  o b ta in e d  s o le ly  f r o m  re ­
g io n  p r im it iv e s ) . T h e  a lg o r ith m  c o m b in e s  th e  a d v a n ta g e s  o f  b o th  lo c a l (p o in t) fe a tu re  b a s e d  
m e th o d s  a n d  g lo b a l (m o m en t) fe a tu re  b a s e d  m e th o d s  w h i le  a v o id in g  th e ir  d is a d v a n ta g e s . It 
g iv e s  a  s in g le  d e fin ite  s o lu t io n  in  a n  e x p lic it  fo rm  a n d  th e re fo re  n o  v e r i f ic a t io n  o r  n u m e ric a l  
e q u a tio n  s o lv in g  is  n e e d e d . It is  m u c h  m o re  ro b u s t  to  n o is e  th a n  e d g e  / p o in t  fe a tu re  b a s e d  
m e th o d s , a n d  it  is le s s  v u ln e ra b le  to  th e  d a m a g e  c a u s e d  b y  o c c lu s io n  th a n  u s in g  m o m e n ts  
a lo n e . T h e  m e th o d  is g e n e r a lly  a p p lic a b le  to  m a n y  p ra c tic a l p ro b le m s  th a t  re q u ire  a n  a ffin e  
re c o v e r  o r  in v a r ia n t  re p re s e n ta t io n , a n d  is  p a r t ic u la r ly  s u ita b le  fo r  c o n s tru c tin g  a d is t r ib u te d  
a ffin e  in v a r ia n t  re p re s e n ta t io n  o f  th e  sce n e  fro m  a c o lle c tio n  o f  re g io n s .
5 .2 .3  N o r m a l i s i n g  u s i n g  t w o  r e f e r e n c e  p o i n t s
S u p p o s e  w e  a re  a b le  to  d e te c t tw o  p o in ts  (x\, y\), (x2, y2) in v a r ia n t ly  w i th  re s p e c t  to  re g io n  R 
in  th e  m o d e l d o m a in . L e t u s  c o n s id e r  a p ro b le m  o f  f in d in g  a  p ro je c tiv e  t r a n s fo rm  th a t  m a p s  
(® ii2/i) to  (1 ,0 ) a n d  [x2,y2) to  (0,0). T he s im p le s t  p ro je c t iv e  t ra n s fo rm a tio n  th a t  a c h ie v e s  th is  
is a  s im ila r ity  t ra n s fo rm  w h ic h  is a sp e c ia l case  o f  a ffin e  t ra n s fo rm  w h e n  a = d a n d  b =  —c. 
L e t th is  t ra n s fo rm  b e  Tn
( a —6 0 ^
Tn = (5 .12 )b a 0
y tx ty i J
W e  c a n  f in d  o u t  th e  p a ra m e te rs  o f  th is  s im ila r ity  t ra n s fo rm  b y  s o lv in g  th e  fo l lo w in g  e q u a tio n
0 =  axi  fabyifatx 0 =  —bxi +  ay\ - f  ty
1 =  ax 2 + by2fatx 0 =  -bx2 +  ay2 +  ty
(5 .13 )
(5 .14 )
N o w  w e  h a v e : 
/
Tn
a — b 0
\ h
a 0
tv tl /
x2 -  Xi
01 ~ 02 
.2 i 2\ +  01 “  0 102  -  ®1®2 ^ 1 0 2 - 0 1 ^ 2  1
02 - 01 0
X2 -  ail 0
X\y2 -  IJ1X2 1
(5.15)
w h e r e  kn = (x\ -  x2)2 + (iji - y2)2 w h ic h  is  th e  d is ta n c e  o f  th e  tw o  re fe re n c e  p o in ts .
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In  th e  sce n e  d o m a in , s u p p o s e  w e  c a n  d e te c t  th e  a ffin e  p ro je c tio n s  o f  p o in ts  (xi,y{) a n d  
(#2> 2/2) a n d  le t  u s e  d e n o te  th e m  (x^ ,y[), (V2 , y'2) re s p e c tiv e ly . A g a in  w e  c a n  fin d  th e  s im ila r ­
i ty  tra n s fo rm a tio n  Tf th a t  m a p s  (a/1} y[) to  (0,0) a n d  (x'2,y2) to  ( 1 ,0 ) :
( a!
T' =x n
' t'x y
b' 0 
! 0 
1
\ (
hL
x'2 -  x[ y'2 -  y'i
y'i y'2 x'2 x'i
\ x[2 +  y'ff -  y[y'2 - x\x'2 x\y'2 -  y\x'2 1 ). 12
(5 .16 )
w h e r e  kf = (x[ -  x'2)2 +  (y[ -  y'2)2.
T he p ro je c te d  2 n d  o rd e r  m o m e n ts  o f  R  a n d  R' u n d e r  Tn a n d  Tf r e s p e c t iv e ly  c a n  b e  fo u n d  
u s in g  th e  s ta n d a rd  a ffin e  m o m e n t p ro je c tio n  fo rm u la  w h ic h  w e  h a v e  d e r iv e d  e a rlie r .
5 .2 .4  R e c o v e r y  o f  s h e a r  t r a n s f o r m  a f t e r  n o r m a l i s a t i o n
M a p p in g  tw o  fe a tu re  p o in ts  re la te d  to  th e  re g io n  to  (0 ,0 )  a n d  ( 1 ,0 )  h a s  s ig n if ic a n tly  s im p li­
f ie d  th e  r e c o v e r y  p ro b le m . S u b s titu t in g  (0 ,0 )  to  (xwyi) a n d  (xi, y[) a n d  ( 1 ,0 )  to  (a?2, J/2) a n d  
[x'2,y'2) in to  th e  a ffin e  p ro je c tio n  fo rm u la
x[ = axi +  byi +tx y[ = cx 1 +  dyi +  ty
x2 = ax 2 +  by2 +  tx x'2 = cx 2 +  dy2 +  ty
(5 .17 )
(5 .18 )
S o lv in g  th e  e q u a tio n s  w e  h a v e  tx =  0 , ty =  0 , a =  1, c =  0. T h ese  v a r ia b le s  a re  re m o v e d  
fro m  th e  a ffin e  t r a n s fo rm  a n d  w h a t  is  le f t  is a re p re s e n ta t io n  fo r  th e  s h e a r  c o m p o n e n t th a t  
re m a in s  a f te r  n o r m a l is a t io n :
Tc =
( 1 0 0 
b d 0 
0 0 1
\
(5 .19 )
N o w  w e  u s e  th e  p ro je c t io n  fo rm u la  fo r  a re a  ra t io s  k a n d  2 n d  o rd e r  c ro s s -m o m e n t th a t  w e  
h a v e  d e r iv e d  e a r lie r  to  s o lv e  fo r  b a n d  d. S u p p o s e  th e  s im ila r ity  t r a n s fo rm  Tn h a s  p ro je c te d  
m o d e l re g io n  R  to  r  a n d  sce n e  re g io n  R! to  r ' ,  a n d  le t  th e ir  a re a  ra tio  b e  k = area(r')/area(r). 
S in c e  th e  s h e a r  t ra n s fo rm  in  5 .1 9  is  a sp e c ia l ca se  o f  a ffin e  tra n s fo rm , w e  a p p ly  th e  a re a  ra t io  
fo rm u la  5 .8  to  5 .1 9  a n d  fin d  d = k. S u b s titu t in g  a =  1, c =  0 , d =  k, tx =  0  a n d  ty =  0 in to
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5 .1 1  w e  f in d  b =  ( u f t  -  k2ui}i)f(k2uo}2), w h e re  1*^1,141,1 a n d  ^0,2 a re  2 n d  o rd e r  m o m e n ts  o f  
r' a n d  r .  N o w  w e  h a v e  th e  s h e a r  c o m p o n e n t re p re s e n te d  as :
In  th e  a b o v e  fo rm u la  Tn re p re s e n ts  a tra n s fo rm a tio n  th a t  m a p s  th e  m o d e l re g io n  R  in to  a  
n o rm a lis e d  c o o rd in a te  s y s te m  w h e r e  th e  c o r re s p o n d in g  tw o  fe a tu re  p o in ts  o f  th e  p a ir  a re  
s itu a te d  a t (0 ,0) a n d  (1 ,0). Ts re p re s e n ts  a  sh e a r-sc a lin g  t r a n s fo rm a tio n  b e tw e e n  th e  n o r-
c o o rd in a te  s y s te m  to  th e  sce n e  c o o rd in a te  sy s te m .
T h e a p p lic a tio n  p o te n t ia l o f  th e  r e c o v e ry  a lg o r ith m  is  e n o rm o u s . T he re c o v e re d  a ffin e  
t r a n s fo rm  can  b e  u s e d  as  a d ire c t h y p o th e s is  in  a  h y p o th e s is -v e r i f ic a t io n  re c o g n it io n  p a r a d ig m  
fo r  re c o g n is in g  a  s e t  o f  re g io n s . O n e  can  a lso  u se  th e  re c o v e re d  lo c a l a f fin e  t r a n s fo rm  to  
g e n e ra te  in v a r ia n t  b in a ry  m e a su re m e n ts , a n d  fo rm  a n  a t tr ib u te d  re la t io n a l g ra p h  re p re s e n ­
ta t io n  o f  m o d e l a n d  scen e . T h e  re c o v e ry  fo rm u la  c a n  a lso  b e  u s e d  d ire c t ly  fo r  c o m p u tin g  
im a g e  m o tio n  a n d  fo r  re c o v e r in g  s h a p e  fro m  te x tu re . T h e  n e x t  se c tio n  d e m o n s tra te s  a  s te re o  
m a tc h in g  a p p lic a tio n .
5 .2 .6  E f fe c t  o f  n o i s e  a n d  o c c lu s i o n
It is w e l l  k n o w n  th a t  a re a  a n d  2 n d  o rd e r  m o m e n ts  a re  q u ite  ro b u s t  to  n o is e  s in ce  th e y  in v o lv e  
in te g ra t io n  o v e r  th e  e n tire  re g io n . H ig h  o rd e r  m o m e n ts  h a v e  b e e n  c r it ic ise d  fo r  b e in g  s e n s i­
t iv e  to  o c c lu s io n . A b u -M o s ta fa  &  P sa ltis  [1] h a v e  s h o w n  th a t  th e  s ig n a l to  n o is e  ra t io  o f  th e  
m o m e n t m e a s u re m e n t  upq is  p ro p o r t io n a l to  1 /y/p +  q i.e . m o m e n ts  b e c o m e  m o re  s u sc e p ti­
b le  to  n o is e  as  th e ir  o rd e r  in c re a ses . N o te  th a t  a lth o u g h  m o m e n ts  th e m s e lv e s  a re  u n b ia s e d  
m e a s u re m e n ts , th e ir  u s e  in  th e  r e c o v e ry  a lg o r ith m  is  n o t  lin e a r, a n d  th e re fo re  m a y  c re a te
/ 1
\
iui,i ~ k2ui,i)/(k2uo)2) k 0 
0 0  f t
(5 .20)
5 .2 .5  R e c o v e r i n g  t h e  c o m p le t e  a f f i n e  t r a n s f o r m
T h e  c o m p le te  a ffin e  t ra n s fo rm  fro m  re g io n  R  to  R' is
nJ-s-t-n (5 .2 1)
m a lis e d  m o d e l r a n d  n o rm a lis e d  sce n e  r'.TLn 1 s e r v e s  a s  a  m a p p in g  f r o m  th e  n o rm a lis e d
5.2. AFFINE RECOVERY USING A COMBINATION OF POINT A N D  M O M E N T
FEATURES 110
b ia s e d  e s t im a te s  o f  a ffin e  p a ra m e te rs . It is th e re fo re  a lw a y s  d e s ira b le  to  u s e  m o m e n ts  o f  as  
lo w  o rd e r  as p o ss ib le . N o te  th a t in  o u r  re c o v e ry  fo rm u la , o n ly  o n e  p a r a m e te r  b is  a c tu a lly  
d e te rm in e d  u s in g  2 n d  o rd e r  m o m e n t m e a su re s . T he re s t  o f  th e  5  a ffin e  p a r a m e te r s  a re  a ll  
d e r iv e d  f r o m  a re a  a n d  re fe re n c e  p o in ts . P ro v id e d  th e  re fe re n c e  p o in ts  a re  e x tra c te d  b a s e d  
o n  lo c a l m e a su re m e n ts  ro b u s t  to  n o ise , w e  c a n  e x p e c t th is  fo rm u la t io n  to  b e  q u ite  re s i lie n t  
to  o c c lu s io n  a n d  n o ise .
5 .2 .7  O b t a i n i n g  t h e  r e f e r e n c e  p o i n t s
N o w  w e  d is c u s s  h o w  to  o b ta in  th e  tw o  re fe re n c e  p o in ts .
C e n tro id s  a re  g o o d  c a n d id a te s  fo r  re fe re n c e  p o in ts  b e c a u se  th e y  c a n  b e  d e te c te d  in v a r i-  
a n t ly  w i t h  re s p e c t  to  a r b it ra ry  a ffin e  tra n s fo rm . T h e y  a re  g lo b a l fe a tu re s , a n d  th e re fo re  th e  
r e c o v e r y  th a t  u s e s  c e n tro id s  d ire c t ly  o r  in d ire c t ly  c a n  b e  v e r y  ro b u s t  a g a in s t  n o is e  b u t  n o t  
v e r y  ro b u s t  a g a in s t o c c lu s io n . H o w e v e r , w e  k n o w  th a t  c e n tro id s  a re  f i r s t  o rd e r  m o m e n ts ,  
a n d  th e  a m o u n t  o f  e r r o r  d u e  to  o c c lu s io n  w i l l  b e  m u c h  le ss  s e v e re  as th a t  fo r  p u r e ly  m o m e n t  
b a s e d  m e th o d s  w h ic h  ty p ic a l ly  in v o lv e  h ig h  o rd e r  te rm s.
M o re o v e r , w e  c a n  g ro u p  th e  re g io n s  in to  p a irs , a n d  u s e  th e  jo in t  m o m e n ts , jo in t  a re a  
a n d  th e  tw o  c e n tro id s  to  re c o v e r  th e  a ffin e  tra n s fo rm . W h e n  th e  d is ta n c e  b e tw e e n  th e  tw o  
c e n tro id s  is la rg e , o c c lu s io n  is o n ly  l ik e ly  to  h a p p e n  to  o n e  o f  th e  tw o  re g io n s , a n d  th e  e ffe c t  
o f  o c c lu s io n  o n  th e  p o s it io n  o f  th e  c e n tro id s  w i l l  o fte n  b e  v e r y  s m a ll c o m p a re d  to  th e  d is ta n c e  
b e tw e e n  th e  tw o  c e n tro id s . In  su c h  cases, th e  s y s te m  a p p e a rs  to  b e  v e r y  ro b u s t  to  b o th  
n o is e  a n d  o c c lu s io n . In  th e  e x p e r im e n ts  w e  o b s e rv e d  th a t  o u r  c e n tro id  b a s e d  p a ir w is e  a ffin e  
re c o v e r y  a lg o r ith m  w i l l  p ro d u c e  le s s  th a n  5%  e r r o r  in  th e  p a ra m e te rs  in  th e  p re s e n c e  o f  u p  to  
3 0 %  o c c lu s io n  (c.f. F ig u re  5 .1 7 ,5 .1 8  in  se c tio n  5 .5). M o re  im p o rta n tly , th e  e r r o r  p e r fo rm a n c e  
o f  o u r  a lg o r ith m  d e g ra d e s  ra th e r  g ra c e fu lly  as n o ise  a n d  o c c lu s io n  b e c o m e s  s e v e re .
P a irw is e  re p re s e n ta t io n  h a s  o n e  d ra w b a c k  : n a m e ly  th a t it re q u ire s  th e  re g io n s  to  b e  
g ro u p e d  in  p a irs . I f n o  a d d it io n a l cu es  a re  a v a i la b le  (su ch  as re g io n  a d ja c e n c y  e tc .), w e  n e e d  
to  g e n e ra te  a ll p o s s ib le  p a ir s  o f  re g io n s . T h is  m a y  b e  c o m p u ta t io n a lly  e x p e n s iv e  fo r  th e  
m a tc h in g  a lg o r ith m , i f  th e  th e  n u m b e r  o f  th e  re g io n s  is  la rg e . In  su c h  c a se s , w e  w i l l  n e e d  to  
e x tra c t  a n o th e r  in v a r ia n t  p o in t  a p a r t  f ro m  th e  c e n tro id  fro m  a  s in g le  re g io n .
T h e  c h o ic es  a re  m a n y . A n y  o f  th e  p o in t  fe a tu re s  in tro d u c e d  in  C h a p te r  2  m a y b e  u s e d  h e re  
as th e  s e c o n d  re fe re n c e  p o in t. P o in ts  o f  m a x im u m  c o n c a v itie s , in fle x io n  p o in ts  o r  b i- ta n g e n t
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p o in ts  a re  g o o d  c a n d id a te s  o f  ch o ice . H e re  w e  d o  n o t  n e e d  to  w o r r y  a b o u t th e  p e rm u ta t io n  
o rd e r  o f  u s in g  th e  re fe re n c e  p o in ts  b e c a u se  th e  c e n tro id  o f  a  re g io n  a n d  a  p o in t  o n  th e  c o n to u r  
h a v e  o b v io u s  g e o m e tric  m e a n in g s . S in c e  o u r  r e c o v e ry  fo rm u la  d e m a n d s  o n ly  tw o  re fe re n c e  
p o in ts  a n d  o n e  (th e  c e n tro id )  is  a lre a d y  a v a ila b le , a  o n e  d im e n s io n a l se a rc h  fo r  th e  s e c o n d  
re fe re n c e  p o in t  (a lo n g  th e  re g io n  b o u n d a ry )  is fa i r ly  in e x p e n s iv e . M o re o v e r , w h e n  w e  se le c t  
p o in ts  w i t h  c e r ta in  g e o m e tric  m e a n in g  (su ch  as b i-ta n g e n ts  o r  in fle x io n ) , th e  s e a rc h  sp a c e  
c a n  b e  lim ite d  to  o n ly  a fe w  p o in ts . O fte n , th e  n o n -o p t im a l c a n d id a te s  c a n  b e  e a s i ly  p ru n e d  
o u t  b y  f it t in g  th e  p ro je c tio n  fo rm u la  o f  u2Q a n d  u'02/ w h ic h  a re  n o t  u s e d  in  o u r  re c o v e ry  
fo rm u la .
I f o n e  c a n  o b ta in  a  th ird  re fe re n c e  p o in t , th e  a ffin e  re c o v e ry  p ro b le m  is  t r iv ia l ly  easy . 
T h e b in a ry  a n d  u n a r y  in v a r ia n t  m e a su re m e n ts  c a n  b e  d ire c t ly  g e n e ra te d  fro m  th e  m e th o d  
in tro d u c e d  in  C h a p te r  3. H o w e v e r , o u r  a p p ro a c h  h a s  im p o rta n t  a d v a n ta g e s  o v e r  a  p u r e ly  
p o in t  b a s e d  a p p ro a c h . O u r  m e th o d  is  p a r t ia l ly  b a s e d  o n  g lo b a l fe a tu re s  a n d  is  ro b u s t  to  
n o ise . It d o e s  n o t  re q u ire  p e rc e p tu a l g ro u p in g  o f  s a lie n t p o in ts  in to  p a ir s  o r  tr ip le s , a n d  it  
d o e s  n o t  d e p e n d  o n  th e  p e rm u ta t io n  o rd e r  o f  th e  re fe re n c e  p o in ts  e ith er. A ls o  th e  d e te c tio n  
o f  re g io n s , a n d  th e  c a lc u la tio n  o f  lo w  o rd e r  m o m e n t fe a tu re s  a re  b o th  m u c h  m o re  re lia b le  
a n d  re la t iv e ly  in s e n s it iv e  to  sca le  / re s o lu tio n  ch an g es.
5 . 3  F a s t  s t e r e o  m a t c h i n g  w i t h o u t  f e a t u r e  d e t e c t i o n
N o te  th a t  o u r  re c o v e ry  fo rm u la  a p p lie s  to  a r b it ra ry  re g io n s  c o n ta in in g  a r b it ra ry  " g re y  sh a d e s"  
S u p p o s e  w e  h a v e  a s te re o  p a ir  L(x,y) a n d  R(x,y), fo r  a sce n e  c o n s is tin g  o f  p la n a r  ob jec ts . 
W e  c a n  a s s u m e  th e  s te re o  d is p a r i ty  b e tw e e n  L(x, y) a n d  R(x, y) is  d u e  to  a n  a ffin e  tra n s fo rm .
In  o rd e r  to  u s e  th e  a ffin e  re c o v e ry  m e th o d  in tro d u c e d  a b o v e , w e  n e e d  to  o b ta in  tw o  re f ­
e re n c e  p o in ts  fo r  e a c h  im a g e . A lte rn a t iv e ly , w e  c a n  g e n e ra te  tw o  re g io n s  fo r  e a c h  im a g e ,  
a n d  u s e  th e  p a ir  o f  c e n tro id s  a n d  th e  jo in t a re a , a n d  m o m e n ts . T h is  c a n  b e  d o n e  b y  s p li t ­
t in g  th e  c o lo u r  im a g e s  u s in g  sp e c tra l (o r c o lo u r  c h a n n e l)  fi lte rs . T h e  s im p le s t  fo r m  o f  c o lo u r  
c h a n n e l f i lte r  is  to  u s e  th e  2  c h ro m a tic ity  c h a n n e ls  d ire c tly . E ach  c h a n n e l fo rm s  a n  in d e p e n ­
d e n t  m o n o c h ro m a tic  im a g e , a n d  th e  tw o  im a g e s  fo rm e d  b y  th e  tw o  c h a n n e ls  c a n  b e  u s e d  
as  a  re g io n  p a ir  fo r  a ffin e  re c o v e ry . O n e  c ru c ia l c r ite r io n  fo r  c h o o s in g  th e  c h a n n e l f i lte rs  is  
th a t  th e  re s u lt in g  im a g e  p a ir s  h a v e  to  h a v e  d if fe re n t  c e n tro id s . T h e  fa r th e r  th e  c e n tro id s
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o f th e  su b -im a g e s  fro m  e a c h  o th er, th e  b e tte r  th e  re c o v e ry  m e th o d  w i l l  w o rk . T h is  s u g g e s t  
th a t  th e  tw o  c h ro m a tic ity  c h a n n e ls  s h o u ld  b e  as  in d e p e n d e n t  as  p o s s ib le . S in c e  m o s t  o f  
th e  im a g e s  c o n ta in  o b jec ts  e m itt in g / re fle c t in g  a fa i r ly  w id e  s p e c tru m  o f  lig h t , th e  re s u lt in g  
m o n o c h ro m a tic  im a g e s  fro m  th e  tw o  c h a n n e ls  a re  o fte n  c o r re la te d  w i t h  e a ch  o th e r  to  a  c e r­
ta in  d e g re e . It is  th e re fo re  d e s ira b le  to  c h o o se  th e  tw o  c o lo u r  c h a n n e ls  in  su c h  a  w a y  th a t  
th e  tw o  p o r t io n s  o f  th e  v is ib le  s p e c tru m  o c c u p ie d  b y  th e m  s h o u ld  b e  as fa r  a p a r t  as p o s s i­
b le  a n d  h a v e  a  m in im u m  o v e r la p . T h is s u g g e s ts  th a t  th e  p re fe re n c e  o f  c h ro m a tic ity  c h a n n e l  
p a ir  s u c h  as  ( r  =  7U g +/j,0  =  r+B+b ) o v e r  c h a n n e ls  p a ir s  lik e  ( r  =  r+St b ^  = r $ + b ) 
o r =  r+g +B' b = r+g+b )• E or g re y - le v e l  im a g e s  w e  c a n  s p lit  th e  le f t/ r ig h t  im a g e s  u s ­
in g  in te n s i ty  c h a n n e l f i lte rs . F o r e x a m p le , w e  can  u s e  a th re s h o ld  to  p a r t i t io n  th e  in te n s ity  
h is to g ra m  in to  tw o  p a r ts  a n d  fo rm  tw o  im a g e s  b a s e d  o n  e a ch  p a r t  o f  th e  h is to g ra m . It is  
a lso  p o s s ib le  to  m a tc h  c o lo u r  s te re o  p a ir s  u s in g  c o m b in e d  c h ro m a t ic ity - in te n s ity  c h a n n e l f i l ­
te rs . I f  th e  im a g e  s p lit t in g  p ro c e s s  y ie ld  im a g e s  w i th  th e ir  c e n tro id s  v e r y  c lo se  to  e a c h  o th e r, 
o n e  w o u ld  h a v e  to  c h a n g e  th e  c h a n n e l p a ra m e te rs  a n d  a t te m p t th e  s p li t t in g  ag a in . P r io r  
k n o w le d g e  a b o u t th e  scen e  c a n  c e r ta in ly  h e lp  in  d e s ig n in g  s u ita b le  c h a n n e l filte rs .
O n ce  th e  le ft  a n d  r ig h t  im a g e s  a re  s u c c e s s fu lly  s p lit  in to  n o n -c o -c e n tra l f i lte re d  im a g e s ,  
w e  c a n  d ire c t ly  a p p ly  th e  a b o v e  r e c o v e r y  fo rm u la  to  f in d  o u t  th e  a ffin e  t r a n s fo rm  b e tw e e n  
th e  le ft  a n d  r ig h t  im a g e . T h e  g re a te s t  b e n e f it  o f  th is  s te re o  m a tc h in g  m e th o d  is  th a t  i t  d o e s  
n o t  re q u ire  a n y  fe a tu re  d e te c tio n  o r  fe a tu re  m a tc h in g  a n d  it  th e re fo re  is  v e r y  fa s t. S p e c tra l-  
in te n s i ty  b a s e d  im a g e  s p lit t in g  is  a p ro c e s s  th a t  c a n  b e  p a ra lle l is e d  a t p ix e l d e g re e , a n d  c a n  
b e  p e r fo r m e d  b y  m a n y  e x is tin g  im a g e  a c q u is it io n  h a rd w a re s .
5 . 4  U n a r y  a n d  b i n a r y  m e a s u r e s
A s  in  C h a p te r  3 , a ffin e  in v a r ia n t  u n a r y  a n d  b in a ry  m e a su re m e n ts  c a n  b e  fo rm e d  u s in g  b a s is  
m a tric e s . L e t B  d e n o te  a  b a s is  m a tr ix  fo r  re g io n  R, a n d  le t  P  e  R  b e  th e  h o m o g e n e o u s  
c o o rd in a te  o f  a n  a r b it ra ry  p o in t  o n  R. G iv e n  tra n s fo rm a tio n  P' =  P A  w h e r e  A  is  a  l in e a r  
t r a n s fo rm  m a tr ix , th e  b a ry c e n tr ic  c o o rd in a te  C  =  P B ~ l o f  p o in t  P  c a n  b e  s h o w n  to  b e  
in v a r ia n t  to  a ffin e  t r a n s fo rm  p r o v id e d  b a s is  m a tr ix  B  is  transformed as a vector. A c c o rd in g  to  
th e  g ro u p  re p re s e n ta t io n  th e o ry , m e a s u re m e n t  m a tr ix  B  is  transformed as a vector u n d e r  l in e a r  
t r a n s fo rm  A  i f  a n d  o n ly  i f  B' =  BA. T h u s  w e  can  s h o w  th a t C' = P'(B')~l = PA(BA )~ 1 =
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P B ~ l =  G  is  in v a r ia n t  to  a ffin e  tra n s fo rm . T h e re fo re  C  c a n  b e  u s e d  d ire c t ly  to  c o m p u te  
a ffin e  in v a r ia n t  u n a r y  m e a su re s . I f  w e  h a v e  tw o  re g io n  p a ir s  R\ a n d  R 2 w i th  b a s is  m a tric e s  
B\ a n d  B 2, th e n  w e  c a n  s h o w  th a t  BiB2~~1 fo rm  a  b in a ry  m e a s u re m e n t th a t  e m b e d s  c o m m o n  
a ffin e  tra n s fo rm a tio n  c o n s tra in t  (c.f. p r o o f  in  se c tio n  3 .3 .1) .
N o w  w e  s h o w  h o w  to  f in d  su c h  b a s is  m a tric e s  fro m  th e  a ffin e  r e c o v e r y  fo rm u la  in tro ­
d u c e d  in  S e c tio n  5 .2 . D e fin e  a  s ta n d a rd  re g io n  Ro w i t h  th e  tw o  fe a tu re  p o in ts  s itu a te d  a t  
( 0 ,0 )  a n d  ( 1 ,0 ) .  L e t th e  a re a  o f  th e  re g io n  b e  1 , a n d  its  s e c o n d  o rd e r  c ro ss  m o m e n t  u f t  =  0. 
A c c o rd in g  to  th e  re c o v e ry  fo rm u la , fo r  a n  a r b it ra ry  re g io n  R, th e  t ra n s fo rm a tio n  fro m  R  to  
R 0 is
T = TnTsT7i-i (5 .22)
w h e re  Tn is  a s  c a lc u la te d  as in  5 .1 6 . S in ce  th e  tw o  p o in t  fe a tu re s  in  R q a re  a lre a d y  a t  (0 ,0 )  
a n d  ( 1 ,0 ) ,  w e  h a v e  Tf~l =  I. S u b s titu tin g  u'lx =  0  in to  5 .2 0 , w e  h a v e
=
(
\
\
(5.23)
W e  u s e  B  = T  1 a s  o u r  in v a r ia n t  b a sis . C o m b in in g  5 .2 3 , 5 .2 2  , 5 . 1 5  a n d  5 .1 6  , w e  h a v e  
(
B  = kn
\
v 1 / x2 - Xi V2 -y i o N 
yi -  V2 x2 -  xi 0
^ Xi2 ft yi2 - yiy2 - xix2 x\y2 - yxx2 1
- l
(5 .24)
w h e r e  kn =  (x2 -x\)2-ft {y2 — y\)2. T h e re fo re  th e  b a ry c e n tr ic  c o o rd in a te  o f  th e  a r b i t ra ry  p o in t  
P  in  th e  re g io n  is  g iv e n  b y  P B ~ l = P T  = PTnTs. A s  b e fo re , to  p r o v e  B  is  a  v a l id  b a s is , w e  
n e e d  to  s h o w  th a t it  is  t r a n s fo rm e d  as a  ve c to r. A s s u m in g  re g io n  R' is  th e  a ffin e  p ro je c t io n  o f  
R  w i t h  t r a n s fo rm a tio n  Ta/ w e  c a n  o b ta in  th e  re q u ire d  p r o o f  b y  e x p a n d in g  BTa a n d  s h o w in g  
th a t  i t  is  e q u a l to  B 1. T h e  p r o o f  is  s o m e w h a t  le n g th y  b u t  s t ra ig h t fo rw a rd . T he e x p a n s io n  
o f  th e  m a tric e s  c a n  b e  e a s i ly  d o n e  b y  m a n y  s y m b o lic  c o m p u ta tio n  p a c k a g e s  (su c h  as M a p le  
a n d  R ed u c e).
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5 . 5  E x p e r i m e n t s
T h is  se c tio n  p r o v id e s  a n  e x p e r im e n ta l v e r if ic a t io n  fo r  o u r  p ro p o s e d  re p re s e n ta t io n .
F irs t  w e  d e m o n s tra te  th a t  th e  b a s is  g iv e n  in  5 .2 4  g e n e ra te s  s ta b le  u n a r y  in v a r ia n t  m e a ­
su re s . F ig u re s  5 .1  5 .2  5 .5  a n d  5 .6  s h o w  a  g ro u p  o f  fo u r  ob jects  (//c lu b " /T eaf////b u l l////p la n e //) 
in  fo u r  d if fe re n t  k in d s  o f  c o n fig u ra tio n s . F ig u res  5 .3  5 .4  5 .7  a n d  5 .8  s h o w  th e  u n a r y  m e a s u re ­
m e n ts  o b ta in e d  fo r  a ll in d iv id u a l  o b jec ts  in  C o n fig u ra t io n  1 , 2 , 3  a n d  4  re s p e c tiv e ly . F ro m  
th e s e  F ig u re s , o n e  c a n  see  th a t  th e  u n a r y  m e a su re m e n ts  o f  th e se  o b jec ts  d o  n o t  c h a n g e  u n ­
d e r  a r b i t ra ry  a ffin e  tra n s fo rm . F o r e a c h  o b jec t, a s in g le  re fe re n c e  p o in t  o n  th e  b o u n d a r y  as  
m a rk e d  in  5 .1  5 .2  5 .5  a n d  5 .6  is  e x tra c te d . T h is re fe re n c e  p o in t  to g e th e r  w i t h  th e  c e n tro id ,  
a n d  th e  se c o n d  o rd e r  m o m e n ts  o f  th e  o b jec t a l lo w  u s  to  c o m p u te  b a s is  B  u s in g  E q u a tio n  
5 .2 4 . T h e  in v a r ia n t  u n a r y  re p re s e n ta t io n  is  c a lc u la te d  u s in g  fo rm u la  P B - 1 .
A s  d e s c r ib e d  th e  C h a p te r  3 , a  b in a r y  m e a su re  b e tw e e n  tw o  o b jec ts  c a n  b e  c o n s id e re d  as  
th e  re la t io n  b e tw e e n  th e ir  b a se s . T h e  s im p le s t  fo rm  o f  b in a ry  re la t io n  is  Aij = BjBf1. N o te  
th a t  b a s is  m a tric e s  a re  a lw a y s  n o n -s in g u la r  g iv e n  th a t  a re a s  o f  th e  o b jec ts  a re  n o t  z e ro  a n d  
th e  re fe re n c e  p o in ts  d o  n o t  o v e r la p . F o r a ffin e  tra n s fo rm , b in a ry  re la t io n  Aij a re  3 x 3  m a tr i ­
ces, w i t h  la s t  r o w s  b e in g  c o n s ta n t  v e c to rs  ( 0 ,0 , 1 ) .  H en ce  o n ly  s ix  p a ra m e te rs  a re  n e e d e d  
to  d e fin e  a b in a ry  re la t io n  u n d e r  a ffin e  tra n s fo rm . T h ese  s ix  p a ra m e te rs  h a v e  d is t in c t  g e o ­
m e tr ic  m e a n in g s , n a m e ly  th a t  th e y  d e sc r ib e  th e  a ffin e  tra n s fo rm  th a t  m a p s  b a s is  Bi to  b a s is  
Bj. W e  c a n  v is u a lis e  th e  t r a n s fo rm  b y  u s in g  it  to  p ro je c t a  p o ly g o n  d e fin e d  b y  f iv e  p o in ts  as  
i l lu s t r a te d  in  F ig u re  5 .9 . A n  a ffin e  p ro je c tio n  o f  th is  s h a p e  w o u ld  lo o k  lik e  5 .1 0 . N o te  th a t  
th e  p o s it io n , o r ie n ta t io n  a n d  s h a p e  o f  th e  p ro je c te d  p o ly g o n  u n a m b ig u o u s ly  d e fin e  th e  u n ­
d e r ly in g  b in a r y  re la tio n . F ig u res  5 .1 1  a n d  5 .1 2  s h o w  th a t  C o n fig u ra t io n  1 a n d  C o n fig u ra t io n  
2  h a v e  a n  a lm o s t  id e n tic a l se t  o f  b in a r y  re la tio n s . R e fe r r in g  to  F ig u res  5 .1  a n d  5 .2 , w e  c a n  see  
th a t  th is  is  b e c a u se  th e  fo u r  o b jec ts  in  th e  im a g e s  u n d e rg o  th e  sa m e  a ffin e  t ra n s fo rm e d . In
5 .5  a n d  5 .6 , e a c h  o b jec t is  t r a n s fo rm e d  in d e p e n d e n t ly , th e re fo re  th e ir  b in a ry  m e a s u re s  s h o w n  
in  5 .1 3  a n d  5 .1 4  a re  v e r y  d if fe re n t  fro m  th o se  o f  C o n fig u ra t io n  1. N o te  th a t  in  a l l c a se s , th e  
u n a r y  m e a s u re s  o f  th e  o b jec ts  d o  n o t  c h a n g e . T h u s  w e  h a v e  c o n f irm e d  th a t  w e  h a v e  a n  
o r th o g o n a l d e c o m p o s it io n  o f  m e a s u re m e n t  in to  u n a r y  a n d  b in a ry  re la t io n s  a n d  o u r  b in a r y  
re la t io n s  p re c is e ly  c a p tu re  th e  g lo b a l t ra n s fo rm a tio n  c o n s tra in t.
F ig u re s  5 .1 5  to  5 .2 0  i l lu s tra te  th a t  a f fin e  r e c o v e r y  fro m  p a irs  o f  re g io n s  a re  q u ite  ro b u s t  
a g a in s t b o th  n o is e  a n d  o c c lu s io n . W h e n  th e  re g io n s  a re  w e l l  s e p a ra te d , o c c lu s io n  s h o w n  in
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F ig u re  5 .1 7  h a s  lit t le  e ffe c t o n  c h a n g in g  th e  tw o  c e n tro id  a n d  jo in t  m o m e n ts  o f  th e  re g io n s .  
F ig u re  5 .1 8  s h o w s  th a t th e  re c o v e re d  a ffin e  t ra n s fo rm  is s ti ll q u ite  a c c u ra te . T h is is a  p r o p e r ty  
th a t is n o t  e x h ib ite d  b y  th e  p u re  m o m e n t b a se d  a p p ro a c h . F ig u res  5 .1 9  a n d  5 .2 0  s h o w s  th a t  
a lth o u g h  th e  re g io n  c o n to u r  a n d  its  in te r io r  c a n  b e  h e a v i ly  c o r ru p te d  d u e  to  n o ise , th e  a ffin e  
re c o v e ry  u s in g  o u r  fo rm u la  is s t i ll q u ite  re lia b le . T h is is  a p r o p e r ty  th a t p u re  s a lie n t  c o n to u r  
c u rv a tu r e  fe a tu re  b a se d  a p p ro a c h e s  d o  n o t  h a v e .
F ig u re  5 .1 :  T he g ro u p  o f  fo u r  o b jects  in  
C o n fig u ra t io n  1
F ig u re  5 .2 : T he g ro u p  o f  fo u r  o b jec ts  in  
C o n fig u ra tio n  2
-1.0 -0.5 0.0 0.5 1.0
-0.5 0.0
F ig u re  5 .3 : U n a ry  m e a su re s  o b ta in e d  F ig u re  5 .4 : U n a ry  m e a su re s  o b ta in e d
fro m  C o n fig u ra t io n  1 u s in g  b a s is  g iv e n  fro m  C o n fig u ra t io n  2  u s in g  b a s is  g iv e n
b y  5 .2 4  b y  5 .2 4
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F ig u re  5 .5 : T h e  g ro u p  o f  fo u r  o b jec ts  in  F ig u re  5 .6 : T h e  g ro u p  o f  fo u r  o b jec ts  in  
C o n fig u ra t io n  3  C o n fig u ra tio n  4
5 . 6  R e m a r k s  a n d  c o n c l u s i o n
In  th is  c h a p te r, w e  h a v e  d is c u s s e d  h o w  to  c o n s tru c t  A R G  re p re s e n ta t io n s  o f  m o d e l a n d  sce n e  
b a s e d  o n  re g io n  p r im it iv e s  u n d e r  g lo b a l a ffin e  tra n s fo rm . L ik e  in  C h a p te r  3 , w e  u s e  b a r y c e n ­
tr ic  c o o rd in a te s  to  g e n e ra te  o u r  u n a r y  a n d  b in a ry  m e a su re s . To o b ta in  th e  b a ry c e n tr ic  c o o r­
d in a te s  w e  n e e d  to  f in d  a l in e a r  b a s is  fo r  e a c h  p r im it iv e  re g io n  s u c h  th a t  i t  sa tis fie s  th e  th re e  
c o n d it io n s  d e sc r ib e d  in  S e c tio n  3 .3 .1 .
T h e  p ro b le m  o f  f in d in g  su c h  lin e a r  a ffin e  in v a r ia n t  b a s is  fo r  a re g io n  is  e q u iv a le n t  to  
th e  p ro b le m  o f  r e c o v e r in g  a ffin e  p a ra m e te rs  g iv e n  a re g io n  a n d  its  a ffin e  p ro je c te d  im a g e .  
E x is tin g  a ffin e  r e c o v e r y  m e th o d s  w o r k s  e ith e r  p u r e ly  b a s e d  o n  re fe re n c e  p o in ts  o r  p u r e ly  
b a s e d  o n  g lo b a l re g io n s  fe a tu re s  s u c h  as  m o m e n ts . B o th  a p p ro a c h  h a v e  its  a d v a n ta g e  a n d  
d is a d v a n ta g e . R e fe re n c e  p o in t  b a s e d  m e th o d s  is  r e la t iv e  ro b u s t  to  o c c lu s io n , b u t  th e y  n e e d  
to  fo rm  t r ip le ts  a n d  g e n e ra te  c o n s is te n t  o rd e r in g  o f  p o in ts , th is  c a n  re s u lts  la rg e  n u m b e r  o f  
h y p o th e s is .  W h ile  m o m e n t  b a s e d  m e th o d s  d o  n o t  n e e d  to  fo rm  la rg e  n u m b e r  o f  h y p o th e s is ,  
th e y  a re  le s s  ro b u s t  to  o c c lu s io n  a n d  th e ir  r e c o v e r y  e q u a tio n s  a re  m o re  d if f ic u lt  to  s o lv e .
In  th is  c h a p te r, w e  p ro p o s e d  a n e w  a ffin e  re c o v e ry  fo rm u la  th a t  is  b a s e d  o n  a m ix tu re  
o f  p o in t  a n d  m o m e n t fe a tu re s . O u r  m e th o d  c o m b in e s  th e  a d v a n ta g e  o f  lo c a l (p o in t) fe a tu re  
b a s e d  m e th o d s  a n d  g lo b a l (m o m en t)  b a s e d  m e th o d s , w h i le  a v o id in g  th e ir  d is a d v a n ta g e s .  
It is m o re  ro b u s t  to  n o is e  th a n  p o in t  b a s e d  m e th o d s , a n d  re q u ire s  n o  fe a tu re  lo c a lis a t io n  o r  
g ro u p in g  o f  p r im it iv e s  in to  c o n s is te n t o rd e r. C o m p a re d  to  p u re  m o m e n t  b a s e d  o r  F o u r ie r
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F ig u re  5 .7 : U n a ry  m e a su re s  o b ta in e d  F ig u re  5 .8 : U n a ry  m e a su re s  o b ta in e d
fro m  C o n fig u ra t io n  3  u s in g  b a s is  g iv e n  fro m  C o n fig u ra tio n  4  u s in g  b a s is  g iv e n
b y  5 .2 4  b y  5 .2 4
d o m a in  m e th o d s , o u r  m e th o d  is m u c h  e a s ie r  to  u se  fo r  it g iv e s  a s in g le  d e fin ite  s o lu t io n  in  
e x p lic it  fo rm , a n d  it is a lso  le ss  s e n s it iv e  to  o cc lu s io n .
D is tr ib u te d  im a g e  re p re s e n ta t io n  lik e  A R G  is p o w e r fu l  in  th a t  it c a n  h a n d le  in c o m p le te  
a n d  n o is y  d a ta , it  h a s  n o t b e e n  u se  w id e ly  o n  h ig h  le v e l m a tc h in g  p ro b le m s  d u e  to  th e  d i f ­
f ic u lty  o f  h a n d lin g  g lo b a l p ro je c tio n  c o n s tra in ts  in  th e  re p re s e n ta t io n . U p to  th is  p o in t  w e  
h a v e  d e m o n s tra te d  h o w  to  g e n e ra te  A R G  re p re s e n ta t io n  o f  sce n e  a n d  m o d e l u n d e r  a ffin e  
t ra n s fo rm s  u s in g  b o th  p o in t  a n d  re g io n  p r im it iv e s . M o s t im p o rta n tly , th e se  A R G  re p re s e n ­
ta tio n s  a re  ab le  to  e n fo rc e  g lo b a l t ra n s fo rm a tio n  c o n s tra in t u s in g  b in a ry  a n d  u n a r y  m e a su re s  
o n ly . T h u s  e n a b le s  th e  u se  o f  e ffic ie n t d e te rm in is tic  m a tc h in g  a lg o r ith m s  to  p e r fo rm  p a tte rn  
m a tc h in g .
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F ig u re  5 .9 : T h e  f iv e  p o in t  p o ly g o n  u s e d  to  F ig u re  5 .10 : A n  a ffin e  p ro je c t io n  o f  th e
d e s ig n a te  d i f fe re n t  b in a ry  re la tio n s . T h e  p o ly g o n
v e r t ic e s  a re  ( 0 ,0 ) ,  ( 1 ,0 ) ,  ( 1 , 1 ) ,  ( 0 ,1 )  a n d  
( 0 , - 1 ) .
F ig u re  5 .1 1 :  T h e  b in a ry  re la t io n s  b e tw e e n  F ig u re  5 .12 : T he b in a ry  re la t io n s  b e tw e e n
th e  o b jec ts  in  C o n fig u ra t io n  1 th e  o b jec ts  in  C o n fig u ra t io n  2
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F ig u re  5 .1 3 : T h e  b i l ia r y  re la t io n s  b e tw e e n  F ig u re  5 .14 : T h e  b in a ry  re la t io n s  b e tw e e n
th e  o b jec ts  in  C o n fig u ra t io n  3  th e  o b jec ts  in  C o n fig u ra t io n  4
-  *
Figure 5.15: A pair of model regions F ig u re  5 .16 : A n  a ffin e  p ro je c t io n  o f  th e  
m o d e l re g io n s
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F ig u re  5 .1 7 : A n  a ffin e  p ro je c t io n  o f  m o d e l 
re g io n s  w i t h  o c c lu s io n
F ig u re  5 .1 9 : A n  a ffin e  p ro je c tio n  o f  m o d e l  
re g io n s  w i t h  n o is e
*  y
F ig u re  5 .18 : B a c lc -p ro jec tio n  o f  th e  m o d e l  
o b jec t u s in g  th e  re c o v e re d  a ffin e  t r a n s ­
fo rm  p a ra m e te rs  fro m  o c c lu d e d  scen e
y
F ig u re  5 .20 : B a c k -p ro je c tio n  o f  th e  m o d e l  
o b jec t u s in g  th e  re c o v e re d  a ffin e  t r a n s ­
fo rm  p a ra m e te rs  fro m  n o is y  sce n e
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C o n te x tu a l D e p e n d e n t L a b e llin g
C h a p t e r  6
6 . 1  I n t r o d u c t i o n
T h is c h a p te r  is  c o n c e rn e d  w i t h  u s in g  d e te rm in is t ic  re la x a tio n  to  s o lv e  m a tc h in g  p ro b le m s  in  
c o m p u te r  v is io n . F o llo w in g  th e  fo rm u la t io n  in  [1], w e  m o d e l th e  v is u a l  m a tc h in g  p ro c e s s  
as f in d in g  th e  c o r re s p o n d e n c e  b e tw e e n  v e r t ic e s  o f  tw o  a ttr ib u te d  re la t io n a l g ra p h s (A R G s ) .  
F o rm a lly , w e  d e fin e  A R G  as a  q u a d r u p le  G  —  (V,E,Ui,Xij) w h e re  V  =  {vfi G [1, N]} is  a  
se t o f  N  v e r t ic e s  (o r n o d e s ) . E  C V  x  V  is  a s e t  o f  arcs  (o r e d g es), Ui : V -a R n is  th e  u n a r y  
m e a s u re m e n t  fu n c tio n  a sso c ia te d  w i th  e a c h  v e r te x  V{ a n d  X{j : V  x  V -A R m  is  th e  b in a r y  
m e a s u re m e n t  a sso c ia te d  w i th  e a c h  p a ir  o f  v e r t ic e s  Vi a n d  V j .  L a b e l a s s ig n m e n t fu n c t io n  
L  : V  x  V' -a [0 ,1] m e a su re s  th e  d e g re e  o f  m a tc h  b e tw e e n  v e r te x  v G V  in  g ra p h  G  a n d  v e r te x  
v' G V' in  g ra p h  G'. If w e  a s s u m e  a r b it ra r i ly  th a t  G  re p re s e n ts  th e  m o d e l a n d  G' re p re s e n ts  
th e  scen e , p a i r  (v, v') is  c a lle d  a n  interpretation o f  th e  scen e  v e r te x  v' w i t h  m o d e l v e r t e x  v a n d  
L(v,v') r e p re s e n ts  th e  u n c e r ta in ty  o f  th is  in te rp re ta t io n  w i th  v a lu e  1 as  p o s it iv e  c e r ta in , 0  as  
n e g a t iv e  c e r ta in , 0 .5  as m a x im a lly  u n c e rta in . L e t i j G [1,1V], {vi,v’) a n d  {vj,v') b e  tw o  
d if fe re n t  in te rp re ta t io n s  o f  scen e  v'. I f b o th  L(vi,vr) a n d  L{vj,v') a re  n e a r  1, th e n  w e  h a v e  
multiple interpretations fo r  v'. S o m e tim e , w e  a lso  s a y  th a t  th e  la b e l o f  v' is  a m b ig u o u s . G iv e n  a  
c o lle c t io n  o f  in te rp re ta t io n s  (a Jo in t  In te rp re ta t io n )  a C  {(«*, vp)\i G [1, N],p G [1, N']} , i f  fo r  
e a c h  v'p th e re  is a t m o s t  o n e  in te rp re ta t io n , th e n  w e  c a ll a a  Non-Ambiguous Joint Interpretation 
(N A JI). F u r th e r  m o re , i f  fo r  e a c h  m o d e l Vi th e re  is a t m o s t o n e  o b jec t v'p c o r re s p o n d in g  to  it, 
a is  a  One-to-One Joint Interpretation o r  Basic Joint Interpretation (BJI). It is  c le a r  th a t  a  BJI is  
e q u iv a le n t  to  a  o n e - to -o n e  m a p p in g  (n o t fu n c tio n )  b e tw e e n  n o d e s  in  V  a n d  n o d e s  in  V'. T h e
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re a s o n  w h y  i t  is c a lle d  "basic" is  th a t  w e  c a n  tre a t  a n y  c o lle c tio n  o f  in te rp re ta t io n s  as  a u n io n  
(d is ju n c tio n ) o f  a g ro u p  o f  B asic  Jo in t  In te rp re ta tio n s . W e  w i l l  e x p lo re  th e  u t i l i ty  o f  th is  id e a  
fu r th e r  in  S e c tio n  3.
T h e  g o a l o f  th e  la b e llin g  p ro c e ss  is  to  f in d  fu n c tio n  L th a t  m in im is e  a c o s t fu n c t io n  th a t  
re p re s e n ts  th e  to ta l d isc re p a n c ie s  b e tw e e n  c o r re s p o n d in g  u n a r y  a n d  b in a ry  m e a s u re m e n ts  
in  th e  tw o  g ra p h s  [2]. S e a rc h in g  fo r  su c h  fu n c tio n  L  is  g e n e ra lly  a n  e x p o n e n t ia l ly  c o m p le x  
ta sk . D u e  to  th e  s tro n g  in te ra c tio n  b e tw e e n  th e  la b e l a s s ig n m e n ts , th e  o p t im is a tio n  su rfa c e  
is  o fte n  h ig h ly  ir r e g u la r  w i th  m a n y  lo c a l m in im a . T h e re fo re  s im p le  s e a rc h  s tra te g ie s  c a n n o t  
g iv e  g o o d  re s u lts . R e la x a tio n  p ro c e ss  h a s  b e e n  in tro d u c e d  to  a l le v ia te  th e  c o m p le x ity . L a ­
b e l fu n c tio n s  a re  c a lc u la te d  s lo w ly  a n d  ite ra t iv e ly , a n d  th is  a l lo w s  th e  re la x a t io n  o f  g lo b a l  
c o n s tra in ts , a n d  re p re s e n tin g  th e m  as  c o lle c tio n s  o f  in d e p e n d e n t  lo c a l c o n s tra in ts . T h is n e ­
c e ss ita te s  th e  sm a ll n e ig h b o u rh o o d  a s s u m p tio n  in  [51 a n d  m a n y  o th e r  re la x a t io n  la b e llin g  
a lg o r ith m s . F lu c tu a tio n s  o f  th e  la b e l fu n c tio n s  c a n  b e  in tro d u c e d  d e lib e ra te ly  to  im p r o v e  
th e  q u a li ty  o f  th e  re s u lt . T he re s u lt in g  a lg o r ith m s  a re  c a lle d  s to ch a stic  re la x a t io n  [3]. D e ­
te rm in is tic  re la x a tio n  u p d a te s  th e  la b e l fu n c tio n  d e te rm in is t ic a lly  a n d  th e re  is  n o  n e e d  to  
a v e ra g e  th e  ra n d o m  flu c tu a tio n , h e n c e  th e y  a re  g e n e ra lly  fa s te r  th a n  th e ir  s to ch a stic  c o u n te r  
p a r ts . In  th is  c h a p te r, w e  w i l l  fo c u s  o n  d e te rm in is tic  re la x a tio n  a lg o r ith m s . In  p a r t ic u la r , w e  
a s s u m e  th a t  th e  c e r ta in ty  fu n c tio n  o f  a n  in te rp re ta t io n  f t  = L(vi, v'p) is  e n t ire ly  d e te rm in e d  
b y  th e  u n a r y  a n d  b in a ry  m e a su re m e n ts  w i th in  th e  n e ig h b o u rh o o d s  o f  th e  tw o  v e r t ic e s  v7 
a n d  vj, a n d  th e re fo re  f t  c a n  b e  u p d a te d  in d e p e n d e n tly . A l l  re la x a t io n  a lg o r ith m s  d is c u s s e d  
in  th is  c h a p te r  w i l l  b e  object-centred [5].
T ra d it io n a lly , th e  d e s ig n  o f  th e  u p d a te  fo rm u la e  fo r  d e te rm in is t ic  re la x a t io n  la b e ll in g  is  
v e r y  h e u r is t ic  a n d  p ro b le m  sp ec ific . R e c e n tly  th e re  h a v e  b e e n  s e v e r a l  a t te m p ts  to  g e n e r­
a lise  th e  m e th o d o lo g y  u s in g  a v a ila b le  m a th e m a tic a l f r a m e w o rk s , n o ta b ly  th e  p ro b a b ili ty  
a n d  B a y e s ia n  th e o r y  [5] [1] a n d  F u z z y  lo g ic  [4] [6] [9] [10] [83. A m o n g  th e s e  a lg o r ith m s ,  
p ro b a b ilis t ic  re la x a t io n  [5] [1] h a s  b e e n  c o n s id e re d  to  b e  a su cc e ss  b o th  in  te rm s  o f  th e  th e ­
o re tic a l s o u n d n e s s  a n d  th e  p r o v e n  p ra c tic a l e ffe c tiv e n e ss . S o m e  e a r ly  a lg o r ith m s  h a v e  a lso  
b e e n  s h o w n  to  b e  th e  d e r iv a t iv e  o f  p ro b a b ilis t ic  re la x a tio n  [1]. H o w e v e r , s o m e  fu n d a m e n ta l  
p ro b le m  (su ch  as  th e  p ro b le m  o f  la b e l a m p lific a tio n , d i lu t io n , m u lt ip le  in te rp re ta t io n , d e s ig n  
o f  n u l l  a t tra c to r  etc) in  th e  re la x a tio n  a lg o r ith m s  re m a in  u n s o lv e d . S o m e  o f  th e s e  p ro b le m s  
a re  n o t  u n iq u e  to  p ro b a b ilis t ic  re la x a tio n  b u t  a re  c o m m o n  in  m a n y  o f  th e  e x is t in g  re la x a tio n
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algorithms.
It is the goal of this chapter to bring insight and solution to these problems together w ith  
a fuzzy set theoretic formulation of the relaxation labelling, from which, a new non-iterative 
labelling algorithm is also derived. We begin w ith  an analysis of major existing algorithms 
in Section 6.2 where we w ill propose a classification of relaxation labelling algorithms based 
on their behaviour rather than the theoretical frameworks they follow. In Section 6.3, we 
propose a new relaxation algorithm that is free of all the above problems, w ith  a sound 
fuzzy-theoretic background, and fast speed. In Section 6.4, we demonstrate our algorithm 
on some practical matching problems.
6.2 P a r t it io n  F u n c tio n  a n d  In fo r m a t io n  F u s io n  O p e ra to r  in  R e la x ­
a tio n  L a b e llin g  A lg o r ith m s
As the matching between two ARG can be inexact, we need a mathematical model of the 
uncertainty in the measurements as w ell as frameworks in which we can reason w ith  un­
certain information. Here we choose to use real number in [0,1] to represent uncertainty. 
Both probability theory and fuzzy set theory use this convention, and therefore form ulation 
L : Vi x V2 —> [0,1] has generality. It should be noted that any label function updating for­
mula should yield values w ith in  range [0, 1] so that the next stage of reasoning can use the 
results of previous ones successively or iteratively.
In order to construct an update formula, one needs to choose one or two or more infor­
mation fusion operators. In [11] and [12], there is an excellent survey on available fusion 
operators and their properties. According to Bloch's [11] classification, there are three types 
of fusion operators:
• F  is conjunctive if F(x, y) < m in(x , y)
• F  is disjunctive if F(x, y) > max(x, y)
• F  is compromise if  min(x, y) < F(x,y) < max(x,y)
Probabilistic relaxation labelling as in [1] uses m ultiplication as conjunction operator and 
addition as disjunction operator. W ith no genuine compromise operator, disjunction(addition)
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is used assuming there is no correlation between the evidences. Using addition as disjunc­
tive operator does not guarantee the result to be lim ited in [0, 1], partition function is used to 
normalise the resu lt:
hi =  (6.1)
Wpj
where Qij is the support (including both unary and binary evidences), f t  is the label func­
tion. The use of partition function has introduced some additional problems. First, it  is based 
on the assumption that two conflicting interpretations of the same object are two m utually 
exclusive outcomes of one event, and the sum of the probabilities of all mutual exclusive 
outcomes of an event is 1. This assumption does not hold when there is need to find mul­
tiple interpretations of the same object. We call this the "m ultiple interpretation problem". 
Secondly, when the evidence gives a strong support to two or more equally valid interpre­
tations of the same object, the sum-to-1 constraint tends to make the system swing to one 
of the interpretations or in  the extreme cases, penalises all interpretations. The label values 
in this situation, appear to be diluted and no longer represent the amount of support they 
receive from the evidence. This is the problem of "label d ilution". Thirdly, when the evi­
dence suggests that there is no valid interpretation, the support values are all very small. 
But w ith  the normalisation by partition function, the label values of all interpretations are 
amplified to make the sum to be 1. This is the problem of "label amplification". The tradi­
tional solution to label amplification is to add a null attractor. Those objects that do not have 
any valid interpretation are assigned to this nu ll label. Thus every object w ill have one and 
only one interpretation. The problem w ith  this null attractor is that it has to compete w ith 
other interpretations during the labelling process and it  is often tricky to design an appro­
priate nu ll attractor that is neither over competitive nor over modest. The d ifficu lty is that 
the probability density functions of the features of the nu ll attractor are unknown, and in  
theory, not independent of the probability distributions of features of the model. Thus extra 
effort to fine tune the nu ll attractor is often needed when the type of model and/or the type 
of scene has changed.
For fuzzy logic we use min(x,y) as a conjunctive operator and max(x,y) as a disjunc­
tive operator. Note that max(x,y) is closed on the domain [0,1] therefore it  does not need 
normalisation of any kind. One of the earliest fuzzy relaxation algorithms was proposed by
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Rosenfeld in  [4], which uses m in(x , y ) and max(x, y ) exclusively :
lk/ 1 =  m inj{m axpq[m in(f {xpi, xqj) ,lpq)]} (6.2)
where f { x pi,x qj ) is bounded in [0, 1], and represents the degree of match between binary 
measures xPi and xqj. The lack of compromise operator in the formulation makes the be­
haviour of the system strongly resemble boolean logic (where compromise does not exist). 
Ironically, compromise operator is one of the essential features for reasoning w ith  uncer­
tainty. W ithout it, any decision making is forced to be either over indulgent or over skeptical 
to collections of evidences. In the case of algorithm (6.2), it was criticised to be too skeptical 
(due to the outer-most min() operator) in  the presence of a low support in  the local area 
and tendency of driving the whole system to the negative certain state everywhere. Another 
fuzzy relaxation labelling algorithm was given by Ranganath [6]. It is essentially a com­
bination of using fuzzy fusion operators min() and maxi) w ith  summation and partition 
function. Therefore it also has all the problems introduced by the partition function.
In the next section we introduce a new relaxation labelling algorithm and its non-iterative 
variant. In the proposed algorithms (6.6) (6.12) we use a mixture of conjunction (min), dis­
junction (max) and compromise (average) operators to give us a good expressive power. 
Average is used as a genuine compromise operator, therefore elim inating the need of parti­
tion function. M ultiple interpretations are inherently supported by the scheme.
6.3 A  R e la x a tio n  L a b e llin g  A lg o r ith m  B a se d  o n  F u z z y  S e t T h e o ry  
a n d  I ts  N o n - ite ra t iv e  V a r ia n t
First we review some basic definitions in  fuzzy set theory in the context of the labelling prob­
lem. As in [13], a fuzzy set is described as a vector w ith in  the n dimensional un it hypercube 
[0, l ] n. Each dimension of the vector is a number w ith in  [0,1] representing the degree of 
presence of a particular element that belongs to a universe of discourse U which is a non-fuzzy 
set w ith  n elements.
Given two attributed relational graphs G =  (V, E, u, x) and G' — (V ',E ',u ' ,x '), we need 
to find a label function lpq =  l{ v p ,v'q) for all v p € V,p € [l,n ] and v'q <G V',q  G [l,n ']. In
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our formulation of the problem, the universe of discourse A =  V  x V' is the collection of 
all possible labelling. Therefore the set of label values L =  •■■Inn1}  represents a
fuzzy set on A.
Consider label assignment from node vi G V  to node f t G V '. Let the set of neigh­
bouring nodes of Vi be U and the set of neighbouring nodes of f t  be U'. A  Basic Joint In­
terpretation a of the neighbourhoods U and U' consists of a number of pairs f t  q) where 
vp G U and f t  G U'. We can view (a) =  { lpg\(p,q) G a} C L  as a fuzzy set that con­
tains our prior knowledge about the interpretations on neighbourhoods of ■?+ and f t ,  and 
*§(<*) =  {fU p i , x'qj)\(p, q) G a} C L as a fuzzy set that captures our observation on the 
neighbourhoods of V{ and f t  in  terms of binary compatibility function f ( x pi, x'qf) (assuming 
no unary measurement). Combining the prior knowledge F f(a )  and the observation ift(a )  
we should be able to obtain an aposteriori estimate of the label function kj{a) under the Basic 
Joint Interpretation a of the neighbourhoods U and U'. Note that both ift(a )  and ift-(a ) are 
fuzzy sets on the same universe of discourse L. A ll we have to do now is to find a formula 
that fuses the information from the two fuzzy sets. F^(a) and f f t  (a) represent the in flu ­
ence of the basic interpretation a of the neighbourhood to the label function f t  (a). When 
the influence represented in the two sets contradicts (cancel) each other, we expect less sup­
port from the neighbourhood interpretation a to the label assignment f t ,  f t )  and therefore a 
smaller value of f t  (a). When the prior label assignment agrees w ith  observational evidence, 
we expect a strong support to f t  from the jo int neighbourhood interpretation a. Now we can 
see that the information fusion function that we need to find in  order to combine evidences 
in fuzzy sets i f t  (n) and Fffia) should measure the degree of match between the sets.
We propose an evidence combining formula in the form of cardinality and fuzzy set 
intersection
M (F  D F 1) (6.3)
where F  and F ' are the two fuzzy sets containing the evidences, M () measures the cardi­
nality of a fuzzy set and can be computed by summing up all the dimensions of the vector 
representation of the fuzzy set. One can see the function does measure the degree of match of 
the two fuzzy sets. Specifically it yields zero when F  and F ' are disjoint, and yields maxi­
mum value when F  and F ' maximally overlap.
Fuzzy set theory uses the minimum operator to define set intersection(c.f.[13]). Accord­
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ingly we substitute Ffffa) and Ffficx) into (6.3) and expand :
Qij («) =  M(F$j (a) n Ffj (a)) =  ]T  m in [f(xph xqj), lpq] (6.4)
(p,q)£a
where Qij (a) is the value of M(F-fya) D Fffia)) viewed as a function of i and j  and a. Note 
that Qij (a) is different from the posterior label kj{a) that we want to compute in  the sense 
that Qij(a) is not bounded in  [0,1]. Therefore some form of normalisation is needed. In 
conventional approaches as discussed in the previous section, partition functions are used 
for normalisation. The result is a bounded label function but w ith  a lo t of side effects. Here 
we propose a different normalisation that is free of those problems.
Note that we have assumed that a is a Basic Joint Interpretation on the neighbourhoods 
U and U' of size n and n' respectively. Therefore set a in F-f (a) =  { f ( x pi, x'qj)\{p, q) e cn) 
and F£j(a) = { lpq\(p, q) £ a} should describe a one-to-one mapping. Let the cardinality of 
the set of interpretations a be M {a), then M (a ) is equal to the minimum of the size of the 
two neighbourhoods. Assuming n < n ' , then M {Ffj{a) n F^{a)) < M (a) =  n. When all 
labels in  Ff-{a) and Fffya) are positively certain, M (F f(a )  fl Ffffa)) yields maximum value 
n. Therefore we propose to use n to normalise Qij (a) in equation (6.4) and give the posteriori 
label function :
I _  Q ij(a ) _  '^(p,q)eam'i'n [ f ( xp iix'qj)Xpq]
13 n n
An interesting view of this normalisation is that it is in  fact calculating the average of 
m in [f(xPi , x'qj ) , lpq], for all (p, q) £ a. As discussed in the last section, we see this averaging 
operation as finding a compromise among the evidences provided from different neighbours 
in  the neighbourhood. As there is no further cue suggesting which assignment pair of (p , q) 
should be favoured or penalised, it is a logical choice to select the compromise of these 
evidences. This is very different from the normalisation w ith  partition function used in 
probabilistic relaxation and many other relaxation algorithms, since partition function style 
of normalisation always favours the best supported interpretation and penalises the less 
supported interpretation.
The number of possible Basic Joint Interpretations on U and U' is very large (^~ ryr). 
Among them there may be more than one receiving high support from the prior information 
and the observations, i.e. kj{a) maybe near 1 for a number of different a. As discussed in
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Section 6.1, an arbitrary jo int interpretation (which may contain one or many ambiguous 
label assignments) can be viewed as the disjunction of a number of non-ambiguous Basic 
Joint Interpretations. We improvise on this idea and take the fuzzy disjunction (max) of all 
label functions kj{a) computed for different as as our final label estimate kj. Now we have 
the label update formula :
=  m a*a{A (a )} =  ( 6 . 6 )
n
where k is the number of iterations.
Since a is a one-to-one mapping, a closer observation of (6.6) would reveal that the 
combinatorial maximisation on the dominator of the formula is equivalent to the Maximum 
Weight Bipartite Matching problem, which can be solved in  polynomial time. In [14], an effi­
cient algorithmic solution based on Fibonacci Heaps was given. The algorithm has complex­
ity  0((n  + n') x n x n ') .  For medium sized neighbourhoods, this is much more efficient than 
the combinatorially exhaustive evaluation of supports. However, for small neighbourhoods 
(less than 6 or 5), an exhaustive search would be simpler.
For very large neighbourhood, 0((n  + n1) x n x n') complexity algorithm can s till be 
quite slow. Therefore we propose a Mean Field Theory based algorithm for the maximisa­
tion problem in (6.6) as follows. Focusing on the neighbourhoods of Vi and v 'j, let cpq = 
m in [f(xPi,x 'qj ) , lpq) , let boolean variable X pq =  1 represent the interpretation of v'q e U' 
w ith  Vi e U  and X pq =  0 represent there is no such interpretation. The goal is to find X pq for 
all p € [1, n] , j  € [1, n1} that maximise objective function Ec :
n n ' n  n '
maximise{Ec =  Y2 Y2 cpqXpq} m inim ise{—Ec =  £ £  CpqXpqj (6.7)
p= lq- l  p=1g=l
where X pq e {0,1}. As bipartite matching assumes one-to-one mapping between all vp and 
v'q, we represent this constraint to (6.7) in  the form of integer programming :
n  n '
Vq e [l,n '] , J£pq — 1 and Vp £ # nj # ^   ^ pq 1 o'f* ^
p = i  9=1
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Let us construct the cost function for the minimisation objective in (6.7) as
n n' n> k n
+  E y O E A m - i)2
p—1 q—l <7=1 p~l
Tt 7 Tl/ Tt^ 7 Tt T\!
+ E  T ( £  + + ( £  x m +  +  E E W «  - 1) (6.9)
p=l <7=1 <7=1 p=1 <7=1
where f t ,  k2 and f t  are constants. The first term in (6.9) is the objective, the second term
represents constraint Vg G [1, n'] , Yff>=\ Xpq = 1, the third term represents constraint tip G
[1,77.] , i Xpq =  1 or 0, and the last term ensures Xpq G {0,1}. Mean Field Approximation 
is used to solve the minimisation of the cost function in (6.9)
1  7 /
X pq = - ( \  +  ta n h (/L ))  (6.10)
where T  is the annealing temperature and is reduced every iteration,
dE
upq — y  — cpq
-*P? 7=1
-  XPi)(£  X Pi -  1)(2 E  XPj -  !)  (6.11)
j  = l j  = l j  = l
Note that the above annealing algorithm can be made more efficient than 0((n  fan') x 
n x n')f since l Xpq and J2P=i Xpq need to be evaluated only once per iteration. If 
we designed an annealing schedule that requires m -C n, n' iterations to complete, the 
computational complexity the MFT based algorithm would be 0(n  x n! x ra) which is 
more efficient than [141 for very large sizes of n and n'. The overall complexity of the pro­
posed relaxation process is 0 (N  x N 1 x n x n' x ra) for MFT based maximisation, and is 
0 (N  x N ' x n x n1 x (n +  n')) for Fibonacci Heap based maximisation, where N  and N 1 are 
the number of nodes in  the two graph. Note that n, n1 and ra are generally much smaller 
than N  and N f for problems w ith  only local interaction. In such case the complexity of our 
algorithm approximates 0 (N  x N 1).
The sizes of the neighbourhoods n and n' represent the scale of interaction in  graph G 
and G' . When n and n' are large, evaluation of supports from neighbourhoods is exponen­
tia lly  complex in  the formulation of the labelling problem using Bayesian theory [5] and
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many existing ARG labelling algorithms, although in some cases the complexity can be re­
duced to polynomial by factorisation if  completely connected ARG topology is assumed [1]. 
To alleviate the exponential complexity, "relaxation" is used to iteratively propagate the con­
straints, assuming that global constraints can be represented as a collection of independent 
local constraints. Our formulation of the ARG labelling problem in  (6.6) has first illustrated 
a transformation of the exponentially complex task of evaluating the neighbourhood sup­
port into a Maximum Weight Bipartite Matching problem for which an optimal polynomial­
time algorithm exists [15]. The implication is that Markovian Property does not have to exist, 
i f  we solve the labelling problem w ith  formula (6.6) and compute the maximisation using 
the Fibonacci Heap method. In other words, one does not have to compromise large scale 
neighbourhood constraints by assuming they can be broken down into a collection of local 
constraints and adopt iterative refinement. The result is a non-iterative labelling algorithm :
 ^ _  Baaxa{Y(p,q)eoL f  {Xpi iX'qj)} (612)
13 n
where the maximisation is evaluated by algorithms described in [15], [14] etc. One can easily 
see that (6.12) is in  fact formula (6.6) applied for only one iteration, w ith  prior label values 
assumed to be one for all label assignments. This non-iterative algorithm has complexity 
0 (N  x N 1 x n x n' x [n +  n')).
Both iterative and non-iterative procedures proposed in  (6.6) and (6.12) produce label 
values w ith in  [0,1] w ithout using the partition function. Therefore our algorithms are free 
of all the side effects introduced by partition function, namely label amplification, label d ilu ­
tion and the need for nu ll attractor. M ultiple interpretations are naturally supported by our 
algorithm. The result of the labelling process is the same when we interchange the model 
and the scene. This is another property that does not exist in  labelling algorithms that do not 
support m ultiple interpretations.
6 .4  E x p e r im e n ts
Experiment 1 shows a 2D shape matching problem where a symmetric feature causes inher­
ent m ultiple interpretations of objects. Experiment 2 is the road matching problem as seen 
in [1]. In this experiment, we show that our algorithm is able to perform complex structural
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matching w ith  large neighbourhoods efficiently.
Experiment 1 demonstrates extracting sim ilar parallelograms from an indoor scene (fig­
ure 6.1). The sim ilarity-invariant measurement used here is the same as in  Experiment 2 (c.f. 
equation 6.13). Notice that some of the parallelograms are not complete. This is not an error 
since we label each side of the parallelogram separately, and it is possible that one or two of 
the side(s) of the parallelogram do not match well and get rejected. Since the model graph 
is quite small, it  took less than 2 seconds for the algorithm to complete labelling all 244 edge 
segments in the scene. M ultiple interpretation is happening in this problem. Parallelograms 
are inherently an ambiguous shape when we try to label their four sides. In addition, in  
figure 6.1 some of the line segments are shared by the nearby parallelograms, which can also 
cause label ambiguity.
Experiment 2 shows a road matching problem. Roads in the aerial images and maps are 
approximated by groups of line segments. The task is to identify a particular road section 
in the hand-drawn map from a given image. Here we choose each node of the ARG as 
a single line segment represented by the two end points. For each pair of line segments, 
a similarity (translation, rotation and scaling) invariant binary relation can be calculated using 
ratios of distances between the end points. Specifically, let p li and p2* be the starting and 
ending points of the £th line segment, p l j  and p2j be the starting and ending points of the 
jth  line segment. Binary relation Xij is a 4 dimensional vector :
d {p lj,p lj)  d{plh p2j) d{p2h p lj)  d{p2i ,p2j )
%j d(pli,p2i) ’ d{pli,p2i) ’ d(pli,p2i) ’ d(pU,p2i)
where d(pl,p2) is the Euclidean distance between point p i and p2. S{j is the sign function 
and equals 1 if  p i*, p2{ and p lj  are arranged in the clockwise order or collinear, and equals -1 
if  not. Unlike angle based measurements, feature vector in  (6.13) is a normal form, and can 
describe relations between arbitrary pair of line segments even when their ends are joining 
together or overlapping. Notice that the feature vector in  (6.13) yields different values if  we 
interchange the starting point(s) and the ending point(s). Since we do not know in  which 
direction the line segments are drawn in the image and the map, we have to accommodate 
both interpretations by assuming an extra "reversed match". This can be easily done by 
adding a new node (which is the reversed line segment) for each line segment either in  the 
map or in the image. Although the number of nodes in one of the ARG has doubled, our
6 . 5 .  S U M M A R Y  A N D  C O N C L U S I O N 1 3 3
O'-JU J —
m  IJU J U
E i U L l
(a) (b)
Figure 6.1: Experiment 1 : Similar Parallelograms -  labelling w ith multiple interpretation, 
a), line image of an indoor office scene b). Parallelograms pulled out by our algorithms
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Figure 6.2: Experiment 2 : Road matching, a) A hand-drawn map. b) An aerial image (w ith 
the section that needs to be identified marked as black lines). c) Map sections found
algorithm now is able to label the direction of each road according to the map. This can be 
quite useful when one has a travel plan on the map and needs to find out which way to go 
on the observed image.
6.5 S u m m a ry  a n d  C o n c lu s io n
Partition function of the form (6.1) has been w idely used by many relaxation labelling algo­
rithms. In section 2, we described four types of problems introduced by the partition func­
tion and argued that the lack of a genuine compromise operator is the fundamental reason
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why partition function was used. In section 3, we derived a new evidence combining for­
mula (6.5) from fuzzy set theory to directly address the problem. This formulation enables 
us to transform the combinatorial evaluation of neighbourhood support into a Maximum 
Weight Bipartite Matching problem for which an optimal polynomial-time algorithm exists. 
W ithout the need for Markovian Property, a non-iterative (non-relaxational) algorithm(6.12) 
was also made possible by the formulation. We demonstrated the effectiveness of our al­
gorithms w ith  a shape recognition problem and a road matching problem, In particular the 
first experiment has shown our algorithm's capability of handling m ultiple interpretations.
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Chapter 7
G e n e r a t i n g  2 D  a n d  3 D  g l o b a l  
h y p o t h e s e s  f r o m  2 D  a f f i n e  
c o r r e s p o n d e n c e s
In  Chapter 2 and 4, we described how to extract 2D surface features from the image. Chapter 
3 and 5 described methods for constructing distributed 2D affine invariant representations 
of the surface patterns. Each connected component of the ARG representation of an object 
represents a single surface. A ll measurements are assumed to be taken independently from 
individual surfaces, and there is no 3D knowledge employed in the matching. In this chapter, 
we introduce 3D relations further to constrain the labels found previously and recover the 
3D pose from the 2D labels.
As we argued in the previous chapter, ambiguities are commonplace in matching of 2D 
surface patterns. In a knowledge based vision system, such ambiguities should be left to 
be resolved when additional information is available, and should not be b lind ly "rid iculed" 
(penalised) by a labelling scheme that assumes a closed-world of a set of models. The in­
troduction of 3D relational information can often help to resolve the ambiguity seen by a 
lim ited 2D w orld model. If the labels provided by the 2D reasoning module can neither 
express m ultiple possibilities nor represent degree of commitment to each label fa ith fu lly 
according to the evidence, then it w ill be impossible for us to introduce more evidence later 
when it becomes available. Such modules w ill not be able to collaborate successfully w ith
1 3 7
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other knowledge sources.
From the specific knowledge source point of view, vision is often an under-determined 
(ill-posed) problem. Successful and fast recognition can only result from a parallel or cas­
caded collaboration of m ultiple knowledge sources, each accommodating and utilising oth­
ers inputs.
In this chapter we first illustrate how to extract and refine independent global affine hy­
potheses from the model-object correspondences given by our 2D matching scheme. Such 
correspondences manifest themselves through a set of label probabilities or fuzzy member­
ship function values, which may include m ultiple interpretations and m ultiple instances of 
the same model, i.e. it is a probabilistic/fuzzy many-to-many mapping. It is often sufficient 
to generate an affine hypothesis from single, pairwise or trip le t label assignments, and there 
can be many hypotheses even after pruning by thresholding the label values. However note 
that many of these hypothesises actually belong to the same joint interpretation and hence 
amount to the same global affine transform. Therefore our first task is to extract indepen­
dent global hypotheses using the probabilistic (or fuzzy) label values and to refine the affine 
parameters of each jo int interpretation independently.
In Section 2 we introduce the techniques of recovering 3D pose from a set of independent 
2D affine hypotheses of the surfaces using a single calibrated camera.
7.1 R e c o v e r in g  g lo b a l a ff in e  tra n s fo rm  fro m  la b e l m e ssa ge s
The object centred matching algorithms introduced in the last chapter typically generate a 
matrix of posterior label probabilities (or fuzzy label values) of the form k j £ [0, 1], where 
i £ [l,n ] is the index of objects in  the scene and j  £ [1 ,n '] is the index of the objects in 
the model. Now we describe how to use the correspondence information given in  l i j to 
deduce the global affine transform that w ill project all the objects in  the model into the scene 
coordinate system and yield a maximum overlap between the matched regions.
In Chapter 5, we described methods of recovering affine transform from the correspon­
dence of regions. An affine transform can be uniquely determined if  we know the corre­
spondence R aa R' p aa p1 where R and p are a region and a point in  the model domain 
and R! and p' are a region and a point in  the scene domain. If the reference points p are
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found using methods introduced in  Section 5.2.7 from a set of regions only, then we can sim­
p ly state that we can recover an affine transform from a single correspondence of regions 
(R <fa R'). This method requires least correspondence information but it  is more sensitive to 
error in  the unary measurements of individual regions, such as those caused by occlusion. 
A lternatively we can recover the affine transform from pairs of regions using the correspon­
dence (Ri +> R[ , R2 <fa R2). Moreover, if  we use the correspondence of triplets of regions 
(Ri <fa R[, R2 <fa R!2, Rd <fa R'3), the affine transform can be recovered using the correspon­
dence of their centroids only. Using pairs or triplets requires more correspondence infor­
mation but the resulting transform parameters are less sensitive to noise and occlusion that 
affect individual regions. In general, area, centroid, second order moments and a reference 
point provide eight real measurements for each region. Using projection equations of these 
measurements (c.f. Section 5.2.1), we can construct eight equations for each correspondence 
provided by the matching algorithms. If, in  total, N  correspondences are found, there can 
be as many as 8 x N  equations. Given that there are only six affine parameters, the system 
is over constrained.
7.1.1 Global transform from one to one correspondence
If we assume that there is only one possible projection from the model to the scene (i.e. 
there is only one object in the image), then the over constrained system of equations can be 
solved by the Least Squares Method. Suppose we know the correspondence of object model 
i w ith  object s(i) in  the scene. Let denote a measurement vector of i and x's^  denote the 
corresponding measurement vector of s(i). I f  s(i) is related to i by an affine transform A, 
then x's^  can be w ritten as some function of A and x;. If we have N  correspondences, we 
have N  equations
x's{{)= f ( 0 xi)  ^ e [1, AT] (7.1)
The Least Square method attempts to find A that minimises quantity
j . - £ ( / ( + * . ) <7-2>
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Since we already know the certainty (or probability) kj of each label assignment i +> j ,  we 
propose to use a Weighted Least Square criterion :
+  =  £ £ ( / ( + * > ) - 4 ) +  (7-3)
i=1 j =1
where n is the number of objects in the model, and n' is the number of objects in  the scene. 
M inim ising Jx w ill find an A that maximally satisfies the set of correspondences given in 
kj w ith  respect to feature vector x. Note that in  Chapter 5, we already discussed the Least 
Square method as a possible way of solving simultaneous non-linear equations. We argued 
that such method of affine recovery is slow and prone to be trapped in local minima of 
the cost function. The problem w ith  the Least Square method is that it  is a directed search 
scheme based on local information It is d ifficu lt to use such a method directly for a 
coarse level search and the generation of in itia l hypothesis (which is our goal in  Chapter 
5) w ithout a good in itia l guess. Here the situation is different because we can easily gen­
erate a good in itia l guess of affine transform by using unary, pairwise or trip le t correspon­
dences of regions. Our Least Square search is reliable if  we start at a near optimal point, 
and Jx is locally smooth. In fact if  we construct Jx using area, 2nd order moments and 
centroids as described previously, the energy function w ill only contain 1st and 2nd order 
functionals of A and therefore w ill be locally smooth. In practice we can start the search 
at a hypothesis which is the weighted sum of hypotheses generated by individual regions, 
region pairs or region triplets. For example, for a collection of corresponding regions pairs 
(Ri ++ R's^ , Rp o  R ( py), if  the affine transform recovered from the pair is A{p/ then the 
in itia l hypothesis is
A _  Y\/i,pks(i)lps(p)Aip ,n
A  1 ) V  -VMyitf bis(i)l’ps(p)
7.1.2 Multiple global transforms from many to many correspondence
The Least Square method collapses when there are m ultiple instances of a model object in 
the scene or there are m ultiple interpretations of the same object. Consider the case when 
there are two instances of the same object. Unless the two instances are coplanar, there is no 
single global transformation that can simultaneously satisfy both sets of correspondences. 
The minim isation of Jx introduced previously w ill yield a compromise between the two
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possible transforms. Ideally we would like to obtain two separate transforms in  such cases. 
We shall now introduce the methods that can handle this situation properly.
Remember that our goal is to extract a global transform that produces a maximal match 
between two sets of regions, one in  the model domain, the other in  the image domain. The 
first possible way is to use a hypothesis-and-verification method. By sequentially selecting 
the corresponding regions, region pairs or region triplets, we can generate one affine hypoth­
esis at each time and verify it by back-projecting the model into the image domain using the 
deduced transform and measure the difference. We can find several hypotheses as the local 
minima of
J {A )=  Y  (m(p) ~ S(AP))2 (7-5)
P=(,x,y)£M
where A is an affine transform hypothesis that maps model point p to scene point Ap, and 
M  is the set of all the points in  the model. m (x,y) and s(x, y) are the image functions of 
model and scene respectively. Finding minima of J(A) by evaluating all possible A is ex­
pensive especially if  we choose to use pairs or triplets of regions to generate hypotheses. 
For each hypothesis, evaluating J(A ) by calculating the projection and difference for each 
model point is also time-consuming. More importantly, since the hypotheses are generated 
based on only one or two or three regions, the error can also be quite large. For most of the 
time, hypotheses generated this way require a further improvement using e.g. Least Square 
methods.
Another way of finding m ultiple optimal affine transforms from a set of correspondences 
is to use hypothesis clustering [1] [2] [3] [4]. This involves generating all hypotheses from 
the correspondences and discover one or more significant clusters in  the hypothesis space. 
This method is faster than hypothesis-and-verification. To distinguish strongly supported 
hypotheses from those weakly supported, we need to weight every hypothesis w ith  the re­
lated label assignment probability k j in a way similar to 7.4. The challenge of using this 
approach is to model the cluster of affine transform hypotheses accurately under a variety 
of conditions. Usually the error in  the hypotheses is due to partial occlusion, region erosion 
and image quantisation. These phenomena often yield a consistent bias in  affine parame­
ters of all hypotheses, e.g. all scaling parameters w ill be smaller than the actual value when 
region erosion happens. In such cases the cluster centre, as a weighted average of all hy­
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potheses, m ight not be a good estimator of the global transform. Again a Least Square pose 
optim isation m ight be required after obtaining the clusters.
7.1.3 Multiple global transforms from a set of Basic Joint Interpretations
We shall now describe a novel strategy for finding the set of optimal affine transforms un­
der many-to-many mapping. This method employs the optimal contextual correspondence 
provided by the labelling algorithm introduced in  Chapter 6. The algorithm is fast because 
it can directly obtain the global transformations that are associated w ith  different jo int inter­
pretations w ithout clustering, or exhaustively generating and testing of hypotheses.
As described in Chapter 6, we can use Maximum Weight Bipartite Matching to find op­
tim al one to one correspondences for the neighbourhood of an arbitrary node i. Each one to 
one correspondence describes a Basic Joint Interpretation of the neighbourhood. Using our 
proposed ARG representation, two label assignments w ill have high compatibility (i.e. sim i­
lar binary measurements in the model and scene domain) if  and only if  the two model nodes 
undergo the same affine transform (c.f. Chapter 3 Section 2, and Chapter 5). Therefore each 
Basic Joint Interpretation uniquely corresponds to one possible global affine transform from 
a set of nodes in the model to a set of nodes in the image. Extracting all possible global affine 
transforms under the many-to-many mappings described by Q- is equivalent to finding all 
possible Basic Joint Interpretations that have a high total sum of probabilities. According to
our labelling formula 6.12, k j =  ---- a^(p*)e<*A /n’ w ill be large if  and only if  there is
at least one Basic Joint Interpretation that involves label assignment i aa j .  Therefore we 
can simply store all the optimal Basic Joint Interpretations found by the Maximum Weight 
Bipartite Matching for each i and j ,  and use them later for recovering the global affine pa­
rameters.
Note that some of the label assignments w ill generate the same BJIs. Duplicated inter­
pretations only need to be stored once. In the clustering based methods, this is achieved by 
partitioning the set of transforms into clusters. Here since we are dealing w ith  discrete jo in t 
label assignments, we can test for identity of BJIs instead of measuring the distance between 
different affine transforms which is a somewhat d ifficu lt concept to define mathematically. 
Moreover, the elim ination of duplicate BJIs can be done in logarithmic time w ith  respect to 
the number of existing BJIs when we introduce a simple linear order to the finite countable
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set of BJIs and store them in a sorted sequence. Normally, there are only a few plausible 
global transforms, including the cases of m ultiple interpretations of objects and m ultiple 
instances of models. The maintenance of the sorted sequence of BJIs is very efficient.
Given a Basic Joint Interpretation, we can derive an optimal affine transform that satisfies 
all correspondences in it. Because the mapping is one to one, the Least Square method 
introduced earlier can be used to improve the hypothesis.
Obtaining a set of plausible global 2D affine hypotheses allows us to reconstruct all sur­
face features that previously would not be detected (such as surface boundaries) by project­
ing the 2D surface model into the image plane.
7 .2  P ose re c o v e ry  fr o m  a 2D  a ffin e  tra n s fo rm  h y p o th e s is
7.2.1 Scaled Orthographic Projection and affine transforms
So far our model of surface patterns is 2D, and the projection between the model and image 
is described as a 2D affine transform
x'a — ax fa by fa tx (7.6)
y'a =  cx fa dy fa ty (7.7)
w ith  six parameters (a, 6, c, d, tx, ty). The 2D affine transform model is in  fact an approxima­
tion of the perspective projection for planar objects. After 3D rotation and translation, 3D 
point (x, y, z) is transformed to
' roo r0i r02 ^
M
( T \-LX
Y = 1*10 I'll 1’12 y fa Ty
2  J  ^ 1*20 1*21 T22 j \ z V Tz J
Perspective projection is then applied to map the 3D object onto the 2D image plane, assum­
ing a camera centred coordinate system.
x1 = - ( x r - X o ) + x  o (7.9)
zr
y> - — (yr — Y 0 ) +  yQ
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where /  is the focal length of the projection, which is assumed to remain constant. Suppose 
there is a set of N  points {(a;*, i/i, Zi)\i G [1 ... N ]} being rotated, translated in 3D and then 
projected onto the image plane using the above formula. Assuming the depth coordinates 
Zi of each point are not very different from each other, i.e. z; =  zo is constant, then the 
perspective projection formula turns into a Scaled Orthographic Projection (SOP, also known 
as Weak Perspective Projection):
x' = s(xr — X q) + Xq (7.10)
y' =  s(yr -  Y0) + 2/0
where s — -ft, and (Xq7 Yo, Zq) and (xQ,yo, f )  are the origin of the object and the image plane 
in the camera centred coordinate system. Substituting 7.8 into 7.11 we have :
x' = s(r0ox+  r 0iy +  r 02z +  TX -  X 0) +  xq (7.11)
y' =  s (ri0x +  r n y + r u z +  Ty -  Y0) + y0
If for all i, (Xi, yi, z() lies on the same plane z =  ax +  fiy +  7 the we have :
x' = s(r0QX + r 0iy  + r 02(ax + (3y + 7) + Tx — X0) + z0 (7.12)
= (sr0o +  sr02a)x +  (sr0i +  sr02fi)y + s(r027 +  TX -  Y 0) + xq
= ax +  by -\-tx
y = s{ri0x + r n y + r 12(ax + (3y + 7) + Ty -  Yq) + y0
=  (sr10 +  sr\2a)x +  (srn  +  s ri2/3)y +  s (ri27 +  Ty -  Y0) +  yo
= cx +  dy + ty
which is an affine transform.
7.2.2 Recovering the pose from the planar affine transform
In the last section we showed how to obtained a set of global affine transformations each 
corresponding to an independent hypothesis of an object in  the scene. This section describe
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how to resolve the 3D position and orientation of the objects from the affine parameters
(ff) 6, C, d, tx , ty).
Several formulas of 3D pose recovery from 2D correspondences have been proposed by 
researchers [7] [9] [10] [11] [8] [5]. Here we also give a derivation. The difference between 
our solution and the previous methods is that our solution for depth and other parameters 
is given in terms of the six 2D affine parameters (a, b, c, d ,tx, ty). Instead of using point by 
point correspondences, the depth and other 3D parameters are directly obtained from the 
estimated 2D affine transforms. The existence and uniqueness of the solution for depth is 
proved directly from the geometry of Scaled Orthographic Projection.
First let us ignore the translation parameters and see how to recover the parameters of a 
Scaled Orthographic Projection and 3D rotation. Figure 7.1 illustrates an SOP projection of 
four coplanar points (0,0) (0, 1), (1, 1) and (1, 0) which are scaled by factor s and rotated in 
3D. Let the corresponding affine mapping be :
x' = ax ft by (7.13)
y' =  cx ft dy
Note that since 3D rotation and scaling does not change the position of origin, translation 
parameters tx and ty are zero here. Substituting the point coordinates into the above equa­
tion, we obtain the projection of the four points at (0,0), (a, 6),(c, d) and {a ft c, b +  d). Since 
the object is scaled by a factor of s, from Figure 7.1 we have the follow ing relations
a2 ft c2 ft z2 =  s2 (7.14)
b2 ft d2 ft z2 =  s2 (7.15)
(a +  b)2 4- (c ft d)2 ft (z\ +  z2)2 =  2s2 (7.16)
Subtracting 7.14 and 7.15 from 7.16, we have
ab +  cd
z i = ------------
2^
Substituting the above equation into 7.14 and eliminating z2 using z2
(7.17)
s2 — b2 — d2 from
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7.15, we have a biquadratic equation for s
s2 — (a2 +  b2 fa c2 +  d2) fa (b2 fa d2)(a2 + c2) — (ab fa cd) =  0 (7.18)
Solving the equation and choosing the positive s, we have
s =  y  -[a 2 fa b2 fa c2 fa d2 fa: \J(a2 fa b2 fa c2 fa d2)2 — 4(ad — be)2] (7.19)
Note that from 7.14 and 7.15, we have
s2 — (a2 fa c2) =  z2 > 0 
s2 — (b2 fa d2) =  z2 > 0
(7.20)
Combining the inequalities and rearranging, we have
s > \ j^ (a 2 fa b2 fa c2 fa d2) (7.21)
Therefore we conclude that the scale parameter of SOP has one unique solution :
s =  y  -  [a2 fa b2 fa c2 fa d2 fa \J (a2 fab2 fa c2 fa d2)2 — 4 (ad — be)2] (7.22)
From 7.14 and 7.15 we can find the relative depths z\ and z2 :
(z\, z<i)  — (Vs2 — a2 — c2, Vs2 — b2 — d2) (7.23)
Note that there are two possible relative depths for each p o in t: one positive and one neg­
ative, except for the origin (0,0). This reflects the inherent ambiguity that the plane maybe 
flipped w ith  respect to a plane that passes the origin and is parallel w ith  the image plane. 
For an arbitrary point ft , y) in the object centred plane defined by (0,0), (0,1) and (1,0), its 
3D coordinate (w ithout translation) is
^ ax fa by ^ 
cx +  dy
^ xzi +  yz2
ax fa by 
cx fa dy
 ^ ± f t \ / s2 — a2 — c2 fa y\/s2 — b2 — d2) j
(7.24)
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From s =  ^  we have the coordinate of the object origin (0,0,0) in  the camera centre coordi­
nate system as:
Y0
Z° I
ty — yo (7.25)
Given a point (x, y) in  the model (object) centred coordinate system, the 3D position of the 
corresponding point in the camera centred coordinate system is :
(  x \
Y 
\ Z )
( ax ft  by ft tx -  Xq 
cx ft dy ft ty -  y0
\
(7.26)
y f  dt (xVs2 — a2 — c2 +  yVs2 — b2 — d2) j
7 . 2 .  P O S E  R E C O V E R Y  F R O M  A  2 D  A F F I N E  T R A N S F O R M  H Y P O T H E S I S 1 4 8
F i g u r e  7 . 1 :  S c a l e d  O r t h o g r a p h i c  p r o j e c t i o n  o f  p o i n t  ( 0 , 0 )  ( 0 , 1 ) , ( 1 , 0 )  a n d  ( 1 , 1 )
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7.3  E x p e r im e n ts
In this section we describe experiments that illustrate how the best affine hypothesis can be 
selected using the method introduced in section 7.1.3. First we segment the scenes into a 
collection of regions using the model based color segmentation algorithm described in the 
section 4.4.3. The model object used in  this experiment is shown in Figure 7.2, specifically, 
the features used for matching and hypothesis generation are shown in  Figure 7.3, which 
consist four regions of distinct shape.
Figure 7.4 to Figure 7.14 show the segmentation of the scene into regions before matching 
is performed.
After matching, a number of affine hypothesis are generated for each scene, these are il­
lustrated in  Figures 7.16, 7.18 7.20, 7.22, 7.24 and 7.26. As described in sections 7.1.2 and 
7.1.3, traditionally, these hypothesis are then processed by clustering algorithms and/or 
hypothesis-verification process in order to eliminate duplicate hypothesis and discover the 
optimal hypothesis.
In section 7.1.3, we introduced a different approach that leverage the Basic Joint Inter­
pretations that is made available by our Fuzzy ARG Matching Algorithm  (Section 6.3). This 
means one can readily identify co-related and indepent hypothesis in a many to many map­
ping scene w ithout resorting to clustering and hypothesis verification. One can also compute 
more robust measurements that are previously not available in  absence of the Join indepen­
dent, such that the transformation parameters can be reconstructed more accurately. For 
example, when triplets of points are used to compute affine transforms, it is known that 
the result is more reliable when the area of enclosed by the triplets of points are large (see 
Section 3.3.3). In our experiments, w ithout a Joint Interpretation, one can only compute the 
transformation hypothesis individual regions, which are prone to error. Where as after the 
matching, when the jo int labeling are available to groups of regions, we can compute fea­
tures involving several regions and covers much larger area. Thus the transform parameters 
obtain tends to be more stable and accurate.
Figures 7.17, 7.19 7.21, 7.23, 7.25 and 7.27 show that the best transform hypothesis ob­
tained using the best supported joint labelling. One can see that the errors in  these cases 
are smaller compared to pictures on the left column. Note that we can also use least square 
based methods to further optimize the transformation parameters.
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Figure 7.2: the Model Object
Figure 7.4: Scene 1.1
P O P S
Figure 7.3: Regions in the Model Object 
that are used to for matching and gener­
ation of pose hypothesis. These regions 
are characterized by their color which is 
modeled using a simple Gaussian chro­
maticity distribution.
Figure 7.5: Regions in Scene 1.1 that are 
used to for matching and generation of 
pose hypothesis. These regions are ex­
tracted using the color segmentation al­
gorithms described in Chapter 4
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Figure 7.6: Scene 1.2
Figure 7.8: Scene 2.1
Figure 7.7: Regions in Scene 1.2 that are 
used to for matching and generation of 
pose hypothesis.
Figure 7.9: Regions in Scene 2.1 that are 
used to for matching and generation of 
pose hypothesis.
p o p s
F i g u r e  7 . 1 0 :  S c e n e  2 . 2 Figure 7.11: Regions in Scene 2.2 that are 
used to for matching and generation of 
pose hypothesis.
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Figure 7.12: Scene 3.1 Figure 7.13: Regions in Scene 3.1 that are
used to for matching and generation of 
pose hypothesis.
P O P S
Figure 7.14: Scene 3.2 Figure 7.15: Regions in Scene 3.2 that are
used to for matching and generation of 
pose hypothesis.
Figure 7.17: The chosen affine hypothe­
sis using the Best Supported Basic Joint 
Interpretation Criteria described section 
7.1.3
Figure 7.16: Affine hypothesis for Scene 
1.1 : generated using the matching result 
of the algorithms described in Chapter 6
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Figure 7.18: Affine hypothesis for Scene 
1.2 : generated using the matching result 
of the algorithms described in Chapter 6
I R 1 f
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Figure 7.20: Affine hypothesis for Scene
2.1 : generated using the matching result 
of the algorithms described in Chapter 6
Figure 7.22: Affine hypothesis for Scene 
2.2 : generated using the matching result 
of the algorithms described in Chapter 6
Figure 7.19: The chosen affine hypothe­
sis using the Best Supported Basic Joint 
Interpretation Criteria described section 
7.1.3
Figure 7.21: The chosen affine hypothe­
sis using the Best Supported Basic Joint 
Interpretation Criteria described section 
7.1.3
Figure 7.23: The chosen affine hypothe­
sis using the Best Supported Basic Joint 
Interpretation Criteria described section 
7.1.3
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Figure 7.24: Affine hypothesis for Scene 
3.1 : generated using the matching result 
of the algorithms described in Chapter 6
Figure 7.25: The chosen affine hypothe­
sis using the Best Supported Basic Joint 
Interpretation Criteria described section 
7.1.3
Figure 7.26: Affine hypothesis for Scene 
3.2 : generated using the matching result 
of the algorithms described in Chapter 6
Figure 7.27: The chosen affine hypothe­
sis using the Best Supported Basic Joint 
Interpretation Criteria described section 
7.1.3
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7.4 C o n c lu s io n
A t the end of the ARG matching process, we have obtained many-to-many correspondences 
between the model features and scene features, the next step is to retrieve the affine hypoth­
esis from the mapping. The over-determined system of equations involved in  "transforma­
tion from correspondences" problem can be solved by the Least Square Method. Unfortu­
nately the method only works if the correspondence is one-to-one and good in itia l guess is 
available. Traditional methods such as Hypothesis Clustering, Hypothesis-and-Verification 
are able to deal w ith  many-to-many mappings but also appear to be either reliant on knowl­
edge about the underlying parameter dusters or sensitive to noise. In  the first part of the 
Chapter 7, we showed that the fuzzy set theory based on which we developed our matching 
algorithm also provides a theoretical basis on which we can extract m ultiple 1-to -l mappings 
from the label probabilities as m ultiple global interpretations (i.e. m ultiple affine hypothe­
sis.) Our label message extraction method is closely tied w ith  our object centered labelling 
algorithm such that it  is able to reuse the intermediate computation results of the labelling 
algorithm. This makes our method very fast. The resulting affine transforms from the 1-to-l 
correspondences can be optimized using standard ieast-square based methods.
To date, several formulas of 3D pose recovery from 2D point correspondences have been 
proposed. In the second part of the chapter, we also give a derivation. The difference be­
tween our solution and the previous ones is that our solution for depth and other parameters 
is given solely in  terms of six 2D affine parameters estimated from the planar feature match­
ing results. Instead of requiring point correspondences, our method only requires six affine 
parameters which can be estimated from correspondences of varieties of features such as 
regions, texture, curves.
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Chapter 8
S u m m a r y  a n d  f u t u r e  w o r k s
8 .1 S u m m a ry
h i this work we mainly addressed three questions arising from the problem of recognising 
pattern-mapped polyhedrae objects, namely :
1. What type of representation do we use to represent our scenes and models in  order to 
facilitate efficient and robust recognition.
2. How do we generate such representations for given scenes and models under projec­
tion invariant constraints.
3. How recognition(matching) can be achieved using such representations.
Our answer to the first question is to use Attributed Relational Graph representation of 
models and scenes. The reasons for our choice are that
1. ARG representation is a local representation, in  other words every measurement used 
to constitute the representation can be extracted locally. This is advantageous over 
global representations because local representations as a whole are less susceptible to 
damage by occlusion and noise. Errors in  the local measurements are kept at local 
level. The problem of Partial Inexact Matching of ARGs has so been formulated which 
further enhances the ability of the representation to cope w ith  local measurement error.
2. Numerous algorithms based on Graph Theory, Relaxation and Stochastic Mechanics
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have been developed to provide Efficient Partial Inexact Matching of A ttributed Rela­
tional Graphs. This makes the recognition using the ARG representation feasible.
To construct the ARG representation, one needs first to break the scene/model into a 
set of local features (prim itives) which w ill act as nodes of the graph. This is the stage of 
segmentation where the data volume is greatly reduced. In Chapter 2, we described edge 
based local features and techniques to extract them. We began w ith  investigating the cri­
terion functions for optimal feature detection, and proposed two new criteria that can help 
us in choosing saliency measurements and designing filtering processes. Unlike previous 
formulations, our criteria do not attempt to model the underlying filtering process. Instead 
we focus our attention on the characteristics of the resulting signal and establish our objec­
tive functions based on these characteristics. The benefit of our approach is that it can be 
used to compare and optimise a much wider class of processing algorithms including adap­
tive and/or non-linear filters. We have also shown, in Chapter 2, the relations between our 
feature detection theory and the existing feature detection theories and filte r designs. A  sim­
ple novel adaptive filte r was proposed and shown to give superior performance to existing 
filters.
Region is another type of prim itive that we would like to use for constructing our ARG 
representation. Chapter 4 is dedicated to the problem of color/intensity based region seg­
mentation. We centered our discussion, comparison and derivation of segmentation algo­
rithms around the five spatial and feature domain constraints mainly proposed by Haralick. 
We illustrated that many problems found in  the existing segmentation algorithms are due 
to some of the important constraints being overlooked or to the incorrect modelling of these 
constraints in  the segmentation process. A  new segmentation algorithm has been developed 
and shown to have overcome these problems and to provide better segmentation of color 
images. We also showed the relation of our segmentation algorithm w ith  the Weak Mem­
brane Model, and anisotropic filtering. Finally, a novel noise suppression filte r based on our 
segmentation criteria was introduced.
Our main contribution in  answering the second question lies in demonstrating a system­
atic way for deriving invariant measures that capture the object shape and global transfor­
mation constraints using unary and binary features only. W ithout having to invoke high 
order relations, the derived binary unary measures enabled us to employ efficient determin­
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istic relaxation labelling methods to match our ARG image representation under projections. 
In Chapter 3, we introduced a framework for deriving the projective invariant measures us­
ing point features. Chapter 5 shows how to obtain affine invariant binary and unary mea­
sures using a mixture of point and moment features.
In Chapter 6, concerned w ith  the problem of ARG matching, we first discussed the issue 
of a number of drawbacks in  the existing deterministic ARG matching algorithms. We also 
argued that it is important for an object recognition system to be able to handle m ultiple 
interpretations (which has been a largely overlooked problem). We began our search for a 
labelling algorithm that is free of the problems of conventional algorithms by adopting a 
fuzzy set theoretic model of label interaction. We derived a label update formula that can be 
computed efficiently and its non-iterative variant. Our new labelling algorithm can handle 
m ultiple interpretations and express degree of commit in  the final labels. In Chapter 7, we 
also showed how to extract jo in t interpretations from the map individual interpretations 
given by our labelling algorithm.
8.2 F u tu re  w o r k
8.2.1 Feature detection using the criteria functions proposed in our Computa­
tional Theory of Feature Detection
A t the beginning of Chapter 2, we introduced a new Computation Theory of Feature De­
tection. We derived a new filter (in section 2.5.2) using our theory. The objective function 
used in  our filte r in 2.5.2 is a simplified version of our original criteria. Apparently there 
can be many different ways of incorporating our criteria in  an objective function, and many 
different ways of optim ising such functions. It would certainly be interesting to see how one 
can derive more sophisticated adaptive filters using these methods.
The third criterion from Canny (suppression of m ultiple response) does not find a cor­
respondence in our feature detection theory. Note that our theory is based on the idea of 
filtering the measurements for better post-processing by thresholding and non-maxima sup­
pression. We can see that Canny's third criterion is related to the non-maxima suppression 
process in some way. However it is not yet clear that how to describe the notion of max­
im ising distances between peaks in terms of local differentials. It would be interesting to see
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how one can further develop the theory to accommodate this criterion.
In 2.5.2, we have demonstrated the u tility  of our feature detection theory w ith  the exam­
ple of a novel adaptive corner detection filter. The sim ilarity of edge detection and curvature 
feature detection detection suggests that the two processes are subject to the same principle 
and measure of quality. Therefore it would be very interesting to see how the theory could 
be extended into two dimensions and to develop novel adaptive filters for edge detection 
using the theory.
8.2.2 Modelling Haralick's constraints in relaxation based segmentation algo­
rithms
Our experience in  developing color/grey-level image segmentation algorithms has shown 
us the importance of the five constraints proposed in Chapter 4 (mostly advocated by Haral- 
ick). In  the later part of Chapter 4, we derived a color image segmentation algorithm using 
the five constraints. Our proposed method is obviously not the only way of integrating 
these constraints into a relaxation process. In fact one can find many different ways of ex­
pressing the constraints and quite possibly using an elegant formulation. Non-relaxation 
based methods can also improve their quality by taking into account these constraints, al­
though we would like the emphasise that a soft decision making system m ight probably be 
better in  integrating m ultiple constraints or combining multiple form of evidence.
8.2.3 Using multiple interpretations
The greatest strength of the new ARG matching algorithm proposed in Chapter 6 is the abil­
ity  of handle m ultiple interpretations. We have argued that m ultiple interpretation is often 
needed when dealing w ith  noisy and ambiguous images. It allows us to delay the decision 
making and we w ill not have to prune out the potential solutions un til all the evidence is 
available. The degree of commitment made by the algorithm can be very useful in  combin­
ing the results of m ultiple knowledge sources in a soft reasoning framework. Due to the 
lim ited time, we have not been able to show in this thesis an example of combining m ul­
tiple knowledge sources and to demonstrate the strength of m ultiple interpretation. One 
immediate possibility is to cascade the 2D surface pattern matching w ith  a 3D surface graph 
matching algorithm.
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