The aim here was to explore the potential of visible and near-infrared (Vis/NIR) hyperspectral imaging (400-1000 nm) to classify fresh chicken breast fillets into different water-holding capacity (WHC) groups. Initially, the extracted spectra and image textural features, as well as the mixed data of the two, were used to develop partial least square-discriminant analysis (PLS-DA) classification models. Smoothing, a first derivative process, and principle component analysis (PCA) were carried out sequentially on the mean spectra of all samples to deal with baseline offsets and identify outlier data. Six samples located outside the confidence ellipses of 95% confidence level in the score plot were defined as outliers. A PLS-DA model based on the outlier-free spectra provided a correct classification rate (CCR) value of 78% in the prediction set. Then, seven optimal wavelengths selected using a successive projections algorithm (SPA) were used to develop a simplified PLS-DA model that obtained a slightly reduced CCR with a value of 73%. Moreover, the gray-level co-occurrence matrix (GLCM) was implemented on the first principle component image (with 98.13% of variance) of the hyperspectral image to extract textural features (contrast, correlation, energy, and homogeneity). The CCR of the model developed using textural variables was less optimistic with a value of 59%. Compared to results of models based on spectral or textural data individually, the performance of the model based on the mixed data of optimal spectral and textural features was the best with an improved CCR of 86%. The results showed that the spectral and textural data of hyperspectral images together can be integrated in order to measure and classify the WHC of fresh chicken breast fillets.
Introduction
In recent years, the consumption of poultry meat has increased continually and reached high levels worldwide [1] . Meanwhile, high-quality and safe chicken meat and meat products are expected. Water-holding capacity (WHC), which refers to the ability of muscle to retain water, is the result of early postmortem biochemical and biophysical changes occurring in muscle tissues [2] . The WHC of fresh chicken meat is important because it influences the retention of vitamins, mineral salts, and water [3] . From an economic point of view, as the meat is sold by weight, poor WHC will lead to high drip loss and a reduction in meat weight [3, 4] . Furthermore, poor WHC will cause a large amount of dripping water that appears as a red liquid and remains in the package, leading to unsatisfactory consumer acceptability [5] . There are many techniques that have been used to predict WHC, such as drip loss, filter paper tests, cooking loss, and centrifuge force [6] [7] [8] [9] [10] . Unfortunately, most of these methods tend to be time-consuming, laborious, and destructive, making them unsuitable for industry online inspection [11] . Therefore, new, fast, non-destructive, accurate, and efficient analytical methods are needed.
Hyperspectral imaging (HSI), first introduced in the 1980s and originating from remote sensing applications, contains aspects of imaging and spectroscopy [12] . HSI has found vast applications in recent years, since it can provide both external characteristics (e.g., shape, color, size, and texture) and internal properties (e.g., chemical compositions and component distribution) of the sample [13] . In the application of food quality and safety assessment, HSI has been successfully used for chilling injury detection of citrus fruit [14] , distribution measurements of texture profile analysis and color in fish [15, 16] , melamine detection in milk powders [17] , tenderness and WHC prediction in beef [5, 18] , fecal material inspection in poultry carcass [19] , etc. However, most of these applications have only used spectral information, without considering the performance of spatial information, which is also important in food quality evaluation [20, 21] . As compared to common spectroscopic techniques and machine vision imaging, one of the advantages of HSI is that it can provide both spectral and spatial information at the same time. To fully seek the advantages of HSI, some researchers [21] [22] [23] [24] have investigated the fusion of spectral and textural data to improve the accuracy of model prediction and classification. For example, in order to improve the detection accuracy of soluble solids content of apples, spectral and textural features extracted from hyperspectral reflectance images were integrated to build combined partial least square (CPLS) regression models [21] . The prediction results showed that the CPLS model based on the integration of spectra and correlational features, compared to spectral data used alone, obtained improved results. In the study to predict pH values of salted pork [22] , spectral, textural, and integrated data were used to develop partial least squares regression (PLSR) models, separately. The coefficient of determination (R 2 p ) of 0.794 for the model based on data fusion was superior to the results for models based on spectral data (R 2 p = 0.783) or textural data (R 2 p = 0.593) alone. These results indicated that integration of spectral and textural data could be an alternative way to improve the accuracy of calibration models.
Therefore, the goal of this research was to investigate the potential of HSI for differentiation fresh chicken breast fillets with high WHC or low-WHC. The specific objectives were to (1) extract spectral data from a region of interest (ROI) in hyperspectral images of chicken breast fillets acquired in the range of 400-1000 nm; (2) identify optical wavelengths from the whole spectra that are most correlated to the WHC classification; (3) extract textural features from the first principal component (PC) image by gray-level co-occurrence matrix (GLCM); (4) combine optimal spectra with textural data by feature level fusion; and (5) develop partial least square-discriminant analysis (PLS-DA) classification models based on the spectral data, textural data, and a mixture of optimal spectra and textural data.
Materials and Methods

Samples Preparation
A total of 115 boneless, skinless chicken breast fillets were collected on 4 separate trial days from a commercial poultry processing plant in Athens, GA, USA. Fillet samples were selected from the deboning line at 1.5 h postmortem and transferred to the laboratory in coolers on ice. Once arrived at the laboratory (nearly 20 min), fillets were trimmed to remove visible fat and connective tissue. The left chicken breast part was used to collect hyperspectral image and the right breast part was used to measure WHC of the sample [10] .
Measurement of WHC and Sample Classification
In this research, WHC was measured as drip loss (DL) according to Honikel [7] with some minor modifications. A 40 g sample was removed from the central portion of breast fillet by using a coring device. The sample was weighed and then stored at 4 • C in a covered plastic container [10] . After 2 days of storage, the sample was reweighed to calculate weight loss, separately. DL was determined as the weight loss percentage of the initial sample weight. Then, according to the measured DL values, the criteria (threshold of 0.75%) of Bowker [10] previously used to classify high-WHC and low-WHC fillets, were adjusted according to the samples and adopted in this research. Therefore, samples with DL < 0.95% were defined as high-WHC fillets and samples with DL > 0.95% were defined as low-WHC fillets.
Image Acquisition and Correction
Each breast fillet was imaged individually in the reflectance mode using the line-scan pushbroom HSI system. The system in the Vis/NIR range consisted of a 12 bit CCD camera (SensiCam QE, PCO-TECH Inc., Romulus, MI, USA), a spectrograph (ImSpector V10E with 30 µm slit, Specim-Spectral Imaging Ltd., Oulu, Finland), a C-mount objective lens (APO-Xenoplan 1.8/35 mm, Schneider Optics, Hauppauge, NY, USA) with motion control (Newark, CA, USA), two Tungsten halogen lamps that illuminated samples at 45 • from left and right sides, a custom sample holder, and a computer [25] . The exposure time of the camera was set to 24 ms. The breast fillet sample was placed on the translation stage to acquire its hyperspectral image. Based on the configuration of this system, a 2-dimensional image containing the spectral dimension and one spatial dimension was acquired during each line scan. When the whole sample passed through the field of view, a three-dimension hypercube with dimensions of 688 (pixels) × 500 (lines) × 520 (wavelengths) was acquired. Only wavelengths within the range of 400-1000 nm (total 473 bands) were retained for further spectral analysis, due to low signal-to-noise ratio (SNR) beyond this range of the spectrum.
To minimize the influences of illumination and sensor sensitivity, two extra images named dark and white reference image were acquired before sample image acquisition [26] . The standard white reference image was obtained by acquiring the spectral image of a 75% reflectance Spectralon ® target (SRT-75-050, Labsphere, North Sutton, NH, USA), and the dark reference image was obtained by recording the spectral image when the camera lens was completely covered by its opaque cap [27] . The calibrated image (R) was calculated using Equation (1) .
where I m is the measured raw value, I r is the reference value on the surface of the 75% reflectance panel, and I d is the measured dark current (~0% reflectance).
Spectral Data Extraction and Pre-Processing
After image acquisition and calibration, a square region with a side length of 170 pixels located at the image center area without specular reflection was selected as a region of interest (ROI). Both spectral and textural features were obtained from ROI. To acquire spectrum of a sample, spectral data of all pixels within ROI were obtained and averaged to generate only one mean spectrum. By repeating the same procedure with all samples, a spectral matrix of 115 samples × 473 wavelengths was generated. The processes of ROI selection and spectral data acquisition were carried out using the software ENVI 5.1 (ITT Visual Information Solutions, Boulder, CO, USA).
In this study, a Savitzky-Golay (S-G) smoothing filter (second-order polynomial and 25-point convolution interval) and a first derivative were firstly adopted to deal with baseline offsets of the spectra [28] . Other pre-processing methods, namely the SG smoothing filter, the standard normal variate (SNV), the multiplicative scatter correction (MSC), the first and second derivative, and the combination of S-G smoothing and second derivative, were tested, separately. However, raw spectra and spectra treated by these pre-processing techniques did not improve the accuracy of model compared to the spectra treated by S-G smoothing followed by the first derivative. PCA was then used on the pre-treated spectra to carry out explanatory analysis about spectral variation between samples with high WHC or low WHC. Specifically, in order to determine outliers, confidence ellipses with confidence level of 95% were calculated on the score plot of the first two PCs carrying most of the variance changes. According to previous studies [29, 30] , data projected outside confidence ellipses could be defined as potential outliers. Therefore, in this research, spectra located outside the confidence ellipses of both high-WHC and low-WHC groups were defined as outlier data and removed before classification model development.
Moreover, the high spectral resolution inevitably leads to a large amount of data and variable redundancy and makes the analysis of a spectral matrix time-consuming. To overcome these problems, many techniques are available, such as optimal wavelengths selection, which is a commonly used procedure to reduce the dimension of hyperspectral data and to develop a simplified model. The successive projections algorithm (SPA) is one of the most commonly used wavelength selection algorithms. In order to solve collinearity problems, SPA selects subsets of wavelengths whose information content is minimally redundant by employing a simple projection operation in a vector space [31] . Therefore, SPA was applied to select optimal wavelengths for differentiation between high-WHC and low-WHC samples in this study. The algorithm was implemented using the toolbox in MATLAB R2014b (The Math Works, Inc., Natick, MA, USA). In addition, a graphical user interface for SPA, whose detailed description was presented in [32] , can be obtained at https://www-ele-ita-br.vpn.cau.edu.cn/~kawakami/spa/.
Textural Feature Extraction
Texture is an important image feature, which represents the spatial arrangement of the grey levels of the pixels [33] . Extracted texture data from all spectral images will result in a redundancy dataset, which is not conducive to the subsequent analysis [34] . Therefore, a principle component analysis (PCA) was firstly carried out to select informative characteristic images that contained most of the variation among samples. In this study, only the first principle component (PC) score image (with 98.13% of variance) was used to calculate textural data. Four textural features, namely contrast, correlation, energy, and homogeneity, were extracted from ROIs using the gray level co-occurrence matrix (GLCM) analysis method. The GLCM provides a number of second-order statistics that can be used to describe the gray level relationships within a neighborhood around a certain pixel [35] [36] [37] . Generally, contrast measures local variations in the image, and higher values indicate larger partial variations [38] . Correlation is a measure of image linearity among pixels. Therefore, an image with large regions of similar intensities will have a high correlation value [36] . Energy expresses the uniformity of element intensity distribution, i.e., the repetition of pixel pairs. Finally, homogeneity is used to express the closeness of element distribution in the GLCM to its diagonal.
There is no standard reference in the selection of distances and angles between pixels, for example, Mendoza et al. [39] chose a distance of 1 pixel and a texture average of four angles (0 • , 45 • , 90 • , and 135 • ) in the classification of potato chips, Huang et al. [38] calculated the abovementioned four features at distances from 1 to 10 pixels, which were then averaged for only one value at each angle (0 • , 45 • , 90 • , and 135 • ) for the detection of total viable count in pork, and Ma et al. [37] Therefore, a total 16 textural variables (four angles of each textural feature) were obtained from the first PC score image. The textural feature values were calculated using MATLAB R2014b according to the following equations:
where N g is the number of gray levels in the quantized image, p(i, j) is the (i,j)-th entry in the normalized co-occurrence matrix (each entry in the co-occurrence matrix is divided by the total number of possible pairs), and µ x , µ y , δ x , and δ y are the means and standard deviations of the sums of rows and columns, respectively, in the normalized co-occurrence matrix [40] .
Combination of Spectral and Textural Data
Data fusion is a process dealing with data from two or more data sources to achieve improved information by using a certain algorithm. This process can be performed at three different processing levels: pixel level fusion, feature level fusion, and decision level fusion [41] . Pixel level fusion is the lowest processing level that merges the original data directly, but this method requires a large amount of calculations; feature level fusion requires the extraction of feature variables recognized from multiple data sources and fuses for further assessment using statistical approaches; decision level fusion is a method that integrates the extracted data by applying predefined decision rules [22, 41] . To avoid immense data calculation and potential information losses, feature level fusion was applied to integrate spectral and textural data in this study. The vector of combined features from each sample was built by placing the extracted spectral data and texture data consecutively one after another. A potential problem with this preprocessing method is that parameters with large values may have the hidden trouble of reducing the predicting power of smaller value parameters, which may be very important for the measured samples. Therefore, a classical normalization was carried out to overcome this drawback of feature-level data fusion by using the following equation:
where Y Ni is the normalized parameter for sample i, Y i is the original parameter for sample i, and Y is the mean value. Data fusion treated by mean normalization was used to develop classification models.
Development of Classification Models
A supervised classification algorithm of partial least square-discriminant analysis (PLS-DA) was applied to build models to classify chicken breast samples into high-WHC and low-WHC groups. PLS-DA, also referred to as discriminate PLS in the literature, calculates the probability of each sample belonging to each class. This classification method is based on a PLS approach that extracts a set of latent variables (LVs) that explain the sources of variation in the dependent variable X correlated to the response variable Y [42] . Briefly, PLS-DA is a particular case of PLS regression, where Y is a set of binary variables (e.g., 0 or 1) representing the categories of categorical variable on X [43, 44] . One of the advantages of PLS-DA is its applicability in cases where the number of variables is much larger than samples [45] , such as spectral analysis.
In this study, 2/3 samples from both high-WHC and low-WHC groups were selected randomly as the calibration set to build classification models, and the remaining samples were selected as the prediction set. Leave-one-out cross validation (LOOCV) was applied to find the optimal number of LVs and to estimate the predictive performance of the developed model. The LVs were selected where the error rate of the cross-validation set was the lowest. Established models were evaluated by the correct classification rate (CCR) of the calibration, cross-validation and prediction sets, which is calculated by the following equation:
where N 1 is the number of correctly classified samples, and N 2 is the total number of samples in the corresponding calibration, cross-validation and prediction sets. A good model should have higher CCR values in the calibration, cross-validation and prediction sets, and small differences among them. In this work, models were individually developed using the full spectra of all wavelengths, the multi-spectra of optimal wavelengths, textural variables, as well as the mixed data from multi-spectral and textural variables. Figure 1 shows the flowchart of the main steps involved in the whole analysis procedure.
where N1 is the number of correctly classified samples, and N2 is the total number of samples in the corresponding calibration, cross-validation and prediction sets. A good model should have higher CCR values in the calibration, cross-validation and prediction sets, and small differences among them. In this work, models were individually developed using the full spectra of all wavelengths, the multi-spectra of optimal wavelengths, textural variables, as well as the mixed data from multi-spectral and textural variables. Figure 1 shows the flowchart of the main steps involved in the whole analysis procedure. 
Results and Discussion
Spectral Features and Pre-Processing
The mean spectra of high-WHC and low-WHC samples are shown in Figure 2a , respectively. Samples with high WHC and low WHC had similar spectral trends. Nevertheless, obvious differences of the amplitudes variations can be identified, the spectrum reflectance values of samples with low Appl. Sci. 2018, 8, 343 7 of 11 WHC tended to be higher than those with high WHC. Chicken breast fillets with high values of L* were more reflective to light and showed higher reflectance values. This result can be explained by the conclusion reported in previous articles that the value of meat lightness (L*) was negatively correlated with WHC, suggesting that the paler the color, the lower the WHC [9, 46] .
Results and Discussion
Spectral Features and Pre-Processing
The mean spectra of high-WHC and low-WHC samples are shown in Figure 2a , respectively. Samples with high WHC and low WHC had similar spectral trends. Nevertheless, obvious differences of the amplitudes variations can be identified, the spectrum reflectance values of samples with low WHC tended to be higher than those with high WHC. Chicken breast fillets with high values of L* were more reflective to light and showed higher reflectance values. This result can be explained by the conclusion reported in previous articles that the value of meat lightness (L*) was negatively correlated with WHC, suggesting that the paler the color, the lower the WHC [9, 46] . Before model development, PCA was applied to the pre-processed spectra to obtain an overview of spectral distribution of different samples and to identify spectral outlier data. The first five principal components (PCs) explained over 98% of the variation among samples. Two confidence ellipses were calculated on the score plot of the first two PCs (accounted for 75.2% of the total variation), as shown in Figure 2b . The confidence level of these two confidence ellipses was set to 95%, which meant that we are 95% confident that data located inside the ellipse belonged to the corresponding group [30] . Therefore, six samples located outside confidence ellipses in the figure were removed. Finally, the number of samples retained for the high-WHC group was 51, and that for the low-WHC group was 58. Furthermore, it can be found that there was an intersection of spectra for high-WHC and low-WHC fillets; nevertheless, the spectra of high-WHC samples tended to locate in the negative side of PC1, while spectra of low-WHC samples tended to locate in the positive side of PC1. Figure 2 indicates that samples with different physicochemical properties (e.g., WHC) had distinguishable spectral features.
Statistics of Measured Drip Loss Values
The min, max, mean, and standard deviation (SD) of drip loss (DL) values for high-WHC and low-WHC samples, after the elimination of outlier data, are shown in Table 1 . For samples with high WHC, values of DL ranged from 0.03 to 0.94 with a mean value of 0.57 and the SD of 0.22. For samples with low WHC, the DL values were as low as 0.97 and as high as 5.90 with mean and SD values of 2.22 and 1.16, respectively. These results showed that there were wide variations of DL values between high-WHC and low-WHC samples, which are important for building robust and accurate models [11] . Before model development, PCA was applied to the pre-processed spectra to obtain an overview of spectral distribution of different samples and to identify spectral outlier data. The first five principal components (PCs) explained over 98% of the variation among samples. Two confidence ellipses were calculated on the score plot of the first two PCs (accounted for 75.2% of the total variation), as shown in Figure 2b . The confidence level of these two confidence ellipses was set to 95%, which meant that we are 95% confident that data located inside the ellipse belonged to the corresponding group [30] . Therefore, six samples located outside confidence ellipses in the figure were removed. Finally, the number of samples retained for the high-WHC group was 51, and that for the low-WHC group was 58. Furthermore, it can be found that there was an intersection of spectra for high-WHC and low-WHC fillets; nevertheless, the spectra of high-WHC samples tended to locate in the negative side of PC 1 , while spectra of low-WHC samples tended to locate in the positive side of PC 1 . Figure 2 indicates that samples with different physicochemical properties (e.g., WHC) had distinguishable spectral features.
The min, max, mean, and standard deviation (SD) of drip loss (DL) values for high-WHC and low-WHC samples, after the elimination of outlier data, are shown in Table 1 . For samples with high WHC, values of DL ranged from 0.03 to 0.94 with a mean value of 0.57 and the SD of 0.22. For samples with low WHC, the DL values were as low as 0.97 and as high as 5.90 with mean and SD values of 2.22 and 1.16, respectively. These results showed that there were wide variations of DL values between high-WHC and low-WHC samples, which are important for building robust and accurate models [11] . 
Modeling Based on Spectral Data
Full spectral data and the corresponding DL values were used to develop PLS-DA classification models. The ideal number of latent variables (LVs) of the PLS-DA classification model was determined at the lowest value of error rate of cross validation. As an example shown in Figure 3 , seven LVs were retained to build the full-wavelength model. As shown in Table 2 , the correct classification rate (CCR) of calibration, cross-validation, and prediction sets were 85%, 78%, and 78%, respectively. According to conclusions reported in previous researches [5, 20] , selecting optimal or informative wavelengths from full wavelengths is an effective way to reduce computational complexity of image processing and to simplify the classification model, and may obtain an equal or better result compared to the full wavelengths in modeling. In this study, eight wavelengths (441, 469, 506, 566, 596, 617, 939, and 999 nm) were selected using SPA. However, only the first seven wavelengths were adopted to develop the simplified classification model. Spectral data of 999 nm was removed from the optimal multi-spectrum subset due to the low signal-to-noise ratio of the data at the edge of the spectral range. Compared to models based on full wavelengths, models based on seven selected wavelengths showed slightly poorer performances for the classification. The CCR of calibration, cross-validation, and prediction sets were reduced to 76%, 72%, and 73%, respectively. However, the number of wavelengths involved in modeling reduced from 472 to 7, accounting for only 1.2% of all wavelengths, indicating that the first derivative processed spectra can be used to select optimal wavelengths to build simplified classification models in this research. 
Full spectral data and the corresponding DL values were used to develop PLS-DA classification models. The ideal number of latent variables (LVs) of the PLS-DA classification model was determined at the lowest value of error rate of cross validation. As an example shown in Figure  3 , seven LVs were retained to build the full-wavelength model. As shown in Table 2 , the correct classification rate (CCR) of calibration, cross-validation, and prediction sets were 85%, 78%, and 78%, respectively. According to conclusions reported in previous researches [5, 20] , selecting optimal or informative wavelengths from full wavelengths is an effective way to reduce computational complexity of image processing and to simplify the classification model, and may obtain an equal or better result compared to the full wavelengths in modeling. In this study, eight wavelengths (441, 469, 506, 566, 596, 617, 939, and 999 nm) were selected using SPA. However, only the first seven wavelengths were adopted to develop the simplified classification model. Spectral data of 999 nm was removed from the optimal multi-spectrum subset due to the low signal-to-noise ratio of the data at the edge of the spectral range. Compared to models based on full wavelengths, models based on seven selected wavelengths showed slightly poorer performances for the classification. The CCR of calibration, cross-validation, and prediction sets were reduced to 76%, 72%, and 73%, respectively. However, the number of wavelengths involved in modeling reduced from 472 to 7, accounting for only 1.2% of all wavelengths, indicating that the first derivative processed spectra can be used to select optimal wavelengths to build simplified classification models in this research. 
Modeling Based on Texture Data
To select the most informative characteristic images that explain most of the variation among samples, PCA was firstly carried out on the original hyperspectral images. The first two PC images explained 98.13% and 1.41% of the variance, respectively. Therefore, 16 textural variables were obtained from the calculated GLCM of the first PC score image. These textural variables were used as dependent variables to develop a new classification model. As shown in Table 2 , compared to models based on full wavelengths and optimal wavelengths, the model based on textural features had much a lower CCR for the calibration set, the cross-validation set, and the prediction set, with values of 64%, 53%, and 59%, respectively. This may be because, compared to the external characteristics explained by the textural data, internal features explained by the spectra will contain more information about the chemical composition and internal structure of the tested samples. When developing models to classify samples into different WHC groups in this study, spectral data made a greater contribution than textural features.
Modeling Based on Data Fusion
Moreover, the spectra of selected optimal wavelengths were used to fuse with textural data to build new PLS-DA models. As shown in Table 2 , the model based on data fusion obtained the best performances with an improved CCR of 90%, 83%, and 86% for the calibration set, the cross-validation set, and the prediction set, respectively. The reason may be that the data fusion of the spectral and textural data can explain more information that correlated to the drip loss values of chicken breast fillets. Therefore, integrating textural data with the spectra data of the selected optimal wavelengths can be considered in the measurement and classification of the WHC of fresh chicken breast fillets.
Conclusions
A hyperspectral imaging system in the Vis/NIR region of 400-1000 nm was adopted to explore the potential of combination of spectral and textural data for classifying samples with different WHC. PLS-DA classification models were built to relate spectra, textures, or the fusion of the two to the corresponding drip loss values of the samples, respectively. The correct classification rate (CCR) of the prediction set for the model based on the spectra of seven informative wavelengths (441, 469, 506, 566, 596, 617, and 939 nm) was 73%, slightly lower than that of the model based on spectra of the full-band with a value of 78%. However, selecting optimal wavelengths reduced model complexity to a large extent and may also serve as practical industrial applications. The CCR for the prediction set of the model developed using textural variables was less optimistic with only a low value of 59%. Moreover, a new PLS-DA model was built using the combined data of spectra of the selected wavelengths and 16 textural variables. Compared to models developed from spectral or textural data individually, a model based on the fusion of this data showed the highest classification accuracy with a value of 86% for the prediction set. These results indicated that integrating spectral and textural data together could be an effective way to divide chicken breast fillets into high or low WHC groups. However, further studies should be carried out to explore more data to improve classification accuracy.
