This work presents HSTCP-LP (High-Speed TCP Low Priority), a high-speed TCP stack whose goal is to utilize only the excess network bitrate (bandwidth) as compared to the "fair-share" of bitrate as targeted by other TCP variants. By giving a strict priority to all non-HSTCP-LP cross-traffic flows, HSTCP-LP enables a simple two-class prioritization without any support from the network. It enables large file backups to proceed without impeding ongoing traffic, a functionality that would otherwise require a multi-priority or separate network.
Our implementation of HSTCP-LP is derived by modifying the Linux-2.4-22-web100 kernel, which by default uses the HSTCP stack. The HSTCP-LP source code is available at http://www.ece.rice.edu/networks/TCP-LP/. We perform an extensive set of Internet experiments on fast-production networks. In the majority of the experiments, we launch flows from SLAC (Stanford, CA) to UFL (Gainesville, FL), as well as from SLAC to UMICH (Ann Arbor, MI), with the maximum achievable bitrate on both paths being around 450 Mb/s. We perform experiments with and without a light periodic UDP cross traffic (the average is 10% of the maximum bitrate) to evaluate HSTCP-LP's ability to utilize the excess bitrate. Also, we multiplex a HSTCP-LP flow with the other TCP stacks to explore their mutual behavior.
Our results show that HSTCP-LP is able to utilize significant amounts of the excess bitrate when there is no cross-traffic in the network or when it multiplexes with a light periodic UDP traffic. On average, HSTCP-LP's performance is similar to the performance of other advanced TCP stacks, while the actual throughput varies in the 80% -127% range (when compared to other high-speed TCP stacks) depending on various parameters such as the UDP cross-traffic period, the maximum window size or the sendinginterface transmission queue length (txqlen in Linux). Next, our experiments show that HSTCP-LP is largely non-intrusive to other high-speed TCP stacks. HSTCP-LP consistently utilizes less bitrate than the other stacks when it multiplexes with them, and the level of prioritization dominantly depends on the bottleneck-queue length: it ranges from strict low prioritization for larger bottleneck queue lengths (when the maximum queuing delay 1 is approximately
) to somewhat lighter levels of prioritization for smaller queue lengths. Finally, we multiplex an HSTCP-LP flow with an aggregate of TCP Reno flows in a high-speed environment (on the SLAC-UMICH path). HSTCP-LP applies a more agile (than TCP Reno) window increase policy, yet uses one-way packet delays for early congestion indication. Our goal is to evaluate which of the above mechanisms is more prevalent. The experiment shows that HSTCP-LP utilizes only 4.5% of the bitrate in this scenario, thus confirming its low-priority nature. We are currently in the process of making more measurements that we will report in the paper.
