An expression for the joint probability distribution of the principal curvatures at an arbitrary point in the ensemble of isosurfaces defined on isotropic Gaussian random fields on R n is derived.
Introduction
This section and theorem 1 in section 2 adopt the definitions and notations in [1] .
A random scalar field in the set X is a stochastic process, i.e., an indexed set F X = {F x , x ∈ X} of random variables F x with the same codomain. The set X is referred to as the index set, and F X is used to refer to the scalar random field itself. The definitions above generalize trivially in the case of random tensor fields, for which F X is a vector valued function.
Derivatives of Isotropic Random Fields
Let F 1 X and F 2 X be two random scalar fields as above, and assume that F i x is zero mean, which, for the purposes of this investigation, implies no loss of generality. If the expectation E{F 
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X is defined for all x and y in X, the function R F 1 ,F 2 (x, y) = E{F 1 x F 2 y } defines the cross-covariance function of the random fields. If F 1 X = F 2 X = F X , the notation is simplified to R F ≡ R F,F , and the function R F is referred to as the covariance function of F X . The conditional covariance function of F 1 X given F 2 X , R F 1 |F 2 , is defined as the covariance function of F 1 X when the expectation is taken over the conditional distribution of F 1 X given F 2 X . In the case of a random tensor field the definitions are analogous, with the product F 1 x F 2 y replaced by a tensor product F 1 x ⊗ (F 2 y ) T and the expectation taken over each entry of the tensor. Henceforth, the term "random field" will be used in reference to both scalar and tensorial random fields. Second differentiability of the covariance function R F (x, y) of a random field at the pair (x, x) implies mean square differentiability of the random field itself, as demonstrated in theorem 2.4 of [1] .
Let X be a vector space. A random field F X on X is stationary if its covariance function R F (x, y) satisfies R F (x, y) = R F (τ ) with τ = x − y for all x and y in X. If a mean-square differentiable random field is stationary, its derivatives will also be stationary. Henceforth we will assume that X = R n , and · will denote the Euclidean norm on R n . The subscript X in F X can then be safely omitted.
A stationary random field on R n is isotropic if its covariance function
The function ρ(τ) on R n is a correlation function, and therefore it satisfies the Wiener-Khintchine theorem, a simplified version of which, shown below, is quoted verbatim from [1] : 
where the function Φ(k) on R has the properties of a distribution function and J ν is a Bessel functions of the first kind and order ν.
Great simplification is achieved in the derivations that follows if ρ(τ) can be rewrit-
. For τ = 0 the smoothness of r(τ) is contingent upon that of ρ(τ). However, for τ = 0 the non-differentiability of √ τ could be a problem. This is not the case, as show in the appendix A. This is an important point, because covariance and cross-covariance matrices, which are all that is needed to fully specify zero-mean Gaussian distributions, are obtained by taking the value of the covariance and auto-covariance functions at zero. Let f (x) be a scalar function on R n . The symbol
where a i ∈ {1, 2, ..., n} and b j ∈ {1, 2, ..., n} are uniquely defined by
The (n, n) identity matrix is denoted by I n , C n denotes the (n 2 , n 2 ) commutation matrix [3] , and O n,m denotes an (n, m) matrix of zeros.
The next lemma is used to prove the central result of this report. 
The covariance functions R ∂ F (τ ), R vec ∂ 2 F (τ ) and R ∂ F,vec∂ 2 F (τ ) are well-defined and
Proof. Using lemma 3 in appendix A we can write ρ(τ) = r(τ 2 )/σ 2 From the fourdifferentiability of r and theorem 2.4 in [1] we have
The chain rule can be used to expand (7), and substituting the identities
Making τ = 0 in (8)-(10) completes the proof.
Curvatures of Gaussian Random Fields
Let f (x) be a second-differentiable scalar function on R n . For each x ∈ R n for which ∂ f /∂ x = 0 we define F x as F x = {y ∈ R n such that f (y) = f (x) and ∂ f /∂ y = 0}. If
The principal curvatures of the hypersurface F x are given by the set of eigenvalues κ obtained by solving the eigenproblem
with v ∈ R n , v = 1 and v T ∂ f = 0 [6, pg. 138]. Let n i , i = 1, 2, ..., n − 1 be an orthornormal basis for the null-space of ∂ f , i.e., n T i ∂ f = 0 and n T i n j = δ i j , and let N be the matrix N = n 1 ...n n−1 . The eigenproblem in (11) can be rewritten as
with u ∈ R n−1 , u = 1. Equation (12) is still valid if the function f is the realization of a mean-square second-differentiable scalar random field F on R n . Therefore the random tensor K x of principal curvatures at x of the isosurfaces of the realizations of a Gaussian random field F is well defined by the solutions of (12) for all realizations of ∂ F such that ∂ F x = 0, i.e.,
Henceforth we will assume that F is an isotropic, second-differentiable Gaussian random field, which is defined simply as an isotropic random field for which the joint distribution of any finite set {F x i }, i = 1, 2, ..., m, is Gaussian. This assumption implies that the zero-mean random tensors F x , ∂ F x , and ∂ 2 F x are fully characterized by their covariance matrices, which are given by R F (0), R ∂ F (0), and R vec ∂ 2 F (0) defined in lemma 1. We can now state the following lemma: Lemma 2. Let R X be a (n, m), n ≥ m, orthogonal tensor field, i.e., a random tensor field such that any realization of R x satisfies R
are Gaussian random tensors with autocovariance matrices
be the joint probability distribution of ∂ 2 F ′ x and R x . Using Bayes' law we can write it as
where
is the conditional probability of the random tensor ∂ 2 F ′ x given R x . For any given R x the random tensor ∂ 2 F ′ is a linear function of ∂ 2 F, and therefore it is zeromean Gaussian. Using elementary properties of the tensor product and commutation matrices, it can be shown that the conditional covariance matrix of ∂ 2 F ′ will be given by (15). Since a zero-mean Gaussian random tensor is fully specified by its autocovariance matrix, we have shown that the distribution of ∂ 2 F ′ x conditioned on does not R x depend on R x and is equal to the distribution of P ∂ 2 F x , i.e., P ∂ 2 F ′ x |R x = P ∂ 2 F x . The marginal probability density P ∂ 2 F ′ x will then be given by
Therefore
is zero-mean Gaussian with auto-covariance matrix as in (15).
We define a random tensor A as invariant with respect to a transformation T if the probability distributions of A and T • A are identical, i.e., P A (a) = P T •A (a) for all a in the image of A. Two important results follow from theorem 2: Theorem 2. Let R x be a (n, n) orthogonal random tensor. The distribution of ∂ F x is invariant to the mapping ∂ F x → R x ∂ F x , and the distribution of the Gaussian random tensor ∂ 2 F x is invariant to the mapping
Corollary 1.
Let M x be a symmetric Gaussian random rank-two (n, n) tensor with covariance matrix α(I n ⊗ I n + C n + vecI n ⊗ vec T I n ), α ∈ (0, ∞) and let p M x (m) be the probability density function of the distinct entries m = (M 1,1 , ..., M n,n , M 1,2 For a given ∂ F x = 0 let us define the random tensor
The next step is to compute the probability distribution of the eigenvalues of M x = −N T (∂ 2 F x )N. In [4] , the probability distribution of the eigenvalues of the Gaussian orthogonal ensemble (GOE) is derived. The GOE n is a (n, n) real symmetric random tensor M which is invariant with respect to any transformation M → R T MR with R orthogonal and such that the probability distribution of distinct entries are independent from each other.
Ordering the distinct entries of M x = −N T (∂ 2 F x )N as in corollary 1, produces an [n(n − 1)/2]-tuple m with covariance matrix Σ given by, from (18),
where 1 m,n is a (m, n) matrix of ones. Even though each realization of M x is real and symmetric, and M x is invariant to any transformation described in theorem 2, M x does not belong to GOE n , because the distinct entries of M x are not independent. However, the independence condition in [4] was used only to derive an expression for the joint probability density of distinct entries of M x , and is not needed if such probability density is already available. Therefore, directly from theorem 3.3.1 in [4] , we have:
Theorem 3. Let M X be a (n, n) isotropic Gaussian tensor field such that any realization of M x is real and symmetric, and that M x is invariant to M x → R T x M x R x for all x ∈ X. Let p M (m) be the joint probability density of the random vector of distinct entries of M x . Let p Λ be the joint probability density of the eigenvalues of M x . Then
Applying theorem 3 to the numerator of (13), yields 
whereΣ = 2I n−1 + 1 n−1,1 ⊗ 1 T
