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Elektronische Fahrerassistenz- und Fahrerinformationssysteme (FAS bzw. FIS)
geho¨ren in vielen Fahrzeugen mittlerweile zur Grundausstattung. Es werden je-
doch stets neue Komponenten in die Fahrzeuge integriert, um dem Fahrer ho¨chst-
mo¨gliche Sicherheit und maximalen Komfort zu garantieren. Automatische Ab-
standskontrollsysteme sollen den Fahrer bei Folgefahrten im fließenden Verkehr
unterstu¨tzen, im Kommunikationsbereich wird der Einbindung allta¨glich gewor-
dener Kommunikationsmittel wie Mobiltelefonie, Kurznachrichten (SMS) oder E-
Mail ebenso große Bedeutung beigemessen wie der Integration diverser Online-
Dienste. Auf dem Gebiet der Entertainmentsysteme wird die Anbindung von di-
gitalen Komponenten und Technologien wie z.B. digitales Fernsehen und Radio
vorangetrieben.
Das steigende Angebot an Funktionen bringt einerseits viele Annehmlichkeiten
fu¨r den Fahrer mit sich, jedoch ergeben sich daraus auch neue Anspru¨che bezu¨glich
der Bedienbarkeit dieser Funktionen. Die Prima¨raufgabe des Fahrens darf durch
Sekunda¨raufgaben, die durch die Bedienung verschiedener FIS, FAS und Kom-
fortsysteme enstehen, nicht in Mitleidenschaft gezogen werden (Totzke, 2001; Pie-
chulla et. al., 2002). Aus diesem Grund muss die Interaktion mit derartigen Syste-
men eine anwenderfreundliche Bedienung und minimales Ablenkunspotenzial in
sich vereinen. Eine weitere zentrale Herausforderung besteht darin, alle Funktio-
nen und Gera¨te im zur Verfu¨gung stehenden Bauraum unterzubringen. Die blo-
ße Hinzunahme von Bedienelementen wu¨rde schnell zu einer U¨berfrachtung des
Fahrerarbeitsplatzes fu¨hren.
Aus diesem Grund ist es no¨tig, neue Bedienparadigmen zu integrieren, um dem
Fahrer mo¨glichst viele Funktionalita¨ten anzubieten, und ihm gleichzeitig eine Me-
thode an die Hand zu geben, die Funktionalita¨ten einfach, effizient und sicher
zu verwalten. Vor diesem Hintergrund entwickelte man bei diversen Automo-
bilherstellern neue Bedienkonzepte, bei deren Entwurf man Schritt fu¨r Schritt
von der urspru¨nglichen Formel
”
Gera¨t = Funktion + Bedienung“ (vgl. Abbildung
1.1(a)) abwich. Die Integration von graphischen Bedienoberfla¨chen ermo¨glichte
erstmals eine teilweise Mehrfachbelegung einzelner Eingabeelemente (vgl. Abbil-
dung 1.1(b)).
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(a) Cockpit im BMW 328 (Bj. 1936).
Quelle: BMW Group (2007)
(b) Mittelkonsole im Mercedes SL (Bj. 2005).
Quelle: Mercedes Benz (2007)
Abbildung 1.1: Fu¨r jede Funktion im BMW 328 existiert ein eigener Dreh- oder Dru¨cksteller
sowie ein separates Anzeigeinstrument; Die Integration eines Displays im Mercedes SL optimiert
die Bedienbarkeit.
Den entscheidenden Schritt bei der Entwicklung von richtungsweisenden
Anzeige-Bedien-Konzepten unternahmen die Hersteller Audi und BMW, wel-
che im Jahr 2001 die Bedienkonzepte Multimedia Interface (Audi) bzw. iDrive
(BMW) in den jeweiligen Oberklasse-Limousinen vorstellten. Beiden Konzepten
ist gemein, dass die Fahrfunktionen von den Komfortfunktionen getrennt sind.
Wa¨hrend die Fahrfunktionen wie z.B. Hebel fu¨r Scheibenwischer, Blinker und
beim BMW auch die Schaltung rund um das Lenkrad positioniert sind, befinden
sich die Bedienelemente der Komforfunktionen wie z.B. die Regler der Klimaau-
tomatik sowie Fahrerassistenz- und Fahrerinformationssysteme zentral im opti-
malen Greifraum des Fahrers und ko¨nnen zudem vom Beifahrer bedient werden.
Neben der ergonomisch vorteilhafteren Eingabe ermo¨glicht das zugho¨rige Display
(a) Cockpit im Audi Q7 (Bj. 2006).
Quelle: Audi (2007)
(b) Cockpit im BMW 6er (Bj. 2005).
Quelle: BMW Group (2007)
Abbildung 1.2: Cockpits im Audi Q7 und BMW 6er
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auf auf der Mittelkonsole eine bessere Ablesbarkeit von Informationen (Bengler
et. al., 2002).
Obgleich die Bedienkonzepte so ausgelegt sind, dass sie intuitiv anwendbar sind,
besitzt die visuell-haptische Bedienung u¨ber zentrale Bedienelemente und Displays
den Nachteil, dass der Fahrer wa¨hrend der Eingaben eine Hand vom Lenkrad neh-
men und den Blick von der Straße abwenden muss. Um dem Fahrer gro¨ßtmo¨gli-
che Sicherheit bei maximalem Komfort zu bieten, stellen Audi, BMW und Mer-
cedes zusa¨tzlich zur visuell-haptischen Bedienung ein Sprachdialogsystem (SDS)
zur Verfu¨gung.
Die Integration eines SDS im Fahrzeug birgt zwei entscheidende Pluspunkte in
sich: Zum einen ist Sprache eine natu¨rliche und intuitive Kommunikationsform.
Der Umgang mit Sprache muss nicht explizit erlernt werden, was bedeutet, dass
die Sprachbedienung im Vergleich zu anderen Bedienkonzepten leichter zu erler-
nen ist (Wahlster, 1999). Zum anderen belegen Studien, dass die Verarbeitung
akustischer Informationen im Fahrzeug Ablenkungspotenziale reduziert (Bengler,
1995). Im Vergleich zu visuellen oder haptischen Bediensystemen wirken sich nach
Vollrath und Totzke (2000) akustische Bedienkonzepte nicht negativ auf die Fahr-
zeugfu¨hrung (La¨ngs- und Querfu¨hrung) aus und reduzieren zudem die ko¨rperli-
che und mentale Belastung (Erke et. al., 2001). Aus diesem Grund scheint die
Implementierung eines SDS im Fahrzeug nicht nur sinnvoll, sondern notwendig.
Da die Bedienung per Sprache jedoch relativ neu und fu¨r viele Fahrer auch un-
gewohnt ist, ist es wichtig, den Einstieg in die Sprachbedienung mo¨glichst einfach
zu gestalten. Einen entscheidenden Beitrag fu¨r die intuitive Bedienung leistet das
Konzept
”
speak what you see“, d.h. der Benutzer kann jederzeit die Kommandos
sprechen, die auf dem Display zu sehen sind (Hagen et. al., 2004). Fu¨r den Fall,
dass eine gewu¨nschte Funktion nicht angezeigt wird oder der zugho¨rige Befehl
nicht bekannt ist, muss ein leistungsstarkes Hilfesystem zur Verfu¨gung stehen, das
den Benutzer bei der Erreichung seines Dialogziels unterstu¨tzt.
Ziel der vorliegenden Arbeit ist es, ein Hilfekonzept zu entwickeln, das vorhan-
dene Schwachstellen existierender Hilfesysteme beseitigt und die steigenden Funk-
tionsumfa¨nge in ku¨nftigen Fahrzeugbaureihen beherrschbar macht. Von zentraler
Bedeutung ist dabei die Anpassung der Hilfeausgaben an das Wissen und die Er-
fahrungen des Benutzers sowie die Erga¨nzung der Hilfe um visuelle und haptische
Ein- und Ausgabemo¨glichkeiten.
Eine detaillierte Beschreibung der Konzepte hinsichtlich der kontextspezifischen
und kontextunabha¨ngigen Hilfefunktionalita¨t erfolgt in Kapitel 5. Die theoreti-
schen Grundlagen aus dem Bereich der Mensch-Maschine-Interaktion sowie essen-
tielle Gestaltungsaspekte fu¨r den Entwurf von Sprachdialogsystemen werden in
Kapitel 2 erla¨utert. Der Weiterentwicklung bestehender Hilfesysteme geht zudem
eine Standortbestimmung im Bereich interaktiver Hilfesysteme voraus. In Kapi-
tel 3 wird der Status Quo interaktiver Hilfesysteme aus unterschiedlichen Anwen-
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dungsdoma¨nen pra¨sentiert, Kapitel 4 beinhaltet eine Analyse dieser Hilfekonzep-
te. Um die in Kapitel 5 aufgefu¨hrten Maßnahmen zur Verbesserung des Hilfesy-
stems erlebbar zu machen, wird ein auf dem iDrive-Nachfolgesystem basierender
Prototyp implementiert, der alle konzeptuellen Ansa¨tze in sich vereinigt (Kapi-
tel 6). Dieser Prototyp wird dem Hilfesystem des aktuellen SDS in einem Ver-
gleichstest gegenu¨bergestellt, dessen Testdesign neben den Ergebnissen der Eva-
luierung in Kapitel 7 erla¨utert wird. Eine Zusammenfassung der Kernaspekte die-
ser Arbeit sowie ein Ausblick auf ku¨nftige Forschungsthemen im Bereich adaptiver




In diesem Kapitel werden zuna¨chst grundlegende Begriffe definiert, die fu¨r das Ver-
sta¨ndnis dieser Arbeit eine zentrale Rolle spielen. Nach einer kurzen Erla¨uterung
elementarer Begriffe aus dem Bereich der Mensch-Maschine-Interaktion (MMI)
erfolgt eine eingehendere Betrachtung multimodaler und adaptiver MMI. Neben
einem allgemeinen U¨berblick u¨ber softwareergonomische und psychologische The-
mengebiete, die einen wichtigen Beitrag zur Entwicklung von Mensch-Maschine-
Systemen leisten, werden kurz die Grundlagen der maschinellen Sprachverarbei-
tungssysteme skizziert. Abschließend erfolgt eine Klassifikation von Hilfesystemen
sowie die Bestimmung des Status Quo im Bereich sprachbasierter Hilfesysteme.
2.1 Mensch-Maschine-Interaktion
Der Begriff der Mensch-Maschine-Interaktion (MMI) wird in verschiedenen Kon-
texten unterschiedlich beschrieben. MMI ist eine interdisziplina¨r ausgerichtete For-
schungsrichtung und bewegt sich im Spannungsfeld von Informatik, Psychologie,
Design und Ergonomie (Helander et. al., 1997). Mit besonderem Fokus auf die
Sprachbedienung findet auch die Linguistik Eingang in die MMI. Eine abstrakte
Definition des Begriffs der MMI liefert Hewitt et. al. (1992):
Human-Computer-Interaction is a discipline concerned with the de-
sign, evaluation and implementation of interactive computing systems
for human use and with the study of major phenomena surrounding
them.
Die besondere Herausforderung auf dem Gebiet der MMI besteht darin, die ein-
zelnen Teildisziplinen so miteinander zu verknu¨pfen, dass die Interaktion zwischen
Mensch und Maschine mo¨glichst optimal auf die Bedu¨rfnisse und Fa¨higkeiten des
Menschen abgestimmt ist.
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2.1.1 Mensch-Maschine-System und
Mensch-Maschine-Schnittstelle
Innerhalb der MMI bezeichnet der Begriff Maschine technische Systeme unter-
schiedlichster Art, z.B. Software-Systeme, Fahrzeuge etc. Daran angelehnt kann
ein Mensch-Maschine-System als Regelkreis verstanden werden, bei dem Mensch
und Maschine ein geschlossenes System bilden, um ein bestimmtes Ziel zu er-
reichen. Eine allgemeine Definition des Begriffs Mensch-Maschine-System (MMS)
wird in Geiser (1990) und Johannson (1993) gegeben:
Bei einem Mensch-Maschine-System wirkt der Mensch mit einer Ma-
schine mit dem Ziel zusammen, eine selbstgewa¨hlte oder vorgegebene
Aufgabe zu lo¨sen.
Im Jahr 1983 entwarf Dzida das sog. IFIP-Modell (International Federation for
Information Processing), mit dessen Hilfe die allgemeine Struktur eines Mensch-
Maschine-Systems beschrieben werden konnte. Das IFIP-Modell definiert vier
Schnittstellen (Ein- & Ausgabeschnittstelle, Dialogschnittstelle, Werkzeugschnitt-
stelle, Organisationsschnittstelle; siehe Abbildung 2.1). Neben dem organisatorisch
Abbildung 2.1: IFIP-Modell fu¨r Mensch-Maschine-Systeme
orientierten IFIP-Modell wurde das sog. Seeheim-Modell entwickelt (siehe Abbil-
dung 2.2) (Green, 1985). Es beschreibt ein Architekturmodell zur einheitlichen
Realisierung von Mensch-Maschine-Systemen, wobei eine Dreiteilung der Mensch-
Maschine-Schnittstelle in drei Schichten (Pra¨sentation, Dialogmanagement, Ap-
plikationsinterface; siehe Abbildung 2.2) postuliert wird.
Im Kern weisen beide Modelle a¨hnliche Komponenten auf, wobei der Aus-
tausch von Informationen zwischen Mensch und Maschine stets u¨ber eine Mensch-
Maschine-Schnittstelle erfolgt. Nach Baggen und Hemmerling (2000) versteht man
unter einer Mensch-Maschine-Schnittstelle die
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Abbildung 2.2: Seeheim Architekturmodell fu¨r Mensch-Maschine-Systeme
[...] Komponenten eines Mensch-Maschine-Systems, die fu¨r die In-
teraktion mit dem Benutzer relevant sind.
Abgeleitet aus den vorhandenen Modellen besteht eine Mensch-Maschine-
Schnittstelle aus folgenden Komponenten:
• Pra¨sentationskomponente: umfasst alle statischen Aspekte einer Bedien-
oberfla¨che und bietet dem Benutzer verschiedene Ein- und Ausgabemo¨g-
lichkeiten.
• Dialogkomponente: beinhaltet die dynamischen Elemente zur Benutzerfu¨h-
rung. Die Ein- und Ausgaben des Benutzers werden an dieser Stelle verwal-
tet.
• Interfacekomponente: Interaktionen zwischen Mensch und Maschine wer-
den in maschinenversta¨ndlichen Beschreibungsformaten bearbeitet, z.B. Voi-
ceXML.
Obgleich die bisher genannten Modelle eine allgemeine Beschreibung von
Mensch-Maschine-Systemen implizieren, sind diese noch sehr stark in der In-
teraktion zwischen Mensch und Computer verankert. Gerade die Entwicklung von
Bediensystemen z.B. in der Produktionstechnik oder auch im Automobilbereich
la¨sst jedoch die Grenzen zwischen Hard- und Softwarebediensystemen verschwim-
men. Aus diesem Grund wurde fu¨r alle der Interaktion dienenden Komponenten
eines Mensch-Maschine-Systems der Begriff Useware eingefu¨hrt, der sich nach
Zu¨hlke (2002) wie folgt definiert:
Useware umfasst alle der Nutzung einer Maschine oder Anlage die-
nenden Hard- und Software-Komponenten.
Useware bildet die Schnittstelle zwischen Hardware, Software und dem Benut-
zer (siehe Abbildung 2.3), wobei Useware sich stets an den Fa¨higkeiten und Li-
mitationen des Benutzers orientiert. Verallgemeinert man die Anwendungsdoma¨-
nen fu¨r das IFIP- und Seeheim-Modell auf alle technischen Systeme und erweitert
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Abbildung 2.3: Useware Begriff in Anlehnung an Reuther (2003)
dementsprechend die mo¨glichen Ein- uns Ausgabekomponenten, so behalten diese
Modelle auch im Hinblick auf Useware ihre Gu¨ltigkeit.
2.1.2 Multimodale Mensch-Maschine-Schnittstellen
Wie in Kapitel 2.1.1 beschrieben, muss Useware sich an die Fa¨higkeiten eines
Benutzers anpassen. Wa¨hrend beispielsweise im Fahrzeug vornehmlich Eingaben
haptisch mittels Dreh- oder Dru¨ckreglern und Ausgaben u¨ber visuelle Feedback-
systeme erfolgen, sollen optimierte Bediensysteme multimodale Interaktionen er-
lauben. Der Begriff Multimodalita¨t beschreibt im Kontext der Mensch-Maschine-
Interaktion die Interaktion eines Benutzers mit der Maschine u¨ber verschiedene
Sinnesmodalita¨ten und definiert sich nach Benoit (1997) wie folgt:
Multimodal systems represent and manipulate information from dif-
ferent human communication channels at multiple levels of abstracti-
on. Multimodal systems can automatically extract meaning from mul-
timodal, raw input data, and, conversely they produce perceivable in-
formation from symbolic abstract representations.
Je nachdem ob eine Modalita¨t zur Ein- oder Ausgabe verwendet wird, spricht man
von Aktionsmodalita¨t oder Wahrnehmungsmodalita¨t. Unter Beru¨cksichtigung der
menschlichenWahrnehmungs- und Aktionsmodalita¨ten, ergeben sich nach Hedicke
(2002) drei mo¨gliche Schnittstellen: eine auditive, eine visuelle und eine haptische
(siehe Abbildung 2.4). U¨ber jede dieser Schnittstellen ko¨nnen Ein- und Ausgaben
erfolgen.
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Abbildung 2.4: Multimodale Schnittstellen
2.1.2.1 Klassifikation multimodaler Systeme
Nigay und Coutaz (1993) klassifizieren multimodale Systeme anhand des zeitli-
chen Gebrauchs von multimodalen Ein- und Ausgaben, der Fusion von Daten
verschiedener Ein- und Ausgabegera¨te und des Abstraktionsgrads der Informa-
tionsinterpretation. Da die Informationsinterpretation im Rahmen dieser Arbeit
stets auf semantischem Niveau erfolgt, kann die zeitliche Kennzeichnung vernach-
la¨ssigt und das Klassifkationsschema vereinfacht dargestellt werden (siehe Abbil-
dung 2.5). Der Gebrauch von Modalita¨ten ist aufgeteilt in sequentielle und paral-
Abbildung 2.5: Vereinfachtes Klassifikationsschema multimodaler Systeme nach Nigay und
Coutaz (1993)
lele Interaktionen. Paralleler Gebrauch erlaubt dem Benutzer, mehrere Modalita¨-
ten gleichzeitig zu verwenden, wohingegen beim sequentiellen Gebrauch Interak-
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tionen lediglich Schritt fu¨r Schritt durchgefu¨hrt werden ko¨nnen. Der Grad der In-
formationsfusion gibt an, inwiefern Informationen aus verschiedenen Modlita¨ten
miteinander verbunden werden oder nicht.
Brey und Salmen (2003) verfeinern dieses Klassifikationsschema im Hinblick auf
die Informationsfusion, indem zusa¨tzlich unterschieden wird, ob Ein- oder Aus-
gaben komplementa¨r zueinander erfolgen oder redundant sind. Somit ergibt sich
folgendes Klassifikationsschema fu¨r alternierende bzw. synergetische Systeme:
• (Unimodale Interaktion: Interaktion in einer Modalita¨t.)
• Sequentiell-komplementa¨re Interaktion: verschiedene Informationen werden
in verschiedenen Modalita¨ten zeitlich aufeinanderfolgend verarbeitet.
• Sequentiell-redundante Interaktion: identische Informationen werden zeitlich
versetzt und u¨ber verschiedene Modalita¨ten verarbeitet.
• Simultan-komplementa¨re Interaktion: verschiedene Informationen werden
parallel und u¨ber verschiedene Modalita¨ten verarbeitet.
• Simultan-redundante Interaktion: identische Informationen werden parallel
und u¨ber verschiedene Modalita¨ten verarbeitet.
2.1.2.2 Potenzial und Einschra¨nkungen multimodaler
Mensch-Maschine-Schnittstellen
Durch die Integration von multimodalen Mensch-Maschine-Schnittstellen erreicht
die Interaktion zwischen Mensch und Maschine eine vo¨llig neue Qualita¨t. Die Ein-
bindung von Interaktionsparadigmen, die bereits aus der zwischenmenschlichen
Kommunikation bekannt sind, fu¨hrt zum einen zu einer intuitiveren Bedienbarkeit
(Maybury und Wahlster, 1998; Oviatt et. al., 2001) und zum anderen zu effizien-
teren und fehlerrobusteren Dialogen (Althoff et. al., 2001; Cohen et. al., 2000; Net
et. al., 2001; Oviatt, 2000a). Vor allem im Fahrzeug ko¨nnen multimodale Schnitt-
stellen einen wichtigen Beitrag zur optimalen Aufgabenbearbeitung leisten (Beng-
ler, 2001).
Die Integration multimodaler Schnittstellen in serientaugliche Produkte ist je-
doch mit zusa¨tzlichen Aufwa¨nden verbunden. In Anlehnung an Niedermaier (2003)
mu¨ssen neben Kosten fu¨r zusa¨tzliche Hardwarekomponenten (z.B. Kameras zur
Gestenerkennung, Touchscreens, etc.) auch die Ausgaben fu¨r die Hardwarearchi-
tektur (z.B. leistungsfa¨higere Prozessoren, mehr Arbeitsspeicher, etc.) erho¨ht wer-
den. Ferner sind die Aufwa¨nde fu¨r die Entwicklung geeigneter Software sowie fu¨r
die Spezifikation und das Design von multimodalen Dialogen im Vergleich zu her-
ko¨mmlichen Systemen wesentlich ho¨her. Dennoch sollte im Hinblick auf den stei-
genden Komplexita¨tsgrad von Useware die Integration multimodaler Schnittstel-
len weiter vorangetrieben werden, um deren Effizienz und Gebrauchstauglichkeit
zu steigern.
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2.1.3 Adaptive Mensch-Maschine-Schnittstellen und
Benutzermodellierung
Wie bereits erla¨utert, leisten multimodale Mensch-Maschine-Systeme einen wich-
tigen Beitrag zur effizienteren Gestaltung von Interaktionen. Einen weiteren Bau-
stein moderner Systeme bilden adaptive Komponenten. Ha¨ufig werden Begriffe wie
Adaption, Adaptierbarkeit oder Personalisierung in wechselnden Bedeutungen an-
gewendet. Allen gemein ist jedoch die Eigenschaft der Anpassung seitens der Ma-
schine an den Menschen oder umgekehrt. Nach Stephanidis et. al. (1999) und Dix
et. al. (2004) kann bei der Anpassung der Maschine an den Menschen grundle-
gend zwischen systeminitiierter und benutzerinitiierter Anpassung unterschieden
werden. Wa¨hrend das Verhalten einer Mensch-Maschine-Schnittstelle bei system-
initiierter Modifikation automatisch durch das System angepasst wird, erfolgt die
Modifikation bei benutzerinitiierter Anpassung durch den Benutzer selbst. Das
System muss dazu geeignete Modifikationsmo¨glichkeiten bereitstellen. Findlater
und McGrenere (2004) beschreiben als dritte Anpassungsart die gemischtinitiati-
ve Anpassung, bei der Modifikationen sowohl durch den Benutzer als auch durch
das System erfolgen ko¨nnen.
Im Rahmen dieser Arbeit wird der Begriff Adaption fu¨r systeminitiierte Anpas-
sungen verwendet, die Begriffe Adaptierbarkeit bzw. Personalisierung fu¨r benut-
zerinitiierte Anpassungen. Biemans et. al. (2002) teilen Adaption in vier Katego-
rien ein: Adaption des Inhalts, Adaption der Funktionalita¨t, Adaption der Pra¨-
sentation bzw. Interaktion sowie Adaption qualitativer Art (z.B. Anpassung an
geringe Bandbreiten).
Das große Potenzial der Adaption besteht darin, große Mengen an Informati-
on oder komplexe Strukturen derart zu reduzieren, dass ein Benutzer nicht u¨ber-
fordert wird und jederzeit effektiv und effizient mit einem technischen System
arbeiten kann (Fischer, 2001). Ein entscheidender Aspekt dabei ist, bestimmte
Eigenschaften, Fa¨higkeiten oder Pra¨ferenzen von Benutzern zu beru¨cksichtigen.
Diese spezifischen Merkmale mu¨ssen in einem Benutzermodell hinterlegt werden,
welches nach Kobsa und Wahlster (1990) folgendermaßen definiert werden kann:
A user model is a knowledge source in a natural-language dialog
system which contains explicit assumptions on all aspects of the user
that may be relevant to the dialog behavoiur of the system. These
assumptions must be separable by the system from the rest of the
system’s knowledge.
Laut Kass und Finin (1988) ko¨nnen Benutzermodelle nach folgenden Dimensionen
kategorisiert werden:
• Grad der Spezialisierung: Benutzermodelle ko¨nnen generisch oder individuell
angelegt sein. Wa¨hrend generische Modelle eine homogene Grundgesamtheit
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fu¨r verschiedene Nutzergruppen postulieren, enthalten individuelle Modelle
auschließlich spezifische Informationen u¨ber einen Nutzer.
• Modifizierbarkeit: Benutzermodelle ko¨nnen sich einerseits statisch verhalten,
d.h. es findet keine Anpassung des Modells wa¨hrend einer Interaktion mit
den Nutzer statt. Bei dynamischen Modelle hingegen fließen Informationen
u¨ber den Benutzer sofort in die Anpassung des Benutzermodells ein.
• Zeitliche Gu¨ltigkeit: mo¨gliche Auspra¨gungen sind Kurzzeit- oder Langzeit-
modelle. Wa¨hrend Kurzzeitmodelle z.B. wa¨hrend einer Interaktion zur Auf-
gabenbewa¨ltigung erstellt und anschließend wieder verworfen werden ko¨n-
nen, bleiben die gesammelten Informationen bei Langzeitmodellen als Wis-
sen im System gespeichert und werden mit jeder weiteren Verwendung ak-
tualisiert.
• Anwendungsmethode: beschreibende Benutzermodelle enthalten lediglich
Informationen u¨ber den Benutzer in einer Datenbasis. Vorhersagende Be-
nutzermodelle nutzen diese Informationen, um beispielsweise Verhalten und
Reaktionen eines Benutzers zu simulieren und das System demenstprechend
anzupassen.
• Anzahl an Agenten: ein System kann fu¨r die Verwendung durch eine Per-
son ausgelegt sein oder fu¨r die Interaktion mit einer Person, die beispiels-
weise Interessen fu¨r eine weitere Person oder eine Gruppe vertritt. Ein Be-
nutzermodell sollte wiederum selbst u¨ber entsprechende Modelle fu¨r diese
Eventualita¨ten verfu¨gen.
• Anzahl an Modellen: innerhalb eines Systems ko¨nnen ein einzelnes Benut-
zermodell oder mehrere Benutzermodelle dazu verwendet werden, eine An-
passung an den Anwender vorzunehmen.
Zusa¨tzlich kann ein adaptives System klassifiziert werden, indem die Methodik zur
Generierung eines Benutzermodells bewertet wird. Nach Kass und Finin (1988)
kann die Erstellung eines Benutzermodells entweder implizit durch Analyse von
Benutzerinteraktionen erfolgen oder explizit durch die Eingabe von Wissen oder
Pra¨ferenzen durch den Benutzer.
2.2 Sprachdialogsysteme
2.2.1 Evolution von Sprachdialogsystemen
Die Entwicklung von ausgereiften Sprachdialogsystemen begann zuna¨chst mit dem
Einsatz als Auskunftssysteme im Telefoniebereich. Beispiele hierfu¨r sind Flugaus-
kunftssysteme (Peckham, 1991), Bahnauskunftssysteme (Aust et. al., 1995) oder
auch Wetterauskunftssysteme (Zue et. al., 2000). Fru¨he Systeme waren statisch
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strukturiert und ließen pro Dialogschritt nur eine begrenzte Anzahl an Eingaben
zu. Jegliche Initiative ging dabei vom System aus.
”
Fu¨r Kinoprogramm sagen Sie Kino, fu¨r Wetterbericht sagen Sie Wet-
ter, ...“
Diese starren Dialoge der sog. Interactive Voice Response Systeme (IVR) wurden
im Laufe der Zeit natu¨rlicher und intuitiver gestaltet, indem gemischt-initiative
Dialoge entworfen wurden. Im Vordergrund steht dabei die Erreichung eines be-
stimmten Ziels, wobei notwendige Information abwechselnd vom System und vom
Benutzer angegeben werden. Gemischt-initiative Dialogsysteme sind daher in der
Lage, dynamisch auf Eingaben zu reagieren und bieten großen Spielraum bei der
Gestaltung natu¨rlicher Dialoge (Hagen, 1999; Glass und Seneff, 2003; Zue und
Glass, 2000).
Neben Auskunftssystemen halten komplexe Sprachdialogsysteme vor allem im
Automobilbereich Einzug (Hagen et. al., 2004; Haller, 2003; Hamberger und Mau-
ter, 2003; Heisterkamp, 2001). Die Dialoge zur Bedienung von Fahrerinformations-
und Fahrerassistenzsystemen weisen dabei eine große Streuung bezu¨glich ihrer
Komplexita¨t auf. Das Spektrum reicht von kurzen Ein-Wort-Kommandos bis hin
zu komplexen Dialogen wie der Zieleingabe im Navigationssystem. Die besondere
Herausforderung im Fahrzeug besteht hauptsa¨chlich darin, die Dialoge so zu ge-
stalten, dass der Fahrer von seiner Prima¨raufgabe (Fu¨hrung des Fahrzeugs) nur
minimal abgelenkt wird.
2.2.2 Architektur eines Sprachdialogsystems
Ein Sprachdialogsystem ist nach Keller (2004) und McTear (2002) prinzipiell aus
Komponenten zur Spracherkennung und zum Sprachverstehen, einer Komponen-
te zur Dialogsteuerung und einer weiteren zur Sprachgenerierung und -synthese
aufgebaut (siehe Abbildung 2.6). Im Folgenden werden die einzelnen Bestandteile
eines Sprachdialogsystems kurz erla¨utert.
2.2.2.1 Spracherkennung und -verstehen
Die Extraktion einer Wortfolge aus einem Merkmalsvektor (A¨ußerung) erfolgt bei
der automatischen Spracherkennung (ASE) durch die Bildung eines akustischen
Modells und eines Sprachmodells. Ziel hierbei ist es, bei einer gegebenen Beob-
achtung O = (o1, . . . , oT ) mit T Merkmalsvektoren (A¨ußerungen) die tatsa¨chlich
gea¨ußerte Wortfolge W = (w1, . . . , wm) zu bestimmen. Dabei greift man auf die
Wortfolge zuru¨ck, welche nach der Bayes’schen Formel die gro¨ßte Wahrscheinlich-
keit erha¨lt:
P (W |O) = P (O|W ) · P (W )
P (O)
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Abbildung 2.6: Architekturmodell fu¨r Sprachdialogsysteme nach Keller (2004) und McTear
(2002)
Da der Nenner unabha¨ngig von W ist, kann er an dieser Stelle vernachla¨ssigt
werden, womit lediglich das Produkt im Za¨hler maximiert werden muss:
P (W |O) = P (O|W ) · P (W )→ max
W
Der Ausdruck P (O|W ) repra¨sentiert in diesem Fall das akustische Modell, welches
mit Hilfe von Hidden-Markov Modellen (HMM), neuronalen Netzen oder Misch-
formen aus beiden Verfahren gebildet werden kann. Die gro¨ßte Verbreitung finden
jedoch HMM, mit deren Hilfe U¨bergangs- und Ausgabewahrscheinlichkeiten fu¨r
bestimmte Merkmalsvektoren modelliert werden (siehe Abbildung 2.7)
Abbildung 2.7: Grundprinzip von Hidden-Markov Modellen (Hohenner, 2004)
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P (W ) bildet das Sprachmodell, in welchem Wissen u¨ber die Wahrscheinlichkeit
von bestimmten Wortfolgen enthalten ist1.
Als Sprachmodell kann entweder ein statistisches Modell (SLM) oder ein gram-
matikbasiertes Modell (GBM) angewendet werden. Bei einem SLM werden mo¨g-
liche Wortfolgen durch stochastische Prozesse ermittelt, zumeist durch Training
auf sehr großen Textkorpora. Im Gegensatz dazu erfolgt die Angabe mo¨glicher
Wortfolgen beim GBM manuell durch die Notierung in einer Grammatik.
Hinsichtlich der Leistungsfa¨higkeit spielen beide Sprachmodelltypen ihre Sta¨r-
ken in verschiedenen Anwendungsfa¨llen aus. Erfolgen Spracheingaben durch An-
wender innerhalb der festgelegten Grammatik, ist das GBM dem SLM gegenu¨ber
im Vorteil. Ist das jedoch nicht der Fall (z.B. falls ein Anwender das entsprechen-
de Vokabular beim Erstkontakt nicht kennt), schneiden SLM besser ab (Gorrell,
2003; Hockey und Rayner, 2005).
2.2.2.2 Dialogsteuerung
Die Dialogsteuerung bildet das Herz eines SDS. Die Ergebnisse des Spracherken-
nungsprozesses werden hier interpretiert und unter Beru¨cksichtung verschiedener
Faktoren wie der Diskurshistorie werden mo¨gliche Interpretationsmo¨glichkeiten in
einem bestimmten Kontext analysiert und bewertet.
In einem nachgelagerten Prozess werden die Interpretationen der Spracherken-
nung in konkrete Aktionen (z.B. Interaktionen mit Gera¨ten) innerhalb eines Dia-
logzustands transformiert. Die Modellierung dieser Zusta¨nde erfolgt zumeist mit-
tels einer Beschreibungssprache wie VoiceXML oder die Generic Dialogue Mode-
ling Language (GDML) (Hanrieder und Hamerich, 2004; W3C, 2004), Beschrei-
bungsstandards wie Speech Application Language Tags (SALT) oder die Extensi-
ble Multimodal Annotation Markup Language (EMMA) ermo¨glichen zudem die
Modellierung multimodaler Dialoge (Cisco Systems Inc. et. al., 2002; W3C, 2005).
Nach der Aktionsplanung erfolgt die Planung der Ausgaben entsprechend der
durchgefu¨hrten Aktionen. Je nachdem ob es sich um ein reines SDS oder ein mul-
timodales System handelt, werden zudem Ausgaben in verschiedenen Modalita¨ten
geplant.
2.2.2.3 Sprachgenerierung und -synthese
Systemausgaben (Prompts) ko¨nnen entweder durch vorgefertigte Sprachaufzeich-
nungen menschlicher Sprecher (Prerecorded Prompts) oder durch synthetische
1Fu¨r eine erscho¨pfende Betrachtung der Grundlagen der ASE und von HMM sei an dieser Stelle
auf Schukat-Talamazzini (1995) bzw. Carstensen et. al. (2004) verwiesen.
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Sprachausgaben (Text-to-Speech) erfolgen. Bei der Sprachsynthese wird ein ge-
schriebener Text mittels maschineller Verfahren in sprachliche Laute verwandelt.
Ziel dabei ist es, die Ausgaben hinsichtlich ihrer Natu¨rlichkeit (z.B. Prosodie) der-
art zu gestalten, dass diese nicht von menschlicher Sprache unterschieden werden
ko¨nnen.
2.2.3 Vorteile sprachverarbeitender Systeme
Die Integration eines SDS im Fahrzeug birgt zwei entscheidende Pluspunkte in
sich: zum einen ist Sprache eine natu¨rliche und intuitive Kommunikationsform.
Der Umgang mit Sprache muss nicht explizit erlernt werden, was bedeutet, dass
die Sprachbedienung ist im Vergleich zu anderen Bedienkonzepten leichter zu er-
lernen ist (Wahlster, 1999). Zum anderen belegen Studien, dass die Verarbeitung
akustischer Informationen im Fahrzeug Ablenkungspotenziale reduziert (Bengler,
1995). Im Vergleich zu visuellen oder haptischen Bediensystemen wirken sich nach
Vollrath und Totzke (2000) akustische Bedienkonzepte nicht negativ auf die Fahr-
zeugfu¨hrung (La¨ngs- und Querfu¨hrung) aus und reduzieren zudem die ko¨rperli-
che und mentale Belastung (Erke et. al., 2001). Aus diesem Grund scheint die
Implementierung eines SDS im Fahrzeug nicht nur sinnvoll sondern notwendig.
2.3 Gestaltungsaspekte beim Entwurf von
Sprachdialogsystemen
Wie in Kapitel 2.1.1 dargestellt, mu¨ssen bei der Gestaltung von Useware und
speziell von Sprachdialogsystemen die Eigenschaften eines Benutzers beru¨cksich-
tigt werden. Unabha¨ngig von einem festgelegten Anwenderkreis ko¨nnen, ausge-
hend von den Fa¨higkeiten und Limitationen des Menschen, Richtlinien dabei hel-
fen, optimale Dialoge zwischen Mensch und Maschine zu entwerfen. Im Folgenden
werden daher ergonomische und psychologische Aspekte na¨her beleuchtet, die fu¨r
die Entwicklung insbesondere von Sprachdialogen von Bedeutung sind.
2.3.1 Softwareergonomische Richtlinien
Beim Entwurf von Softwaresystemen bietet die Europa¨ische Norm EN ISO 9241-10
(Comite´e Europe´en de Normalisation, 1996) eine Orientierungshilfe fu¨r den Ent-
wurf von gebrauchstauglichen Dialogen. Die Norm beinhaltet allgemeine Leitsa¨tze
fu¨r Arbeit an Bildschirmarbeitspla¨tzen, diese sind jedoch ausdru¨cklich unabha¨n-
gig von einer bestimmten Dialogtechnik anwendbar. Eine Beschreibung der sieben
Richtlinien ist in Abbildung 2.8 ersichtlich. Erga¨nzend dazu ko¨nnen die von Shnei-
derman (1997) aufgestellten Acht Goldenen Regeln des Interface Designs (siehe
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Abbildung 2.8: Ergonomische Anforderungen fu¨r Bu¨rota¨tigkeiten mit Bildschirmgera¨ten Teil
10: Grundsa¨tze der Dialoggestaltung (EN ISO 9241-10)
Abbildung 2.9) herangezogen werden. Auch diese enthalten generelle Richtlinien,
die beim Dialogdesign beru¨cksichtigt werden sollten. Zusa¨tzlich zu diesen Richt-
linien existieren Empfehlungen, die speziell fu¨r Sprachdialoge entworfen wurden
(Bernsen et. al., 1998; Krahmer et. al., 1999; Salmen, 2003). Zwar u¨berschneiden
sich viele der Richtlinien fu¨r Sprachdialoge mit den bereits dargestellten Empfeh-
lungen, doch gru¨nden sich die speziell fu¨r Sprachdialoge verfassten Richtlinien auf
empirische Daten und lassen somit Ru¨ckschlu¨sse auf weitere wichtige Faktoren
des Dialogdesigns zu. Erga¨nzend sollten daher die Aspekte in Betracht gezogen
werden, die in Abbildung 2.10 aufgezeigt werden.
2.3.2 Kognitionspsychologische Aspekte
Neben softwareergonomischen Gesichtspunkten du¨rfen kognitionspsychologische
Aspekte bei der Erstellung von Sprachdialogen nicht außer Acht gelassen werden.
Nachfolgend werden daher grundlegende Eigenschaften des menschlichen Geda¨cht-
nisses und der Informationsverarbeitung erla¨utert.
2.3.2.1 Memorierungskapazita¨t und mentale Belastung
Ein entscheidender Faktor fu¨r die Gestaltung effektiver Dialoge, ist eine genaue
Kenntnis daru¨ber, wie der Mensch Informationen verarbeitet und speichert. Da-
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Abbildung 2.9: Acht Goldene Regeln des Interface Designs nach Shneiderman (1997)
Abbildung 2.10: Richtlinien fu¨r die Gestaltung von Sprachdialogen
bei ist vor allem von Interesse, wie viel Information ein durchschnittlicher Anwen-
der im Kurzzeitgeda¨chtnis (KZG) behalten kann. Auf dieser Grundlage muss die
optimale Menge an Informationen bestimmt werden.
Welche Speicherkapazita¨t im menschlichen KZG zur Verfu¨gung steht, wurde
erstmals von Miller (1956) untersucht. Diese begrenzte Speicherkapazita¨t wird als
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Geda¨chtnisspanne des KZG bezeichnet. Sie ist ein Maß fu¨r die maximale Anzahl
an Informationseinheiten, die fu¨r kurze Zeit im Geda¨chtnis behalten werden kann.
Die Anzahl ist von Mensch zu Mensch verschieden, die Versuche von Miller zeigten
jedoch, dass das KZG im Durchschnitt Platz fu¨r 7(±2) Informationseinheiten
bietet (Miller, 1956; Baddeley, 1999; Zimbardo und Gerrig, 1999). Diese Einheiten
ko¨nnen z.B. aus einzelnen Ziffern, Wo¨rtern oder Satzteilen bestehen. Entscheidend
ist folglich nicht die Anzahl der kleinsten Bestandteile (Items, z.B. Buchstaben
eines Wortes), sondern allein die Anzahl der sog. Chunks.
Ein Chunk ist eine bedeutungstragende Informationseinheit. [...]
Chunking ist der Prozess der Neuanordnung (Rekodierung) einzelner
Geda¨chtnisitems. Die Rekodierung kann durch Gruppierung auf der
Basis von A¨hnlichkeiten oder einem anderen Organisationsprinzip er-
folgen. Sie kann aber auch in der Neukombination der Items zu gro¨-
ßeren Mustern auf der Grundlage von Informationen bestehen, die im
Langzeitgeda¨chtnis gespeichert sind. (Zimbardo und Gerrig, 1999)
Die von Miller ermittelte Anzahl an Informationseinheiten basiert jedoch auf Wer-
ten, die unter Laborbedingungen gemessen wurden. In einer realen Umgebung
muss von einer niedrigeren Zahl ausgegangen werden, da die mentale Belastung
u.U. ho¨her ist. Im Fahrzeug beispielsweise besteht die Prima¨raufgabe darin, das
Fahrzeug im Straßenverkehr zu bewegen. Daneben werden fu¨r die Bedienung von
FIS oder FAS ebenfalls Ressourcen beno¨tigt, die insgesamt die Leistungsfa¨higkeit
des KZG einschra¨nken ko¨nnen (Wirth, 2002). Aus diesem Grund muss davon aus-
gegangen werden, dass speziell in der Doma¨ne Fahrzeug die Geda¨chtnisspanne bei
ca. 4(±2) Informationseinheiten liegt.
2.3.2.2 Serielle Positionskurve
Die bisher erla¨uterten Erkenntnisse basieren auf der Grundlage, dass die Proban-
den eine bestimmte Abfolge von Items lernen und in der richtigen Reihenfolge
wiedergeben mussten (serielle Wiedergabe). Dies ist im Umgang mit FIS oder
FAS jedoch nicht no¨tig, die Items ko¨nnen in beliebiger Reihenfolge im Kurzzeit-
geda¨chtnis abgelegt bzw. wiedergegeben werden (freie Wiedergabe). Falls die freie
Wiedergabe ohne Sto¨rung oder Unterbrechung erfolgt, kann bei der Wiederga-
be der Items das Pha¨nomen beobachtet werden, dass die ersten Items einer Li-
ste gut reproduziert werden, ebenso die letzten Items. Man spricht hierbei vom
Primacy- bzw. Recency Effekt (Baddeley, 1999; Zimbardo und Gerrig, 1999). Die
Items in der Mitte der Liste ko¨nnen weniger gut wiedergegeben werden. U¨bertra¨gt
man diese Erkenntnisse in ein Diagramm, so la¨sst sich dafu¨r eine charakteristi-
sche Kurve, die sog. Serielle Positionskurve ableiten (siehe Abbildung 2.11). Diese
Eigenschaft ist speziell im Zusammenhang mit der Ausgabe von Informationen
in Sprachdialogen von entscheidender Bedeutung. Fallen Sprachausgaben zu lang
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Abbildung 2.11: Serielle Positionskurve. Quelle: Zimbardo und Gerrig (1999)
aus bzw. enthalten diese zu viele Informationseinheiten, ko¨nnen diese von Fahrern
nicht vollsta¨ndig verarbeitet werden.
2.4 Fazit
Kapitel 2 vermittelt die Grundlagen aus dem Bereich der Mensch-Maschine-
Interaktion. Einleitend werden die Begriffe Mensch-Maschine-System, Mensch-
Maschine-Schnittstelle und Useware voneinander abgegrenzt. Gleichzeitig werden
das IFIP-Modell und das Seeheim-Modell fu¨r Mensch-Maschine-Systeme vorge-
stellt. Von besonderer Bedeutung bei der Entwicklung von Mensch-Maschine-
Systemen erweist sich die Erweiterung um multimodale und adaptive Kompo-
nenten, welche einen wesentlichen Beitrag zur Steigerung der Gebrauchstauglich-
keit von Mensch-Maschine-Systemen im Allgemeinen und Sprachdialogsystemen
im Speziellen leisten.
Das grundlegende Architekturmodell fu¨r SDS besteht aus Komponenten zur
Spracherkennung, Dialogsteuerung und der Sprachsysthese. Im Rahmen dieser
Arbeit kommt der Dialogsteuerung große Bedeutung zu, wobei beim Entwurf von
Sprachdialogen verschiedene Gestaltungsaspekte beru¨cksichtigt werden mu¨ssen.
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Softwarergonomische Richtilinien wie etwa die EN ISO 9241-10 oder die Acht
Goldenen Regeln des Interface Designs nach Shneiderman spielen beim Entwurf
von Sprachdialogen eine ebenso große Bedeutung wie Aspekte aus dem Bereich
der Kognitionspsychologie. Neben der Memorierungskapazita¨t von 4 ± 2 Infor-
mationseinheiten speziell in der Fahrzeugdoma¨ne spielt auch die Art und Weise
des Abrufs von Informationen aus dem Geda¨chtnis eine Rolle. Der Primacy- und
Recency-Effekt bewirkt eine gesteigerte Behaltensleistung bei Informationen, die
zu Beginn bzw. am Ende einer Sprachausgabe stehen.
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Kapitel 3
Stand der Technik im Bereich
interaktiver Hilfesysteme
In Kapitel 3.1 erfolgt zuna¨chst eine Definition des Begriffs Hilfesystem sowie die
Einfu¨hrung eines Schemas zur Klassifikation von Hilfesystemen. Kapitel 3.2 bein-
haltet eine U¨bersicht u¨ber den Stand der Technik im Bereich interaktiver Hilfesy-
steme aus unterschiedlichen Anwendungsdoma¨nen. Abschließend werden in Kapi-
tel 3.2.8 existierende Hilfesysteme fu¨r SDS in Fahrzeugen vorgestellt.
3.1 Definition und Klassifikation von
Hilfesystemen
Ausgehend von verschiedenen Vorstellungen daru¨ber, was als Hilfesystem bezeich-
net werden kann und welche Funktion dieses erfu¨llt, definiert sich ein Hilfesystem
nach Bauer (1988) folgendermaßen:
Als Hilfesystem soll jedes Programm bezeichnet werden, das bei
der Benutzung eines interaktiven Systems durch explizite Erkla¨rungen
hilft. Das System, fu¨r das die Hilfe gegeben wird, wird das Zielsystem
genannt. Folgendes sind die wesentlichen Punkte dieser Definition:
1. Die Hilfe muß durch explizite Erkla¨rungen erfolgen.
2. Der Problembereich, fu¨r den Hilfe gegeben wird, muß die inter-
aktive Benutzung eines Computerprogramms betreffen.
3. Ein Hilfesystem ist selbst ein Computerprogramm.
Basierend auf dem jeweiligen Informationsbedarf ko¨nnen nach Krause (1988) zwei
verschiedene Arten von Hilfesystemen abgeleitet werden. Auf der einen Seite exi-
stieren tutorielle Systeme, welche einen generellen Informationsbedarf abdecken
und
”
[...] den Benutzer beim systematischen Wissenserwerb unterstu¨tzen“ (Mit-
termaier, 1995). Auf der anderen Seite ko¨nnen Auskunftssysteme angefu¨hrt wer-
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den, welche einen spezifischen Informationsbedarf bedienen und der unmittelbaren
Lo¨sung einer Aufgabe dienen.
Laut Bauer (1988) kann eine weitergehende Klassifikation nach folgenden Kri-
terien erfolgen:
• Initiative (aktiv vs. passiv): Aktive Hilfesysteme besitzen die Fa¨hig-
keit, dem Benutzer selbststa¨ndig Hilfe anzubieten. U¨ber die Protokollierung
von Benutzerinteraktionen ko¨nnen beispielsweise suboptimale Bedienabfol-
gen identifiziert und dementsprechend Hilfestellungen geleistet werden. Die
Initiative liegt hierbei beim System selbst. Im Gegensatz dazu wird passi-
ve Hilfe stets vom Benutzer initiiert und dient einer gezielten Suche nach
Information.
• Kontextbezug (statisch vs. dynamisch): Statische Hilfe ist kontextun-
abha¨ngig und bietet dem Benutzer zu jedem Zeitpunkt die gleichen Inhalte
an. Als Beispiel kann das UNIX Hilfesystem MAN angefu¨hrt werden, wel-
ches zu jedem Kommando die entsprechende Syntax, Parameter und Bei-
spiele ausgibt. Dynamische Hilfesysteme dagegen beru¨cksichtigen den aktu-
ellen Kontext, in dem die Hilfe angefordert wird. Ein solches System ist im
iDrive SDS integriert. So erzeugt das Hilfekommando
”
Optionen“ bezogen
auf den Kontext (z.B. Radio oder Navigation) eine entsprechende Auflistung
der mo¨glichen Sprachkommandos.
• Individualita¨t (einheitlich vs. individuell): Ein Großteil der existiere-
den Hilfesysteme bietet eine einheitliche Hilfe an, d.h. jeder Benutzer erha¨lt
unabha¨ngig von Pra¨ferenzen oder bereits vorhandenem Wissen die gleiche
Hilfe. Um individuelle Hilfe anbieten zu ko¨nnen, muss spezifisches Wissen
des Benutzers in einem Benutzermodell abgelegt werden. Basierend auf die-
sem Benutzermodell kann fu¨r jeden Benutzer eine optimierte Hilfe angebo-
ten werden.
• Hilfezeitpunkt (synchron vs. asynchron): Bei passiven Hilfesystemen
erfolgt die Hilfeausgabe meist synchron, d.h. die Ausgabe folgt unmittel-
bar auf eine Hilfeanfrage. Synchrone Hilfeausgaben bedienen einen konkre-
ten Informationsbedarf des Benutzers. Die asynchrone Ausgabe macht da-
her nur bei aktiven Hilfesystemen Sinn, da unter Umsta¨nden kein konkreter
Handlungs- oder Informationsbedarf vorliegt. So kann beispielsweise durch
eine zeitlich verzo¨gerte Ausgabe eine unno¨tige Belastung des Benutzers ver-
mieden werden.
• Integrationsgrad (anwendungsabha¨ngig vs. anwendungsunabha¨n-
gig): Anwendungsabha¨ngige Hilfesysteme sind vollsta¨ndig in das Zielsystem
integriert und ko¨nnen nicht separat betrieben werden. Als Beispiel kann
abermals das Hilfesystem des iDrive SDS angefu¨hrt werden. Im Gegensatz
dazu ist anwendungsunabha¨ngige Hilfe vom Zielsystem getrennt. Diese Hil-
fesysteme ko¨nnen in verschiedenen Anwendungsbereichen eingesetzt werden,
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so z.B. das Hilfesystem HTMLHelp des Microsoft Windows Betriebssystems,
welches von diversen Windowsapplikationen angesprochen werden kann.
3.2 Konzepte interaktiver Hilfesysteme
Hilfesysteme sollen einen Benutzer bei der Durchfu¨hrung einer Aufgabe unterstu¨t-
zen. Das Spektrum von Hilfesystemen kann von einem Glossar oder einer Samm-
lung ha¨ufig gestellter Fragen (Frequently Asked Questions FAQ) bis zu aktiven
intelligenten Hilfesystemen reichen.
Die Betrachtung tutorieller Systeme wird an dieser Stelle ausgeklammert. Tuto-
rielle Systeme vermitteln zumeist breiteres Wissen u¨ber Gegenstandsbereiche, als
fu¨r die Lo¨sung einer konkreten Aufgabe no¨tig ist. Insbesondere im Fahrzeug mu¨s-
sen Hilfesysteme Informationen so effektiv und effizient als mo¨glich anbieten, um
potenziell sto¨rende Einflu¨sse auf die Fahrzeugfu¨hrung zu minimieren. Ferner sind
die pa¨dagogischen und didaktischen Anforderungen an die Entwicklung tutoriel-
ler Systeme sehr komplex und ko¨nnen auf Grund ihres Umfangs nicht Gegenstand
dieser Arbeit sein.
Entsprechend der Zielsetzung dieser Arbeit, ein Hilfesystem fu¨r SDS in automo-
tiven Umgebungen zu entwickeln, beschra¨nkt sich die Standortbestimmung auf
Hilfesysteme, die konzeptuell fu¨r den Einsatz im Fahrzeug geeignet sind.
3.2.1 COMFOHELP
Krause et. al. (1993) stellen mit COMFOHELP ein Hilfesystem fu¨r das Textver-
arbeitungsprogramm COMFOTEX vor. Die Kernkomponente des Hilfesystems
bildet ein Planerkenner, der mo¨gliche Dialogziele des Benutzers ermittelt und
dementsprechend aktiv oder passiv Hilfestellung anbieten kann. COMFOHELP
verwendet a¨hnlich wie andere Planerkennungssysteme (z.B. SINIX Consultant,
Hecking (2000)) eine Planbibliothek als Grundlage fu¨r die Analyse von Bedien-
sequenzen. Die Aktionen eines Benutzers werden beobachtet (Keyhole Recogniti-
on, vgl. Ardissono (1996)) und mit einer Planbibliothek abgeglichen. Die Planbi-
bliothek umfasst Wissen u¨ber verschiedene Dialogziele in Form von vordefinierten
Pla¨nen folgender Auspra¨gung:
• Optimale Pla¨ne: Liste mit optimalen Aktionssequenzen fu¨r jedes Dialogziel
• Suboptimale Pla¨ne: Liste mit Aktionssequenzen, die ein Dialogziel mit mehr
Interaktionsschritten als no¨tig beschreiben
• Mo¨glicherweise falsche Pla¨ne: Aktionssequenzen, die kein Dialogziel spezifi-
zieren, in einem anderen Kontext jedoch sinnvoll sein ko¨nnen
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• Falsche Pla¨ne: Liste mit Aktionssequenzen, mit denen ein bestimmtes
Dialogziel nicht erreicht werden kann
Die Notation der Pla¨ne fu¨r ein Dialogziel erfolgt tabellarisch, wobei jeder Plan
einzeln bewertet wird. Quelltext 3.1 zeigt eine Liste alternativer Pla¨ne fu¨r das
Dialogziel
”
Cursor an den Anfang des Dokuments bewegen“. Die Tastenkombina-
tion <Strg+Pos1> wird als optimaler Plan o eingestuft, mit a werden beinahe
gleichwertige Alternativen u¨ber das Menu¨
”
Bearbeiten“ bzw. das direktmanipula-
tive Positionieren des Cursor C am Anfang des Dokuments gekennzeichnet. Vor-
heriges Scrollen oder die Positionierung des Cursors durch Verwendung der Pfeil-
tasten in begrenztem Umfang (n<x) bewirkt eine Kategorisierung als leicht sub-
optimal (ls), wobei die extensive Verwendung der Pfeiltasten (n>x) suboptimal
ist (s). Das Wissen des Systems umfasst neben den Pla¨nen zusa¨tzlich sog. Durch-
C DokAnfang o <Strg+Pos1>
a BEARBEITEN/Gehe zu ; Anfang ;OK
a C [ Z i e l po s=DokAnfang ]
l s S c r o l l e n ;C [ Z i e l po s=DokAnfang ]
l s n<CTasten> [ Z i e l po s=DokAnfang ; n<x ]
s n<CTasten> [ Z i e l po s=DokAnfang ; n>x ]
Quelltext 3.1: COMFOHELP Pla¨ne fu¨r das Dialogziel ”Cursor an den Anfang des Dokuments
bewegen“
laufkommandos. Diese Kommandos ko¨nnen zwar Teil einer Aktionssequenz sein,
beeinflussen die Zuordnung zu einem Plan jedoch nicht.
Der Abgleich der beobachteten Sequenzen mit der Planbibliothek erfolgt durch
einen Parser. Sobald ein Plan erkannt wird, reagiert das Hilfesystem differenziert
auf verschiedene Plantypen:
• Optimaler Plan: der Plan wird aus der Planbibliothek gelo¨scht, da angenom-
men wird, dass dem Benutzer die optimale Bediensequenz bekannt ist.
• Suboptimaler Plan: nach der dritten Erkennung des identischen Plans gibt
das System eine Hilfenachricht aus.
• Mo¨glicherweise falscher Plan:
– Wird unmittelbar auf die erkannte suboptimale Sequenz die passive
Hilfe aufgerufen, gibt das System eine Hilfenachricht zu dieser Sequenz
aus.
– Existieren mehrere mo¨gliche suboptimale Pla¨ne, fragt das System ex-
plizit nach dem gewu¨nschten Hilfethema (
”
Wollten Sie Text kopieren
oder ausschneiden?“).
• Falscher Plan: nach dreimaliger Erkennung initiiert das System einen Kla¨-
rungsdialog.
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3.2.2 PHI
PHI ist ein Hilfesystem, das fu¨r die UNIX-Doma¨ne entwickelt wurde und pro-
totypisch fu¨r die mailman Anwendung implementiert wurde (Bauer et. al., 1993).
Ebenfalls auf Planerkennung basierend unterscheidet sich PHI von COMFOHELP
zum einen beim Aufbau der Planbibliothek und zum anderen in der Analyse der
Pla¨ne. Der Aufbau der expliziten Planbibliothek bei PHI erfolgt durch zwei sog.
cross-talk modes zwischen der Plangenerierungskomponente und dem Planerken-
ner. Der Plangenerator entha¨lt zuna¨chst nur abstrakte Pla¨ne zu Dialogzielen. Im
ersten cross-talk mode u¨bergibt der Plangenerator die abstrakten Pla¨ne an den
Planerkenner, der die Pla¨ne mit konkreten Auspra¨gungen instanziiert. Falls die
Analyse des Benutzerverhaltens eine suboptimale Aktionssequenz fu¨r ein Dialog-
ziel ergibt, erfolgt im zweiten cross-talk mode die Berechnung eines optimalen
Plans fu¨r dieses Ziel durch den Plangenerator.
Die Repra¨sentation der Pla¨ne und Aktionssequenzen erfolgt auf Basis der logical
language for planning (LLP) (Biundo et. al., 1992). LLP ist eine intervallbasierte







“ (always) sowie den bina¨ren
Operator
”
;“ (chop) bereitstellt, der die Modellierung zeitlicher Abfolgen mo¨glich
macht. Pla¨ne haben in LLP folgende Struktur:
if df((x,M) = T then EX(undelete(x,M)) ; EX(type(x,M))
Dieser Plan beschreibt das Lesen einer Mail x aus der Mailbox M mit der Ak-
tion type. Die Mailbox muss dazu bereits geo¨ffnet sein und die Mail darf nicht
gelo¨scht sein (df(x,M)). Falls dies doch der Fall sein sollte (df(x,M) = T ), wird
die Mail wieder hergestellt (undelete(x,M)) und kann anschließend gelesen werden
(EX(type(x,M))).
Die Spezifikation von Pla¨nen basiert auf LLP-Formeln mit folgendem Muster:
[V orbedingung ∧Plan ]→ Ziel
Die Planspezifikation
”
Inhalt der Mailbox M auf dem Display anzeigen und an-
schließend Mail x lesen“ hat demnach folgendes Aussehen:
of(M) = T ∧Plan →  [displ = headers(M) ∧ [rf(x,M) = T ]]
Aufgabe des Plangenerators ist, fu¨r die Variable Plan ein Axoim zu finden, welches
die Aussage wahr werden la¨sst; in diesem Fall:
EX(header(M)) ; if df(x,M) = T then EX(undelete(x,M)) ; EX(type(x,M))
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Entsprechend des ermittelten Axioms, kann nun aktive Hilfe zur Erreichung ei-
nes Ziels ausgegeben werden. Ergeben sich in der Plangenerierungsphase mehre-
re gu¨ltige Axiome, erfolgt die Auswahl eines Axioms auf Basis probabilistischer
Selektionsverfahren.
3.2.3 Lumie`re (Microsoft Office Assistent)
Horvitz et. al. (1998) pra¨sentieren im Rahmen des Lumie`re-Projekts ein Hilfesy-
stem fu¨r Microsoft Excel, das mo¨gliche Ziele eines Benutzers ermittelt und dafu¨r
aktive oder passive Hilfe zur Verfu¨gung stellen kann. Grundlage hierbei sind je-
doch keine Planerkennungsalgorithmen, sondern eine Temporallogik angewendet
auf Bayes’sche Netze. Die Bestimmung mo¨glicher Ziele (Goalt0) zum Zeitpunkt
t0 erfolgt durch Beobachtungen vorangegangener Aktionen (Ei) des Benutzers.
Das Lumie`re-System bildet ein temporales Modell der Aktionen und berechnet
die Wahrscheinlichkeitswerte p(Ei,t|Goalt0) bestimmter Ziele unter der Bedingung
verschiedener Aktionsfolgen.
Der Wertebereich mo¨glicher Wahrscheinlichkeiten liegt zwischen der Wahr-
scheinlichkeit fu¨r eine unmittelbar beobachtete Aktion p(Ei,t0|Goalt0) und einer
Aktion außerhalb der Beobachtungsfolge p(E = false|Goalt0). Die Gu¨ltigkeit
der einzelnen Wahrscheinlichkeiten wird durch sog. evidential horizons (EH) be-
grenzt. EH markieren Schwellenwerte, an denen die Wahrscheinlichkeiten fu¨r ein
Ziel neu berechnet werden. Diese Schwellenwerte werden von Experten definiert
und ko¨nnen Zeitspannen oder eine festgelgte Anzahl an Interaktionsschritten sein.
Wird ein EH erreicht, definieren Zerfallsfunktionen (z.B. lineare oder exponenti-
elle Funktionen) die weitere Bewertung der Wahrscheinlichkeit eines Ziels. Auch
die Zerfallsfunktionen werden von Experten definiert.
Die Anbindung des Hilfesystems an Microsoft Excel erfolgt durch die Lumie`re
Events Language (LEL). Atomare Aktionen wie das Klicken mit der Maus auf
einen Menu¨eintrag werden protokolliert und analysiert. Zur Verfu¨gung stehen bei-
spielsweise folgende Methoden:
• Rate(xi, t): Ha¨ufigkeit, mit der eine atomare Aktion xi in t Sekunden oder
Interaktionen verwendet wird
• OneOf({x1, . . . , xn}, t): mindestens eine Aktion einer definierten Aktions-
sequenz wird in der Zeit t verwendet
• All({x1, . . . , xn}, t): alle Aktionen einer definierten Aktionssequenz werden
in der Zeit t verwendet
• Seq({x1, . . . , xn}, t): eine Sequenz von festgelegten Aktionen wird in der Zeit
t verwendet, andere Aktionen ko¨nnen z.T. in der Sequenz enthalten sein
• TightSeq({x1, . . . , xn}, t): eine Sequenz von festgelegten Aktionen ohne an-
dere Aktionen wird in der Zeit t verwendet
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• Dwell(t): im Zeitraum t werden keine Aktionen beobachtet
Auf diese Weise ko¨nnen Ru¨ckschlu¨sse u¨ber das Benutzerverhalten gezogen werden,
z.B. wie viele Sekunden ohne Aktivita¨t nach einer bestimmten Aktion verstreichen.
Informationen dieser Art werden in einem persistenten User Model in der Windows
Registry gespeichert. Der Aufbau des User Models kann durch drei Strategien
erfolgen:
• Pulsed Strategy: die Analyse von Aktionen und Inferenzoperationen finden
in festen Zeitintervallen statt
• Event Driven: Analyse und Inferenz werden durch eigens markierte Schlu¨s-
selaktionen ausgelo¨st
• Augmented Pulsed Strategy: Analyse und Inferenz finden statt, wenn das
System keine große Systemauslastung feststellt
Ermittelt das Hilfesystem wa¨hrend der Systembedienung ein potenzielles Dialog-
ziel, wird eine systeminitiierte Hilfe ausgegeben, welche die wahrscheinlichsten Hil-
fethemen abdeckt. Der Benutzer kann mit Hilfe einer sog.
”
Volume Control“ be-
stimmen, wie stark das Hilfesystem sich in die Dialoge einbinden soll. Konzep-
te und Themengebiete, die bereits zu einem fru¨heren Zeitpunkt behandelt wur-
den, durch den Benutzer jedoch mehrmals ignoriert wurden, werden aus der Hilfe
ausgeschlossen, bis eine signifikante A¨nderung des Benutzerverhaltens auftritt.
Eine funktional stark reduzierte Variante dieses Konzepts findet seine Anwen-
dung im Microsoft Office Assistenten (Horvitz et. al., 1998). Der Assistent leitet
anhand der durchgefu¨hrten Interaktionen eine Liste mit mo¨glichen Zielen und re-
sultierenden Hilfethemen ab, welche dem Benutzer angeboten wird. Ausfu¨hrliche
Hilfeinformationen ko¨nnen durch die Auswahl eines Hilfethemas abgerufen wer-
den.
3.2.4 Kyoto Sightseeing Guide
Fukubayashi et. al. (2006) stellen ein aktives Hilfesystem fu¨r ein sprachgesteuer-
tes Auskunftssystem vor, welches das Wissen eines Benutzers u¨ber das System
bei der Ausgabe der Hilfe beru¨cksichtigt. Sowohl die Struktur des Systems als
auch das Wissen des Benutzers wird durch einen Domain Concept Tree (DCT)
bestehend aus Knoten (Konzepte) und Kanten (Abha¨ngigkeiten) modelliert. Der
hierarchische Konzeptbaum besteht aus vier Ebenen:
• Systemebene: repra¨sentiert das gesamte System
• Funktionsebene: beinhaltet abstrakte Funktionen des System, z.B. Informa-
tionen zu Tempeln erfragen
• Elementebene: besteht aus abstrakten Elementen, die konkrete A¨ußerungen
enthalten ko¨nnen, z.B. die Bezeichnung von Tempeln
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Abbildung 3.1: Domain Concept Tree. Quelle: Fukubayashi et. al. (2006)




Es existieren zwei Arten von Knoten; AND Knoten kommen nur in der Funkti-
onsebene vor und legen fest, welche Elemente in einer vollsta¨ndigen Anfrage des
Benutzers enthalten sein mu¨ssen. OR Knoten ko¨nnen in allen Ebenen vorkommen
und bezeichnen alternativ anwendbare Konzepte.
Jeder Knoten verfu¨gt u¨ber einen zugewiesenen Wert p, welcher ausdru¨ckt, wie
gut ein Benutzer ein bestimmtes Konzept kennt. Anfa¨nglich erha¨lt jeder Knoten
den Wert p = 0, 5. Werte u¨ber 0,5 bedeuten, dass ein Konzept bekannt ist, Werte
kleiner 0,5 kennzeichnen einen Hilfebdarf zu diesem Konzept. Die Neuberechnung
von p fu¨r jeden Knoten n erfolgt nach einer Benutzera¨ußerung oder einer Hilfe-
ausgabe durch eine Funktion renew(n, p). Fu¨r die Vera¨nderung von p existieren
verschiedene Methoden:
• renew(n, p+u ): nach einer Benutzera¨ußerung wird der Wert p eines Knotens
n um pu erho¨ht.
• renew(n, p−u ): nach einer Benutzera¨ußerung wird der Wert p eines Knotens
n um pu erniedrigt.
• renew(n, p+h ): nach einer Hilfeausgabe wird der Wert p eines Knotens n um
ph erho¨ht.
Die Anwendung der einzelnen Methoden kann anhand einer schematischen Dar-
stellung des DCT (siehe Abbildung 3.2) deutlich gemacht werden.
Sobald eine Benutzera¨ußerung erfolgt, wird das Erkennerergebnis analysiert und
mit der Wortebene abgeglichen. Entha¨lt das Erkennerergebnis beispielsweise die
Vokabel E, wird dessen Wert mittels renew(E, p+u ) um p
+
u erho¨ht, da Konzept E
dem Benutzer bekannt ist. Anschließend wird gepru¨ft, ob der Vorga¨ngerknoten
(C ) ein AND Knoten ist, und ob dessen Bedingung erfu¨llt ist. In diesem Fall ist
C ein AND Knoten, die Bedingung ist jedoch nicht erfu¨llt, da D nicht in der A¨u-
ßerung enthalten war. Der Wert des Knotens C wird daher mittels renew(C, p−u )
um λ1 · p−u erniedrigt. Der Operator λ beschreibt die Gewichtung von pu. Die-
se nimmt mit zunehmender Entfernung von urspru¨nglich betrachteten Knoten E
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Abbildung 3.2: Schematische Darstellung des DCT
ab (λ0, λ1, λ2, . . .), da nicht sicher darauf geschlossen werden kann, dass das Wis-
sen u¨ber ein Konzept E u¨bergeordnete Konzepte (C,A) in gleicher Form mit ein-
schließt. Der Knoten A erha¨lt somit den Wert pA = λ
2 · p−u .
Nach der Ausgabe einer Hilfenachricht zu Konzept A, erha¨lt dieser Knoten den
Wert pA = p
+
h . Eventuell enthaltene konkrete Konzepte (Beispiele) aus der Wor-
tebene (z.B. D und E ) werden ebenfalls neu gewichtet. Die Knoten D und E er-
halten jeweils den neuen Wert pD,E =
p+h
N
, wobei N die Anzahl der Beispiele repra¨-
sentiert. Diese Maßnahme soll die Annahme widerspiegeln, dass mehrere Beispiele
schwerer zu memorieren sind als eines.
Die Ausgabe der aktiven Hilfe erfolgt entweder bei unvollsta¨ndigen Eingaben,
d.h. eine AND Bedingung wurde nicht erfu¨llt oder nach einer Zeitspanne ohne
A¨ußerung. Startknoten fu¨r die Berechnung einer Hilfenachricht ist der Knoten,
fu¨r den zuletzt renew(n, p−u ) ausgefu¨hrt wurde. Der fu¨r die Hilfeausgabe mo¨gliche
Konzeptknoten muss folgende Bedingungen erfu¨llen:
1. Er ist Nachfolger des Startknotens oder der Startknoten selbst.
2. Der Wert p des Knotens muss unter 0,5 liegen.
3. Er liegt in der dem Starknoten na¨chsten Ebene, die Kriterien 1 und 2 erfu¨llt.
Liefert die Analyse der Knoten mehrere mo¨gliche Konzepte, wird das mit dem
kleinsten Wert p ausgewa¨hlt. Existieren mehrere Knoten mit gleich niedrigen Wer-
ten, wird ein zufa¨lliger fu¨r die Hilfe ausgewa¨hlt. Abha¨ngig von der Ebene, in der
sich ein Konzept befindet, existieren fu¨r jede Ebene Vorlagen fu¨r Hilfetexte, in die
die Beschreibung der mo¨glichen Konzepte eingefu¨gt wird (vgl. Beispieldialog 3.1).
3.2.5 SmartAide`
Ramachandran und Young (2005) entwickeln mit SmartAide` ein Hilfesystem fu¨r
graphische Benutzeroberfla¨chen, welches dem Benutzer eine detaillierte Anleitung
zu verschiedenen Hilfethemen einer MS Windows Anwendung (z.B. iTunes) bietet.
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User: Tell me about Kiyomizu Temple.
System: I could not understand what you want to know about Kiyomizu
Temple. To get information about temples, ask me a question with
both a name of a temple and an item of the temple.
User: Tell me the history of Kiyomizu Temple.
System: I could not understand what you want to know about Kiyomizu
Temple. You can get information about about temples, for exam-
ple, by saying summary, adress, telephone number, as a name of
items.
Dialog 3.1: Kyoto Sightseeing Guide: fett dargestellte Dialogteile sind die erkannten Wo¨rter des
Spracherkenners, kursiv dargestellte Dialogteile wurden vom Hilfesystem in die Antwortvorlagen
fu¨r die verschiedenen Ebenen des Auskunftssystems eingefu¨gt (vgl. Abbildung 3.1).
Sobald eine Applikation gestartet wird, o¨ffnet sich auch ein SmartAide` Dialog. Das
Hilfesystem beobachtet alle Zusta¨nde von Objekten innerhalb der Applikation
sowie den zustand der Applikation selbst (minimiert, maximiert).
Jede ausgefu¨hrte Aktion wird mit einer Aktionsbibliothek abgeglichen, in wel-
cher verschiedene Aktionssequenzen hinterlegt sind. Jeder Eintrag in der Aktions-
bibliothek entha¨lt Informationen u¨ber notwendige Vorbedingungen und mo¨gliche
Nachfolgebedingungen. Durch den Abgleich der beobachteten Aktionen mit der
Aktionsbibliothek versucht SmartAide`, mo¨gliche Ziele des Benutzers zu identifi-
zieren und eine optimale Hilfe zu generieren.
Der Aufruf der Hilfe erfolgt durch die Auswahl eines Hilfethemas aus einer Li-
ste mo¨glicher Hilfethemen, welche in Abha¨ngigkeit von den Interaktionen des Be-
nutzers aktualisiert wird. Wa¨hlt der Benutzer ein Hilfethema aus, wird ein ent-
sprechender Plan zum Erreichen dieses Ziels erzeugt. Dabei werden Informationen
u¨ber den aktuellen Kontext und zum Zielzustand ausgewertet, um eine mo¨gliche
Aktionssequenz zwischen Ist- und Zielzustand zu erzeugen. Die Auswertung von
Informationen u¨ber die Reihenfolge von Aktionen und Vorbedingungen, die even-
tuell bereits erfu¨llt sind, liefert einen an den momentanen Kontext angepassten
Plan.
Die einzelnen Aktionen dieses Plans werden in XML kodiert und an einen Exe-
cution Manager (EM) gesendet, der einen gerichteten zyklischen Graphen daraus
erzeugt. Die Knoten des Graphen repra¨sentieren Aktionen, die Kanten bilden kau-
sale und zeitliche Abha¨ngigkeiten ab. Der EM entfernt ggf. u¨berflu¨ssige Knoten
und transferiert jede Aktionen und deren Parameter des resultierenden Plans in
ein XML Beschreibungsformat, das konkrete Funktionsaufrufe fu¨r die Zielapplika-
tion beschreibt. Dieses XML Schema wird an das SmartAide` Hilfemodul gesendet,
welches die Funktionsaufrufe ausfu¨hrt und auf diese Weise Schritt fu¨r Schritt Ob-
jekte einer Applikation vera¨ndert. Gleichzeitig werden zeitlich synchron entspre-
chende textuelle Hilfeausgaben produziert. Auf diese Weise erha¨lt der Benutzer
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sowohl eine Demonstration als auch eine Erla¨uterung der notwenigen Aktionen
zum gewu¨nschten Zielzustand.
3.2.6 Targeted Help
Unter dem Begriff Targeted Help (TH) stellen Hockey et. al. (2003) ein Hilfekon-
zept fu¨r SDS vor, welches die Doma¨ne von Out-Of-Vocabulary (OOV) A¨ußerun-
gen abdeckt. OOV bedeutet, dass eine Benutzereingabe Vokabular entha¨lt, das
nicht in einer Grammatik spezifiziert wurde und somit vom SDS nicht verarbeitet
werden kann. In der Regel reagiert eine SDS auf diese Dialogsituationen, indem
eine Aufforderung zur nochmaligen Eingabe eines Kommandos ausgegeben wird.
Unter Verwendung von TH erfolgt jedoch eine Analyse der OOV A¨ußerung mit
Hilfe eines zweiten Spracherkenners mit statistischem Sprachmodell (vgl. Kapitel
2.2.2.1).
Das TH Modul ist getrennt vom regula¨ren SDS und beinhaltet einen SLM Spra-
cherkenner, einen Targeted Help Activator zur Analyse der Erkennerergebnisse
des ersten und zweiten Spracherkenners und einen Targeted Help Agent, der die
Hilfe ausgibt (vgl. Abbildung 3.3). Der Targeted Help Activator steuert die Hilfe
Abbildung 3.3: Aufbau des Targeted Help Moduls. Quelle: Hockey et. al. (2003)
unter Beru¨cksichtigung verschiedener Erkennerergebnisse:
• Liefern sowohl der erste grammatikbasierte Spracherkenner (GB) als auch
der zweite Spracherkenner (SLM) ein eindeutiges Erkennerergebnis, bleibt
TH deaktiviert. Der Dialog wird mit dem Resultat des GB Erkenners fort-
gesetzt.
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• Ist das Ergebnis des GB Erkenners eindeutig, das des SLM Erkenners jedoch
nicht, bleibt die Hilfe ebenfalls deaktiviert.
• Liefert der GB Erkenner kein Ergebnis, der SLM Erkenner jedoch schon,
wird zuna¨chst versucht, das Ergebnis des SLM Erkenners zu parsen. Falls
das Parsing erfolgreich verla¨uft, wird das Ergebnis an den GB Erkenner
gesendet und dient dort der Dialogfortsetzung.
• Erzeugt der GB Erkenner ein schlechtes, der SLM Erkenner ein gutes Er-
gebnis und schla¨gt das Parsing des SLM Ergebnisses fehl, wird der Targeted
Help Agent aktiviert.
• Liefern sowohl GB als auch SLM Erkenner ein schlechtes Erkennerergebnis,
kann keine Interpretation der Eingabe erfolgen und die Standardfehlernach-
richt wird ausgegeben.
Die Aktivierung des Targeted Help Agents setzt einen Analyseprozess in Gang.
Zuna¨chst wird gepru¨ft, was das Hilfesystem verstanden hat. Die Diagnose der
Eingabe kann drei verschiedene Auspra¨gungen annehmen:
• Endpoint Fehler: der Anfang oder das Ende einer A¨ußerung wurde abge-
schnitten. Die Identifizierung dieses Fehlers basiert auf einem Abgleich des
SLM Erkennerergebnisses mit der Grammatik des GB Erkenners.
• Unbekanntes Vokabular: das bei der Eingabe verwendete Vokabular ist nicht
in der Grammatik des GB Erkenners, aber im SLM Vokabular enthalten.
Das Hilfesystem erzeugt dann eine Ausgabe der Form
”
The system doesn’t
understand the word X“.
• Subkategorisierungsfehler: ein bestimmtes Word ist zwar in der Grammatik
enthalten, die Art undWeise wie es verwendet wurde entspricht jedoch keiner
gu¨ltigen Regel. So kann z.B. die A¨ußerung
”
Fly between the hospital and
the school“ den gu¨ltigen Befehl
”
fly“ enthalten, die Parameter
”
between the
hospital and the school“ jedoch sind in der Form ungu¨ltig. Die Hilfeausgabe
wu¨rde in diesem Fall lauten:
”
The system heard fly between the hospital
and the school, unfortunately it doesn’t understand fly when used with the
words between the hospital and the school. You could try saying fly to the
hospital“. Die Identifizierung dieses Fehlertyps erfolgt ebenfalls durch den
Abgleich des Erkennerergebnisses mit der Grammatik.
Die Ausgabe der Hilfetexte erfolgt grundsa¨tzlich mit gu¨ltigem Vokabluar aus der
Grammatik, das vom Benutzer bereits richtig angewendet wurde. Auf diese Weise
erha¨lt der Benutzer auch eine implizite positive Ru¨ckmeldung u¨ber die eigenen
A¨ußerungen.
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3.2.7 MATCH: Multimodal Access to City Help
Hastie et. al. (2002) entwarfen ein multimodales Hilfesystem fu¨r das Auskunftssy-
stem MATCH (Multimodal Access to City Help). Die Hilfedoma¨ne umfasst drei
Bereiche:
• Informationen zu Restaurants
• Auskunft u¨ber U-Bahn-Verbindungen
• Hilfe zur Kartenbedienung
Der Aufruf der Hilfe kann durch das Sprachkommando
”
Hilfe“, das Schreiben des
Worts
”
Hilfe“ mit einem Stift auf dem Kartenbildschirm oder durch Antippen ei-
nes Hilfebuttons mit dem Stift erfolgen. Ferner ko¨nnen ausfu¨hrlichere Hilfeanfra-
gen per Sprache (
”
Help me find a restaurant“) gestartet werden. Falls die Hilfe-
doma¨ne nicht spezifiziert wurde, wird ein Dialog initiiert, um die Hilfedoma¨ne zu
ermitteln (siehe Dialog 3.2). Wird die Hilfedoma¨ne spezifiziert oder geht diese aus
User: Help.
System: I can help you find a restaurant, get subway directions or move
around the map. Which one would you like to know about?
Dialog 3.2: MATCH Hilfe
der urspru¨nglichen Hilfeanfrage hervor (z.B.
”
Help me find a restaurant“), werden
die relevanten Kontextinformationen extrahiert. Das Hilfesystem wertet dazu das
momentane Zoom Level (hoch oder niedrig) sowie die Anzahl der auf dem Bild-
schirm sichtbaren Entita¨ten (z.B. Restaurants) aus. Ein hohes Zoom Level impli-
ziert beispielsweise, dass viele Restaurants und keine zugeho¨rigen Details auf der
Karte zu sehen sind. Eine entsprechende akustische Hilfeausgabe unterstu¨tzt den
Benutzer dabei, detailliertere Informationen u¨ber Restaurants zu erhalten (siehe
Dialog 3.3). Befindet sich der Benutzer bereits auf einem niedrigeren Zoom Level,
User: Show me italian restaurants in Manhattan.
User: Help.
System: You can get a closer look at restaurants by circling the area or
the restaurant you’re interested in and saying, for example, zoom
in here, or just writing zoom.
Dialog 3.3: MATCH Hilfe fu¨r ein hohes Zoom Level
wird Hilfe zur Abfrage von Detailinformationen gegeben (siehe Dialog 3.4) Neben
der Erla¨uterung verschiedener Interaktionsmo¨glichkeiten demonstriert das Hilfe-
system synchron zur Sprachausgabe auch haptische Eingabemo¨glichkeiten. Wa¨h-
rend der Ausgabe der Phrase
”
zoom in here“ aus Dialog 3.3 zeichnet das Hilfe-
system einen Kreis auf einer Kartenregion; wa¨hrend der Anweisung
”
or just wri-
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User: Zoom in here.
User: Help.
System: You can get information abouzt restaurants such as the phone
number, adress or review. For exapmle, to get the phone number,
circle a restaurant, like this, and say or write phone.
Dialog 3.4: MATCH Hilfe fu¨r ein niedriges Zoom Level
te zoom“ schreibt das Hilfesystem das Wort
”
zoom“ auf dem Display (siehe Ab-
bildung 3.4(a)). Gleiches gilt fu¨r Dialog 3.4 (siehe Abbildung 3.4(b)) Die explizi-
(a) MATCH Hilfe (b) MATCH Screen (c) MATCH Hilfe
Abbildung 3.4: MATCH System. Quelle: Hastie et. al. (2002)
te Anleitung zu verschiedenen Eingabemo¨glichkeiten soll den Benutzer dazu brin-
gen, verschiedene Modalita¨ten zu verwenden und die kognitive Belastung auf diese
Modalita¨ten zu verteilen (Mayer und Moreno, 2003).
In manchen Kontexten werden neben der Hilfestellung zu sprachlichen oder hap-
tischen Eingaben auch Hilfebuttons (Restaurant Info, Subway, Map) eingeblendet,
die mit dem Eingabestift angewa¨hlt werden ko¨nnen (siehe Abbildung 3.4(c)). Die-
se Buttons sind nur fu¨r einen Dialogschritt sichtbar und bieten dem Benutzer eine
fehlerrobuste Eingabevariante.
Die Notation der Hilfedialoge erfolgt u¨ber ein XML-Schema, in dem die Prompts
und Aktionen fu¨r die Hilfeausgaben definiert werden. Die Synchronisation der
Aktionen mit den Prompts wird durch Setzen von Bookmarks an den gewu¨nschten
Positionen der Sprachausgaben erreicht:
<mhdm>
<speech>
You can get information about restaurants such as the phone
number, address or review. For example, to get the phone
number, circle a restaurant <bookmark>1</bookmark> like
this, and say or write <bookmark>2</bookmark> phone.
</speech>










3.2.8 Hilfesysteme fu¨r SDS in automotiven Umgebungen
Hilfesysteme fu¨r SDS in automotiven Umgebungen legen im Vergleich zu solchen
fu¨r Softwaresysteme eine gesonderte Betrachtungsweise nahe, zudem mu¨ssen bei
der Entwicklung andere Rahmenbedingungen beru¨cksichtigt werden. Die Prima¨r-
aufgabe der Fahrzeugfu¨hrung darf durch FIS nicht beeintra¨chtigt werden. Darge-
botene Informationen mu¨ssen daher in versta¨rktem Maße auf ein Ziel fokussiert
sein, um die Ablenkung des Fahrers mo¨glichst gering zu halten. Weiterfu¨hrende
Informationen, z.B. zu a¨hnlichen Funktionen oder Themengebieten, ko¨nnen sich
im Fahrzeug negativ auf die Prima¨raufgabe auswirken.
Zudem sind die Interaktionsmo¨glichkeiten des Fahrers mit FIS eingeschra¨nkt.
Die Anzeige-Bedienkonzepte der einzelnen Fahrzeughersteller sind proprieta¨r, d.h.
Interaktionsparadigmen wie die direkte Manipulation von Objekten auf einer me-
taphernbasierten graphischen Benutzeroberfla¨che (GUI; z.B. Microsoft Windows)
ko¨nnen nicht auf die Bedienung der FIS u¨bertragen werden. GUIs in Fahrzeugen
folgen einer eigenen Bedienlogik, wobei die einzelnen Hersteller unterschiedliche
Konzepte verfolgen (siehe Abbildung 3.5(a) und 3.5(b)). Ebenso verschieden wie
der Aufbau der GUIs sind die Elemente fu¨r die Bedienung derselben. Fu¨r die Navi-
gation innerhalb der Menu¨s stehen dem Benutzer zum einen haptische Bedienele-
mente (Dreh- und Dru¨cksteller) und zum anderen SDS zur Verfu¨gung (siehe Ab-
bildung 3.5(c) und 3.5(d)). Im Gegensatz zu klassischen Anwendungen aus dem
Bereich der Betriebssysteme und Anwendungssoftware, haben sich SDS im Au-
tomobil inzwischen etabliert und decken ein breites Spektrum an Funktionen ab.
Da die Interaktion zwischen Mensch und Maschine mittels Sprache jedoch immer
noch einer Phase der Gewo¨hnung und Vertrauensbildung bedarf, gelten fu¨r die
Entwicklung sprachlicher Hilfesysteme auch aus diesem Grund besondere Anfor-
derungen. Erfahrungen aus der Untersuchung zu traditionellen aktiven oder passi-
ven Hilfesystemen ko¨nnen nur bedingt auf die Doma¨ne sprachlicher Hilfesysteme,
insbesondere im automotiven Bereich, u¨bertragen werden.
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(a) Audi MMI Display. Quelle: Audi
(2007)
(b) BMW iDrive Display. Quelle: BMW
Group (2007)
(c) Audi MMI Bedienelemente. Quelle:
Audi (2007)
(d) BMW iDrive Controller. Quelle:
BMW Group (2007)
Abbildung 3.5: GUIs und Bedienelemente verschiedener Anzeige-Bedienkonzepte
Bei der Generierung von Hilfeausgaben verfolgen die Fahrzeughersteller verschie-
dene Ansa¨tze1. Das SDS von Audi verfu¨gt zum einen u¨ber eine allgemeine Hilfe,
welche Hinweise zur Bedienung und fu¨r den Aufruf weiterer Hilfethemen entha¨lt
(siehe Dialog 3.5). Zudem kann jederzeit Hilfe zu einem Gera¨t aufgerufen werden.
User: Hilfe MMI.
System: Ein kurzer Druck auf die PTT-Taste am Lenkrad aktiviert die
Sprachbedienung oder selektiert einen Eintrag bei einer Listen-
auswahl. Ein langer Druck auf PTT bricht einen laufenden Dia-
log ab. Sie ko¨nnen bei jeder Eingabe Abbruch oder Hilfe sagen.
Fu¨r Informationen zu einem Gera¨t sagen Sie beispielsweise Hil-
fe Radio oder Hilfe CD usw. Mo¨gliche Gera¨te sind Radio, CD,
Adressbuch, Telefon, Navigation.
Dialog 3.5: AUDI MMI SDS: allgemeine Hilfe
Die Ausgaben sind mehrstufig aufgebaut und enthalten jeweils eine begrenzte An-
zahl verfu¨gbarer Kommandos. Bei Bedarf ko¨nnen zusa¨tzliche Informationen ange-
fordert werden (siehe Dialog 3.6). Die kontextspezifische Hilfefunktion bietet dem
1Die Untersuchung der hier vorgestellten Hilfesysteme fand in den jeweiligen Fahrzeugen statt.
Eine zusa¨tzliche Informationsquelle stellen die Bedienungsanleitungen der betrachteten Fahr-
zeuge dar.
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User: Hilfe Navigation.
System: Wichtige Befehle fu¨r die Navigation sind: La¨nderauswahl, Zielort,
Postleitzahl oder Straße eingeben sowie Navigiere zu einem
Adressbucheintrag, fu¨r den Sie einen Namen vergeben haben und
Zielfu¨hrung starten bzw. stoppen. Wollen Sie weitere Hilfe?
User: Ja.
System: Weitere Befehle fu¨r die Navigation sind: Sonderziel, Letzte Zie-
le, Top Ziele, Info, Dynamisierung ein/aus, Verkehrsinfo und Ab-
bruch. Wollen Sie Hilfe zur Kartendarstellung?
User: Ja.
System: Mo¨gliche Kartendarstellungen sind: Zoomautomatik, U¨bersichts-
karte, Detailkarte, Zielkarte, Positionskarte, Maßstab 50m bis
500km sowie Karte gro¨ßer und Karte kleiner. Allgemeine Hilfe
erhalten Sie mit dem Kommando Hilfe MMI.
Dialog 3.6: AUDI MMI SDS: Hilfedialog zu Navigation
Benutzer Informationen zu Kommandos, welche im aktuellen Kontext gesprochen
werden ko¨nnen (siehe Dialog 3.7).
User: Hilfe.
System: In der Liste bla¨ttern ko¨nnen Sie mit weiterbla¨ttern, zuru¨ckbla¨t-
tern, Listenanfang. Mit dem Kommano Eingabe wiederholen ko¨n-
ne Sie das Ziel noch einmal eingeben. Mit Postleitzahl ko¨nnen Sie
eine Postleitzahl fu¨r einen Ort eingeben.
Dialog 3.7: AUDI MMI SDS: Hilfedialog im Kontext Zielliste/Navigation
BMW bietet zwei Hilfefunktionen an, zum einen generelle Hinweise zur Bedie-
nung des Systems (Kommando
”
Hilfe“), zum anderen dient das Kommando
”
Op-
tionen“ dazu, eine Liste aller sprechbaren Kommandos des aktuellen Kontexts
auszugeben (siehe Dialog 3.8).
User: Optionen.
System: Nennen Sie einen Namen gefolgt von anrufen, z.B. Markus Abel
anrufen, oder sagen Sie Name wa¨hlen, Nummer wa¨hlen, Nummer
speichern, sowie Telefonbuch, Kurzwahlliste, Top acht, Wahlwie-
derholung, angenommene Anrufe, entgangene Anrufe, aktive An-
rufe und Telefon aus.
Dialog 3.8: iDrive SDS: Hilfedialog im Kontext Telefon
In Hof (2004) und Hof und Hagen (2006) wird ein u¨berarbeitetes Konzept fu¨r
das iDrive Hilfesystem vorgestellt. A¨hnlich wie beim Audi MMI, erfolgt im ent-
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wickelten Prototyp eine Strukturierung der Hilfeausgaben hinsichtlich funktio-
naler Zusammengeho¨rigkeit oder Nutzungsha¨ufigkeit einzelner Funktionen. Beide
Optimierungsansa¨tze leisten einen positiven Beitrag zum Umgang mit dem iDrive
SDS. Im Zuge einer steigenden Funktionsvielfalt sto¨ßt jedoch auch dieses Kon-
zept an seine Grenzen, da die Komplexita¨t der Dialoge innerhalb des Hilfesystems
proportional zu der des SDS steigt (siehe Dialog 3.9).
User: Wahlwiederholung.
System: Wahlwiederholung. Nennen Sie einen Eintrag oder wa¨hlen Sie Li-
ste vorlesen, Liste anzeigen oder Liste lo¨schen.
User: Optionen.
System: Optionen. Wa¨hlen Sie Listennamen oder Listenfunktionen. Sagen
Sie Telefonmenu¨ um ins Menu¨ zuru¨ckzukehren.
User: Listenfunktionen.
System: Listenfunktionen. Wa¨hlen Sie Verwaltungsfunktionen oder Navi-
gationsfunktionen. Sagen Sie Telefonmenu¨ um ins Menu¨ zuru¨ck-
zukehren.
User: Verwaltungsfunktionen.
System: Verwaltungsfunktionen. Sagen Sie innerhalb einer Liste anzeigen,
vorlesen oder lo¨schen. Um einen Eintrag zu wa¨hlen sagen Sie einen
Namen oder eine Nummer. Sagen Sie Telefonmenu¨ um ins Menu¨
zuru¨ckzukehren.
User: Liste vorlesen.
Dialog 3.9: iDrive SDS mit u¨berarbeitetem Hilfekonzept: Hilfedialog im Kontext Wahlwieder-
holung
Ford und Honda verfolgen mit ihren SDS Hilfesystemen einen kontextspezifischen
Ansatz. Das Kommando
”
Hilfe“ listet alle sprechbaren Kommandos im aktuel-
len grafischen Kontext auf. Honda bietet daneben mit dem Kommando
”
Voice
Command Help“ eine Auflistung aller sprachbedienbaren Funktionen (ca. 200) an.
Das SDS des Hersteller Infiniti weist kein Hilfesystem mit Dialogmo¨glichkeit auf.
Das Kommando
”





Navigation Help“). Nach der Auswahl eines
dieser Bereiche wird der Sprachdialog geschlossen, die mo¨glichen Kommandos im
aktuellen Kontext werden auf dem Display angezeigt, jedoch nicht vorgelesen.
Lexus stellt lediglich eine statische Hilfe bereit, die ebenfalls nicht sprachbe-
dienbar ist. Das Kommando
”
Hilfe“ o¨ffnet eine hierarchisch aufgebaute U¨bersicht
mo¨glicher Hilfethemen auf dem Display. Innerhalb der Hilfe kann lediglich mit
dem Controller navigiert werden, die Kommandos werden zudem nicht vorgele-
sen. Unabha¨ngig vom Kontext, in dem die Hilfe aufgerufen wird, o¨ffnet sich die
Hilfe stets auf der U¨bersichtsseite. Die Hilfe gibt Informationen zu kontextunab-
ha¨ngigen und kontextabha¨ngigen Sprachkommandos, jedoch ist bei letzteren z.T.
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nicht klar gekennzeichnet, in welchen Kontexten diese gu¨ltig sind. Durch Dru¨cken
der PTT-Taste wird das Hilfefenster wieder geschlossen.
Mercedes verfu¨gt u¨ber eine dreigeteilte Hilfefunktionalita¨t. Mit
”
Hilfe Lingua-
tronic“ ko¨nnen ausfu¨hrliche Hinweise zuzm Umgang mit dem SDS aufgerufen wer-
den.
”
Hilfe Funktionen“ listet die mo¨glichen Gera¨te wie z.B. Navigation oder Ra-
dio auf,
”
Hilfe“ gibt die sprechbaren Kommandos im aktuellen Kontext aus. Als
einziges System ermo¨glicht Linguatronic eine haptische Interaktion wa¨hrend der
Hilfeausgaben. Dru¨ckt der Benutzer wa¨hrend der Ausgabe die PTT-Taste, wird
die Funktion ausgefu¨hrt, die gerade vorgelesen wird.
Mit Ausnahme des Linguatronic Hilfesystems verfu¨gt keines der genannten Sy-
steme im Automobilbereich u¨ber multimodale Interaktionsmo¨glichkeiten. Basie-
rend auf dem in Kapitel 2.1.2 definierten Klassifikationsschema, ko¨nnen die be-
stehenden Systeme im Sinne einer multimodalen Ausrichtung als exklusive Syste-
me definiert werden, da die Verwendung der einzelnen Modalita¨ten nicht oder nur
minimal parallel mo¨glich ist und die Interaktionen in verschiedenen Modalita¨ten
nicht miteinander verknu¨pft sind (siehe Abbildung 3.6).
Abbildung 3.6: Klassifikation von Hilfesystemen. [1]: Audi, [2]: BMW, [3]: Ford, [4]: Honda,
[5]: Infiniti, [6]: Lexus, [7]: Mercedes
3.3 Fazit
Die vorgestellten Hilfesysteme verfolgen verschiedenste Ansa¨tze zur Generierung
von Hilfeausgaben. Abbildung 3.7 gibt nochmals einen Gesamtu¨berblick u¨ber die
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Eigenschaften der einzelnen Hilfesysteme. Die Bewertung der einzelnen Hilfesy-
steme basiert auf den in Kapitel 3.1 erla¨uterten Merkmalen zur Kategorisierung
von Hilfesystemen sowie den in Kapitel 2.1.3 aufgefu¨hrten Klassifikationsschemata
nach Biemans et. al. (2002) und Kass und Finin (1988).
Abbildung 3.7: Klassifikation interaktiver Hilfesysteme
Die in Kapitel 3.2.8 beschriebenen Hilfesysteme fu¨r SDS in Fahrzeugen ko¨nnen
hinsichtlich ihrer zugrunde liegenden Konzepte differenziert werden (siehe Abbil-
dung 3.8). Alle bestehenden Systeme sind passive Hilfesysteme, d.h. die Hilfe wird
explizit durch den Benutzer aufgerufen. Die meisten Hilfesysteme bieten dabei ei-
ne kontextspezifische Hilfe an, d.h. ein Benutzer erha¨lt mo¨gliche Sprachkomman-
dos fu¨r den Kontext des aktuellen Systemzustands. Einzig die Hilfesysteme der
Hersteller Infiniti und Lexus stellen lediglich eine statische Hilfefunktionalita¨t zur
Verfu¨gung. Alle Hilfesysteme beinhalten eine einheitliche Hilfefunktionalita¨t, es
erfolgt keine Anpassung der Hilfe an Kenntnisse des Benutzers oder andere Ein-
flussfaktoren. Alle Hilfesysteme sind proprieta¨r und ko¨nnen nur mit den zugho¨ri-
gen SDS betrieben werden.
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Abbildung 3.8: Klassifikation bestehender Hilfesysteme fu¨r SDS in Fahrzeugen
Die aufgefu¨hrten Hilfesysteme ermo¨glichen multimodale Interaktionen, jedoch
sind diese mit Ausnahme der Linguatronic von Mercedes weder parallel verwend-
bar noch miteinander verbunden und ko¨nnen somit nur als exklusiv-multimodale
Systeme bezeichnet werden (siehe Abbildung 3.6). Die Linguatronic hingegen er-
mo¨glicht wa¨hrend der Sprachausgaben eine haptische Bedienung. Da jedoch kei-
ne umfangreicheren Interaktionen mo¨glich sind, kann dieses Hilfesystem nicht als
vollwertiges simultan-multimodales System klassifiziert werden.




In Kapitel 4.1 werden einleitend allgemeine Anforderungen an ein Hilfesystem fu¨r
SDS im Fahrzeug erla¨utert, z.B. wie die Inhalte der Hilfe aufgebaut sein sollen,
welche Form der Adaption sinnvoll ist und wie multimodale Interaktionen inte-
griert werden sollen. Neben konzeptuellen Kriterien werden zudem kurz die spe-
ziellen Rahmenbedingungen fu¨r den Einsatz im Fahrzeug erla¨utert. Anschließend
erfolgt eine Bewertung bestehender Hilfesysteme in Fahrzeugen (Kapitel 4.2) so-
wie die Beurteilung alternativer Hilfekonzepte aus anderen Anwendungsbereichen
(Kapitel 4.3).
4.1 Generelle Anforderungen an Hilfesysteme
ku¨nftiger Fahrzeuggenerationen
Basierend auf den betrachteten Klassifikationsschemata, muss ein Hilfesystem fu¨r
SDS in ku¨nftigen Fahrzeuggenerationen die Schwachstellen bisheriger Systeme be-
seitigen. Vor allem unter dem Aspekt einer steigenden Funktionsvielfalt besteht
die Herausforderung darin, Hilfesysteme so informativ wie mo¨glich zu gestalten
und gleichzeitig die mentale Belastung des Benutzers wa¨hrend der Fahrzeugfu¨h-
rung zu minimieren.
Einen wichtigen Beitrag dazu liefern die unter Kapitel 2.3 beschriebenen Kriteri-
en fu¨r benutzerfreundliche Sprachdialogsysteme. Ein optimales Hilfesystem muss
alle Anforderungen des Kriterienkatalogs erfu¨llen. Besonderes Augenmerk soll-
te dabei dem Aspekt der Individualisierbarkeit bzw. Adaption zukommen. Keines
der bisher entwickelten Hilfesysteme im automotiven Bereich bietet Mechanismen,
mit deren Hilfe ein Benutzer das System anpassen kann bzw. auf deren Basis eine
systemseitige Adaption mo¨glich ist. Nach Libuda und Kraiss (2003) stellen ins-
besondere die Adaption des Systems an Wissen und Pra¨ferenzen des Benutzers
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sowie die Anpassung an wechselnde Rahmenbedingungen wa¨hrend eines Dialogs
vielversprechende Ansa¨tze dar.
Bei der Generierung von Hilfedialogen sollte v.a. der individuelle Anspruch an
relevante Informationen beru¨cksichtigt werden. Nach Fischer (2001) ko¨nnen die
Kenntnisse eines Benutzers u¨ber ein Mensch-Maschine-System in drei Kategorien
eingeteilt werden (siehe Abbildung 4.1). Die Menge F1 bildet die Funktionen ab,
Abbildung 4.1: Kenntnisse eines wenig erfahrenen Benutzers u¨ber Systemfunktionen
die dem Benutzer gut bekannt sind, die er ha¨ufig nutzt und die einfach zu ver-
wenden sind. F2 repra¨sentiert Funktionen, die der Benutzer nur vage kennt, selten
benutzt und fu¨r deren Verwendung er ha¨ufiger die Hilfe aufrufen muss. F3 bildet
die Menge aller Funktionen, von denen der Benutzer glaubt, dass diese im System
enthalten sind. F4 beinhaltet alle Funktionen, die der Benutzer nicht kennt und
F bildet die Obermenge aller tatsa¨chlich verfu¨gbaren Systemfunktionen.
Basierend auf diesem Modell sollten die Hilfeinhalte zuna¨chst darauf ausgerich-
tet sein, den Erstkontakt eines Benutzers mit dem Dialogsystem zu erleichtern
und die Menge F1 zu etablieren. Sobald ein Benutzer u¨ber genu¨gend Erfahrungen
mit einfachen Funktionen gesammelt hat und diese ha¨ufig verwendet, kann die
Ausrichtung der Hilfe allma¨hlich auf die Funktionen F2 u¨bergehen. Mit zuneh-
mender Verwendung einzelner Funktionen aus F2 ko¨nnen diese F1 zugerechnet
werden. Ein weiterer Bestandteil eines Hilfesystems sollte darin bestehen, mittel-
bis langfristig das Wissen des Benutzers u¨ber die Mo¨glichkeiten des Systems (F3)
zu erweitern und F3 mo¨glichst mit F4 in Einklang zu bringen. Auf diese Weise
etabliert sich mit steigendem Erfahrungsgrad eine stabile Menge F1 und F2 sowie
im Optimalfall Wissen u¨ber die Mo¨glichkeiten und Grenzen des Systems (siehe
Abbildung 4.2).
Hinsichtlich der eingesetzten Interaktionsparadigmen sollte der multimodalen
Interaktion eine erho¨hte Bedeutung zukommen. Mit Ausnahme der Linguatro-
nic von Mercedes sind alle automotiven Hilfesysteme exklusiv-multimodale Syste-
me. Da im Fahrzeug die prima¨re Aufgabe stets die Fahrzeugfu¨hrung ist, mu¨ssen
die sekunda¨ren Aufgaben (Bedienung der FIS und FAS) bestmo¨glich an die Pri-
ma¨raufgabe angepasst werden. Nach Neuss (2001) und Niedermaier (2003) bieten
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Abbildung 4.2: Kenntnisse eines erfahrenen Benutzers u¨ber Systemfunktionen
alternierend-multimodale Dialogsysteme in Kraftfahrzeugen das gro¨ßte Potenzi-
al, Benutzer optimal bei der Erreichung eines Ziels zu unterstu¨tzen und gleichzei-
tig die mentale Belastung gering zu halten. Bei synergetisch-multimodalen Syste-
men kann der Koordinationsaufwand, insbesondere bei der Verwendung verschie-
dener Eingabemodalita¨ten, die mentale Belastung des Benutzers unno¨tig erho¨hen.
Zudem besitzen nach Oviatt et. al. (1997) synergetisch-multimodale Systeme ih-
re Sta¨rken hauptsa¨chlich in ra¨umlich zuordnenden Aufgabentypen, wie z.B. der
Markierung eines Kartenausschnitts per Touchscreen und paralleler Sprachein-
gabe. Da Aufgaben dieser Art im Fahrzeug nicht auftreten, ist die Entwicklung
synergetisch-multimodaler Dialogsysteme in dieser Doma¨ne wenig sinnvoll. Mul-
timodale Systeme sollen demnach je nach Aufgabentyp die optimale Modalita¨t
zur Erreichung eines Ziels zur Verfu¨gung stellen (exklusiv-multimodal) oder ein-
zelne Modalita¨ten sinnvoll miteinander verknu¨pfen (alternierend-multimodal bzw.
simultan-multimodal; siehe Abbildung 4.3).
Abbildung 4.3: Anforderung an multimodale Dialogsysteme im Kraftfahrzeug
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Neben konzeptuellen Anforderungen muss ein Hilfesystem den speziellen Rah-
menbedingungen im Fahrzeug Rechnung tragen. Da die Rechenleistung einer
Headunit1 begrenzt ist und mehrere Applikationen darauf parallel betrieben wer-
den (z.B. Navigationssystem, Entertainment), muss das SDS Hilfesystem extrem
performant sein, um einen Dialog in Echtzeit gewa¨hrleisten zu ko¨nnen. Ferner
muss der Speicherbedarf des Hilfesystems mo¨glichst gering sein, da fu¨r die In-
tegration zusa¨tzlicher Systeme nur begrenzte Ressourcen zur Verfu¨gung stehen.
Zudem muss das Hilfesystem einfach zu implementieren und zu erweitern sein,
da mit jeder Modellu¨berarbeitung und u¨ber verschiedenen Baureihen hinweg un-
terschiedliche Spezifikationen und Funktionsumfa¨nge fu¨r das SDS definiert wer-
den. Als Richtwert fu¨r den maximalen Funktionsumfang des SDS mu¨ssen ca. 850
Funktionen beru¨cksichtigt werden.
4.2 Bewertung bestehender Hilfesysteme in
Fahrzeugen
Die Bewertung der Hilfesysteme kann anhand der in Kapitel 2.3 vorgestellten
Richtlinien fu¨r den Entwurf von Dialogsystemen erfolgen. Die DIN EN 9241-10,
die Acht Goldenen Regeln des Interface Designs sowie die Richtlinien fu¨r die Ge-
staltung von Sprachdialogen u¨berschneiden sich z.T. in ihrer Bedeutung. Aus die-
sem Grund ist es mo¨glich, diese Richtlinien zu kombinieren und die Hilfesysteme
anhand des resultierenden Kriterienkatalogs zu bewerten:
• Selbstbeschreibungsfa¨higkeit, Feedback (EN ISO 9241-10, Acht Goldene Re-
geln des Interface Designs): Das System ist intuitiv versta¨ndlich, die Ru¨ck-
meldungen fu¨r jeden Dialogschritt unterstu¨tzen den Benutzer bei der Ver-
wendung des Systems.
• Aufgabenangemessenheit (EN ISO 9241-10): Das Hilfesystem unterstu¨tzt
den Benutzer bei der Erledigung seiner Aufgabe.
• Lernfo¨rderlichkeit (EN ISO 9241-10): Durch die Verwendung der Hilfe ent-
steht beim Benutzer eine Vorstellung vom Aufbau und den Mo¨glichkeiten
des SDS.
• Steuerbarkeit, Kontrolle (EN ISO 9241-10, Acht Goldene Regeln des Inter-
face Designs): Der Benutzer hat die Mo¨glichkeit, einen Dialog zu starten und
innerhalb des Hilfedialogs zu navigieren, bis sein Ziel erreicht ist.
• Individualisierbarkeit, Nutzerwissen (EN ISO 9241-10, Richtlinien fu¨r
die Gestaltung von Sprachdialogen): Das System stellt Mechanismen zur
1Die Head Unit bu¨ndelt im Fahrzeug alle Fahrerinformationssysteme und Gera¨te, die nicht zur
Fahrzeugfu¨hrung beitragen (z.B. Telefon, CD Player, Navigationssystem).
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benutzer- oder systemseitigen Anpassung an Wissen und Pra¨ferenzen des
Benutzers zur Verfu¨fgung.
• Erwartungskonformita¨t, Konsistenz, Transparenz (EN ISO 9241-10, Acht
Goldenen Regeln des Interface Designs, Richtlinien fu¨r die Gestaltung von
Sprachdialogen): Innerhalb des Systems werden konsistente Dialoge, Farben,
Begriffe verwendet.
• Fehlertoleranz, Fehlerbehandlung (EN ISO 9241-10, Acht Goldene Regeln
des Interface Designs): Treten Fehler innnerhalb eines Dialogs auf, werden
diese abgefangen und der Benutzer wird bei der Fortfu¨hrung des Dialogs
unterstu¨tzt.
• Geringe KZG-Belastung, kurze Prompts (Acht Goldene Regeln des Interface
Designs, Richtlinien fu¨r die Gestaltung von Sprachdialogen): Der Informati-
onsgehalt der Systemausgaben werden mo¨glichst gering gehalten.
• Reversibel (Acht Goldene Regeln des Interface Designs): Aktionen sind leicht
ru¨ckga¨ngig zu machen.
• Shortcuts (Acht Goldene Regeln des Interface Designs): Das Hilfesystem
bietet Shortcuts fu¨r ha¨ufig verwendete Funktionen an.
• Geschlossenheit (Acht Goldene Regeln des Interface Designs): Sprachaus-
gaben bestehen aus einem Anfang (z.B. einer einleitenden Phrase), einem
Mittelteil und einem Ende.
• Redundanz (Richtlinien fu¨r die Gestaltung von Sprachdialogen): Es treten
keine unno¨tigen oder u¨berflu¨ssigen Interaktionen auf.
Die Bewertung der Hilfesysteme erfolgte anhand des aufgestellten Kriterienkata-
logs durch Expertenreviews. Die Vorgehensweise wird im Folgenden exemplarisch
durch die Bewertung der Hilfesysteme von BMW und Lexus verdeutlicht, da die
Unterschiede hier sehr deutlich werden.
• Selbstbeschreibungsfa¨higkeit, Feedback: Die Hilfedialoge beim BMW SDS
beginnen stets mit einer Ru¨ckmeldung der aktuellen Position innerhalb des
Dialogs (
”
Optionen. Sagen Sie ...“). Anschließend werden die sprechbaren




Das Lexus SDS beendet nach Aufruf der Hilfe den laufenden Sprachdialog.
Stattdessen wird ein grafisches Hilfemenu¨ auf dem Display angezeigt, das
stets auf der obersten Hierarchieebene beginnt. Der Benutzer erkennt zwar,
dass die Hilfe aktiviert ist, die sprechbaren Kommandos im Kontext mu¨ssen
jedoch explizit gesucht werden. Kriterium: teilweise erfu¨llt.
• Aufgabenangemessenheit: Das iDrive SDS listet nach dem Hilfeaufruf die
kontextspezifischen Sprachkommandos auf und unterstu¨tzt den Benutzer so-
mit beim Erreichen eines Ziels. Kriterium: erfu¨llt.
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Da Lexus keine kontextspezfische Hilfe anbietet, mu¨ssen die sprechbaren
Kommandos erst in der Hilfe gesucht werden, was eine sta¨rkere mentale
Belastung und eine erho¨hte Ablenkung des Fahrers zur Folge haben kann.
Die sprechbaren Kommandos sind zwar hinterlegt, die Navigation innerhalb
der Hilfe ist jedoch suboptimal. Kriterium: teilweise erfu¨llt.
• Lernfo¨rderlichkeit: Die Verwendung der iDrive-Hilfe leistet einen wichtigen
Beitrag fu¨r die Erlernbarkeit von Sprachkommandos. Untersuchungen zum
Lernverhalten zeigen, dass die Ausgabe akustischer Informationen eine gu-
te Hilfestellung fu¨r den Lernerfolg der Benutzer bieten (vgl. Kapitel 5.4).
Kriterium: erfu¨llt.
Im Gegensatz dazu gestaltet sich die Suche nach einem bestimmten Kom-
mando beim Lexus weniger intuitiv. Zwar stellt sich auch hier ein Lerneffekt
ein, jedoch ist dieser mit einem gro¨ßerem Aufwand verbunden. Kriterium:
teilweise erfu¨llt.
• Steuerbarkeit, Kontrolle: Das BMW System erlaubt es nicht, innerhalb der
Hilfe zu navigieren. Unabha¨ngig von der La¨nge der Dialoge, werden alle
Sprachkommandos konsekutiv ausgegeben. Die Ausgabe kann lediglich wie-





wiederholen“ existiert nicht. Durch den Aufruf eines
Sprachkommandos aus den Optionen kann in den regula¨ren Systemdialog
gewechselt werden. Kriterium: teilweise erfu¨llt.
Das Lexus SDS bietet keine sprachlichen Hilfedialoge an. Sobald die Hilfe
aufgerufen wurde, schließt sich der Sprachdialog. Nach Verwendung der Hilfe
muss der urspru¨ngliche Dialog erneut gestartet werden. Kriterium: nicht
erfu¨llt.
• Individualisierbarkeit, Nutzerwissen: Keines der beiden Hilfesysteme bietet
Mechanismen zur Anpassung der Dialoge an Wu¨nsche, Pra¨ferenzen oder
Kenntnisse des Benutzers. Kriterium: nicht erfu¨llt.
• Erwartungskonformita¨t, Konsistenz, Transparenz: Jeder Hilfedialog beginnt
mit der Phrase
”
Optionen“ und die einzelnen Hilfedialoge des iDrive-Systems
beinhalten generell die Kommandos, die in einem bestimmten graphischen
Kontext sprechbar sind (
”
speak what you see“). Die Inhalte der Hilfe sind
in den verschiedenen Kontexten stets gleich. Kriterium: erfu¨llt.
Die Erwartung, dass der Aufruf der Hilfe in einer konkreten Dialogsituati-
on Hilfestellung leistet, wird entta¨uscht. Die kontextunabha¨ngige Hilfe ist
jedoch zu großen Teilen eindeutig und die jeweiligen Kommandos enthalten
durchga¨ngig Informationen daru¨ber, in welchen Kontexten sie gesprochen
werden ko¨nnen. Kriterium: teilweise erfu¨llt.
• Fehlertoleranz, Fehlerbehandlung: Die Fehlerbehandlung wird innerhalb des
Hilfesystems beim BMW nur rudimenta¨r behandelt. Auftretende Erkenner-
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fehler werden mit der Bitte der nochmaligen Spracheingabe abgefangen. Kri-
terium: teilweise erfu¨llt.
Da Lexus keine sprachbedienbare Hilfe besitzt, ist dieses Kriterium hier nicht
erfu¨llt.
• Geringe KZG Belastung, kurze Prompts, gerine mentale Belastung: Das
BMW System beinhaltet in manchen Kontexten Hilfeausgaben, die mehr
als neun Kommandos beinhalten bzw. la¨nger als 25 Sekunden dauern. Die
Fa¨higkeit, alle Kommandos im Geda¨chtnis zu behalten und nach der Hilfe-
ausgabe zu verwenden, ist eingeschra¨nkt. Da jedoch nur ein Teil der Hilfe-
dialoge betroffen ist, ist das Kriterium teilweise erfu¨llt.
Die mentale Belastung der Benutzers bei der Verwendung der Hilfe, insbe-
sondere wa¨hrend der Fahrt, ist sehr hoch. Die Konzentration des Benutzers
richtet sich von der Straße auf das Display, fu¨r die Navigation innerhalb
der Hilfe muss ein großer Teil der Aufmerksamkeit auf die Sekunda¨raufgabe
gerichtet werden. Kriterium: nicht erfu¨llt.
• Reversibel: Keines der beiden System stellt Mechanismen zur Verfu¨gung,
mmit deren Hilfe Aktionen innerhalb der Hilfe ru¨ckga¨ngig gemacht werden
ko¨nnen. Kriterium: nicht erfu¨llt.
• Shortcuts: Aus der Hilfe des BMW Systems heraus ko¨nnen sa¨mtliche Short-
cuts verwendet werden, die auch in den regula¨ren Dialogen als Shortcut an-
geboten werden. Kriterium: erfu¨llt.
Mangels Dialog erfu¨llt Lexus dieses Kriterium nicht.
• Geschlossenheit: Alle Sprachausgaben der Hilfe beginnen mit
”
Optionen“,
wonach eine Liste mit mo¨glichen Sprachkommandos vorgelesen wird. Die
Prosodie der Sprachausgaben gibt zudem Aufschluß u¨ber das Ende der
Sprachausgabe. Kriterium: erfu¨llt.
Lexus besitzt keine Sprachdialoge, daher ist auch dieses Kriterium nicht
erfu¨llt.
• Redundanz: Die Hilfe des iDrive SDS formuliert Hilfeausgaben speziell fu¨r
einen Kontext. Die Information zum Erreichen eines Ziels innerhalb des Kon-
texts wird somit unmittelbar angeboten. Kriterium: erfu¨llt.
In der Hilfe des Lexus Systems muss zuna¨chst nach den entsprechenden
Kommandos gesucht werden. Kriterium: nicht erfu¨llt.
Die Bewertung der restlichen Hilfesysteme anhand dieser Vorgehensweise zeigt,
dass das Hilfesystem des Audi MMI den anderen Systemen u¨berlegen ist (siehe
Abbildung 4.4). Besonders die Aufteilung der Hilfe in verschiedene Ebenen und
die damit einhergehende Reduktion des Informationsgehalts wirken sich positiv
auf das Ergebnis aus.
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Abbildung 4.4: Bewertung von Hilfesystemen in Fahrzeugen
Die Hilfekonzepte von BMW und Mercedes sind nahezu identisch. Durch die
fehlende Strukturierung der Hilfeausgaben kommen jedoch z.T. sehr lange Syste-
mausgaben zustande. Besonders negativ fa¨llt dabei das Linguatronic Hilfesystem
auf, welches in manchen Kontexten mehr als 20 Systemfunktionen zur Auswahl
anbietet. Im Gegensatz zum iDrive Hilfesystem sind jedoch bei der Linguatronic
hinsichtlich der Multimodalita¨t simultan-komplementa¨re Interaktionen mo¨glich.
Die Hilfesysteme von Ford und Honda offerieren ebenfalls kontextspezifische Hil-
fe, listen die Kommandos jedoch nur auf. Daher kommt kein natu¨rlich anmutender
Dialog zustande. Die Auflistung sa¨mtlicher Sprachkommandos des SDS im Honda
hat keinen erkennbaren Mehrwert.
Infiniti und Lexus stellen keine kontextspezifischen Hilfesysteme zur Verfu¨-
gung. Die Aktivierung einer statischen, visuellen Hilfe reduziert den Mehrwert
der Sprachbedienung. Besonders wa¨hrend der Fahrt ist diese Art der Hilfe als
kontraproduktiv zu bewerten.
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4.3 Bewertung alternativer Hilfekonzepte
Im Gegensatz zu bereits verfu¨gbaren Hilfesystemen in Fahrzeugen, muss bei der
Bewertung von Hilfekonzepten aus anderen Anwendungsdoma¨nen zuna¨chst ge-
pru¨ft werden, ob ein Konzept die grundlegenden Anforderungen fu¨r den Einsatz
im Fahrzeug erfu¨llt.
Der planbasierte Ansatz des Hilfesystems COMFOHELP (vgl. Kapitel 3.2.1) be-
ruht auf dem Abgleich einer beobachteten Aktionssequenz mit einer Planbiblio-
thek. Dieser einfache Mechanismus wa¨re generell auf ein SDS u¨bertragbar, das
Konzept des Hilfesystems is jedoch mit einem entscheidenden Nachteil behaftet.
Die Planbibliothek muss fu¨r jedes Dialogziel explizit definiert werden. Ausgehend
von ca. 850 Systemfunktionen fiele die Planbibliothek sehr umfangreich aus und
wa¨re in der von Krause et. al. (1993) vorgeschlagenen Notation umsta¨ndlich zu
pflegen. Da die Menu¨struktur eines Anzeige-Bedienkonzepts z.T. sehr komplex
ist, mu¨ssten fu¨r einzelne Dialogziele eine Vielzahl an Pla¨nen definiert werden. Die
A¨nderung eines Kriteriums fu¨r die Berechnung einer Route (z.B.
”
Kurze Route“)















Kurze Route“). Fu¨r jeden mo¨glichen Ein-
sprungpunkt im Dialog mu¨sste ein separater Plan hinterlegt werden. Zudem mu¨s-
sten die einzelnen Durchlaufkommandos definiert werden. Dazu geho¨ren neben all-
gemeinen Funktionen wie der Hilfe auch kontextspezifische Funktionen und Funk-
tionen wie z.B. die Bedienung der Entertainmentsysteme oder des Telefons. Da das
Konzept dieses Hilfesystems in komplexen Doma¨nen v.a. in puncto Handhabung
Schwa¨chen aufweist, ist es fu¨r den Einsatz im Fahrzeug nicht geeignet.
Das planbasierte Hilfesystem PHI (vgl. Kapitel 3.2.2) erzeugt die Planbiblio-
thek zur Laufzeit automatisch mit Hilfe einer modalen Temporallogik aus vor-
definierten abstrakten Pla¨nen. Somit umgeht dieser Ansatz zwar die Problema-
tik der expliziten Definition einer Planbibliothek, jedoch wurde das Hilfesystem
nur exemplarisch in einer sehr kleinen Anwendungsdoma¨ne mit weniger als zehn
Funktionen implementiert. Die Definition abstrakter Pla¨ne in diesem Umfang ist
mit einem u¨berschaubaren Aufwand verbunden, in einer komplexen Anwendungs-
doma¨ne mit ca. 850 Funktionen na¨hme der Aufwand erheblich zu. Hinsichtlich
der Performanz des Systems liegen keine Untersuchungen vor, jedoch besteht die
Mo¨glichkeit, dass die Prozesse der Planerkennung und Plangenerierung auf Ba-
sis der Temporallogik in einer komplexen Anwendungsdoma¨ne sehr recheninten-
siv sind. Ein weiterer Nachteil des Hilfekonzepts ist die Ausrichtung auf eine akti-
ve Hilfe. Die Rahmenbedingungen dieser Arbeit orientieren sich an den Vorgaben
der BMW Group. Die internen Richtlinien fu¨r den Entwurf von Sprachdialogen
beschreiben hinsichtlich der Systeminitiative eine zuru¨ckhaltende Strategie. Der
Fahrer soll mo¨glichst keine unaufgeforderten systeminitiierten Dialoge erhalten.
Aus diesen Gru¨nden scheint eine Erweiterung dieses Hilfekonzepts wenig sinnvoll.
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Das auf einem Bayes’schen Netz basierende Lumie`re Hilfesystem (vgl. Kapitel
3.2.3) findet in einer reduzierten Form bereits Anwendung im Microsoft Office As-
sistenten. Die Erfahrungen mit dem Assistenten spiegeln eine zentrale Schwa¨che
des System wider. Da die Berechnung der Hilfethemen auf Wahrscheinlichkeits-
annahmen beruht, werden die Aktionen des Benutzers hin und wieder falsch in-
terpretiert und fu¨hren zu irrelevanten Hilfeausgaben. Vor allem die Qualita¨t der
aktiven Hilfe leidet unter diesem Pha¨nomen. Viele Office Benutzer kennen die Si-
tuation, dass sich der Hilfeassistent unaufgefordert aktiviert und Hilfe zu Themen
anbietet, die u.U. vom eigentlichen Dialogziel abweichen. Gerade in der Doma¨ne
der SDS im Fahrzeug ist jedoch die Erwartungskonformita¨t des Hilfesystems ein
entscheidender Erfolgsfaktor. Verha¨lt sich ein System bei den ersten Kontakten
nicht wie gewu¨nscht, fu¨hrt dies schnell zu Frustration und einer allgemeinen Ab-
lehnung des Systems. Die Abbildung eines Hilfesystems fu¨r SDS auf Wahrschein-
lichkeitsnetzen ist im Fahrzeug somit nur bedingt brauchbar.
Das Hilfesystem des Kyoto Sightseeing Guide (vgl. Kapitel 3.2.4) stellt einen in-
teressanten Ansatz dar, da die Hilfe direkt mit den zugrunde liegenden Konzepten
des Dialogsystems (Domain Concept Tree) verknu¨pft ist. Das Hilfesystem beru¨ck-
sichtigt zudem Erfahrungen, die ein Benutzer im Umgang mit dem System sam-
melt. Allerdings basiert die Modellierung von Lerneffekten und der Ausbildung
von Transferwissen lediglich auf theoretisch nicht fundierten Annahmen u¨ber das
mo¨gliche Lernverhalten. Des weiteren wurde dieses Hilfesystem konstruiert, um
dem Benutzer in einer bestimmten Dialogsituation konkrete Hilfestellung anzu-
bieten. Das Hilfesystem gibt lediglich indirekt in Form der Templates einen U¨ber-
blick u¨ber sprechbare Kommandos. Hier offenbart sich jedoch eine weitere Schwa¨-
che des Systems. Falls bei der Berechnung der Hilfe Knoten nx mit gleichen Wer-
ten pnx in Betracht gezogen werden, erfolgt die Auswahl der Hilfe zufa¨llig. In der
komplexen Doma¨ne der SDS im Fahrzeug kann dieser Fall jedoch geha¨uft auf-
treten, weshalb die zufa¨llige Generierung einer Hilfeausgabe einen inakzeptabler
Umstand darstellt.
Das SmartAide` Hilfekonzept (vgl. Kapitel 3.2.5) basiert a¨hnlich wie COMFO-
HELP auf einer Aktionsbibliothek, die explizit definiert werden muss. Aus diesem
Grund ist dieses Konzept aus oben erla¨uterten Gru¨nden nicht praktikabel fu¨r den
Einsatz im Fahrzeug. Ferner beruht das Konzept auf der Idee, visuell-haptische
Interaktionen zu demonstrieren. Das Hilfesystem zeigt somit nur Abla¨ufe verschie-
dener Interaktionen, Zusammenha¨nge oder zugrunde liegende Funktionsprinzipien
bleiben dem Benutzer verschlossen.
Der Targeted Help Ansatz (vgl. Kapitel 3.2.6) ist in seiner grundsa¨tzlichen Aus-
legung als Zusatz zu einem SDS gedacht. Hilfeausgaben erfolgen nicht per Hilfeauf-
ruf, sondern im Fall eines schlechten Erkennerergebnisses des prima¨ren Spracher-
kenners. Die Hilfe erla¨utert nur indirekt mo¨gliche Sprachkommandos, ein U¨ber-
blick u¨ber sprechbare Kommandos oder Kommandostrukturen ist nicht gegeben.
Insofern ist das System als Erga¨nzung zu einem SDS sinnvoll, fu¨r den Erstkontakt
4.4 Fazit 67
eines Benutzers mit dem SDS liefert die Hilfe jedoch keinen U¨berblick u¨ber das
System und seine Eigenschaften. Zudem liegen keine Ergebnisse u¨ber die Perfor-
manz des SLM Spracherkenners in komplexen Doma¨nen vor, es ist jedoch anzu-
nehmen, dass diese nicht das Niveau der eingeschra¨nkten Doma¨ne (wie in Hockey
et. al. (2003) beschrieben) erreicht.
Das synergetisch-multimodale Hilfesystem MATCH (vgl. Kapitel 3.2.7) legt den
Schwerpunkt der Hilfe auf die Kombination verschiedener Modalita¨ten. Obgleich
die Eigenschaften der Hilfe in ihrer Anwendungsdoma¨ne u¨berzeugen, ko¨nnen die
Konzepte nicht ohne Anpassung auf die Fahrzeugdoma¨ne transferiert werden. Zum
einen fehlt im Fahrzeug eine entscheidene Interaktionsmo¨glichkeit (Touchscreen),
zum anderen sind die Use Cases des Prototyps a¨ußerst simpel. In komplexen Dia-
logstrukturen ko¨nnen als einzige Schlu¨sselkonzepte die Aufteilung der Informatio-
nen auf verschiedene Modalita¨ten und die Synchronisation der Modalita¨ten beste-
hen.
4.4 Fazit
Hilfesysteme in ku¨nftigen Farzeuggenerationen mu¨ssen sich an die Bedu¨rfnisse ein-
zelner Benutzer individuell anpassen. Dazu mu¨ssen automatisch diejenigen Funk-
tionen eines SDS ermittelt werden, fu¨r die der Benutzer keine Hilfe mehr beno¨tigt.
Der Hilfefokus liegt auf Funktionen, die ein Benutzer selten verwendet oder die er
noch nicht kennt. Hinsichtlich der im Fahrzeug zum Einsatz kommenden Interakti-
onsparadigmen muss der multimodalen Interaktion eine versta¨rkte Bedeutung zu-
kommen. Dabei ist es wichtig, je nach Dialogziel die optimale Modalita¨t zur Ver-
fu¨gung zu stellen (exklusiv-multimodal) oder verschiedene Modalita¨ten sinnvoll
miteinander zu verknu¨pfen (alternierend-multimodal bzw. simultan-multimodal).
Die Bewertung vorhandener Hilfesysteme fu¨r SDS in Fahrzeugen offenbart hin-
sichtlich der in Kapitel 2.3 dargestellten Gestaltungsapsekte fu¨r den Entwurf von
Sprachdialogen zahlreiche Schwa¨chen. Insbesondere die fehlende Individualisier-
barkeit von Dialogen und fehlende oder nur rudimenta¨r vorhandene multimodale
Komponenten kennzeichnen Verbesserungspotenziale aktueller Hilfesysteme von
SDS. Hilfekonzepte aus anderen Anwendungsbereichen ko¨nnen jedoch aus ver-
schiedenen Gru¨nden nicht. Planbasierte Ansa¨tze, wie sie in COMFOHELP oder
PHI verwendet werden, verursachen einen hohen Bereitstellungs- und Wartungs-
aufwand und beno¨tigen zudem relativ viel Systemressourcen. Das Konzept der
Targeted Help kann lediglich als Backupsystem verstanden werden, welches im
Falle einer Fehlerkennung durch einen grammatikbasierten Spracherkenner auf
einen zweiten Spracherkenner mit statistischem Sprachmodell zuru¨ckgreift. Der
Benutzer gewinnt keinen U¨berblick u¨ber die Systemfunktionen, fu¨r eine passive
Hilfekomponente ist Targeted Help somit nicht geeignet. Das Hilfesystem fu¨r den
Kyoto Sightsseing Guide verfolgt einen interessanten Ansatz, indem die Struktur
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des Hilfesystems der Struktur des SDS angepasst wird. Die Ausgabe der Hilfetexte
ist jedoch aufgrund seiner Templatestruktur sehr statisch, zudem zeigen sich bei
der Generierung der Hilfeinhalte konzeptuelle Schwa¨chen. Das multimodale Hilfe-
system MATCH basiert auf der Interaktion eines Benutzers mit einem System via
Stift, Touchscreen und Sprache. Eine U¨bertragung der MATCH-Konzepte auf die
Fahrzeugdoma¨ne ist somit nicht oder nur schwer mo¨glich. Fu¨r Fahrzeuge ku¨nftiger
Baureihen mu¨ssen demnach Hilfekonzepte entwickelt werden, die auf ressourcen-
sparende Art und Weise den Anforderungen komplexer SDS gerecht werden und




Die Bewertung bestehender Hilfesysteme in automotiven Umgebungen in Kapitel
4.2 hat diverese Schwachstellen sowohl konzeptueller Art als auch auf technischer
Ebene offengelegt. Die Anforderungsanalyse aus Kapitel 4.1 bildet unter Beru¨ck-
sichtigung kognitionspsychologischer Aspekte (vgl. Kapitel 2.3.2) das Fundament
fu¨r die Entwicklung eines optimierten Hilfesystems fu¨r SDS.
Kapitel 5.1 behandelt zuna¨chst die allgemeine Hilfe. Der kontextspezifischen Hil-
fefunktionalita¨t kommt im Rahmen dieser Arbeit die gro¨ßte Bedeutung zu (Ka-
pitel 5.2). Die Auspra¨gung der Adaption hinsichtlich Dialogstrategie und Hilfein-
halte wird in Kapitel 5.2.2 und 5.2.1 erla¨utert. Die Integration multimodaler Dia-
logkomponenten erga¨nzt die sprachliche Hilfe (Kapitel 5.2.3).
Daneben bildet die kontextunabha¨ngige Hilfe die dritte Sa¨ule des Hilfesystems
(Kapitel 5.3). Benutzer erhalten hier die Mo¨glichkeit, grundlegende Systemfunk-
tionen mittels natu¨rlichsprachlicher Hilfeanfragen kennen zu lernen. Diese Form
der Hilfe ist prima¨r fu¨r den Erstkontakt bzw. unerfahrene Benutzer gedacht.
Die zur Implementierung notwendigen Parameter bezu¨glich des Lernens und
Vergessens von Sprachkommandos werden in Kapitel 5.3 auf Basis von Experi-
menten ermittelt. Die Ergebnisse dieser Untersuchungen bestimmen abschließend
die Auswahl der Beschreibungsmodelle fu¨r das adaptive Hilfesystem (Kapitel 5.5).
5.1 Allgemeine Hilfe
Das Konzept der allgemeinen Hilfe beinhaltet bei BMW Hinweise zur generellen
Bedienung des Systems. Da dieses Konzept auch in ku¨nftigen Fahrzeuggeneratio-
nen beibehalten werden soll, ko¨nnen an dieser Stelle Informationen zur kontext-
spezifischen Hilfe untergebracht werden. Zudem thematisiert die allgemeine Hilfe
das benutzeradaptive Verhalten der kontextspezifischen Hilfe sowie Metakomman-
dos zur Steuerung von Dialogen. Der Hilfedialog fa¨llt relativ umfangreich aus, da
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dieser jedoch grundlegende Themen behandelt, die erfahrungsgema¨ß nach kurzer
Zeit selten bis gar nicht mehr beno¨tigt werden, kann ein la¨ngerer Dialog in Kauf
genommen werden (siehe Dialog 5.1). Wa¨hrend der sprachlichen Ausgabe der all-
gemeinen Hilfe unterstu¨tzt zudem eine visuelle Hilfetafel auf dem Display den Be-
nutzer dabei, einen U¨berblick u¨ber die sprechbaren Kommandos zu erhalten (vgl.
Kapitel 5.2.3).
User: Hilfe.
System: Hilfe. Um Hilfe zu Sprachkommandos zu erhalten, sagen Sie Op-
tionen. Die Optionen beinhalten Informationen zu sprechbaren
Kommandos in verschiedenen Kontexten. Ferner passen sich die
Optionen mit der Zeit an Ihr Bedienverhalten an. Sie ko¨nnen die
Anpassungen jederzeit im Menu¨ Einstellungen ru¨ckga¨ngig ma-
chen. Innerhalb der Hilfe stehen Ihnen die Kommandos Weiter,
Zuru¨ck und Wiederholen zur Verfu¨gung. Falls Sie einen Dialog
beenden mo¨chten, sagen Sie Abbruch.
Dialog 5.1: Allgemeiner Hilfedialog
5.2 Kontextspezifische Hilfe
Die kontextabha¨ngige Hilfe bildet das Ru¨ckgrad der meisten SDS in automotiven
Umgebungen (vgl. Kapitel 3.2.8). Sie bietet einem Benutzer gezielt Informationen
zu sprechbaren Kommandos innerhalb eines Kontexts und unterstu¨tzt den Benut-
zer kurzfristig beim Erreichen eines Dialogsziels. Mittel- und langfristig tra¨gt die
kontextspezifische Hilfe auch zum Erlernen der mo¨glichen Sprachkommandos bei.
Besonders problematisch sind jedoch ha¨ufig die sehr langen Hilfeausgaben, die
Linguatronic von Mercedes entha¨lt beispielsweise in manchen Kontexten mehr als
25 Sprachkommandos. Die einzelnen Systemausgaben sollten jedoch nicht mehr
als 4(±2) Kommandos beinhalten, um den Primacy- und Recency-Effekt bei der
kognitiven Verarbeitung optimal auszunutzen (siehe Abbildung 5.1; vgl. Kapitel
2.3.2).
Die Ausgabe der mo¨glichen Sprachkommandos kann folglich nicht mehr in einer
einzelnen Sequenz erfolgen, sondern muss auf verschiedene Dialogschritte aufge-
teilt werden. Dies tra¨gt zur Verku¨rzung der Sprachausgaben und zur besseren Me-
morierungsfa¨higkeit der Kommandos fu¨r einzelne Dialogschritte bei. Die Anzahl
der Dialogschritte ist abha¨ngig von der Anzahl der Sprachkommandos pro Dialog-
schritt. In Salmen (2003) werden Ausgaben bis zu neun Kommandos pro Dialog-
schritt diskutiert, jedoch zeigt die Untersuchung von Systemausgaben im iDrive
Hilfesystem, dass die Benutzer mehr als sechs Kommandos als zu lang empfin-
den (Hof, 2004). Auf Basis dieser Ergebnisse erscheint die Verwendung von 4(±2)
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Abbildung 5.1: Durch die Reduzierung auf vier bis sechs Kommandos pro Systemausgabe,
kann der Primacy- und Recency-Effekt optimal genutzt werden. Die reproduktionsschwachen
Items in der Mitte von Systemausgaben (schraffierte Fla¨che) werden reduziert bzw. entfernt.
Quelle: Zimbardo und Gerrig (1999)
Kommandos sinnvoll, da der Primacy- und Recencyeffekt noch akzetable Repro-
duktionswerte zula¨sst und dennoch die Hilfe nicht in zu viele Ebenen unterteilt
wird (Wirth, 2002).
Die Anordnung der Sprachkommandos erfolgt anhand der Verwendungsha¨ufig-
keit1 bzw. dem Komplexita¨tsgrad bestimmter Funktionen und kommt der Forde-
rung nach, den Einstieg in ein komplexes System anhand einfacher und ha¨ufig
genutzter Funktionen zu erleichtern (vgl. Kapitel 4.1). Fu¨r Dialog 3.8 (12 Kom-
mandos) wu¨rde dies bedeuten, dass dieser nach einer Aufteilung aus drei Dialog-
schritten bestu¨nde2 (siehe Dialog 5.2)
Die Ausgabe von Hilfeinhalten geordnet nach Anwendungsha¨ufigkeit und Kom-
plexita¨t tra¨gt anfa¨nglich dazu bei, Benutzern einen leichteren Einstieg in den Um-
1Die Verwendungsha¨ufigkeit einzelner Funktionen geht aus internen Studien u¨ber den Umgang
von 5er BMW Fahrern mit dem iDrive-Bediensystem hervor (Gru¨ndl, 2006).
2Da diese Arbeit in Zusammenarbeit mit der BMW Group entstand und die Ergebnisse in die
Weiterentwicklung des iDrive Nachfolgers einfließen, erfolgen die nachfolgenden Betrachtun-
gen praktischer Natur stets mit Fokus auf das iDrive SDS.
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User: Optionen.
System: Optionen. Nennen Sie einen Namen gefolgt von anrufen, z.B. Mar-
kus Abel anrufen, oder sagen Sie Name wa¨hlen, Nummer wa¨hlen
oder Telefonbuch. Um weitere Kommandos zu ho¨ren, sagen Sie
weiter.
User: Weiter.
System: Weitere Kommandos sind Wahlwiederholung, entgangene Anrufe,
Top acht oder Nummer speichern. Um weitere Kommandos zu
ho¨ren, sagen Sie weiter.
User: Weiter.
System: Weitere Kommandos sind Kurzwahlliste, angenommene Anrufe,
aktive Anrufe und Telefon aus.
Dialog 5.2: Strukturierter Hilfedialog im Kontext Telefon
gang mit einem Bedienkonzept zu ermo¨glichen. Mit zunehmender Erfahrung in
verschiedenen Anwendungsbereichen werden jedoch entsprechende Informationen
in der Hilfe irrelevant. Da der Kompetenzerwerb bei jedem Benutzer verschie-
den stark ausgepra¨gt ist und die thematischen Schwerpunkte variieren, scheint
die individuelle Anpassung sowohl der Hilfeinhalte als auch der Dialogstrategie an
gesammelte Erfahrungen und Pra¨ferenzen sinnvoll.
5.2.1 Antizipative Reorganisation der Hilfeinhalte durch
Analyse des Benutzerverhaltens
Im Hinblick auf eine optimale Hilfefunktionalita¨t ist es von entscheidender Be-
deutung, ein Modell u¨ber das Wissen des Benutzers zu etablieren. Beim Erstkon-
takt mit dem SDS hat der Benutzer noch kein Modell u¨ber die Systemfunktiona-
lita¨t ausgebildet (siehe Abbildung 5.2). Ziel beim Erstkontakt muss es also sein,
Abbildung 5.2: Beim Erstkontakt eines Benutzers mit dem SDS existiert kein Modell u¨ber
die Funktionalita¨t des Systems. Lediglich die Menge F3 beschreibt Annahmen des Benutzers,
welche Funktionalita¨t das System beinhalten ko¨nnte.
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die Funktionsumfa¨nge F1 und F2 (siehe Kapitel 4.1) aus F zu etablieren. Dazu
werden in der Hilfe zuna¨chst grundlegende Systemfunktionen erla¨utert. Sobald
Abbildung 5.3: Abstrakte Struktur des Hilfesystems beim Erstkontakt mit dem SDS: grund-
legende und allgemein ha¨ufig verwendete Funktionen (Kommandos A bis F) stehen am Anfang
der Hilfeausgaben, komplexe und allgemein selten verwendete Funktionen (Kommandos G bis
L) am Ende einer Ausgabe.
sich ein Funktionsumfang F1 herausbildet, d.h. Funktionen ha¨ufig verwendet wer-
den und als gelernt betrachtet werden ko¨nnen, ko¨nnen diese Funktionen aus der
ersten Hilfeebene entfernt werden, da diese keinen weiteren Mehrwert bedeuten.
Vielmehr muss die Hilfe Funktionen abdecken, die ein Benutzer seltener verwen-
det und die ihm weniger gela¨ufig sind (F2). Zudem soll er einen U¨berblick u¨ber
die Mo¨glichkeiten des Systems erhalten (F3 innerhalb F) und Hilfe zu Funktionen
erhalten, die er noch nicht kennt (F4). Angenommen ein Benutzer erlernt durch
ha¨ufige Anwendung die Sprachkommandos A und C aus Abbildung 5.3, ko¨nnen
diese aus der ersten Hilfeebene entfernt und in die letzte Ebene verschoben werden
(siehe Abbildung 5.4).
Um das Wissen eines Benutzers u¨ber einzelne Funktionen bestimmen zu ko¨n-
nen, ist eine Analyse des individuellen Benutzungs- und Lernverhaltens u¨ber einen
la¨ngeren Zeitraum notwendig. Wird eine Funktion ha¨ufig verwendet, kann ange-
nommen werden, dass diese durch U¨bung nach einer bestimmten Zeitspanne er-
lernt wird (F1). Das Wissen u¨ber diese Funktion bleibt jedoch nur u¨ber einen
begrenzten Zeitraum erhalten und gera¨t nach einiger Zeit der Nichtnutzung wie-
der in Vergessenheit. Somit muss die entsprechende Funktion wieder dem Funk-
tionsraum F2, F3 oder F4 zugeordnet und in der Hilfe angeboten werden. Beide
Vorga¨nge, sowohl das Lernen als auch das Vergessen, sind hochgradig dynamisch
und individuell sehr verschieden. Im Bereich der Human Factors-Forschung und
der kognitiven Neuropsychologie existieren jedoch Modelle, welche die komplexen
Prozesse des Lernens und Vergessens mathematisch beschreiben. Anhand dieser
Modelle ist es mo¨glich, das Wissen eines Benutzers u¨ber ein System zu ermitteln
und fu¨r die Anpassung des Systems zu verwenden.
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Abbildung 5.4: Vera¨nderte Anordnung der Sprachkommandos: Unter der Annahme, dass die
Kommandos A und C gelernt wurden, werden diese an Position p = 11 und p = 12 in der letzten
Hilfeebene verschoben. Die restlichen ru¨cken in der Liste um zwei Positionen nach oben.
Dabei muss jedoch darauf geachtet werden, dass die Anpassung nicht zu Irri-
tation seitens des Benutzers fu¨hrt. Dies ist ein grundlegendes Problem adaptiver
Systeme, da etablierte Modelle u¨ber das Systemverhalten unter Umsta¨nden nicht
mehr gu¨ltig sind und somit die erwartungskonforme Verhalten des Systems nicht
mehr gegeben ist (Krause, 1988; Benyon und Murray, 1993). Um etwaigen nega-
tiven Einflu¨ssen vorzubeugen, muss das Konzept der Adaption zum einen explizit
in der allgemeinen Hilfe erla¨utert werden und zum anderen technisch eher kon-
servativ ausgelegt sein, d.h. die Adaption darf nicht zu stark ausgepra¨gt sein und
soll nach Mo¨glichkeit vom Benutzer nicht bemerkt werden. Ferner muss der Be-
nutzer die Mo¨glichkeit haben, ein vera¨ndertes System wieder in den Ursprungszu-
stand zuru¨ckzusetzen, falls die Adaption des Systems unzufriedenstellend ausfa¨llt
(Johansson, 2004).
5.2.1.1 Beschreibung des Lernens anhand individueller Lernkurven
Der Vorgang des Lernens bestimmter Fa¨higkeiten ist ein komplexer kognitiver Pro-
zess, fu¨r den verschiedene Erkla¨rungsansa¨tze existieren. Ungeachtet der jeweiligen
Theorie existieren verschiedene Modelle, die den Prozeß des Erlernens komplexer
Fa¨higkeiten mathematisch beschreiben.
In Totzke et. al. (2003b) wird speziell fu¨r die Doma¨ne der visuell haptischen
Anzeige-Bedienkonzepte im Fahrzeug die Verwendung des Potenzgesetzes der
U¨bung nach Newell und Rosenbloom (1981) vorgeschlagen. Das Potenzgesetz der
U¨bung erlaubt grundsa¨tzlich Aussagen daru¨ber, in welcher Zeit eine bestimmte
Aufgabe gelo¨st wird. Mit zunehmender U¨bung nimmt die zur Lo¨sung beno¨tigte
Zeit kontinuierlich ab (siehe Abbildung 5.5). Nach Anderson (2001) geht die zur
Lo¨sung einer Aufgabe beno¨tigte Zeit der kognitiven Komponente mit zunehmen-
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Abbildung 5.5: Exemplarischer Verlauf einer Lernkurve: Zeit die beno¨tigt wird, um eine ein-
fache Aufgabe auszufu¨hren. Quelle: Ritter und Schooler (2002)
der U¨bung gegen Null. Zugleich impliziert das Potenzgesetz, dass der Lernpro-
zess anfa¨nglich mit großen Lernerfolgen verbunden ist, mit zunehmender U¨bung
die Verbesserung der Lernleistung jedoch relativ abnimmt. Das Potenzgesetz der
U¨bung kann nach Ritter und Schooler (2002) durch folgende Gleichung beschrie-
ben werden:
T = B ·N−α (5.1)
Die Bearbeitungszeit T errechnet sich aus den Parametern B fu¨r die Zeit beim
ersten Bearbeitungsversuch, N fu¨r die Anzahl der Wiederholungen und α fu¨r den
Lernfaktor (Steigung der Funktion).
U¨bertra¨gt man diese allgemeinen U¨berlegungen auf die Erlernbarkeit von
Sprachkommandos fu¨r ein SDS, kann auf diese Weise der Zeitraum bis zum
Erreichen eines bestimmten Dialogziels durch die A¨ußerung eines Sprachkom-
mandos berechnet werden. Von gro¨ßerem Interesse ist jedoch die Frage, nach wie-
viel U¨bung ein bestimmtes Sprachkommando als gelernt beurteilt werden kann
bzw. nach wie vielen Wiederholungen N ein Sprachkommando in einer minimalen







Die Zeit T beschreibt nun den Zeitraum, der im Optimalfall zum Erreichen eines
Dialogziels beno¨tigt wird. Da die kognitive Komponente fu¨r die Ausfu¨hrung eines
Sprachkommandos bei ausreichender U¨bung gegen Null tendiert, wird T einzig
durch die motorische Komponente der Aktivierung des SDS und durch die Zeit
fu¨r die A¨ußerung eines Sprachkommandos bestimmt. Die minimale Zeit, die fu¨r
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diese Aktionen notwendig ist, betra¨gt fu¨r das iDrive System zwei Sekunden. Der
Lernkoeffizient α ist die einzige nicht messbare Gro¨ße in dieser Gleichung und muss
durch experimentelle Untersuchungen bestimmt werden (siehe Kapitel 5.4.1).
Das Potenzgesetz der U¨bung dominiert seit dessen Vero¨ffentlichung die Beschrei-
bungsmodelle in der Lernforschung, Heathcote et. al. (2002) kritisieren jedoch die
dem Potenzgesetz zugrunde liegende Annahme, der Lernprozess verlo¨re mit zu-
nehmender U¨bung an Effizienz. Vielmehr gehen sie davon aus, Lernen sei ein kon-
stanter Prozess und ko¨nne folglich mathematisch durch eine Exponentialfunktion
beschrieben werden:
T = B · e−α·N (5.3)
Die Parameter sind identisch zu denen des Potenzgesetzes aus Gleichung 5.1. Lo¨st




Welches der beiden Modelle fu¨r die Doma¨ne dieser Arbeit zutreffend ist, wird in
Kapitel 5.4.1 experimentell bestimmt.
Entscheidend ist jedoch, dass N einen Schwellenwert markiert, anhand dessen
eine Aussage daru¨ber getroffen werden kann, nach wie vielen Wiederholungen eine
Funktion als gelernt beurteilt werden kann.
Um die Hilfeinhalte dynamisch anzuordnen, erha¨lt jedes Sprachkommando eine
Positionsangabe p sowie einen Laufindex i (siehe Abbildung 5.6); p beschreibt die
Position des Sprachkommandos im Hilfedialog, i beschreibt die Verwendungsha¨u-
figkeit bzw. die Wiederholungen eines Sprachkommandos. Mit jeder Verwendung
eines Sprachkommandos erho¨ht sich dessen Index i um den Wert 1 (ineu = ialt+1).
Ist der Index iF einer Funktion F kleiner NF , bedeutet dies, dass die Funktion
Abbildung 5.6: Parameter der Funktionen fu¨r die Hilfeausgabe
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noch nicht oft genug angewendet wurde, um als gelernt angesehen zu werden. Im
Gegensatz dazu gilt eine Funktion als gelernt, wenn iF gro¨ßer als NF ist.
Neben direkten Lernstrategien (Wiederholen von Sprachkommandos) ko¨nnen
Benutzer innerhalb eines Bediensystems auch Wissen durch Analogiebildung u¨ber
a¨hnliche Funktionen erzeugen. Beherrscht ein Benutzer beispielsweise das CD
Kommando
”
Na¨chster Titel“, kann angenommen werden, dass er Kommandos ei-
ner Funktionsfamilie φ (z.B.
”
Vorheriger Titel“) ableiten kann und dieses Wissen
zudem auf den Bereich der DVD Bedienung u¨bertragen kann. Falls also ein Kom-
mando verwendet wird, das Bestandteil einer Funktionsfamilie ist, muss sich die-
se Form des Lernens durch eine Erho¨hung um den Wert γ auf die Indices der
einzelnen Funktionen auswirken:
iFalt = iFneu + γ (5.5)
Die experimentelle Bestimmung des Werts γ erfolgt in Kapitel 5.4.2.
5.2.1.2 Beschreibung des Vergessens anhand individueller
Vergessenskurven
Die Modellbildung im Bereich des Vergessens geht zuru¨ck auf die Vergessenskurve
nach Ebbinghaus. In Ebbinghaus (1885) werden Ergebnisse von Geda¨chtnisexpe-
rimenten vorgestellt, bei denen Probanden eine Abfolge von Nonsenssilben lernen
und nach einem bestimmten Zeitraum reproduzieren mussten. Als Erfolgsmaß zog
Ebbinghaus den Anteil an korrekt reproduzierten Silben heran. U¨bertra¨gt man die
Ergebnisse der Experimente in ein Diagramm, so ergibt sich das charakteristische
Bild der Vergessenskurve (siehe Abbildung 5.7).
Anfa¨nglich fa¨llt die Vergessenskurve steil ab, d.h. innerhalb kurzer Zeit werden
relativ viel Informationen vergessen. Mit zunehmender Zeit wird die Kurve jedoch
flacher und tendiert letztendlich gegen Null. Dieser Verlauf der Vergessenskur-
ve konnte in verschiedenen Experimenten beobachtet werden (Davis et. al., 2003;
White, 2003).
Obgleich der Verlauf der Vergessenskurve stets a¨hnlich ist, existieren zahlreiche
mathematische Beschreibungsmodelle. In Rubin und Wenzel (1996) werden 105
Modelle analysiert und mit den Ergebnissen verschiedener Geda¨chtnisexperimente
abgeglichen. Die Untersuchung lieferte zwar keine allgemein anwendbare mathe-
matische Gleichung fu¨r das Vergessen, einige Modelle konnten jedoch erfolgreich
auf eine gro¨ßere Anzahl von Studien angewendet werden. Dazu za¨hlen eine lo-
garithmische Funktion (5.6), eine Exponentialfunktion (5.7), eine Potenzfunktion
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Abbildung 5.7: Exemplarischer Verlauf einer Vergessenskurve. Quelle: Stangl (1997)
(5.8) und eine weitere Exponentialfunktion mit Wurzel (5.9).
µneu = µalt · lnT + e−δ (5.6)
µneu = µalt · e−δ·T (5.7)
µneu = µalt · (T + δ)−δ (5.8)
µneu = µalt · e−δ·
√
T (5.9)
Die Variable µalt repra¨sentiert die Menge urspru¨nglich gelernter Informationen
und µalt beschreibt die Menge an Informationen, die nach einem Zeitraum T noch
erinnert werden kann. Der Vergessenskoeffizient δ beschreibt die Steigung der Ver-
gessenskurve und ist somit ein Maß fu¨r die Geschwindigkeit des Vergessens. Wel-
che dieser Gleichungen den Vergessensprozess im Umgang mit dem iDrive SDS am
besten beschreibt, muss analog zu den Lernkurven experimentell ermittelt werden
(vgl. Kapitel 5.4.3).
Die Integration des Vergessenprozesses in das Hilfesystem erfolgt u¨ber den Index
iF einer Funktion. Nach n Anwendungen einer Funktion erho¨ht sich iF um die-
sen Wert n. Wird diese Funktion einige Zeit nicht verwendet, nimmt iF gema¨ß ei-
ner Vergessensfunktion f(T ) (logarithmische Funktion, Exponentialfunktion, Po-
tenzfunktion oder Exponentialfunktion mit Wurzel) wieder ab (siehe Abbildung
5.8):
iFneu = iFalt · f(T ) (5.10)
Je nachdem, ob iF > N oder iF < N ist, gilt eine Funktion F als gelernt oder
nicht gelernt. Dialog 5.3 soll verdeutlichen, wie sich iF auf die Hilfe auswirkt.
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User: Optionen.
System: Optionen. Sagen Sie Maßstab in Meter oder
Kilometer, Karte nordweisend, Karte fahrt-
weisend, Perspektive oder Routenkriterien.






System: Sagen Sie Sprachhinweise an, Sprachhinweise
aus, Zielfu¨hrung an oder Zielfu¨hrung aus.
User: 〈 mehrmalige Verwendung des Kommandos
”
Perspektive“ 〉
iPerspektive > N ,
⇒ posPerpektive = 10
User: Optionen.
System: Optionen. Sagen Sie Maßstab in Meter oder
Kilometer, Karte nordweisend, Karte fahrt-
weisend, Routenkriterien oder Sprachhinwei-
se an. Um weitere Sprachkommandos zu ho¨-
ren, sagen Sie weiter.
User: Weiter.
System: Sagen Sie Sprachhinweise aus, Zielfu¨hrung






nun am Ende der
Hilfeausgabe.
Dialog 5.3: Beispieldialog.
5.2.2 Generische Anpassung der Dialogstrategie an
Nutzererfahrung
Neben der Anpassung der Hilfeinhalte scheint es sinnvoll, die Dialogstrategie des
SDS an die Bedu¨rfnisse eines Benutzer anzupassen. Dazu ko¨nnen verschiedene
Herangehensweisen in Betracht gezogen werden.
Komatani et. al. (2003) entwickelten ein sprachbasiertes Auskunftssystem fu¨r
den Personennahverkehr, das sich sowohl an Fa¨higkeiten und Wissen des Benut-
zers als auch und an dessen Zeitdruck anpasst. Die Etablierung eines Benutzer-
modells basiert auf der Auswertung der Dialoginteraktionen. Die Fa¨higkeiten ei-
nes Benutzers werden anhand von Faktoren wie der Anzahl an benutzerinitiier-
ten Interaktionen, der Ausfu¨hrlichkeit der Systemanfragen oder der Anzahl der
Wiederholung einzelner Dialogschritte gemessen. Das Wissen des Benutzers leitet
sich beispielsweise aus genauen Ortsangaben des Benutzers ab, was darauf schlie-
ßen la¨sst, dass dieser in gewissem Umfang ortskundig ist. Der Zeitdruck wird aus
der Gu¨te der Spracheingaben (Spracherekennerergebnis) und der Verwendung von
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Abbildung 5.8: Exemplarischer Verlauf von iA in Anlehnung an Abbildung 5.6: Mit n Verwen-
dungen pro Tag steigt der Index der Funktion A um den Wert n an. Solange die Funktion nicht
verwendet wird, sinkt iA gema¨ß der Vergessenskurve ab. Solange iA < N , bleibt Kommando
A in der Liste der Hilfe auf Position 1. Wird iA > N , erha¨lt Kommando A Position 12 in der
Hilfeausgabe, die restlichen Kommandos ru¨cken um eine Position nach oben.
Barge-In ermittelt. Anhand dieser Aspekte erfolgt eine Anpassung der Dialogstra-
tegie des SDS, d.h. die Systemausgaben ko¨nnen zwischen detaillierten und aus-
fu¨hrlichen und kurzen Informationsdialogen variieren.
Auch Bohnenberger (2001) stellte Untersuchungen mit dem Ziel an, durch die
Beru¨cksichtigung verschiedener Parameter in den sprachlichen A¨ußerungen Dia-
logstrategien fu¨r die Ausgabe von Handlungsanleitungen zu entwickeln. Wird
beispielsweise eine erho¨hte kognitive Belastung anhand eindeutiger sprachlicher
Merkmale registriert, erfolgen Handlungsanweisungen sequentiell in kleinen in-
formationellen Einheiten. In einer gegenteiligen Situation werden Informationen
hingegen kumuliert ausgegeben.
Einen a¨hnlichen Ansatz verfolgten Mu¨ller et. al. (2001) bei der Entwicklung eines
mobilen Auskunftssystems fu¨r einen Flughafen. Die Adaption der Sprachdialoge
wirkte sich auf die Ausfu¨hrlichkeit der Systemausgaben aus. Der Nachteil dieser
Systeme ist jedoch, dass die Adaption nur kurzzeitig erfolgt und kein langfristi-
ges Modell u¨ber den Erfahrungsgrad eines Benutzers ausbildet. In automotiven
Umgebungen ist gerade dies ein wichtiges Kriterium.
Hassel (2006) verwendet daher einen Adaptionsmechanismus, welcher die Dia-
logstrategie la¨ngerfristig an die Erfahrungen eines Benutzers anpasst. Die Gene-
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rierung eines individuellen Benutzermodells erfolgt nach Hassel anhand der Para-
meter Hilfeanfragen h, Optionenanfragen o, Timeouts t, ASR-Failures e und On-
set Time Tm. Sinnvoll erscheint eine Eweiterung der Interaktionsparameter um
Barge-In b (siehe Tabelle 5.1). Alle Parameter ko¨nnen implizit aus der regula¨-
ren Interaktion des Benutzers mit dem SDS extrahiert werden. Da diese Form
der Adaption bereits erfolgreich an einem prototypischen SDS im Fahrzeug gete-
stet wurde, ko¨nnen die bestehenden Konzepte und Algorithmen u¨bernommen und
erweitert werden.
Parameter pi Bedeutung
Hilfeanfragen, h Benutzer fragt nach genereller Information u¨ber
die Systembedienung.
Optionsanfragen, o Benutzer fragt nach Sprachkommandos im aktuel-
len Kontext.
Timeouts, t Der Spracherkenner erha¨lt kein akustisches Signal.
ASR-Failure, e Der Spracherkenner kann das akustische Signal
nicht verarbeiten. Das kann an OOV-Eingabe oder
undeutlicher Aussprache liegen.
Onset Time, Tm Zeit, die der Benutzer braucht, um mit seiner Ein-
gabe zu beginnen.
Barge-In, b Der Benutzer beginnt mit der Spracheingabe, be-
vor die Systemausgabe beendet ist.
Tabelle 5.1: Interaktionsparameter zur Bestimmung eines Benutzermodells aus Hassel (2006),
erweitert um den Parameter Barge-In.
Jeder Dialog wird anhand der Interaktionsparameter bewertet und das User
Model
#     »
UM wird fu¨r jede Funktion ϕ durch einen Vektor
#     »
UMϕ abgebildet (siehe
Dialog 5.4). Die Gewichtung der einzelnen Interaktionsparameter erfolgt anhand
eines Gewichtsvektors
#     »
UMG.
Der Gewichtsvektor
#     »
UMG dru¨ckt die Aussagekraft jeder Komponen-
te des Benutzmodells
#     »
UM hinsichtlich der Nutzererfahrung mit dem
System aus (Hassel, 2006).
Die Gewichtungen der einzelnen Komponenten vGpi von
#     »
UMG mu¨ssen in Anleh-





entsprechen, d.h. es muss gelten:
vGh + vGo + vGt + vGe + vGTm + vGb = 1
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h = 0, o = 0, t = 0, e = 0, Tm = 0, b = 0
User: 〈 PTT 〉
System: Spracheingabe.
User: 〈 Unversta¨ndliches 〉 (1) e = e+ 1
System: Wie bitte?
User: 〈 Unversta¨ndliches 〉 (2) e = e + 1,
Tm = Tm+1
System: Ich konnte Sie nicht verstehen. Wa¨hlen Sie eine
Frequenz, Station oder einen Sender.
User: 〈 Unversta¨ndliches 〉 (3) e = e+ 1
System: Ich konnte Sie nicht verstehen. Spracheingabe
beendet.
User: 〈 PTT 〉
System: Spracheingabe.
User: 〈 Pause 〉 (4) t = t+ 1
System: Ich konnte Sie nicht verstehen. Bitte wiederholen
Sie.
User: Optionen. (5) o = o+ 1
System: Optionen. Wa¨hlen Sie eine Frequenz, Station
oder einen Sender...
User: Sender wa¨hlen. (6) Tm = Tm + 1,
b = b+ 1
#     »
UMFrequenz wa¨hlen = [h, o, t, e, Tm, b] = [0, 1, 1, 3, 2, 1]
Dialog 5.4: Beispieldialog fu¨r die Berechnung von ~UM fu¨r die Funktion ”Frequenz wa¨hlen“.
Da es aus technischen Gru¨nden nicht mo¨glich war, die Onset Time Tm zu be-
stimmen, muss diese aus der Berechnung des User Models ausgenommen werden.
Die Werte fu¨r vGpi ermittelte Hassel (2006) durch eine Bestimmung der Produkt-
Moment-Korrelation nach Pearson3 fu¨r die Parameter Anwenderklassifikation,
Hilfe- und Optionsanfragen, Timeouts und ASR-Fehler anhand von 229 Dialo-
gen mit dem iDrive SDS. Die Ergebnisse sind in Tabelle 5.2 ersichtlich. Der sta¨rk-
ste Zusammenhang besteht zwischen dem Erfahrungsgrad und den ASR-Fehlern.
Dies kann damit begru¨ndet werdem, dass unerfahrene Benutzer ha¨ufig Vokab-
luar verwenden, das nicht in der Grammatik des Spracherkenners enthalten ist.
3Die Produkt-Moment-Korrelation nach Pearson rx,y berechnet sich nach folgender Formel
(Rasch et. al., 2004):
rx,y =
cov(x, y)














Im Za¨hler steht die Kovarianz der beiden Variablen x und y, im Nenner stehen die Stan-
dardabweichungen beider Variablen.
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Die daraus resultierenden Fehlerkennungen werden der Kategorie der ASR-Fehler
zugeordnet.
Die Korrelation zwischen dem Erfahrungsgrad und der Verwendung von Barge-
In wurde nicht empirisch erhoben, weshalb fu¨r den Umfang dieser Arbeit ein Kor-
relationswert von rb,AE = 0, 30 angenommen wird
4. Die Verwendung von Barge-In
ist ein Indiz fu¨r einen Experten und tra¨gt somit im Gegensatz zu den anderen
Komponenten positiv zur Dialogqualita¨t bei.
Anfa¨nger- bzw. Expertenverhalten
Hilfeanfragen h rh,AE = −0, 188
Optionsanfragen o ro,AE = −0, 241
Timeouts t rt,AE = −0, 175
ASR-Fehler e re,AE = −0, 498
Tabelle 5.2: Produkt-Moment-Korrelation nach Pearson: das negative Vorzeichen dru¨ckt die
negative Beziehung zwischen den Komponenten und des beobachteten Erfahrungsgrads aus, d.h.
diese Komponenten verschlechtern die Dialogqualita¨t. Quelle: Hassel (2006)
Als Anhaltspunkt fu¨r die Sta¨rke des Zusammenhangs kann folgende Kategori-
sierung dienen:
rx,y = |0, 00| −→ keine Korrelation
|0, 00| < rx,y ≤ |0, 20| −→ sehr schwache Korrelation
|0, 20| < rx,y ≤ |0, 40| −→ schwache Korrelation
|0, 40| < rx,y ≤ |0, 60| −→ mittlere Korrelation
|0, 60| < rx,y ≤ |0, 80| −→ starke Korrelation
|0, 80| < rx,y < |1, 00| −→ starke Korrelation
rx,y = |1, 00| −→ perfekte Korrelation
Basierend auf den ermittelten Korrelationswerten erhalten die Parameter vGpi un-
ter der Voraussetzung
∑n
i=1 vGpi = 1 folgende Werte:
− 0, 188 · x− 0, 241 · x− 0, 175 · x− 0, 498 · x+ 0, 250 · x = 1
−0, 802 · x = 1
x = −1, 247
⇒ vGh = 0, 23; vGo = 0, 30; vGt = 0, 22; vGe = 0, 62; vGb = −0, 37;
4Die Annahme dieses Wertes beruht auf Beobachtungen von Benutzern im Umgang mit dem
iDrive SDS. Barge-In wird zwar tendenziell von erfahreneren Benutzern verwendet, jedoch
scheint die Korrelation nicht so ausgepra¨gt zu sein, wie bei ASR-Fehlern und unerfahrenen
Benutzern.
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Somit ergibt sich folgender Gewichtsvektor fu¨r das User Model:
#     »
UMG =

vGh = 0, 23
vGo = 0, 30
vGt = 0, 22
vGe = 0, 62
vGb = −0, 37

Auffa¨llig ist, dass die Gewichtung der Erkennerfehler mit vGe = 0, 62 sehr stark
ausgepra¨gt ist, d.h. dass eine große Anzahl an Erkennerfehlern ein starkes Indiz
fu¨r einen unerfahrenen Benutzer darstellt. Dies kann von mangelnder Kenntnis
von Sprachbefehlen oder Unsicherheit im Umgang mit dem SDS herru¨hren. Die
Gewichtung von vGb fa¨llt als einzige negativ aus, da sich der Parameter Barge-In
im Gegensatz zu allen anderen Parametern nicht negativ auf die Einstufung des
Benutzers als Experte auswirkt. Die Verwendung von Barge-In ist ein Merkmal
fu¨r einen erfahrenen Benutzer oder Experten.
Unter Beru¨cksichtigung eines Vektors
#     »
UMϕ und dem Gewichtsvektor
#     »
UMG kann
nun der Vergleichsvektor ∆UM aus dem Skalarprodukt der beiden Vektoren gebil-
det werden. Basierend auf Dialog 5.4 ergibt sich folgender Vergleichsvektor:
∆UM =

vGh = 0, 23
vGo = 0, 30
vGt = 0, 22
vGe = 0, 62












Die Kategorisierung eines Benutzers als Anfa¨nger oder Experte geschieht durch
einen Vergleich des Vergleichsvektors mit einem Schwellenwert σ. Ist der Ver-
gleichsvektor gro¨ßer als σ, wird der Benutzer als Anfa¨nger eingestuft. Ist er klei-
ner als σ, gilt der Benutzer als Experte. Der Schwellenwert errechnet sich nach
Hassel (2006) aus dem Dreifachen des kleinsten Gewichtungsparameters, somit
gilt:
σ = vGt · 3 = 0, 66
Um sicherzustellen, dass keine zufa¨llige Zuordnung in eine Kategorie erfolgt, muss
ein Benutzer den Schwellenwert drei mal in Folge unter- oder u¨berschreiten. Die
Kategorisierung des Benutzers kann dabei in verschiedenen Menu¨s unterschiedlich
ausfallen, z.B. kann jemand im Bereich Navigation als Experte eingestuft werden,
wa¨hrend er in den restlichen Bereichen noch den Status eines Anfa¨ngers besitzt.
Dieses User Model kann dazu verwendet werden, die Dialogstrategie fu¨r das Hil-
fesystem an den Erfahrungsgrad des Benutzers im Umgang mit dem SDS anzu-
passen. Unerfahrene Benutzer erhalten eine Hilfe, deren Fokus auf der Wissens-
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vermittlung liegt. Die Prompts besitzen daher einen erla¨ternden Charakter und
beinhalten Beispiele zur Verwendung von Funktionen. Um die Systemausgaben
dennoch so kurz wie mo¨glich zu halten, enthalten die Hilfedialoge nur vier Items
pro Dialogschritt (siehe Dialog 5.5).
User: Optionen.
System: Optionen. Sagen Sie Maßstab wa¨hlen oder Maßstab in Meter oder
Kilometer, z.B. Maßstab 5 Kilometer, Ansichten, Zielfu¨hrung an
oder Sprachhinweise an. Um weitere Sprachkommandos zu ho¨ren
sagen Sie weiter.
User: Weiter.
System: Sagen Sie Routenkriterien, Sprachhinweise aus oder Zielfu¨hrung
aus.
Dialog 5.5: Anpassung der Dialogstrategie im Kontext Navigation/Karte: Unerfahrene Be-
nutzer erhalten eine Hilfe mit vier Items pro Dialogschritt und Beispielen fu¨r die Anwendung
einzelner Kommandos.
Erfahrene Benutzer erhalten eine Hilfe, die hauptsa¨chlich auf die Pra¨sentation
von Informationen ausgerichtet ist. Wenn ein Benutzer vertraut ist im Umgang mit
dem SDS, dient die Hilfe entweder als Geda¨chtnisstu¨tze oder dazu, mehr Informa-
tionen u¨ber weitergehende Funktionalita¨ten des SDS zu erhalten. Daher beinhal-
tet die Hilfe fu¨r Experten fu¨nf Items pro Dialogschritt, wobei auf die Ausgabe von
Beispielen oder die Konstruktion von Satzstrukturen verzichtet wird (siehe Dia-
log 5.6). Des weiteren entfallen Metakommandos zur Steuerung der Hilfe (
”
Wei-
ter“), da vorausgesetzt wird, dass diese durch die ha¨ufige Anwendung des SDS be-
reits bekannt sind. Zudem wird das Kommando
”
Weiter“ auch visuell repra¨sentiert
(siehe Kapitel 5.2.3).
User: Optionen.
System: Optionen. Maßstab in Meter oder Kilometer, Karte nordweisend,
Karte fahrtweisend, Perspektive, Routenkriterien.
User: Weiter.
System: Sprachhinweise an, Sprachhinweise aus, Zielfu¨hrung an, Zielfu¨h-
rung aus.
Dialog 5.6: Anpassung der Dialogstrategie im Kontext Navigation/Karte: Erfahrfene Benutzer
erhalten eine Hilfe mit fu¨nf Items pro Dialogschritt. Die sprechbaren Kommandos werden in
Form einer Liste ausgegeben.
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5.2.3 Visuelle Repra¨sentation der allgemeinen und
kontextspezifischen Hilfe
In Anlehnung Paivio (1991) erfolgen Lernprozesse effektiver, wenn sprachlich-
akustische Informationen mit visuell-ra¨umlichen Informationen verknu¨pft werden.
Der Theorie der dualen Enkodierung zufolge wird bei der Verarbeitung textu-
eller Information zum einen der Wortgehalt eines Begriffs in einem sprachlich-
akustischen Geda¨chtnisspeicher abgelegt. Gleichzeitig wird eine bildhafte Repra¨-
sentation des Begriffs im ra¨umlich-visuellen Geda¨chtnisspeicher enkodiert. Ob-
gleich die Theorie der dualen Enkodierung nicht unumstritten ist, zeigten ver-
schiedenen Experimente, dass Begriffe mit bildhaften Repra¨sentationen besser im
Geda¨chtnis bleiben als Begriffe ohne Bildvorstellung (Bildu¨berlegenheitseffekt).
Ebenso fu¨hrte wiederholtes Aussprechen von Wo¨rtern zu keiner signifikant besse-
ren Behaltensleistung (Hasebrook, 1995).
Die Mehrfachkodierung von Wissen spielt nach Totzke et. al. (2003a) eine ent-
scheidende Rolle beim Kompetenzerwerb fu¨r Informationssysteme. So werden be-
stimmte Begriffe eines Systems Oberbegriffen zugeordnet (
”
Die Routenkriterien
befinden sich im Navigationsmenu¨“) oder ra¨umliche Vorstellungsbilder des Sy-
stems aufgebaut (
”
Die Navigation befindet sich im rechten Bereich des Systems“).
Ferner tra¨gt auch die motorische Komponente zum Lernprozeß bei (
”
Um zum Te-
lefon zu gelangen, muss ich die Menu¨taste dru¨cken und einmal nach oben schie-
ben“).
Sowohl die semantische Struktur des Systems als auch dessen ra¨um-
liche und motorischen Aspekte beeinflussen den Lernaufwand und sind
fu¨r mo¨gliche Lernprobleme mitverantwortlich. Zusa¨tzlich ergibt sich,
dass die Fo¨rderung einer Mehrfachkodierung mit einer ho¨heren Lern-
leistung einhergeht. (Totzke et. al., 2003a)
Aus diesem Grund beinhaltet das Hilfesystem neben der sprachlichen auch eine
visuelle Komponente. Die visuelle Repra¨sentation stellt eine erga¨nzende Form der
Informationsausgabe dar, die den Benutzer zum einen beim Erlernen von Sprach-
kommandos nach dem Konzept der dualen Enkodierung unterstu¨tzt (Salmen,
2003). Zum anderen dient sie als Unterstu¨tzung, falls der Benutzer die sprach-
liche Hilfe nicht richtig verstanden hat oder durch die Fahraufgabe kurzzeitig
vom Sprachdialog abgelenkt war. Somit muss der Sprachdialog nicht wiederholt
werden, sondern ein kurzer Blick genu¨gt, um einen U¨berblick u¨ber die Liste der
Sprachkommandos in der Hilfe zu erhalten.
Die visuelle Repra¨sentation der Hilfe erfolgt anhand einer separaten Hilfetafel,
welche die regula¨re Bedienoberfla¨che u¨berdeckt (siehe Abbildung 5.9). Jede Hil-
fetafel verfu¨gt u¨ber ein Textfeld im oberen Bereich, das Kontextinformationen
entha¨lt (allgemeine Hilfe oder Optionen). Farblich abgetrennt davon nimmt der
Bereich fu¨r die Hilfeinhalte den gro¨ßten Teil der Hilfetafel in Anspruch. Ober-
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bzw. unterhalb der Hilfeinhalte befindet sich ein Pfeilsymbol, welches vorherge-
hende oder nachfolgende Hilfeebenen kennzeichnet. Die visuelle Hilfe ist mit der
sprachlichen Hilfe synchronisiert. Wa¨hrend einer Hilfeausgabe werden die aktuell
vorgelesenen Sprachkommandos in der Liste der Sprachbefehle durch eine farbige
Umrandung hervorgehoben.
Abbildung 5.9: Schematische Darstellung der Hilfetafel
5.2.3.1 Haptische Bedienung der Hilfe
Die Verwendung eines SDS zur Interaktion mit einem Informationssystem im Fahr-
zeug birgt viele Vorteile, jedoch besitzt die Spracherkennung als relativ neue Tech-
nologie im Fahrzeug noch einige Schwachpunkte. Obwohl die theoretische Erkenn-
rate bei ca. 98% liegt, ko¨nnen auch schlechtere Erkennerergebnisse zustande kom-
men. Neben externen Faktoren (z.B. Umgebungsgera¨usche bei geo¨ffnetem Fen-
ster) wirken sich v.a. sprecherspezifische Faktoren negativ auf die Erkennrate aus.
Spricht ein Benutzer zu laut oder zu leise, mindert dies die Erkennerleistung eben-
so wie verschiedene Akzente oder der sog. Lombard-Effekt (Junqua, 1993). Dieser
Effekt tritt ha¨ufig nach Fehlerkennungen auf und bewirkt hyperartikulierte A¨u-
ßerungen. Zu den Symptomen za¨hlen mehr und la¨ngere Pausen, eine langsame-
re und u¨bertrieben deutliche Aussprache sowie eine Vera¨nderung der Intonation.
Der Lombard-Effekt ist in der zwischenmenschlichen Kommunikation ein proba-
tes Mittel, um Kommunikationsprobleme zu u¨berbru¨cken. Im Umgang mit Sprach-
erkennungstechnologien fu¨hrt dieses Verhalten jedoch nur zu einer Verschlechte-
rung des Sprachsignals und somit auch der Interaktionsqualita¨t. Fu¨r den Fall ei-
ner wiederholt erfolglosen Spracheingabe wechseln Benutzer ha¨ufig die Eingabe-
modalita¨t, um ein Dialogziel zu erreichen (Oviatt, 1999). Studien zeigten, dass
multimodale Dialogsysteme die Fehlerrate bei der Sprachbedienung um 19%-41%
reduzierten (Oviatt, 2000b).
Aus diesem Grund ist es sinnvoll, neben der Spracheingabe alternative fehler-
robuste Eingabemodalita¨ten fu¨r das Hilfesystem zur Verfu¨gung zu stellen. Geeig-
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net ist die Anbindung des Hilfesystems an den Controller, der eine haptische Be-
dienung zula¨sst. Durch Drehbewegungen ist es mo¨glich, in der Liste der Hilfekom-
mandos nach oben oder unten zu navigieren (siehe Abbildung 5.10). Ist das Ende
Abbildung 5.10: Visuelle Unterstu¨tzung der Hilfe: durch Drehen des Controllers ist es mo¨glich,
verschiedene Kommandos anzuwa¨hlen und in vorhergehende bzw. nachfolgende Hilfeebenen zu
wechseln.
einer Liste erreicht, kann in Analogie zur systemweiten Listennavigation durch ei-
ne weitere Drehbewegung in die na¨chste Hilfeebene gewechselt werden. Diese Ak-
tion stellt das Pendant zum Sprachkommando
”
Weiter“ dar. Die Metakomman-
dos zur Navigation werden nicht visuell dargestellt, da Versuchsergebnisse in Sal-
men (2003) aufzeigen, dass sich redundante Metainformationen als verzichtbar er-
wiesen. Zudem unterstreicht rein sprachliche Ausgabe der Metakommandos den
prima¨ren Charakter der Sprachbedienung des Hilfesystems. Ferner tra¨gt die re-
duzierte Informationsdarstellung dazu bei, die zu verarbeitenden Informationen
mo¨glichst gering zu halten und die verfu¨gbare Darstellungsfla¨che optimal fu¨r die
prima¨ren Hilfeinhalte zu verwenden.
Die Auswahl eines Kommandos kann entweder durch Sprache erfolgen oder durch
Dru¨cken des Controllers. Spracheingaben sind sowohl am Ende der Systemausgabe
als auch wa¨hrend der Sprachausgabe (Barge-In) mo¨glich. In Analogie dazu ko¨n-
nen mit dem Controller Kommandos nach der Systemausgabe oder wa¨hrenddessen
(Push-In) ausgewa¨hlt werden. Gerade die Push-In Funktionalita¨t stellt jedoch ei-
ne Herausforderung fu¨r das Dialogmanagement dar. Im Gegensatz zum Barge-In
ist ein Push-In an einen zeitlich-inhaltlichen Kontext gebunden. Konkret bedeu-
tet dies, dass im Falle eines Push-In analysiert werden muss, welchem Kommando
die Auswahl gegolten hat. Besonders im U¨bergangsbereich zwischen zwei Sprach-
kommandos muss gepru¨ft werden, ob die Auswahl beispielsweise noch dem letz-
ten vorgelesenen/markierten Kommando zugerechnet werden soll oder schon dem
aktuell vorgelesenen/markierten Kommando.
Der wesentliche Faktor bei der Interpretation der Eingabe ist der Zeitraum, in
dem diese erfolgt. Kritisch ist eine Zeitspanne Ψ, die zwischen dem Ende eines
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vorglesenen Sprachkommandos und dem Anfang des na¨chsten Kommandos liegt5.
Ein Push-In kann genau in die Pause zwischen zwei Kommandos fallen (siehe Ab-
bildung 5.11(a)) oder auch gleich zu Beginn des na¨chsten Kommandos erfolgen
(siehe Abbildung 5.11(b)). Da Kommando A wa¨hrend der entsprechenden Syste-
(a) Der Push-In P fa¨llt in den Zeitraum Ψ (hier rot dargestellt) zwischen zwei
Kommandos A und B. Die Zuordnung von P zu Kommando A ist eindeutig, da
dieses bis zum Beginn von Kommando B markiert bleibt.
(b) Der Push-In P erfolgt nach Ψ zu Beginn der Systemausgabe zu Kommando B.
In diesem Fall ist die Zuordnung von P zu Kommando A oder B nicht eindeutig
mo¨glich und muss durch Methoden der Disambiguierung erfolgen.
Abbildung 5.11: U¨berlappung multimodaler Ein- und Ausgaben
mausgabe und 70ms danach farblich hervorgehoben bleibt, kann ein Push-In in
diesem Fall Kommando A zugerechnet werden. Sobald jedoch die Markierung von
Kommando A auf Kommando B wechselt und der Benutzer innerhalb einer Zeit-
spanne Z einen Push-In durchfu¨hrt, kann dieser nicht mehr eindeutig Komman-
do A oder B zugeordnet werden. Es besteht die Mo¨glichkeit, dass der Benutzer
nur etwas zu spa¨t auf den Controller gedru¨ckt hat. Um zu kla¨ren, ob tatsa¨chlich
Kommando B ausgewa¨hlt wurde oder der Push-In noch dem Kommando A galt,
muss die Zeitspanne Z festgelegt werden und innerhalb Z eine Disambiguierung
durchgefu¨hrt werden.
Messungen der Reaktionszeit mit Hilfe eines an einen Laptop angeschlossenen
Controllers und einem einfachen Programm zur Zeitabnahme zeigten in vergleich-
baren Szenarien eine durchschnittliche Reaktionszeit fu¨r die Anwendung des Con-
trollers innerhalb von ca. 100ms. Abzu¨glich der Latenzzeit Ψ = 70ms bleiben fu¨r
Z 30ms u¨brig. Push-Ins innerhalb dieser Zeitspanne fu¨hren zu einem kla¨renden
Dialogschritt, in dem der Benutzer nochmals zwischen den beiden Kommandos A
und B wa¨hlen kann (siehe Dialog 5.7). Die Disambiguierungstafel entha¨lt eben-
5Fu¨r die Implementierung des protoypischen Hilfesystems wurde Ψ = 70 Millisekunden ge-
wa¨hlt.
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System: Optionen. Sagen Sie Maßstab wa¨hlen oder Maßstab in Meter oder
Kilometer, z.B. Maßstab 5 Kilometer, Ansichten, Zi...
User: 〈 Push-In 〉




falls nur die beiden relevanten Kommandos zur Auswahl. In Analogie zum system-
weiten Disambiguierungskonzept sind die beiden Eintra¨ge in der Liste numeriert







Die kontextabha¨ngige Hilfe bietet einen guten U¨berblick u¨ber die Kommandos,
die in einem bestimmten Kontext sprechbar sind. Dazu muss ein Benutzer diesen
Kontext jedoch erst einmal erreichen. Gerade beim Erstkontakt mit einem SDS
stellt sich fu¨r den Benutzer die Frage, welche Kommandos man sprechen kann und
wie gewu¨nschte Dialogziele erreicht werden ko¨nnen. Speziell fu¨r diese Situation
scheint es sinnvoll, eine Form der Hilfe anzubieten, die unabha¨ngig von einzelnen
Kontexten ist und natu¨rlichsprachliche Anfragen des Benutzers verarbeiten kann.
Beobachtungen im Rahmen der Arbeit von Hof (2004) ergaben, dass Benutzer,
die ein vorgegebenes Dialogziel erreichen sollen und kein mentales Modell u¨ber
ein SDS oder dessen Hilfesystem besitzen, intuitiv eine Frage formulieren. Diese
war entweder an reale Personen (Versuchsleiter) oder als Hilfeanfrage an das SDS
gerichtet.
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Die Art der Hilfeanfragen la¨sst sich prima¨r zwei Kategorien einteilen; je nach
Dialogziel formulierten die Benutzer Fragen, um eine Anleitung zu einem Thema
zu erhalten (explanatorische Hilfe:
”
Wie kann ich telefonieren?“) oder um die Po-
sition einer Funktion im grafischen Kontext zu finden (lokalisierende Hilfe:
”
Wo
kann ich die Luftverteilung einstellen?“). Ziel muss es also sein, diese Form der
Fragen zu verarbeiten und dementsprechende Hilfeausgaben zu produzieren.
Zu diesem Zweck muss zuna¨chst das Vokabular der Hilfeanfragen na¨her be-
stimmt werden. Dazu wurden 7 Versuchspersonen ohne Vorkenntnisse u¨ber das
iDrive-Bediensystem gebeten, bestimmte Aufgaben mit der Sprachbedienung aus-
zufu¨hren. Dabei wurde darauf geachtet, dass in der Formulierung der Aufgaben
keine Sprachkommandos oder Synonyme genannt wurden. Des weiteren erhielten
die Benutzer keinerlei Hinweise auf die Hilfefunktionalita¨t des Systems, es wurde
lediglich die Aktivierung des SDS mittels der PTT-Taste erla¨utert. Typisch fu¨r
die resultierenden Spracheingabeversuche waren folgende Anfragetypen:
1.
”
Hilfe“ (42% der Anfragen)
2.
”
Und was muss ich jetzt sagen?“ (25% der Anfragen)
3.
”
Wie kann ich ...?“ (18% der Anfragen)
4.
”
Wo ist ...?“ (9% der Anfragen)
5.
”
Was muss ich tun, um ...?“ (5% der Anfragen)
Wa¨hrend die A¨ußerung
”
Hilfe“ zur Ausgabe der allgemeinen Hilfe fu¨hrt, resul-
tieren die u¨brigen Anfragen in einer Fehlerkennung, d.h. 58% der A¨ußerungen
beim Erstkontakt fu¨hren zu keinem produktiven Dialog. Rechnet man die A¨uße-
rung
”
Und was muss ich jetzt sagen?“ auf Grund der Vagheit der Anfrage der all-
gemeinen Hilfe zu, kann die Syntax der verbleibenden Anfragen folgendermaßen
beschrieben werden:{Wie|Wo|Was}︸ ︷︷ ︸
Fragewort




Das Vokabular fu¨r die Hilfe umfasst die aufgefu¨hrten Fragewo¨rter und Verben
sowie eine Liste mit mo¨glichen Intentionsbeschreibungen.
Da die natu¨rlichsprachlichen Hilfeanfragen an keinen festen Kontext gebunden
sind, muss die Generierung der Hilfeausgaben dynamisch erfolgen. Als Ausgangs-
punkt fu¨r die notwendigen Handlungsanweisungen dient der aktuelle Systemkon-
text. Die Bestimmung des Zielkontexts erfolgt anhand der Analyse der Intenti-
onsbeschreibung. Diese muss zum einen das regula¨re Vokabular des SDS beinhal-





Luftverteilung“). Um eine Handlungsanweisung fu¨r
die Zielintention ausgehend vom aktuellen Bedienkontext zu erzeugen, wird das
SDS als zyklischer, ungerichteter Graph modelliert. Jeder Kontext/Zustand des
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SDS wird durch einen Knoten im Graphen G = (V,E) repra¨sentiert; V entspricht
dabei der Knotenmenge, E der Kantenmenge (siehe Abbildung 5.13). Jede Kante
besitzt eine Gewichtung w, welche eine positive relle Zahl sein muss. Aufgabe des
Abbildung 5.13: Zyklischer, ungerichter Graph: der Graph G besteht aus neun Knoten
(V1 . . . V9) und 14 Kanten (E1,i . . . Ej,14).
Hilfesystems ist, die ku¨rzeste Verbindung dVS ,VZ zwischen einem Startknoten VS
und einem Zielknoten VZ zu ermitteln und so eine optimale Handlungsanweisung
zu generieren.
Die ku¨rzeste Verbindung zwischen zwei Knoten in einem zyklischen, ungerich-
teten Graphen kann u¨ber verschiedene Algorithmen ermittelt werden. In Frage
kommen z.B. der Algorithmus von Dijkstra oder der A*-Algorithmus. Beide Al-
gorithmen erlauben die Ermittlung des ku¨rzesten Pfades in einem Graphen mit
positiven Kantengewichten. Dem A*-Algorithmus liegt eine Heuristik zugrunde,
anhand derer eine Scha¨tzung getroffen werden kann, wie hoch die Kosten zur Er-
reichung des Zielknotens sein werden (vgl. Wikipedia, 2007). Auf diese Weise ar-
beitet der A*-Algorithmus sehr effizient und laufzeitoptimiert. Fu¨r die in dieser
Arbeit betrachteten Umfa¨nge spielt die Laufzeit jedoch keine entscheidende Rolle,
da die Graphen nur einen Teilbereich des SDS abdecken und somit sehr klein aus-
fallen. Zur Validierung der Tauglichkeit des Graphenmodells reicht eine einfachere
Suchvariante wie der Algorithmus von Dijkstra aus.
Die Funktionsweise dieses Algorithmus ist in Abbildung 5.14 auf Seite 93 veran-
schaulicht. Sobald das Hilfesystem einen optimalen Pfad berechnet hat, kann ein
Dialog mit den entsprechenden Handlungsanweisungen initiiert werden. Zu diesem
Zweck besitzt jeder Knoten im Graph verschiedene Informationen:




• Hilfetext (HT): beschreibt eine Handlungsanweisung, um zum aktuellen
Knoten zu gelangen, z.B.
”
nennen Sie einen Namen aus dem Telefonbuch
gefolgt von anrufen“
• Beispiel (B): kann optional an den Hilfetext angefu¨gt werden, z.B.
”
zum
Beispiel Markus Abel anrufen“
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(a) Zu Beginn wird der Graph initiali-
siert, die Distanzen aller Knoten unter-
einander werden auf unendlich gesetzt.
Startknoten sei V6, Zielknoten V3.
(b) Die jeweils angrenzenden Kanten
E6,4, E6,7 und E6,8 werden als ku¨rzeste
Entfernung zu den Knoten V4, V7 und V8
gekennzeichnet.
(c) Die ku¨rzeste Verbindung ist E6,7,
daher wird der angrenzende Knoten V7
neuer aktueller Knoten. Die angrenzende
Kante E7,8 stellt die Verbindung d6,7,8
her. Da diese ku¨rzer ist als die bereits
existierende Verbindung d6,8, wird diese
als ku¨rzester Pfad ausgeschlossen.
(d) Neue ku¨rzeste Verbindung im be-
trachteten Graphen ist d6,4. V4 ist neu-
er aktueller Knoten, die ku¨rzeste angren-
zende Verbindung ist d4,5 = 4.
(e) Da d6,4,5 weiterhin die ku¨rzeste Ver-
bindung in G darstellt, wird V5 neuer ak-
tueller Knoten. Die ku¨rzeste an V5 an-
grenzende Kante ist E3,5. Da d6,5,3 la¨n-
ger ist als die neu gefundene, wird d6,5,3
ebenfalls aus der Lo¨sungsmenge ausge-
schlossen.
(f) d6,4,5,3 ist die neue ku¨rzeste Verbin-
dung im Graphen, d.h. der Zielknoten V3
wird neuer aktueller Knoten und der Al-
gorithmus wird beendet.
Abbildung 5.14: Algorithmus von Dijkstra zur Bestimmung des ku¨rzesten Pfades zwischen
zwei Knoten.
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Jede Ausgabe des Hilfesystems besitzt demnach folgende Struktur:
| FB | HT(+B)︸ ︷︷ ︸
Anweisungen
| Spracheingabe |
Die Anweisungen ko¨nnen aus Hilfetexten von verschiedenen Knoten bestehen, wo-
bei nach jeder Anweisung eine Spracheingabe des Benutzers erwartet wird. Abbil-
dung 5.15 verdeutlicht die Generierung einer Anweisung. Der Benutzer befindet
sich im Kontext Radio und stellt die Frage
”
Wie kann ich einen Eintrag aus dem
Telefonbuch lo¨schen?“. Das System berechnet den ku¨rzesten Pfad dV1,V2,V4 zu V4.
Zuna¨chst wird das Feedback des Zielknotens V4 ausgegeben (”
Um einen Eintrag
aus dem Telefonbuch zu lo¨schen“). Anschließend wird der Hilfetext fu¨r Knoten V2
ausgegeben (
”
sagen Sie Telefonbuch“). Der Benutzer muss nun die Spracheingabe
”
Telefonbuch“ vornehmen. Anschließend fa¨hrt das Hilfesystem mit der Anweisung
zu Knoten V4 fort (”
Nennen Sie einen Eintrag aus dem Telefonbuch gefolgt von
lo¨schen“) und fu¨gt das zugeho¨rige Beispiel an (
”
zum Beispiel Markus Abel lo¨schen
oder Eintrag 4 lo¨schen“).
Abbildung 5.15: Anweisung zum Thema ”Eintrag aus dem Telefonbuch lo¨schen“: Knoten 1 =
Radio, Knoten 2 = Telefonbuch, Knoten 3 = Eintrag anrufen, Knoten 4 = Eintrag lo¨schen
Analog zur kontextspezifischen Hilfe (vgl. Kapitel 5.2.2) wird der Informations-
gehalt der Handlungsanweisungen an den Erfahrungsgrad des Anwenders ange-
passt (siehe Dialog 5.8).
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User: Wie kann ich telefonieren?
System: 〈 Anfa¨nger 〉 Um jemanden anzurufen, nennen Sie einen Namen
aus ihrem Telefonbuch gefolgt von anrufen, zum Beispiel Markus
Abel anrufen, oder sagen Sie Nummer wa¨hlen.
System: 〈 Experte 〉 Nennen Sie einen Namen aus ihrem Telefonbuch ge-
folgt von anrufen oder sagen Sie Nummer wa¨hlen.
User: Nummer wa¨hlen.
System: 〈 Anfa¨nger 〉 Bitte sprechen Sie die Nummer in einzelnen Ziffern.
System: 〈 Experte 〉 Bitte Nummer sprechen.
Dialog 5.8: Anpassung der Anweisung zum Thema ”Telefonieren“ fu¨r Anfa¨nger und Experten.
5.4 Experimentelle Bestimmung der
Systemparameter
In diesem Kapitel werden die Versuche erla¨utert, die zur Bestimmung der Lern-
und Vergessenskurven im Umgang mit SDS im Fahrzeug notwendig sind (vgl. Ka-
pitel 5.2.1.1 und 5.2.1.2). Basierend auf den Ergebnissen kann entschieden wer-
den, welche der mathematischen Modelle bezu¨glich Lernen und Vergessen von
Sprachkommandos am besten fu¨r den Einsatz im Fahrzeug geeignet sind.
5.4.1 Lernen vom Sprachkommandos
5.4.1.1 Testdesign
Die Tests fanden in einem BMW 6er mit iDrive-Bediensystem statt. Als Test-
strecke wurde ein Rundkurs auf dem BMWWerksgela¨nde in Regensburg gewa¨hlt.
Das Werksgela¨nde ist gut geeignet, um verschiedene anspruchsvollere Verkehrssi-
tuationen in einer kontrollierten Umgebung nachzustellen, z.B. Tempo 30 Zonen,
rechts vor links Regelungen oder verengte Fahrbahnen mit Hindernissen.
Die Testgruppe bestand aus sieben Versuchspersonen (VP) im Alter zwischen
26 und 43 Jahren. Die Auswahl der VP erfolgte nach den Kriterien Erfahrung mit
SDS und Fahrerfahrung. Fu¨r die Bestimmung des Lernverhaltens beim Erstkon-
takt mit einem SDS du¨rfen die VP keine bzw. sehr wenig Erfahrungen diesbezu¨g-
lich gesammelt haben. Um Interferenzen zwischen der Fahrzeugfu¨hrung und der
Systembedienung zu vermeiden, mussten die Probanden eine Fahrleistung von bis-
her 100.000 km oder alternativ fu¨nf Jahre Fahrerfahrung aufweisen. Zudem musste
die ja¨hrliche Fahrleistung mindestens 10.000 km betragen.
Vor Beginn der Tests erhielten die VP eine Einfu¨hrung in die Fahrzeugbedie-
nung, anschließend wurde eine kurze Eingewo¨hnungsfahrt durchgefu¨hrt. Wa¨hrend
des darauffolgenden Tests bestand die Aufgabe der VP darin, zehn Aufgaben mit
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unterschiedlichem Schwierigkeitsgrad zu bearbeiten (siehe Tabelle 5.3). Die Kom-
plexita¨t der Aufgaben wurde anhand der zur Lo¨sung minimal notwendigen Dia-












Tabelle 5.3: Aufgaben der Lerntests mit zugeho¨rigen Komplexita¨tsgraden
tenden Aufgabe und mussten das entsprechende Sprachkommando in der Hilfe su-
chen. Nach der Lo¨sung der Aufgabe wurde die na¨chste Aufgabe gestellt. Die Auf-
gaben wurden solange wiederholt, bis die zugeho¨rigen Sprachkommandos memo-
riert wurden. Fu¨r jeden Durchlauf wurde die Zeitspanne zwischen der Aktivierung
der Spracheingabe und der A¨ußerung des korrekten Sprachkommandos gemessen.
Die ermittelten Zeitspannen wurden anhand des zuvor festgelgten Komplexita¨ts-
grades standardisiert.
5.4.1.2 Ergebnisse
Generell spiegeln die Ergebnisse die Erwartung wieder, dass der Lernerfolg an-
fangs groß ist, d.h. das Lernen erfolgt zuna¨chst sehr schnell. Mit zunehmenden
Wiederholungen nimmt die zur Lo¨sung einer Aufgabe notwendige Zeit stetig ab
und na¨hert sich einer horizontalen Asymptote (vgl. Abbildung 5.16). Ob eine
Potenzfunktion oder eine Exponentialfunktion den Lernprozess besser beschreibt
(vgl. Kapitel 5.2.1.1), kann mit Hilfe des χ2-Goodness-of-Fit-Tests ermittelt wer-
den (Rasch et. al., 2004). Je mehr χ2 gegen Null tendiert, desto weniger weichen







Die χ2-Werte fu¨r die Potenzfunktion und die Exponentialfunktion nehmen den
jeweils niedrigsten Wert mit den in Tabelle 5.4 Lernkoeffizienten an. Das bedeutet,
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Abbildung 5.16: Resultierende Lernkurve und Lernkurve basierend auf einer Potenzfunktion
(gestrichelte Linie).
Funktion χ2 Lernkoeffizient α
Exponentialfunktion 2,72 0,41
Potenzfunktion 1,31 0,42
Tabelle 5.4: χ2-Werte der Lernfunktionen
dass die Potenzfunktion (vgl. Gleichung 5.1) mit einem Lernkoeffizienten von α =
1, 31 die beobachteten Ergebnisse besser beschreibt als die Exponentialfunktion,
da χ2min fu¨r die Potenzfunktion kleiner ist als fu¨r die Exponentialfunktion.
5.4.2 Ausbildung von Transferwissen
Die Versuche zur Ausbildung von Transferwissen fanden in einem BMW 3er statt.
Die Versuche fanden im stehenden Fahrzeug statt. Die Testgruppe bestand aus
sieben VP im Alter zwischen 20 und 24 Jahren. Alle VP hatten keinerlei Erfahrung
im Umgang mit SDS.
Ziel der Tests war es, zu ermitteln, wie stark Wissen u¨ber bestimmte Funktionen
und Konzepte des SDS auf a¨hnliche Bereiche u¨bertragen werden kann. Dazu er-
hielten die Probanden eine Liste mit zehn Sprachkommandos, welche sie zweimal
sprechen mussten, um ein Gefu¨hl fu¨r die Funktionsweise des SDS zu bekommen.
Anschließend erhielten die Probanden Aufgaben, bei denen sie a¨hnliche Funktio-
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nen anwenden mussten (siehe Tabelle 5.5). Die entsprechenden Sprachkommandos
mussten von den angewendeten Konzepten abgeleitet werden.
Angewendete A¨hnliche Funktionen Kommandos
Funktionen
CD ein CD deaktivieren CD aus
CD Titel 5 Beliebiger anderer CD Titel 9
CD Titel
Na¨chster Titel Titel davor abspielen Vorheriger Titel
Vorherige CD nachfolgende CD abspielen Na¨chste CD
Verkehrsfunk aus Verkehrsfunk aktivieren
Mautstrecken Mautstrecken aktivieren Mautstrecken
vermeiden aus vermeiden ein
Zufallswiedergabe ein Random-Wiedegabe Zufallsweidergabe
deaktivieren aus
Autobahn vermeiden Autobahn verwenden Autobahn
vermeiden aus
Bildschirm aus Display aktivieren Bildschirm ein
Tabelle 5.5: Aufgaben der Versuche zum Transferwissens
Als Maß fu¨r die Transferleistung wurde die Anzahl an korrekt abgeleiteten Kom-
mandos herangezogen. Die Auswertung der Test ergab, dass die Probanden in 89%
der Fa¨lle die gesuchten Kommandos von den bereits bekannten Funktionen und
Konzepten ableiten konnten. Daraus kann geschlossen werden, dass vorhandenes
Wissen u¨ber Funktionen und Konzepte einen wichtigen Beitrag zum Erlernen wei-
terer Funktionalita¨ten leistet.
5.4.3 Vergessen von Sprachkommandos
Die Untersuchung zum Vergessen von Sprachkommandos fand zum Teil in einem
BMW 3er und zum Teil an einem Laptop statt. Die Versuche wurden im stehen-
den Fahrzeug durchgefu¨hrt, da auf Grund der angewendeten Testmethodik keine
mentale Belastung zur Messung der Vergessensleistung no¨tig ist.
Die Testgruppe bestand aus zehn VP im Alter zwischen 23 und 53 Jahren. Die
Auswahl der VP erfolgte nach dem Kriterium der Erfahrung im Umgang mit SDS
im Allgemeinen und dem iDrive SDS im Besonderen. Fu¨r die Memorierungstests
ist es von entscheidender Bedeutung, dass die VP keine Sprachkommandos fu¨r
iDrive kennen.
Die Memorierungstests bestanden aus zwei Phasen, einer Lernphase und einer
Vergessensphase. In der Lernphase erlernten zehn VP zwei Blo¨cke mit jeweils
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10 Sprachkommandos durch Anwendung im Fahrzeug (siehe Tabelle 5.6). Die
Funktionsblock 1 Funktionsblock 2
Task 1 CD Player Task 11 TV einschaltenn
Task 2 Track 5 von CD ho¨ren Task 12 TV Sender ’ARD’ ansehen
Task 3 Radio ho¨ren Task 13 Luftverteilung a¨ndern
Task 4 Radiostation ’Antenne Task 14 Uhr stellen
Bayern’ ho¨ren
Task 5 Frequenz 103,0 MHz ho¨ren Task 15 Datum stellen
Task 6 Klangeinstellungen Task 16 Bildschirmhelligkeit
einstellen
Task 7 Zielfu¨hrung an Task 17 BMW Online
Task 8 Kartenmaßstab 1 km Task 18 Telefonmenu¨
Task 9 Routenkriterium Task 19 Assistenzfenster
’Autobahn vermeiden’
Task 10 Routenkriterium Task 20 Bildschirm ausschalten
’Fa¨hren vermeiden’
Tabelle 5.6: Aufgaben fu¨r die Memorierungstests
entsprechenden Sprachbefehle wurden den Probanden in Form einer Liste zur
Verfu¨gung gestellt. Die Sprachkommandos wurden so lange eingeu¨bt, bis sie frei
reproduziert werden konnten. Diese 20 Kommandos bildeten die Basis der weiteren
Memorierungstests.
Ziel war es, die Geschwindigkeit des Vergessens zu ermitteln. Zu diesem Zweck
wurden u¨ber einen Zeitraum von 50 Tagen mehrere Vergessenstests in einer La-
borumgebung durchgefu¨hrt. In den Tests sollte die Situation nachgestellt werden,
dass ein Benutzer eine bestimmte Aktion (z.B. Radio ho¨ren) mit dem SDS aus-
fu¨hren will. Um jeglichen Einfluß auf das verbale Geda¨chtnis auszuschließen, wur-
den die Intentionen fu¨r den Benutzer nicht vorgelesen, sondern in Form von Pik-
togrammen dargestellt (siehe Abbildung 5.17). Jedes Piktogramm soll eine Inten-
Abbildung 5.17: Piktogramme zur Bildung der Intentionen ’Telefon’, ’Autobahn vermeiden’
und ’Radio’. Quelle: http://images.google.de
tion beim Benutzer erzeugen, die dann einer Aufgabe zugeordnet wird und den
Abruf des entsprechenden Sprachkommandos aus dem Geda¨chtnis zur Folge hat.
Die Memorierungstests wurden nach neun, 22, 36 und 50 Tagen durchgefu¨hrt. Als
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Maß fu¨r das Vergessen wurden die korrekt wiedergegebenen Sprachkommandos
verwendet.
Die resultierende Vergessenskurve ist in Abbildung 5.18 zu sehen. Erwartungsgema¨ß



























Abbildung 5.18: Resultierende Vergessenskurve und Vergessenskurve basierend auf einer Ex-
ponentialfunktion (gestrichelte Linie).
ist die Zahl der erinnerten Kommandos anfa¨nglich relativ hoch und nimmt mit
zunehmender Zeit stetig ab. Die Resultate zeigen, dass nach 50 Tagen ca. 75% der
Sprachkommandos vergessen wurden. Um zu bestimmen, welche der in Kapitel
5.2.1.2 erla¨uterten mathematischen Funktionen den Vergessensprozeß im Fahr-
zeug bestmo¨glich beschreibt, wurde ebenfalls der χ2-Goodness-of-Fit-Test heran-
gezogen. Die ermittelten minimalen χ2-Werte sind in Tabelle 5.7 aufgefu¨hrt. Den
Funktion χ2 Vergessenskoeffizient δ
Logarithmische Funktion 2,11 0,58
Exponentialfunktion 0,12 0,027
Potenzfunktion 1,77 0,22
Exponentialfunktion mit Wurzel 0,98 0,15
Tabelle 5.7: χ2-Werte der Vergessensfunktionen
besten χ2-Wert liefert die Exponentialfunktion (vgl. Gleichung 5.7), d.h. diese
weist die beste Anpassungsgu¨te auf.
5.5 Auswahl der Beschreibungsmodelle
Nach Auswertung der Versuche bezu¨glich des Lernens und Vergessens von Sprach-
kommandos, kann die Frage nach den am besten geeigneten mathematischen Be-
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schreibungsmodellen aus Kapitel 5.2.1.1 und 5.2.1.2 beantwortet werden. Der
Lernprozess kann am besten mit Hilfe des Potenzgesetzes der U¨bung beschrie-
ben werden. Um zu bestimmen, nach wie vielen Wiederholungen N ein Sprach-







U¨bertra¨gt man diese Gleichung in ein Diagramm, kann daraus fu¨r jede Zeit bei
der ersten Bedienung einer Funktion der zugeho¨rige Schwellenwert abgelesen wer-
den. Abbildung 5.19 verdeutlicht, dass bei einer erstmaligen Bediendauer von 30
Sekunden der zugeho¨rige Schwellenwert N = 7, 9 betra¨gt.






























Abbildung 5.19: Berechnung des Schwellenwerts N
Durch jede direkte Verwendung eines Sprachbefehls erho¨ht sich der entsprechen-
de Index i um denWert 1. Ist dieser Befehl Bestandteil einer Funktionsfamilie φ, so
werden die Indices aller darin enthaltenen Befehle basierend auf den Ergebnissen
zur Anwendung von Transferwissen (siehe Kapitel 5.4.2) um den Wert γ = 0, 89
erho¨ht. Erreicht der Index einer Funktion den zugho¨rigen Schwellenwert N , so gilt
diese Funktion als gelernt.
Das Vergessen kann mit Hilfe einer Exponentialfunktion beschrieben werden:
ineu = ialt · e−0,027·T (5.13)
Ausgehend vom letzten Tag der Verwendung einer Funktion nimmt der Index
entsprechend der Exponentialfunktion solange ab, bis diese erneut verwendet wird.
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Die Vera¨nderung der Indices unter Beru¨cksichtigung aller Beschreibungsmodelle
ist beispielhaft in Abbildung 5.20 dargestellt.





















Abbildung 5.20: Verlauf der Indices einer Funktion f1 sowie der Funktionen fφ einer Funk-
tionsfamilie φ: Zuna¨chst wird die Funktion f1 zweimal verwendet, so dass if1 = 2. Gleichzeitig
erho¨hen sich die Indices der restlichen Funktionsfamilie, so dass ifφ = 2 · 0, 89 = 1, 88. Wa¨hrend
der folgenden zwei Tage wird f1 nicht verwendet, d.h. alle Indices nehmen langsam wieder ab.
Erst bei der na¨chsten Verwendung (dreimal an Tag 2) erho¨hen sich die Indices der Funktionen
wieder, so dass if1 = 4, 89 und iφ = 4, 45. Sobald der Schwellenwert Nf1 erreicht wird, gilt die
Funktion f1 als gelernt und wird in der kontextspezifischen Hilfe ans Ende der Hilfeausgabe
verschoben.
5.6 Fazit
Die kontextspezifische Hilfe ist durch eine Reduzierung der angebotenen Informa-
tionseinheiten gekennzeichnet. Pro Dialogschritt werden maximal vier (fu¨r An-
fa¨nger) oder fu¨nf (fu¨r Experten) Sprachbefehle ausgegeben, daraus resultiert eine
Aufteilung eines Hilfedialogs in mehrere Ebenen. Die Einstufung eines Benutzers
als Anfa¨nger oder Experte erfolgt durch ein Benutzermodell, welches den Erfah-
rungsgrad des Anwenders anhand der Kriterien Spracherkennerfehler, Hilfe- und
Optionsaufrufe, Ha¨ufigkeit von Barge-In und Timeouts bestimmt. Die Inhalte der
Hilfe werden an das Wissen des Benutzers angepasst, indem das Lernen und Ver-
gessen von Sprachkommandos mit Hilfe des Potenzgesetzes der U¨bung und einer
Vergessenskurve modelliert wird. Der Fokus der Hilfe liegt auf Kommandos, die
der Benutzer weniger ha¨ufig verwendet oder gar nicht kennt. Hilfe zu Funktio-
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nen, die ha¨ufig verwendet werden und gut bekannt sind, werden an das Ende der
Hilfeausgaben verschoben. Die kontextspezifische Hilfe beinhaltet zudem eine vi-
suelle Komponente, die dem Benutzer haptische Eingaben erlaubt. Die Auswahl
eines Sprachkommandos kann wa¨hrend der Hilfeausgaben per Sprache (Barge-In)
oder Controller (Push-In) erfolgen. Nach einer haptischen Interaktion wird der
Sprachdialog regula¨r fortgesetzt.
Die kontextunabha¨ngige Hilfe bietet dem unerfahrenen Benutzer Hilfestellung in
unbekannten Doma¨nen des SDS. Die Hilfeanfrage kann als Frage formuliert wer-
den (z.B.
”
Wie kann ich Radio ho¨ren?“), worauf das Hilfesystem eine entsprechen-
de Anleitung ausgibt. Dabei wird der optimale Pfad zwischen dem aktuellen Dia-
logzustand und dem Zielstand mit Hilfe des Algorithmus von Dijkstra ermittelt.
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Kapitel 6
Implementierung des Prototyps
In diesem Kapitel werden die technischen Aspekte des Hilfesystems na¨her beleuch-
tet. Details hinsichtlich der Programmierung werden nicht behandelt, da die Im-
plementierung in Zusammenarbeit mit einem externen Dienstleister erfolgte und
keinen Hauptbestandteil dieser Arbeit darstellt. Die Ausfu¨hrungen beschra¨nken
sich auf die Erla¨uterung der Schlu¨sselkonzepte.
Die Umsetzung der Konzepte fu¨r ein adaptives Hilfesystem erfolgte auf Basis
einer bestehenden Simulation fu¨r den iDrive Nachfolger. Somit ist sichergestellt,
dass sich das Hilfesystem nahtlos in das bestehende Anzeige-Bedienkonzept inte-
griert und damit mehr als nur ein rudimenta¨rer Prototyp ist. Zudem bietet die
vorhandene Simulation alle notwendigen Schnittstellen und Komponenten, die fu¨r
das Hilfesystem notwendig sind. Nach einer kurzen Erla¨uterung der Systemarchi-
tektur in Kapitel 6.1, werden die entscheidenden Komponenten zur Steuerung der
kontextspezifischen Hilfe in Kapitel 6.2 pra¨sentiert. Die Beschreibung der Imple-
mentierung der kontextunabha¨ngigen Hilfe erfolgt in Kapitel 6.3.
6.1 Systemarchitektur der Dialogsimulation
Die Spracherkennungskomponente der Simulation besteht aus einem TEMIC-
Spracherkenner der aktuellsten Generation. Der Erkenner ist semiadaptiv, d.h.
dass er sich mit der Zeit an indivduelle Sprechereigenschaften anpasst. Dies re-
sultiert in einer anfa¨nglich etwas schlechteren Erkennungsleistung, mit zuneh-
mender Verwendung steigt diese jedoch an und u¨bertrifft bisherige TEMIC-
Spracherkenner hinsichtlich ihrer Erkennrate.
Der TEMIC-Spracherkenner ist grammatikbasiert und verarbeitet Java Speech
Grammar Format (JSGF) Grammatiken (Sun Developer Network, 1998). Das Vo-
kabular besteht aus ca. 5000 Begriffen. Die semantische Verarbeitung der Einga-
ben, die Simulation verschiedener Gera¨te sowie die Dialogsteuerung erfolgen u¨ber
ein in C++ implementiertes Dialogsystem. Die Planung der Sprachausgaben er-
folgt mit Hilfe von Excel-Dateien im CSV-Format. Diese Dateien enthalten die
106 Kapitel 6 Implementierung des Prototyps
Texte, welche durch die TTS-Engine RealSpeak Solo von Nuance synthetisiert
werden.
Abbildung 6.1: Systemarchitektur des Sprachdialogsystems in Anlehnung an Keller (2004)
und McTear (2002)
Das visuell-haptische Bediensystem besteht aus einem Controller, mit dessen
Hilfe Eingaben durch Drehen und Dru¨cken vorgenommen werden ko¨nnen. Jede
Beta¨tigung lo¨st ein Ereignis aus, welches im C++ Dialogsystem verarbeitet wird
und letztendlich eine Vera¨nderung der graphischen Anzeige bewirkt. Die Simula-
tion der Bedienoberfla¨che erfolgt mittels Macromedia Director.
Abbildung 6.2: Systemarchitektur des visuell-haptischen Bediensystems
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6.2 Kontextabha¨ngige Hilfe
Die Implementierung des in Kapitel 5.5 erla¨uterten Adaptionsmechanismus erfor-
dert eine Anpassung der Dialogsteuerung. Zuna¨chst ist es notwendig, verschiedene
Parameter wa¨hrend des Umgangs mit dem SDS zu bestimmen.
Fu¨r die Generierung des Benutzermodells muss zum einen die Zeit fu¨r die er-
ste Benutzung einer Funktion B ermittelt werden, um berechnen zu ko¨nnen, nach
wie vielen Wiederholungen diese Funktion als gelernt betrachtet werden kann (vgl.
Kapitel 5.2.1.1). Die Messung dieser Zeitspanne stellt eine große Herausforderung
dar, da zuna¨chst definiert werden muss, mit welchem Sprachkommando eine be-
stimmte Aktion begonnen wird. Nicht immer ist das Verhalten eines Benutzers
zielgerichtet. Exploratives Verhalten kann die Zeitmessung unter Umsta¨nden ver-
fa¨lschen. Fu¨r die Bestimmung von B mu¨ssen Aktionssequenzen hinterlegt werden,
welche die mo¨glichen Pfade zur Ausfu¨hrung einer Funktion beschreiben. Eine star-
re Definition von Aktionssequenzen ist jedoch sehr aufwa¨ndig und nicht zielfu¨h-
rend, da jede mo¨gliche Aktionssequenz einzeln aufgefu¨hrt werden muss. So kann
die Funktion
”
Maßstab 500m“ auf verschiedene Arten aufgerufen werden, z.B.:
Navigation → Karte→ Optionen→ Maßstab 500m
Navigation → Optionen→ Karte→ Optionen→ Maßstab 500m
Karte → Maßstab 500m
Theoretisch ko¨nnen nach jedem Kommando die Optionen aufgerufen werden; es
besteht zudem die Mo¨glichkeit, dass gerade Anfa¨nger die Optionen mehrmals hin-
tereinander verwenden. Jede mo¨gliche Kombination von Sprachkommandos bezo-
gen auf ein Dialogziel mu¨sste einzeln in einer Aktionsbibliothek hinterlegt wer-
den. Legt man den Berechnungen 700 bis 1000 sprachbedienbare Funktionen zu
Grunde, kann unter der Annahme, dass jede Funktion ca. 5-10 mo¨gliche Pfade
besitzt, davon ausgegangen werden, dass eine Aktionsbibliothek aus ca. 3500 bis
10000 Aktionssequenzen bestu¨nde. Um eine Verarbeitung in Echtzeit garantieren
zu ko¨nnen, mu¨sste die Aktionsbibliothek in einer Datenbank gespeichert werden.
Diese verbraucht jedoch zusa¨tzliche System- und Speicherressourcen, was fu¨r eine
Verwendung im Fahrzeug nachteilig ist.
Eine wesentlich effizientere Methode der Zeitermittlung kann durch die Bildung
eines Intentionspools erfolgen. Dabei wird fu¨r jeden Endzustand, der im SDS er-
reicht werden kann, der la¨ngstmo¨gliche Pfad hinterlegt. Jede sprachliche Interakti-
on des Benutzers wird auf einem History-Stack abgelegt, welcher die zuletzt aufge-
rufenen Sprachkommandos beinhaltet. Durch einen Abgleich des History-Stacks
mit dem Intentionspool ko¨nnen die Zeiten B fu¨r verschiedene Endzusta¨nde be-





Karte nordweisend“), stellt sich die Frage, inwiefern das
nachfolgende Kommando noch in Relation zum vorangegangenen steht. Im Rah-
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men dieser Arbeit wird dabei auf Basis einer Scha¨tzung die Annahme getroffen,
dass ein Kommando, das innerhalb von 15 Sekunden oder weniger nach einem
Endzustand gesprochen wird, noch der Aktionssequenz hinzugerechnet wird.
Die Reihenfolge der verwendeten Sprachkommandos ist bei dieser Methode der
Zeiterfassung von untergeordneter Bedeutung. Eine im Intentionspool hinterlegte
Sequenz kann auch von Funktionen unterbrochen werden, die nicht im Pfad ent-
halten sind. Somit wird einem eventuellen explorativen Verhalten Rechnung ge-
tragen. Der Aufruf der Hilfe bzw. der Optionen wird nicht explizit im Intentions-
pool hinterlegt. Generell gilt, dass die bei deren Aufruf resultierenden Zeiten stets
mit in die Zeitmessung einfließen, da auch die Verwendung der Hilfefunktionen
Teil des Lernprozesses ist.
Abbildung 6.3: Ermittlung der Zeit bei der ersten Verwendung einer Funktion: Im Intentions-
pool werden fu¨r jeden mo¨glichen Endzustand die la¨ngstmo¨glichen Pfade hinterlegt. Wa¨hrend
der Verwendung des SDS werden die aufgerufenen Funktionen auf einem History-Stack abge-
legt. Durch einen Abgleich des History-Stacks mit dem Intentionspool lassen sich die Zeiten B
ermitteln. Timeouts und Optionen werden bei der Zeitmessung stets hinzugerechnet.
Neben der Zeit B mu¨ssen weitere Parameter ermittelt werden. Fu¨r die Bestim-
mung, ob eine Funktion gelernt wurde, muss die Anzahl der Verwendungen fu¨r
jede Funktion ermittelt und in einem Index i gespeichert werden. Daneben ist es
fu¨r die Integration des Modells u¨ber das Vergessen wichtig, das Datum der letzten
Verwendung einer Funktion zu hinterlegen (vgl. Kapitel 5.2.1.2).
Der Berechnung des generischen Benutzermodells liegen in Anlehnung an Hassel
(2006) folgende Parameter zu Grunde:






Diese Parameter werden fu¨r die Funktionsbereiche Telefon, Entertainment, Na-
vigation und Sonstige erhoben. Aus diesen Informationen kann ein Wert fu¨r das
Benutzermodell errechnet werden, welcher Ru¨ckschlu¨sse auf den Erfahrungsgrad
eines Benutzers zula¨sst.
Alle Parameter, deren permanente Speicherung im SDS notwendig ist, werden in
einer XML-Datei hinterlegt. Diese Datei entha¨lt zu Beginn Informationen u¨ber den
Erfahrungsgrad eines Benutzers (0=Anfa¨nger, 1=Experte). Anschließend folgen
die einzelnen Funktionen des SDS, wobei jeder Eintrag aus einem Index i, dem
Datum der letzten Verwendung time und dem Schwellenwert N besteht (siehe
Quelltext 6.1).
<u s e r s t a tu s>
<phone>1</phone>
<nav>0</nav>
<ente r>1</ ente r>
<othe r s>0</ othe r s>
</ u s e r s t a tu s>




</ in t en t i on0>




</ in t en t i on1>




</ in t en t i on2>
Quelltext 6.1: User Model XML
Die statischen Parameter des Hilfekonzepts (Gewichtsvektor
#     »
UMG, Lern- und
Vergessenskoeffizient, etc.) werden in einer ini-datei gespeichert. Auf diese Wei-
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[ Gener i sches Usermodel ]
[ Schwel lenwert ]
wert=0.4
[ Unterschre i tungen ]
count=3
[ Gewicht H i l f s an f r a g en ]
gh=0.23
[ Gewicht Optionsanfragen ]
go=0.30
[ Gewicht Timeouts ]
gt=0.11
[ Gewicht ASR Fehler ]
ga=0.62
[ Gewicht BargeIn ]
gb=−0.37





[ Dia log Pause ]
sekunden=15
[ V e r g e s s k o e f f i z i e n t ]
beta=0.027
[ Indexerho¨hung a¨hn l i che Intent i onen ]
y=0.89
Quelltext 6.2: Statische Systemparameter
6.3 Kontextunabha¨ngige Hilfe
Die Umsetzung des Konzepts der kontextunabha¨ngigen Hilfe erfolgte im Gegen-
satz zur kontextunabha¨ngigen Hilfe nicht vollsta¨ndig. In Anlehung an Nielsen
(1994) stellt die kontextunabha¨ngige Hilfe lediglich ein Szenario dar (siehe Abbil-
dung 6.4). Fu¨r das Szenario wurden einfache Use Cases ausgewa¨hlt, die u¨ber ein
Shortcut aufgerufen werden ko¨nnen:
• Teilnehmer anrufen
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Somit entfallen anspruchsvolle Berechnungen hinsichtlich des ku¨rzesten Pfades zu
einer Zielfunktion. Da prima¨r untersucht werden soll, inwiefern eine sprachliche
Anleitung dazu dienen kann, den Einstieg in das SDS zu erleichtern, spielt die
Komplexita¨t der ausgewa¨hlten Use Cases fu¨r nachfolgende Untersuchungen nur
eine untergeordnete Rolle.
Da fu¨r die Verarbeitung natu¨rlichsprachlicher Eingaben kein entsprechender
SLM-Spracherkenner zur Verfu¨gung stand, wurde die Grammatik des TEMIC-
Erkenners fu¨r die Verabeitung natu¨rlichsprachlicher Eingaben angepasst. Dazu
werden u¨berflu¨ssige Eingaben und Fu¨llwo¨rter mit Hilfe eines Garbage-Filters ent-
fernt. Der Aufruf eines Hilfetextes erfolgt nach dem in Kapitel 5.3 beschriebenen
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{PAR="NO_PARAM"; INT="INTRO_MAP";};
Die Hilfetexte fu¨r Anfa¨nger und Experten werden in einer Excel-Datei hinterlegt
und von der RealSpeak Solo TTS-Engine synthetisiert.
6.4 Fazit
Die gro¨ßte Herausforderung im Rahmen der Implementierung besteht darin, die
notwendigen Parameter wie z.B. die Zeit fu¨r die erste Verwendung B zu ermit-
teln. Herko¨mmliche Methoden der Planerkennung ko¨nnen aufgrund der Komplexi-
ta¨t des SDS nicht angewendet werden. Die Ermittlung der Zeit B geschieht durch
die Definition des la¨ngstmo¨glichen Pfades fu¨r jeden Endzustand im SDS in ei-
nem Intentionspool. Wa¨hrend der Verwendung des SDS werden die aufgerufenen
Funktionen auf einem History-Stack abgelegt und mit dem Intentionspool abge-
glichen. Die Zeiten fu¨r auftretende Timeouts und Optionsaufrufe werden der Zeit
B hinzugerechnet.
Diejenigen Parameter, die permanent gespeichert werden mu¨ssen, werden in ei-
ner XML-Datei abgelegt. Dazu geho¨ren neben B auch die Indices und das Datum
der letzten Verwendung der einzelnen Funktionen des SDS. Aus diesen Daten be-
rechnet das Hilfesystem den Schwellenwert N , nach wie vielen Anwendungen eine
Funktion als gelernt betrachtet werden kann. Auch dieser Wert wird zusammen
mit dem Erfahrungsgrad des Benutzers in verschiedenen Systembereichen (Navi-
gation, Entertainment, Telefon, Sonstige) in der XML-Datei abgespeichert. Die
Konfiguration des Hilfesystems kann mit Hilfe einer ini-Datei durchgefu¨hrt wer-
den. Darin sind u.a. die Parameter des Gewichtsvektors
#     »
UMG sowie der Lern- und
der Vergessenskoeffizient hinterlegt.
Das kontextunabha¨ngige Hilfesystem wurde anhand einfacher Use Cases imple-
mentiert, aufwa¨ndige Berechnungen entfallen somit beim Prototyp. Die Gramma-
tik des TEMIC-Spracherkenners wurde durch Hinzufu¨gen eines Garabage-Filters




Der Evaluierung der in dieser Arbeit vorgestellten Hilfesysteme liegen verschiede-
ne Arbeitshypothesen zugrunde, welche in Kapitel 7.1 erla¨utert werden. Im An-
schluß wird die Evaluierung der Hilfesysteme ausgefu¨hrt, welche im Rahmen der
Magisterarbeit von Stefan Sagstetter erfolgte. Fu¨r zusa¨tzliche Informationen zur
Evaluierung der Hilfesysteme sei an dieser Stelle auf Sagstetter (2007) verwiesen.
Kapitel 7.2 behandelt die Wahl des Testdesigns, der genaue Ablauf der Versu-
che ist in Kapitel 7.3 beschrieben. Die Auswertung der Versuche erfolgt in Kapitel
7.4 und umfasst eine Bewertung der Systeminteraktionen, eine Analyse des Blick-
verhaltens, die subjektive Bewertung der getesteten Systeme, eine Bewertung der
Usability anhand des PARADISE Evaluierungsframeworks sowie die Messung der
mentalen Belastung wa¨hrend der Aufgaben. Abschließend werden die Ergebnisse
in Kapitel 7.5 mit Bezug auf die aufgestellten Arbeitshypothesen diskutiert.
7.1 Arbeitshypothesen
1. Das kontextspezifische Hilfesystem basierend auf adaptiven Komponenten
und visueller Unterstu¨tzung fu¨hrt im Gegensatz zum iDrive Hilfesystem zu
einer ho¨heren Benutzerzufriedenheit.
2. Die Adaption erho¨ht die Effizienz beim Auffinden gesuchter Informationen
im Hilfesystem.
3. Eine benutzeradaptive Anpassung der Reihenfolge der Sprachoptionen fa¨llt
bei geeigneter Parameterwahl nicht negativ auf.
4. Die Erho¨hung des Informationsgehalts der Sprachoptionen bei Experten
wirkt sich positiv auf die Bedienung aus.
5. Die mehrstufig gegliederte Ausgabe von akustischer Information reduziert
die mentale Belastung im Gegensatz zu einer ungegliederten Ausgabe.
6. Multimodale Interaktion fu¨hrt zu effizienteren Dialogen hinsichtlich der Be-
diengeschwindigkeit sowie zu ho¨herer Benutzerzufriedenheit.
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7. Die zusa¨tzliche visuelle Ausgabe der Hilfe forciert die Umstellung von
Sprachbedienung auf haptische Bedienung.
8. Kontextunabha¨ngige Hilfe wird in unbekannten Doma¨nen gegenu¨ber kon-
textabha¨ngiger Hilfe bevorzugt.
7.2 Testdesign
Fu¨r die Durchfu¨hrung der Tests stehen zwei Alternativen zur Wahl, das Between-
Subject-Design (BSD) und das Within-Subject-Design (WSD) (Nielsen, 1997; Ru-
bin, 1994). Beim BSD werden zwei verschiedene Produkte durch zwei unabha¨ngi-
ge Testgruppen evaluiert, beim WSD werden zwei Produkte von einer Testgruppe
evaluiert. Der Nachteil des WSD ist, dass die Versuchspersonen beim Test des er-
sten Produkts Wissen erwerben, das sich verfa¨lschend auf die Testergebnisse fu¨r
das zweite Produkt auswirken kann, da nicht mehr die gleichen Grundvorausset-
zungen gegeben sind.
Im konkreten Fall bedeutet dies, dass Probanden bei der Verwendung von iDrive
Wissen erwerben, welches das Verhalten im Umgang mit dem prototypischen Hil-
fesystem beeinflussen kann und umgekehrt. Insbesondere der Lerneffekt wirkt sich
nachteilig auf die Durchfu¨hrung der Tests aus, da zur Untersuchung der Hilfesy-
steme mo¨glichst unerfahrene Benutzer beno¨tigt werden. Aus diesem Grund wurde
das BSD als Versuchsdesign gewa¨hlt.
7.3 Testplan
7.3.1 Versuchspersonen
Voraussetzung fu¨r die Teilnahme an den Tests war zum einen, dass die Proban-
den seit mindestens vier Jahren im Besitz eines Fu¨hrerscheins sind oder alterna-
tiv eine Fahrleistung von 100.000 Kilometern aufweisen ko¨nnen, damit von einem
stabilisierten Fahrverhalten ausgegangen werden kann. Zudem musste eine ja¨hr-
liche Fahrleistung von 10.000 Kilometern besta¨tigt werden, um die momentane
Geu¨btheit zu gewa¨hrleisten (Salmen, 2003).
Des weiteren kamen nur interne BMW Mitarbeiter fu¨r die Teilnahme an den
Versuchen in Frage, da der Prototyp auf Basis des iDrive Nachfolgers zum Zeit-
punkt der Evaluierung der Geheimhaltung unterlag. Aus diesem Grund konnten
besondere Kriterien wie etwa Alter oder Geschlecht bei der Auswahl der Proban-
den nicht beru¨cksichtigt werden, da der Pool zur Verfu¨gung stehender Versuchs-
personen zu begrenzt war.
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Insgesamt beteiligten sich 26 Personen (22 ma¨nnlich, 5 weiblich) an den Ver-
suchen, wobei 15 Personen auf den Test des Prototyps und 12 Versuchsperso-
nen auf den iDrive Referenzversuch entfielen. Weitere Einzelheiten zum Profil der
Probanden sind in Abbildung 7.1 ersichtlich.
Abbildung 7.1: U¨bersicht u¨ber die Probanden
7.3.2 Versuchsaufbau
7.3.2.1 Versuchsaufbau im Fahrsimulator
Die Evaluierung des prototypischen Hilfesystems fand in einem Usabilitylabor be-
stehend aus einem Kontrollraum und einem statischen Fahrsimulator statt. Der
Fahrsimulator besteht aus zwei Hauptkomponenten, einer Sitzkiste und einer Fahr-
simulation. Die Sitzkiste entspricht hinsichtlich Fahrzeugfu¨hrung, Armaturen, Be-
dienung, Instrumentierung und Anzeige-Bedienkonzept dem BMW 7er Nachfol-
ger. Verschiedene Steuerungselemente vermitteln ein realistisches Fahrgefu¨hl, z.B.
Gegendruck am Lenkrad und Bremspedal. Beschleunigungs- oder Bremsverhalten
ko¨nnen jedoch im statischen Simulator nicht nachempfunden werden.
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Die Fahrsimulation wurde mit drei aufeinander abgestimmten Plasmabildschir-
men dargestellt. Der Sichtbereich betrug ca. 130 Grad (vgl. Abbildung 7.2). Die
Abbildung 7.2: Versuchsaufbau Fahrsimulator: A: Server fu¨r die Fahrsimulation, B: Terminal
zur Konfiguration der Fahrsimulation, C: Monitore zur U¨berwachung der Fahrsimulation (iden-
tisch zu Monitoren D), D: Plasmamonitore (linkes/mittleres/rechtes Sichtfeld), E: Rechner zur
Steuerung der Dialogsimulation, F: Kameras, G: Videobearbeitung der Kamerabilder; Fahrer
= Proband, Beifahrer = Versuchsleiter
Fahrsimulation stellte eine Autobahnfahrt dar, bei der die Aufgabe der Versuchs-
person darin bestand, einem vorausfahrenden Fahrzeug in mo¨glichst konstantem
Abstand zu folgen. Die Geschwindigkeit des vorausfahrenden Fahrzeugs passte sich
an auftretende Tempolimits an, ansonsten blieb die Geschwindigkeit konstant bei
120 km/h.
Interaktionen, Blickbewegungen und das Verkehrsgeschehen wurden mit drei
Kameras aufgezeichnet. Jede Kamera lieferte ein Videosignal an einen Videoar-
beitsplatz im ra¨umlich getrennten Kontrollbereich. Von hier aus erfolgte auch die
Bedienung der Fahrsimulation und des Fahrerinformationssystems.
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7.3.2.2 Versuchsaufbau im Fahrzeug
Die iDrive Referenzversuche fanden in einem Serien-BMW 3er statt. Dieser bein-
haltete das aktuellste iDrive Bediensystem mit Professional Navigationssystem.
Analog zum Aufbau im Fahrsimulator befinden sich drei Kameras im Innenraum,
welche das Gesicht des Probanden, den Tacho und das Display (CID) aufzeichne-
ten. Aus technischen und organisatorischen Gru¨nden kamen im Fahrzeug jedoch
lediglich Webcams zum Einsatz, weshalb aufgrund der wechselnden Lichtverha¨lt-
nisse eine Aufzeichnung des Verkehrsgeschehens nicht mo¨glich war.
Abbildung 7.3: Versuchsaufbau im Fahrzeug
7.3.3 Versuchsablauf
Die Versuchsabla¨ufe bei den Tests basierten auf Empfehlungen von Huber (2005)
und Rubin (1994). Um einen stets gleichbleibenden Ablauf der Versuche zu ge-
wa¨hrleisten, wurden die Tests mit einem Testdrehbuch durchgefu¨hrt. Dieses be-
schreibt den genauen Verlauf des Tests von der Begru¨ßung bis zur Verabschiedung
des Probanden.
Die Versuche begannen mit einer Adaptionsphase, in der die Probanden einen
kurzen U¨berblick u¨ber den Versuchsaufbau erhielten. Darauf folgte die Instrukti-
onsphase, bei welcher der Testleiter eine formalisierte Einleitung zur Bedienung
der Sitzkiste sowie zu Umfang und Zweck der Versuche gab (siehe Anhang C). Im
Anschluß daran hatten die Probanden die Mo¨glichkeit, ca. fu¨nf bis sieben Minuten
ohne weitere Instruktionen zu fahren. Dies ist sowohl im Fahrsimulator als auch
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im Serienfahrzeug wichtig, um negative Einflu¨sse durch ungewohnte Situationen
zu minimieren. Im weiteren Verlauf wurden die einzelnen Aufgaben bearbeitet (ca.
60 Minuten incl. 5 Minuten Pause).
Nach Beendigung der letzten Aufgabe wurde der Fahrsimulationsraum verlassen
bzw. im iDrive Referenztest der na¨chste Parkplatz angefahren. Die Nachbereitung
der Versuchsfahrten fand nach einer kurzen Pause statt. Die Probanden erhielten
zu diesem Zweck einen Fragebogen, den sie ausfu¨llen mussten (ca. 20 Minuten)
(siehe Anhang D).
7.3.4 Aufgabenstellung
Die Aufgaben bestanden aus einem Querschnitt von Funktionen aus verschiedenen
Systembereichen. Bei der Aufgabenstellung wurde darauf geachtet, dass mo¨glichst
keine Schlu¨sselwo¨rter oder Shortcuts in der Formulierung auftauchten. Folgende
Aufgaben waren von den Probanden zu bearbeiten:
1. Teilnehmer anrufen: Sie mo¨chten Markus Abel aus Ihrem Telefonbuch anru-
fen. Im Telefonbuch angekommen, ko¨nnen Sie durch das Kommando Sprach-
optionen herausfinden, welche Mo¨glichkeiten Sie haben, diesen Anruf zu er-
ledigen.
2. Wahlwiederholung: [Eingabe einer beliebigen Telefonnummer durch den
Testleiter] Sie mo¨chten die Nummer wa¨hrend der Fahrt nicht nochmals
eintippen. Finden Sie deshalb eine andere Mo¨glichkeit, die eben gewa¨hlte
Nummer nochmals anzurufen.
3. Nachricht lo¨schen: Im Nachrichtenspeicher befindet sich eine SMS mit einer
unbekannten Nummer; also kein Name aus dem Adressbuch sondern nur
eine Ziffernfolge. Sie mo¨chten nun diese SMS lo¨schen.
4. Kartenansicht wechseln: Sie mo¨chten die verschiedenen Mo¨glichkeiten der
Kartenansicht kennen lernen. Dazu mu¨ssen Sie zuna¨chst herausfinden, wo
Sie die Darstellung der Karte a¨ndern ko¨nnen.
Wenn Sie das Menu¨ gefunden haben, mo¨chten Sie die Karte in Fahrtrichtung
ausgerichtet sehen.
5. Kartenmaßstab wa¨hlen: Auch der Maßstab der Karte ist einstellbar. Bitte
finden Sie heraus, wie das funktioniert.
6. Routenkriterien vera¨ndern: Sie wollen die Streckenfu¨hrung beeinflussen, also
beispielsweise ein Kriterium wie die Benutzung von Autobahnen. Finden Sie
das dazu no¨tige Menu¨.
7. Kontextunabha¨ngige Hilfe: Sie mo¨chten den Sender Bayern 3 ho¨ren. Bitte
finden Sie mit einer Frage den Weg zum Ziel.
8. Verkehrsfunk aktivieren: Sie mo¨chten den Verkehrsfunk anstellen.
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9. Verkehrsfunk deaktivieren: Sie mo¨chten den Verkehrfunk wieder deaktivie-
ren.
10. CD und CD-Titel auswa¨hlen: Sie mo¨chten eine CD ho¨ren. Wa¨hlen Sie Track
5 von CD 3 im CD-Wechsler.
11. CD-Titel auswa¨hlen: Nun mo¨chten Sie zu Eintrag 8 auf derselben CD sprin-
gen.
12. Vorheriger/Na¨chster Titel: Sie mo¨chten die Titel der Reihe nach ho¨ren. Spie-
len Sie einen Titel nach dem anderen ab.
13. Klangeinstellungen: Sie mo¨chten nun wiederum durch eine Frage erfahren,
wo Sie die Ba¨sse verstellen ko¨nnen. Bitte fragen Sie nach der Mo¨glichkeit
der Ba¨sseverstellung.
7.4 Ergebnisse
Die Auswertung der Versuche erfolgt getrennt nach den den Versuchsgruppen im
Fahrsimulator (V1) und im Fahrzeug (V2). Des weiteren wird die Versuchsgrup-
pe V1 in zwei Untergruppen aufgeteilt. Dies scheint sinnvoll, da im Rahmen der
Versuche mit dem Prototyp wie in Kapitel 6.1 beschrieben ein neuer Spracher-
kenner zum Einsatz kam. Die Erkennerleistung des Spracherkenners war im Rah-
men von Vortests und zu Beginn der Versuchreihe ma¨ßig. Erst im weiteren Verlauf
der Untersuchung konnte die Erkennerleistung optimiert werden. Da jedoch die
Versuchspersonen das Testsystem als Ganzes wahrnehmen und sich die schlechte
Erkennerleistung auf die Gesamtbewertung des Prototyps auswirkte, wurden die
Versuchgruppe je nach Erkennerleistung in entsprechende Untergruppen aufgeteilt
(siehe Abbildung 7.4).
Abbildung 7.4: Gruppierung der Probanden
7.4.1 Bewertung allgemeiner Systeminteraktionen
Da im Rahmen der Untersuchung im Fahrsimulator ein neuer Spracherkenner mit
einer anfa¨nglich schlechteren Erkennerleistung eingesetzt wurde, weisen einige Be-
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obachtungen, die in engem Zusammenhang mit der Erkennerleistung stehen, ten-
denziell schlechtere Ergebnisse auf. Die Analyse der Erkennerfehler zeigt, dass
V1a z.T. erhebliche Einbußen in der Erkennrate verzeichnete (siehe Abbildung
7.5). Vor allem bei den ersten Aufgaben in der einzelnen Versuchen war die Zahl
der Erkennerfehler sehr hoch, da die Probanden noch nicht an das SDS gewo¨hnt
waren. Sprachlautsta¨rke, Sprachgeschwindigkeit und Prosodie wurden erst im wei-
teren Versuchverlauf optimal an das SDS angepasst. Zudem produzierten Neben-
gera¨usche (Ra¨uspern, Murmeln, etc.) ebenfalls unerwu¨nschte Spracheingaben. Die
Erkennrate bei V1b dagegen bewegt sich in etwa auf dem Niveau von V2.
Abbildung 7.5: Erkennerfehler (Mittelwert)
Als Maß zur Bestimmung der Effizienz wird die Aufgabendauer herangezogen.
Abbildung 7.6 zeigt die Zeit, die die Probanden beno¨tigten, um eine Aufgabe zu
bearbeiten. Die Analyse der Ergebnisse zeigt, dass V1b stets die ku¨rzesten Be-
arbeitungszeiten aufweist. V1a ist zumeist mit la¨ngeren Bearbeitungszeiten ver-
bunden, was jedoch auf die schlechtere Erkennerleistung zuru¨ckzufu¨hren ist. Ein-
zelne Kommandos mussten oft mehrmals wiederholt werden, um das gewu¨nschte
Dialogziel zu erreichen. V2 geht trotz guter Erkennerleistung stets mit la¨ngeren
Bearbeitungszeiten als V1b einher, in sechs Fa¨llen beno¨tigten die Probanden so-
gar la¨nger als in V1a. Die Bearbeitung der Aufgaben verla¨uft somit beim Prototyp
deutlich effizienter.
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Abbildung 7.6: Aufgabendauer (Median)
Neben der Aufgabendauer gibt auch die Anzahl der Sprecherbeitra¨ge Aufschluß
u¨ber die Effizienz des Systems (siehe Abbildung 7.7). Auch hier weist V1b sehr
gute Resultate auf, in fu¨nf Aufgaben sogar die besten. Die ho¨heren Beitra¨ge bei
V1a sind wiederum auf die schlechte Erkennerleistung zuru¨ckzufu¨hren. Das iDrive
Referenzsystem (V2) erfordert trotz sehr guter Erkennerleistung meist mehr Spre-
cherbeitra¨ge als der Prototyp (V1).
Abbildung 7.7: Sprecherbeitra¨ge (Mittelwert)
Als mo¨glicher Grund kann die Aufteilung der Optionen in verschiedene Ebenen
angefu¨hrt werden. Falls im iDrive SDS die Optionen lang ausfallen oder ein ge-
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suchtes Kommando in der Mitte einer la¨ngeren Sprachausgabe liegt, kann dies zu
einer schlechten Memorierung und zu wiederholtem Aufruf der Hilfe fu¨hren. Die-
se These kann durch die Betrachtung der Optionsaufrufe gestu¨tzt werden (siehe
Abbildung 7.8). Mit Ausnahme der letzten Aufgabe wurden die Optionen bei V2
ha¨ufiger aufgerufen als bei V1a oder V1b. Im internen Vergleich fu¨r V1 liefert V1b
erneut die tendenziell besseren Resultate.
Abbildung 7.8: Optionsaufrufe (Mittelwert)
7.4.2 Analyse des Blickverhaltens
Das Blickverhalten der Versuchspersonen wurde anhand der Videoaufzeichnungen
analysiert. Diese beinhalteten im Fahrsimulator Informationen zu Blicken auf das
CID, den Tachobereich und den Verkehr. Die restlichen Blicke wurden der Menge
”
Sonstige Blicke“ zugeordnet. Eine Auswertung der Spiegelblicke war nicht mo¨g-
lich, da im Fahrsimulator keine Innen- oder Außenspiegel vorhanden waren. Die
Videos wurden mit Hilfe der Software Interact framegenau ausgewertet.
Von Interesse sind bei der Auswertung Fixationen auf Bereiche im Fahrzeugin-
neren, die eine Verweildauer von mehr als zwei Sekunden besitzen. Nach Schwei-
gert (2002) sollte der Anteil an Blicken, die nicht auf das Verkehrsgeschehen ge-
richtet sind und eine Fixationsdauer von mehr als zwei Sekunden besitzen, 5%
der gesamten Blicke nicht u¨bersteigen. Sowohl bei V1 als auch bei V2 wird dieser
Wert nicht u¨berschritten (siehe Abbildung 7.9, Zeile 19).
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Abbildung 7.9: Analyse des Blickverhaltens
In den Versuchen V1a und V1b fanden ha¨ufigere Blickwechsel statt als bei V2,
d.h. die Probanden wechselten ha¨ufiger zwischen Verkehr und Display, Tacho und
Sonstigem (siehe Abbildung 7.9, Zeile 1). Die versta¨rkten Blicke auf den Tacho
lassen sich im Fahrsimulator durch ein fehlendes physisches Geschwindigkeitsemp-
finden erkla¨ren (siehe Abbildung 7.9, Zeile 4). Die versta¨rkten Blicke auf das CID
bei V1a und V1b ko¨nnen durch die visuelle Komponente des Hilfesystems erkla¨rt
werden, die bei V2 nicht vorhanden war (siehe Abbildung 7.9, Zeile 2). Fu¨r den
Anteil an Displayblicken zu den Gesamtblicken liefern V1a, V1b und V2 keine sig-
nifikanten Unterschiede, alle drei Werte bewegen sich ca. 30%, tendenziell liefert
jedoch V2 erwartungsgema¨ß mit 27% den besten Wert.
7.4.3 Subjektive Bewertung der Hilfesysteme
Neben objektiven Messungen liefern subjektive Eindru¨cke der Probanden ein zu-
sa¨tzliches Bild u¨ber das prototypische Hilfesystem. Nachfolgend werden die zen-
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tralen Ergebnisse der Fragebogenauswertung erla¨utert (siehe Anhang D). Eine
umfassende Auswertung des Fragebogens ist in Sagstetter (2007) zu finden.
80% der Probanden aus Ver-
Abbildung 7.10: Ist Ihnen im Laufe des Tests eine Ver-
a¨nderung hinsichtlich der La¨nge oder der Inhalte der Hilfe
aufgefallen?
suchreihe V1 bewerteten die
individuelle Anpassung der
Hilfeinhalte an Wisssen und
Pra¨ferenzen eines Benutzers
u¨berwiegend positiv. Neben
der Bewertung auf einer Skala
hatten die Versuchspersonen
auch die Mo¨glichkeit, eine Be-
gru¨ndung fu¨r ihre Einscha¨t-
zung zu geben. Zusammenfas-
send la¨sst sich festhalten, dass
sich die Probanden durch die
Adaption einfachere und ku¨r-
zere Dialoge sowie eine gerin-
gere mentale Belastung erwarten. Die mit einem adaptiven Konzept einhergehen-
de Inkonsistenz der Dialoge wurde von den Probanden nicht bemerkt bzw. nicht
als negativ empfunden (siehe Abbildung 7.10).
Abbildung 7.11: Wie beurteilen Sie die La¨nge der Hilfeausgaben?
Die La¨nge der Hilfeausgaben wurde bei V2 durch 58% der Probanden als zu
lang eingestuft, bei V1 geschah dies nur in 40% der Fa¨lle (siehe Abbildung 7.11).
Neben der La¨nge der Ausgaben wurde auch der Informationsgehalt bewertet. Dazu
wurden die Probanden befragt, ob nach Verwendung der Hilfe noch Unklarheiten
daru¨ber bestanden, welche Funktion zur Lo¨sung einer Aufgabe zur Verfu¨gung
steht bzw. wie diese Funktion angewendet wird.
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Abbildung 7.12: Das Kommando ”Sprachoptionen“ wird immer dann benutzt, wenn Befehle
in einem Kontext nicht bekannt sind. Traten bei Ihnen nach der Benutzung des Kommandos
”Sprachoptionen“ noch Unklarheiten auf?
67% der Probanden bei V2 antworteten, dass nach Verwendung der Hilfe z.T.
noch Unklarheiten auftraten. Im Gegensatz dazu traten bei V1 nur bei 47% der
Probanden Unklarheiten auf (siehe Abbildung 7.12). Die visuelle Unterstu¨tzung
wa¨hrend der akustischen Hilfeausgaben wurde von 73% der Probanden als nu¨tzlich
empfunden (siehe Abbildung 7.13). Aus den Kommentaren der Versuchpersonen
geht hervor, dass die zeitlich synchrone Hervorhebung der Sprachkommandos auf
dem CID die Orientierung im Dialog erleichterte.
Abbildung 7.13: Empfanden Sie die zusa¨tzliche visuelle Anzeige der Hilfeausgaben als nu¨tz-
lich?
Obgleich nur bei 2% aller Interaktionen der Controller zur Auswahl eines Sprach-
kommandos verwendet wurde, scha¨tzten 60% der Probanden die Mo¨glichkeit mul-
timodaler Interaktionen als sehr nu¨tzlich ein (siehe Abbildung 7.14). Dennoch
u¨bertraf die Barge-In Funktion mit 9% aller Interaktionen die Push-In Funktion
deutlich.
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Abbildung 7.14: Die Auswahl der Sprachoptionen kann sowohl durch Sprache als auch durch
den Controller erfolgen. War diese Mo¨glichkeit fu¨r Sie perso¨nlich von Nutzen?
Die kontextunabha¨ngige Hilfe wurde insgesamt ebenfalls positiv bewertet, 67%
der Probanden aus V1 bewerteten diese Form der Unterstu¨zung als hilfreich. Ab-
bildung 7.15 zeigt zudem, dass 73% der Versuchspersonen die kontextunabha¨ngige
Hilfe mit der Note 1 bewerteten (1=sehr nu¨tzlich, 6=gar nicht nu¨tzlich).
Abbildung 7.15: Wie nu¨tzlich ist fu¨r Sie diese Art der [kontextunabha¨ngigen] Hilfe?
7.4.4 Ermittlung der Usability anhand des
Evaluierungsframeworks PARADISE
7.4.4.1 Beschreibung von PARADISE
Das von Walker et. al. (1997) entwickelte PARADISE (Paradigm for Dialogue Sy-
stem Evaluation) Evaluierungsframework bu¨ndelt verschiedene Ansa¨tze zur Be-
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wertung von SDS. Walker et. al. geht davon aus, dass ein Zusammenhang zwi-
schen der objektiv messbaren Leistung und der subjektiven Erfahrung eines Be-
nutzers im Umgang mit einem SDS besteht. PARADISE kombiniert verschiede-
ne Performanzmaße und ermo¨glicht so eine umfassende Bewertung des gesamten
SDS.
In Anlehnung an Walker et. al. (1997) ist das oberste Ziel eines SDS, die Nutzer-
zufriedenheit zu maximieren. Dazu muss zum einen der Aufgabenerfolg maximiert
werden und zum anderen mu¨ssen die Dialogkosten bestehend aus Effizienzmaßen
und qualitativen Maßen minimiert werden (vgl. Abbildung 7.16). Die Vorhersage
Abbildung 7.16: Grundlagen des PARADISE Frameworks. Quelle: Walker et. al. (1997)
der Performanz eines SDS erfolgt mittels einer multivariaten linearen Regressi-
onsanalyse. Diese basiert auf der Summe des Maßes fu¨r den Aufgabenerfolg (κ)
und den Dialogkosten (ci). Die Parameter α und wi dienen zur Gewichtung der
jeweiligen Performanzkomponenten.




Die Berechnung von κ setzt eine Notation der Interaktionen eines Benutzers mit
dem SDS in Form einer Attribut-Wert-Matrix (AVM: Attribute-Value-Matrix)
voraus. Eine AVM In einem Zugauskunftssystem kann z.B. der Abfahrtsbahnhof
ein Attribut, das verschiedene Sta¨dte als Werte annehmen kann. Die Beschreibung
einer Aufgabe in einem SDS erfolgt durch Instanziierung der AVM in einer Kon-
fusionsmatrix. In die erste Zeile werden die Attributwerte (Schlu¨ssel) eingetra-
gen, die zwischen SDS und Benutzer ausgetauscht werden mu¨ssen, um eine Auf-
gabe vollsta¨ndig zu erledigen. In die erste Spalte der Konfusionsmatrix werden die
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Attribute Possible values Information flow
depart-city (DC) Milano, Roma, Torino, Trento to agent
arrival-city (AC) Milano, Roma, Torino, Trento to agent
depart-range (DR) morning, evening to agent
depart-time (DT) 6am, 8am, 6pm, 8pm to user
Tabelle 7.1: Attribut-Wert-Matrix. Quelle: Walker et. al. (1997)
Attributwerte eingetragen, die tatsa¨chlich ausgetauscht wurden (siehe Abbildung
7.17). Wenn eine Informationseinheit zu einem Schlu¨ssel passt, wird der Wert in
Abbildung 7.17: Konfusionsmatrix: In der ersten Zeile werden die notwendigen Attributwerte
eingetragen, in der ersten Spalte die tatsa¨chlich ausgetauschten. v1 bis v4 repra¨sentieren hier
die vier mo¨glichen Abfahrtsbahnho¨fe, v5 bis v8 die mo¨glichen Zielbahnho¨fe etc. Quelle: Walker
et. al. (1997)
der zugeho¨rigen Diagonalzelle um den Wert 1 erho¨ht. Zellen außerhalb der Diago-
nale repra¨sentieren Missversta¨ndnisse, die wa¨hrend eines Dialogs nicht korrigiert
werden.
Der Aufgabenerfolg κ wird mit folgender Formel berechnet:
κ =
P (A)− P (E)
1− P (E) (7.2)
P (A) beschreibt hierbei die U¨bereinstimmungsha¨ufigkeit zwischen den tatsa¨chli-







M(i, i) beschreibt die Werte der Diagonalen in der Konfusionsmatrix M , T re-
pra¨sentiert die Summe der auftretenden Schlu¨ssel (Mt1 + . . . +Mtn ; bezogen auf
das Beispiel aus Abbildung 7.17 betra¨gt T = 400). P (E) beschreibt die Ha¨ufig-









ti repra¨sentiert die Summe der Ha¨ufigkeiten in Spalte i in M .
Die Berechnung der Dialogkosten
∑n
i=1wi ·N(ci) der Performanzfunktion (Glei-
chung 7.1) ist aufgeteilt in die Bereiche Dialogeffizienz und Dialogqualita¨t. Maße
zur Bestimmung der Effizienz sind Aufgabendauer, Systembeitra¨ge und Nutzer-
beitra¨ge innerhalb eines Dialogs. Als Qualita¨tsmaße ko¨nnen die Erkennungsquali-
ta¨t, die Anzahl an Systemausgaben, Timeouts, Erkennerfehler, Hilfeanfragen und
Barge-Ins herangezogen werden. Jeder dieser Faktoren wird als eine Funktion ci
dargestellt und entsprechend seiner Bedeutung mit wi gewichtet.
7.4.4.2 Kritik an PARADISE
Der Einsatz von PARADISE zur Bewertung von Sprachdialogen ist nicht unum-
stritten. Ein Kritikpunkt betrifft die zur Berechnung von κ notwendige Notation
der Dialoge in einer AVM. Die Notation der Dialoge setzt voraus, dass die Menge
an auszutauschenden Informationen stets gleich bleibt. Im Falle der oben darge-
stellten Zugauskunft trifft dies zu, wenn jedoch die ausgetauschten Informationen
bei verschiedenen Benutzern variieren (vgl. Hjalmarsson (2002)), liefert PARADI-
SE verfa¨lschte Informationen, da verschieden komplexe Dialoge auch unterschied-
liche Dialogkosten verursachen.
Ein weiterer Kritikpunkt betrifft die Annahme, dass Systemperformanz und Be-
nutzerzufriedenheit linear miteinander korrelieren. Nach Larsen (2003) existieren
keine Beweise, die diese Annahme stu¨tzen wu¨rden. Es gebe zwar einen Zusam-
menhang zwischen Spracherkennungsqualita¨t und Benutzerzufriedenheit, dieser
sei jedoch selten linear.
7.4.4.3 Anpassung der Methodik nach Hassel
In Hassel (2006) wird PARADISE an die Rahmenbedingungen bei der Untersu-
chung von Fahrerinformationssystemen angepasst. Nachfolgend werden die zentra-
len Aspekte der vera¨nderten Methodik erla¨utert, fu¨r eine ausfu¨hrliche Darstellung
der Thematik sein an Hassel (2006) und Sagstetter (2007) verwiesen.
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Die Bestimmung der Nutzerzufriedenheit erfolgt mit Hilfe eines Fragebogens, der
jeweils am Ende einer Versuchreihe ausgefu¨llt wird. Daraus lassen sich drei Maße
zur Beschreibung der Nutzerzufriedenheit ableiten (siehe Tabelle 7.2). Die Bewer-
Wert Fragebogen
US Das System war sehr benutzerfreundlich.
US1 Ich konnte alle Aufgaben ohne Probleme bewa¨ltigen.
Das Sprachdialogsystem war sehr benutzerfreundlich.
Ich habe mich wa¨hrend der Bedienung sehr gea¨rgert.
US2 Die Sprachsteuerung im Fahrzeug ist sehr nu¨tzlich.
Ich wu¨rde die Sprachsteuerung weiterempfehlen.
Ich mo¨chte gerne eine Sprachsteuerung im Fahrzeug haben.
Tabelle 7.2: Beschreibung der Nutzerzufriedenheit nach Hassel (2006)
tung der einzelnen Aussagen geschieht auf einer Skala von 1 (schlechtestes Ergeb-
nis) und 4 (bestes Ergebnis). Die Zufriedenheitsmaße werden durch die Bildung
des Mittelwerts der einzelnen Bewertungen bestimmt.
Der Aufgabenerfolg wird mit einem vera¨nderten Maß κ∗ dargestellt.
κ∗ spiegelt die zufallsbereinigte U¨bereinstimmung zwischen System
und Nutzer wider. Je ho¨her die κ∗-Werte, desto besser [ist] die U¨ber-
einstimmung zwischen dem, was der Benutzer sagt, und dem, was das
System versteht. (Hassel, 2006)
Die Berechnung von κ∗ basiert zudem nicht mehr auf einer AVM, sondern auf
einem gerichteten, verbundenen Graphen. Dieser zeigt die mo¨glichen Lo¨sungswe-
ge auf, die ein Benutzer zur Erfu¨llung einer Aufgabe verwenden kann. Die re-
sultierende Konfusionsmatrix ist in Abbildung 7.18 dargestellt. Die erste Spalte
Abbildung 7.18: Konfusionsmatrtix nach Hassel (2006)
der Konfusionsmatrix entha¨lt die Nutzera¨ußerungen, die erste Zeile beinhaltet die
vom System verstandenen Kommandos. Zusa¨tzlich zu den zur Aufgabenlo¨sung










Abbruch“ aufgenommen. Des weiteren stellt die Konfusionsmatrix Mecha-
nismen bereit, um fehlerhafte Eingaben abbilden zu ko¨nnen. Im Gegensatz zum
urspru¨nglichen Ansatz bei PARADISE werden hier alle Beitra¨ge eines Benutzers
zur Bewertung des Aufgabenerfolgs κ∗ herangezogen. Die Spalte
”
FALSCH“ repra¨-
sentiert alle Eingaben, bei denen ein Benutzer ein Kommando richtig verwendete,
das SDS jedoch das Falsche verstand. Die Zeile
”
FALSCH“ umfasst ungu¨ltige Be-
nutzereingaben, die vom System richtig bzw. im Schnittpunkt FALSCH/FALSCH
korrekt falsch interpretiert wurden.
Hassel fu¨hrt weiterhin das Erfolgsmaß E ein. Dieses Maß spiegelt wider, wieviel
ein Benutzer bzw. das SDS zum Erreichen eines Dialogziels beitragen. E kann die
Werte -1 (alle Beitra¨ge fu¨hrten den Dialog weg vom urspru¨nglichen Ziel), 0 (kein
Einfluss) oder 1 (alle Beitra¨ge fu¨hrten zum Ziel hin) annehmen (siehe Tabelle 7.3).
Die Bewertung von E erfolgt getrennt fu¨r das SDS und den Benutzer.
7.4.4.4 Auswertung der Versuchreihen
Die Nutzerzufriedenheit US
Abbildung 7.19: Nutzerzufriedenheitsmaße
(siehe Abbildung 7.19) unter-
scheidet sich bei den Versu-
chen V1a und V2 nahezu gar
nicht. Der Prototyp mit gu-
ter Spracherkennung (V1b)
hingegen liefert einen Durch-
schnittswert von 3,20 und liegt
damit deutlich im Bereich
”
sehr zufrieden“. Ein a¨hnli-
ches Resultat liefert auch die
Auswertung von US1. Wa¨h-
rend V1a (2,87) und V2 (2,86)
nahezu identische Werte be-
sitzen, spiegelt V1b mit einer
Bewertung von 3,13 eine deutlichere Zufriedenheit der Probanden mit dem SDS
wider. Bei den Bewertungen fu¨r US2 sind kaum Unterschiede zu verzeichnen, der
Prototyp erha¨lt mit V1a und V1b jedoch eine geringfu¨gig bessere Bewertung als
das iDrive System in V2. Tendenziell wird der Prototyp stets besser bewertet als
das Referenzsystem. Zieht man lediglich V1b und V2 zum Vergleich heran, schnei-
det der Prototyp bei gleicher Erkennerleistung bei den bedeutenderen Dimensio-
nen US und US1 wesentlich besser ab. Selbst bei schlechter Erkennerleistung
schneidet V1b noch geringfu¨gig besser als ab V2.
Die Bewertung hinsichtlich des Aufgabenerfolgs κ∗ offenbart die negativen Ein-
flu¨sse der schlechten Spracherkennungsleistung bei V1a. Insofern liefert V1a mit
Ausnahme von zwei Aufgaben tendenziell die schlechtesten Werte (siehe Abbil-
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Nutzerbeitra¨ge
Parameter Wert Erla¨uterung
OK 1 Richtiger Nutzerbeitrag
Autokorrektur 1 Nutzer bemerket einen Fehler und korrigiert ihn
sofort
Wordspotting 1 Richtiger Beitrag eingebettet in weiteren Phrasen
Modell -1 Der Beitrag geht auf ein falsches Modell u¨ber das
System zuru¨ck
OOT -1 Der Beitrag wird vom Erkenner verstanden, aber
er bezieht sich auf eine andere Aufgabe
OOV -1 nutzer verwendet in Erkennerwortschatz nicht
vorhandene Synonyme von gu¨ltigen Befehlen
Noise -1 Benutzer spricht nur unversta¨ndliches
Abbruch -1 Benutzer bricht den Dialog bewusst ab
Barge-In 0 Barge-In
Optionen 0 Aufruf der Hilfe
Systembeitra¨ge
Parameter Wert Erla¨uterung
OK 1 Richtiger Nutzerbeitrag
Richtig negativ 1 Unversta¨ndliche Eingabe als solche erkannt
Folgerichtig 1 Nutzerbeitrag fu¨hrt in einen positiven, nicht be-
absichtigten Zustand
Disambi 1 Unversta¨ndliche Eingabe erkannt + Reparatur-
dialog
Nicht folgerichtig -1 Richtiger Nutzerbeitrag fu¨hrt in einen negativen
Zustand
OOT -1 OOT-Nutzerbeitrag wird richtig verstanden
Attribut -1 Befehl wird nur zum Teil richtig verstanden
Falsch (negativ) -1 Richtiger Beitrag wird nicht erkannt
Tabelle 7.3: Kriterien zur Berechnung des Erfolgsmaßes E. Quelle: Hassel (2006) und Sagstetter
(2007)
dung 7.20). V1b und V2 erreichen jeweils viermal die ho¨chsten Werte fu¨r κ∗. Die
Bildung der κ∗-Mittelwerte fu¨r die einzelnen Versuchsreihen offenbart, dass V1b
mit κ∗V 1b = 0, 84 im Mittel die besten Resultate liefert, dicht gefolgt von V2 mit
κ∗V 2 = 0, 83. Aufgrund der schlechten Erkennerleistung resultieren aus V1a mit
κ∗V 1a = 0, 73 die schlechtesten Werte fu¨r den Aufgabenerfolg.
Die Erfolgsmaße auf Nutzerseite EN (siehe Abbildung 7.21) liefern tendenziell
die besseren Ergebnisse fu¨r V1, V1b u¨bertrifft V2 in sechs Fa¨llen deutlich. Die
durchschnittlichen Werte fu¨r das Erfolgsmaß EN betragen ENV 1a = 0, 62, ENV 1b =
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Abbildung 7.20: Aufgabenerfolg κ∗
Abbildung 7.21: Erfolgsmaß (Nutzer)
0, 71 und ENV 2 = 0, 43. Bei V1 und insbesondere bei V1b ist der Anteil der
den Dialog positiv beeinflussenden Sprecherbeitra¨ge ho¨her als bei V2. Die sehr
niedrigen Werte von EN bei den Aufgaben im Bereich Navigation (Kartenansicht,
Maßstab wa¨hlen, Navigationshiniweise und Routenkriterien) deuten darauf hin,
dass die Probanden bei V2 gro¨ßere Probleme hatten, diese Aufgaben zu lo¨sen, als
bei V1.
Die Erfolgsmaße auf Systemseite ES beschreiben die positven Beitra¨ge des SDS
zu den Dialogen und kennzeichnen erneut die schlechte Spracherkennerleistung bei
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V1a (siehe Abbildung 7.22). Mit einem durchschnittlichen Wert von ESV 1a = 0, 64
erha¨lt der Prototyp mit schlechter Erkennerleistung die schlechtesten Werte. V1b
und V2 scheiden mit ESV 1b = 0, 81 und ESV 2 = 0, 82 nahezu identisch ab, wobei
V2 geringfu¨gig bessere Ergebnisse aufweist.
Abbildung 7.22: Erfolgsmaß (System)
Die aus den Versuchsreihen ermittelten Werte ko¨nnen dazu verwendet werden,
eine Performanzfunktion zur Vorhersage der Nutzerzufriedenheit zu erstellen. Die
besten Gleichungen bestehen fu¨r den Prototypen aus folgenden Komponenten:
US1 = 0, 59 ·Gesamtbeitra¨ge + 0, 604 · P (A)− 0, 086 · Benutzerbeitra¨ge−
− 0, 088 · Barge-Ins− 0, 002 · Zeit bereinigt [s] (7.5)
US2 = 0, 074 ·Gesamtbeitra¨ge + 2, 993 · κ∗ − 3, 735 · EN −
− 0, 049 · Benutzerbeitra¨ge− 0, 175 ·Optionen−
− 0, 002 · Zeit bereinigt [s] (7.6)
Da die Performanzfunktion fu¨r den Prototyp nur ca. 60% der beobachteten Werte
abdeckt (R2US1 = 0, 585, R
2
US2 = 0, 631), ist diese nicht zur Vorhersage der Nutzer-
zufriedenheit geeignet. Eine ausreichend hohe Korrelation zwischen Nutzerzufrie-
denheit und Performanz des Systems kann nicht verzeichnet werden.
Das Referenzsystem liefert folgende optimale Performanzfunktionen:
US1 = −5, 529 · EN + 29, 929 · ES − 0, 005 ·Gesamtbeitra¨ge−
− 36, 126 · κ∗ (7.7)
US2 = 0, 136 ·Gesamtbeitra¨ge + 7, 591 · P (A)−
− 0, 276 ·Optionen (7.8)
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Mit Deckungsgraden von 95% (R2US1 = 0, 950) und 80% (R
2
US2 = 0, 801) ko¨n-
nen die Performanzfunktionen fu¨r das Referenzsystem herangezogen werden, je-
doch ist auch hier keine ausreichende Signifikanz festzustellen, die eine ausrei-
chend hohe Korrelation zwischen Nutzerzufriedenheit und Performanz nachweist.
Bei der Verwendung der identischen Performanzfunktionen fu¨r V1 und V2 sinkt
der Deckungsgrad R2 so stark ab, dass die Ergebnisse keine Ru¨ckschlu¨sse mehr
auf die Nutzerzufriedenheit zulassen. Die Eignung des PARADISE Evaluierungs-
frameworks scheint bezu¨glich der hier vorgestellten Doma¨ne somit fraglich.
7.4.5 Messung mentaler Beanspruchung mittels NASA
TLX
Ein wichtiger Aspekt bei der Beurteilung des Prototyps ist die Bewertung der
von ihm ausgehenden mentalen Belastung. Die Prima¨raufgabe im Fahrzeug muss
die Fahrzeugbedienung sein, jegliche Sekunda¨raufgaben mu¨ssen hinsichtlich ihrer
mentalen Belastung fu¨r den Fahrer minimiert werden. Die Bestimmung der sub-
jektiven Arbeitsbelastung und -beanspruchung kann durch verschiedene Messver-
fahren erreicht werden, z.B. durch die Subjective Workload Assessment Techni-
que (SWAT), den Subjective Mental Effort Questionnaire (SMEQ) oder den NA-
SA Taskload Index (NASA-TLX). Nach Moise (2003) weisen die Ergebnisse des
NASA-TLX jedoch die gro¨ßte Validita¨t und Reliabilita¨t auf und korrelieren sta¨r-
ker mit dem Aufgabenerfolg der Versuchspersonen. Aus diesem Grund erfolgt die
Messung der mentalen Beanspruchung mit Hilfe des NASA-TLX. Die Erhebung
der Werte erfolgt zuna¨chst durch die Bewertung der Aspekte Mental Demand
(Geistige Beanspruchung), Physical Demand (Ko¨rperliche Beanspruchung), Tem-
poral Demand (Zeitliche Beanspruchung), Performance (Aufgabenerfu¨llung), Ef-
fort (Anstrengung) und Frustration (Unzufriedenheit) auf einer 18-stufigen Skala
(siehe Abbildung 7.23). Nach Scheufler (2002) beziehen sich die ersten drei Di-
mensionen auf die Anforderungen, die an die Probanden gestellt werden, die letz-
ten drei Dimensionen beschreiben die Interaktionen der Probanden mit den Aufga-
ben. Der zweite Teil der Datenerfassung besteht aus Paarvergleichen, bei denen 15
Paare aus den o.g. Dimensionen gebildet und gewichtet werden. Pro Paar mu¨ssen
die Probanden entscheiden, welcher Aspekt sta¨rkeren Einfluss auf das subjektive
Befinden hatte.
Von besonderem Interesse sind neben dem durchschnittlichen Workload (Durch-
schnitt aller Dimensionen) v.a. die Aspekte Geistige Beanspruchung, Aufgaben-
erfu¨llung, Anstrengung und Unzufriedenheit. Die Dimensionen Ko¨rperliche Bean-
spruchnung und Zeitliche Beanspruchung sind von untergeordnetem Interesse, da
wa¨hrend der Versuche keine ku¨nstliche Stressituation herbeigefu¨hrt wurde. Ab-
bildung 7.24 zeigt die Ergebnisse der Untersuchung. Der gesamthafte Workload
ist fu¨r V1b am niedrigsten. Trotz der schlechten Erkennerleistung schneidet V1a
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Abbildung 7.23: Bewertungsskala des NASA-TLX
noch geringfu¨gig besser ab als V2, der Unterschied ist jedoch marginal. Ein a¨hnli-
ches Ergebnis liefert die Betrachtung der Geistigen Beanspruchung und der Auf-
gabenerfu¨llung. Auch hier liefert V1b die besten Resultate gefolgt von V2 und
V1a. Die Dimensionen Anstrengung und Unzufriedenheit sind bei V1b am ho¨ch-
sten, was u¨berraschend ist, da aufgrund der schlechten Erkennerleistung die Un-
zufriedenheit bei V1a ho¨her zu erwarten gewesen wa¨re. V2 liefert diesbezu¨glich
die besten Resultate. Mo¨gliche Ursachen ko¨nnen der Einsatz adaptiver oder mut-
limodaler Dialoge sein. Unter Umsta¨nden ist der Umgang mit einem komplexe-
ren Bediensystem trotz der positiven Grundbewertung anstrengender als mit dem
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Abbildung 7.24: Mentale Belastung basierend auf dem NASA-TLX
einfacheren iDrive Bediensystem. Da die Konzepte der Adaption nur einem ge-
ringen Prozentsatz der Probanden auffielen, ko¨nnte dies ein Indiz dafu¨r sein, dass
die multimodale Bedienung einen gro¨ßeren Beitrag zu den Dimensionen Anstren-
gung und Unzufriedenheit leistet. Dies ko¨nnte auch durch die gesteigerte Zahl an
Displayblicken pro Minute gestu¨tzt werden, die beim Prototyp etwa doppelt soch
hoch war wie beim iDrive System. Eine genaue Betrachtung dieser Aspekte muss
jedoch in umfangreicheren Tests erfolgen.
7.5 Diskussion der Ergebnisse
Die Evaluierung des Prototyps besitzt einen formativen Charakter, als Ziel steht
somit im Vordergrund, potenzielle Schwachstellen des Hilfesystems zu identifizie-
ren. Eine umfassende summative Evaluierung erschien nicht zielfu¨hrend, da auf-
grund des geringen Stichprobenumfangs keine statistisch signifikanten Ergebnis-
se erwartet werden konnten. Die vorliegenden Ergebnisse weisen jedoch Tenden-
zen auf und tragen dazu bei, Potenziale und Schwachstellen des Hilfesystems zu
identifizieren und die aufgestellten Arbeitshypothesen zu untermauern oder zu
widerlegen.
1. Das kontextspezifische Hilfesystem basierend auf adaptiven Kom-
ponenten und visueller Unterstu¨tzung fu¨hrt im Gegensatz zum
iDrive Hilfesystem zu einer ho¨heren Benutzerzufriedenheit.
Die Nutzerzufriedenheit US, US1 und US2 war bei Verwendung des Proto-
typen jeweils ho¨her als beim iDrive Referenzsysstem (siehe Abbildung 7.19).
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Des weiteren traten beim Prototyp weniger Unklarheiten nach der Verwen-
dung des Hilfesystems auf als beim Referenzsystem (siehe Abbildung 7.12).
2. Die Adaption erho¨ht die Effizienz beim Auffinden gesuchter Infor-
mationen im Hilfesystem.
Hinsichtlich der Aufgabendauer schneidet der Prototyp mit guter Erkenner-
leistung stets besser ab als das iDrive System. Interessant ist vor allem, dass
die Bearbeitungsdauer bei beiden Hilfesystemen zuna¨chst relativ hoch ist
(siehe Abbildung 7.6). Gegen Ende der Tests bleibt die Bearbeitungsdauer
beim iDrive System auf einem ho¨heren Niveau, wa¨hrend diese beim Proto-
typ in ho¨herem Maße absinkt. Dies ko¨nnte auf die Adaption bezu¨glich der
Erfahrung eines Benutzers zuru¨ckzufu¨hren sein.
Die Bewertung des Aufgabenerfolgs fa¨llt fu¨r den Prototyp ebenfalls leicht
besser aus (siehe Abbildung 7.20). Neben dem besser Erfolgsmaß EN (siehe
Abbildung 7.21) lassen die besseren κ∗-Werte ebenfalls auf eine U¨berlegen-
heit des Prototyps schließen.
3. Eine benutzeradaptive Anpassung der Reihenfolge der Sprach-
optionen fa¨llt beigeeigneter Parameterwahl nicht negativ auf.
Die Auswertung der Fragebo¨gen und Kommentare der Probanden liefern
kein Indiz dafu¨r, dass die Adaption der Hilfe zu Irritationen fu¨hrte (siehe
Abbildung 7.10). Die Anpassung der Hilfe war offenbar konservativ genug
ausgelegt, um nicht aufzufallen. Auch die selteneren Unklarheiten nach Ver-
wendung der Hilfe lassen den Schluß zu, dass die auftretende Inkonsistenz
innerhalb der Dialoge keine negativen Auswirkungen auf die Qualita¨t der
Hilfe hat (siehe Abbildung 7.12).
4. Die Erho¨hung des Informationsgehalts der Sprachoptionen bei Ex-
perten wirkt sich positiv auf die Bedienung aus.
Die Aufgabendauer bei der Bedienung v.a. langer Optionenausgaben (z.B.
Routenkriterien) fa¨llt beim Prototyp deutlich geringer aus als beim Refe-
renzsystem (siehe Abbildung 7.6). Dies kann auf die Vera¨nderung der Hilfe-
ausgaben zuru¨ckgefu¨hrt werden, da hier oftmals bereits eine Anpassung der
La¨nge der Hilfeausgaben eintrat (Benutzer = Experte). Zudem wanderten
bekannte Sprachbefehle in nachgelagerte Hilfeebenen, so dass die gesuchten
Kommandos ha¨ufig schon zu Beginn der Hilfe zu finden waren. Beim iDrive-
System mussten je nach Position des Kommandos im Hilfetext die gesam-
ten Sprachausgaben angeho¨rt werden. Des weiteren entfielen beim U¨bergang
eines Benutzers vom Anfa¨nger zum Experten die Beispiele in den Sprach-
ausgaben, was sich ebenfalls positiv auf die Aufgabendauer auswirkte, den
Aufgabenerfolg jedoch nicht negativ beeinflusste (siehe Abbildung 7.20 und
7.21).
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5. Die mehrstufig gegliederte Ausgabe von akustischer Information
reduziert die mentale Belastung im Gegensatz zu einer ungeglie-
derten Ausgabe.
Die geistige Beanspruchung war beim Prototyp mit gutem Erkenner geringer
als beim Referenzsystem (siehe Abbildung 7.24). Auch fu¨r die gesamthafte
Belastung der Probanden lassen sich a¨hnliche Ergebnisse nachweisen. Die bei
komplexeren Aufgaben ku¨rzeren Aufgabendauern (siehe These 4) stu¨tzen
diese These ebenfalls.
6. Multimodale Interaktion fu¨hrt zu effizienteren Dialogen hinsicht-
lich der Bediengeschwindigkeit sowie zu ho¨herer Benutzerzufrie-
denheit.
Die Probanden verwendeten die visuelle Hilfe v.a. in Situationen, in denen
die Beanspruchung durch die Prima¨raufgabe sie von der akustischen Hil-
fe ablenkte. Auch die explizite Hervorhebung der vorgelesenen Sprachbe-
fehle vermittelte den Probanden ein positives Gefu¨hl fu¨r die Dialogfu¨hrung
und besta¨rkte den positven Gesamteindruck der visuellen Hilfe (siehe Abbil-
dung 7.13). Obwohl multimodale Interaktionen nur in sehr seltenen Fa¨llen
durchgefu¨hrt wurden, beurteilten die Probanden diese Interaktionsmo¨glich-
keit u¨berwiegend positiv (siehe Abbildung 7.14).
Bei der Analyse der Blickzuwendungen weisen die beiden Systeme nur gerin-
ge Unterschiede hinsichtlich der Verweildauern von mehr als zwei Sekunden
auf CID oder Tacho auf, der Prototyp liefert geringfu¨gig bessere Werte. Bei
der Verteilung der Blickzuwendungen erzielen beide Systeme ebenfalls a¨hn-
liche Werte (ca. 30%), wobei das iDrive-System aufgrund der fehlenden gra-
fischen Unterstu¨tzung jedoch die geringfu¨gig besseren Werte lieferte (siehe
Abbildung 7.9).
7. Die zusa¨tzliche visuelle Ausgabe der Hilfe forciert die Umstellung
von Sprachbedienung auf haptische Bedienung.
Der Anteil aller haptischen Interaktionen bezogen auf die Gesamtmenge an
Interaktionen betra¨gt lediglich 2%. Dieser sehr geringe Anteil der Controller-
verwendung ist zudem gleichma¨ßig u¨ber die einzelnen Versuche verteilt, eine
Zunahme der Controllerverwendung mit fortschreitender Erfahrung in der
Systembedienung ist nicht zu verzeichnen. Auch die Verwendung der Push-
In Funktionalita¨t blieb hinter den Erwartungen zuru¨ck, da ein Push-In ledig-
lich als robuste Eingabemethode im Falle einer schlechten Spracherkennung
verwendet wurde, nicht jedoch in unproblematischen Dialogen.
8. Kontextunabha¨ngige Hilfe wird in unbekannten Doma¨nen gegen-
u¨ber kontextabha¨ngiger Hilfe bevorzugt.
Die kontextunabha¨ngige Hilfe wurde von den Probanden positiv bewertet
(siehe Abbildung 7.15). In den Szenarien, in denen die kontextunabha¨ngige
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Hilfe eingesetzt wurde, erreichten alle Probanden das gewu¨nschte Ziel. Eine
vermehrte Verwendung dieser Form der Hilfe konnte jedoch nicht festgestellt
werden. Das Kommando
”
Optionen“ wurde u¨berwiegend als erstes verwen-
det, um weitergehende Informationen zu erhalten. Die Hemmschwelle, mit
dem SDS u¨ber natu¨rlichsprachliche Eingaben und Fragestellungen zu kom-
munizieren, war bei den Probanden offenbar relativ hoch. Vor allem in den
Fa¨llen, in denen der erste Versuch einer natu¨rlichsprachlichen Hilfeanfrage
scheiterte, bevorzugten die Probanden die robustere Methode der Optionen.
Die geringere Verwendungsha¨ufigkeit ko¨nnte auch auf die technischen Rah-
menbedingungen zuru¨ckzufu¨hren sein, die eine robuste Sprachverarbeitung
nicht immer gewa¨hrleisten konnten.
7.6 Fazit
Die Evaluierung des prototypischen Hilfesystems erfolgte im direkten Vergleich
zum Hilfesystem des iDrive SDS. Da der Prototyp des Hilfesystems auf dem
Anzeige-Bedienkonzept der kommenden Baureihen basiert, unterlag der Proto-
typ zum Zeitpunkt der Tests der Geheimhaltung. Die Untersuchung des Proto-
typs fand daher in einer isloierten Testumgebung im Fahrsimulator statt, die Tests
des iDrive-Systems wurden in einem Serienfahrzeug durchgefu¨hrt. Die Versuche
wurden im Between-Subject-Design geplant, d.h. die beiden Hilfesysteme wur-
den unabha¨ngig voneinander von zwei Versuchsgruppen beurteilt. Die Proban-
den mussten jedoch die gleichen Aufgaben bearbeiten. Bei der Auswertung der
Ergebnisse wurde die Versuchgruppe des Prototyps in zwei Untergruppen aufge-
teilt, da die anfa¨nglich schlechte Erkennerleistung eines neuen Spracherkenners die
Beurteilung der Probanden negativ beeinflusste.
Die Analyse der Videoaufzeichnungen und Fragebo¨gen lieferte ein u¨berwiegend
positives Resultat zu Gunsten des Prototyps. Sowohl die beobachteten Systemin-
teraktionen als auch die subjektiven Bewertungen durch die Probanden heben
das prototypische Hilfesystem positiv vom iDrive-System ab. Die Anwendung des
PARADISE Evaluierungsframeworks spiegelt die positiven Resultate ebenfalls wi-
der. Die Nutzerzufriedenheit ist beim Prototyp tendenziell stets ho¨her als beim
iDrive-System. Gleiches gilt fu¨r das Erfolgsmaß seitens der Benutzer (wieviel hat
der Benutzer zum Erreichen eines Dialogziels beigetragen) und den Aufgaben-
erfolg κ∗ (fu¨r die Versuchsreihe mit vergleichbarer Erkennerleistung zum iDrive-
System). Lediglich das Erfolgsmaß auf Systemseite liefert minimal bessere Resul-
tate fu¨r das iDrive-System. Die Bildung einer einheitlichen Performanzfunktion
fu¨r den direkten Vergleich beider Systeme liefert jedoch ein unbefriedigendes Re-
sultat. Die Eignung des PARADISE Evaluierungsframeworks fu¨r die Bewertung
von SDS in automotiven Umgebungen scheint somit fraglich.
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Die Messung der durchschnittlichen mentalen Belastung mittels NASA-TLX lie-
fert fu¨r den Prototyp mit gutem Spracherkenner die besten Ergebnisse, gefolgt vom
iDrive-System und dem Prototyp mit schlechter Erkennerleistung. Ein a¨hnliches
Resultat ergibt sich fu¨r die Dimensionen der geistigen Beanspruchung und der
Aufgabenerfu¨llung. Die mangelhafte Erkennerleistung wirkt sich somit nachweis-
lich besonders stark auf die mentale Belastung der Benutzer aus.
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Kapitel 8
Zusammenfassung und Ausblick
Die Einfu¨hrung von SDS im Fahrzeug markiert einen wichtigen Punkt in der Ent-
wicklung benutzerfreundlicher Bedienkonzepte. Die Nachteile klassicher visuell-
haptischer Anzeige-Bedienkonzepte (Ablenkung vom Verkehrsgeschehen, komple-
xe Menu¨strukturen) werden durch den Einsatz von SDS z.T. gelo¨st, jedoch tre-
ten neue Herausforderungen beim Entwurf von SDS auf. Der Umfang an Funk-
tionen, die im Fahrzeug zur Verfu¨gung stehen, nimmt stetig zu. Neben klassichen
Gera¨ten wie dem Navigationssystem, dem Telefon, Radio oder CD Player werden
stets neue Funktionen integriert, z.B. Digitales Radio, Online-Dienste oder wei-
tere Fahrerassistenzsysteme. Der Erfolg der SDS ha¨ngt hierbei entscheidend vom
Verhalten des Systems ab, insbesondere beim Erstkontakt. Die Erfahrung zeigt,
dass die Benutzer sich bei den ersten Verwendungen eines SDS ein Urteil u¨ber das
System bilden. Verha¨lt sich das SDS nicht erwartungskonform oder bietet es keine
versta¨ndliche Hilfe an, sinkt die Akzeptanz gegenu¨ber dem SDS. Die Integration
eines wirkungsvollen Hilfesystems leistet somit einen entschiedenden Beitrag zum
Erfolg eines SDS. Im Zuge des steigenden Funktionsumfangs stoßen die bisheri-
gen Hilfesysteme jedoch an ihre Grenzen, weshalb die Einfu¨hrung neuer Konzepte
notwendig ist.
Kapitel 8.1 beschreibt, inwiefern das Wissen des Benutzers modelliert werden
kann und wie dies dazu beitragen kann, die Hilfe zu individualisieren und an die
Bedu¨rfnisse des Benutzers anzupassen. Die Beru¨cksichtigung des Erfahrungsgra-
des des Benutzers im Hinblick auf die allgemeine Systembedienung liefert weite-
res Potenzial zur Verbesserung des Hilfesystems. Die Anpassung der Dialogstra-
tegie des Hilfesystems anhand der Systemerfahrung wird ebenfalls in Kapitel 8.1
thematisiert. In Kapitel 8.2 werden die multimodalen Komponenten des Hilfesy-
stems aufgefu¨hrt, die dazu beitragen, einen intuitiveren und natu¨rlicheren Dialog-
fluss zu gewa¨hrleisten. Die kontextunabha¨ngige Hilfe wird in Kapitel 8.3 erla¨u-
tert. Abschließend gibt Kapitel 8.4 einen U¨berblick u¨ber die Evaluierung des pro-
totypischen Hilfesystems und die Ergebnisse des Versuche. Fragestellungen, die
in Bezug auf die Entwicklung von Hilfesystemen fu¨r SDS offen blieben oder neu
hinzukamen werden abschließend in Kapitel 8.5 diskutiert.
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8.1 Anpassung der Hilfeinhalte und der
Dialogstrategie an das Wissen und den
Erfahrungsgrad des Benutzers
Die Neukonzeption eines Hilfesystems fu¨r SDS im Fahrzeug unterliegt den Forde-
rungen nach ku¨rzeren Dialogen, einer gesteigerten Nutzerfreundlichkeit und einer
sinkenden mentalen Belastung. Die teilweise langen Hilfedialoge des iDrive SDS
wurden zuna¨chst in mehrere Teildialoge basierend auf verschiedenen Hilfeebenen
untergliedert. Dies wirkt sich einerseits positiv auf die Behaltensleistung aus (Se-
rieller Positionseffekt) und tra¨gt andererseits direkt zur Verku¨rzung der Dialoge
bei. Die Inhalte der kontextspezifischen Hilfe werden an das Wissen des Benut-
zers angepasst. Mit Hilfe des Potenzgesetzes der U¨bung und einer Vergessenskur-
ve wird dieses Wissen mathematisch erfasst und in ein Benutzermodell u¨berfu¨hrt.
Der Lernerfolg eines Benutzers ha¨ngt nach dem Potenzgesetz der U¨bung prima¨r
von der Zeit bei der ersten Verwendung einer Funktion ab. Durch die Bestim-
mung dieser Zeit kann errechnet werden, wie oft eine bestimmte Funktion wieder-
holt werden muss, um als gelernt zu gelten. Zu diesem Zweck erha¨lt jede Funktion
einen Index, der die Ha¨ufigkeit der Verwendung wiedergibt. Wurde eine Funktion
ha¨ufiger als der berechnete Schwellenwert verwendet, gilt die Funktion als gelernt
und wandert an das Ende der Hilfeausgabe. Wird die entsprechende Funktion je-
doch u¨ber einen la¨ngeren Zeitraum nicht mehr verwendet, muss davon ausgegan-
gen werden, dass die Funktion u.U. vergessen wurde. Diesem Vergessensprozess
wird durch die Anwendung einer Vergessenskurve auf den Index einer Funktion
Rechnung getragen. Fa¨llt der Index im Laufe der Zeit wieder unter den zugeho¨-
rigen Schwellenwert, wird die Funktion wieder an ihre urspru¨nglichen Position in
der Hilfeausgabe verschoben. Aufbauend auf diesem Benutzermodell beinhaltet
die Hilfe prima¨r Informationen u¨ber diejenigen Funktionen, die ein Benutzer nicht
so gut kennt oder selten verwendet. Ha¨ufig verwendete Funktionen und Funktio-
nen, die bereits bekannt sind und als gelernt betrachtet werden, befinden sich am
Ende der Hilfeausgabe.
Die La¨nge der einzelnen Teildialoge der Hilfe leitet sich aus dem Erfahrungsgrad
des Benutzers im Umgang mit dem SDS ab. Zur Bestimmung des Erfahrungsgra-
des dient ein Verfahren, dessen Grundprinzip auf der Arbeit von Hassel (2006) be-
ruht. Dabei werden Parameter des Umgangs eines Benutzers mit dem System er-
fasst (Hilfe- und Optionsanfragen, Timeouts, Erkennerfehler und Barge-Ins). Aus
diesen Werten und einem Gewichtsvektor
#     »
UMG kann durch Bildung des Skalar-
produkts ein generisches Benutzermodell
#     »
UM (Anfa¨nger, Experte) bestimmt wer-
den. Anfa¨nger erhalten ku¨rzere Hilfedialoge bestehend aus vier Informationsein-
heiten pro Dialogschritt, Expertendialoge hingegen enthalten fu¨nf Informations-
einheiten. Zudem entfallen bei Experten die Beispiele in den Hilfeausgaben.
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8.2 Multimodale Hilfefunktionalita¨t
Die Einfu¨hrung eines SDS beseitigt zwar z.T. bestehende Nachteile rein visuell-
haptischer Bedienkonzepte, jedoch kann der Aufruf einer Funktion per Sprache
je nach Dialogziel u.U. umsta¨ndlicher sein (z.B. Bla¨ttern in langen Listen, kurze
Besta¨tigung per Druck auf den Controller, etc.). Ziel muss es also sein, fu¨r ver-
schiedene Dialogziele die optimale Ein- und Ausgabemodalita¨t zur Verfu¨gung zu
stellen. Dies kann entweder isoliert geschehen (exklusiv-multimodale Interaktion)
oder verknu¨pft (alternierend-multimodale bzw. simultan-multimodale Interakti-
on). Das prototyische Hilfesystem stellt dem Benutzer exklusiv-multimodale und
alternierend-multimodale Interaktionsvarianten zur Verfu¨gung. Je nach Pra¨ferenz
kann ein per Sprache begonnener Dialog mit dem Controller fortgefu¨hrt oder be-
endet werden. Die akustischen Sprachausgaben werden durch eine visuelle Repra¨-
sentation erga¨nzt. Die visuelle Ausgabe erfolgt zeitlich synchron zur Sprachaus-
gabe, was wa¨hren der Hilfe eine Hervorhebung des aktuell vorgelesenen Sprach-
kommandos ermo¨glicht. In Analogie zum Barge-In hat der Benutzer die Mo¨glich-
keit, einen Push-In durchzufu¨hren und eine vorgelesene Funktion per Controller
aufzurufen.
8.3 Kontextunabha¨ngige Hilfefunktionalita¨t
Die kontextunabha¨ngige Hilfe ist speziell fu¨r den Erstkontakt mit dem gesamten
SDS oder unbekannten Teilbereichen konzipiert. Die Benutzer haben die Mo¨glich-
keit, natu¨rlichsprachliche Systemanfragen zu formulieren (z.B.
”
Wie kann ich Ra-
dio ho¨ren?“), worauf das Hilfesystem eine explizite Anleitung ausgibt. Dazu wird
die Struktur des SDS mit Hilfe eines ungerichteten zyklischen Graphen abgebil-
det. Beim Aufruf der Hilfe wird der aktuelle Kontext des Benutzers im System er-
mittelt und mit Hilfe des Algorithmus von Dijkstra der ku¨rzeste Weg zum Dialog-
ziel errechnet. Das Hilfesystem ermittelt die notwendigen Kommandos, die der
Benutzer sprechen muss, um sein Dialogziel zu erreichen.
8.4 Evaluierung des Hilfesystems
Das prototypische Hilfesystem wurde mit dem Hilfesystem des iDrive Anzeige-
Bedienkonzepts verglichen. Die Tests wurden mit zwei unabha¨ngigen Testgruppen
bestehend aus 15 bzw. zwo¨lf Versuchspersonen durchgefu¨hrt. Die Untersuchung
des prototypischen Hilfesystems fand aus technischen und organisatorischen im
Fahrsimulator statt, das iDrive-System wurde in einem Serienfahrzeug getestet.
Alle Probanden erhielten jedoch die gleiche Aufgabenstellung.
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Die Versuche wurden mittels Videokameras aufgezeichnet, um eine nachtra¨gli-
che Auswertung verschiedener Interaktionsparameter zu ermo¨glichen. Die Analyse
der Videoprotokolle und der Fragebo¨gen lieferten ein u¨berwiegend positives Re-
sultat zu Gunsten des Prototyps. Sowohl die beobachteten Systeminteraktionen
als auch die subjektiven Bewertungen durch die Probanden heben das prototypi-
sche Hilfesystem positiv vom iDrive-System ab. Hinsichtlich der Aufgabendauer,
der Anzahl der Hilfeaufrufe, der La¨nge der Hilfeausgaben und der auftretenden
Unklarheiten nach dem Aufruf der Hilfe weist der Prototyp bessere Resultate auf
als das iDrive-System. Die Messung der gesamthaften mentalen Belastung mittels
NASA-TLX liefert fu¨r den Prototyp mit gutem Spracherkenner die besten Ergeb-
nisse. Ein a¨hnliches Resultat ergibt sich fu¨r die Dimensionen der geistigen Bean-
spruchung und der Aufgabenerfu¨llung. Die Untersuchung der Gebrauchstauglich-
keit des Prototyps fand mit Hilfe des PARADISE Evaluierungsframeworks statt.
Die Nutzerzufriedenheit ist beim Prototyp tendenziell stets ho¨her als beim iDrive-
System. Gleiches gilt fu¨r das Erfolgsmaß seitens der Benutzer (wieviel hat der Be-
nutzer zum Erreichen eines Dialogziels beigetragen) und bei gleichen Systemvor-
aussetzungen fu¨r den Aufgabenerfolg κ∗. Lediglich das Erfolgsmaß auf Systemsei-
te liefert minimal bessere Resultate fu¨r das iDrive-System. Die Bildung einer ein-
heitlichen Performanzfunktion fu¨r den direkten Vergleich beider Systeme liefert
jedoch ein unbefriedigendes Resultat.
8.5 Ausblick
Die in dieser Arbeit vorgestellten Konzepte zur Anpassung der kontextspezifischen
Hilfe an das Wissen und die Erfahrungen von Benutzern basieren auf der Zuord-
nung von individuellen Benutzerprofilen. Auf welche Weise dies geschehen ist nicht
Bestandteil dieser Arbeit. Denkbar wa¨re die Speicherung des perso¨nlichen Profils
auf einer Keycard, wie sie z.T. schon in Fahrzeugen zum Einsatz kommt. Dies
birgt jedoch die Problematik der eindeutigen Zurodnung des Profils, z.B. falls das
Fahrzeug von mehreren Personen in einem Haushalt oder Fuhrpark verwendet
wird. Gu¨nstiger erscheint die Anbindung an biometrische Identifikations- und Au-
thentifizierungsverfahren. In Heckner (2005) wird die Verwendung der videoba-
sierten Personenidentifikation (Gesichtserkennung) als Mo¨glichkeit zur Individua-
lisierung und Authentifizierung innerhalb von Mennsch-Maschine-Schnittstellen
erla¨utert. Dieses Verfahren wa¨re sehr gut zur Profilzuordnung geeignet, da seitens
des Benutzers keinerlei Eingaben oder Interaktionen notwendig sind.
Die Anpassung der Hilfeausgaben beru¨cksichtigt bisher lediglich kognitionspsy-
chologische Aspekte (Lernen und Vergessen) und individuelle Fa¨higkeiten im Um-
gang mit dem SDS. Sinnvoll wa¨re jedoch auch die Adaption hinsichtlich der ko¨r-
perlichen und geistigen Belastung im Moment der Dialogverwendung. Ist der Fah-
rer z.B. einer Stresssituation ausgesetzt, ist der Fahrer genervt, erfordert der Stra-
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ßenverkehr ho¨chste Konzentration oder sind Anzeichen von U¨bermu¨dung erkenn-
bar? Jeder dieser Aspekte spielt sowohl bei der Fahrzeugfu¨hrung als auch bei der
Bedienung eines Mensch-Maschine-Systems eine wichtige Rolle. Die Beru¨cksichti-
gung der o.g. Aspekte ko¨nnte durch die Erfassung biometrischer Daten erfolgen,
z.B. durch die Messung der Hautleitfa¨higkeit oder der Herzfrequenz, was Ru¨ck-
schlu¨sse auf die Stresssituation zulassen ko¨nnte. Die Auswertung sensorischer Da-
ten (z.B. von Radarsensoren, GPS) oder von Verkehrsinformationen ko¨nnte dazu
beitragen, die Verkehrssituation und -dichte zu bewerten. Basierend auf diesen In-
formationen ko¨nnten Dialoge entsprechend angepasst werden, um die Belastung
des Fahrers zu minimieren.
Großes Entwicklungspotenzial bietet die kontextunabha¨ngige Hilfe. Mit weiter
verbesserten Spracherkennern ist es mo¨glich, die Verarbeitung natu¨rlich- oder
spontansprachlicher A¨ußerungen mo¨glich zu machen. Insofern ko¨nnten Hilfean-
fragen wesentlich freier erfolgen und wa¨ren an kein festes Schema gebunden. Na-
tu¨rlichsprachliche Dialoge bieten dem Benutzer ein hohes Maß an Freiheit hin-
sichtlich der Dialogfu¨hrung, Hilfesysteme fu¨r die Form der Interaktion mu¨ssen je-
doch dynamischer gestaltet werden, um das individuelle Informationsbedu¨rfnis zu
befriedigen. Denkbar wa¨ren framebasierte Ansa¨tze bei der Entwicklung von Hil-
fesystemen, d.h. das Hilfesystem ermittelt die vom Benutzer eingegebenen Infor-
mationen und bewertet mo¨gliche Dialogziele sowie die dazu noch fehlenden In-
formationen. Hilfesysteme mu¨ssten somit enger mit dem regula¨ren SDS verzahnt
werden.
Im Rahmen der kontextunabha¨ngigen Hilfe wa¨re zudem die Anpassung der an-
gebotenen Informationsdichte denkbar. Je nach Erfahrungsgrad oder Belastungs-
situation sollte die Anleitung fu¨r ein bestimmtes Dialogziel detaillierter oder kom-
plexer ausfallen. Anfa¨nger beno¨tigen u.U. eine Schritt-fu¨r-Schritt-Anleitung, um
das gewu¨nschte Dialogziel zu erreichen. Experten, die mit dem SDS oder be-
stimmten Teilbereichen des Systems sehr gut vertraut sind, beno¨tigen hingegen
keine ausfu¨hrliche Anleitung. Kommandos, die sie bereits kennen, ko¨nnten in der
Hilfeuasgabe zusammengefasst werden, ausfu¨hrlichere Anleitungen ko¨nnten sich
auf Themengebiete beschra¨nken, die sie nicht gut kennen. Denkbar wa¨re in die-
sem Zusammenhang auch eine visuelle Unterstu¨tzung durch Animationen oder
Screenshots. Hierbei mu¨sste jedoch untersucht werden, inwieweit sich dies auf die
mentale Belastung und die Ablenkung vom Straßenverkehr auswirkt.
Ein wichtiger Aspekt bei der Einfu¨hrung eines adaptiven Systems sind Lang-
zeitversuche, um Erkenntnisse u¨ber die Akzeptanz und die Effektivita¨t eines sol-
chen Systems zu sammeln und im Rahmen einer summativen Evaluierung zu veri-
fizieren. Diese Art der Information kann nicht in einer kontrollierten Laborum-
gebung oder in kurzen Erprobungstests erhoben werden. Um aussagekra¨ftige Re-
sultate zu erhalten, sind Versuche unter realen Bedingungen mit einer gro¨ßeren
Anzahl von Versuchspersonen u¨ber einen la¨ngeren Zeitraum no¨tig. Nur so ko¨nnen
die Schachstellen eines Systems aufgedeckt und behoben werden.
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NAV_NEWDEST_ENTER_STREET NAVIGATION NEWDESTINATION NAV_NEWDEST_ENTER_STREET NAV_OPTIONEN NAV_NEWDEST_OPTIONEN
NAV_NEWDEST_ENTER_CROSSING NAVIGATION NEWDESTINATION NAV_NEWDEST_ENTER_CROSSING NAV_OPTIONEN NAV_NEWDEST_OPTIONEN
NAV_NEWDEST_ENTER_NUMBER NAVIGATION NEWDESTINATION NAV_NEWDEST_ENTER_NUMBER NAV_OPTIONEN NAV_NEWDEST_OPTIONEN
LASTDESTINATION NAVIGATION LASTDESTINATION NAV_OPTIONEN
POI NAVIGATION POI NAV_OPTIONEN
ROUTINFO NAVIGATION ROUTINFO NAV_OPTIONEN
NAV_NEWDEST_CLEARALL NAVIGATION NEWDESTINATION NAV_NEWDEST_ENTER_COUNTRY NAV_NEWDEST_ENTER_TOWN NAV_NEWDEST_ENTER_STREET NAV_NEWDEST_ENTER_CROSSING NAV_NEWDEST_ENTER_NUMBER NAV_NEWDEST_CLEARALL NAV_OPTIONEN NAV_NEWDEST_OPTIONEN
TRIP NAVIGATION TRIP NAV_OPTIONEN
LASTTRIP NAVIGATION LASTTRIP NAV_OPTIONEN
FMSTATIONS TUNER FMSTATIONS TUN_OPTIONEN TUN_FM_OPTIONEN
TUN_FM_ENTRY TUNER FMSTATIONS TUN_FM_ENTRY TUN_OPTIONEN TUN_FM_OPTIONEN
KWSTATIONS TUNER KWSTATIONS TUN_OPTIONEN
MWSTATIONS TUNER MWSTATIONS TUN_OPTIONEN
LWSTATIONS TUNER LWSTATIONS TUN_OPTIONEN
TUN_SOUNDSETTINGS TUNER LWSTATIONS MWSTATIONS KWSTATIONS FMSTATIONS TUN_SOUNDSETTINGS TUN_OPTIONEN TUN_FM_OPTIONEN
CD_SOUNDSETTINGS CDMULTI CDSINGLE CDC_CD CD_SOUNDSETTINGS CD_OPTIONEN CD_CDC_OPTIONEN CD_SCD_OPTIONEN
TP TUNER TP TUN_OPTIONEN
PLAYFREQUENCY TUNER PLAYFREQUENCY TUN_OPTIONEN
PLAYSTATION TUNER PLAYSTATION TUN_OPTIONEN
CDSINGLE CDMULTI CDSINGLE CD_OPTIONEN CD_SCD_OPTIONEN
SCD_PLAY_TRACK CDMULTI CDSINGLE SCD_PLAY_TRACK CD_OPTIONEN CD_SCD_OPTIONEN
CDC_CD CDMULTI CDC_CD CD_OPTIONEN CD_CDC_OPTIONEN
CD_SLOT_PLAY CDMULTI CDC_CD CD_SLOT_PLAY CD_OPTIONEN CD_CDC_OPTIONEN
CD_SLOT_PLAY_TRACK CDMULTI CDC_CD CD_SLOT_PLAY_TRACK CD_OPTIONEN CD_CDC_OPTIONEN CD_CDC_TRACK_OPTIONEN
CDC_ENTRY_CD CDMULTI CDC_CD CD_SLOT_PLAY CDC_ENTRY_CD CD_OPTIONEN CD_CDC_OPTIONEN
CDC_ENTRY_TRACK CDMULTI CDC_CD CD_SLOT_PLAY CDC_ENTRY_CD CDC_ENTRY_TRACK CD_OPTIONEN CD_CDC_OPTIONEN CD_CDC_TRACK_OPTIONEN
NEXT NEXT CD_OPTIONEN TUN_OPTIONEN TUN_FM_OPTIONEN
PREVIOUS PREVIOUS CD_OPTIONEN TUN_OPTIONEN TUN_FM_OPTIONEN
TUNER TUNER TUN_OPTIONEN
MUSICSERVER CDMULTI MUSICSERVER CD_OPTIONEN
CDMULTI CDMULTI CD_OPTIONEN
FAVORITS CDMULTI FAVORITS CD_OPTIONEN
TOP50 CDMULTI TOP50 CD_OPTIONEN
FMSEARCHSTATIONS CDMULTI FMSEARCHSTATIONS CD_OPTIONEN
SAVESTATION TUNER FMSTATIONS TUN_FM_ENTRY PLAYSTATION SAVESTATION TUN_OPTIONEN TUN_FM_OPTIONEN









alle Abholgen VP am Eingang 
Begrüßung 
Einverständniserklärung / Geheimhaltung 
alle VP liest und versteht Erklärung 
Unterschrift durch VP 
Betreten Usability-Labor 
VP, Beifahrer  
Start Fahrsimulation 
Technik Starten der Fahrsimulation 
Start Video-Aufzeichnung 
Technik Starten der Videoaufzeichnung 
Instruktion 
Beifahrer Ziel dieses Usability-Testes ist die Prüfung eines frühen Pro-
totypen für ein neues Spracheingabekonzept im Fahrzeug. 
Wir möchten feststellen, inwieweit die bisher implementier-
ten Funktionen den Bedürfnissen von Ihnen als Nutzer ent-
sprechen. 
 
Sie sitzen nun in einer Sitzkiste. Wie Sie sehen ist der In-
nenraum dem eines normalen Fahrzeuges nachempfunden. 
 
Vorne sehen Sie drei große Bildschirme. Auf diesen wird ei-
ne Fahrsimulation angezeigt. 
 
Im Innenraum sind drei Kameras mit Mikrofon angebracht. 
Damit wollen wir Ihre Benutzung des Systems aufzeichnen, 
um später leichter Auswertungen und Aussagen zum Sys-
tem machen zu können. 
 
Mit dem erwähnten Fahrsimulator werden Sie wie im norma-
len Fahrzeug fahren. Das ist nötig, weil wir die Benutzung 
der Sprachschnittstelle im normalen Einsatz auf der Straße 
simulieren möchten. 
 
Weiterhin werde ich Ihnen einige typische Aufgaben stellen, 
die im Alltag bei der Bedienung der Sprachschnittstelle auf-
treten können. Ich werde Ihnen diese Aufgaben jeweils vor-
lesen, damit Sie sich auf das Fahren konzentrieren können. 
VP ALLES OK? 
Einweisung Fahrsimulation 
Beifahrer Nun wollen wir uns dem Fahrsimulator widmen. Sie haben 
nun die Möglichkeit sich mit dem Fahrsimulator vertraut zu 
 machen. Bei der Fahrsimulation handelt es sich um eine 
Folgefahrt. D.h. Sie müssen dem vorausfahrenden Fahrzeug 
folgen. Ändert bspw. das vorausfahrende Fahrzeug die Ge-




VP 3 Minuten Einfahren und Gewöhnung an Simulator 
VP 3 Minuten Referenzfahrt 
Beifahrer Sehr gut. Ich würde sagen, dass wir nun mit den Aufgaben 
beginnen. In der ersten Aufgabe werden Sie den Prototypen 
kennen lernen und einige grundlegende Handlungen durch-
führen, damit Sie schon mal sehen, wie die Bedienung funk-
tioniert. 
 
Eine Sache noch vorweg. Ich hoffe, Sie fühlen sich nicht wie 
bei einem Test. Denn, Ziel dieser Sitzung ist es, den Proto-
typen zu testen und bei diesem Schwachstellen zu finden; 
wir wollen nicht Sie testen. 
 
Sollte Ihnen etwas auffallen, sollten Situationen unange-
nehm sein oder Sie ein Umstand zufrieden stellen bzw. un-
zufrieden machen, dann bitte ich Sie, mir dies einfach mitzu-
teilen. 
Aufgabe 1 – Hauptmenü 
Beifahrer Mit Aufgabe 1 möchte ich Ihnen kurz den Prototypen samt 
Sprachschnittstelle zeigen, sodass Sie einen ersten Einblick 
gewinnen können. 
 
Wenn Sie das Display in der Mitte betrachten, dann sehen 
Sie zunächst das Hauptmenü. Dieses Menü wird in den fol-
genden Aufgaben immer als Ausgangspunkt dienen. 
 
Sie können das System mit dem Controller auf der Mittel-
konsole bedienen. Den Controller können Sie drehen, nach 
oben unten links und rechts schieben und darauf drücken.  
 
Es gibt eine so genannte Push-To-Talk-Taste. Diese Taste 
befindet sich am rechten Teil des Multifunktionslenkrades. 
Wenn Sie diese Taste drücken, können Sie nachfolgend ein 
Sprachkommando eingeben. Durch nochmaliges Drücken 
können Sie die Spracheingabe wieder beenden. 
 
Sie möchten nun zum ersten Mal die Sprachschnittstelle be-
nutzen. Über das Kommando Hilfe erhalten Sie erste Infor-
 mationen zum System. Betätigen Sie nun die Pust-To-Talk-
Taste. Sprechen Sie Hilfe. 
VP „Hilfe“ 
Beifahrer PTT nochmals drücken lassen nach Ausgabe 
Beifahrer Mit dem Kommando Sprachoptionen finden Sie heraus, wel-
che Möglichkeiten Sie im aktuellen Menü haben. Sprechen 
Sie jetzt Sprachoptionen. 
VP „Sprachoptionen“ 
Beifahrer PTT nochmals drücken lassen nach Ausgabe 
Beifahrer Sprachoptionen können Sie immer dann verwenden, wenn 
Sie die im aktuellen Untermenü gerade möglichen Kom-
mandos nicht kennen und wissen möchten, welche Möglich-
keiten bzw. Optionen sie haben. Bitte machen Sie das auch. 
D.h. wenn Sie zum ersten Mal in ein neues Menü gelangen 
und keinen Überblick über die möglichen Befehle haben, 
dann verwenden Sie einfach das Kommando Sprachoptio-
nen. 
- 
Immer dann, wenn Sie das Kommando Sprachoptionen 
verwenden, haben Sie nicht nur die Möglichkeit einen Me-
nüpunkt durch das Sprechen auszuwählen, sondern auch 
durch die Betätigung des Controllers. Sofort beim Hören Ih-
rer gewünschten Auswahl, können Sie den Controller drü-
cken, wodurch Sie sofort eine Ebene weiter kommen. 
Beifahrer Das Kommando Zurück funktioniert wie der Back/Zurück-
Button im Browser.  
 
Sie können jederzeit, egal wo Sie sich befinden, das Haupt-
menü aufrufen, indem Sie das Kommando Hauptmenü be-
nutzen. Dadurch gelangen Sie wieder zur ursprünglichen 
Ausgangsposition zurück. 
 
Es kann auch vorkommen, dass Sie der Spracherkenner 
nicht eindeutig versteht. Sollte das der Fall sein, dann wer-
den Ihnen zwei bis drei alternative Möglichkeiten zur Aus-
wahl gestellt, die sie dann mit Eintrag 1, Eintrag 2 oder Ein-
trag 3 verwenden können. 
Beifahrer ALLES OK? NOCH FRAGEN? 
Aufgabe 2 – Jemanden anrufen 
Beifahrer Sie möchten Markus Abel aus Ihrem Telefonbuch anrufen. 
Im Telefonbuch angekommen können Sie durch das Kom-
mando Sprachoptionen herausfinden, welche Möglichkeiten 
Sie haben, diesen Anruf zu erledigen. 
Beifahrer Hinweis auf Kommando „Auswahl“ bzw. Controller nach 
Links 
 VP Telefon – Telefonbuch – Sprachoptionen 
a) Eintrag Markus Abel anrufen 
b) Nachname Vorname anrufen / Vorname Nachname anru-
fen 
c) Eintrag x anrufen 
Aufgabe 3 – Wahlwiederholung 
Beifahrer Ich wähle nun eine Telefonnummer, die sich nicht im Ad-
ressbuch befindet. 
 
Wahl von irgendwas und sofort wieder auflegen. 
 
Startpunkt: Menü Telefon 
Beifahrer Nachdem der Anruf beendet ist, wollen Sie diese Nummer 
erneut anrufen. 
 
Sie möchten die Nummer während der Fahrt nicht nochmals 
eintippen. Finden Sie deshalb eine andere Möglichkeit die 
eben gewählte Nummer nochmals anzurufen. 
VP Telefon – Sprachoptionen – Weiter –  Wahlwiederholung – 
Eintrag 1 anrufen 
Beifahrer Falls Controller nach Sprachoptionen - Frage: Wie hat Ihnen 
die Möglichkeit der Auswahl durch den Controller zugesagt? 
Beifahrer Frage: Fällt Ihnen nach dem Kommando Sprachoptionen 
während der akustischen Ausgabe auf dem Bildschirm et-
was aufgefallen?  
- 
Wenn ja, dann: Wie nützlich fanden Sie das? Hilft Ihnen die 
gleichzeitige visuelle Darstellung?  
- 
Wenn nein, dann: Verwenden Sie nochmals das Kommando 
Sprachoptionen und schauen Sie, sofern es der Verkehr 
gestattet auch kurz auf den Bildschirm.  
Ist Ihnen etwas aufgefallen?  
- 
Frage: Fanden Sie die gleichzeitige visuelle Ausgabe nütz-
lich? 
- 
Frage: Hat Ihnen die Ausgabe auf zwei Wegen geholfen, 
dass System besser zu bedienen? 
Aufgabe 4 – Nachricht löschen 
Beifahrer Im Nachrichtenspeicher befindet sich eine SMS mit einer 
unbekannten Nummer; also kein Name aus dem Adress-
buch sondern nur eine Ziffernfolge. Sie möchten nun diese 
SMS löschen. 
VP Telefon – Nachrichten – Sprachoptionen –  Nachricht lö-
 schen 
Beifahrer Löschen Sie eine weitere SMS bitte nun nur mit Hilfe des 
Controllers. 
VP Löschen mit Controller 
Beifahrer Frage: Welche Art der Bedienung hat Ihnen in diesem Fall 
besser gefallen? 
- 
Frage: Können Sie sich Situation vorstellen, wann Sie eher 
die erste, wann eher die zweite Art der Bedienung wählen 
würden? 
Aufgabe 5 – Kartenansicht wechseln 
Beifahrer Sie möchten die verschiedenen Möglichkeiten der Kartenan-
sicht kennen lernen. Dazu müssen Sie zunächst herausfin-
den, wo Sie die Darstellung der Karte ändern können. 
 
Wenn Sie das Menü gefunden haben, möchten Sie die Karte 
in Fahrtrichtung ausgerichtet sehen. 
VP Navigation – Karte – Sprachoptionen – Ansichten –Karte 
fahrtweisend 
Beifahrer Nun soll die Karte immer in Richtung Norden zeigen. 
VP Navigation – Karte – Sprachoptionen – Ansichten –Karte 
nordweisend 
Beifahrer Ist Ihnen noch eine weitere Möglichkeit der Kartenansicht 
aufgefallen / im Gedächtnis? 
VP Antwort 
Beifahrer Wie schwierig finden Sie es, die Kartenansicht zu ändern 
und gleichzeitig dem Verkehr zu folgen? 
Aufgabe 6 – Maßstab wählen 
Beifahrer Startpunkt: Menü Navigation 
Beifahrer Auch der Maßstab der Karte ist einstellbar. Bitte finden Sie 
heraus, wie das funktioniert. 
VP Navigation – Karte – Sprachoptionen – Maßstab wählen 
Beifahrer Testen Sie nun der Reihe nach die Maßstäbe 500m, 2km, 
5km 
Pause 
Technik Neustart Fahrsimulation 
Alle Getränke, Kekse, Toilette 
Einfahren 
VP 2 Minuten Einfahren und zusätzliche Referenz 
Aufgabe 7 – Routenkriterien 
Beifahrer Sie wollen die Streckenführung nun beeinflussen, als bspw. 
ein Kriterium wie die Benutzung von Autobahnen. Finden 
Sie das dazu nötige Menü. 
VP Navigation – Karte – Routenkriterien – Sprachoptionen 
Mautstrecken vermeiden aus 
 Beifahrer Mautstrecken dürfen verwendet werden 
VP Maustrecken vermeiden aus 
Beifahrer Frage: Wie würden Sie die Benutzung von Fähren einstel-
len? 
VP Antwort 
Aufgabe 8 - Senderwahl 
Beifahrer Bisher haben Sie durch die Verwendung des Kommandos 
Sprachoptionen immer die so genannte kontextabhängige 
Hilfe verwendet. D.h., dass Sie für das aktuelle Untermenü, 
also abhängig von jeweiligen Kontext, die möglichen 
Sprachkommandos erhalten haben. 
 
Es ist im Prototypen auch eine kontextunabhängige Hilfe 
vorgesehen. Sie können jederzeit, egal in welchem Menü 
Sie sich befinden, fragen, wie Sie eine bestimmte Funktion 
erreichen und ausführen können.  
 
Das sieht zum Beispiel so aus: Sie sprechen das Komman-
do Einführung. Nach der Sprachausgaben sprechen Sie 
„Wie kann ich telefonieren?“. Auf diese Frage folgt eine 
Sprachausgabe, die Ihnen die passende Information zur 
Verfügung stellt. 
Beifahrer Sie möchten nun den Sender Bayern 3 hören. Bitte finden 
Sie nun mit einer Frage den Weg zum Ziel. 
VP Radio – Sender wählen – [Sprachoptionen] – Bayern 3 
 
Auswahl über Frage: 
“Wie kann ich Radio hören“ o. ä. 
Aufgabe 9 – Verkehrsfunk an/aus 
Beifahrer Starpunkt: Menü Radio 








Aufgabe 10 – CD-Titel auswählen 
Beifahrer Sie möchten nun eine CD hören. Wählen Sie Track 5 von 
CD 3 im CD-Wechsler. 
VP CD || Multimedia – 
Sprachoptionen – 
CD 3 Titel 5 || CD3 Eintrag 5 
Beifahrer Nun möchten Sie zu Eintrag 8 auf derselben CD springen. 
 VP CD || Multimedia – 
Sprachoptionen – 
Eintrag 8 || Titel 8 
Aufgabe 11 – Vorheriger/Nächster Titel 
Beifahrer Sie möchten die Titel der Reihe nach hören. Spiele Sie ei-
nen Titel nach dem anderen ab. 
VP CD || Multimedia –  
CD Laufwerk –  
Sprachoptionen – 
Vorheriger Titel –  
Nächster Titel 
Aufgabe 12 – Klangeinstellung 
Beifahrer Sie möchte nun wiederum mit eine Frage wissen, wo Sie die 
Bässe verstellen können. Bitte fragen Sie nun nach der 
Möglichkeit der Bässeverstellung. 
VP Antwort 




Beifahrer Falls Fragen aufgetaucht sind, diese sofort im Simulator 
noch stellen 
Verlassen Usability Labor 
VP, Beifahrer Verlassen des Simulators 
Alle Getränke, Kekse, Toilette 
Fragebogen 






 Alle Ihre Angaben werden vertraulich behandelt und nicht an Dritte weitergegeben.  










Keiner Hauptschule Realschule Berufsausbildung 





Jahre mit Führerschein: ____________ Jahre 
 
Fahrleistung pro Jahr:  0 bis 10.000 km     10.001 bis 25.000 km     mehr als 25.000 km  
 
Fahrleistung Gesamt:  0 bis 100.000 km     mehr als 100.000 km  
 
Sie sind: Linkshänder   Rechtshänder   Beidhändig  
 
BMW-Fahrer: ja  nein  
 
 
Umgang mit technischen Geräten 
 
Wie häufig benutzen Sie einen PC? 
 
 Täglich  1-3x Monatlich 
 Mehrmals pro Woche  Weniger als 1x pro Monat 





Im folgenden werden Sie immer wieder auf sog. Likert-Skalen treffen. Ein Beispiel: 
 
Wie wichtig ist es für Sie einen hohen Lebensstandard zu haben?  
Sehr wichtig ___   ___   _X_   ___   ___   ___ unwichtig 
 
Sie haben dann die Möglichkeit Ihre Einstellung oder Meinung zu einer Frage abgestuft (6 Stufen) 
durch Ankreuzen anzugeben. Im obigen Beispiel hätte ein Kreuz ganz links die Bedeutung, dass 
Ihnen ein hoher Lebensstandard sehr wichtig ist, ein Kreuz äußerst rechts, dass Ihnen ein hoher 
Lebensstandard nichts bedeutet.  
 
 
 Wie schätzen Sie Ihre Erfahrung im Umgang mit Computern ein? 
 
Sehr gut ___   ___   ___   ___   ___   ___ Sehr schlecht 
 
 
Schätzen Sie sich als technisch begabt ein? 
 
Ja, sehr ___   ___   ___   ___   ___   ___ Nein, gar nicht 
 
 
Empfinden Sie den Einfluss des Computers als positiv oder negativ für Ihre tägliche Arbeit? 
 
Positiv ___   ___   ___   ___   ___   ___ Negativ 
 
 
Verwenden Sie im Allgemeinen das beigelegte Handbuch, wenn Sie ein neues technisches Gerät 
einsetzen? 
 
Immer ___   ___   ___   ___   ___   ___ nie 
 
 
Welche Sprachanwendungen haben Sie schon verwendet und wie oft verwenden Sie diese? 
 
Diktiersystem Sehr oft ___   ___   ___   ___   ___   ___ Nie 
Telefonbuchsystem Sehr oft ___   ___   ___   ___   ___   ___ Nie 
Auskunftssystem (Kino, Flughafen, Bahnhof) Sehr oft ___   ___   ___   ___   ___   ___ Nie 
Mobiltelefon Sehr oft ___   ___   ___   ___   ___   ___ Nie 
Auto Sehr oft ___   ___   ___   ___   ___   ___ Nie 




Kennen Sie iDrive, das Anzeige Bedienkonzept von BMW?  ja  nein  
 
Wenn nein, dann weiter mit der nächsten Seite. 
Wenn ja, bitte noch folgende vier Fragen beantworten. 
 
Wie häufig benutzen Sie iDrive? 
 
Sehr oft ___   ___   ___   ___   ___   ___ Nie 
 
 
Wie schätzen Sie Ihre Erfahrung / Ihre Kenntnisse im Umgang mit iDrive ein? 
 
Sehr gut ___   ___   ___   ___   ___   ___ Sehr schlecht 
 
 
Wie häufig benutzen Sie die Spracheingabekomponente von iDrive? 
 
Sehr oft ___   ___   ___   ___   ___   ___ Nie 
 
 
Wie schätzen Sie Ihre Erfahrung im Umgang mit der Sprachbedienung im Fahrzeug ein? 
 




 Fragen zur Belastung durch die Benutzung des Prototypen 
 
Kreuzen Sie aufgrund Ihrer Erfahrung beim Lösen der Aufgaben jeweils den Punkt auf der Skala 
an, durch den Ihre Belastung am Ehesten wiedergegeben wird. Durch das untenstehende Beispiel 
für den Begriff Langeweile wird ziemlich große Langeweile während des Tests angezeigt. 
z.B. Langeweile 
Gering               X      Hoch 
 
Geistige Anforderung: In welchem Maß stellte die Aufgabe eine geistige Anfor-
derung, also Denken, Entscheiden, Beobachten, dar? 
Gering                     Hoch 
 
Körperliche Anforderung: Wie viel körperliche Aktivität, also Lenken, Bremsen 
etc. ist erforderlich? 
Gering                     Hoch 
 
Zeitliche Anforderung: Welchen Zeitdruck empfinden Sie aufgrund der Ge-
schwindigkeitsanforderungen, die die Aufgabe stellt? 
Hoch                     Gering 
 
Aufgabenerfüllung: Wie zufrieden sind Sie mit dem Grad der Aufgabenerfül-
lung, den Sie erreicht haben? 
Hoch                     Gering 
 
Anstrengung: Wie sehr mussten Sie sich insgesamt anstrengen (geistig, kör-
perlich), um diese Aufgabe zu bewältigen? 
Gering                     Hoch 
 
Unzufriedenheit: In welchem Maß fühlten Sie sich bei der Erfüllung dieser Auf-
gabe unzufrieden? 
Hoch                     Gering 
 
Bitte entscheiden Sie nun pro Wortpaar, welcher Faktor größeren Einfluss auf Ihre Belastung / Ihr 
Befinden während der Durchführung der Aufgaben hatte und kreuzen Sie diesen an. Im Beispiel ist 
Langeweile angekreuzt, mit der Bedeutung, dass Langeweile für Sie wichtiger war als Aufregung. 
 
Beispiel: 
 Langeweile Aufregung  
 Zeitliche Anforderung Anstrengung   
 Unzufriedenheit Anstrengung  
 Aufgabenerfüllung Unzufriedenheit  
 Geistige Anforderung Anstrengung  
 Unzufriedenheit Geistige Anforderung  
 Aufgabenerfüllung Geistige Anforderung  
 Körperliche Anforderung Zeitliche Anforderung  
 Zeitliche Anforderung Geistige Anforderung  
 Körperliche Anforderung Unzufriedenheit  
 Geistige Anforderung Körperliche Anforderung  
 Körperliche Anforderung Aufgabenerfüllung  
 Anstrengung Körperliche Anforderung  
 Zeitliche Anforderung Unzufriedenheit  
 Aufgabenerfüllung Zeitliche Anforderung  
 Anstrengung Aufgabenerfüllung  
 
 Die Aufgaben waren realistisch. 
 
Völlig falsch ___   ___   ___   ___   ___   ___ Völlig richtig 
 
 
Wie empfanden Sie die gestellten Aufgaben als solche (Komplexität, Verständlichkeit, ...)? 
 
Sehr schwierig ___   ___   ___   ___   ___   ___ Sehr leicht 
 
 
War das Fahren als solches anstrengend (Verkehrsaufkommen, unbekannte Strecke, ...)? 
 
Sehr anstrengend ___   ___   ___   ___   ___   ___ Gar nicht anstrengend 
 
 
Wie leicht/schwierig war die Bewältigung der Aufgaben während der Fahrt?  
 
Sehr schwierig ___   ___   ___   ___   ___   ___ Sehr leicht 
 
 
War das Fahren hinderlich für die Bewältigung der Aufgaben? 
 
Ja, sehr ___   ___   ___   ___   ___   ___ Nein, gar nicht 
 
 
Die Bedienung des Systems / die Lösung der Aufgaben hat mein Fahrverhalten negativ beein-
flusst. 
 
Völlig richtig ___   ___   ___   ___   ___   ___ Völlig falsch 
 
 
Würden Sie die gestellten Aufgaben normalerweise während der Fahrt erledigen oder dazu kurz 
anhalten? 
 
Im Stand ___   ___   ___   ___   ___   ___ Während der Fahrt 
 
 










Immer dann wenn Sie das Kommando „Sprachoptionen“ verwendet haben, dann haben Sie das 
Hilfesystem in unserem Prototypen genutzt. Folgende Fragen beziehen sich genau auf diese Dia-
logschritte. 
 
Die Hilfeausgaben passen sich automatisch Ihrem Verhalten und Ihren Kenntnissen (Länge der 
Dialoge, Verwendung von Beispielen) an. Befürworten Sie generell eine derartige Vorgehenswei-
se?  
 





 Wie beurteilen Sie die Länge der akustischen Hilfeausgaben? 
 
Zu lang ___   ___   ___   ___   ___   ___ Zu kurz 
 
 
Ist Ihnen im Laufe des Tests eine Veränderung hinsichtlich der Länge oder der Inhalte der 
Hilfe aufgefallen? 
 






Sind Ihnen während der akustischen Hilfeausgaben auf dem Display Veränderungen aufgefallen?  
 







Empfanden Sie die zusätzliche graphische Anzeige der Hilfeausgaben als nützlich? 
 
Ja, sehr ___   ___   ___   ___   ___   ___ Nein, gar nicht 
 
 
Die Auswahl der Sprachoptionen kann sowohl durch Sprache als auch durch den Controller erfol-
gen.  
War diese Möglichkeit für Sie persönlich von Nutzen? 
 
Ja, sehr ___   ___   ___   ___   ___   ___ Nein, gar nicht 
 
 
Wie nützlich war das Hilfesystem für die Erfüllung der Aufgaben? 
 
Sehr nützlich ___   ___   ___   ___   ___   ___ Gar nicht nützlich 
 
 
Das Kommando „Sprachoptionen“ wird immer dann benutzt, wenn Befehle in einem Kontext nicht 
bekannt sind. Traten bei Ihnen nach der Benutzung des Kommandos „Sprachoptionen“ noch Un-
klarheiten auf?  
 







Waren die Sprachausgaben in Ihrer Länge angemessen? 
 
Zu lang ___   ___   ___   ___   ___   ___ Zu kurz 
 
 
 Waren die Hilfeanweisungen klar verständlich?  
 
Verständlich ___   ___   ___   ___   ___   ___ Nicht verständlich 
 
 
Wie empfanden Sie die Bedienung des Systems? 
 
Schwer zu bedienen ___   ___   ___   ___   ___   ___ Leicht zu bedienen 
 
 
Konnten die Hilfeausgaben Ihnen bei der Bedienung des Systems helfen? 
 
Ja, immer ___   ___   ___   ___   ___   ___ Nein, gar nicht 
 
 
Denken Sie, dass die akustischen Hilfeausgaben Sie beim Lernen der Kommandos entscheidend 
unterstützt haben? 
 
Ja, sehr ___   ___   ___   ___   ___   ___ Nein, gar nicht 
 
 
Welchen Einfluss hatten die Sprachoptionen auf Ihren Lernerfolg? 
 
Sehr großen Einfluss ___   ___   ___   ___   ___   ___ Sehr kleinen Einfluss 
 
 
Wenn Sie die Wahl haben: Würden Sie das Lernen der möglichen Spracheingabe-Kommandos 
durch das Lesen eines Handbuches oder durch die Hilfefunktion des Systems (Kommando 
„Sprachoptionen“) bevorzugen? 
 





Sie haben die kontextunabhängige Hilfe benutzt, wenn Sie eine Frage der Art „Wie kann ich telefo-
nieren?“ gestellt haben. 
 
Wie nützlich ist für Sie diese Art der Hilfe? 
 
Sehr nützlich ___   ___   ___   ___   ___   ___ Gar nicht nützlich 
 
Waren die Antworten der kontextunabhängigen Hilfe sinnvoll und hilfreich? 
 
Ja, sehr ___   ___   ___   ___   ___   ___ Nein, gar nicht 
 
Wie empfanden Sie die Länge der Antworten der kontextunabhängigen Hilfe? 
 
Sehr lang ___   ___   ___   ___   ___   ___ Sehr kurz 
 
 
Weitere Fragen zum Spracheingabesystem 
 






 Wie schätzen Sie Ihren gewonnenen Überblick über die Möglichkeiten des Prototypen ein? War es 
Ihnen durch die gebotene Hilfe möglich einen guten Überblick über die Möglichkeiten des Prototy-
pen zu gewinnen? 
 
Ja, guter Überblick ___   ___   ___   ___   ___   ___ Nein, schlecht Überblick 
 
 
Haben Sie immer alle Informationen und Funktionen dort gefunden, wo Sie diese erwartet haben? 
 
Ja, immer ___   ___   ___   ___   ___   ___ Nein, nie 
 
 
In der Zukunft könnte es möglich sein, auch TV-Sender zu empfangen und diese über das Display 
anzuzeigen. Stellen Sie sich folgende Liste vor: 
1: ARD 
2: RTL 
3: SAT 1 
4: PRO 7 
5: Neuer Sender; Name unbekannt 
6: Neuer Sender; Name unbekannt 
 







Mit welchem Kommando / welchen Kommandos würden Sie nach Aufruf dieses Senders auf den 









Das Sprachsystem war sehr benutzerfreundlich 
 
Stimme zu ___   ___    ___   ___ Stimme nicht zu 
 
 
Ich konnte alle Aufgaben ohne Probleme bewältigen 
 
Stimme zu ___   ___    ___   ___ Stimme nicht zu 
 
 
Das Sprachsystem war nicht benutzerfreundlich 
 
Stimme zu ___   ___    ___   ___ Stimme nicht zu 
 
 
Ich habe mich während der Bedienung sehr geärgert 
 
Stimme zu ___   ___    ___   ___ Stimme nicht zu 
 
 
 Die Sprachsteuerung im Fahrzeug ist sehr nützlich 
 
Stimme zu ___   ___    ___   ___ Stimme nicht zu 
 
 
Ich würde die Sprachsteuerung weiterempfehlen 
 
Stimme zu ___   ___    ___   ___ Stimme nicht zu 
 
 
Ich möchte gerne eine Sprachsteuerung im Fahrzeug haben 
 





Möchten Sie uns noch etwas mitteilen? Haben Sie weitere Anregungen oder Kritikpunkte? Haben 
















Herzlichen Dank für die Beantwortung des Fragebogens 
und für Ihre Teilnahme an unserem Test !!! 
 
