Abstract. The authors consider the Ginzburg-Landau model for superconductivity. First some wellknown features of superconducting materials are reviewed and then various results concerning the model, the resultant differential equations, and their solution on bounded domains are derived. Then, finite element approximations of the solutions of the Ginzburg-Landau equations are considered and error estimates of optimal order are derived.
observed that electrical resistance disappeared completely below some critical temperature. Indeed, closed currents in a ring of superconducting material have been observed to flow without decay for over two years, and the resistivity of some of these materials has been estimated to be no greater than 10 -23 ohm-cm! In addition to this perfect conductivity property, superconductors are also characterized by the property of perfect diamagnetism. This phenomenon was discovered in 1933 by W. Meissner and R. Ochsenfeld, and is also known as the Meissner effect. They observed that not only is a magnetic field excluded from a superconductor, i.e., if a magnetic field is applied to a superconducting material at a temperature below the critical temperature, it does not penetrate into the material, but also that a magnetic field is expelled from a superconductor, i.e., if a superconductor subject to a magnetic field is cooled through the critical temperature, the magnetic field is expelled from the material. Of course, sufficiently large magnetic fields cannot be excluded from the material, so that the Meissner effect also predicts the existence of a critical magnetic field above which the material ceases to be superconducting, even at temperatures below the critical temperature. Furthermore, passage through the critical temperature is reversible. Then, simple thermodynamic arguments can be used (see, e.g., [33] ) to show that the transition from the normal to the superconducting state at zero applied magnetic field is not accompanied by any release of latent heat; thus, we have what is known as a second-order transition.
A good theoretical understanding of low-temperature superconductivity was not arrived at until the 1950s. Indeed, a completely acceptable microscopic theory did not exist until Bardeen, Cooper, and Schrieffer [4] published their landmark paper in 1957. However, even earlier, various macroscopic theories were proposed, most notably the homogeneous theory of London and London [29] in 1935, the nonlocal theory of Pippard [32] in 1950, and the theory of Ginzburg and Landau [19] , also in 1950, a full 7 years before the Bardeen, Cooper, Schrieffer (BCS) theory! The Ginzburg-Landau (GL) theory was itself based on a general theory, introduced by Landau in 1937, for second-order phase transitions in fluids that was based on minimizing the Helmholtz free energy. Ginzburg and Landau thought of the conducting electrons as being a "fluid" that could appear in two phases, namely superconducting and normal (nonsuperconducting.) Through a stroke of intuitive genius, Ginzburg and Landau added to the theory of phase transitions certain effects, motivated by quantum-mechanical considerations, to account for the fact that the electron "fluid" motion is affected by the presence of magnetic fields.
The GL theory was not widely accepted immediately, mainly due to its phenomenological character. However, in 1959, Gor'kov [21] showed that, in the appropriate limit, the macroscopic GL theory can be derived from the microscopic BCS theory. After this work of Gor'kov, the GL theory became accepted as a valid (macroscopic) model for low-temperature superconducting effects. At the time that Ginzburg and Landau proposed their theory, it was thought that the transition between the superconducting and normal phases is always accompanied by positive surface Due to the extremely low temperature necessary for known materials, e.g., metals, to become superconducting, their practical usefulness was very limited and therefore general interest in superconductivity waned. However, after the recent advances in cryogenics and, even more so, after the recent discovery of high-temperature superconductors, there has naturally been a resurgence in interest. One question that arises is the applicability of the GL theory, or some variant of it, to high-temperature superconductors. In this regard, no general consensus has been reached.
Our short introduction by no means does justice to the history of superconductivity, nor do we intend to give a full description of even the GL theory. There are, however, many excellent references that may be consulted for detailed descriptions of both the microscopic and macroscopic theories of low-temperature superconductivity. Among these are [13] , [26] , [33] , and [38] . There has also been substantial interest in the GL model within the mathematical physics community, e.g., see [5] , [8] , [10] , [16] , [24] , [31] , [34] , [35] , [40] , and [41] . For another recent survey, see [9] .
Approximations of solutions of the GL model for superconductivity have been obtained by many authors. These approximations are usually obtained by using series solutions of one type or another; see, e.g., [1] , [6] , [16] , [23] , [25] , [27] , [28] , and [39] . Monte Carlo-simulated annealing simulations have also been obtained by [15] .
A main goal of our ongoing work is to develop robust and efficient codes that can be used to help determine, through comparisons with experimental observations, the extent to which GL models can be applied to high-temperature superconductors. Although the results and algorithms of this paper are presented in the context of GL models for low-temperature superconductivity, many of these apply equally well to GL models for 2. The Ginzburg-Landau model for superconductivity. We trust that many of our readers are not familiar with the Ginzburg-Landau model of superconductivity. Therefore, in this section we discuss the derivation of the GL model, and of some well-known features of superconductors that are well described by the model. Necessarily, our presentation will be rather sketchy. For details concerning the material of this section, any of the many books on superconductivity, e.g., [13] , [26] , [33] , and [38] [38] .) The Proof. It is easy to check that is nonnegative, is continuous in the strong topology, and lower semicontinuous in the weak topology. Then the proof proceeds using standard arguments; see, e.g., [24] . First, we have the existence of a minimizing sequence, i.e., (CA, An) E 7-/1 (') X I-Kin (div ft) such that (CA, An) inf > 0. Then, due to the equivalence of norms, we have the b0undedness of (CA, An) E 7-/l(ft) x Hl(ft). After extracting a subsequence, we see that the weak limit will be a minimizer. Cl THEOREM 3.5. has at least one minimizer belonging to 7-i (t2) x H1(t2). Moreover, Proof. The results follow from the fact that 7-/1(9t) x HX(div; f) c 7-[1(f) x HI('-). [-] LEMMA 3. Proof. The proof is similar to that of Proposition 3.4. If (CA, An) is a minimizing sequence, so is, by Lemma 3.7, Gcn (CA, A,). The boundedness of the sequence GCn (n, A n) is easily seen. Thus, we can proceed to obtain the existence of a minimizer.
The fact that div A 0 for minimizers also follows from Lemma 3.7.
COROLLARY 3.9. Proof. The first equality follows from Theorem 3.8 and the fact that if div A 0, then -(Go(, A)) '(, A), where is defined as in Lemma 3.7. Then, the second equality easily follows from the first. Finally, the third equality follows from the fact that -(, A) g(, A) for (,A) 6 Remark. We close this section with a remark concerning the regularity of solutions of the GL equations. It is easily shown that this regularity is completely determined by the regularity of the linear problem (3.11) A=0 and AA=-curlH inf and V.n=0, A.n=0, and curlAxn=Hn onF.
For sufficiently smooth F, it may be shown that solutions (, A) of (3.11), (3.12) belong to 7-/'+1(f) I-I'+l(f) whenever H Hm(f). This result may be obtained, e.g., for m I and F of class Ca, using the theory of [3] . However, for less smooth boundaries, e.g., convex polyhedral domains in]R or IRa, it is not known if solutions of (3.11), (3.12) belong to 7-/ (f) x H(f), even for smooth H; it seems that at least additional compatibility conditions along edges and at vertices are needed. The culprit is the "nonstandard" boundary condition for A found in (3.12). 4 . Finite element approximations. Finite element approximations to the solutions of the Ginzburg-Landau equations are defined in the usual manner. In order to keep the exposition simple, we assume that f is a convex polyhedral domain. We choose families of finite-dimensional subspaces S h c 7-/1 (f) and V h c I-I (f), parametrized by a parameter h that tends to zero. These spaces are constructed, in a standard way, from partitions of f into finite elements; h is then some measure of the size of the finite elements in a partition. We assume that the subspaces satisfy the following approximation properties: Note that (4.5), (4.6) is merely a discretization of (3.1), (3.2) ; as was seen in 3.3, the latter is a weak formulation of the GL equation with the gauge div A 0 in 9t and A.n 0 onF. 4 .1. Quotation of some results concerning the approximation of a class of nonlinear problems. The error estimates to be derived in 4.2 make use of results of [7] and [12] (see also [20] ) concerning the approximation of a class of nonlinear problems. Similar results may be also found in [17] and [18] . Here, for the sake of completeness, we will state the relevant results, specialized to our needs. The nonlinear problems to be considered are of the type
where T B(Y; X), G is a C 2 mapping from A x X into Y, X and Y are Banach spaces, A is a compact interval of IR, and 13(Y; X) denotes the space of bounded linear operators from Y into X. We say that {(n, u(n)) : A} is a branch of solutions of (4.7) if n u(n) is a continuous function from A into X such that F (, u() Proof. By well defined we mean, for example, that T does indeed belong to B(Y; X).
The left-hand side of (4.13) defines a Hermitian, positive definite sesquilinear form on 7-/(2) x 7-/(fl) and the left-hand side of (4.14) defines a symmetric, positive definite bilinear form on H (fl) H (2) . Moreover, whenever (, P) E Y, the right-hand sides of (4.13) and (4.14) define bounded linear functionals on 7-/ (fl) and H (fl), respectively.
Thus, by the Lax-Milgram theorem, both (4.13) and (4.14) have unique solutions and the solution operator is bounded, i.e., the operator T is well defined. Similarly, it can be shown that the operator T h is also well defined.
Standard finite element arguments applied to the pairs (4.13) and (4.17) and (4.14) and (4.18) (4.19) follows from (4.1) and (4.2), and, if 0 7-/m+l(f) and Q Hm+l(f), (4.20) follows from (4.3) and (4.4).
[:]
Let A be a compact subset of IR+. Next, we defined the nonlinear mapping G .A X Y as follows: G(n, (0, Q)) ((, P) for n. 6 A, (0, Q) 6 x, and (, P) 6 (4.25) T-((P,e.) + D2G(n, (, A))(, n/i,) (,) has a unique solution (, fit) E X for every (, ) E Y. An analogous definition holds for regular solutions of the discrete system (4.5), (4.6) , or equivalently, of (4.24) . In (4.25), DuG(n, (.)) denotes the Frech6t derivative of G with respect to the second argument. For given (0, Q) X,,a direct computation yields that (, P) Y satisfies ((, P) D2G(s, (0, Q))(, () for (, () x, if and only if (4.26) and (4.27) Remark. We will assume throughout that the system (3.1), (3.2), or equivalently (4.23), has a branch of regular solutions for n belonging to a compact interval of IR+. It can be shown, using techniques similar to those employed for the Navier-Stokes equations (see [37] and the references cited therein) that for almost all values of n and for almost all data H, the system (3.1), (3.2), or equivalently, (4.23) , is regular, i.e., is locally unique. See [31] Next, we recall the well-known result, see, e.g., [20] , [22] , or [36] , that whenever u, v, w, and z belong to n (), then, [7] , [12] , and [20] small. An alternate model, using quasi-periodic boundary conditions (see, e.g., [1] , [15] , [16] , [28] , and [31] where k3 denotes a unit vector perpendicular to the (z, y)-plane. Due to the "periodic" nature of and A, it is customary to focus on a single lattice cell, such as one with a corner at the origin. Figure 5 .1 provides a sketch of such a cell for the equilateral triangular lattice, where without loss of generality, we can assume that one of the lattice vectors is aligned with a coordinate axis.
With respect to the cell depicted in Fig. 5 .1, the "periodicity" conditions (5.1), (5.2) imply that
A(x + x2, Y2) A(x, 0) + 1/2/}(x2k2 y2kl) for 0 < x < x, ( On the other hand, the cell f and the lattice vectors t and t2 that are used to define the problem, depend on B. Thus it seems that not everything, needed to pose the "periodic" problem is known. This difficulty is circumvented as follows. Instead of specifying and the constant applied field H, we specify t and the average field B. Note that if H is a constant, it does not explicitly appear in the specification of the problem. Of course, it is also necessary to set the number n of fluxoids carried in each cell. For the triangular lattice determined from the cell depicted in Fig. 5.1 , n 1. With n, B, and specified, all the data in the specification of the "periodic" problem are known. The applied field corresponding to the solution obtained is then easily deduced; see, e.g., [14] .
Most of the results of 3 and 4 can be extended to the periodic model. As was indicated above, details will be provided elsewhere.
