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ONLINE NONNEGATIVE TENSOR FACTORIZATION AND CP-DICTIONARY LEARNING
FOR MARKOVIAN DATA
CHRISTOPHER STROHMEIER, HANBAEK LYU, AND DEANNA NEEDELL
ABSTRACT. Nonnegative Matrix Factorization (NMF) algorithms are fundamental tools in learning low-
dimensional features from vector-valued data, Nonnegative Tensor Factorization (NTF) algorithms serve
a similar role for dictionary learning problems for multi-modal data. Also, there is often a critical inter-
est in online versions of such factorization algorithms to learn progressively from minibatches, without
requiring the full data as in conventional algorithms. However, the current theory of Online NTF algo-
rithms is quite nascent, especially compared to the comprehensive literature on online NMF algorithms.
In this work, we introduce a novel online NTF algorithm that learns a CP basis from a given stream of
tensor-valued data under general constraints. In particular, using nonnegativity constraints, the learned
CP modes also give localized dictionary atoms that respect the tensor structure in multi-model data. On
the application side, we demonstrate the utility of our algorithm on a diverse set of examples from im-
age, video, and time series data, illustrating how one may learn qualitatively different CP-dictionaries by
not needing to reshape tensor data before the learning process. On the theoretical side, we prove that
our algorithm converges to the set of stationary points of the objective function under the hypothesis
that the sequence of data tensors have functional Markovian dependence. This assumption covers a
wide range of application contexts including data streams generated by independent or MCMC sam-
pling.
1. INTRODUCTION
In modern applications, there is often a critical need to analyze and understand data that is high-
dimensional (many variables), large-scale (many samples), and multi-modal (many attributes). For
unimodal (vector-valued) data, matrix factorization provides a powerful tool for one to describe data
in terms of a linear combination of factors or atoms. In this setting, we have a data matrix X ∈ Rd×n ,
and we seek a factorization of X into the product W H for W ∈Rd×R and H ∈RR×n . Including two clas-
sical matrix factorization algorithms of Principal Component Analysis (PCA) [Jol86] and Nonnegative
Matrix Factorization (NMF) [LS99], this problem has gone by many names over the decades, each
with different constraints: dictionary learning, factor analysis, topic modeling, component analysis.
It has applications in text analysis, image reconstruction, medical imaging, bioinformatics, and many
other scientific fields more generally [SGH02, BB05, BBL+07, CWS+11, TN12, BMB+15, RPZ+18].
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FIGURE 1. Illustration of online MF (top) and online CP decom-
position (bottom). n-mode tensors arrive sequentially and past
data are not stored. One seeks n loading matrices that give ap-
proximate decomposition of all past data.
A tensor is a multi-way array that is a nat-
ural generalization of a matrix (which is it-
self a 2-mode tensor, abbreviated 2-tensor)
and is suitable in representing multi-model
data. As matrix factorization is for uni-
modal data, tensor factorization (TF) pro-
vides a powerful and versatile tool that can
extract useful latent information out of multi-
model data tensors. As a result, tensor fac-
torization methods have witnessed increas-
ing popularity and adoption in modern data
science. One of the standard tensor factoriza-
tion paradigms is CANDECOMP/PARAFAC
(CP) decomposition [SH05, Zaf09]. In this
setting, given a n-mode data tensor X, one seeks n loading matrices U1, · · · ,Un of R columns such
The codes for the main algorithm and simulations are provided in https://github.com/HanbaekLyu/OnlineCPDL.
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that X is approximated by the sum of the outer products of the respective columns of U j ’s. A particu-
lar instance of CP decomposition is when the data tensor and all of its loading matrices are required
to have nonnegative entries. As pointed out in the seminal work of Lee and Seung [LS99], imposing
nonnegativity constraint in CP decomposition problem helps one to learn interpretible features from
multi-modal data.
Besides being multi-modal, another unavoidable characteristic of modern data is their enormous
volume and the rate at which new data are generated. Hence the challenge is to make full use of such
large and multi-modal data despite the difficulty in manipulating (or even storing) the data in the first
place. Online learning is a particularly suitable problem setting, where instead of assuming that one
has access to the full dataset at once, one only allows for data to arrive individually or in minibatches.
Moreover, in many applications such as dynamic topic modeling, the data may arrive in a stream-
ing or online setting or are too numerous to store at once. Not only do online algorithms address
capacity and accessibility, but they also have the ability to learn qualitatively different information
than offline algorithms for data that admit such a “sequential" structure (see e.g. the experiments
in [LSMN19]). In fact, many “online" variants of more classical “offline" algorithms have been ex-
tensively studied — NMF [MBPS10, GTLY12, LNB19], TF [ZEB18, ZVB+16, DZLZ18], and dictionary
learning [SLLC17, AGJ15, SV17, RLH19, AGMM15, AGM14]. Online nonnegative TF (NTF) algorithms
can serve as valuable tools that can extract interpretable features from multi-modal data. However,
the theory of NTF algorithms is quite nascent, especially compared to the comprehensive literature
on online NMF algorithms or unconstrained TF algorithms. For instance, recent works on online TF
algorithms focus on unconstrained CP-decomposition of sparse tensors [SLLC17, ZEB18, DZLZ18]
and emphasize computational considerations and do not provide convergence guarantee.
Contribution. In this work, we develop a novel algorithm and theory for the problem of online
nonnegative CP decomposition (or online nonnegative tensor factorization), where the goal is to pro-
gressively learn an ‘average’ nonnegative CP decomposition of a stream of tensor data. Namely, given
a sequence of n-mode nonnegative tensors (Xt )t≥0, we seek to find a single set of nonnegative loading
matrices U1, · · · ,Un such that they give an approximate nonnegative CP decomposition of each Xt up
to suitable nonnegative linear combination. Our framework is flexible enough to handle general sit-
uations of arbitrary number of modes in the tensor data, arbitrary convex constraints in place of the
nonnegativity constraint, and a sparse representation of the data using the learned rank-1 tensors.
Furthermore, we rigorously establish that under mild conditions, our online algorithm produces a
sequence of loading matrices that converge almost surely to the set of local extrema of the objective
function. In particular, our convergence results hold not only when the sequence of input tensors
(X t )t≥0 are independent and identically distributed (i.i.d.), but also when they form a Markov chain
or functions of some underlying Markov chain. Such a theoretical convergence guarantee for online
NTF algorithms has not been available even under the i.i.d. assumption on the data sequences. The
relaxation to the Markovian setting is particularly useful in practice since often the signals have to be
sampled from some complicated or unknown distribution, and obtaining even approximately inde-
pendent samples is difficult. In this case, the Markov Chain Monte Carlo (MCMC) approach provides
a powerful sampling technique (e.g., sampling from the posterior in Bayesian methods [VRCB18]
or from the Gibbs measure for Cellular Potts models [VB12], or motif sampling from sparse graphs
[LMS19]), where consecutive signals can be highly correlated.
Our approach combines the Stochastic Majorization-Minimization (SMM) framework [Mai13b],
which has been used for online NMF algorithms [MBPS10, GTLY12, ZTX17, LNB19], and the stan-
dard technique of Alternating Least Squares (ALS) in the literature. In SMM, one iteratively block-
optimizes between dictionary elements and the code matrix, and a dictionary update is carried out
by minimizing an upper-bounding surrogate of the empirical loss function. A particular difficulty in
online NTF problems is that the surrogate is not jointly convex over the loading matrices, which is
not an issue for the online NMF problems since there is a single loading matrix (dictionary matrix)
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to be updated. We use ALS to approximately minimize the surrogate loss over each set of loading
matrices in one round, but the resulting minimization error in the dictionary update step has to be
controlled. Interestingly, our particular use of ALS in this context corresponds to the so-called Linde-
berg’s replacement strategy in the probability literature [Cha06]. This observation allows us to show
necessary properties for convergence analysis such as monotonicity and second-order growth in the
dictionary update. Moreover, our convergence analysis on dependent data sequences uses the tech-
nique of “conditioning on a distant past", which leverages the fact that while the worst-case 1-step
conditional distribution of a Markov chain is always a constant distance away from the stationary
distribution pi, the N -step conditional distribution is exponentially close to pi in N . This technique
has been developed in [LNB19] recently to handle dependence in data streams for online NMF algo-
rithms.
Outline. In Section 2 we first give a background discussion on NTF and CP decompositions, and
then state the main optimization problem we address in this paper (see (2.2)). In Section 3, we provide
the main algorithm (Algorithm 3) and give a background and overview of the main idea by comparing
with the online NMF algorithm in [MBPS10]. Section 4 states the main convergence result in this pa-
per, Theorem 4.1 together with a discussion on necessary assumptions and a highlight of the proof.
In 5, we compare the performance with our main algorithm with other baseline NTF algoirthms. We
then illustrate our approach on a diverse set of applications in Section 6; these applications are cho-
sen to showcase how various distortions of the tensorial structure lead to qualitatively distinct atoms.
In Section 7 we give the proof of the main result, Theorem 4.1. Lastly, auxiliary lemmas, algorithms,
and background on Markov chains are given in Appendix A.
1.1. Notation. For each integer k ≥ 1, denote [k] = {1,2, · · · ,k}. Fix integers n, I1, · · · , In ≥ 1. An n-
mode tensor X of shape I1× I2×·· · , In is a map (i1, · · · , in) 7→ X (i1, · · · , in) ∈R from the multi-index set
[I1]×[In] into the real line R. We identify 2-way tensors with matrices and 1-way tensors with vectors,
respectively. We do not distinguish between vectors and columns of matrices. If we have N n-mode
tensors X1, · · · ,XN of the same shape I1×·· ·× In , we identify the tuple [X1, · · · ,Xn] as the n+1-mode
tensor X of shape I1× ·· ·× In ×N , whose the j th slice of the (n+1)st mode equals X j . For given n-
mode tensors A andB, denote by A¯B and A⊗kr B their Hadamard (pointwise) product and Katri-Rao
product, respectively. When B is a matrix, for each 1≤ j ≤ n, we also denote their mode- j product by
A× j B . (See [KB09] for an excellent survey of tensor algorithms, albeit with notation that differs from
our own).
2. BACKGROUND AND PROBLEM FORMULATION
2.1. CP-dictionary learning and nonnegative tensor factorization. Assume that we are given N ob-
served vector-valued signals x1, · · · , xN ∈Rd≥0. Fix an integer R ≥ 1 and consider the following approx-
imate factorization problem (see (2.1) for a precise statement)
[x1, · · · , xN ]≈ [u1, · · · ,uR ]×2 H ⇐⇒ X ≈U H , (1)
where ×2 denotes the mode-2 product, X = [x1, · · · , xN ] ∈ Rd×N≥0 , U = [u1, · · · ,uR ] ∈ Rd×R≥0 , and H ∈
Rd×N≥0 . The right hand side (2.1) is the well-known nonnegative matrix factorizatino (NMF) problem,
where the use of nonnegativity constraint is crucial in obtaining “parts-based" representation of the
input signals [LS99]. Such an approximate factorization learns R dictionary atoms u1, · · · ,uR that
together can approximate each observed signal x j by using the nonnegative linear coefficients in
the j th column of H . The factors U and H in (2.1) above are called the dictionary and code of the
data matrix X , respectively. They can be learned by, for instance, solving the following optimization
problem
argmin
U ′∈Rd×R≥0 ,H ′∈RR×N≥0
(‖X −U ′H ′‖2F +λ‖H ′‖1) , (2)
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where λ ≥ 0 is a sparsity regularizer that encourages a sparse representation of the columns of X .
Note that (2.1) is also known as a dictionary learning problem [OF97, EAH99, LS00, EA06, LHK05].
Next, suppose we have N observed n-mode tensor-valued signals X1, · · · ,XN ∈ RI1×···×In≥0 . A direct
tensor analogue of the aforementioned NMF problem would be the following:
[X1, · · · ,XN ]≈ [D1, · · · ,DR ]×n+1 H ⇐⇒ X ≈D×n+1 H , (3)
whereX = [X1, · · · ,XN ] ∈RI1×···×In×N≥0 ,D = [D1, · · · ,DR ] ∈RI1×···×In×R≥0 , and H ∈RR×N≥0 . As before, we call
D and H above the dictionary and code of the data tensorX , respectively. Note that this problem is
equivalent to NMF above since
‖X −D×n+1 H‖2F = ‖MAT(X )−MAT(D)×n+1 H‖2F ,
where MAT(·) is a matricization operator that vectorizes (using lexicographic ordering of entries) each
slice with respect to the last mode. For instance, MAT([X1, · · · ,XN ]) is a (I1 · · · In) by N matrix whose
j th column is the vectorization of X j .
Now, consider imposing an additional structural constraint on the dictionary atoms D1, · · · ,DN in
(2.1). For instance, suppose we want the D j ’s to have rank 1. Equivalently, we assume that there exists
loading matrices [U1, · · · ,Un] ∈RI1×R≥0 ×·· ·×RIn×R≥0 such that
[D1, · · · ,DR ]= Out(U1, · · · ,Un) :=
[
n⊗
k=1
Uk (:,1),
n⊗
k=1
Uk (:,2), · · · ,
n⊗
k=1
Uk (:,R)
]
∈RI1×···×In×R≥0 ,
where Uk (:, j ) denotes the j
th column of the Ik ×R matrix Uk and ⊗ denotes the outer product. Note
that we are also defining the operator Out(·) here, which will be used throughout this paper. In this
case, the tensor factorization problem in (2.1) becomes
[X1, · · · ,XN ]≈ Out(U1, · · · ,Un)×n+1 H , (4)
which is more precisely stated as
(CPDL) argmin
[U1,··· ,Un ]∈RI1×R≥0 ×···×RIn×R≥0 , H ′∈RR×N≥0
(‖[X1, · · · ,XN ]−Out(U1, · · · ,Un)×n+1 H‖2F +λ‖H ′‖1) . (5)
Although we have stated the above problem for 3-way tensors, it is straightforward to extend it to
the general n-mode tensors for n ≥ 1. When N = 1 and λ = 0, then H ∈ RR×1≥0 , so by absorbing the
i th entry of H into the Di , we see that the above problem (2.1) reduces to the nonnegative CANDE-
COMP/PARAFAC (CP) decomposition problem [SH05, Zaf09]
[X]≈ Out(U1, · · · ,Un). (6)
On the other hand, if n = 1 so that X j ’s are vector-valued signals, then (2.1) reduces to the classical
dictionary learning problem (2.1). For these reasons, we refer to (2.1) as the CP dictionary learning
(CPDL) problem. We call the (I1×·· ·× In ×R)-mode tensor Out(U1, · · · ,Un) = [D1, · · · ,DR ] a CP- dic-
tionary and the matrix H ∈ RR×N≥0 the code of the dataset X = [X1, · · · ,XN ], respectively. Here we call
the rank-1 tensors D j the atoms of the CP-dictionary.
2.2. Online CP-dictionary learning. Next, we consider an online version of the CPDL problem we
introduced in (2.1). Namely, given a continuously arriving sequence of data tensors (Xt )t≥0, can we
find a CP-dictionary such that all observed signals Xt can be approximated as a suitable nonnega-
tive linear combination of CP-dictionary atoms (see Figure 1)? This online problem can be explicitly
fomulated by an expected risk minimization problem, as follows. Suppose we have a probability dis-
tribution pi on the set of data tensors RI1×···×In≥0 , and define
The online CP-dictionary learning problem is the following optimization problem
(Online CPDL) argmin
U1,··· ,Un
(
f (U1, · · · ,Un) := EX∼pi
[
inf
h∈RR×1≥0
‖X−Out(U1, · · · ,Un)×n+1 h‖2F +λ‖h‖1
])
, (7)
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where the minimization is over all [U1, · · · ,Un] ∈RI1×R≥0 ×·· ·×RIn×R≥0 , the random data tensor X is sam-
pled from the distribution pi and λ ≥ 0 is a sparsity regularizer. For each realization of X, the opti-
mal choice of h ∈RR×1≥0 gives the nonnegative coefficients to combine the atoms in the CP-dictionary
Out(U1, · · · ,Un). One can think of such h’s as the columns of the code matrix H in NMF.
Now suppose the data tensors (Xt )t≥0 are such that Xt is approximately distributed as pi. For in-
stance, they could be i.i.d. or Markov Chain Monte Carlo samples [LP17] from pi. The expected recon-
struction error f defined in (2.2) is usually difficult to compute directly, and is impossible when the
data distribution pi is unknown. Instead, f can be is approximated by the empirical reconstruction
error ft , which is defined by
ft (U1, · · · ,Un)= 1
t
t∑
s=1
`(Xs ,U1, · · · ,Un), (8)
where `(X,U1, · · · ,Un) denotes the infimum inside the expectation in (2.2). The theory of empiri-
cal processes [VdV00] guarantees ‖ f − ft‖∞→ 0 almost surely as t →∞ when the loading matrices
U1, · · · ,Un are restricted to a compact and convex set and the data tensors Xs are asymptotically dis-
tributed as pi with some mild condition (see also [LNB19, Lem. 7.10]). Hence the problem of mini-
mizing the expected reconstruction error f in (2.2) can be reformulated as follows: Data tensors Xt
arrive online (sequentially), and for each t ≥ 1, one finds factor matrices At ,Bt ,Ct that minimize the
empirical reconstruction error ft in (2.2). However, this is a computationally difficult problem since
ft is non-convex and requires storage of all previous data X1, · · ·Xt−1.
3. THE ONLINE CP-DICTIONARY LEARNING ALGORITHM
In this section, we state our main algorithm for solving the online CP-dictionary learning problem
in (2.2).
3.1. Overview of the algorithm. In this subsection, we give a high-level description of our main al-
gorithm, which is stated in Algorithm 3 in full detail. To begin, instead of directly minimizing the
empirical reconstruction error ft in (2.2), consider the following alternating minimization scheme
Upon arrival of
data tensor Xt
:

ht ← argmin
h∈RR×1≥0
[∥∥∥Xs −Out(U (t−1)1 , · · · ,U (t−1)n )×n+1 h∥∥∥2F +λ‖h‖1
]
fˆt (U1, · · · ,Un) ← (1−wt ) fˆt−1(U1, · · · ,Un)
+wt
(1
2 ‖Xt −Out(U1, · · · ,Un)×n+1 ht‖2F +λ‖ht‖1
)
[U (t )1 , · · · ,U (t )n ] ← argmin
[U1,··· ,Un ]∈RI1×R≥0 ×···×RIn×R≥0
fˆt (U1, · · · ,Un)
,(9)
where (wt )t≥0, wt ∈ (0,1) is a deterministic sequence of non-increasing weights may generalize the
‘balanced weights’ setting of wt = 1/t , t ≥ 1. When one takes wt = t−β, then small values of β would
give heavier weights on the new information so that the CP-dictionary would adapt more sensitively.
Here the recursively defined function fˆt is called the surrogate reconstruction error, which satisfies the
following critical properties:
fˆt ≥ ft , fˆt (U (t−1)1 , · · · ,U (t−1)1 )= ft (U (t−1)1 , · · · ,U (t−1)1 ), fˆt (U1, · · · ,U1) is quadradic in each U j .
This follows the general scheme of Stochastic Majorization-Minimization (SMM) [Mai13b], which
also generalizes the online NMF algorithm in [MBPS10] (see Algorithm (1)). Our main algoirthm for
the online CPDL problem (2.2)), which is stated in Algorithm 3, also follows the similar scheme above
in (3.1).
In Algorithm 3 we give a high-level description of our main algorithm (Algorithm 3) and compare it
with the well-known online NMF algorithm in [MBPS10], which we give in Algorithm 1. First, consider
Algorithm 1, which is an implementation of the SMM scheme (3.1) when n = 1. By the time that
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the new data X t ∈ Rd≥0 arrives, the algorithm have computed previous loading matrix U (t−1) and two
aggregate matrices At−1 and Bt−1. Upon the arrival of X t , one one first computes the code ht ∈ RR×1≥0
by solivng the convex optimization problem in the first lien of (7.1), and then updates the aggregate
matrices At ← At−1 and Bt ← Bt−1. Then the update U (t ) ←U (t−1) is done by solving the contrainted
quadratic minimization problem in (5). One of the key observation in deriving Algorithm 1 from (7.1)
is that minimizing the surrogate loss fˆt in (7.1) is equivalent to minimizing the quadratic function
in (5) (see [LNB19, Sec. 3.3] for details). Consequently, the Algorithm 1 can be emplemented with
O(R2 +Rd) memeory, where (7.1) requires unbounded memory as one needs to store all past data
X1, · · · ,Xt to store the surrogate loss fˆt .
Algorithm 1 Online NMF
1: Require: data vectors X t ∈ Rd≥0, 1≤ t ≤ T , pa-
rameters R ≥ 1, λ ≥ 0, and initial loading ma-
trix U (0) ∈Rd×R≥0
2: for t = 1, · · · ,T do
3: Update code:
ht ← argmin
h′∈RR×1≥0
[∥∥X t −U (t−1)h′∥∥2F +λ∥∥h′∥∥1]
4: Update the aggregate matrices:
At ← (1− t−1)At−1+ t−1ht hTt ∈RR×R≥0
Bt ← (1− t−1)Bt−1+ t−1X t hTt ∈RR×d≥0
5: Update loading matrix:
U (t ) ← argmin
U∈⊆Rd×R≥0
(
tr(U AtU
T )−2tr(U Bt )
)
(10)
6: returnU (T ) ∈Rd×R≥0
Algorithm 2 Online NCPD
1: Require: data tensors Xt ∈ RI1×I2×I3×1≥0 , 1≤ t ≤
T , parameters R ≥ 1, λ ≥ 0, β ≥ 0, and initial
loading matrices [U1,U2,U3] ∈RI1×R≥0 ×RI2×R≥0 ×
R
I3×R
≥0
2: for t = 1, · · · ,T do
3: Update code:
D← Out(U1,U2,U3)
h ← argmin
H ′∈RR×1≥0
[∥∥Xt −D×4 h′∥∥2F +λ∥∥h′∥∥1]
4: Update the aggregated surrogate:
fˆt (U
′
1,U
′
2,U
′
3) :=
(
1− t−β
)
fˆt−1(U ′1,U
′
2,U
′
3)
+ t−β [‖Xt −D×4 h‖2F +λ‖h‖1]
5: Update loading matrices sequentially:
U1 ← arg minU ′1∈RI1×R≥0 fˆt (U
′
1,U2,U3)
U2 ← arg minU ′2∈RI2×R≥0 fˆt (U1,U
′
2,U3)
U3 ← arg minU ′3∈RI3×R≥0 fˆt (U1,U2,U
′
3)
6: return [U1,U2,U3] ∈RI1×R≥0 ×RI2×R≥0 ×RI3×R≥0
On the other hand, consider Algorithm 2, which is stated for 3-mode tensors (with extra ‘mini-
batch mode’ of size 1) for simplicity. The algorithm works in a similar fashion as Algorithm 1; When
the new tensor data Xt arrives, one computes the code h for Xt with respect to the previous load-
ing matrices U1,U2,U3, updates the surrogate loss fˆt , and then minimizes it to find updated loading
matrices. One of the key difficulties in directly implementing the SMM scheme (3.1) for the general
n ≥ 1 dimensional tensors is that the surrogate reconstruction error fˆt is not convex jointly in the n
loading matrices U1, · · · ,Un . To handle this issue of non-convexity in the dictionary update step, we
optimize fˆt over each loading matrix U j sequentially for j = 1, · · · ,n for one round, while using the
updated loading matrices U1, · · · ,U j−1 when updating U j . Notice that this ‘alternating least squares’
implementation solves a relaxed version of the dictionary update step in the last line of (3.1).
In Subsection 3.2, we state a full implementation of the streamlined algorithm in Algorithm 2 that
processes b ≥ 1 tensor-valued signals at once (minibach extension) and that avoids computing the
full surrogate reconstruction error function fˆt by carefully updating ‘aggregate tensors’, similarly as in
Algorithm 1.
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3.2. Statement of themain algorithm. As explained in Subsection 3.1, our algorithm is based on the
SMM scheme (3.1), but in order to solve the still-non-convex problem of dictionary update in 3.1, we
use an additional relaxation for the dictionary update step by progressively updating each of the n
loading matrices U1, · · · ,Un for j = 1, · · · ,n for one round, while using the updated loading matrices
U1, · · · ,U j−1 when updating U j . This technique is well-known in the optimization literature and is
called “alternating least squares" or “block optimization". Interestingly, in our convergence analysis
of the main algorithm, we will see that such a sequential update of loading matrices also implements
the so-called Lindeberg’s replacement strategy in the probability literature [Cha06].
Algorithm 3 Online CP-Dictionary Learning (Online CPDL)
1: Input: Minibatch of tensors [Xt ;1, · · · ,Xt ;b] ∈RI1×...×In×b , 1≤ t ≤ T
2: Constraints: Ddictj ⊆RI j×R , 1≤ j ≤ n, C code ⊆RR×b (e.g., nonnegativity constraints)
3: Parameters: R,b ≥ 1, λ≥ 0, and non-increasing sequence wt ∈ (0,1) for t ≥ 1.
4: Initialize: [U (0)1 , . . . ,U
(0)
n ] ∈RI1×R ×·· ·×RIn×R , A0 ∈RR×R , B0 ∈R(I1···In )×R
5: For t = 1, . . . ,T do:
6: Coding: Given the previous loading matrices U (t−1)1 , · · · ,U (t−1)n , new minibatch of n-mode ten-
sorsXt = [Xt ;1, · · · ,Xt ;b], compute (using Algorithm 5 in supplementary) the optimal code matrix
Ct ← argmin
C∈C code⊆RR×b
[∥∥∥Xt −Out(U (t−1)1 , · · · ,U (t−1)n )×n+1 C∥∥∥2F +λ‖C‖1
]
(11)
7: Update aggregate tensors:
At ← (1−wt )At−1+wtCtC Tt ∈RR×R
Bt ← (1−wt )Bt−1+wtXt ×n+1 C Tt ∈RI1×···×In×R
8: Update dictionary:
9: [U1, · · · ,U1]← [U (t−1)1 , · · · ,U (t−1)1 ]
10: For j = 1, . . . ,n do:
11: A j ∈RR×R , B j ∈RI j×R ← Algorithm 4 with input At ,Bt ,U1, . . . ,Un , j .
12: Compute using Algorithm 6 in supplementary:
U ′j ← argmin
U∈Ddictj ⊆R
I j ×R
[
1
2
〈U ,U A j 〉−〈B j ,U 〉
]
= argmin
U∈Ddictj ⊆R
I j ×R
[
tr(U AtU
T )−2tr(U B Tt )
]
(12)
13: U j ←U ′j
14: End for
15: [U (t )1 , · · · ,U (t )n ]← [U ′1, · · · ,U ′n]
16: End for
17: Return: [U (T )1 , · · · ,U (T )n ]
Note that Algorithm 3 takes minibatches of size b at each iteration, has general constraints for the
loading and code matrices, and do not require to store any previous data except the two aggregate
tensors At ∈ RR×R and Bt ∈ RI1×···×In×R . An important design element of our algorithm is the use of
intermediate update of the aggregate tensors (Algorithm 4) in the dictionary update step. Namely, we
appropriately recompute intermediate intermediate aggregation matrices A j and B j after each up-
date of the loading matrix U ′j , so that we are correctly minimizing the surrogate loss function fˆt in (3.1)
marginally even though we are holding only two aggregate tensors At ∈ RR×R and Bt ∈ RI1×···×In×R .
This part is also crucial in our theoretical analysis (see the proof of Proposition A.2 in supplemen-
tary). Also, note that the total amount of information fed in to the algorithm is O(T
∏n
i=1 In) and
T →∞, whereas the algorithm stores only O(R∏ni=1 In). This is an inherent memory efficiency of
online algorithms against non-online algorithms [MBPS10].
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Algorithm 4 Intermediate Aggregation
1: Input: A ∈RR×R , B ∈RI1×···×In×R , [U1, . . . ,Un] ∈RI1×R × . . .×RIn×R , 1≤ j ≤ n
2: Do:
A j = A¯U T1 U1¯ . . .¯U Tj−1U j−1¯U Tj+1U j+1¯ . . .¯U Tn Un ∈RR×R
3: For r = 1, . . . ,R do:
B(,r ) :=mode-(n+1) slice of B at coordinate r
b j ;r =B(,r )×1 U1(:,r )×2 · · ·× j−1 U j−1(:,r )× j+1 U j+1(:,r )× j+2 · · ·×n Un(:,r ) ∈RI j
B j = I j ×R matrix whose r th column is b j ;r
4: End for
5: Return:
A j = A j (A,U1, . . . ,U j−1,U j+1, . . . ,Un)
B j =B j (B ,U1, . . . ,U j−1,U j+1, . . . ,Un)
The coding step in (6) is a convex problem and can be easily solved by a number of known algo-
rithms (e.g., LARS [EHJ+04], LASSO [Tib96], and feature-sign search [LBRN07]). As we have noted
before, the surrogate loss function fˆt in (3.1) is quadratic in each matrix coordinate, so each of the
subproblems in the factor matrix update step in (12) is a constrained quadratic problem and can be
solved by projected gradient descent (see [MBPS10, LNB19]).
4. CONVERGENCE RESULTS
In this section, we state our main convergence result of Algorithm 3.
4.1. Assumptions. Here we first lay out all technical assumptions required for our convergence re-
sults to hold.
(A1). The observed minibatch of data tensors Xt = [Xt ;1, · · · ,Xt ;b] are given by Xt = ϕ(Yt ), where Yt
is an irreducible and aperiodic Markov chain defined on a finite state space Ω and ϕ : Ω→ Rd×n is a
bounded function.
(A2). For each 1≤ j ≤ n, the j th loading matrices for CP-dictionariesDt are constrained to a compact
and convex subset C dictj ⊆RI j×R .
(C1). The loss and expected loss functions ` and f defined below (2.2) and in (2.2) are continuously
differentiable and have Lipschitz gradient.
(C2). The eigenvalues of the positive semidefinite matrix A j defined in Algorithm 3 are at least some
constant κ1 > 0 for all t ≥ 0.
It is standard to assume compact supports for signals as well as dictionaries. A particular instance
of interest is when they are confined to have nonnegative entries, in which case the learned dictio-
nary components give a “parts-based” representation of the input signals [LS99]. Another standard
assumption is that the sequence of signals are drawn from a distribution pi in an independent fash-
ion [MBPS10, Mai13a], which already enables processing of large data by using i.i.d. subsampling of
minibatches. However, when the signals have to be sampled from some complicated or unknown dis-
tribution, obtaining even approximately independent samples is difficult. In this case, Markov Chain
Monte Carlo (MCMC) provides a powerful sampling technique (e.g., sampling from the posterior in
Bayesian methods [VRCB18] or from the Gibbs measure for Cellular Potts models [VB12], or motif
sampling from sparse graphs [LMS19]), where consecutive signals could be highly correlated. Our
assumption on input signals in (A1) is general enough to handle such situations. (See (M1) in the
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supplementary for more discussion.) Markovian extension of the classical online NMF algorithm (Al-
gorithm 1) provided in [LNB19] has applications in dictionary learning, denoising, and edge inference
problems for network data [LK+20]. The second author is currently developing a similar framework
for tensor network data using the Markovian extension of online NTF given in the present work.
Both regularity conditions in (C1) and (C2) can be enforced easily by adding L2-regularization
terms to the loss function ` defined below (2.2). First, if we add the quadratic term κ1
∑n
i=1‖U1‖2F
to the loss function `, then the corresponding online problem can be solved by the same algorithm
with A j replaced by A j +κ1I in each step (see the proof of Prop. A.1), so (C2) is satisfied. Second,
we remark that (C1) follows from the uniqueness of the solution of (6) (see [MBPS10, Prop. 1]), which
can be enforced by the elastic net penalization [ZH05]. Namely, we may add a quadratic regularizer
λ′‖c‖2F to the loss function ` for some λ′ > 0. Then the resulting quadratic function is strictly convex
and hence it has a unique minimizer in the convex constraint set C code. (See [MBPS10, Sec. 4.1] and
[LNB19, Sec. 4.1] for more detailed discussion on these assumptions).
4.2. Statement of main results. The main result in this paper, which is stated below in Theorem
4.1, states that the sequence Dt of CP-dictionaries produced by Algorithm 3 converges to the set of
stationary points of the expected loss function f defined in (2.2).
Theorem 4.1. Suppose (A1)-(A2), and choose the sequence of weights wt = t−β for some fixed constant
β ∈ (3/4,1]. Let (Dt ,ct )t≥1 be an output of Algorithm 3. Then the following hold.
(i) limt→∞E[ ft (Dt )]= limt→∞E[ fˆt (Dt )]<∞.
(ii) ft (Dt )− fˆt (Dt )→ 0 and f (Dt )− fˆt (Dt )→ 0 as t →∞ almost surely.
(iii) Further assume (C1)-(C2). Then the distance (measured by elementwise Frobenius distance) be-
tweenDt and the set of all local extrema of f in C converges to zero almost surely.
As mentioned before, to the best of the authors’ knowledge, the above result is the first conver-
gence guarantee for any online constrained dictionary learning algorithm for tensor-valued signals or
as an online nonnegative CP-factorization algorithm, which have not been available even under the
classical i.i.d. assumption on input signals.
There are two main difficulties we need to address in proving Theorem 4.1. The biggest problem
is that we cannot minimize the surrogate loss fˆ for the dictionary update since it is non-convex in
the tensor setting n ≥ 2. A naive use of alternating least squares for updating each of the n loading
matrices does not warrant necessary properties for convergence analysis of the surrogate loss mini-
mization such as monotonicity in iterates and the so-called “second-order growth property”, which
are summarized in Lemma 4.2 below.
Lemma 4.2. Assume (A2), (C2) and let κ1 > 0 be as in (C2). Let (Dt ,ct )t≥1 be an output of Algorithm 3.
Then for all t ≥ 1,
fˆt (Dt−1)− fˆt (Dt )≥ κ1‖Dt−1−Dt‖2F ≥ 0.
Such properties are usually granted in matrix problems for convex constraints [MBPS10]. In the
tensor setting, we use a careful ‘Lindeberg-type’ alternating least squares and recursive intermediate
aggregation to guarantee these critical properties.
The second technical challenge is to handle dependence in input signals, as stated in (A1). The
theory of quasi-martingales [Fis65, Rao69] is a key ingredient in convergence analysis under i.i.d input
in [MBPS10, Mai13b, APM19]. However, dependent signals do not induce quasi-martingale since
conditional on the informationFt at time t , the following signal Xt+1 could be heavily biased. We use
the recently developed technique in [LNB19] to overcome this issue of dependence. The key insight is
to condition on “distant past”Ft−pt , not on the presentFt , in order to allow the underlying Markov
chain to mix close enough to the stationary distribution pi for
p
t iterations. (See Subsection A.3 in the
supplementary for details.)
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5. EXPERIMENTAL VALIDATION
In this section, we compare the performance of our proposed online CPDL algorithm (Algorithm 3)
against two most popular algorithms for nonnegative CP decomposition (also known as nonnegative
tensor factorization) on tasks of Alternating Least Squares (ALS) and Multiplicative Update (MU) (see
[SH05]). Namely, the problem is to find n nonnegative loading matrices U1, · · · ,Un for a given n-mode
nonnegative tensor X such that the approximate factorization (2.1) holds. We consider one synthetic
and one real-world tensor data problem as follows:
(1) Xsynth ∈ R100×100×5000≥0 is generated by Out(V1,V2,V3), where the loading matrices V1 ∈ R100×5≥0 ,
V1 ∈ R100×5≥0 , and V1 ∈ R5000×5≥0 are generated by sampling each of their entries uniformly and
independently from the unit interval [0,1].
(2) XTwitter ∈R90×5000×1000≥0 is the anonymized Twitter text data related to the COVID-19 pandemic
from Feb. 1 to May 1 of 2020, which is recently obtained and analyzed in [KKL+20]. The
three modes correspond to days, words, and tweets, in order. In each day, the top 1000
most retweeted English tweets are collected and encoded as a 5000-dimensional tf-idf vec-
tor [RU11].
For both datasets, we used all three algorithms to learn three loading matrices U1,U2,U3 with R = 5
columns, that evolves in time as the algorithm proceeds. We plot the reconstruction error ‖[X ]−
Out(U1,U2,U3)‖F against elapsed time in both cases in Figure 2. Each algorithm is used 10 times
for the same data, and the plot shows the average reconstruction errors together with their standard
deviation (shading). For both datasets, online CPDL is able to reduce the reconstruction error much
more rapidly than the other two algorithms, and maintains low average reconstruction accuracy and
variance.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Synthetic data  Twitter data  
FIGURE 2. Comparison of performance of Online CPDL for the nonnegative tensor factorization prob-
lem for Alternating Least Sqaures (ALS) and Multiplicative Update (MU). For the synthetic and Twitter
tensor data of shape (100,100,5000) and (90,5000,1000), respectively, we apply each algorithm ten times
to find nonnegative loading matrices U1,U2,U3 of R = 5 columns. The average reconstruction error with
1 standard deviation are shown by the solid lines and shaded regions of respective colors.
For both datasets, we apply online CPDL (Algorithm 3) for the sequence of tensors X1, · · · ,XT of
shape (100,100,100) (resp., (90,5000,100)), where each Xt is subsampled from Xsynth (resp., XTwitter)
by selecting 100 coordinates uniformly at random from its last mode of size 5000 (resp., 1000). Hence
while ALS and MU require loading the entire tensor Xsynth (resp., XTwitter) into memory, only 1/50
(resp., 1/10) of the data needs to be loaded to execute online CPDL. Note that since the last mode of
the full tensors are subsampled, we use the first two loading matrices to recompute the last loading
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matrix for the full data tensor for computing the reconstruction accuracy by the sparse coding algo-
rithm (Algorithm 5). Note that this problem of computing a single loading matrix while fixing all the
others is equivalent to a single step of ALS.
6. APPLICATIONS
For all our applications in this section, we take the constraint sets C code and C dict in Algorithm 3
to consists of nonnegatvie matrices so that the learned CP-dictionary gives a ‘parts-based representa-
tion’ of the subject data as in classical NMF (see [LS99, LS01, LYC09]). In all our experiments, we used
the balanced weight wt = 1/t .
6.1. Image processing applications. We first apply our algorithm to patch-based image processing.
A workflow for basic patch based image analysis is to extract small overlapping patches from some
large image, vectorize these patches, apply some standard dictionary learning algorithm, and reshape
back. Dictionaries obtained from this general procedure have a wide variety of uses, including image
compression, denoising, deblurring, and inpainting [Ela10, DLZS11, PRSE17, MMYZ13].
Although this procedure has produced countless state of the art results, a major drawback to such
methods is that vectorizing image patches can greatly slow down the learning process by increasing
the effective dimension of the dictionary learning problem. Moreover, by respecting the natural ten-
sor structure of the data, we find that our learned dictionary atoms display a qualitative difference
from those trained on reshaped color image patch data. We illustrate this phenomenon in Figure 3.
 
   x, y, color (x, y), color (x, y, color) 
CP-dictionaries learned from i.i.d. 20 x 20 patches 
(𝑐) (𝑑) (𝑒) (𝑎) (𝑏) 
 x, y, color (x, y), color (x, y, color) 
 
(𝑎) (𝑏) (𝑐) (𝑑) 
FIGURE 3. Learning 24 CP-dictionary patches by Online CPDL: (a) original (top left) and reconstructed
images (top right from (b), bottom left from (c), and bottom right from (d)), (b) dictionary learned by
Online CPDL, (c) dictionary learned by vectorizing the spatial modes and applying Online CPDL to re-
sulting tensor then reshaping, (d) dictionary learned using online CPDL on fully vectorized image patch
data.
Our experiment is as follows. Figure 3 (a) top left is a famous painting (Van Gogh’s Café Terrace at
Night) from which we extracted 1000 color patches of size 20×20×3. We applied our Online CPDL
algorithm (Algorithm 3 for 400 iterations with λ = 1) to various reshapings of such patches to learn
three separate dictionaries, each consisting of 24 atoms. The first dictionary, displayed in Figure 3
(b), applied Online CPDL without reshaping the data. We observe that the atoms for this dictionary
exhibit a “parts-based" structure characteristic of algorithms within the NMF family, and also color
variation within each atom is only via scalar multiple (a.k.a. ‘saturation’). The second dictionary,
Figure 3 (c), was trained by vectorizing the color image patches along the spatial axes, applying Online
CPDL to the resulting 400×3 data tensors, and reshaping back. Although these new learned atoms
effectively separate color, they exhibit more complicated spatial patterns compared to those in the
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previous dictionary. By vectorizing over the spatial axes, we are effectively only imposing a rank-
1 constraint on the color mode, which is responsible for their monochromaticity. Finally, the third
dictionary, Figure 3 (d), was obtained by applying our Online CPDL to the fully vectorized image
patch data. In this special case, our algorithm is equivalent to the classical online dictionary learning
algorithm by [MBPS10]. In addition to poorer separation of spatial axes, the present dictionary also
does not separate color axes. See the caption of Figure 3 for more details.
Although dictionary (b) requires much less storage, the reconstructed images from all three dictio-
naries shown in Figure 3 (a) shows that it still performs adequately for the task of image reconstruc-
tion.
6.2. Learning spatial and temporal activationpatterns in cortex. For our next application, we demon-
strate our method on video data of brain activity across a mouse cortex, and how our Online CPDL
learns dictionaries for the spatial and temporal activation patterns simultaneously. The original video
is due to Barson et al. by using genetically encoded calcium indicators to image brain activity tran-
scranially [BHS+20].
The original video frame is a tensor of shape (time,width,height,color)= (1501,360,426,3), where
frames are 0.04 sec apart. A 50-frame (2 sec. long) clip are sampled uniformly at random, reshaped
into (time,(space, color))= (50,360∗426∗3) matrix, and then fed into the Online CPDL algorithm for
100 iterations withλ= 1. Our algorithm learns a CP-dictionary in space-color mode that shows spatial
activation patterns and the corresponding time mode shows their temporal activation pattern, as
seen in Figure 4. Due to the nonnegativity constraint, spatial activation atoms representing localized
activation regions in the cortex are learned, while the darker ones represent the background brain
shape without activation. On the other hand, the activation frequency is simultaneously learned by
the temporal activation atoms shown in Figure 4 (right). For instance, the spacial activation atom
# 14 (numbered lexicographically) is activated at the beginning and at the end of its corresponding
temporal activation atom in the right, so such activation pattern has approximate frequency of 2 sec.
 
  
 Spatial activation atom # 14 
(𝑎) (𝑏) (𝑐) (𝑑) 
Temporal activation Spatial activation 
 
0 sec 
2 sec 
FIGURE 4. Learning 20 CP-dictionary patches from video frames on brain activity across the mouse cortex.
6.3. Joint time series dictionary learning. A key advantage of online algorithms is that they are well-
suited to applications in which data are arriving in real-time. We apply our algorithm to a weather
dataset obtained from [Ben17]. Beginning with a 36× 2998× 4 tensor where the first mode corre-
sponds to cities, the second mode to time in hours, and the third mode to weather data such that
the frontal slices correspond to temperature, humidity, pressure, and wind speed. We regularized the
data by taking a moving average over up to four hours (in part to impute missing data values), and by
applying a separate affine rescaling of each frontal slice to normalize the magnitudes of the entries.
From this large data tensor, we sequentially extracted smaller 36 x 24 x 4 tensors by dividing time into
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overlapping segments of length 24, with overlap size 4. Our experiment consisted of applying Online
CPDL (λ = 1) to this dataset with and without reshaping of the resulting 36×24×4 tensor data. For
each atom, the top left corner represents the first frontal slice, the bottom left the second frontal slice,
the top right the third frontal slice, and the bottom right the fourth frontal slice. Horizontal axis cor-
responds to time (in hours), each individual time series to a “row" in the first mode, and the vertical
axis to the corresponding value in the tensor atom.
We emphasize the qualitative difference in the corresponding learned dictionaries. In the first ex-
ample (a), our atoms are rank-1 tensors, and these strong constraints enforced both the shape of the
time series for different countries as well as for different types of weather data to be the same. In (b),
we unfolded about the 1st mode. In this case, our learned atoms are only constrained such that the
time series have the same shape, but these shapes may vary between frontal slices. Finally, in (c) we
unfold about the 3rd mode and take the transpose. Here the individual time series are free to have
different shapes, but the shapes between different frontal slices are constrained to be the same. It is
obviously difficult to discern any clear patterns in this case.
 
  
(𝑎) (𝑏) (𝑐) 
FIGURE 5. Display of one atom from three different dictionaries of 25 atoms which were obtained from
Online CPDL on weather data: (a) no reshaping, (b) data which was reshaped to 36× (24×4), and (c)
data which was reshaped to (36×24)×4.
7. PROOF OF THE MAIN RESULT
In this section, we prove Theorem 4.1. Our analysis extends the one given in [LNB19] for online
matrix factorization under a similar functional Markov dependence, where the original form of the
similar argument was first developed in [MBPS10] under the setting of independently and identically
distributed vector-valued signals. The first three results, Propositions 7.1, 7.2, 7.3, are unique to the
tensor case and require nontrivial design of the online algorithm and new analytic ingredients. The
rest of the argument has similar structure as in the matrix case in [LNB19].
In the following discussions, we abuse the notation and identify a CP-dictionaryD = Out(U1, · · · ,Un)
with the tuple [U1, · · · ,Un] of the associated loading matrices. Let C dict = C dict1 × . . .C dictn ⊆ RI1×R ×
. . .×RIn×R denote the constraint set of the tuples of all loading matrices [U1, · · · ,Un]. We use ‖·|1 and
‖·‖F for the L1- and the Frobenius norms, respectively. For each x ∈ R, denote x+ = max(0, x) and
x− =max(0,−x). Note that x = x+− x− for all x ∈R and the functions x 7→ x± are convex. For a tensor
Y ∈RI1×···×In×m , let Y(n+1) denote the (I1 · · · In)×m matrix that is the mode-(n+1) unfolding of Y.
7.1. Deterministic analysis. In this subsection, we provide some deterministic analysis of our online
algorithm (Algorithm 3), which are foundational to the forthcoming stochastic analysis. The first
three results are original in this work and handle most of the difficulties unique to the tensor-valued
signals.
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The following proposition connects Algorithm 3 with the Stochastic Majorization-Mininization
scheme (3.1).
Proposition 7.1. The block optimization problem (3.1) is equivalent to
Upon arrival of Xt :

Ct = argminC∈C code
(∥∥∥Xt −Out(U (t−1)1 , · · · ,U (t−1)n )×n+1 C∥∥∥2F +λ‖C‖1
)
At = (1−wt )At−1+wtCtC Tt
Bt = (1−wt )Bt−1+wtXt ×n+1 C Tt
Dt = argminD∈C dict gˆ t (D)
,(13)
where for each [U1, · · · ,Un] ∈C dict,
gˆ t (U1, · · · ,Un) := tr(At (U Tn Un ¯·· ·¯U T1 U1))−2tr
(
B (n+1)t (Un ⊗kr · · ·⊗kr U1)T
)
. (14)
Furthermore, for each 1≤ j ≤ n, we can rewrite gˆ t (U1, · · · ,Un) as
gˆ t (U1, · · · ,Un)= tr
(
U j A jU
T
j
)
−2tr
(
B jU j
)
,
where A j and B j ;r are computed by Algorithm 4 with input At ,Bt ,U1, · · · ,Un , and j .
Proof. Let MAT(Xs)= [vec(Xs;1), · · · ,vec(Xs;b)] ∈R(I1···In )×b denote the matrix whose j th column is the
vectorization vec(Xs; j ) of the tensor Xs; j ∈ RI1×···×In . The first assertion follows easily from observing
that, for each [U1, · · · ,Un] ∈C dict,∥∥∥Xs −Out(U (t−1)1 , · · · ,U (t−1)n )×n+1 C∥∥∥2F
= ‖MAT(Xs)− (Un ⊗kr · · ·⊗kr U1)C‖2F
= tr((Un ⊗kr · · ·⊗kr U1)CC T (Un ⊗kr · · ·⊗kr U1)T )
−2tr(MAT(Xs)C T (Un ⊗kr · · ·⊗kr U1)T )+ tr(MAT(Xs)MAT(Xs)T ) ,
and also noting that
tr
(
(Un ⊗kr · · ·⊗kr U1)CC T (Un ⊗kr · · ·⊗kr U1)T
)
= tr(CC T (Un ⊗kr · · ·⊗kr U1)T (Un ⊗kr · · ·⊗kr U1))
= tr(CC T (U Tn Un ¯·· ·¯U T1 U1)).
Indeed, this and the definition of At and Bt together with the linearity of trace show
fˆt (U1, · · · ,Un)= tr(At (U Tn Un ¯·· ·¯U T1 U1))−2tr
(
B˜t (Un ⊗kr · · ·⊗kr U1)T
)
(15)
+
t∑
s=1
tr
(
MAT(Xs)MAT(Xs)
T )+λ t∑
s=1
‖Cs‖1,
where the matrix B˜t ∈R(I1×···×In )×b is defined recursively by
B˜s = (1−wt )B˜s−1+wt MAT(Xs)C Ts .
By an induction, one can show that B˜t equals the mode-(n+1) unfolding of Bt . Hence minimizing fˆt
and gˆ t with respect to [U1, · · · ,Un] are equivalent.
For the second assertion, first note that
tr(A (U Tn Un ¯ . . .¯U T1 U1))
= tr((A¯U T1 U1¯ . . .U Tj−1U j−1¯U Tj+1U j+1¯ . . .¯U Tn Un)U Tj U j )
= tr(U j (A¯U T1 U1¯ . . .U Tj−1U j−1¯U Tj+1U j+1¯ . . .¯U Tn Un)U Tj ).
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Also, recall that Bt and Un ⊗kr . . .⊗kr U1 are
(∏n
j=1 I j
)
×R matrices. We note that
tr
(
B (n+1)t (Un ⊗kr · · ·⊗kr U1)T
)
=
R∑
r=1
[
Bt (,r )×1 U1(:,r )×2 · · ·× j−1 U j−1(:,r )× j U j (:,r )× j+1 U j+1(:,r )× j+2 · · ·×n Un(:,r )
]
=
R∑
r=1
[
Bt (,r )×1 U1(:,r )×2 · · ·× j−1 U j−1(:,r )× j+1 U j+1(:,r )× j+2 · · ·×n Un(:,r )
]
U j (:,r )
T ,
where Bt (,r ) ∈ RI1×···×In denotes the r th mode-(n+1) slice of Bt The matrix in the bracket in the last
expression is exactly Bt ; j ;r defined in Algorithm 2. Then the assertion follows. 
It is worth noting that our main algorithm (Algorithm 3) does not solve the equivalent formula-
tion of the block optimization scheme, as minimizing the function gˆ t in (7.1) with respect to the
CP-dictionary D = [U1, · · · ,Un] of n-matrix factors is non-convex. In fact, our main algorithm solves
a version of the alternating least squares relaxation of the non-convex problem for the dictionary
update.
The following proposition provides a second-order growth property of the surrogate loss function
fˆt . This is a pivotal property that guarantees convergence of similar online learning algorithms for
vector-valued online dictionary learning and online matrix factorization problems [MBPS10, Mai13b,
LNB19]. In the tensor case, a straightforward alternating least squares approach fails to ensure this
property, and our progressive dictionary update with intermediate aggregation steps are designed
exactly to overcome this issue.
Proposition 7.2. Assume (A2), (C2), and let κ1 > 0 be as in (C2). Let (Dt ,Ct )t≥1 be an output of Algo-
rithm 3. Then for all t ≥ 1,
fˆt (Dt−1)− fˆt (Dt )≥ κ1‖Dt−1−Dt‖2F ≥ 0.
Proof. Fix t ≥ 1 and write Dt−1 = [U1, · · · ,Un] and Dt = [U ′1, · · · ,U ′n]. For each 1 ≤ j ≤ n, define a
quadratic function gˆ t ; j :RI j×R →R by
gˆ t ; j (U )= tr
(
U A jU
T
)
−2tr
(
B jU
)
,
where the intermediate aggregation matrices A j ∈ RR×R and B j ∈ RI j×R , 1 ≤ i ≤ n, are defined in
Algorithms 1 and 2. Note that U ′j is the minimizer of gˆ t ; j within the corresponding convex constraint
set C dictj . Then the second-order growth property for quadratic functions (see, e.g., Prop. 7.4 (iii) in
[LNB19]) imply that, for each 1≤ j ≤ n,
gˆ t ; j (U j )− gˆ t ; j (U ′j )≥ tr((D ′j −D j )A j (D ′j −D j )T )≥ κ1‖D ′j −D j‖2F ,
where the last inequality follows from (C2).
Now let gˆ t denote the function defined in (7.1). Using Lindeberg’s replacement trick and the second
assertion in Proposition 7.1, we have
gˆ t (Dt−1)− gˆ t (Dt )
= gˆ t ([U1, · · · ,Un])− gˆ t ([U ′1, · · · ,U ′n])
=
n∑
j=1
gˆ t ([U
′
1, · · · ,U ′j−1,U j ,U j+1, · · · ,Un])− gˆ t ([U ′1, · · · ,U ′j−1,U ′j ,U j+1, · · · ,Un])
=
n∑
j=1
gˆ t ; j (U j )− gˆ t ; j (U ′j )≥
n∑
j=1
κ1‖D ′j −D ′j−1‖2F .
Then the assertion follows since fˆt (Dt−1)− fˆt (Dt )= gˆ t (Dt−1)− gˆ t (Dt ) due to (7.1). 
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Next, we establish two elementary yet important inequalities connecting the empirical and sur-
rogate loss functions. This is trivial in the case of vector-valued signals, in which case we can di-
rectly minimize gˆ t over a convex constraint setDdict to findDt so we have the monotonicity gˆ t (Dt )≤
gˆ t (Dt−1) immediately from the algorithm design. However, in the tensor case, Dt is not necessarily a
better minimizer of gˆ t thanDt−1 is, so we need a separate argument to establish this.
For each X ∈ RI1×···×In×b and D ∈ RI1×R × ·· ·×RIn×R , let C opt(X ,D) denote the optimal code C ∈
C code ⊆ RR×b that achieves the infimum in the loss funtion `(X ,D) defined below (2.2). Note that
such an optimal code is uniquely determined under (C2).
Proposition 7.3. Assume (A2) and (C2). Let (Dt ,Ct )t≥1 be an output of Algorithm 3. Then for each
t ≥ 0, the following hold:
(i) fˆt+1(Dt+1)− fˆt (Dt )≤wt+1
(
`(Xt+1,Dt )− ft (Dt )
)
.
(ii) 0≤wt+1
(
fˆt (Dt )− ft (Dt )
)≤wt+1 (`(Xt+1,Dt )− ft (Dt ))+ fˆt (Dt )− fˆt+1(Dt+1).
Proof. We begin by observing that
fˆt+1(Dt )= (1−wt+1) fˆt (Dt )+wt+1
(‖Xt+1−Dt ×n+1 Ct+1‖2F +λ‖Ct+1‖1)
= (1−wt+1) fˆt (Dt )+wt+1`t+1(Xt+1,Dt )
for all t ≥ 0. The first equality above uses the definition of fˆt , and the second equality uses the fact
that Ct+1 =C opt(Xt+1,Dt ). Hence
fˆt+1(Dt+1)− fˆt (Dt )
= fˆt+1(Dt+1)− fˆt+1(Dt )+ fˆt+1(Dt )− fˆt (Dt )
= fˆt+1(Dt+1)− fˆt+1(Dt )+ (1−wt+1) fˆt (Dt )+wt+1`(Xt+1,Dt )
= fˆt+1(Dt+1)− fˆt+1(Dt )+wt+1(`(Xt+1,Dt )− ft (Dt ))+wt+1( ft (Dt )− fˆt (Dt )).
Now note that by Proposition 7.2,
fˆt+1(Dt )− fˆt+1(Dt+1)≥ κ1‖Dt−1−Dt‖2F ≥ 0.
Also note that ft ≤ fˆt by definition. Thus the inequalities in both (i) and (ii) follow. 
7.2. Stochastic analysis. In this section, we develop stochastic analysis on our online algorithm, a
major portion of which is devoted to handle functional Markovian dependence in signals as stated
in assumption (A1)’ (which generalizes (A1)). The analysis here is verbatim as the one developed
in [LNB19] for the vector-valued signal (or matrix factorization) case, which we present some of the
important arguments in details here for the sake of completeness. However, the results in this subsec-
tion crucially relies on the deterministic analysis in the previous section that was necessary to handle
difficulties arising in the tensor-valued signal case.
Recall that under our assumption (A1)’, the signals (Xt )t≥0 are modulated by an underlying Markov
chain (Yt )t≥0 asXt =ϕ(Yt ) for a fixed functionϕ. We would like to establish convergence of our online
dictionary learning algorithm for tensor-valued signals in this general setting. Note that Proposition
7.3 gives a bound on the change in surrogate loss fˆt (Dt ) in one iteration that allows to control its
positive variation in terms of difference `(Xt+1,Dt )− ft (Dt ). The core of the stochastic analysis in
this subsection is to get a good bound on this quantity. In the classical setting when Yt ’s are i.i.d., our
signalsXt =ϕ(Yt ) are also i.i.d., so we can condition on the informationFt up to time t so that
E
[
`(Xt+1,Dt )− ft (Dt )
∣∣∣Ft]= f (Dt )− ft (Dt ).
Note that for each fixed D ∈ C dict, ft (W ) → f (W ) almost surely as t →∞ by the strong law of large
numbers. To handle time dependence of the evolving dictionaries Dt , one can instead look that the
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convergence of the supremum ‖ ft− f ‖∞ over the compact setC dict, which is provided by the classical
Glivenko-Cantelli theorem. This is the approach taken in [MBPS10, Mai13b] for i.i.d. input.
However, the same approach is not applicable for dependent signals, that is, when (Yt )t≥0 is a
Markov chain. This is because, in this case, conditional onFt , the distribution of Yt+1 is not neces-
sarily the stationary distribution pi. In fact, when X Y t ’s form a Markov chain with transition matrix
P , Yt given Yt−1 has distribution P (Yt−1, ·), and this conditional distribution could be a constant dis-
tance away from the stationary distribution pi. (For instance, consider the case when X t alternates
between two matrices. Then pi= [1/2,1/2] and pit is either [1,0] or [0,1] for all t ≥ 1.)
To handle this issue of dependence in signals, we adopt the strategy developed in [LNB19] in or-
der to handle a similar issue for vector-valued signals (or matrix factorization). The key insight in
[LNB19] is that, while the 1-step conditional distribution P (X t−1, ·) may be far from the stationary
distribution pi, the N -step conditional distribution P N (X t−N , ·) is exponentially close to pi under mild
conditions. Hence we can condition much early on – at time t −N for some suitable N =N (t ). Then
the Markov chain runs N +1 steps up to time t +1, so if N is large enough for the chain to mix to its
stationary distribution pi, then the distribution of Yt+1 conditional onFt−N is close to pi. The error of
approximating the stationary distribution by the N +1 step distribution can be controlled using total
variation distance and Markov chain mixing bound. This is stated more precisely in the proposition
below.
Proposition 7.4. Suppose (A1)’ hold. Fix a CP-dictionaryD. Then for each t ≥ 0 and 0≤N < t , condi-
tional on the informationFt−N up to time t −N ,(
E
[
`(Xt+1,D)− ft (D)
∣∣∣Ft−N])+ ≤ ∣∣ f (D)− ft−N (D)∣∣+N wt ft−N (D)
+2‖`(·,D)‖∞ sup
y∈Ω
‖P N+1(y, ·)−pi‖T V .
Proof. See [LNB19, Prop. 7.5]. 
Next, we provide some probabilistic lemmas.
Lemma 7.5. Under the assumptions (A1)’ and (A2),
E
[
sup
W ∈C
p
t
∣∣∣∣ f (D)− 1t t∑s=1`(Xs ,D)
∣∣∣∣]=O(1).
Furthermore, supW ∈C
∣∣ f (D)− 1t ∑ts=1`(Xs ,D)∣∣→ 0 almost surely as t →∞.
Proof. Omitted. See [LNB19, Lem. 7.8]. 
In the following lemma, we generalize the uniform convergence results in Lemma 7.5 for general
weights wt ∈ (0,1) (not only for the ‘balanced weights’ wt = 1/t ). This is due to Mairal [Mai13b, Lem
B.7], which originally extended the uniform convergence result to weighted empirical loss functions
with respect to i.i.d. input signals. An identical argument gives the corresponding result in our Mar-
kovian case (A1)’, which was also used in [LNB19].
Lemma 7.6. Under the assumptions (A1)’-(A2),
E
[
sup
W ∈C
∣∣ f (D)− ft (D)∣∣]≤C wtpt .
Furthermore, if
∑∞
t=1 w
2
t
p
t <∞, then supW ∈C
∣∣ f (D)− ft (D)∣∣→ 0 almost surely as t →∞.
Proof. Omitted. See [LNB19, Lem. 7.10] 
Based on the uniform convergence results in Lemma 7.6, we are ready to derive the main concen-
tration bound that controls expected positive variation of the surrogate loss process ( fˆt (Dt ))t≥0.
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Lemma 7.7. Let (Dt ,Ct )t≥1 be an output of Algorithm 1. Suppose (A1)’ and (A2) holds.
(i) Let (at )t≥0 be a sequence of non-decreasing non-negative integers such that at ∈ o(t ). Then there
exists absolute constants C1,C2,C3 > 0 such that for all sufficiently large t ≥ 0,
E
[(
E
[
wt+1
(
`(Xt+1,Dt )− ft (Dt )
)∣∣∣Ft−at ])+]
≤C1w2t−at
p
t +C2w2t at +C3wt sup
y∈Ω
‖P at+1(y, ·)−pi‖T V .
(ii)
∞∑
t=0
(
E
[
fˆt+1(Dt+1)− fˆt (Dt )
])+ ≤ ∞∑
t=0
wt+1
(
E
[(
`(Xt+1,Dt )− ft (Dt )
)])+ <∞.
Proof. Omitted. See [LNB19, Lem 7.9]. 
Lemma 7.8. Let (Dt ,Ct )t≥1 be the output of Algorithm 1. Suppose (A1)’ and (A2) hold. Then the fol-
lowing hold.
(i) E[ fˆt (Dt )] converges as t →∞.
(ii) E
[ ∞∑
t=0
wt+1
(
fˆt (Dt )− ft (Dt )
)]= ∞∑
t=0
wt+1
(
E[ fˆt (Dt )]−E[ ft (Dt )]
)<∞.
(iii)
∞∑
t=0
wt+1
(
fˆt (Dt )− ft (Dt )
)<∞ almost surely.
Proof. Omitted. See [LNB19, Lem. 7.10]. 
7.3. Proof of themain result. Now we prove the first main result in this paper, Theorem 3.1.
Proof of Theorem 3.1. Suppose (A1)’ and (A2) hold. We first show (ii). Recall Lemma 7.8 (iii). Both
fˆt and ft are uniformly bounded and Lipschitz by Proposition A.2. Hence writing ht = fˆt − ft , using
Proposition A.3, there exists a constant C > 0 such that for all t ≥ 1,
|ht+1(Dt+1)−ht (Dt )| ≤ |ht+1(Dt+1)−ht+1(Dt )|+ |ht+1(Dt )−ht (Dt )|
≤C‖Dt+1−Dt‖F +
∣∣( fˆt+1(Dt )− fˆt (Dt ))− ( ft+1(Dt )− ft (Dt ))∣∣
=C‖Dt+1−Dt‖F +wt+1| fˆt (Dt )− ft (Dt )| =O(wt+1).
Thus, according to Proposition A.4, it follows from Lemma 7.8 (ii) that
lim
t→∞
(
fˆt (Dt )− ft (Dt )
)= 0 a.s.
Moreover, for all t ≥ 1, triangle inequality gives
| f (Dt )− fˆt (Dt )| ≤
(
sup
W ∈C
| f (D)− ft (D)|
)
+| ft (Dt )− fˆt (Dt )|.
The right hand side converges to zero almost surely as t →∞ by what we have just shown above and
Lemma 7.6. This shows (ii).
Next, we show (i). Recall that E[ fˆt (Dt )] converges by Lemma 7.8. Jensen’s inequality and above
estimates imply
|E[ht+1(Dt+1)]−E[ht (Dt )]| ≤ E [|ht+1(Dt+1)−ht (Dt )|]=O(wt+1).
Since E[ fˆt (Dt )]≥ E[ ft (Dt )], Lemma 7.8 (i)-(ii) and Lemma A.4 give
lim
t→∞E[ ft (Dt )]= limt→∞E[ fˆt (Dt )]+ limt→∞
(
E[ ft (Dt )]−E[ fˆt (Dt )]
)= lim
t→∞E[ fˆt (Dt )] ∈ (1,∞).
This shows (i).
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Lastly, we show (iii). Let gˆ t be as in (7.1). Then fˆt = gˆ t + rt for some constant rt (see (7.1)), which is
bounded in t due to (A1)’. We claim that
limsup
t→∞
‖∇D f (Dt )−∇D gˆ t (Dt )‖F = 0. (16)
We first deduce the assertion from the above claim. To conclude thatD∞ is a local extremum of f , it is
enough to show that every limit point of the gradients ∇D f (Dt ) is in the normal cone of C . Choose a
subsequence (tk )k≥0 such that ∇D f (Dtk ) converges. According to the previous part, this implies that
∇D gˆ tk (Dtk ) should also converge to the same limit. Recall that Dt is the minimizer of the quadratic
function g (D) = tr(W At W T )− 2tr(W Bt ). Hence for all t ≥ 0, ∇D gˆ t (Dt ) is in the normal cone of the
constraint set C at Dt (see., e.g., [BBV04]). It follows that ∇D limk→∞ f (Dtk ) is in the normal cone of
C . Hence∇D fˆ (D∞) is also in the normal cone ofC atD∞, as desired. This completes the proof of the
theorem.
Not it suffices to show (7.3). First choose a subsequence (tk )k≥1 such that ‖∇D f (Dtk )−∇D gˆ t (Dtk )‖F
converges. Recall that the sequence Σt := (Dt , At ,Bt ,rt )t≥0 is bounded by Proposition A.1 and (A1)’
and (A2). Hence we may choose a further subsequence of (tk )k≥1, which we will denote by (sk )k≥1, so
that Σsk converges to some (D∞, A∞,B∞,r∞) a.s. as k →∞. For eachD = [U1, · · · ,Un], define
fˆ (D)= tr(A∞ (U Tn Un ¯ . . .¯U T1 U1))−2tr
(
B∞(Un ⊗kr · · ·⊗kr U1)T
)+ r∞. (17)
By triangle inequality,
‖∇D f (Dsk )−∇D gˆsk (Dsk )‖F ≤ ‖∇D f (Dsk )−∇D f (D∞)‖F +‖∇D f (D∞)−∇D fˆ (D∞)‖F
+‖∇D fˆ (D∞)−∇D gˆsk (Dsk )‖F . (18)
We will then show that each term in the right hand side above vanishes as k →∞. By the choice of
(sk )t≥0, this is clear for the first term. For the second term, note that fˆt ≥ ft for all t ≥ 0. Hence, for
eachD ∈C dict, almost surely,
fˆ (D)= lim
k→∞
fˆsk (D)≥ lim
k→∞
fsk (D)= f (D),
where the last equality follows from Markov chain ergodic theorem (see, e.g., [Dur10, Thm 6.2.1, Ex.
6.2.4] or [MT12, Thm. 17.1.7]). Moreover, by part (i), we know that
fˆ (D∞)= lim
k→∞
fˆsk (Dsk )= f (D∞) ∈ (0,∞)
almost surely. Hence by using a Taylor expansion and the fact that ∇D f is Lipschitz due to (C1), it
follows that
∇D f (D∞)=∇D fˆ (D∞).
Now we consider the last term in (7.3). For this, we need to get a more precise expression for the
gradients of the functions fˆ and gˆ t . For each 1≤ j ≤ n, A ∈RR×R ,B ∈R(I1···In )×R , andD = [U1, · · · ,Un] ∈
Ddict, let A j (A,D) and B j (B ,D) be the output of Algorithm 2. First observe that, using the second
assertion in Proposition 7.1, for each 1≤ j ≤ n, we can rewrite fˆ (D) in (7.3) as
fˆ ([U1, · · · ,Un])= tr
(
U j A j (A∞,D)U j
)
−2tr
(
B j (B∞,D)U j
)
,
Notice that A j (A∞,D) and B j (B∞,D) do not depend on U j . It follows that, for eachD = [U1, · · · ,Un],
∇U j fˆ ([U1, · · · ,Un])= 2
(
U j A j (A∞,D)−B j (B∞,D)T
)
.
A similar calculation shows, for each t ≥ 1,
∇U j gˆ t ([U1, · · · ,Un])= 2
(
U j A j (At ,D)−B j (Bt ,D)T
)
.
Hence we have
‖∇U j fˆ (D∞)−∇U j gˆsk (Dsk )‖F
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= ‖2U j (A j (A∞,D∞)− A j (Ask ,Dsk ))−2(B j (B∞,D∞)−B j (B∞,Dsk )T )‖F → 0,
where we have used the fact that Dsk → D∞, Ask → A∞, and Bsk → B∞ as k → ∞ by the choice
of (sk )k≥0. This holds for all 1 ≤ j ≤ n. Since (sk )t≥0 is a further subsequence of (tk )k≥0 and since
‖∇D f (Dtk )−∇D gˆ t (Dtk )‖F converges along (tk )k≥0, the same also holds for (tk )k≥0. This shows (7.3),
as desired. 
8. CONCLUSION AND FURTHER DIRECTIONS
In this paper, we have proposed the first nonnegative tensor factorization algorithm. We presented
numerous applications in a wide variety of fields, including image, video, audio, processing, as well as
time series prediction. Moreover, our applications demonstrate the qualitative differences between
online and offline-learned dictionaries as well as tensor dictionary learned by “genuine" tensor algo-
rithms as opposed to tensor dictionaries which exploit matricization unnecessarily.
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APPENDIX A. AUXILIARY LEMMAS , ALGORITHMS, AND BACKGROUND ON MARKOV CHAINS
A.1. Auxiliary lemmas. The following boundedness results for the codes Ct and aggregation matrices At ,Bt
are easy to derive.
Proposition A.1. Assume (A1)-(A2). Then the following hold:
(i) For all X ∈Ω andD ∈C dict,
‖C opt(X,D)‖2F ≤λ−2‖ϕ(Ω)‖4F <∞.
(ii) For any sequences (Xt )t≥1 in Ω and (Dt )t≥1 in C , define At and Bt recursively as in (7.1). Then for all t ≥ 1,
we have
‖At‖F ≤λ−2‖ϕ(Ω)‖4F , ‖Bt‖F ≤λ−1‖ϕ(Ω)‖3F .
Proof. Omitted. See [LNB19, Prop. 7.2]. 
Next, we show the Lipschitz continuity of the loss function `(·, ·) defined in (1). Since Ω and C are both
compact, this also implies that fˆt and ft are Lipschitz for all t ≥ 0.
Proposition A.2. Suppose (A1)-(A2) hold, and let M = 2‖ϕ(Ω)‖F +‖C ‖F ‖ϕ(Ω)‖2F /λ. Then for each X1,X2 ∈ Ω
andD1,D2 ∈C dict,
|`(X1,D1)−`(X2,D2)| ≤M
(‖X1−X2‖F +λ−1‖ϕ(Ω)‖F ‖D1−D2‖F ) .
Proof. Omitted. See [LNB19, Prop. 7.3]. 
An important consequence of the second-order growth condition we have shown in Proposition 7.2 is an
upper bound on the change of learned dictionaries, which is also known as “iterate stability” [Mai13b, Lem
B.8].
Proposition A.3. Let (Dt ,Ct )t≥1 be an output of Algorithm 1. Assume (A1)-(A2) and (C2). Then there exist some
constant c > 0 such that almost surely for all t ≥ 0,
‖Dt+1−Dt‖F ≤ cwt+1.
Proof. Follows from a similar argument as in [LNB19, Prop. 7.5]. Details are omitted. 
The following deterministic statement on converging sequences is due to Mairal et al. [MBPS10].
Lemma A.4. Let (an)k≥0, (bn)≥0, and (cn)≥0 be non-negative real sequences such that
∞∑
n=0
an =∞,
∞∑
n=0
anbn <∞, |bn+1−bn | =O(an).
Then limn→∞bn = 0.
Proof. Omitted. See [Mai13b, Lem. A.5]. 
A.2. Auxiliary Algorithms. In this section, we give auxiliary algorithms that are used to solve convex sub-
problems in coding and loading matrix update for the main algorithm (Algorithm 1 for Online CPDL). We
denote by ΠS the projection operator on to the given subset S defined on the respective ambient space. For
each matrix A, denote by [A]•i (resp., [A]i•) the i th column (resp., row) of A.
A.3. Markov chains on countable state space. Before we proceed to the next subsection on stochastic analysis,
we first give a brief account on Markov chains on countable state space (see, e.g., [LP17]). Fix a countable set
Ω. A function P :Ω2 → [0,∞) is called a Markov transition matrix if every row of P sums to 1. A sequence of
Ω-valued random variables (X t )t≥0 is called a Markov chain with transition matrix P if for all x0, x1, · · · , xn ∈Ω,
P(Xn = xn |Xn−1 = xn−1, · · · , X0 = x0)=P(Xn = xn |Xn−1 = xn−1)= P (xn−1, xn). (19)
We say a probability distribution pi onΩ a stationary distribution for the chain (X t )t≥0 if pi=piP , that is,
pi(x)= ∑
y∈Ω
pi(y)P (y, x).
We say the chain (X t )t≥0 is irreducible if for any two states x, y ∈ Ω there exists an integer t ≥ 0 such that
P t (x, y) > 0. For each state x ∈ Ω, let T (x) = {t ≥ 1 |P t (x, x) > 0} be the set of times when it is possible for
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Algorithm 5 Coding
1: Input: X ∈RM×b : data matrix, W ∈RM×R : dictionary matrix
2: λ> 0: sparsity regularizer
3: C code ⊆RR×b : constraint set of codes
4: Repeat until convergence:
5: Do
C ←ΠC code
(
C − 1
tr(W T W )
(W T W C −W T X +λJ )
)
,
where J ⊆RR×b is all ones matrix.
6: ReturnC ∈C code ⊆RR×b
Algorithm 6 Loading matrix update
1: Variables:
2: U ∈C dictj ⊆RI j×R : previous j th loading matrix
3: (A j ,B j ) ∈RR×R ×RR×(I1···In ): intermediate loading matrices computed previously
4: Repeat until convergence:
5: For i = 1 to R:
[U ]•i ←ΠC dictj
(
[U ]•i − 1
[At ]i i +1
(U [A j ]•i − [B Tj ]•i )
)
6: ReturnU ∈C dictj ⊆RI j×R
the chain to return to starting state x. We define the period of x by the greatest common divisor of T (x). We
say the chain X t is aperiodic if all states have period 1. Furthermore, the chain is said to be positive recurrent if
there exists a state x ∈Ω such that the expected return time of the chain to x started from x is finite. Then an
irreducible and aperiodic Markov chain has a unique stationary distribution if and only if it is positive recurrent
[LP17, Thm 21.21].
Given two probability distributions µ and ν onΩ, we define their total variation distance by
‖µ−ν‖T V = sup
A⊆Ω
|µ(A)−ν(A)|.
If a Markov chain (X t )t≥0 with transition matrix P starts at x0 ∈Ω, then by (A.3), the distribution of X t is given by
P t (x0, ·). If the chain is irreducible and aperiodic with stationary distribution pi, then the convergence theorem
(see, e.g., [LP17, Thm 21.14]) asserts that the distribution of X t converges to pi in total variation distance: As
t →∞,
sup
x0∈Ω
‖P t (x0, ·)−pi‖T V → 0. (20)
See [MT12, Thm 13.3.3] for a similar convergence result for the general state space chains. When Ω is finite,
then the above convergence is exponential in t (see., e.g., [LP17, Thm 4.9])). Namely, there exists constants
λ ∈ (0,1) and C > 0 such that for all t ≥ 0,
max
x0∈Ω
‖P t (x0, ·)−pi‖T V ≤Cλt . (21)
Markov chain mixing refers to the fact that, when the above convergence theorems hold, then one can approx-
imate the distribution of X t by the stationary distribution pi.
Remark A.5. Our main convergence result in Theorem 3.1 assumes that the underlying Markov chain Yt is
irreducible, aperiodic, and defined on a finite state spaceΩ, as stated in (A1). This can be relaxed to countable
state space Markov chains. Namely, Theorem 3.1 holds if we replace (A1) by
(A1)’. The observed data tensors Xt are given by Xt =ϕ(Yt ), where Yt is an irreducible, aperiodic, and positive re-
current Markov on a countable and compact state spaceΩ andϕ :Ω→Rd×n is a bounded function. Furthermore,
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there exist constants β ∈ (3/4,1] and γ> 2(1−β) such that
wt =O(t−β), sup
y∈Ω
‖P t (y, ·)−pi‖T V =O(t−γ),
where P and pi denote the transition matrix and unique stationary distribution of the chain Yt .
Note that the polynomial mixing condition in (A1)’ is automatically satisfied when Ω is finite due to (A.3).
Polynomial mixing rate is available in most MCMC algorithms used in practice.
