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ABSTRACT 
 
 
Forests are important for life on Earth. They have a great influence on the climate and water 
resources. FAO (Food and Agriculture Organization of the United Nations) reported that 
about 130 thousand km
2
 of forest were lost annually worldwide in the last decade, and the 
annual net loss in forest area was estimated at 52 thousand km
2
. Trees are important structural 
members of forests. It is important to know the distribution and the change of trees inside and 
outside forests at global scale. Global tree cover percentage is an important parameter used to 
understand the global environment. However, the available global percent tree cover products 
are few, and their accuracy is not high. Therefore, producing a new global percent tree cover 
dataset is valuable.  
This study was undertaken to map tree cover percentage, on a global scale, with better 
accuracy than previous studies. Using a modified supervised regression tree algorithm from 
Moderate Resolution Imaging Spectroradiometer (MODIS) data of 2008, the tree cover 
percentage was estimated at global scale. It is difficult to collect various kinds of training data 
with continuous tree cover percentage. In this study, training data were created by simulation 
using high resolution images available in Google Earth as reference. Each continent was 
classified into groups from the perspective of the temporal profile of NDVI data, and the tree 
cover percentage of each group was estimated using regression tree model. We collected an 
unbiased sample of the reference data across the study area in advance using Google Earth, 
and the model was modified further to agree with the reference data. 
The estimation result was validated using 307 points in Eurasia. The root mean square error 
(RMSE) between estimated and observed tree cover was 11.2%, and the weighted RMSE 
between estimated and observed tree cover, in which five tree cover strata (0–20%, 21–40%, 
41–60%, 61–80%, and 81–100%) were weighted equally, was 14.2%. These values were 
better than for existing two global percent-scale tree cover datasets. We also compared our 
tree cover estimation results with two available maps and statistical data. 
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Chapter 1.  Introduction 
1.1. Background 
Forests, by playing an important role in regulating the climate and water resources, and by 
providing habitats for many species, are of great importance for life on Earth. They cover 31 
percent of total land area. Nevertheless, they have recently been converted to unsustainable 
forms of land use due to urbanization and deforestation by expanding human populations. 
About 130 thousand km
2
 of forest were lost annually worldwide in the last decade, though the 
rate of loss decreased compared with about 161 thousand km
2
 per year during the 1990s. The 
net loss in forest area in the last decade was estimated at 52 thousand km
2
 per year (FAO, 
2000; FAO, 2010). The net change is defined as the sum of all changes due to deforestation, 
natural disasters, afforestation and natural expansion of forests. At a continent level, the forest 
area significantly decreased in South America and Africa between 2000 and 2010. The rate of 
deforestation was decreased in Asia, Africa and North and South America compared with the 
1990s, especially in Brazil and Indonesia, while the loss of forest increased in Australia since 
2000 (FAO, 2000; FAO, 2010).  
 
Trees are important structural members of forests that remove carbon dioxide from the 
atmosphere as they grow, and emit it when they decay or burn. It is important to know the 
distribution and the change of trees in forests. Trees outside forests are also important, and 
timely and high quality assessments of trees outside forests should be carried out at a global 
scale (FAO, 2010). 'Trees outside forests' refers to trees on land covers that are not 
categorized as forest (e.g. on farms and pastures, and in urban settings). Zomer et al. (2009) 
showed the importance of trees outside forests at a global scale, and showed that almost half 
of the agricultural land had tree cover of more than 10 percent. However, the trees outside 
forests were not reported well in most countries due to the difficulty and cost of assessing 
them (FAO, 2010). 
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Maps showing the tree cover percentage represent the amount of trees in forests and other 
land covers, and they can distinguish dense forest from sparse forest, and forests with small 
patches of cleared areas (DeFries et al., 2000a; Hansen et al., 2002a; Hansen et al., 2002b). 
Figure 1.1 shows examples of tree cover percentage maps compared to traditional categorical 
land cover maps. They present some advantages to measuring the change in spatially complex 
land cover compared with discrete classifications. They are useful in many fields (White et al., 
2005). Recently, they were used as one independent variable to model the global forest 
 
                                                  
                          
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.1. Examples of tree cover percentage map and categorical land cover map. (a) and (d) show the 
tree cover percentage classified at a pixel size of 250 × 250 m. (b) and (e) show the categorical land cover 
classified for the same pixels. (c) and (f) show the corresponding high-resolution images in Google Earth. 
The red boxes represent the boundary of the corresponding classified pixels which cover 250 × 250 m. (a), 
(b) and (c) are the same sites in Southern India, and (d), (e) and (f) are the same sites in Eastern France. The 
tree cover percentage map can represent the amount of trees though all pixels are classified as one type of 
land cover by the categorical land cover map. 
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canopy height for mapping ecosystem vertical structures (Lefsky, 2010). They are also useful 
for making environmental policies and elucidating the present environmental situation for 
education.  
 
However, the available global percent tree cover products are few, and efforts to validate these 
maps have been limited to some regions or countries (e.g. Hansen et al., 2002a; White et al., 
2005; Heiskanen, 2008; Montesano et al., 2009), due to the difficulty of obtaining reference 
data or field data. Those studies showed that existing maps’ accuracy of estimating global tree 
cover was not high, particularly in sparsely forested areas of the circumpolar taiga-tundra 
transition zone and special areas and ecosystems (White et al., 2005; Heiskanen, 2008; 
Montesano et al., 2009). In case of global categorical land cover maps, some datasets have 
been released in the last decade (Arino et al., 2008; Friedl et al., 2010), and users can choose 
the most suitable map for their application among them. There are also some efforts to 
evaluate and compare the quality of these maps (e.g. Herold et al., 2008; Pflugmacher et al., 
2011). Producing a new continuous percent tree cover dataset on a global or continental scale 
is valuable by providing users with more choices for their application. It can also enable the 
comparison analysis among maps. Users of these maps can also identify areas of potential low 
or high map uncertainty by it, and can know the regions where the estimate of tree cover 
percentage is difficult and the land cover is complex. 
1.2. Objectives of this study 
The main objective of this study is to map tree cover percentage on a global scale with better 
accuracy compared to existing global datasets. Moreover, tree cover estimation result was 
compared with two available global-scale maps: (1) Vegetation Continuous Fields MOD44B, 
2008 Percent Tree Cover Collection 5 product published by University of Maryland (Hansen 
et al., 2011); and (2) Global Map – Percent Tree Cover of Global Mapping project (Geospatial 
Information Authority of Japan et al., 2008). The tree cover percentage maps were also 
compared with statistical data reported by Global Forest Resources Assessment 2010 (FAO, 
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2010) at the country level. 
 
To improve the estimation of tree cover, training data with 0–100% tree cover were created by 
simulation using reference data. The training data covered many kinds of croplands, trees, 
other vegetation and their combination in different ecological regions. High-resolution 
imagery in Google Earth was used as reference data because reference data consisting of 
various land cover types can be collected by it.  
 
1.3. Definition of "tree cover" 
Definitions of “tree” and “tree cover percentage” differ among reports of the literature (e.g. 
Hansen et al., 2003; FAO, 2004; Heiskanen & Kivinen, 2008). In botany, a tree is defined 
according to its characteristics: (a) whether it is perennial or not; (b) whether it has a 
self-supporting stem or not; (c) whether the thickness of secondary tissues is increasing or 
not; (d) whether it has a lignified stem or not; (e) whether the girth of its stem increases or 
not; (f) its height, etc. (Nicholson & Clapham, 1975; Hallé et al., 1978; Oldeman, 1990; 
Thomas, 2000). However, it is difficult to distinguish these characteristics of trees using 
satellite remote sensing techniques.  
 
In this study, tree cover percentage refers to the percentage of the ground surface area covered 
by a vertical projection of the foliage and branches of trees when the leaves are at full growth 
(Figure 1.2). Small openings inside each crown are included (percent crown cover). A “tree” 
is a woody perennial with a single self-supporting main stem, with minimum height of ca. 
3–6 m. Trees for agricultural production or in gardens, and trees on plantations are included. 
Bamboos and palms are also included as trees. This definition is mainly based on the 
definition by FAO (2004). However, this definition is conceptual as it is difficult to ascertain 
these characteristics from satellite images. 
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Figure 1.2. The definition of tree cover in this study. Left: a tree with leaves at full growth. Right: a tree 
with no leaves. In this study, tree cover percentage was estimated when the leaves are at full growth. 
 
 
 
For Vegetation Continuous Fields MOD44B, tree cover percentage referred the amount of  
light obstructed by tree canopies equal to or greater than 5 m in height per 500-m MODIS 
pixel (percent canopy cover) (Hansen et al., 2002a; Hansen et al., 2003a). Figure 1.3 
illustrates the difference between 'crown cover' and 'canopy cover'. A reasonable relation was 
found between canopy cover and crown cover by which 80% canopy cover corresponded to 
100% crown cover, although this relation differed by tree type (Hansen et al., 2002a; Hansen 
et al., 2003a). For the comparison between our map and MOD44B in this study, tree cover 
percentage in MOD44B was divided by 0.8, as tree cover percentage of our map referred to 
percent crown cover. 
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Figure 1.3. The difference between 'percent crown cover' and 'percent canopy cover'. (a) A tree viewed 
from above. (b) Canopy cover (in dark green). (c) Crown cover (in dark green). In this study, 'percent 
crown cover' was used for tree cover percentage. 
 
1.4. Overview of the thesis 
This thesis includes seven chapters and one conclusion section.  
 
Chapter 1 describes the background and objectives of this study. In addition, the definitions of 
'tree' and 'tree cover percentage' are introduced in this chapter.  
 
Chapter 2 introduces several studies about mapping tree cover percentage and existing global 
tree cover percentage maps. Several techniques used for mapping continuous tree cover are 
also introduced in this chapter. Decision tree algorithm, which was used for estimating tree 
cover percentage in this study, is described in detail. 
 
Chapter 3 presents the data used for mapping, and presents the reference data/datasets used 
for mapping and assessing the accuracy. 
 
Chapter 4 explains the methods for estimating tree cover percentage and assessing its 
accuracy in detail. The method for comparing the result to other data is also explained. 
a) c) b) 
: 
Sites 
of 
vege
tated 
area
s 
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Chapter 5 shows the global tree cover percentage map produced in this study and the result of 
the validation. The advantages and limitations of the method are described in this chapter. 
 
Chapter 6 compares the resultant map to existing global tree cover percentage datasets and to 
statistical data by FAO. The result of the comparison is also discussed.  
 
The last section draws general conclusions in this study. 
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Chapter 2.  Basic Knowledge 
2.1. Existing percent-scale tree cover datasets 
Several reports described studies of tree cover percentage on a regional scale (e.g. Schwarz & 
Zimmermann, 2005; Heiskanen & Kivinen, 2008; Berberoglu et al., 2009). Heiskanen & 
Kivinen (2008) assessed multi-spectral and multi-temporal Moderate Resolution Imaging 
Spectroradiometer (MODIS) data at the tundra-taiga transition zone in Finland using 
generalized linear model, and multi-temporal variables mapped tree cover more accurately 
than the peak of the growing season multi-spectral data. Schwarz & Zimmermann (2005) 
mapped tree cover percentage using generalized linear model and using regression tree model 
from MODIS data at European Alps, and concluded that generalized linear model were 
appropriate for deriving tree cover at the regional scale. Berberoglu et al. (2009) compared 
four common models to map tree cover percentage from a single-date Envisat Medium 
Resolution Imaging Spectrometer (MERIS) imagery at Mediterranean region, and the 
regression tree algorithm was the most accurate among them. Joshi et al. (2006) compared an 
artificial neural network, a multiple linear regression, a forest canopy density mapper and a 
maximum likelihood classification method in a part of Nepal using a Landsat ETM+ image, 
and showed that the artificial neural network outperformed the other methods and the multiple 
linear regression performed worse. 
 
At a continental or global scale, attempts to estimate the tree cover percentage are not so 
many (DeFries et al., 2000a; DeFries et al., 2000b; Hansen et al., 2003a; Rokhmatuloh et al., 
2007; Rokhmatuloh et al., 2010). DeFries et al. (2000a) mapped tree cover percentage by a 
linear mixture model from Advanced Very High Resolution Radiometer (AVHRR) data 
acquired in 1992-93 at 1 km resolution. More recently, only three global-scale tree cover 
percentage datasets are available. Here, these three datasets are described in more detail. 
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2.1.1.  Annual Global Vegetation Continuous Fields MOD44B 
Annual Global Automated Vegetation Continuous Fields MOD44B was produced by the 
University of Maryland. It was derived through an automated procedure using supervised 
regression tree algorithm, and produced in annual time steps since 2000. The pixel size of the 
dataset was 7.5 seconds. The data used for the product were MODIS Bands 1–7, Land Surface 
Temperature data, and the MODIS Global 250 m Land/Water Map. The data were converted 
to 40-day composites and transformed into 68 annual multi-temporal metrics that capture the 
salient points in the phenologic cycle. These data were used as the inputs or predictor 
variables. Continuous training data were derived by averaging over 250 discretely classified 
Landsat images, which were one of four tree cover strata (0, 25, 50 or 80%), to the MODIS 
cells. The final training dataset contained 271,149 pixels at the MODIS cells. They were 
verified using fine resolution data, and have been augmented with new information for 
problematic areas (Hansen et al., 2002b; Hansen et al., 2003a; Hansen et al., 2011).  
 
The dataset was validated at Western Zambia using a new tree cover percentage map created 
using training data of Western Zambia by regression tree method. The root mean square error 
(RMSE) of the dataset was 10.9% for areas of <10% tree cover, 12.9% for areas of 11–40% 
tree cover, 14.7% for areas of 41–60% tree cover, 12.1% for areas of >60% tree cover and 
11.2% for overall. The dataset underestimated Kalahari woodlands on sands and 
overestimated tree cover in inundated grasslands and nearby dambos and pans (Hansen et al., 
2003b; Hansen et al., 2005). White et al. (2005) also assessed the dataset using two 
ground-based tree cover databases in the south-western USA, and overall RMSE was from 24 
to 31%. The dataset overestimated tree cover at low observed tree cover and the residual 
between the dataset and the databases decreased systematically as a function of observed tree 
cover. Heiskanen (2008) compared the dataset to biotope inventory data in northernmost 
Finland lying in the transition zone of taiga and tundra. The dataset overestimated tree cover 
in the area of low tree cover (e.g. in the mires and in shrub-covered areas) and underestimated 
it in the area of high tree cover. 
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2.1.2.  Global Map - Percent Tree Cover of Global Mapping project 
Global Map – Percent Tree Cover of Global Mapping project was produced by Geospatial 
Information Authority of Japan, Chiba University and collaborating organizations (Geospatial 
Information Authority of Japan et al., 2008). It was produced using regression tree method 
from MODIS 32-day composite data of 2003. The pixel size was 30 seconds. Ten annual 
metrics derived from MODIS composite data were used as inputs. Continuous training data 
were collected from 68 high-resolution QuickBird images and 153 high-resolution images 
displayed in Google Earth. Tree cover percentage of QuickBird images were extracted by an 
unsupervised clustering or a supervised classification, and an on-screen digitizing. The final 
training dataset contained around 1,300 pixels at the MODIS cells. The validation of the 
dataset was carried out using a set-aside test data derived from 68 QuickBird images, and 
RMSE was 11.7% (Rokhmatuloh et al., 2010). 
2.1.3.  Landsat Tree Cover Continuous Fields 
Landsat Tree Cover Continuous Fields was produced by the University of Maryland. It was 
derived by rescaling the Vegetation Continuous Fields MOD44B using Landsat images, 
incorporating the MODIS Cropland layer. It was produced at 30-m resolution for circa- 2000 
and 2005 epochs. The Landsat data used for the product were seven bands of 8756 Landsat-7 
Enhanced Thematic Mapper Plus (ETM+) images in 2000, and 7284 Landat-7 ETM+ images 
and 2424 Landsat-5 Thematic Mapper (TM) images in 2005. The Vegetation Continuous 
Fields MOD44B used for the product was the six-year median value between 2000 and 2005. 
The training dataset was generated by overlaying the Vegetation Continuous Fields MOD44B 
on rescaled Landsat scene in each epoch, and the regression tree model was fit. The model 
was then applied to the original 30-m Landsat data. The accuracy of the dataset was assessed 
relative to lidar measurements at four sites, and RMSE was 17.4%. Its consistency with the 
Vegetation Continuous Fields MOD44B was also assessed, and RMSE was 10.3% (Sexton et 
al., 2013a). 
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2.2. Methods for estimating tree cover percentage 
There are several techniques used for estimating tree cover percentage: multiple linear 
regressions; linear mixture models; regression tree models; and artificial neural networks. 
Nonlinear models are used well for estimating tree cover percentage on a continental scale 
because they are able to capture non-linear effects, though linear models are also used well on 
a regional scale (e.g. Schwarz & Zimmermann, 2005; Heiskanen & Kivinen, 2008). There are 
several kinds of nonlinear models (e.g. regression trees, neural networks and fuzzy classifiers). 
In the recent three global-scale tree cover percentage datasets, the regression tree model was 
used for mapping. There are several advantages in the regression tree model. First, the model 
can be automatically generated without human interaction. Then, the computation for both 
learning and testing is fast. Finally, the architecture is clear, and the classification structure is 
easily interpretable. In comparison, experimental parameters are involved to design popular 
neural network models such as Multilayer Perceptron (MLP) and ARTMAP (an adaptive 
resonance theory model). The learning process is also very long in the MLP (Liu & Wu, 
2005).  
 
It is difficult to choose the method for estimating tree cove percentage. The accuracy of the 
estimation, as described in this chapter, depends on the used modeling technique, used 
variables, used satellite data and the scale of the mapping area. It also depends on the used 
training datasets. The analysis of effects of these factors on the accuracy is beyond of this 
study. In this study, a regression tree model was used for estimating tree cover percentage, 
following the existing global percent tree cover mapping. The model was created for parts by 
parts after the whole area was divided into small parts to deal with the issue of low accuracy 
in special areas and ecosystems. The classification of the study area into parts was conducted 
by a decision tree model. 
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2.3. Decision tree models 
The decision tree model offers a robust tool for handling nonlinear relationships. It does not 
require any assumption regarding the distribution of the input data. The tree is composed of a 
root node, a set of internal nodes, and a set of terminal nodes (called as leaves) (Figure 2.1). 
Each node in the tree has only one parent node. Each internal node divides a set of data into 
its child nodes based on the value of splitting variables. A data set is classified by sequentially 
subdividing it according to the decision rule defined at each split. A target variable (also 
referred to as response or dependent variable/attribute), tree cover percentage in this study, is 
calculated at terminal nodes from predictor variables (also referred to as independent 
variables/attributes). There are two types of decision trees: a classification tree and a 
regression tree. If the response variable is categorical, the decision tree is called as a 
classification tree. In the regression tree, the response variable is assumed to be a continuous  
 
 
Figure 2.1. A tree structured classifier. Each diamond box is called as a node. The partitioning process is 
applied over and over in decision trees. Each node is labeled with questions, and the branches between 
them are labeled by the answers. In this study, tree cover percentage was calculated at each terminal node 
(leaf). 
Root node 
Leaf 
Leaf Leaf 
Leaf Leaf 
Node 
 
Node 
 
Node 
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variable. The decision tree is built through a process known as recursive partitioning. In this 
procedure, a set of training data consisting of multiple classes are split into descendant subsets 
using splitting rule, and the same process is repeated recursively beginning with a root node. 
The tree is grown such that all training data are correctly classified or have the same value in 
each node. The partitioning is stopped at a certain point or the tree is pruned back to reduce 
classification errors, because over-fitting the tree to the training data can lead to poor 
performance if the training data contain noise or errors. Important issues in decision tree 
methods are stability, accuracy and complexity. The stability is the degree to which an 
algorithm generates repeatable results on a random sample of original data. 
 
There are various kinds of algorithms for constructing a decision tree. They are characterized 
by the following aspects (Breiman et al., 1984; Mingers, 1989a; Mingers, 1989b; Bauer & 
Kohavi, 1999; Rokach & Maimon, 2008): 
 Greedy algorithm or non-greedy algorithm.  
Greedy algorithms find the best decision at each node by optimizing some splitting 
criteria, and the decision is never reconsidered. The limitation of the algorithm is that 
the most optimal short-term decision does not necessarily produce the best long-term 
solution. In contrast, non-greedy algorithms make locally bad but globally good 
decisions by optimizing the classification error of the entire tree. 
 Splitting criteria.  
Splitting criteria are rules to split a set of training data (or learning data) at each node. 
A set of training data are split on the basis of an impurity measure or a statistical test 
that increases the homogeneity of the training data in the resulting descendant nodes. 
There are two kinds of splitting criteria: univariate splits and multivariate splits 
(Figure 2.2).  
A) Univariate splits: The split at each node is based on a selected single predictor 
variable (splitting variable). Examples of univariate splitting criteria are 
Information Gain (Quinlan, 1987), Gini Index (Breiman et al., 1984), 
Likelihood-Ration Chi-Squared Statistics, G-statistics, Gain Ratio (Quinlan, 
1993), Distance Measure (Lopez de Mantras, 1991), Twoing Criterion (Breiman 
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et al., 1984), and Orthogonal Criterion.  
B) Multivariate splits: The split at each node is based on more than one predictor 
variables (splitting variables). Most of the criteria are based on the linear 
combination of the predictor variables. 
 Stopping criteria.  
Stopping criteria are the rule to stop growing a tree mainly for avoiding the problem 
of over-fitting. Examples of them are the maximum tree depth and the minimum 
number of a set of data in each node. 
 Pruning methods.  
Pruning is a technique used to account for the problem of over-fitting and to make a 
tree more general, because some of the lower branches of the tree may be strongly 
affected by outliers and other artifacts of the training data set. Undesirable nodes and 
sub-trees are removed by pruning. There are two ways to prune a tree: 
 
 
 
Figure 2.2. Examples of univariate split and multivariate split for two predictor variables. A set of training 
data are split into two or more subsets on the basis of a split of a single variable by univariate split and 
multiple variables by multivariate split. All the dividing lines are parallel to the axes for univariate split. 
 
Univariate split Multivariate split 
Predictor variable: A 
P
re
d
ic
to
r 
v
ar
ia
b
le
: 
B
 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ + + 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
○ 
○ 
○ ○ 
○ 
○ 
○ 
○ 
○ 
○ 
○ 
○ 
○ 
○ 
○ 
○,+: target variables 
Predictor variable: A 
P
re
d
ic
to
r 
v
ar
ia
b
le
: 
B
 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ + + 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
○ 
○ 
○ ○ 
○ 
○ 
○ 
○ 
○ 
○ 
○ 
○ 
○ 
○ 
○ 
○,+: target variables 
 15 
 
A) Post-pruning: Pruning is performed after a tree was constructed. Validation 
dataset used for validating the model are needed in several types of pruning. 
Examples of post-pruning are Error-Complexity Pruning (Breiman et al., 1984), 
Critical Value Pruning (Mingers, 1987), Reduced-Error Pruning (Quinlan, 1987) 
and Pessimistic-Error Pruning (Quinlan, 1993). 
B) Pre-pruning: While a tree is being built, growing sub-trees is stopped. The tree is 
pruned by using a statistical test. Examples of this type of pruning are 
Likelihood-Ratio Test and Chi-square test. 
 Methods for dealing with missing data.  
There are several ways to deal with missing data. Examples of the methods are using 
the mode (for categorical variables) or average value (for continuous variables) of all 
training data, using Bayesian probabilities, treating 'unknown' as a new value and 
using only the data without missing variables. 
 The use of misclassification cost.  
The misclassification cost is the inherent cost assigned to each target variable. The 
misclassification cost of a target can be increased when the misclassification of the 
class is undesirable. The model with unequal misclassification costs become more 
stable (Kitsantas et al., 2007) 
 The use of prior probability (or prior).  
The prior probability is assigned without using any prior knowledge of the variables, 
based on the distribution of the target variables in the training data and intuition. It is 
useful if the training dataset is not a random sample. 
 Resampling methods of training data.  
There are several resampling techniques: e.g. Bootstrapping (Efron & Tibshirani, 
1993), Cross-validation, Jackknifing and Randomization. In these resampling 
techniques, not all data are used for training data. 
A) Cross-validation: It is a method for validating a procedure for model building 
without a new or independent validation dataset. For Nth-fold cross-validation, 
all data are randomly partitioned into N parts. In general, one of N parts is 
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reserved for use as validating the model and other parts are used for constructing 
a tree, and the entire procedure is repeated N times with a different subset of the 
data reserved for use as validating the model. Figure 2.3 shows an example of 
cross-validation. 
B) Bootstrapping: It replicates datasets by uniformly sampling the same number of 
data with replacement from the original data (Figure 2.4). 
 The use of combining multiple models.  
There are several approaches for generating and combining multiple models 
(committee models) from training data: e.g. Bagging (bootstrap aggregating) 
(Breiman et al., 1996), Wagging (Bauer & Kohavi, 1999), Boosting (AdaBoost) 
(Freund & Schapire, 1997), Arc-x4, MultiBoosting (Webb, 2000) and parallelized 
Boosting. 
A) Bagging: It generates multiple versions of classifiers (or tree models) using 
bootstrap sampling, and averages the target variables (for regression) or votes 
the target variables of all models to obtain the aggregated target (Figure 2.5). It 
requires that the models are not stable, and alleviates some of the instability.  
B) Boosting (AdaBoost): It generates classifiers sequentially using all data at each 
repetition. It maintains a weight for each training data for the next tree based on 
the performance of prior models to reduce classification errors. Multiple 
classifiers are combined by weighted averaging the target variables (for 
regression) or weighted voting the target variables (for classification) of all 
classifiers to obtain the aggregated target. These weights depend on their 
accuracy on the training data used to build them. Figure 2.6 shows the scheme 
for boosting algorithm. It tends to reduce the bias and variance. 
C) Wagging: It is a variant of bagging. It uses the entire set of training data and 
assigns random weights to the data, rather than using random bootstrap samples. 
D) Arc-x4: It is a kind of boosting. It votes without weight to obtain the aggregated 
target. 
E) MultiBoosting: It is considered as wagging committees formed by AdaBoost. It 
votes without weight to obtain the aggregated target. 
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Figure 2.3. Example of cross-validation. In this example, a set of original data are partitioned into 5 parts 
(5th-fold cross-validation). Each part is used for validating the constructed model at one time, and the 
entire tree building is conducted 5 times. 
 
 
Figure 2.4. Example of 'Bootstrapping'. A bootstrap sample is generated by T times of uniformly sampling 
N instances with replacements. In this example, N is 5, and the data 'K' is sampled three times while the 
data 'I' is not sampled even once. 
A set of original data: (>N) 
A set of data: NT A set of data: N1 A set of data: N2 
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A set of original data  
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A 
①1st trial: learning data {B, C, D, E}, validation data {A} 
②2nd trial: learning data {A, C, D, E}, validation data {B} 
③3rd trial: learning data {A, B, D, E}, validation data {C} 
④4th trial: learning data {A, B, C, E}, validation data {D} 
⑤5th trial: learning data {A, B, C, D}, validation data {E} 
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Figure 2.5. Scheme for 'Bagging'. A training set of size n is sampled by T times bootstrap sampling from a 
set of original data N. A classifier C
t
 is generated for each trial t (t=1, 2, ... , T), and the final combined 
classifier C
*
 is formed by aggregating the T classifiers. To classify any data x, the class C
t
(x) predicted by 
C
t
 is voted or averaged for all classifiers, and C
*
(x) is obtained. 
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Figure 2.6. Scheme for 'Boosting (AdaBoost)' algorithm. A whole set of original data N is used at each trial. 
A classifier C
t
 is generated for each trial t (t=1,2, ... , T), at which each data n is weighted with 
t
nw  based 
on the performance of prior classifier. If the error of a classifier C
t
 is greater than 0.5, or is zero, the trials 
terminate. The final combined classifier C
*
 is formed by aggregating the T classifiers using different 
weights by its accuracy on the training data. To classify any data x, the class C
t
(x) predicted by C
t
 is voted 
or averaged for all classifiers, and C
*
(x) is obtained. 
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Selecting the algorithm is difficult for estimating tree cove percentage. The accuracy of the 
estimation depends on the used variables and the specific training datasets. For creating two 
of three global percent tree cover datasets introduced in section 2.1, Cubist
TM
 regression tree 
software was used for generating regression tree models (Rokhmatuloh et al., 2010; Sexton et 
al., 2013a). For crating another dataset, which is MOD44B, bagging (30 committee models) 
of M5 with pruning was used (Townshend et al., n.d.). Following these studies, Cubist
TM
 and 
See5
TM
 were used for generating regression and classification tree models in this study. 
Several widely available algorithms, which include algorithms used for See5
TM
/C5
TM
 and 
Cubist
TM
, are introduced in the following subsections. All algorithms described here are 
greedy algorithms.  
2.3.1.  CART (Classification and Regression Trees) 
The theory of this algorithm was developed by Breiman et al. (1984). The tree is constructed 
by binary partitioning, in which each parent node is split into two child nodes. Gini Index is 
used as the splitting criterion. Gini Index is a measure of the impurity which is expressed as: 

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where p(D, i) denotes the proportion of a set of cases that belong to the ith target variable (or 
class) in a subset or node D, and m signifies the number of target variables. Gini Index is the 
largest when all classes are equally mixed together, and the smallest when a node contains 
only one class. The split is selected to maximize the decrease in Gini Index at each node. The 
decrease in Gini Index of a node D by a split S is expressed as: 
)()()(),( 2211 DGiniPDGiniPDGiniSDGini   (2.3)  
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where D1 and D2 are two subsets or child nodes divided by a split S, and P1 and P2 are the 
proportions of cases in D1 and D2, respectively. Splitting variables are identified based on 
exhaustive search of all possibilities, which means that a search is made for all candidate 
splits S to find the best s ∈ S which gave the largest ∆Gini. It is also possible to employ 
Twoing Criterion because the split selected to maximize the decrease in Gini Index tends to be 
biased toward variables that have more distinct values. The obtained tree is pruned by 
Error-Complexity Pruning. Users can specify the misclassification costs and prior probability 
of each class. In case of regression trees, the splits are searched to minimize the sum of 
squared residuals (the least-squared deviation). The target variables are continuous values, 
which mean that a piecewise-constant model is built. The target variable in each leaf is based 
on the weighted mean for the leaf (Breiman et al., 1984). 
2.3.2.  See5/C5 
See5
TM
/C5
TM
 is commercially available software for generating a classification tree 
manufactured and sold by RuleQuest Research. The theory of this algorithm was developed 
by Quinlan (1993). The algorithm automatically fits decision trees to maximize the Gain 
Ratio at each node. The Gain Ratio is based on the entropy or amount of information which is 
expressed as: 
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where p(D, i) denotes the proportion of a set of cases that belong to the ith class in a subset or 
node D, and m signifies the number of classes. The Gain Ratio of a node D by a split S is 
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where Di is the ith subset of a node D, |D| and |Di| is the number of the data in a node D 
and Di, respectively, and n is the total number of subsets by a split S. An example of a Gain 
Ratio calculation is shown in Figure 2.7. The best possible variable to split the node, as well 
as all possible values of the variable, is found by searching for all candidate splits s ∈ S. The 
obtained tree is pruned by Error-based Pruning, which does not need validation data. In the 
pruning, misclassification rate of data is estimated using the upper bound of a x% confidence 
interval for three sub-trees: (a) the sub-tree rooted by a node T; (b) the most frequent leaf of T; 
and (c) the pruned sub-tree. According to the lowest value among them, (a) was left as it is, it 
was replaced with (b), or it was replaced with (c) (Quinlan, 1986; Quinlan, 1993; Quinlan, 
1996; Rokach & Maimon, 2008).  
2.3.3.  Cubist, M5 
The theory of the algorithm was developed by Quinlan (Quinlan, 1992). M5 generates a 
regression tree, which is a form of binary decision tree using linear regression function at 
leaves. This means that it generates a piecewise-linear model rather than a piecewise-constant 
model. It fits a decision tree to maximize the expected reduction in standard deviation at each 
node. Target variables at leaves are expressed as linear regression models. The formula to 
calculate the standard deviation reduction (∆error) of a node D by a split S is expressed as: 
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where Di is the ith subset of a node D, sd represents the standard deviation of the target 
attributes, |D| and |Di| is the number of the data in a node D and Di, respectively, and n is 
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the total number of subsets by a split S. All possible splits S are examined. In the process of 
generating a tree, the estimated errors of models with many variables constructed from small 
numbers of data are increased. Multivariate linear regression model at each node is restricted 
to the predictor variables that are referenced by splits or linear models in the sub-tree. The 
obtained tree is eliminated by pruning which replaces the sub-trees with linear regression  
 
 
 
Figure 2.7. An example of a Gain Ratio calculation. Every potential split S is evaluated. 
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function. Cubist is an extension of M5 algorithm. It can use committee models such as Arc-x4. 
For the committee model, if the model overestimated a target variable of a training data, the 
target variable is adjusted downward for the next model. The aggregated target variable is a 
simple average of target variables of each model (Quinlan, 1992; Pal, 2006). Cubist
TM
 is 
commercially available software for generating a regression tree model by RuleQuest 
Research. This software generates models based on the Cubist algorithm. It has been used for 
regression tree modeling in the field of remote sensing (Berberoglu et al., 2009; Rokhmatuloh 
et al., 2010; Li et al., 2011; Sexton et al., 2013a; Sexton et al., 2013b). 
2.3.4.  Other algorithms 
 CHAID (Chi-squared Automatic Interaction Detection)  
The theory of this algorithm was developed by Kass (1980). First, the best partition 
for each predictor variable is found. Then, the best predictor variable is selected by 
comparing them, and the data are subdivided according to this selected predictor 
variable. In this algorithm, the partition is found that is least significantly different 
with respect to the target attribute. The significant difference is measured by the 
p-value obtained from a statistical test. If the target attribute is continuous, an F test 
is used. If it is categorical, a Pearson's chi-squared test is used. The data are 
subdivided if the p-value obtained from the statistical test is greater than a certain 
threshold. Missing values are handled by treating them as a new value. Pruning is not 
performed (Kass, 1980).  
 QUEST (Quick Unbiased Efficient Statistical Tree) 
The theory of this algorithm was developed by Loh & Shih (1997). This algorithm 
supports linear combination splits. For splitting criterion, an analysis of variance 
(ANOVA) F-statistic or Levene's test (for continuous variables) or Pearson's 
chi-square (for categorical variables) is computed for each predictor variable at each 
node. The predictor variable that obtains the highest association with the target 
variable is selected for splitting. Quadratic Discriminant Analysis (QDA) is applied 
to find the optimal splitting point for the predictor variable. In this algorithm, the bias 
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towards selecting variables that afford more splits are negligible. Ten-fold 
cross-validation is used for pruning the tree (Loh & Shih, 1997). 
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Chapter 3.  Data and Study Area 
3.1. Study area 
Tree cover percentage was estimated on a global scale. In the estimation, global area was 
divided into five continents: Eurasia, Africa, North America, South America and Oceania 
(Figure 3.1), and tree cover percentage was estimated for each continent. The validation of the 
estimation was conducted only for Eurasia, extending from 11°W to 180°E and 10°S to 80°N. 
 
Figure 3.1. The border of the five continents. Tree cover percentage was estimated for each continent 
individually in this study. 
 
3.2. Satellite data used for mapping 
Global MODIS 2008 data processed by CEReS, Chiba University (Hoan et al., 2011) were 
used for estimating the tree cover percentage in 2008. These data include three bands in the 
visible, one band in near-infrared and three bands in shortwave infrared (Table 3.1). The pixel 
size of the data is 15.0012 seconds. These data were produced from the TERRA/AQUA Nadir 
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Table 3.1. Bandwidth of used MODIS data. 
Bands Bandwidth (nm) 
1 
2 
3 
4 
5 
6 
7 
620 – 670 
841 – 876 
459 – 479 
545 – 565 
1230 – 1250 
1628 – 1652 
2105 – 2155 
 
 
BRDF-Adjusted Reflectance 16-day L3 Global 500 m product (MCD43A4 NBAR) (Schaaf et 
al., 2002; Schaaf, 2004; Schaaf et al., n.d.). MCD43A4 NBAR product was provided in 
surface reflectance data corrected to the common nadir-view geometry at the solar angle at 
local solar noon time of the start of the observation period using a bi-directional reflectance 
distribution function (BRDF) model. Data were aggregated temporally to 16-day data, with a 
pixel size of about 500 m. Original data (MCD43A4 NBAR) were mosaicked and reprojected 
to geographic coordinates using nearest-neighbor resampling at CEReS, Chiba University. 
Furthermore, missing data in some pixels were linearly interpolated using data obtained in 
2007 and 2009 to make them cloud-free. 
3.3. Reference data used for mapping and validation 
High-resolution imagery available in Google Earth was used as reference data for producing 
training data, modifying models and validating results. Only images in Google Earth were 
used where individual tree crowns were visually interpretable. In recent years, high-resolution 
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imagery in Google Earth has been valuable and used for reference data in the field of remote 
sensing (e.g. Montesano et al., 2009; Clark et al., 2010). It can be used for validation data of 
continuous field products (Clark et al., 2010). The salient advantage of using Google Earth is 
that high-resolution images of some inaccessible places are obtainable at no cost. Several 
images in different years are also obtainable at specific places. 
 
Landsat 7 Enhanced Thematic Mapper Plus (ETM+) Scan Line Corrector Off (SLC-Off) data, 
which are available from the U.S. Geological Survey, and Global MODIS 2008 data and 
Global MODIS 2003 data processed by CEReS, Chiba University (Al-Bilbisi & Tateishi, 
2007) for calculating the Normalized Difference Vegetation Index (NDVI) were used for 
auxiliary data. These data were used for confirming that the tree cover percentage of the 
acquired high-resolution images in Google Earth was almost identical to the percentage at the 
peak of the growing season in 2008. Global Map – Global Land Cover (GLCNMO) in 2003 
(Geospatial Information Authority of Japan et al., 2008) was also used for collecting reference 
data for modifying the estimation model. GLCNMO had 20 classes, which were five types of 
forest, tree open, shrub, three types of herbaceous and sparse vegetation, three types of 
agricultural area, two types of bare area, mangrove, wetland, urban, snow/ice and water 
bodies. 
3.4. Datasets used for comparison 
The summary of the datasets used in this study is shown in Table 3.2. 
3.4.1.  Global tree cover percentage datasets 
Two available global-scale datasets were used for comparison to the tree cover estimation in 
this study: Vegetation Continuous Fields MOD44B, 2008 Percent Tree Cover Collection 5 
product; and Global Map – Percent Tree Cover in 2003 of Global Mapping project (hereafter 
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Table 3.2. Summary of the four datasets used in this study. PTC = tree cover percentage, LC = land cover. 
Dataset 
 
Sensor Pixel size Time 
coverage 
Projection 
type 
Data 
type 
New map in this study 
MOD44B 
PTC of GM project 
GlobCover 
MODIS V51 
MODIS 
MODIS 
MODIS 
MERIS 
MODIS 
15 seconds 
7.5 seconds 
30 seconds 
10 seconds 
463.313 m 
2008 
2008 
2003 
2009 
2008 
Plate-Carrée 
Plate-Carrée 
Plate-Carrée 
Plate-Carrée 
Sinusoidal 
PTC 
PTC 
PTC 
LC 
LC 
 
 
PTC2003 of GM project). Vegetation Continuous Fields MOD44B, 2008 Percent Tree Cover 
Collection 5 product is the newest version of Vegetation Continuous Fields MOD44B product 
in 2008. Hereafter, this dataset is referred as MOD44B 2008. In this study, tree cover 
percentage in MOD44B 2008 was divided by 0.8, because Hansen et al. (2003a) suggested 
that percent tree cover in MOD44B should be divided by 0.8 to match the definition of 'crown 
cover percentage'. The definition of tree cover percentage in PTC2003 of GM project was the 
same as our map. PTC2003 of GM project is shown in Figure 3.2, and MOD44B 2008 is 
shown in Figure 3.3. 
3.4.2.  Forest Resources Assessment 2010 
Global Forest Resources Assessment 2010 (hereafter FRA2010) was also used for comparison 
to the estimation in this study. Global Forest Resources Assessment has provided the data and 
information on forests. It is carried out at five-year intervals by FAO. FRA2010 examined the 
current status and recent trends for more than 90 variables and all types of forests for the 
years 1990, 2000, 2005 and 2010 (FAO, 2010). In this study, the provided information on 
extent of forest, other wooded land and other land areas in 233 countries and areas for the 
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year 2010 was used. The information was derived from officially validated country reports 
(FAO, 2010). In FRA2010, 'forest' meant the land spanning more than 5 thousand m
2
 with 
trees higher than 5 meters and a crown cover of greater than 10%, or trees able to reach these 
thresholds in situ. The definition of 'other wooded land' was the same as 'forest' except that a 
canopy cover was between 5 and 10%. The land not classified as forest with a combined 
cover of shrubs, bushes and trees above 10% was also included in this class. The land that is 
predominantly under agriculture or urban land use was not included in above two classes 
(FAO, 2010). Bamboo, palms and other woody plants were included in 'tree' (FAO, 2004). A 
list of statistical data used in this study is given in Table 3.3. 
 
 
Table 3.3. Statistical data used in this study. The data about the extent of four kinds of land cover at 12 
countries in Eurasia were used. 
Country Land area (%) 
 Forest Other wooded land Other land Inland water 
Afghanistan 
Belarus 
Finland 
France 
Greece 
India 
Indonesia 
Japan 
Kyrgyz 
Laos 
Oman 
Russia 
2.1 
41.6 
65.5 
28.9 
29.6 
20.8 
49.6 
66.1 
4.8 
66.5 
0.0 
47.3 
45.2 
 2.5 
3.3 
2.9 
20.0 
1.0 
11.0 
0.0 
2.0 
20.4 
4.2 
4.3 
52.7 
55.9 
21.1 
67.9 
48.1 
68.6 
34.5 
30.4 
89.2 
10.5 
95.8 
44.2 
0 
0.1 
10.1 
0.3 
2.3 
9.6 
4.9 
3.5 
4.1 
2.5 
0.0 
4.2 
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3.4.3.  Global categorical land cover datasets 
The tree cover estimation in this study was also assessed using global categorical land cover 
datasets, because collecting ground truth data by random sampling method is difficult on a 
global scale. Several global categorical land cover maps using remote sensing have been 
available since 1990s. Two new global datasets were used in this study: GlobCover land cover 
product produced for the year 2009 (Arino et al., 2008); and MODIS Collection 5.1 Land 
Cover Type (V51 MCD12Q1) product for the year 2008 (Friedl et al., 2010).  
 
The GlobCover 2009 V2.3 global land cover dataset is the newest version of GlobCover land 
cover product and was derived from Medium Resolution Imaging Spectrometer (MERIS) 
instrument in Full Resolution (FR) surface reflectance mosaics for the year 2009. It was 
developed using an automatic and regionally-tuned unsupervised classification technique for 
the stratified equal-reasoning areas, and supervised classification techniques for urban and 
wetland areas (Arino et al., 2008;  European Space Agency & Université catholique de 
Louvain, 2011). The land cover classes of this map were defined using the United Nations 
(UN) Land Cover Classification System (LCCS) (Di Gregorio & Jansen, 2000). By UN 
LCCS, the minimum height of 'tree' was defined as 5 meters. All trees that were planted or 
cultivated with intent to harvest (e.g. orchards and rubber plantations) were included in 
cultivated areas. The data were downloaded from the POSTEL Service Centre (European 
Space Agency (ESA) & ESA GlobCover Project, 2007). Hereafter, this thesis refers to this 
product as GlobCover. 
 
MODIS Collection 5.1 Land Cover Type (V51 MCD12Q1) product has been produced using 
data from MODIS at annual time steps since 2001. Collection 5.1 is the newest version of this 
product. It was derived through a supervised decision tree classification using a database of 
1860 high quality land cover training sites. MODIS NBAR data for Bands 1–7 and Land 
Surface Temperature data were used for inputs (Friedl et al., 2010). The data were obtained 
through the NASA online Reverb tool (NASA/LP DAAC & USGS/EROS Center, 2012). In 
this study, the land cover classification layer was used which was defined by the International 
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Geosphere-Biosphere Programme classification (IGBP) (Loveland & Belward, 1997; Friedl et 
al., 2002) among available five different land cover classification layers. In land cover class 
by IGBP, the minimum height of 'tree' was defined as 2 meters. Perennial woody crops were 
classified as the appropriate forest or shrub in this dataset. Hereafter, this thesis refers to this 
product as MODIS V51. 
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Chapter 4.  Methodology 
4.1. The use of displayed images in Google Earth for reference 
A lot of ground truth data are essential for generating the model to estimate tree cover and for 
validating the model. However, it is difficult to collect various kinds of ground truth data for 
training or validating on a global scale. To overcome this issue, Google Earth was used as a 
tool for collecting ground truth data or reference data, because various kinds of reference data 
in different land covers are available by the use of high-resolution images displayed in Google 
Earth. The use of Google Earth enables its users to save money and time, and to obtain images 
in inaccessible places. The tree cover percentage of high-resolution images in Google Earth 
was estimated based on visual interpretation of the images. The judgment of tree 
characteristics was based mainly on color and texture. The presence of shadows was used to 
distinguish a tree from a shrub.  
 
Three kinds of methods were used for estimating tree cover percentage of images in Google 
Earth, after the boundaries of sampled areas, which corresponded to the border of pixel blocks 
of MODIS pixels, were overlaid on Google Earth: 
A) On-screen digitization: The overlaid images were copied and pasted to drawing 
software, and trees in the images were filled by observers' interpretation. Tree cover 
percentage was calculated by counting filled pixels. This is the same method as 
presented by Rokhmatuloh et al. (2010). 
B) Dot count: Regular 10 × 10 dot grids were generated for each overlaid image such 
that each dot represented the center of one of the rectangles with equal area into 
which the overlaid image was divided. Interpreters counted the number of dots that 
lay on tree crowns. This is the same method as presented by Montesano et al. (2009). 
C) Image comparison: The overlaid images were compared with image samples for 
which tree cover percentage was estimated beforehand. More than 200 image 
 36 
samples were created for this method. 
Figure 4.1 shows the examples of estimating tree cover percentage by these three methods. 
One of these methods was used for estimating tree cover percentage, and the selection of the 
method depended on the characteristics of each image. Several observers followed this 
procedure. However, interpretation error could be in percent cover estimates. These errors 
were expected to vary among interpreters. Clark et al. (2010) reported that interpreters 
disagreed on interpreting land cover for 10% of samples. Montesano et al. (2009) also 
reported that dot counts on high-resolution images in Google Earth were variable by 
interpreters (RMSE= 14.8%). Therefore, the minimum and maximum tree cover percentage 
was estimated for each image in this study, and they were used as reference data. 
 
High-resolution images displayed in Google Earth have not always been acquired in the 
growing season in 2008. Therefore, it is necessary to confirm that the tree cover percentage of 
the displayed high-resolution image in Google Earth is almost identical to the percentage at 
the peak of the growing season in 2008. The confirmation was made by the following steps:  
A) The confirmation of the peak of the growing season was made using the temporal 
profile of NDVI data calculated from MODIS 2008 data. The period when leaves are 
almost at full growth was estimated from the temporal profile of NDVI data (Figure 
4.2), and only the images acquired during the period were used as reference data. 
B) The confirmation of possible land cover change during the observation time of 
images in Google Earth and the year 2008 was made by the following steps. 
(1) Multiple high-resolution images acquired in multiple years were used to confirm 
that land cover had not been altered, when multiple images acquired before and 
after the year 2008 were available in Google Earth for one site. 
(2) If the high-resolution image available in Google Earth was the image acquired 
between 2003 and 2008, the temporal profiles of NDVI data in 2003 and 2008 
calculated from MODIS data were used and assessed to ascertain the possibility 
of the change of land cover.  
(3) Multiple Landsat images acquired before and after the year 2008 were 
downloaded and used to ascertain the possibility of the change of land cover. 
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Figure 4.1. The methods for estimating tree cover percentage from high-resolution images displayed in 
Google Earth. (a) On-screen digitization. (b) Dot count. (c) Image comparison. The red box represents the 
boundary of the corresponding MODIS pixels. Original image (left) and interpreted image (right), where 
the parts filled in bright green color represent the tree crown, are shown in (a). Original image (left) and 
interpreted image (right) are shown in (b). The bright blue dots represent the location of 100 sampled points 
and the yellow dots represent tree crowns interpreted by an observer in (b). An estimated image and seven 
examples of image samples are shown in (c). The background image is courtesy of Google Earth. 
(c) 
21% 
8% 12% 
18% 28% 24% 
15% 
 →Estimated PTC=26% 
(b) 
 →Estimated PTC=62% 
 →Estimated PTC=14% 
(a) 
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Figure 4.2. Confirmation that leaves are almost at full growth using the temporal profile of NDVI data. Red 
line is an example of NDVI time series computed from MODIS 2008 data, and blue line indicates the 
period when leaves are almost at full growth. Only the images acquired during the period indicated in the 
blue line are used for reference in this example.  
 
 
 
 
The acquisition year and date of high-resolution images available in Google Earth were read 
from the image window displayed in Google Earth. 
4.2. Estimate of tree cover percentage in this study 
A flowchart depicting the steps to estimate tree cover percentage is provided in Figure 4.3. 
The decision tree model created for Eurasia or Africa was used as the initial estimation model 
for North America, South America or Oceania. 
 
Tree cover percentage was estimated from the Global MODIS 2008 data. There are two new 
parts in the method of this study:  
 Training data with continuous tree cover of various kinds were produced through 
simulation by combining reference data sets. 
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 Each continent was divided into small regions using a classification tree model, and 
tree cover percentage was estimated for each region using a regression tree 
algorithm. 
Regression tree algorithm was used in the recent global percent tree cover mapping. However, 
its accuracy of estimating tree cover was not high, particularly in special areas and ecosystems 
(e.g. sparsely forested areas of the circumpolar taiga-tundra transition zone). Hansen et al. 
(2005) showed that augmenting the training database for low tree cover sites was critical for 
MOD44B, and indicated the need to stratify the area to improve the map.  
 
In this study, training data were created in a simulation to get a great deal of training data with 
different continuous tree covers. The use of high-resolution images available in Google Earth 
enabled the estimation model to use various kinds of reference data in different land covers. 
At the first step of generating the estimation model, all training data were divided into groups 
from the perspective of the vegetation phenology, and a classification tree model for 
classifying all data into groups was created. Tree cover percentage of each group was 
estimated using the regression tree algorithm fit to training data of each group. The approach 
of combining multiple models was used in this study, in which less than three models were 
generated and combined by averaging all target variables. Each model was generated using 
different predictor variables (temporally aggregated metrics, annual metrics acquired at the 
peak of the growing season and individual 16-day composite data), rather than using different 
set of training data. To create an unbiased model, randomly sampled reference data across the 
study area were collected in advance, and the tree model was modified to fit the reference data. 
In this step, each group was sometimes further divided into subgroups so that the estimation 
agree with the randomly sampled reference data. Hereafter, this thesis refers to these 
randomly sampled reference data collected for modifying tree model as evaluation data.  
 
The major difference of the estimation model between this study and other datasets is that the 
regression model in this study was generated area by area, while that in other datasets was 
generated for global area. This means that multiple local regression tree models were 
generated from multiple sets of training data in this study, while a global regression tree 
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Figure 4.3. Flowchart showing tree cover percentage estimation in this study. (a) Generation of a decision 
tree model for estimating tree cover percentage. (b) Application of the generated model to the entire study 
area and evaluation of the model. The flow for Eurasia and Africa starts from (a), and the flow for North 
America, South America and Oceania starts from (b) because the decision tree model created for Eurasia or 
Africa was used as the initial model for these continents. 
 
 
MODIS 2008 data 
 
 
 
High-resolution images 
in Google Earth 
Regression tree modeling for each group  
 
Fitting of tree model 
 
 Grouping of training data 
 
Classification tree modeling to each group 
 
 
Data for training 
 
    Simulation 
 
 
  Simulated training data 
Conversion to predictor variables 
 
DT model 
 
(b) Application of generated DT model and its assessment 
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(a) Generation of DT model 
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model was generated from a set of training data in other datasets (Figure 4.4). The major 
advantage of this method is that the stability is higher than conventional methods, because 
small changes in training data affect only their group, while they affect global area in 
conventional methods. Moreover, existing models are easy to update and modify in this 
method. The limitation of this method is that internal consistency of the map is lost. Figure 
4.5 shows a graphic representation of the difference of data space between this model and 
conventional model (regression tree model). This example uses experimental data, and is a 
simplified illustration to understand the difference of splitting the space into smaller regions. 
 
Simulated training data created from the reference data of water or ice were not used in this 
study, because sometimes no linear relationship existed between MODIS bands' reflectance 
and proportion of land covers containing water or ice for any pixel (Figure 4.6). The 
percentage of tree cover for water and ice areas was set as 0% after they were independently 
extracted using a classification tree model. 
 
Figure 4.4. The major difference of model generation process between this study (a) and other datasets (b). 
New training data for modifying the model are added to one of the classified groups in this study, and they 
don't affect other groups. 
(a) 
A set of training data 
a b c d ・・・ x
A Regression tree model 
 
Classification tree model 
 
PTC 
 
PTC 
 
PTC 
 
PTC 
 
PTC 
 
New 
training data 
(b) 
Regression tree model 
 
New 
training data 
PTC 
 
A set of training data 
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Figure 4.5. Example of models generated by the method in this study and conventional method from 
200 experimental training data with two predictors and two dependent variables in the entire data space. 
(a) Node partitions by the method in this study. (b) Node partitions by regression trees. The original 
space is partitioned into 5 regions (nodes) in this example. Scatter of tree cover training data with two 
predictors represented on the x- and y-axis are also shown. Dashed lines are made by connecting the 
same percentage of tree cover estimated by linear regression function. 
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Figure 4.6. Relationship between MODIS bands' values and fractional land cover percentage. (a) For 17 
points at a site near Tomsk, Russia, where water and herbaceous cover are dominated. (b) For 12 points at a 
site in Northern Lebanon, where bare and forest cover are dominated. Each point corresponds to one 
MODIS pixel. Fractional land cover percentage for each point was obtained from high-resolution images in 
Google Earth. No distinct linear relationship exists between MODIS bands' reflectance and water cover 
percentage. 
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4.2.1.  Creation of continuous training data by simulation 
The reference data for training were collected only from areas where the tree cover percentage 
was greater than 85% or less than 20%, as judged from images in Google Earth, and training 
data of continuous tree cover percentage from 0% to 100% were created by simulation. This 
was because it was sometimes too difficult to distinguish trees in images in Google Earth. In 
most cases, the error of visually interpreted tree cover percentage from the images displayed 
in Google Earth was less than 10% for areas with greater than 85% or less than 20% tree 
cover. Figure 4.7 shows the distribution of the sites where initial reference data were collected 
for training in Eurasia. The reference data for training were further augmented as described 
later. The reference data of less than 20% tree cover were obtained from various land cover 
types, and the reference data of greater than 85% tree cover were obtained from many kinds 
 
 
 
Figure 4.7. Distribution map of 1,050 initial reference sites collected for training in Eurasia. Vegetated 
areas include grasslands, agricultural areas, shrub, and their mosaic without forests. Non-vegetated areas 
include water, urban and bare areas. These initial reference data were used for generating initial 
classification model for Eurasia, in which whole Eurasia was classified into 20 groups. 
: Sites of non-vegetated areas 
 
: Sites of forest areas 
: Sites of vegetated areas 
 
 45 
of forest. They were collected from areas where the influence of geo-location error was small 
because the Global MODIS 2008 data had geo-location error of less than half pixel (Hoan et 
al., 2011). The number of pixels within one reference site varied between 1 and 100 pixels. 
7,439 sites in all were collected around the global area (Table 4.1 and Figure 4.8). Each site 
had 7 bands’ reflectance values at 23 periods of MODIS 2008 data. Each value of a reference 
site was obtained by averaging values of all pixels of the reference site. Table 4.2 presents the 
periods of 16-day composite data.  
 
 
 
Figure 4.8. Distribution map of reference sites collected for training. 
 
 
 
Table 4.1. Number of reference sites for training. 
Continent Number of collected reference sites 
Eurasia 
Africa 
North America 
South America 
Oceania 
3,792 sites 
2,489 sites 
484 sites 
394 sites 
280 sites 
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Table 4.2. Start and end dates of 23 periods of 16-day composite MODIS 2008 data. 
Period No. Start date End date 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
2008/01/01 
2008/01/17 
2008/02/02 
2008/02/18 
2008/03/05 
2008/03/21 
2008/04/06 
2008/04/22 
2008/05/08 
2008/05/24 
2008/06/09 
2008/06/25 
2008/07/11 
2008/07/27 
2008/08/12 
2008/08/28 
2008/09/13 
2008/09/29 
2008/10/15 
2008/10/31 
2008/11/16 
2008/12/02 
2008/12/18 
2008/01/16 
2008/02/01 
2008/02/17 
2008/03/04 
2008/03/20 
2008/04/05 
2008/04/21 
2008/05/07 
2008/05/23 
2008/06/08 
2008/06/24 
2008/07/10 
2008/07/26 
2008/08/11 
2008/08/27 
2008/09/12 
2008/09/28 
2008/10/14 
2008/10/30 
2008/11/15 
2008/12/01 
2008/12/17 
2009/01/02 
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Training data of 0–100% tree cover percentage were created using MODIS data and reference 
data by simulation. These data were used for modeling classification tree. The following 
linear spectral mixture model was used for this simulation: 
ijijijij mlk
cVbVaVS ,N,V,F   , (a + b + c = 1) (4.1) 
where  Sij = simulated reflectance of MODIS band i at period j 
 VFk,ij = reflectance of reference site k (land cover type: forest) of MODIS band i at 
 period j 
 VVl,ij = reflectance of reference site l (land cover type: vegetation except forest) of 
 MODIS band i at period j 
 VNm,ij = reflectance of reference site m (land cover type: non-vegetation) of MODIS 
 band i at period j 
 a, b, c = area ratio of land covers in reference site (=0, 0.2, 0.4, 0.6, 0.8 or 1) 
 i =1–7 
 j =1–23 
Sij was calculated at 20% intervals of the area ratio of land covers in reference sites. The 
reference data collected using Google Earth were grouped into three land cover types, which 
were forest, vegetation except forest and non-vegetation. Then the simulated reflectance was 
calculated for the combinations of these groups. In this study, each of three groups was 
divided into subgroups beforehand from the perspective of the temporal profile of NDVI data 
(Figure 4.9), and the temporal profile of NDVI data of subgroups was also considered for the 
combination of the reference data. The combination of two reference data that are mutually 
distant, for example the combination of a grassland in Kazakhstan and a forest in Japan, was 
not considered. For Eurasia, more then 2,000,000 training data were created in all. 
4.2.2.  Creation of predictor variables from MODIS band reflectance 
Original MODIS band values of training data were converted into predictor variables for 
estimating the tree cover percentage. Selection of predictor variables (or inputs) is important  
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Figure 4.9. Examples of temporal profile of NDVI data for sub-groups in forest group. Forest was grouped 
into more than 20 sub-groups. 
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to estimate the tree cover percentage using the decision tree method. For predictor variables, 
composites images and multi-temporal annual metrics are used well. Previous studies used 
annual metrics derived from some temporal profiles. Some examples are the maximum value 
of NDVI, average Band 1–7 reflectance at the three or seven highest NDVI periods, the 
minimum Band 1 reflectance, the maximum Band 2 reflectance, average reflectance in the 
four darkest reflectance periods and amplitude for the minimum and maximum reflectance 
(Hansen et al., 2002b; Hansen et al., 2003a; Rokhmatuloh et al., 2010). In PTC2003 of GM 
project, annual variables derived from the 32-day composited data of MODIS Bands 1–7, 
NDVI, NDSI and SI were used as predictor variables (Rokhmatuloh et al., 2010). Hansen et 
al. (2005) compared MODIS inputs to mapping land cover at different scales, and showed 
that the difference of standard errors of the tree cover percentage using annual metrics and 
composited variables was less than 1% at the global and the continent scales, though 
composites outperformed the metrics at the regional scale. 
 
In this study, NDVI, Normalized Difference Soil Index (NDSI), Shadow Index (SI) (Rikimaru 
et al., 2002), and reflectance for Bands 1–7 of individual 16-day periods were used. Multiple 
models using different combinations of predictor variables were created, and the model with 
the best fit to reference sites was selected, or multiple models with better fit to reference sites 
were combined by averaging all target variables. Table 4.3 presents the predictor variables 
used for modeling the tree cover percentage estimation. These predictor variables were 
calculated for MODIS data in the entire study area and simulated training data. The NDVI, 
NDSI, and SI (Rikimaru et al., 2002) were calculated from the following equations. 
 
12
12
bb
bb
NDVI


   (4.2) 
26
26
bb
bb
NDSI


  (4.3) 
  3/1431 )1()1()1( bbbSI   (4.4) 
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In those equations, bi = reflectance of MODIS band i. Annual mean values of MODIS Bands 
1–7 were created by averaging 23 periods of composite data of MODIS Bands 1–7. Mean 
values at the three highest periods of each band reflectance were created by averaging three 
brightest reflectance values from among 23 periods of composite data of MODIS Bands 1–7. 
Minimum values of each band reflectance meant the darkest value of 23 periods of composite 
MODIS data. Mean values at the three greenest periods, based on the temporal profile of 
 
 
 
Table 4.3. Predictor variables derived for modeling to estimate tree cover percentage. 
Types Variables 
Individual values for all the 16-day 
periods 
 
 
Mean values at the three greenest 
periods based on the temporal 
profile of NDVI 
 
Individual values based on the 
temporal profile of NDVI 
 
 
Annual mean values 
Mean values at the three highest 
periods of each band reflectance 
Minimum values of each band 
reflectance 
Nadir BRDF-Adjusted Reflectance (Bands 1–7) 
NDVI 
NDSI 
SI 
Nadir BRDF-Adjusted Reflectance (Bands 1–7) 
NDVI 
NDSI 
SI 
Nadir BRDF-Adjusted Reflectance (Bands 1–7) 
NDVI 
NDSI 
SI 
Nadir BRDF-Adjusted Reflectance (Bands 1–7) 
Nadir BRDF-Adjusted Reflectance (Bands 1–7) 
 
Nadir BRDF-Adjusted Reflectance (Bands 1, 3) 
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NDVI, were created by averaging three periods of data of MODIS Bands 1–7, NDVI, NDSI 
and SI. Three periods were derived based on ranked 23 periods of NDVI values. Individual 
values based on the temporal profile of NDVI meant 23 values of each of MODIS Bands 1–7, 
NDVI, NDSI and SI, which were put in order of ranked NDVI values. 
4.2.3.  Grouping of training data and regression tree modeling 
A set of training data were divided into groups from the perspective of geographical location 
and the temporal profile of NDVI data. For example, training data created from the reference 
data in Europe and East Asia were divided into different groups. Then, small regression tree 
models, in which the number of terminal nodes was less than four, were fitted for each group 
using Cubist
TM
. Nine annual predictor variables at the peak of the growing season and 
average reflectance in the three brightest reflectance periods for Bands 1–7 were mainly used 
for predictor variables. These annual variables can use the data for the snow-free period and 
can reduce the number of input data. The first regression tree model was fitted using all 
training data for each group. The second regression tree model was fitted using training data 
whose original reference data had more than 20% error in the first regression tree model. This 
procedure was continued until the error of all reference data became less than 20% using any 
regression tree model. 
4.2.4.  Classification tree modeling for classifying into groups 
A classification tree model for classifying the data into groups was fitted from all training data. 
Figure 4.10 shows the initial result classified into 20 groups for Eurasia. Each class was 
further divided into sub-groups. This modeling of the classification into groups was 
accomplished using See5
TM
 software. Tree models were fitted using following combination of 
predictor variables. 
A) Mean NDVI, NDSI and SI values and mean reflectance for Bands 1–7 at the three 
greenest periods based on the temporal profile of NDVI. 
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B) Mean NDVI, NDSI and SI values and mean reflectance for Bands 1–7 at the three 
greenest periods + NDVI values at periods 1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 21, 23. 
C) Mean NDVI, NDSI and SI values and mean reflectance for Bands 1–7 at the three 
greenest periods + NDVI, NDSI, SI and reflectance for Bands 2, 4, 5, 7 at periods 1, 
3, 5, 7, 9, 11, 13, 15, 17, 19, 21, 23. 
D) C) + mean values at the three brightest periods of reflectance for Bands 1–7. 
The committee model was used for classification tree modeling, in which multiple models 
with better fit to reference sites were combined. When the estimation result was not good for 
some reference sites, fitting of a regression tree model and modification of grouping training 
data were conducted again. Water and ice areas were classified independently using See5
TM
. 
These two areas were set to 0% tree cover.  
4.2.5.  Collection of evaluation data for modifying the model 
The evaluation data were collected in advance to create an unbiased model, and used for 
modifying the estimation model of tree cover. They were collected across the study area using 
 
 
 
Figure 4.10. The initial classification result into 20 groups for Eurasia. 
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high-resolution images in Google Earth for reference. To collect an unbiased sample of 
evaluation data from throughout the study area, PTC2003 of GM project and GLCNMO in 
2003 were used. Each land cover class (except the water class) of GLCNMO was divided into 
five strata according to the value of PTC2003 of GM project (0–20%, 21–40%, 41–60%, 
61–80%, and 81–100% tree cover), and 6 sites were randomly sampled from each stratum of 
each land cover class. The size of each site was 2.5 × 2.5 minutes. The sampled sites were 
overlaid on Google Earth, and they were used as evaluation data. In this step, for some cases, 
the sampled sites were unsuitable as evaluation sites. In such cases, random sampling was 
repeated for the stratum until 6 sites were sampled. The following situations are examples of 
unsuitable cases. 
 It was difficult to estimate the tree cover percentage because the available images in 
Google Earth over the sampled site were not of high resolution. 
 It was difficult to distinguish a tree from a shrub. 
 Estimating the tree cover percentage at the peak of the growing season was difficult 
because the displayed image in Google Earth had been acquired in winter or during the 
dry season. 
 Land cover change may result in wrong estimate of tree cover percentage.  
Another 50–60 sites for each stratum were also randomly sampled, leaving the land cover 
class out of consideration to obtain more than 100 evaluation sites for each stratum of the 
observed tree cover percentage. This was because most of the sites with greater than 60% tree 
cover were classified as forest in GLCNMO. A flowchart of these steps is presented in Figure 
4.11. Figure 4.12 presents the 3,086 sites (716 sites for Eurasia, 620 sites for Africa, 630 sites 
for North America, 750 sites for South America and 370 sites for Oceania) collected for the 
evaluation data in this study. 
4.2.6.  Application of the model to the whole study area and modification of 
the model 
The created tree model was applied to all pixels in the study area. The estimation result was 
compared with evaluation data by visual interpretation of tree cover. This comparison was  
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Figure 4.11. Flowchart showing production of evaluation data. Evaluation data were collected to modify 
tree cover estimation model. 
 
Figure 4.12. Distribution map of evaluation sites. Evaluation data were collected by stratified random 
sampling, and used to modify tree cover estimation model. In total, 716, 620, 630, 750 and 370 sites were 
collected for Eurasia, Africa, North America, South America and Oceania, respectively. 
   Merge into 95 classes 
Extract 19 land cover classes 
(except water) 
Yes 
Is the image suitable 
for evaluation data? No 
 
 
PTC2003 of GM project 
 
 
 
GLCNMO 2003 
Stratify to 5 strata (an interval of 
20%) 
Random sampling  
 
High-resolution images 
in Google Earth Random sampling 
     Overlay      Overlay 
Is the image suitable 
for evaluation data? 
Yes 
 
 
Evaluation data 
No 
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conducted, taking account of the range of geo-location and image interpretation errors. The 
model was further modified to agree with the evaluation data until the difference between the 
estimated and observed tree cover percentage became around less than 20%. More reference 
data were collected for training when it was necessary for modification to adjust to the 
evaluation data. The collected new training data were added to one of the groups, and the 
initial groups were subdivided into several sub-groups. In this step, reference data of tree 
cover percentages of 20–85% were also collected when no suitable pixels were available. The 
predictor variables were also changed for some groups. 
 
The final tree cover percentage estimation maps created for five continents were mosaicked 
and resampled into one global map with a pixel size of 15 seconds. 
 
4.3. Validation of the results 
The accuracy of the new global tree cover percentage map produced in this study was 
assessed using high-resolution images in Google Earth as reference, because it is difficult to 
obtain ground-truth data with the estimation error of less than 10% by random sampling 
method on a global scale. This assessment was made at the pixel-level and for 3 × 3 windows 
of pixels within the new map to minimize misregistration errors. The new map was assessed 
only for Eurasia. Hereafter, this thesis refers to the data created for validating the final 
estimation of tree cover percentage as 'validation data'.  
 
Validation data were collected across Eurasia using two kinds of random sampling approaches. 
Sea areas were excluded. In the first approach, 477 pixels were randomly sampled. In the 
second approach, more pixels were sampled using stratified random sampling of the pixel on 
our new map. This sampling approach was conducted because it was difficult to collect 
enough validation data of greater than 20% tree cover by the first approach. In the second 
approach, all pixels in our resultant map were divided into five strata by the estimated tree 
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cover percentage (0–20%, 21–40%, 41–60%, 61–80% and 81–100%), and ten pixels for each 
stratum were randomly sampled. Random sampling was repeated until ten pixels enough for 
using as validation data were collected for each stratum because it was sometimes difficult to 
interpret the images displayed in Google Earth. In total, 123 pixels were sampled in the 
second approach. In the both approach, 3 × 3 pixel blocks within our resultant map centered 
on each sampled pixel were also sampled because a pixel-level validation is not accurate 
when the geo-location error of less than half pixel of the new map caused the error of tree 
cover percentage. The sampled points were overlaid on Google Earth, and their tree cover 
percentage was estimated using the same method as described in the Section 4.1. In total, 307 
points were collected for validation data from 477 and 123 points sampled by the first and 
second sampling approaches, respectively.  
 
RMSE was calculated in this assessment using collected validation data. RMSE was 
calculated as: 
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where yi is the observed value of the tree cover percentage at point i, ŷi denotes the estimated 
value and n signifies the number of observations. A weighted RMSE was also calculated, in 
which tree cover strata of 0–20%, 21–40%, 41–60%, 61–80%, and 81–100% were weighted 
equally, because tree cover percentage of most of the collected validation data was less than 
10%. The weighted RMSE was calculated as: 
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where yj,i is the observed value of the tree cover percentage at point i for a tree cover stratum j, 
ŷj,i denotes the estimated value, Nj signifies the number of observations for a tree cover 
stratum j and M signifies the number of tree cover strata. M was 5 in this study, because the 
tree cover percentage was divided into five strata. 
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For reference, the results of PTC2003 of GM project and MOD44B 2008 were also assessed 
using the new validation data, which were collected from the sites including the center of the 
pixels used for the validation of our new map. The confirmation of possible land cover change 
during the year 2003 and the year 2008 was also made by using Landsat images. This 
assessment was made only at the pixel-level. 
4.4. Comparison to other global datasets 
Our new map was compared with two global tree cover percentage datasets, MOD44B 2008 
and PTC2003 of GM project, although the years and the resolution of the maps are slightly 
different. First, the statistical comparison was conducted among maps. Second, pixel-based 
comparison was conducted. Third, our new map and MOD44B 2008 were compared with 
statistical data reported by FRA 2010 at the country level. Finally, our new map and MOD44B 
2008 were compared with two categorical land cover datasets, GlobCover and MODIS V51, 
and assessed the consistency between tree cover percentage maps and land cover maps at 
randomly sampled sites. For this assessment, the range of tree cover percentage was 
calculated for land cover maps, and an agreement score was computed.  
4.4.1.  Statistical comparison 
The area ratio of three maps, according to the estimated tree cover percentage, was examined 
for this comparison. This comparison was conducted continent by continent. Before the 
assessment was conducted, each tree cover percentage map was reprojected to an equal area 
projection to compare the area ratio. 
4.4.2.  Pixel-based comparison 
In this comparison, a pixel-based agreement among three maps was assessed. First, the 
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frequency of the difference of the estimated tree cover percentage was calculated in pixel base. 
Then, new maps showing the difference of three maps were produced. In Eurasia, the sites 
where the difference between two maps was large were assessed using high-resolution images 
in Google Earth. Because the resolution and the position of pixels differed for three maps, 
each pixel of MOD44B 2008 and our new map was resampled into the same position and size 
of PTC2003 of GM project in this comparison. 
4.4.3.  Comparison to FRA2010 
12 countries in Eurasia (Afghanistan, Belarus, Finland, France, Greece, India, Indonesia, 
Japan, Kyrgyz, Laos, Oman and Russia) were selected, and the comparison was made for 
those countries. Our new map and MOD44B 2008 were reprojected to an equal area 
projection and the proportion of pixels was calculated for three tree cover strata by the 
estimated tree cover percentage (0–4%, 5–10% and 11–100%) at each country. Area coverage 
percent of forest, other wooded land and other land areas in FRA2010 were calculated and 
assigned to three tree cover strata on our new map and MOD44B (11–100%, 5–10% and 
0–4%, respectively). Inland water was included in a 0–4% tree cover in this calculation.  
4.4.4.  Comparison to categorical global land cover maps 
The consistency between tree cover maps, our new map and MOD44B 2008, and categorical 
land cover maps, GlobCover and MODIS V51, was assessed at randomly sampled sites in 
Eurasia. The assessment was made for individual pixels and for blocks of multiple pixels, 
because a pixel-level comparison is not accurate when their geo-location is not correct. First, 
two hundreds sites on our map and MOD44B 2008 were sampled throughout Eurasia using a 
stratified random sampling approach. Water areas were excluded from the sampling 
beforehand. In this process, all pixels in percent tree cover maps were divided into ten strata 
by the estimated tree cover percentage (0–10%, 11–20%, 21–30%, 31–40%, 41–50%, 
51–60%, 61–70%, 71–80%, 81–90% and 91–100%) in both maps. Ten pixels for each stratum 
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were randomly sampled from the two maps. Our new map was further overlaid on MOD44B 
2008, and the pixels inside which the center of each sampled pixel on MOD44B 2008 lay 
were also sampled on our new map, and the pixels inside which the center of each sampled 
pixel on our new map lay were also sampled on MOD44B 2008. Totally, two hundreds pixels 
on our new map and two hundreds pixels on MOD44B 2008 were sampled and used for 
pixel-level comparison. In addition, 5 × 5 windows of pixels centered on each sampled pixel 
on our new map were sampled, and 11 × 11 windows of pixels on MOD44B 2008 
corresponding to almost the same window size as that of our new map were sampled. These 
windows of pixels were used for pixel-block comparison. 
 
There were areas where the difference of tree cover percentage between our new map and two 
other global tree cover percentage datasets was large. Therefore, the areas were also examined 
using categorical land cover maps, where the difference of tree cover percentage between two 
maps was greater than 30%. This comparison was made for pixel blocks to minimize 
misregistration errors instead of pixel-level comparison. First, the pixels of our new map and 
MOD44B 2008 were resampled into the same position and size of a 3 × 3 window of pixels 
on PTC2003 of GM project by averaging pixel values inside each window. The 3 × 3 window 
of pixels on PTC2003 of GM project corresponded to 90 second resolution. Second, our 
resampled map was overlaid on resampled MOD44B 2008, and the difference between two 
maps was calculated. Finally, 100 pixels were randomly sampled from pixels where the 
calculated difference of tree cover percentage between two maps was greater than 50%, and 
another 100 pixels were also sampled from pixels where the calculated difference between 
two maps was between 30% and 50%. They were assessed using land cover maps. Water 
areas were excluded from the assessment. 
 
For the comparison with categorical land cover datasets, each land cover map legend needs to 
be converted to a tree cover percentage because the categorical land cover datasets indicate 
discrete classes. The maximum and minimum tree cover percentages for the LCCS and the 
IGBP classes were determined from their definitions (Table 4.4). When the tree cover 
percentage of sampled pixels on our new map or MOD44B 2008 was within the range of tree 
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cover percentage calculated from the maximum and minimum values for land cover maps, it 
was interpreted that it agreed with the land cover map. Because the projection, resolution and 
geo-location were different among maps, a pair of pixels was compared whose center is the 
closest for a pixel-level assessment. For the assessment of any window size of sampled pixels, 
the range of tree cover percentage of land cover maps was calculated using all pixels whose 
center was inside the corresponding window, and an agreement score was computed as the 
average of pixels (Figure 4.13). For example, when there were 60% of pixels of evergreen 
forest and 40% of pixels of grasslands in a window for MODIS V51, the range of tree cover 
percentage became 36–64%. In this case, if the tree cover percentage of our new map or 
MOD44B 2008 was within the range, it was interpreted that it agreed with the land cover 
map. 
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Table 4.4. The maximum and minimum tree cover percentage assigned to each land cover class for the 
comparison to tree cover percentage maps. It was determined from its definition. 
Land cover 
classification 
system 
Code Legend Assigned tree cover 
percentage (%) 
  Minimum Maximum 
UN LCCS 
(GlobCover) 
11 
14 
20 
 
30 
 
40 
 
50 
60 
 
70 
90 
 
100 
 
110 
120 
130 
 
140 
 
150 
160 
 
170 
 
180 
 
 
190 
200 
210 
220 
 
Post-flooding or irrigated croplands (or aquatic) 
Rainfed croplands 
Mosaic cropland (50-70%) / vegetation (grassland, 
shrubland, forest) (20-50%) 
Mosaic vegetation (grassland, shrubland, forest) (50-70%) / 
cropland (20-50%) 
Closed to open (>15%) broadleaved evergreen or 
semi-deciduous forest (>5m) 
Closed (>40%) broadleaved deciduous forest (>5m) 
Open (15-40%) broadleaved deciduous forest / woodland 
(>5m) 
Closed (>40%) needleleaved evergreen forest (>5m) 
Open (15-40%) needleleaved deciduous or evergreen forest 
(>5m) 
Closed to open (>15%) mixed broadleaved and needleleaved 
forest (>5m) 
Mosaic forest or shrubland (50-70%) / grassland (20-50%) 
Mosaic grassland (50-70%) / forest or shrubland (20-50%) 
Closed to open (>15%) (broadleaved or needleleaved, 
evergreen or deciduous) shrubland (<5m) 
Closed to open (>15%) herbaceous vegetation (grassland, 
savannas or lichens/mosses) 
Sparse (<15%) vegetation 
Closed to open (>15%) broadleaved forest regularly flooded 
(semi-permanently or temporarily) - Fresh or brackish water 
Closed (>40%) broadleaved forest or shrubland permanently 
flooded - Saline or brackish water 
Closed to open (>15%) grassland or woody vegetation on 
regularly flooded or waterlogged soil - Fresh, brackish or 
saline water 
Artificial surfaces and associated areas (Urban areas >50%) 
Bare areas 
Water bodies 
Permanent snow and ice 
No data (burnt areas, clouds,…) 
0 
0 
0 
 
0 
 
15 
 
40 
15 
 
40 
15 
 
15 
 
0 
0 
0 
 
0 
 
0 
15 
 
0 
 
0 
 
 
0 
0 
0 
0 
0 
20 
20 
50 
 
70 
 
100 
 
100 
40 
 
100 
40 
 
100 
 
70 
50 
15 
 
15 
 
15 
100 
 
100 
 
15 
 
 
3 
3 
3 
3 
0 
IGBP 
(MODIS V51) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
Evergreen needleleaf forest 
Evergreen broadleaf forest 
Deciduous needleleaf forest 
Deciduous broadleaf forest 
Mixed forest 
Closed shrublands 
Open shrublands 
Woody savannas 
Savannas 
Grasslands 
Permanent wetlands 
Croplands 
Urban and built-up land 
Cropland / natural vegetation mosaics 
Permanent snow and ice 
Barren or sparsely vegetated 
Water 
60 
60 
60 
60 
60 
0 
0 
30 
10 
0 
0 
0 
0 
0 
0 
0 
0 
100 
100 
100 
100 
100 
10 
10 
60 
30 
10 
100 
0 
0 
60 
0 
10 
0 
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Figure 4.13. Examples of calculating an agreement score between a tree cover map and a land cover map. 
(a) MODIS V51 and a tree cover map. (b) GlobCover and a tree cover map. A 5 × 5 window size of 
sampled pixels of a tree cover percentage map is compared to a land cover map in these examples. The tree 
cover percentage of land cover maps was calculated using all pixels whose center was inside each window. 
100 98 39 42 95 
82 98 33 47
7 
90 
73 70 7 0 22
2 64 64 11
1 
32 13 
81 91 50 42 4 
(a) 
Tree cover percentage  
Reference map (MODIS V51) Tree cover map  
5 × 5 window of sampled pixels 
Pixel of a tree cover map 
Pixel of the land cover map (MODIS V51) 
Pixels inside 5 × 5 window  
A’ : Evergreen broadleaf forests 
B’ : Grasslands 
0-100 : Tree cover percentage 
A’ A’ A’ 
A’ 
A’ 
A’ 
A’ 
A’ A’ 
A’ 
A’ 
A’ 
A’ 
B’ B’ 
B’ B’ 
B’ 
B’ 
B’ 
53 %  39-69 %  “Agreed” 24-60 %  
Pixel of a tree cover map 
Pixel of the land cover map (GlobCover) 
5 ×5 window of sampled pixels Pixels inside 5 × 5 window  
64 %  
A : Closed broadleaved deciduous forest  
B : Open broadleaved deciduous forest/woodland  
0-100 : Tree cover percentage 
C : Rainfed croplands  
“Disagreed” 
Tree cover map  Reference map (GlobCover) 
A 
A 
A A A 
A A A 
A A A 
A A A A 
A A A 
A A B 
B B B B B B B 
B B B B 
B B A A 
A C C 
C C 
C C C 
C C C 
B B 
(b) 
 99 91 90 65 45 
82 97 83 55 61 
78 88 15 42 31 
75 81 28 33 11 
96 85 77 72 41
2 
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Chapter 5.  Results and Discussion of Estimation 
5.1. New global tree cover percentage map 
The map showing the tree cover percentage in 2008 is shown in Figure 5.1. The detailed maps 
for five continents are also shown in Figure 5.2-5.6. 
5.2. Validation 
Randomly sampled points used for the validation are shown in Figure 5.7. The number of 
points used for validation was smaller for the observed tree cover strata of 21–40%, 41–60%, 
61–80% and 81–100% than for the observed tree cover strata of a 0–20%. The result of the 
accuracy assessment is portrayed in Figure 5.8. Error bars represent the range of the 
maximum and the minimum tree cover percentage observed. For some pixels, tree cover was 
overestimated. These pixels were in agricultural land or in grassland. One pixel showed a 
difference of more than 50% between our result and observed data. This pixel was in 
grassland and it was surrounded by pixels in forest (Figure 5.9). Table 5.1 reveals that the 
RMSE and the WRMSEs of the observed and estimated tree cover strata for all validation 
data were 11.2% (mean absolute error = 6.3%), 14.2% and 17.0%, respectively. The 
validation for each 3 × 3 window of pixels centered on each randomly sampled pixel showed 
the RMSE and the WRMSEs of the observed and estimated tree cover percentage was 8.6% 
(mean absolute error = 5.1%), 12.3% and 12.5%, respectively. For this window size, the 
overestimation which showed a difference of more than 50% between our result and observed 
data was alleviated. 
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Figure 5.3. Tree cover percentage estimation in 2008 (detailed map for Africa). 
0 100 Tree cover (%) 
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Figure 5.7. Distribution map of validation points collected by random sampling and stratified random 
sampling of the results. They are collected only from Eurasia.  
 
 
Figure 5.8. Scatterplot of the observed versus estimated tree cover percentage for validation data. (a) The 
single-pixel level validation. (b) Validation using a 3 × 3 pixel window. The horizontal error bars show the 
range of minimum and maximum visually interpreted tree cover percentage of images in Google Earth. The 
diagonal shows a linear 1:1 relation; dotted lines show the range of 20% error. 
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Figure 5.9. A pixel which showed a difference of more than 50% between our result and observed data. (a) 
The estimation of tree cover percentage in our new map. (b) The high-resolution image acquired from 
Google Earth. (c) Scatterplot with the pixel (in red circle) which showed a difference of more than 50%. 
The white lines show the border of the pixel and 3 × 3 MODIS pixels. The images shown in (a) and (b) are 
at the same points in the Northern Sweden.  
 
 
 
 
The result of the accuracy assessment for two other datasets using newly collected validation 
data at a pixel-level is presented in Figure 5.10 and Table 5.2. RMSE was calculated for five 
strata by the observed and estimated tree cover percentage (0–20%, 21–40%, 41–60%, 
61–80% and 81–100%) of each map. The RMSEs of PTC2003 of GM project and MOD44B 
2008 were, respectively, 18.6% and 14.0%. The WRMSEs for the observed tree cover strata 
of PTC2003 of GM project and MOD44B 2008 were, respectively, 27.5% and 20.4%. The 
estimation result in this study and in MOD44B 2008 was much better than that of PTC2003 of 
GM project. The RMSE and the WRMSEs of the observed and estimated tree cover strata for 
our new map were, respectively, about 2.8%, 6.2% and 2.7% better than that of MOD44B. 
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Table 5.1. RMSE and WRMSE of estimated tree cover percentage for observed and estimated tree cover 
strata. Validation data sampled using two kinds of random sampling approaches were used for this 
assessment. 
Tree cover strata Single-pixel level  3 × 3 pixel window 
 RMSE Number of sites  RMSE Number of sites 
observed 
0–20 
21–40 
41–60 
61–80 
81–100 
0–100 (RMSE) 
0–100 (WRMSE) 
estimated 
0–20 
21–40 
41–60 
61–80 
81–100 
0–100 (WRMSE) 
 
9.5% 
15.7% 
14.2% 
14.5% 
16.2% 
11.2% 
14.2% 
 
6.9% 
18.2% 
22.1% 
14.8% 
20.3% 
17.0% 
 
231 
21 
15 
17 
23 
307 
307 
 
211 
31 
25 
24 
16 
307 
 
 
6.1% 
11.8% 
14.6% 
13.1% 
13.9% 
8.6% 
12.3% 
 
5.1% 
13.9% 
15.9% 
15.2% 
11.8% 
12.5% 
 
223 
29 
13 
24 
18 
307 
307 
 
214 
31 
24 
22 
16 
307 
 
Figure 5.10. Scatterplot of observed versus estimated tree cover percentage of two percent tree cover 
datasets. (a) PTC2003 of GM project. (b)Vegetation Continuous Fields MOD44B 2008. This assessment is 
conducted using the new validation data, which were collected from the pixels including the center of each 
pixel used for the validation of our new map. The tree cover percentage is divided by 0.8 in MOD44B. The 
diagonal shows a linear 1:1 relation; dotted lines show the range of 20% error. 
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Table 5.2. RMSE and WRMSE of tree cover percentage in MOD44B 2008 and PTC2003 of GM project. 
RMSE was calculated for five strata by the observed and estimated tree cover percentage (0–20%, 21–40%, 
41–60%, 61–80% and 81–100%). The tree cover percentage is divided by 0.8 in MOD44B 2008. 
Tree cover strata PTC2003 of GM projest  MOD44B 2008 
 RMSE Number of sites  RMSE Number of sites 
observed 
0–20 
21–40 
41–60 
61–80 
81–100 
0–100 (RMSE) 
0–100 (WRMSE) 
estimated 
0–20 
21–40 
41–60 
61–80 
81–100 
0–100 (WRMSE) 
 
13.2% 
29.8% 
33.2% 
27.0% 
29.8% 
18.6% 
27.5% 
 
13.1% 
25.7% 
24.1% 
28.4% 
38.7% 
26.9% 
 
231 
20 
14 
23 
18 
306 
306 
 
236 
9 
18 
24 
19 
306 
 
 
9.7% 
20.3% 
15.2% 
29.3% 
21.9% 
14.0% 
20.4% 
 
8.8% 
30.9% 
20.5% 
28.2% 
12.0% 
19.7% 
 
216 
16 
19 
17 
23 
291 
291 
 
200 
35 
22 
20 
14 
291 
 
5.3. Discussion 
5.3.1.  New global tree cover percentage map 
In this study, reference data were collected and interpreted from Google Earth to create 
training data. Actual land cover is extremely complicated. Therefore, various land cover types 
of training data are necessary to produce more precise estimates. For instance, cropland, urban 
areas, and trees and soil of many kinds are portrayed in one pixel (500 m × 500 m). However, 
it is difficult to collect many training data. To accommodate this difficulty, training data were 
created in a simulation by combining reference data. The tree cover estimation model was 
created to fit the evaluation data.  
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The method in this study presents several advantages. First, when the Google Earth archive of 
high-resolution images is used, reference data consisting of various land cover types can be 
collected. Then the decision tree model can be fitted with numerous training data. More than 
2,000,000 training data, created from 7,439 sites of reference data, were used in this study. On 
the other hand, only about 270,000 training data from over 250 Landsat scenes were used for 
initial MOD44B (Hansen et al., 2003a). Training data from only 62 scenes of QuickBird data 
were used for PTC2003 of GM project (Rokhmatuloh et al., 2010). The size of one scene of 
QuickBird image was about 5 km × 5 km. Consequently, MOD44B tends to over-estimate 
areas of low percent tree cover in the taiga-tundra transition zone, and tree cover percentage 
varied greatly depending on factors, such as eco-region and latitude (Montesano et al., 2009). 
Second, this method can partially solve the problem of stability, which is common among 
decision tree algorithms. Generally, small variations in the training dataset can result in 
different trees and different predictions for the same validation example. However, deleting 
some training data or adding new data affects only a small number of pixels of estimation in 
this method because regression tree models were applied for classified small groups.  
 
However, the use of images in Google Earth presented some problems in this research. First, 
it was somewhat difficult to interpret the images as they are displayed only in true color. It 
was particularly difficult to distinguish between trees and shrubs. Second, many places had no 
high-resolution images. Third, the images in Google Earth were not always acquired at the 
peak of the growing season. The tree cover percentage in the growing season could not be 
estimated in this case. Moreover, the year of image acquisition was not always 2008. This 
means that training and evaluation data were collected randomly from the areas where 
high-resolution images were available and visual interpretation was not so difficult. This 
might cause bias to the result.  
5.3.2.  Validation 
It is better to assess the accuracy using accurate ground-truth data by random sampling 
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method, especially for shrubs and deciduous forest. However, obtaining ground-truth data 
with the estimation error of less than 10% is difficult. Field survey is necessary for collecting 
accurate ground-truth data, but it is difficult for random sampling method. For global maps, 
the validation has been mainly based on the reference data interpreted from Landsat images 
and other existing data sources by regional experts, or the classification of unseen training 
sites. The other validation studies have concentrated on selected study areas. In this study, 
high-resolution images in Google Earth were used as reference data for the accuracy 
assessment. The use of Google Earth is effective for collecting the reference data, especially 
for validation by random sampling methods, despite the drawbacks of using Google Earth in 
image availability, quality and date. The problem of the validation method was that validation 
sites might be biased as high-resolution images of Google Earth were limited to specific areas 
and specific land cover types. Actually, 293 pixels were excluded from the 600 randomly 
sampled pixels in the accuracy assessment of our new map. There is a report that 
image-interpretations of percent tree cover from QuickBird color images had RMSE of 14.8% 
by different interpreters (Montesano et al., 2009). Our result should be regarded as better than 
those of other studies only in the areas where validation data were collected. Moreover, our 
validation approach might produce different values than physically measured ground 
observations. 
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Chapter 6.  Results and Discussion of Comparison 
6.1. Statistical comparison 
Figure 6.1 presents the area ratio of the estimated tree cover percentage at five continents.  
 
Figure 6.1. Area ratio according to the tree cover percentage in five continents. (a) Eurasia. (b) Africa. (c) 
North America. (d) South America. (e) Oceania. The y-axis is represented in logarithmic scale. Water 
bodies are excluded in advance. 
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Some differences were apparent among three maps. In North and South America and Eurasia, 
MOD44B 2008 had smaller number of pixels with a 0% tree cover and much more pixels 
with a 1–10% tree cover than other maps. For PTC2003 of GM project, the numbers of pixels 
of some specific values of tree cover percentage were extremely large or small. For example, 
the number of pixels was too large at 63% tree cover in Africa and too small for 31–48% tree 
cover in South America. MOD44B 2008 and our new map displayed a similar tendency for 
the area ratio to decrease or increase as tree cover percentage increase, whereas PTC2003 of 
GM project had fewer pixels for tree cover at an intermediate percentage (for 40–70%). With 
respect to the difference among continents, our new map and MOD44B 2008 displayed a 
tendency for the area ratio to be smaller at a 30–70% tree cover in South America and 
Oceania. 
6.2. Pixel-based comparison 
Figure 6.2 portrays the results of pixel-based comparison among three maps. Our new map 
was more coincident with MOD44B 2008 than with PTC2003 of GM project. In fact, more 
than 90% of pixels showed a difference of less than 20% between our new map and MOD44B 
2008. Moreover, less than 1% of pixels showed a difference of more than 40% between our 
new map and MOD44B 2008, whereas only about 80% of pixels had a difference of less than 
20% and about 5% of pixels had a difference of more than 40% between PTC2003 of GM 
project and our new map or MOD44B 2008. With respect to tree cover strata, the pixels of 
greater than 20% tree cover showed much more difference between maps than the pixels of 
less than 20% tree cover.  
 
Figure 6.3 and 6.4 illustrate the difference of tree cover estimation between our new map and 
two other maps. 25 pixels in each difference map were randomly sampled in Eurasia from 
pixels where the difference between two maps was greater than 50%, and accuracy was 
assessed (Figure 6.5). When compared with PTC2003 of GM project, the difference of tree 
cover estimation was large at Northern Eurasia, Southeast Asia, India and Southern China. At  
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Figure 6.2. Frequency of the difference of estimated tree cover percentage among three tree cover 
percentage maps. (a) and (b) Our new map − MOD44B 2008. (c) and (d) Our new map − PTC2003 of GM 
project. (e) and (f) MOD44B 2008 − PTC2003 of GM project. (a), (c) and (e) represent the frequency of the 
difference for all pixels in five continents and global area. (b), (d) and (f) represent the frequency of the 
difference for five tree cover strata (0–20%, 21–40%, 41–60%, 61–80% and 81–100%) in global area. 
Water bodies are excluded. 
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Figure 6.5. Assessment of the sites where the difference between two percent tree cover maps is greater 
than 50%. (a) Difference map between our new map and MOD44B 2008. (b) Difference map between our 
new map and PTC2003 of GM project. Assessment sites are collected only from Eurasia. The tree cover 
percentage is divided by 0.8 in MOD44B. 
 
0 100 Difference (%) 
(a) 
(b) 
: Our new map agreed with the reference image 
: Judgment was difficult 
: MOD44B 2008 agreed with the reference image 
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the sampled pixels, our new map was better in 19 pixels, and the judgment was difficult or 
both were not good in 6 pixels. PTC2003 of GM project overestimated tree cover in 
herbaceous areas or water bodies and underestimated it in some forests. When compared with 
MOD44B 2008, the difference of tree cover estimation was large at Northern Eurasia, Ireland, 
UK, Eastern India and Indonesia. At the sampled pixels, our new map was better in 12 pixels 
and worse in 7 pixels. The judgment was difficult in 6 pixels. MOD44B 2008 overestimated 
tree cover in grasslands and underestimated deciduous forest and tropical rainforest. Our new 
map overestimated tree cover in herbaceous areas, and underestimated it at deciduous forest. 
6.3. Comparison to FRA2010 
Area coverage percent of three tree cover strata (0–4%, 5–10% and 11–100%) in 12 countries 
is shown in Figure 6.6. At the country level, our new map and MOD44B 2008 were somewhat 
different from the data reported by FRA2010. The proportion of the pixels with the tree cover 
between 11% and 100% (or forest cover in FRA2010) was significantly higher in our new 
map and MOD44B 2008 than in FRA 2010; more than 1.5 times higher at most of the 
countries. The exception was Afghanistan, where it was higher in FRA2010 (2.1%) than in 
our new map (1.2%) and MOD44B 2008 (1.3%). In Afghanistan, more than 95% of pixels 
were less than 5% tree cover in our new map and MOD44B 2008, whereas only about 50% of 
pixels were less than 5% tree cover (other land areas) in FRA2010. There was also the 
difference between our new map and MOD44B 2008. The proportion of pixels with tree cover 
between 0% and 4% was higher in our new map than in MOD44B 2008, especially for 
Belarus, France and Japan.  
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Figure 6.6. Area coverage percent of three tree cover strata (0–4%, 5–10% and 11–100%) at 12 countries in 
Eurasia. The tree cover percentage is divided by 0.8 in MOD44B. Forest, other wooded land and other land 
areas in FRA2010 are assigned to tree cover strata of 0–4%, 5–10% and 11–100%, respectively.  
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6.4. Comparison to categorical global land cover maps 
6.4.1.  Assessment at randomly sampled sites 
Figure 6.7 shows randomly sampled sites used for the comparison, together with agreement 
score between our new map and two land cover maps. The agreement score of each estimated 
tree cover strata (0–10%, 11–20%, 21–40%, 41–60%, 61–80%, 81–90% and 91–100%) 
between percent tree cover maps and land cover maps are also shown in Figure 6.8. The result 
of the assessment in Eurasia was as follows: 
 There was not so much difference in agreement score between our new map and 
MOD44B 2008 for blocks of multi pixels. For blocks of multi pixels, our new map 
disagreed with land cover maps by more than 20% at 39 sites (with GlobCover) and 7 
sites (with MODIS V51), and MOD44B 2008 disagreed with land cover maps by more 
than 20% at 33 sites (with GlobCover) and 9 sites (with MODIS V51).  
 Both percent tree cover maps were more coincident with MODIS V51 than GlobCover 
at the sites with higher tree cover percentage (61–100% tree cover). For the 
comparison of blocks of multi pixels, 42.9% and 95.2% of sites with higher tree cover 
percentage in our new map agreed with GlobCover and MODIS V51, respectively.  
 At the sites with lower tree cover percentage (0–40% tree cover), they were more 
coincident with GlobCover. At the sites with lower tree cover percentage, 89.5% and 
48.8% of sites in our new map agreed with GlobCover and MODIS V51, respectively.  
 The areas with lower agreement between GlobCover and percent tree cover maps were 
mainly shown in croplands, shrub lands, open forests and the mosaic areas of forest 
and other vegetation mapped in GlobCover. The areas were estimated as 60–100% tree 
cover in percent tree cover maps, and MODIS V51 mainly mapped the areas as mixed 
forests.  
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Figure 6.7. Distribution map of the assessment sites and agreement score of tree cover between our new 
map and land cover maps. (a) Our new map and GlobCover. (b) Our new map and MODIS V51. The sites 
are collected by stratified random sampling method. Each class of land cover maps is converted to a tree 
cover percentage in calculation. Background image is the estimated tree cover percentage in this study. 
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0 100 Tree cover (%) 
: The difference of tree cover percentage is between 0–20% 
 
: The difference of tree cover percentage is between 21–50% 
 
: The difference of tree cover percentage is more than 50% 
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Figure 6.8. The number of agreed and disagreed sites between percent tree cover maps and land cover maps 
for each estimated tree cover strata (0–10%, 11–20%, 21–40%, 41–60%, 61–80%, 81–90% and 91–100%). 
Agreement score of the difference between our new map and GlobCover (a), between our new map and 
MODIS V51 (b), between MOD44B 2008 and GlobCover (c), and between MOD44B 2008 and MODIS 
V51 (d) are shown. This assessment was made at 200 sites sampled by stratified random sampling method. 
Each class of land cover maps is converted to a tree cover percentage. The tree cover percentage is divided 
by 0.8 in MOD44B. 
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 The areas with lower agreement between MODIS V51 and percent tree cover maps 
were mainly shown in woody savannas (30–60% tree cover), or croplands (0% tree 
cover) and open shrub lands (0–10% tree cover) mapped in MODIS V51. The areas 
were estimated as 0–30% tree cover, or 10–40% tree cover in percent tree cover maps. 
Those areas were mainly mapped as mosaic areas of cropland and other vegetation, or 
open forests in GlobCover. 
 Our new map did not agree with both land cover maps and the difference was more 
than 10% at 1 site, where our new map estimated the tree cover percentage as 85%, 
whereas GlobCover and MODIS V51 classified the site as open forest and woody 
savanna, respectively.  
 MOD44B 2008 did not agree with both land cover maps and the difference was more 
than 10% at 2 sites, where the tree cover percentage was estimated as more than 30%, 
whereas GlobCover and MODIS V51 classified the sites as herbaceous vegetation and 
grasslands, respectively.  
With respect to the relationship between map agreement and the size of sampling units, the 
number of sites where the difference with land cover datasets was more than 20% decreased 
for blocks of multi pixels, compared to pixel-scale comparison, although there were the sites 
where the agreement score with land cover maps was lower for blocks of multiple pixels. 
These sites were in forests with some pixels of open forest (15–40% tree cover), shrub land or 
other vegetation, and the percent tree cover maps estimated these sites as more than 90% tree 
cover. 
6.4.2.  Assessment at sites where the difference between tree cover maps was 
large 
The result of the assessment using land cover maps at sites where the difference between our 
new map and MOD44B 2008 was large is presented in Table 6.1 and Figure 6.9. The result of 
the assessment for 100 randomly sampled sites where the difference of tree cover percentage 
between our new map and MOD44B 2008 was greater than 50% was as follows: 
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Figure 6.9. Assessment of percent tree cover maps at sites where the difference between our new map and 
MOD44B is large. (a) Comparison with GlobCover. (b) Comparison with MODIS V51. Each class of land 
cover maps is converted to a tree cover percentage in calculation. Background image is the difference map 
between our new map and MOD44B 2008. The tree cover percentage is divided by 0.8 in MOD44B.
(a) 
(b) 
0 100 Difference (%) 30 
：Our map agreed with land cover map (MOD44B overestimated tree cover %) 
：Our map agreed with land cover map (MOD44B underestimated tree cover %) 
 
：MOD44B agreed with land cover map (Our map overestimated tree cover %) 
 
：MOD44B agreed with land cover map (Our map underestimated tree cover %) 
 
：Both our map and MOD44B agreed with land cover map 
：Both maps overestimated tree cover % 
：Both maps underestimated tree cover % 
 
：Trees were underestimated by our map and overestimated by MOD44B,  
or trees were overestimated by our map and underestimated by MOD44B 
Difference:   30-50%,   >50% 
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 At 57 sites, both our new map and MOD44B 2008 disagreed with MODIS V51. Those 
sites were classified as woody savanna by MODIS V51, and our map overestimated 
and MOD44B 2008 underestimated tree cover. GlobCover mainly classified the sites 
as mosaic of open broadleaved deciduous forest and grassland.  
 At 41 sites, our new map agreed and MOD44B 2008 disagreed with MODIS V51. 
Those sites were mainly classified as evergreen broadleaf forest by MODIS V51, and 
MOD44B 2008 underestimated tree cover. GlobCover mainly classified the sites as 
broadleaved evergreen or semi-deciduous forest.  
 At 22 sites, our new map and MOD44B 2008 disagreed with GlobCover. Those sites 
were mainly classified as open broadleaved deciduous forest by GlobCover, and our 
map overestimated and MOD44B 2008 underestimated tree cover. MODIS V51 
mainly classified the sites as woody savanna.  
 At 42 sites, MOD44B 2008 agreed and our new map disagreed with GlobCover. Those 
sites were mainly classified as mosaic of open broadleaved deciduous forest and 
grassland by GlobCover, and our new map overestimated tree cover. MODIS V51 
mainly classified the sites as woody savanna. 
 Conversely, at 21 sites, our new map agreed and MOD44B 2008 disagreed with 
GlobCover. Those sites were mainly classified as broadleaved evergreen or 
semi-deciduous forest by GlobCover, and MOD44B 2008 underestimated tree cover. 
MODIS V51 mainly classified the sites as evergreen broadleaf forest. 
 At 8 sites, our new map agreed and MOD44B disagreed with MODIS V51, and vice 
versa with GlobCover. The sites were mapped as mosaic by GlobCover, and mapped 
as forest or woody savanna by MODIS V51.  
For 100 randomly sampled sites where the difference of tree cover percentage between our 
new map and MOD44B was between 30% and 50%, our new map agreed and MOD44B 2008 
disagreed with GlobCover and MODIS V51 at 17 and 56 sites, respectively. On the other 
hand, MOD44B 2008 agreed and our map disagreed with land cover maps at 36 sites (with 
GlobCover) and 17 sites (with MODIS V51). An interesting characteristic was that our new 
map and MOD44B 2008 agreed with different land cover maps at 21% of sites. The sites were 
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mapped as open forest by GlobCover, and as deciduous needleleaf forest or woody savanna 
by MODIS V51. At the sites, our new map agreed with MODIS V51, and MOD44B 2008 
agreed with GlobCover. For total 200 sites, our new map agreed with both land cover maps at 
71 sites, while MOD44B 2008 agreed with both maps at only 14 sites.  
 
Mainly, our new map overestimated tree cover in open forests classified by GlobCover, and in 
woody savanna classified by MODIS V51. On the other hand, MOD44B 2008 underestimated 
tree cover in broadleaved evergreen or semi-deciduous forest and open broadleaved deciduous 
forest classified by GlobCover, and in evergreen broad leaf forest and woody savanna 
classified by MODIS V51. 
6.5. Discussion 
The statistical analysis showed that no artificial characteristic was included in the area ratio 
for our new map and MOD44B 2008 as occurs with PTC2003 of GM project, which had 
many pixels at the specific values of tree cover percentage. Pixel-based comparison among 
three maps showed that our new map was more coincident with MOD44B 2008 than with 
PTC2003 of GM project. Three maps were also assessed in randomly sampled pixels in 
Eurasia, where the difference of the estimation between them was greater than 50%. This was 
because it was difficult to get the accurate reference data in randomly sampled pixels with the 
estimation error of less than 50%. Our new map was more coincident with the reference data 
interpreted from images in Google Earth than two other datasets. However, several pixels 
were difficult to judge, because some pixels were on the border of different land cover types 
and some pixels were difficult to distinguish trees from other vegetation. It is noteworthy that 
the resolution, the year, and the data used for the generation of products differed among the 
three maps. The country-level assessment by the comparison analysis with FRA2010 revealed 
that our new map and MOD44B 2008 were somewhat different from the data reported by 
FRA 2010. Little difference was also observed between our new map and MOD44B. However, 
the difference may be caused by the difference of definition of “tree cover”. In FRA2010, 
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trees in land that was predominantly under agricultural or urban land use were not included in 
forest, whereas these trees were also included in tree cover in tree cover maps. Actually, there 
are a lot of fruit plantations in the world, and croplands and residential areas have a lot of 
trees. The tendency for FRA2010 to underestimate tree cover compared to our new map and 
MOD44B 2008 may be caused by the difference of definition. 
 
The comparison of the percent tree cover maps to land cover datasets at randomly sampled 
sites revealed that the agreement score with land cover maps was relatively similar for our 
new map and MOD44B 2008. However, the analysis of land cover types revealed that the 
possibility existed that croplands in MODIS V51 had some trees, and that our new map, 
MOD44B 2008 and MODIS V51 overestimated tree cover at open forests and croplands, or 
GlobCover mapped some forests as croplands and open forests. More importantly, the 
possibility exists that trees were not distinguished well from shrubbery in all maps. However, 
these tendencies may be caused by the difference of definition of “tree”. The minimum height 
of “tree” was defined as 5 meters in GlobCover, whereas it was defined as 2 meters in 
MODIS V51. This means that shrub lands in GlobCover were sometimes classified as forests 
in MODIS V51, and that the land covers with shorter trees in our new map were classified as 
shrub lands in GlobCover. Forests in MODIS V51 were sometimes not classified as trees in 
our new map and MOD44B 2008. In addition, orchards and rubber plantations were included 
in croplands in GlobCover, whereas perennial woody crops were classified as trees or 
shrubbery in MODIS V51. In our new map and MOD44B 2008, all woody vegetations were 
included in trees if the criterion of tree height met their definition. This means orchards and 
rubber plantations were not classified as forests in GlobCover, whereas the possibility existed 
that they were classified as forests in MODIS V51, and that they were classified as trees in 
our new map and MOD44B 2008. 
 
The assessment at sites where the difference between our new map and MOD44B 2008 was 
large showed that our new map was more coincident with MODIS V51 than MOD44B 2008. 
Our new map agreed with MODIS V51 at 54% of sampled sites, whereas MOD44B 2008 
agreed with MODIS V51 at only 14% of sampled sites. Our new map and MOD44B agreed 
 93 
with both land cover maps at 36% and 7% of sites, respectively. At most of the disagreed sites, 
our map overestimated tree cover, and MOD44B 2008 underestimated tree cover. MOD44B 
2008 might have underestimated tree cover in open forests of India and evergreen broadleaf 
forests of Peru, Colombia and Indonesia, and might have overestimated tree cover in 
herbaceous dominated vegetation of UK. On the other hand, our new map might have 
overestimated tree cover in open forests of Africa. The assessment also revealed that there 
were sites in Eastern Siberia and Africa where MOD44B 2008 and GlobCover disagreed with 
our new map and MODIS V51. The sites were mapped as open forests by GlobCover and as 
deciduous needleleaf forests or woody savanna by MODIS V51. It is important to assess those 
sites by collecting ground truth data or accurate reference data. It should be noted that the 
definition of “tree cover” or “forest” is different among maps. Moreover, MOD44B 2008 used 
tree canopy cover as the definition of tree cover percentage, whereas our new map used tree 
crown cover.  
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Conclusions 
 
 
A new global tree cover percentage map was produced at a pixel size of 500 m using the 
supervised regression tree method with modification using evaluation data collected from the 
entire study area. Training data with continuous tree cover of various kinds were produced 
through simulation by combining reference data sets. Each continent was divided into small 
regions using classification tree models, and tree cover percentage was estimated for each 
region using a regression tree algorithm. Fundamentally a small regression tree model would 
not be applicable for all pixels on a global scale. It was better to produce many regression tree 
models and apply them area-by-area.  
 
The RMSE and the WRMSEs of the observed and estimated tree cover strata of the new map 
were 11.2%, 14.2% and 17.0%, respectively. Those values were better than existing tree cover 
datasets. For some pixels, the difference between our resultant map and the other two maps 
was greater than 50%. From the pixel-level assessment of those pixels, our map was better 
than PTC2003 of GM project. The statistical comparison of tree cover percentage among 
maps showed that the three maps exhibited different characteristics. More accurate validation 
and comparison with previous studies are necessary for our new map.  
 
MOD44B 2008 and our new percent tree cover map were also assessed by comparing with 
existing global categorical land cover datasets at randomly sampled sites, and with FRA2010 
at 12 countries. There was not so much difference in agreement score between our new map 
and MOD44B 2008 at randomly sampled sites. Both percent tree cover maps were more 
coincident with MODIS V51 than GlobCover at the sites with higher tree cover percentage 
(61–100% tree cover), and they were more coincident with GlobCover at the sites with lower 
tree cover percentage (0–40% tree cover). MOD44B 2008 disagreed with our new map, 
GlobCover and MODIS V51 at 17% of the sites where the difference of tree cover percentage 
between our new map and MOD44B 2008 was greater than 50%. Those sites were 
concentrated mainly in forests of the northern parts of South America and Indonesia, and in 
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herbaceous dominated vegetation of UK. At those sites, the possibility is high that MOD44B 
2008 could not estimate tree cover percentage correctly. 
 
Despite the limitations in the validation data, the map produced by this method is valuable. 
The accuracy of our new map was not low compared with other studies. Knowing the quality 
of existing global percent tree cover maps is essential for users of the maps. Users of these 
maps can modify each map for areas or pixels in which the difference is greater than 50%. In 
this study, validation was made only for Eurasia. Therefore, the validation of the new global 
tree cove percentage map produced in this study is essential on a global scale. This is one of 
the future issues. 
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