This report presents a framework for per-pixel analysis of the qualitative and quantitative aspects of luminous environments. Recognizing the need for better lighting analysis capabilities and appreciating the new measurement abilities developed within the LBNL Lighting Measurement and Simulation Toolbox, "Per-pixel Lighting Data Analysis" project demonstrates several techniques for analyzing luminance distribution patterns, luminance ratios, adaptation luminance and glare assessment. The techniques are the syntheses of the current practices in lighting design and the unique practices that can be done with per-pixel data availability. Demonstrated analysis techniques are applicable to both computer-generated and digitally captured images (physically-based renderings and High Dynamic Range photographs).
INTRODUCTION
Emerging and existing technologies for lamp, ballast, and control systems facilitate frequent switching and dimming applications, automated response for daylight harvesting, and individual addressability [1] . Hence, current lighting design trends promote dynamic lighting conditions with automated and manual controls of the intensity, location, distribution and color of lighting systems. Measurement and analysis of such environments comes with challenges.
With the successful development of the Lighting Measurement and Simulation Toolbox in FY2004, significant progress has been made towards the achievement of better lighting measurement tools [2] . HDR photography technique provides a camera independent, low cost, and accessible solution for an advanced data acquisition system that can capture luminance values in:
High resolution, that allows to study the temporal and spatial variability within the environment;
High Dynamic Range (HDR); that covers the total human visual range from starlight to sunlight (10 -8 to 10 6 cd/m 2 ); and Large field of view, that covers the total human vision, which is 180° horizontally and 130° vertically.
Recognizing the need for better lighting analysis capabilities and appreciating the new measurement abilities developed within the toolbox, the key objective of FY2005 is to demonstrate several per-pixel data analysis techniques. The milestone of the project involves the development and limited demonstration of relevant lighting techniques and metrics for determining luminance distribution patterns, luminance ratios, adaptation luminance and glare assessment. Per-pixel data analysis techniques support the lighting design and application strategies through informed decision making processes. The end result is an enabling technology that can facilitate significant energy savings, occupant satisfaction and productivity improvements. This report is the deliverable for the FY2005 activities of the Lighting Measurement, Simulation, and Analysis Toolbox. 3 
PER-PIXEL DATA ANALYSIS

Per-pixel lighting data is invaluable for the qualitative and quantitative analysis of luminous environments.
Per-pixel data acquisition, generation, and analysis are the keystones in the Lighting Measurement, Simulation, and Analysis Toolbox. Per-pixel luminance data can be obtained through either physically-based rendering tools 1 or HDR photography techniques [4, 5] (Fig. 1 ).
Physically based Rendering
HDR Imagery
High Dynamic Range Photography Per-pixel data analysis techniques developed in the Virtual Lighting Laboratory © (VLL) [6] form the basis of the analysis options in the toolbox. The VLL is a computational methodology and a computational tool, where lighting quantities are 1 Tools such as Radiance Lighting Simulation and Rendering System [3] or any other lighting simulation software that can provide High Dynamic Range (HDR) imagery can be used for per-pixel analysis. 4 extracted from Radiance images and analyzed through mathematical operations and computational routines on a pixel scale. The techniques shown in this report can operate with any HDR image; both computer-generated or digitally captured. The image format is RGBE [7] (a.k.a. *.hdr or *.pic). Floating point RGB value of each pixel is transformed into CIE Trisimulus Color Space (CIE XYZ) based on the Standard CIE Colorometric Functions (Detailed explanation is available in FY2004 Deliverable and LBNLReport#57545 [2] ).
Measurement Simulation
Per-pixel lighting data is invaluable in evaluating the qualitative and quantitative aspects of a luminous environment. Utilization of several metrics to determine visual comfort and performance are exemplified through sets of images captured at the New York Times 
AVAILABLE AUTOMATED TOOLS:
The per-pixel lighting data can be processed to perform lighting analyses with detail, flexibility and rigor that may be infeasible or impossible with traditional lighting analysis approaches. One obvious application of per-pixel data is to process it with automated analysis tools in currently available lighting software. Examples include the 'luminance false color images', 'luminance iso contour lines' (2.1.1), and 'glare analysis' modules (2.1.2) presented in this report. 5 
False Color Images and Iso-Contour Lines:
False color images and iso-contour lines are utilized to demonstrate HDR lighting data, which cannot be displayed in absolute values and full range through conventional display devices (LCD and CRT screens) or printed media. In false color images (falsecolor [8] ), a range of colors is assigned to a range of luminance (or illuminance) values. Such analysis is useful to understand the dynamic range and to visualize the spatial luminance (or illuminance) distributions within a space. 
Glare Analysis
Automated glare analysis can be performed utilizing: Table 1 . [17, 18] . Chauvel et.al [16] Observer is looking at East direction
South
Observer is looking at West direction North Figure 6 illustrates a glare analysis performed at a workstation on the Northwest part of the mockup, looking towards East. The identified glare sources are from fluorescent lighting, so VCP is calculated as the glare index. The glare module identified nine glare sources for this location and view direction, and the resultant VCP is found as 98, which is the probability of the observers that will not experience discomfort (i.e. glare) when viewing this particular scene at this particular time. [20] . [20] .
Guth Visual Comfort Probability (VCP) is "the probability that a normal observer does not experience discomfort when viewing a lighting system under defined conditions"
Automated glare calculations offer easy to use analysis tools for designers and researchers. Traditionally, one obstacle for utilize the glare metrics has been the difficulty of measuring the parameters required for the calculation. HDR photography technique provides a solution for this barrier. However, it is important to note that these glare indices were developed long ago, when the researchers did not have measuring capabilities that are available today. The glare studies were predominantly based on oversimplifications and unpractical assumptions. Therefore, utilization of these indices with HDR images inherits these oversimplifications. Moreover, DGI and VCP were developed to determine glare from large area sources and fluorescent lamps, respectively; and neither of them is capable of determining glare from integrated daylighting and electric lighting solutions. There is a need for new glare indices that are developed by utilizing the advanced (per-pixel) measuring capabilities.
EvalGlare [14] is a new tool for evaluating daylight glare. It is being developed as a European research project in Freiburg (Germany) and Copenhagen (Denmark). Evalglare can also be used to calculate glare from HDR photographs. Glare sources also identified based on a threshold value, which can be 1) specified by the user manually as a fixed luminance value, 2) computationally determined based on average luminance in the field of view, or 3) computationally determined based on a user specified task location. Note that EvalGlare is still in an experimental status and is not validated yet.
NUMERICAL METHODS
The readily available automated tools are useful to the lighting professionals, but the real potential of the HDR imagery comes with flexible per-pixel data analysis techniques that 14 can be custom tailored for the specific needs of a project or research. A few of the applications are exemplified here:
Luminance Distribution, Ratios and Contrast:
The spatial distribution of light is a measure of luminance (and/or illuminance) variability across a plane or surface [22] . Per-pixel data is a very convenient way for studying the luminance values and distributions. The maximum, minimum, and average values are calculated from a matrix that can correspond to the whole scene (i.e., circular part of the fisheye); a surface (i.e., architectural elements such as wall, window, table, ceiling, etc); or a region of interest (such as a task area or part of a human visual field of view).
Evaluation by Region of Interest:
Masks can be utilized to isolate the elements or region of interest from the rest of the Criterion rating quantifies the probability that a specific criterion is met within a defined area [20] . As it can be seen from the right histograms (shade position 'c'), although the maximum luminance is quite high (17,099 cd/m 2 ), the majority (pixel criterion rating of 99%) of the pixels are below 2,000cd/m 2 level. The maximum luminance value occurs in few pixels, which are peak luminance values at small angular size that indicate "points of interest" or "sparkle" rather than glare sources; therefore they can be ignored. On the other hand, only 55% of the total pixels satisfy the 2,000cd/m2 specification in the shade position 'a', pointing to large areas of high luminance values that can cause discomfort and visibility problems. 
Evaluation by Image Subtraction:
Another way to study the lighting distributions, especially to compare alternative lighting systems, is to apply image subtraction method. 
Evaluation by Luminance Ratios:
In [20, 22] .
The scene in Fig. 12 is a workstation in open plan office space. The scene is decomposed into elements, which are the computer screen, paper, wall behind the task, table, and the window. It is a trivial task to calculate the average and locate the minima and maxima in each element. Luminance range and ratios for each element and among the elements are identified and compared with IESNA recommendations. For this particular viewpoint and time, the measured luminance ratios are found out to be within recommendations.
Screen
White 230cd/m2 Black 15 Contrast 0.93 A more detailed analysis of luminance distribution can be performed utilizing histograms. 
# of pixels
Luminance (cd/m2) Fig. 13 Histograms of pixel (luminance) values in the scene as the observer is looking at a computer task: 11.a illustrates the distributions for the whole range; 11.b -d illustrate distributions for luminance ranges of 0 to 1000, 500, and 100, respectively.
Evaluation by Luminance Contrast:
Luminance contrast is a metric for studying the relationship between the luminances of a target and background. A target that is larger than the minimum size is visible to the human eye only if it differs from its immediate background in luminance or color [20] . Luminance contrast can be calculated as follows: [20, 26, 27] , and therefore it can be chosen as a minimum design goal.
The task contrast for the screen and the paper are calculated based on luminance of black and white squares, where black represents the text while white represents the background. Table 3 . In all cases, the contrast is measured well above the design goal. Since the workstation is located sufficiently further away from the façade, no direct solar radiation reaches the computer screen that causes troublesome veiling reflections. 
Evaluation by Visual Field of View:
The images can also be analyzed by dissecting into various regions. Fig. 15 illustrates parts of the visual field; i.e. foveal vision, binocular vision and the peripheral vision. The human visual system can be quite insensitive to large luminance differences in the total field of view, but it is very sensitive to small luminance differences in the foveal region. Per-pixel data analysis provides three distinct benefits:
1. It improves the information input and accelerates the calculation process for the available analysis techniques (example: glare calculations). 
