This paper deals with a comparative study of the application of various data mining algorithms for the performance analysis of the learning model. The learning model for Mathematics is an integration of the various components used for effective learning of mathematics and assessment at the elementary level of education. Performance analysis is the analysis of the data stored by the learning model in the mathematical pathway database which is used to track the progress of each child. The analysis classifies the performance of a child into average, below average and above average categories. This aids in timely intervention. The performance analysis using Data Mining (DM) approach validates the accuracy and efficiency of the learning model leading to reliable and authentic predictions. Further any algorithm can be used for predictions of the mathematics learning trends as the performance of all techniques is comparable. This generic novel approach can be extended to other disciplines as well.
INTRODUCTION
Owing to the popularity and easy access of Computer Technology its use in education has attracted administrators and researchers in recent years. School Management Systems use computers and databases effectively to store enrolment and performance data of students and produce reports required for efficient school administration. As a result administrative processes have been simplified and enhanced. Web based systems are now enabling remote access. In the area of teaching and learning, Multimedia and Smart boards have revolutionised education and have made their way into many classrooms making the learning process interesting and enjoyable with their visual dimension. Internet technology has made an ocean of information available at fingertips. In all of the above, technology has been used in multiple ways to enhance learning. With large databases available and the emerging discipline of Educational Data Mining (EDM) and Learning Analytics (LA) we are now exploring use of data mining techniques to understand learning trends and impact of change in learning environment and methods on learning for use by decision makers to enhance the quality of education. Learning Analytics is the measurement, collection, analysis and reporting of data about learners and their contexts, for purposes of understanding and optimising learning and the environments in which it occurs. Educational Data Mining is concerned with developing methods for exploring the unique types of data that come from educational settings, and using these methods to better understand students, and the settings which they learn in. In this paper we discuss the Performance Analysis component of our learning model which uses Educational Data Mining for Learning Analytics. The Learning model 'Ganith Vithika' is a holistic learning model which uses various mathematical and computer based techniques to optimize the mathematics pathway in children at the elementary level (0 to 12 years) [1] . A Learning Model is an integration of the Pathway (i.e., the content to be taught as per learning progression), the Curriculum (i.e., the teaching methods and approaches), Implementation strategies, Assessment (i.e., tracking student progress), Identification of learning abilities and feedback for refinement of the process. Mathematical Pathway (MP) is a progressive optimal learning progression that can be computerised to track children's progress in mathematics and provide them with timely assistance and guidance to make math learning effective. Traditional learning models are concerned with the teaching and learning methods and techniques. Here a systematic approach for the development of the learning model is adopted. Use of Mathematical and Computer based techniques like Graph theoretical and Networks approach for developing the mathematical pathway ensures accuracy and reliability. Automata theory is used to design the MP driver, a tracking, assessment and guidance tool that tracks the progress of a child in the mathematical pathway. This generates a mathematical pathway database that records student progress based on mathematical competency of the children, which can be used for performance analysis. Performance Analysis is the analysis of the data to categorise performance of children into average, above average and below average and diagnose need for remedial learning and identify gifted children. Data Mining (DM) approach is used for classification and to validate the accuracy and efficiency of the learning model. A comparative analysis of the different DM techniques is done to identify the technique that suits most to a data of this nature so that it can be further used as the EDM technique for Learning Analytics to identify Levels of Learning in Mathematics in different geographical locations, different learning environments locally and globally and identify the learning gaps between the Minimum Level of Learning identified by the educational departments and the actual learning scenario and aid in optimising the learning and providing quality in education which in turn enhances the Nations strength. The output of the LA provides feedback to the learning model. This will be used to then refine the learning progression and the model to reflect the current generation of learners and their learning trends. Mathematics was specially chosen as it is a core subject of interdisciplinary nature. The same techniques can be extended to any other discipline. Use of Mathematics to enhance quality of Math Learning is a novel concept used in this work.
RELATED WORK
In this section a brief overview of literature pertaining to Data Mining as the subject of the research is presented. Data Mining is an integral part of knowledge discovery in database and finds applications in business, medicine, science and engineering. It has been used to automatically discover information in large databases [2] . Good amount of work with regard to DM applications in various fields like medicine, bioinformatics, agriculture, meteorology and other fields are available [3] [30] . Here they have made a detailed study of neural network approach for the performance analysis of the learning model. The literature contains work pertaining to a particular technique being applied whereas the current paper makes a comparative study of Data Mining techniques for performance analysis.
DATA SET DESCRIPTION
The data set is obtained from the learning model. As a child goes through the mathematical pathway his progress is tracked and stored in the mathematical pathway database. The fields of the database are the various competencies a child should accomplish in each class from 1 to 7. This data is massive in size as it contains records of students belonging to a school, cluster or block or state. The data constitutes seven modules one for each class and each module consisting of several instances. For this investigation 500 instances of each module were used. The total number of instances 3500 and number of attributes is 99. The attributes are UID -Unique ID that represents each student, AGE, NC1, PV1 etc about 87 which are competencies in each concept,ASSM1 to ASSM7 which are assessments per class, ASSLVL -Actual Assessment level CHRLVL -Chronological Level and RESULT.
METHODOLOGY
Data mining the process of extracting valid, authentic, and actionable information from large databases is used to analyse the data in the mathematical pathway database and classify the data based on performance into average, above average and below average categories. Using Data mining, patterns and trends that exist in data are derived and defined as a mining model. The Classification and Prediction methods used for the comparative study are discussed in brief.
Bayesian network
Bayesian Classifiers are statistical classifiers which predict class membership probabilities. The probability that a given tuple belongs to a particular class is obtained using this.
[2] [31] . It is a graphical model that encodes probabilistic relationships among variables of interest [32] [33]. 
Decision table

Multilayer Perceptron
A multilayer perceptron (MLP) is a feed forward artificial neural network model that maps sets of input data onto a set of appropriate output. An MLP consists of multiple layers of nodes in a directed graph, with each layer fully connected to the next one. Their current output depends only on the current input instance. It trains using back propagation [2] [30] [31 [32] [36].
Decision Tree using J48
The decision tree uses divide and conquer approach. An attribute is tested at each node and branches made till leaf nodes are reached. The decision tree is generated using J48 algorithm which is a java version of the C4.5 [37] [38] . J48 employs two pruning methods. The first is known as subtree replacement. Here some subtrees are selected and replaced by single leaves. The second type of pruning used in J48 is termed subtree raising. In this case, a node may be moved upwards towards the root of the tree, replacing other nodes along the way. Subtree raising often has a negligible effect on decision tree models. [2] [31] [34] 
Rule Based RIPPER
Repeated Incremental Pruning to Produce Error Reduction (RIPPER) is based in association rules with reduced error pruning (REP), a very common and effective technique found in decision tree algorithms [2] [31] [34] In REP for rules algorithms, the training data is split into a growing set and a pruning set. First, an initial rule set is formed that over takes the growing set, using heuristic method. This overlarge rule set is then repeatedly simplified by applying one in the set of pruning operators. Typical pruning operators would be to delete any single condition or any single rule. At each stage of simplification, the pruning operator chosen is the one that yields the greatest reduction of error on the pruning set. Simplification ends when applying any pruning operator would increase error on the pruning set.
4.6
ROC -Receiver Operating Characteristics graphs ROC curves are a useful visual tool for comparing classification models. It is a useful graphical technique for organizing classifiers and visualizing their performance [32] [34] . They show the trade off between the true positive rate and the false positive rate for a given model [31] . Here true positive rate (TPR) is plotted along the y axis and the false positive rate (FPR) is plotted on the x axis. The area under an ROC curve is a measure of accuracy of the model [2] They come from signal detection theory [39] 
EXPERIMENTS AND RESULTS
The results obtained from the application of the various data mining algorithms viz, Bayesian, decision 
Experiments on Class II
A glance at 
Experiments on Class III
A glance at Table 5 reveals that (i) In this case, the incorrectly classified instances are nil for all the classifiers, Kappa statistics for all the algorithms is 1.
(ii) This is a two class problem in which the diagonal elements of the confusion matrix predicts the correctly classified instances, (iii) With regard to time complexity Ripper, J48 and Bayes network algorithms are found to be efficient. The Value of errors for class 3 is given in Table 6 . 
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Experiments on Class IV
A glance at Table 7 reveals that (i) In this case, the correctly classified instances with respect to J48 and Ripper algorithms are 99.8%, as per kappa statistics Decision Table, J48 and Ripper are efficient (ii) This is a three class problem in which the diagonal elements of the confusion matrix predicts the correctly classified instances, (iii) With regard to time complexity , J48 is preferred. The value of errors for each fold is given in Table 8 . 
Experiments on Class V
A glance at Table 9 reveals that (i) In this case, the correctly classified instances are 100% for all the classifiers except Bayes Network, Kappa statistics is 1 for all except Bayes Network, (ii) This is a two class problem in which the diagonal elements of the confusion matrix predicts the correctly classified instances, (iii) With regard to time complexity , J48 and Ripper algorithms are preferred. The value of errors for each fold is given in Table 10 . 
Experiments on Class VI
A glance at Table 11 reveals that (i) In this case, the incorrectly classified instances are nil for all the classifiers, (ii) This is a two class problem in which the diagonal elements of the confusion matrix predicts the correctly classified instances, (iii) With regard to time complexity J48 algorithm is found to be efficient. The Value of errors for each fold is given in Table 12 . 
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Experiments on Class VII
A glance at Table 13 reveals that (i) In this case, the correctly classified instances are 99% fro Ripper and 99.8% for MLP, (ii) This is a two class problem in which the diagonal elements of the confusion matrix predicts the correctly classified instances, (iii) With regard to time complexity Ripper algorithm is found to be efficient. The Value of errors for each fold is given in Table 14 . 
Optimal Classifier for Class I to VII
The table 15 predicts the optimal classifier for the classes( I to VII) with regard to the different classifiers. 
ROC
ROC curves depict the performance of a classifier without regard to class distribution or error costs. They plot the number of positives included in the sample on the vertical axis, expressed as a percentage of the total number of positives, against the number of negatives included in the sample, expressed as a percentage of the total number of negatives, on the horizontal axis. Table 16 gives the ROC values for various classes (I to VII) with respect to the classifiers considered here. 
CONCLUSION
In the available literature EDM techniques are available whereas a comprehensive computer based learning model is where EDM is an integral component is not available. Reliable and authentic predictions can be obtained only through effective and efficient learning models. The Learning Model is an integration of the various components used for effective teaching and learning. It is a conceptualization of the learning process. Its purpose is to enhance learning. The Learning model contains the following components: pathway, curriculum, implementation strategies, Assessment, Tracking student progress, Identification of Learning abilities, Feedback for refinement of the process. This is investigated in the paper using a true representative sample. The data set obtained from the learning model for class 1 to 7 that consists of 3500 data instances and 99 attributes has been used for the present investigation.
The results obtained from the present investigation using the data mining algorithms Bayes Network, J48, Decision table, MLP and Ripper on this data set for performance analysis are found to be highly accurate and hence the model is justified. It is amazing to note that almost all the DM algorithms have performed extremely well (with accuracy of 100%) on the data set generated and thus our model and approach are highly justified. This justifies the application of the methodology on State and National Level database. Any DM algorithm can be used for further analysis as the efficacy of the present analysis holds good for the macro Database also. The strength of analysis lies in its large scope of application.
As this model is designed using mathematical and computer based system, it is in a generalized form and the model can with minimum changes be adopted for any subject and can also be used in an integrated system to track overall progress of a child. The model because of its generic structure can be used across states and countries. Based on this Learning Model, a software using a DBMS and a Frontend can be developed for any hardware platform which can be used in schools or school administration hubs to track student progress and understand the learning curve in mathematics.
The software can also be web enabled and integrated into the education sector of e-governance to share knowledge and information on mathematics learning across geographical boundaries. The progress tracking is an aid for diagnostic purposes in the areas of psychological counselling in counselling and medical centres and can be also used for counselling and guidance in educational institutions. The Mathematical Pathway database and the Data Mining techniques can be further used to analyse learning trends which will be used by the decision makers at National or State level for making effective predictions to improve the quality of education. Finally it is concluded that the present methodology is unique and generic and can be extended to other disciplines.
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