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ABSTRACT
The rise of online labor markets and human-resource management platforms has
ignited a lot of research on team formation, where experts acquiring different skills
form teams to complete tasks. The core idea in team formation has been that a team
successfully completes a task if it acquires a superset of the skills required by the
task and optimizes some other team objective. Even though this is a rather natural
formulation, in its general form it lacks the ability to capture some practical concerns
emerging in real-world scenarios that require compromising the team’s competence
to improve other important team characteristics. Towards addressing this shortcom-
ing of the current team-formation models, in this thesis we introduce novel problem
formulations and present efficient methods for their solutions.
This thesis comprises three main components. First, we address concerns raised
from sociology studies indicating that team content presumes that team members
have clear roles and mutually respect their teammates for the role they assume in
the team. Therefore, the first part of the thesis formalizes this problem and provides
methods for its solution that work well in practice and yield intuitive qualitative
results.
vi
Second, we consider settings where the entity posting a task might prefer trading
off the number of task skills covered by the team in exchange for improving some other
team objective. We provide this trade-off functionality for two team objectives; (i)
the cost of hiring the team, and (ii) the workload of the team members. Furthermore,
different computational challenges arise when considering each of the two objectives,
and therefore we tackle each problem separately.
Finally, the third part of this thesis focuses on predicting team performance given
some metric. More precisely, we assume the online team sports game setting where
the designer’s goal is to create exciting game matches. One intuitive way to do so is
by launching competitively balanced matches in which both teams are likely to win.
Thus, in this thesis we discuss the importance of competitive balance in online games
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The proliferation of online labor markets, such as Freelancer1, Guru2 and Upwork3 as
well as crowdsourcing marketplaces, such as Amazon Mechanical Turk4 has ignited
a lot of research on expert recommendation. Such platforms enable users to identify
freelance experts to complete a task. These tasks however, oftentimes require solving
complex problems under tight deadlines and are simply too hard to be tackled by
individuals. Furthermore, in the online gaming setting users participate in matches
with the goal of winning but primarily for their entertainment. However, a lot of
these games require forming groups of players to play against each other and winning
becomes a collective effort. Such contemporary applications highlight the significance
of creating teams that deliver the efficiency, creativity and time management required
to produce the best outcomes and satisfaction. Therefore, researchers have studied
extensively the team-formation problem, where the goal is to identify a set of users
that collectively perform a task while some metric of team-quality is optimized.
The team-formation problem has attracted the attention from different fields,
each of which has studied it from a different perspective. Naturally, the human and
behavioral components of a team are evaluated by sociologists and psychologists.
Towards finding the individual and social behaviors that define a successful team,






instance, in educational settings an efficient team of students is one where students
can augment their learning and increase their abilities by learning from each other and
the teacher [Ashman and Gillies, 2003,Slavin, 1985,Webb, 1989], collaborating with
more capable peers [Hertz-Lazarowitz and Miller, 1995, Vygotsky, 1980], or guiding
fellow team members [Bargh and Schul, 1980,Webb, 1989]. From a similar behavioral
perspective, business studies have made an effort to identify the key ingredients for
having efficient teams in companies. Articles in research literature [Govindarajan
and Gupta, 2001,Mealiea and Baltazar, 2005] and in popular press 5,6 bring to light
through surveys certain team characteristics considered predictive of team success.
Among these characteristics the ones mentioned in most studies are respect among the
team members, clearly defined roles, and open communication that enables feedback
sharing and fast learning.
There has also been significant research from the online gaming community that
focuses on inferring the performance of a predefined team. Some researchers consider
grouping players with similar skills to be sufficient [Butcher, 2008, Games, 2018].
Another line of work disputes the efficiency of this approach and instead focuses
on predicting which teams optimize some objective, e.g. winning a game, based on
feature engineering and efficient prediction models [Chen and Joachims, 2016a,Chen
and Joachims, 2016b,Delalleau et al., 2012,Jaffe et al., 2012].
In a way, behavioral studies focus more on comprehending the psychosynthesis
of teams weighing more the human traits that create efficient teams and assume
that these traits are taken into account before the team composition, while online
gaming mainly assumes a predefined team and infers the performance. We now discuss
research conducted during the middle phase of team formation, that of composing





aims to find the optimal assignment of teams to tasks based on the skills of the
experts. Some representative works of this line of research used techniques such as
simulated annealing [Baykasoglu et al., 2007], branch-and-cut [Zzkarian and Kusiak,
1999], genetic algorithms [Wi et al., 2009], or multi-objective functions [Chen and
Lin, 2004]. The problem of creating a team of experts while taking into account the
relationships between the team members in addition to their skills was first formulated
in [Lappas et al., 2009]. In that work they assume a set of experts, each associated
with a set of skills, organized in a network capturing their ability to collaborate
and communicate. The goal is to identify a subset of experts that collectively have
the skills for a given task, while they induce a subgraph with low communication
cost. There has been considerable follow-up work that considers different variants of
this problem [Kargar et al., 2012,Majumder et al., 2012,Li et al., 2015a,Rangapuram
et al., 2013,Yin et al., 2018]. These works have a common characteristic; they focus on
optimizing some objective related to the cost of the team while they impose the hard
constraint that all the skills required by any given task should be covered. Therefore,
the core of all these team-formation formulations lies in the hard constraint of solving
the set cover problem.
1.1 Contributions of this thesis
Similar to the existing literature mentioned above, the work presented in this thesis
contributes to the study of teams. Motivated by practical concerns that appear in
real-world scenarios, this thesis introduces novel problem formulations and efficient
solutions for settings where compromising the team’s competence to improve other
important team traits and characteristics is important.
First, in Chapter 3 we focus on creating teams governed by mutual respect be-
tween the team members, potentially at the cost of compromising the team’s overall
4
ability [Nikolakaki et al., 2020c]. The motivation for this work comes from literature
suggesting that teams with clear roles that mutually endorse and respect their team-
mates are more inclined to being successful while enjoying at the same time the work
process [Govindarajan and Gupta, 2001, Mealiea and Baltazar, 2005]. In particular,
we motivate and introduce this novel problem formulation and propose efficient ap-
proximation and heuristic algorithms for its solution. Furthermore, we demonstrate
that both our problem definitions and algorithms work well in practice and yield
intuitive and insightful results.
Next, in Chapter 4 we explore the needs of applications where the required skills
are a wishlist of the entity that posts the task and not all of the skills are necessary
for its completion. Thus, in this chapter we generalize the team-formation problem
formulation by setting objectives that strike a balance between the coverage achieved
and some other team optimization metric. In the first part of this chapter, we focus
on the problem formulation that sets as our objective the optimization of a function
that maximizes the coverage of skills minus the cost of the corresponding team [Ene
et al., 2020]. This formulation appears as more natural in cases where one needs to
balance the coverage achieved and the cost being paid. Using this objective function
we address variants of the problem both in the offline setting, where the task and the
experts are known a priori, as well as in the online setting, where the task is known
but experts arrive in an online fashion. From the algorithmic perspective, we design
algorithms that have provable approximation guarantees, are extremely efficient and
work well in practice. In the second part, we consider a different formulation that
combines the coverage of skills objective with the maximum load of the team mem-
bers [Nikolakaki et al., 2020a]. In this setting we also consider a generalization of our
problem where each task consists of required and optional skills. We propose efficient
heuristics for solving the problems in practice.
5
Finally, in Chapter 5 we address the problem of predicting competitive balance in
team sports games [Nikolakaki et al., 2020b]. This work is heavily motivated by the
importance of creating game matches that are equally enjoyed by all players, even
if this requires sacrificing the customer churn rate. At the same time to ensure the
applicability of the proposed approaches in industrial settings our solutions are highly
scalable. To combine these two objectives, we design prediction models that improve
the prediction of balanced matches, while offering two orders of magnitude inference
speed improvement compared to the state-of-the-art.
6
Chapter 2
Preliminaries and General Framework
This chapter covers some preliminaries, notation, and the general framework used
throughout this thesis.
2.1 Preliminaries
We first provide the definition of a matroid and we refer the reader to [Schrijver,
2003] for a more in-depth overview of matroids.
Definition 2.1.1 (matroid) Let M = (V, I), where V is a finite ground set and I is
a collection of subsets of V . We refer to each set in I as an independent set. Then
M is a matroid if the collection I satisfies the following properties:
1. The empty set is independent: ∅ ∈ I.
2. (hereditary property) Every subset of an independent set is independent: if
A ⊆ B and B ∈ I then A ∈ I.
3. (augmentation property or exchange property) If A and B are two independent
sets and |A| > |B|, then there exists e ∈ A \B such that B ∪ {e} ∈ I.
Next, we provide the definitions of monotone and submodular functions.
Definition 2.1.2 (monotone) A set function h : 2V → R is monotone if
h(S) ≤ h(T ) ∀S ⊆ T ⊆ V
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Definition 2.1.3 (submodular) The set function h : 2V → R is submodular if it
satisfies the following diminishing returns property:
h(T ∪ {u})− h(T ) ≤ h(S ∪ {u})− h(S) ∀S ⊆ T, u ∈ V \ T
An equivalent definition of submodularity is the following:
h(S) + h(T ) ≥ h(S ∩ T ) + h(S ∪ T ) ∀S, T ⊆ V
2.2 General Framework
We assume a set of m skills S and n experts V = {ei; i = 1, . . . , n} such that each
expert i is associated with a subset of the skills ei ⊆ S. These are the skills that
expert i masters.
Single-task setting: In the single-task setting, we are given a single task T ⊆ S;
the task that requires a set of skills in order to be completed. To complete a task we
need to assign a team of experts to it. We let the subset of experts Q ⊆ V denote
the team assigned to the task.
Multiple-task setting: In the multiple-task setting, we are given a set of k tasks
T = {tj; j = 1, . . . , k} such that each task j is associated with a subset of the skills
tj ⊆ S. We let Qj ⊆ V denote the team assigned to the j-th task. For k tasks we
form k teams Q = {Q1, . . . , Qk}. We call the set Q the team assignments for tasks
T .
Chapter 3
Creating teams of maximum mutual
respect
Teams that bring together experts with different expertise for different roles are es-
sential for solving complex problems that are too hard to be tackled by individuals.
However, teaming up people simply based on their expertise level is not enough. Ar-
ticles in research literature [Govindarajan and Gupta, 2001, Mealiea and Baltazar,
2005] and in popular press 1,2 indicate that dynamics between the members of the
team are equally important for the success of the team. In particular, they support
that a successful team requires clearly defined roles and responsibilities for each team
member, and mutual respect between the team members for their respective roles.
The problem of creating a team of experts while taking into account the rela-
tionships between the team members was first formulated in [Lappas et al., 2009].
In that work they assume a set of experts, each associated with a set of skills, or-
ganized in a network capturing their ability to collaborate and communicate. The
goal is to identify a subset of experts that collectively have the skills for a given task,
while they induce a subgraph with low communication cost. There has been consid-
erable follow-up work that considers different variants of this problem [Kargar et al.,
2012,Majumder et al., 2012,Li et al., 2015a,Rangapuram et al., 2013,Yin et al., 2018].






undirected graph that represents the overall compatibility between team members.
However, an equally important aspect in teams is the level of respect each member
enjoys for the specific role assigned to them. Respect between individuals has dis-
tinctive characteristics. First, it depends on the role. For instance, in the academic
domain, an expert in artificial intelligence may be respected by her peers for her abil-
ities in this field, but she may not be (equally) respected for her abilities in mobile
computing, or databases. Second, respect is a directed relationship. For example, it
is not reasonable to assume that the degree of respect that a graduate student has
for a senior professor is equally reciprocated. Existing work on team formation does
not account for such role specialized and asymmetric relationships.
Motivated by these considerations in this chapter we formulate the novel Max-
MutualRespect problem that asks for a team of experts, each associated with a
distinct role such that the total respect that these experts receive by the other team
members with respect to their associated role is maximized. In our setting, we have
a set of roles that need to be filled, and every role is associated with a distinct di-
rected network over the set of experts that we refer to as the respect graph. An edge
(u, v) in the respect graph of role r denotes that u respects and endorses v for the
role r. Our goal is to create a team of experts that assigns an expert to each role,
such that the in-coming edges to the designated experts in the corresponding respect
graphs, by their teammates is maximized. We study the problem theoretically and
experimentally, and we make the following contributions:
• To the best of our knowledge we are the first to formally define and study the
novel team-formation problem MaxMutualRespect which aims to find a
team of experts that maximizes the total respect.
• We show that MaxMutualRespect is NP-complete and design heuristic al-
gorithms for solving it in practice. For the variant of the problem where each
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respect graph is derived from a ranking of the experts, we design a polynomial
algorithm for finding a team with maximum respect, if such a team exists, as
well as approximation algorithms that rely on the properties of rankings.
• Our experiments on two real case studies demonstrate that our problem defi-
nitions and algorithms perform well in practice and yield useful and intuitive
results.
3.1 Related Work
To the best of our knowledge, our work is the first to present a framework that takes
into account the endorsement that individuals receive with respect to specific skills
required for accomplishing a specific task. However, our work is related to existing
work in team formation, rank aggregation and endorsement deduction. Below, we
review this work and comment on how it relates to ours.
The importance of trust and respect in teams has been studied in business liter-
ature [Govindarajan and Gupta, 2001, Mealiea and Baltazar, 2005]. Their focus is
mainly on explaining why these are primary factors in team formation. Our work
uses these observations to formally define the problem of creating a team with high
respect.
Following the seminal work on team formation presented in [Lappas et al., 2009]
different variants of the problem emerged considering different notions of communi-
cation cost [Kargar et al., 2012,Majumder et al., 2012,Li et al., 2015a,Rangapuram
et al., 2013,Yin et al., 2018], team-design criteria [Bhowmik et al., 2014,Kargar et al.,
2013, Kouvatis et al., 2020], or task-arrival process [Anagnostopoulos et al., 2012].
There are three key differences between our work and that line of work: First, prior
work assumes that the expert network is undirected, defined by reciprocal relation-
ships between the experts, while our model assumes directed relationships. Second,
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we assume a different network for each different role. Finally, in prior work team
formation is modeled as a coverage problem, where the goal is to cover the set of
skills for the task, while we have an assignment problem where the goal is to assign
an expert to each role. These three factors make the problem considered in this work
fundamentally different from existing literature.
The variant of the problem where endorsements come in the form of a ranking
bears some similarity with the rank aggregation problem [Dwork et al., 2001, Fagin
et al., 2003, Sculley, 2007, Sohail et al., 2015, Ailon et al., 2008]. However, in rank
aggregation the goal is to produce a single consensus ranking from the input rankings.
In our case, the goal is not to create a ranking of the experts but rather to assign
them to specific roles based on the selected team’s consensus.
Finally, there is work on deducing endorsement relations in social networks [Pérez-
Rosés et al., 2016, Wu et al., 2018]. Here, we assume that the endorsement graphs
are given as inputs. Creating these graphs is out of the scope of this work.
3.2 Framework
In this section we introduce some basic notation and definitions used throughout this
chapter. We also make some key observations concerning our problem setting.
The following problem formulation falls under the single-task setting of Chapter 2.
In particular, we are given a set of n experts V , and a set of m roles S. Intuitively,
roles are equivalent to skills in the sense that they need to be covered by experts.
Their conceptual difference is that roles are in fact positions defined by some entity to
which we need to assign specific experts. Every role i ∈ S is associated with a directed
graph Gi = (V,Ei) over the set of experts. A directed edge (u, v) ∈ Ei denotes that
u respects and endorses v for the role i. We refer to Gi as the respect graph for role
i. Our goal is to create a team of experts Q ⊆ V such that each role is assigned an
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expert, and the assigned expert enjoys the respect of as many of the other members
in the team as possible for this role.
To formalize this idea, we define a role assignment as a function q : S → V , where
expert q(i) is assigned to role i ∈ S. We assume that the function q is injective, that is,
each team member can only be used for a single role. Let Q = q(S) denote the selected
team of experts. The respect Ri(q) that expert q(i) receives with respect to her role
from the selected team is defined as Ri(q) = |{(u, q(i)) ∈ Ei : u ∈ Q, u 6= q(i)}|, that
is, the number of incoming edges in graph Gi from the other team members. The




We can now define the MaxMutualRespect problem.
Problem 1 (MaxMutualRespect) Given a set of roles S and the corresponding
respect graphs Gi = (V,Ei), where i ∈ S, find an assignment q : S → V , such that
R(q) is maximized.
We prove the following theorem for the complexity of our problem.
Theorem 1 The MaxMutualRespect problem is NP-complete.
Proof: We show that the MaxMutualRespect problem is NP-complete even in
the special case when the input contains directed acyclic graphs (DAGs). We reduce
an instance of the NP-complete k-Clique [Garey and Johnson, 2002] problem to
the MaxMutualRespect problem. The decision version of the MaxMutualRe-
spect problem asks if there is an assignment q : S → V with score R(q) ≥ θ, for
some value θ. The k-Clique problem, given an undirected graph H as input, asks if
graph H contains a clique of size k.
We can reduce an instance of the decision version of the k-Clique problem to
an instance of the decision version of the MaxMutualRespect problem, where
the nodes of graph H are the experts. We transform graph H into a DAG G by
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substituting each of its edges with a bidirectional one. We define a clique in a directed
graph G = (V,E) as follows; for every pair of nodes vi, vj in the clique, both (vi, vj) ∈
E and (vj, vi) ∈ E hold. We denote as vji that node i was assigned to role j. We
create a set of k identical instances of G, G = {G1, ..., Gk} which is the input to the
MaxMutualRespect problem. We set θ = k(k − 1) and see that there exists a
k-clique in graph H, if and only if there is an assignment q : S → V with score
R(q) ≥ k(k − 1).
Assume that there exists a k-clique C in H. Then C is also a k-clique in each of
the graphs of G. Without loss of generality let C = {v1, .., vk}. If we assign a different
role to each of the nodes in C we have an assignment q where Q = {v11, .., vkk} is a
solution to the MaxMutualRespect problem because a different vertex is assigned
for each of the roles. Also the input set G contains identical DAGs so for each Hi ∈ G
the set of edges EGi[Q] of the subgraph induced by Q is the same. In this induced
subgraph each node vii has an incoming edge originating from each of the other k− 1
nodes in the solution since all nodes belong to the same clique. Thus, the score of
this solution is R(q) ≥ k(k − 1).
Assume now that for the input set G = {G1, ..., Gk} there exists an assignment q
whose solution is Q = {v11, .., vkk} with score R(q) ≥ k(k − 1). This requires that for
each node vii ∈ Q there is a directed edge from all other k− 1 nodes Q \ {vii} to vii in
graph Gi, and that there is an edge from v
i
i to all of the other k − 1 nodes Q \ {vii}
in graphs G \ {Gi}, respectively. Since all instances in G are identical, this can only
happen if the subgraph induced by the k nodes in Q forms a clique C = {v1, .., vk},
which corresponds to a k-clique in H. 
We also consider an interesting special case of the MaxMutualRespect prob-
lem where each respect graph Gi is derived from a full ranking of the experts in V .
In this case the input is a set of m rankings P1, ..., Pm, one for each role, defined
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as permutations of the nodes in V . The value Pi[v] is the position of node v in the
ranking of role i. Lower value of Pi[v] denotes higher rank. Given a ranking, we
assume that an expert respects all experts above her in the ranking, and is respected
by all experts below her in the ranking. In the corresponding graph Gi this implies
that we place an edge (u, v) for all pairs of nodes such that Pi[u] > Pi[v]. We refer to
this problem variant as MaxRankingRespect.
The complexity of MaxRankingRespect remains unresolved. In Section 3.3 we
show that there is a polynomial algorithm for finding the assignment with maximum
possible respect score R(q) = m(m − 1), if such an assignment exists. This is the
case where for each role, the expert assigned to that role has higher rank than all
team members for that role. If such an assignment does not exist, it remains an
open problem if there exists a polynomial-time algorithm for finding the optimal
assignment.
3.3 Algorithms
In this section, we describe our algorithms for the MaxMutualRespect and the
MaxRankingRespect problems.
3.3.1 Algorithms for MaxMutualRespect
For the MaxMutualRespect problem we consider a greedy heuristic algorithm,
which assigns a score to every role-expert pair, and at each step it selects the assign-
ment with the best (updated) score value. We refer to the algorithm as Greedy and
present its outline in Algorithm 1.
The algorithm initially computes for each role-expert pair (i, v) the score value:







Algorithm 1 The Greedy algorithm.
Input: Set of n experts V , set of m roles S, respect graphs {G1, ..., Gm}.
Output: Assignment Q.
1: Q← {}
2: (i∗, v∗) = arg max(i,v)∈S×V s(i, v)
3: S ← S \ i∗
4: V ← V \ v∗
5: Q[i∗] = v∗
6: while |Q| < m do
7: (i∗, v∗) = arg max(i,v)∈S×V sQ(i, v)
8: Q[i∗] = v∗
9: S ← S \ i∗




where deg−Gi(v) and deg
+
Gi
(v) denote the in-degree and out-degree of expert v in the
respect graph Gi, respectively. High in-degree in graph Gi means that node v is highly
respected for role i, while high average out-degree for the remaining roles means that
node v has on average high respect for the other experts in the other roles.
First, Greedy selects the role-expert assignment pair with the highest score. It
then proceeds iteratively, where, given the partial assignment Q the algorithm com-
putes a new value for each unassigned role-expert pair (i, v) as follows:
sQ(i, v) = deg
−






deg+Gj [V \F ](v),
(3.2)
where q(j) = ∅ denotes an unassigned role, and G[Q] denotes the induced subgraph
of the set Q ⊆ V . Intuitively, a pair (i, v) receives high score if node v has a lot of
incoming edges (respect) from the assigned nodes inQ for role i, it has a lot of outgoing
edges (respect) to the nodes of the assigned roles, and has high average respect for
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the unassigned nodes in the unassigned roles. The terms in the above values are
normalized to be in the same scale, and we use dictionaries to efficiently update
them in each iteration. This iterative selection step continues until all roles have
been assigned an expert. The running time of Greedy is O(m2n). Note that Greedy
makes local decisions by considering exhaustively all the available valid assignments
and selecting the locally optimal one. However, as we see in Section 5.4 this may lead
the algorithm to get stuck in local optima. To overcome this limitation we propose a
randomized variant of Greedy that we denote as RandGreedy .
RandGreedy follows the same score computations as Greedy , but instead of se-
lecting the (i, v) pair that maximizes the score, it first selects a role i ∈ S : q(i) = ∅
uniformly at random, and then selects the assignment pair (i, v) that maximizes the
score. We repeat the algorithm ` times and we report the assignment with the highest
score. The running time of RandGreedy is O(`mn).
3.3.2 Algorithms for MaxRankingRespect
For the MaxRankingRespect problem, we first present the MaxScore algorithm
that finds an assignment with maximum possible respect score R(q) = m(m − 1), if
such a solution exists. The outline of the algorithm is shown in Algorithm 2.
The algorithm maintains a dictionary Q that stores which experts have been
assigned to which roles, and a set D that maintains experts that are ineligible for
assignment. MaxScore proceeds iteratively and repeats the following steps in each
iteration. It picks uniformly at random an unassigned role r ∈ S : q(r) = ∅, and
traverses the full ranking of r in a top-down order. For each encountered expert v
we have the following cases: (i) If v has never been encountered before it assigns it
to role r, q(r) = v and continues with another unassigned role; (ii) If v ∈ Q and it is
assigned to some other role `, it cancels this assignment, setting q(`) = ∅, and adds v
to D thus rendering the expert ineligible for any future assignment. It then continues
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Algorithm 2 The MaxScore algorithm.
Input: A set of n experts V , a set of m roles S, rankings {P1, ..., Pm}.
Output: Assignment Q.
1: Q← {}
2: D ← {}
3: C ← {1, . . . , 1}
4: while |Q| < m and ∃i ∈ S : C[i] 6= n do
5: r ← pick an unassigned role s.t. C[r] 6= n
6: for j ∈ {C[r], . . . , n} do
7: C[r]← j
8: v ← the j-th expert in Pr
9: if v ∈ Q : Q[`] = v then
10: Q[`]← ∅
11: D ← D ∪ {v}








traversing the ranking Pr of role r; (iii) If v ∈ D it ignores v and continues traversing
the ranking Pr. The algorithm terminates when either of the two following conditions
is satisfied: (i) Assignment Q contains m experts, one for each role; (ii) All rankings
are traversed without finding an assignment Q and the algorithm returns the empty
set. The running time of MaxScore is O(mn).
Lemma 1 Algorithm MaxScore returns a non-empty assignment q if and only if there
exists an assignment with maximum score m(m− 1).
Proof: To prove the forward direction we need to define the notion of a respect
violation. Given an assignment (or partial assignment) q, there is a respect violation
if there are roles i, j such that Pi[q(j)] < Pi[q(i)]. In this case q(i) does not get respect
from q(j) for her role. A complete assignment q∗, |q∗| = m with no respect violations
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has maximum score R(q∗) = m(m− 1).
We make the following claim: when the algorithm assigns a node v to role r in
line 13, it creates no respect violations. A respect violation may be created if there
exists role ` such that q(`) = u and either Pr[u] < Pr[v], or P`[v] < P`[u]. Recall that
in order to assign an expert to a role, we first need to traverse the ranking of the role
until we reach the node that corresponds to the expert. Therefore if Pr[u] < Pr[v],
we would encounter node u while traversing the ranking Pr before reaching node v.
Since u ∈ Q for a different role than r the respect violation Pr[u] < Pr[v] cannot
hold. Similarly, in order to assign q(`) = u, we must have first traversed the nodes
preceding u in ranking P` before performing the assignment. From the algorithm it is
clear that all nodes traversed before an assignment are either already in D, or added
in D during the traversal. In this case the assignment q(r) = v is not possible so
P`[v] < P`[u] cannot hold either.
For the backward direction, suppose there exists an assignment q∗ with score
R(q∗) = m(m − 1). Now assume for the sake of contradiction that the algorithm
returns an empty solution. Since the algorithm goes through all the nodes in all
rankings this means that the experts in q∗ were considered and rejected by the al-
gorithm. Without loss of generality assume that the first expert rejected by the
algorithm is v = q∗(i) for the role i. Let q be the (partial) assignment at that time.
Expert v is rejected when v has already been added in set D. This can happen in
two ways:
• The algorithm is going down the ranking of role i, and when we encounter
q∗(i) is already assigned to role j, j 6= i. We thus have that q(j) = v. Recall
that i is the first role that has its expert rejected. Since as we have argued all




∗(j)], which is a respect violation. Therefore, q∗ cannot have
19
score m(m− 1), leading to a contradiction.
• We have that q(i) = q∗(i) = v. The algorithm is going down the ranking of role
j and it encounters node v. Since role i is the first to have its expert rejected,




∗(j)], which is a respect violation, leading to a contradiction.
Therefore, if there exists a max-score assignment q∗ the algorithm will return a non-
empty solution. 
The MaxScore algorithm will return the assignment with maximum score if such
exists, but returns no solution otherwise. It remains an open question if there exists
a polynomial-time algorithm that can find the optimal assignment. We consider an
approximation algorithm for this case.
Furthermore, we propose the TopCandidates algorithm which works as follows.
The algorithm considers the roles in a random order. For each role r it assigns the
expert highest in the ranking Pr that has not already been assigned. We repeat the
algorithm ` times and report the assignment with the highest score. The running
time complexity of TopCandidates is O(`mn).
Lemma 2 Algorithm TopCandidates is a 1
2
-approximation algorithm for the MaxRank-
ingRespect problem.
Proof: When the algorithm considers the i-th role in the worst case it will create
i − 1 respect violations. Therefore, the total number of respect violations of the
produced assignment q is at most m(m− 1)/2, and the respect score R(q) ≥ m(m−
1) − m(m − 1)/2 = m(m − 1)/2. Since the optimal assignment has score at most
m(m− 1) the assignment q is a 1
2
-approximation solution. 
We also propose the AllCandidates algorithm, an extension of TopCandidates that
exhaustively makes each possible role-expert pair (i, v) ∈ S×V as a first assignment.
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After the first assignment, it proceeds in the same manner as TopCandidates each time
selecting to assign to a role the highest ranked node that has not been assigned. From
all the candidate assignments it returns the one assignment with the highest respect
score. Since the assignment of TopCandidates is one of the assignments considered
by AllCandidates, it follows that AllCandidates is also a 1
2
-approximation algorithm
for the problem. The running time complexity of AllCandidates is O(`m2n2).
3.4 Experiments
This section explores the practicality of our algorithms using real-world and syn-
thetic datasets. Specifically, (i) we use real-world and synthetic datasets to analyze
the performance of our algorithms for the MaxMutualRespect problem, (ii) we
use real-world and synthetic datasets to analyze the performance of our algorithms
for the MaxRankingRespect problem, (iii) we provide a runtime analysis of our
algorithms for all datasets.
For all randomized algorithms and experiments we set the parameter ` (the maxi-
mum number of iterations) to 50 because we saw that in real applications it generally
leads to reasonable solutions and runtime performances. For all our experiments we
use a single process implementation of the algorithms on a 64-bit MacBook Pro with
an Intel Core i7 CPU at 2.6GHz and 16GB RAM. We make the code, the datasets
and the chosen parameters available online 3.
3.4.1 Results for MaxMutualRespect
For the MaxMutualRespect problem we will experiment with the algorithms
Greedy and RandGreedy presented in Section 3.3. For the latter, we also report
the average and standard deviation score it achieves (denoted as AvgRandGreedy in
the plots). We also compare against a baseline Ranking that sorts the experts in each
3https://www.dropbox.com/sh/47kakiyhf58jahb/AADjdIDLCaJgNM-GvSf-d0GXa?dl=0
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TM 1 TM 2 TM 3 TM 4 TM 5 TM 6
# Experts 68.9k 31.7k 95.9k 37.5k 56.7k 90.8k
# Roles 4 4 8 4 4 8
Avg. End./Role 728.7k 44.2k 659.5k 373.7k 586.4k 527.4k
Avg. End./Expert 42.25 55.85 55 39.82 41.33 46.46
Max End./Expert 2.6k 775 2.6k 920 1.88k 1.9k
# Overlap. Experts 13k 15.1k 37.3k 10.2k 4.6k 11.6k
Table 3.1: A summary of the Citations dataset statistics.
role according to their score s(v, i), and then runs TopCandidates, selecting the top
candidates in each position. This corresponds to a greedy algorithm that computes
the scores once, and then assigns the candidates with the highest score. We perform
` different runs (different order in role selection), and report the solution with the
maximum score. The running time complexity of Ranking is O(mn log n + `mn).
Finally, in our experiments Max denotes the maximum possible respect score that
can be achieved even though a solution with such score might not exists.
Citation networks (Real Dataset)
We study the MaxMutualRespect problem on real data generated from academic
citation networks. In this setting, the experts are scientists, and the roles correspond
to scientific fields. The respect graph is formed by citations: author v respects author
u in scientific field i, if author u has a paper in field i, and author v has a publication
that cites that paper.
More precisely, we consider the following scientific fields in Computer Science: Ar-
tificial Intelligence (AI), Neural Networks (NN), Natural Language Processing (NLP),
Robotics, Data Mining (DM), Algorithms, Data Bases (DB), Theory, Signal Process-
ing (SP), Computer Networking (CN), Information Retrieval (IR), Wireless Networks
and Mobile Computing (Wireless), Software Engineering (SE), High-Performance
Computing (HPC), Distributed and Parallel Computing (DPC), Operating Systems
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(OS). Using a publicly available resource4 we find the top-tier conferences for each
field. We then use the DBLP dataset5 to extract the set of publications and au-
thors that belong to these top-tier conferences, and create the citation networks for
the different fields. To reduce noise we removed all self-loops from the graphs, and
iteratively pruned authors with less than 5 incoming and outgoing citations.
We consider six possible teams: (1) Team 1 is an AI & Applications team that
requires scientists for the fields AI, NN, NLP, and Robotics; (2) Team 2 is a Data &
Algorithms team that that requires scientists for the fields DM, Algorithms, DB, and
Theory; (3) Team 3 requires scientists for all fields of Teams 1 and 2; (4) Team 4 is a
Systems team that requires scientists for the fields SE, HPC, DPC, and OS; (5) Team
5 is a Networks team that requires scientists for the fields SP, CN, IR, and Wireless;
(6) Team 6 requires scientists for all fields of Teams 5 and 6. Table 3.1 exhibits some
statistics on the size and the properties of the input dataset for each team.
An interesting observation is that on average and for all teams an expert receives
at least 39 citations from her peers (row 4). Furthermore, we see that Team 1 (AI &
Applications) receives on average more endorsements per field, while Team 2 (Data
& Algorithms ) receives on average less endorsements per field (row 3). Finally, note
that we consider teams from fields that are related to each other and therefore include
overlapping experts (row 6). The largest percentage of overlapping experts is observed
in Team 2 (Data & Algorithms) and is equal to 47.6% of all experts and the least
overlapping field is Team 5 (Networks) with 8.4% of overlapping experts.
Figure 3·1a shows the performance of the Greedy , RandGreedy , Ranking and
AvgRandGreedy algorithms for the different teams. The results show that Rand-
Greedy outperforms Greedy , while Ranking performs poorly on all tasks. In the




(a) Citations dataset (b) NBA dataset
Figure 3·1: Respect Score (R) for the MaxMutualRespect prob-
lem on the real-world dataset Citations (left) and the MaxRank-
ingRespect problem on the real-world dataset NBA (right).
Interestingly, in this dataset, the performance of AvgRandGreedy is closer to the one
of Greedy , and for Team 2 it performs slightly better. This indicates that, in this
dataset, Greedy is more easily trapped in local optima. Furthermore, we see that as
the number of candidate experts grows (Teams 3 and 6) the performance differences
between Greedy and RandGreedy are more pronounced. This is because Greedy gets
trapped in local optima, while RandGreedy is able to avoid them through random
selections. Note that RandGreedy benefits from the fact that it considers multiple
solutions and selects the one with the maximum score.
We demonstrate the quality of our results in Table 3.2 where we present the
experts selected by RandGreedy for the different teams. For calibration, we also
present the scientists with the highest number of citations in each field (Rows 2 and
7 denoted as Top). We observe that in all experiments the produced teams contain
acclaimed researchers who cite and acknowledge the contributions of their peers in
different fields. However, none of the teams contains the most cited author in any
of the fields. Also, the assigned scientists for Team 3 differ from those assigned in
Teams 1 & 2 even though the set of roles required by Team 3 is a superset of those in
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Top TM 1 TM 2 TM 3
AI J. Lafferty L. Zettlemoyer - R. Mooney
NN G. Hinton D. Koller - M. Jordan
NLP E. Hovy C. Manning - A. McCallum
Robotics V. Kumar A. Ng - D. Fox
DM C. Aggarwal - A. Tomkins I. Dhillon
Algorithms A. Goldberg - D. Sivakumar W. Wang
DB R. Agrawal - R. Kumar Q. Yang
Theory M. Szegedy - S. Muthukrishnan Y. Freund
Top TM 4 TM 5 TM 6
SE G. Rothermel R. Gupta - M. Li
HPC I. Foster P. Balaji - J. Wu
DPC L. Ni A. Vishnu - X. Li
OS M. Kaashoek D. Panda - B. Li
SP G. Giannakis - Z. Han Z. Yang
CN D. Towsley - S. Zhong Y. Liu
IR C. Buckley - B. Li Z. Li
Wireless J. Polastre - W. Trappe Y. Wang
Table 3.2: Teams produced by RandGreedy on different subsets of
scientific fields. Top denotes the scientists with the highest number
of citations in the corresponding field. Column 1 represents the team
roles. Each of the columns 3-5 and rows 2-9, as well as the columns
3-5 and rows 11-18 represent a different team found by the proposed
algorithm RandGreedy .
Teams 1 & 2. Furthermore, in Team 2, the algorithm selects A. Tomkins for DM, D.
Sivakumar for Algorithms, R. Kumar for DB, and S. Muthukrishnan for Theory. The
first three authors have worked a lot in these fields and they have heavily cited each
other, while S. Muthukrishnan is a well-known theorist who has also publications in
DB and DM venues.
Synthetic Dataset
We generate synthetic respect graphs for the MaxMutualRespect problem as
follows. Using the preferential attachment model in [Bollobás et al., 2003], we generate
m scale-free, directed graphs G = {G1, . . . , Gm}, with n nodes. We plant inside these
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(a) m = 50 (b) n = 103
Figure 3·2: Respect Score (R) for the MaxMutualRespect prob-
lem on Synthetic datasets for fixed m (left) and for fixed n (right).
graphs an assignment with maximum score as follows. From the set of n nodes we
select a random subset of m nodes U = {u1, . . . , um}. Then for each graph Gi, we
plant a star graph Hi, with ui as the center, and incoming edges from all other nodes
in U , by adding all the missing edges in graph Gi. Note that assigning q(i) = ui, gives
an assignment of maximum score R(q) = m(m − 1). The goal is to investigate how
close to the maximum score solution the solutions of the proposed algorithms can be.
According to the model in [Bollobás et al., 2003] we set the probability parameters α,
β and γ to 0.55, 0.0.44 and 0.01, respectively, to ensure the presence of hub nodes with
high in-degree in the graphs, making the input more challenging for our algorithms.
Figure 3·2 shows the results of our algorithms.
In Figure 3·2a we fix the number of roles m = 50, range the number of experts n,
and plot the respect score of the solutions produced by the algorithms. Overall, we
observe that the synthetic experiments support the observations made on the real-
dataset experiments. Both Greedy and RandGreedy outperform Ranking . Similar
to the real-dataset experiment when comparing Greedy and RandGreedy we see that
the latter performs better, especially for a larger number of experts and its respect
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score is very close to the maximum possible. In Figure 3·2b we fix the number of
experts n = 1000, range the number of roles m and we plot the respect score of the
different algorithms as a percentage of the maximum score. We observe that for small
values of m, both Greedy and RandGreedy get stuck into local optimal assignments,
and Ranking finds solutions with a few more edges. However, for larger values of m
the solutions they find have score very close to the maximum respect score.
3.4.2 Results for MaxRankingRespect
We now evaluate the algorithms for the MaxRankingRespect problem.
NBA Statistics (Real dataset)
We evaluate the algorithms MaxRankingRespect using the NBA dataset6. The
dataset contains individual basketball player statistics for different NBA seasons, for
a range of basic statistics, such as points, assists, rebounds etc., to more advanced
performance metrics such as value over replacement. We use data for the seasons
2010 - 2017, and the following subset of 11 performance metrics that we consider
important in assembling a basketball team: STL, AST, FT, BLK, FG, TRB, 2P,
3P, DBPM, OBPM, VORP7. These performance metrics correspond to roles in our
setting. We prune the set of players so as to keep the ones that have played in at
least one third of the games of the season, and have played at least 15 minutes per
game. In the resulting data we have the following number of players in each year;
(i) year 2010: 278 players, (ii) year 2011: 289 players, (iii) year 2012: 286 players,
(iv) year 2013: 291 players, (v) year 2014: 294 players, (v) year 2015: 319 players,
(v) year 2016: 299 players, (v) year 2017: 310 players We create the ranking for each
performance metric by sorting the players in decreasing order of the metric value.
6https://www.kaggle.com/drgilermo/nba-players-stats
7We refer the reader to https://www.basketball-reference.com/about/glossary.
htmlforthedescriptionoftheseattributes
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(a) m = 50 (b) n = 103
Figure 3·3: Respect Score (R) for the MaxRankingRespect prob-
lem on Synthetic datasets for fixed m (left) and for fixed n (right).
Figure 3·1b shows the performance of AllCandidates and TopCandidates. Note
that for all seasons a solution with maximum respect score exists and was found by
MaxScore. We observe that AllCandidates that always finding a maximum respect
score solution, performs slightly better than TopCandidates.
Table 3.3 shows indicatively the results of the three algorithms for the seasons
2010 and 2016. Interestingly, the TopCandidates algorithm, which does not achieve
the maximum score, selects many players such as Lebron James, R. Westbook, or
Stephen Curry, that are at the top, or close to the top of their corresponding ranking.
These players are also at the top of other role rankings as well, and thus they do
not have sufficient respect for the player that finally assumes this role (a common
phenomenon with star players in team sports).
Synthetic Dataset
We create synthetic rankings for the evaluation of MaxRankingRespect as follows.
We consider a set of n nodes, and we create m random permutations of these nodes
P = {P1, . . . , Pm}. We select a subset of m nodes U = {u1, . . . , um}, and we perform




STL R.Rondo R.Rondo R.Rondo
AST S.Nash S.Nash S.Nash
FT C.Anthony C.Anthony D.Nowitzki
BLK A.Bogut S.Battier A.Bogut
FG K.Bryant K.Bryant K.Durant
TRB Z.Randolph Z.Randolph D.Howard
2P A.Stoudemire D.Lee A.Stoudemire
3P A.Brooks A.Brooks A.Brooks
DBPM M.Camby T.Ratliff M.Camby
OBPM M.Ginobili M.Ginobili D.Wade
VORP J.Smith J.Kidd L.James
Season 2016
MaxScore AllCandidates TopCandidates
STL R.Rubio R.Rubio R.Westbrook
AST R.Rondo R.Rondo R.Rondo
FT D.DeRozan D.Gallinari J.Harden
BLK H.Whiteside R.Gobert H.Whiteside
FG C.J.McCollum E.Fournier K.Durant
TRB A.Drummond K.Love A.Drummond
2P K.A. Towns B.Griffin L.James
3P D.Lillard J.R.Smith K.Thompson
DBPM A.Bogut A.Bogut A.Bogut
OBPM C.Paul M.Conley S.Curry
VORP K.Lowry N.Jokic K.Lowry
Table 3.3: Teams of basketball players for the seasons 2010 (top)
and 2016 (bottom). Column 1 represents the team roles. Each of
the columns 2-4 represent a different team found by the corresponding
algorithm.
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(a) Citations dataset (b) NBA dataset
Figure 3·4: Time (sec) for the MaxMutualRespect problem on
the real-world dataset Citations (left) and the MaxRankingRespect
problem on the real-world dataset NBA (right).
U . Assigning q(i) = ui gives an assignment of maximum score R(q) = m(m−1). This
assignment (or one with the same score) will be found by the MaxScore algorithm.
We investigate if the AllCandidates and TopCandidates algorithms can find solutions
with scores that are the same or close to the maximum score.
The results are shown in Figure 3·3. Similar to before, in Figure 3·3a we fix the the
number of roles, m = 50, and range the number of experts n, and we plot the respect
score of the algorithms. In Figure 3·3b we fix the number of experts, n = 1000, and
range the number of roles m, and we plot the percentage of the maximum respect score
found by the algorithms. We observe that AllCandidates outperforms TopCandidates.
However, note that the range of the y-axis is very small, so the solutions reported
by the two algorithms are very close to each other and very close to the maximum
respect score. In fact, in the worst case AllCandidates has only 4 edges difference
from the maximum score solution.
30
3.4.3 Runtime analysis
We now investigate the runtime efficiency of all our algorithms. We report the running
times of the algorithms on the real datasets Citations and NBA and the synthetic
datasets for the MaxMutualRespect and the MaxRankingRespect problems,
respectively. All times are averaged over 5 runs and are reported in seconds.
The results for MaxMutualRespect using the Citations dataset are shown
in Figure 3·4a. We compare the runtime performances of Greedy , RandGreedy and
Ranking with asymptotic running time complexities O(m2n), O(`mn) and O(mn log n+
`mn), respectively. We observe that the algorithms Greedy and Ranking are very
efficient. In fact, their execution times are less than a minute which renders them
very scalable. RandGreedy appears to be slower than the other two algorithms. We
noticed that for one iteration of RandGreedy (` = 1) its corresponding asymptotic
runtime complexity becomes O(mn) and its running time becomes comparable to
that of Greedy . Note, however, that even though for smaller values of ` RandGreedy
is faster, its performance is also more likely to drop.
The results for MaxRankingRespect using the NBA dataset are shown in
Figure 3·4b. We compare the performance of MaxScore, AllCandidates and TopCan-
didates with asymptotic running time complexities O(mn), O(`m2n2) and O(`mn),
respectively. The results are shown in Figure 3·4b. Note that we only report the
running time of AllCandidates which does not exceed 20 seconds, but we omit the
running times of MaxScore and TopCandidates because these are less than a mil-
lisecond. Here, we see that the asymptotic running time complexities agree with the
algorithms’ performances; MaxScore and TopCandidates are highly efficient while
AllCandidates is the slowest of the three algorithms.
Similar observations are made when comparing the running times of the algorithms
on the synthetic datasets. The results are shown in Figures 3·5 and 3·6 for the
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(a) m = 50 (b) n = 103
Figure 3·5: Time (sec) for the MaxMutualRespect problem on
Synthetic datasets for fixed m (left) and for fixed n (right).
MaxMutualRespect and MaxRankingRespect problems, respectively.
3.5 Concluding remarks
We introduced the novel problem of creating teams of experts associated with distinct
roles such that the total respect that these experts receive by the other team members
with respect to their associated role is maximized. We showed that the problem is
NP-hard to solve and designed heuristic algorithms for solving it in practice. For the
variant of the problem where respect graphs are derived from rankings, we design a
polynomial algorithm for finding a team with maximum respect, if such a team exists,
as well as approximation algorithms that rely on the properties of the rankings. Our
experiments with real-world and synthetic datasets demonstrate the utility of our
algorithms in practice. For future work, we are interested in studying the weighted
version of our problem.
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(a) m = 50 (b) n = 103
Figure 3·6: Time (sec) for the MaxRankingRespect problem on
Synthetic datasets for fixed m (left) and for fixed n (right).
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Chapter 4
Balancing coverage and team objectives
Team formation as a combinatorial optimization problem was first introduced by
Lappas et al. [Lappas et al., 2009]. In their version of the problem the input consisted
of a single task, which required a set of skills, along with a set of individuals; each
individual had a set of skills. The individuals were also organized in a social network,
which encoded how well they could work together. The team-formation problem
that Lappas et al. considered was the problem of identifying a subset of individuals
that collectively cover the required skills while at the same time the radius (or the
weight of the minimum spanning tree) on the subgraph induced by the individuals is
minimized.
At a high level, this work and all follow-up works on team formation [Anag-
nostopoulos et al., 2010, Anagnostopoulos et al., 2012, Anagnostopoulos et al., 2018,
Bhowmik et al., 2014,Kargar et al., 2013,Kargar and An, 2011,Kargar et al., 2012,Ma-
jumder et al., 2012, Li et al., 2015a, Yin et al., 2018] have a common characteristic:
they focus on optimizing some objective related to the cost of the team while they
impose the hard constraint that all the skills required by any given task should be
covered. That is, in the core of all these team-formation formulations lies in the hard
constraint of solving the set cover problem.
However, there are cases where tasks are described generically and require teams
to have strong background in many areas, whereas clearly not all these areas can (or
need to) be simultaneously covered. Oftentimes, the list of required skills is more like
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the wishful thinking of the entity that posts the task and not all of the skills need to
be covered for its completion. For example, think of a post that describes potential
cluster hires for an academic institution. Moreover, when looking at job posts in
online labor markets, oftentimes the skills required by the posted tasks are repetitive.
An example of a job post in guru.com is: basic, oracle, html, java, javascript, mysql,
css, sql, http, ajax, mvc, architecture, jquery, software, software development, web
development, developer, web developer. Another example from freelancer.com is:
Advertising, Facebook Marketing, Internet Marketing, Marketing, Social Networking.
In these examples the task descriptions could be repetitive; someone who is good at
Marketing is also good at Facebook and/or Internet marketing. Therefore, in such
cases not all skills of a task need to be covered.
Motivated by these settings, we relax the requirement of completely covering a
task and we allow for partial task coverage by the formed teams. However, we assume
that the quality of task completion is proportional to the fraction of covered skills.
4.1 Balancing coverage and cost
Our first contribution is a new approach for the team formation problem. We propose
a new problem formulation where, instead of assuming that the coverage of all skills
required by the input job is a hard constraint, we instead assume that coverage of
skills is one part of the objective function we want to optimize. The other part is the
cost of paying the experts who participate in the formed team. That is, for a team
of experts Q we want to optimize a function of the form:
g(Q) = f(Q)− c(Q), (4.1)
where f(Q) is the number of skills required by the task and posessed by at least one
expert in Q and c(Q) is the sum of the costs of the experts in Q, i.e., the amount
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of money one has to pay to hire the particular team. Note that function g has two
parts: the coverage part, which is a monotone submodular function, and the cost part
which is a linear function. To the best of our knowledge we are the first to formulate
the team-formation problem as an optimization problem of maximizing a submodular
minus a linear function, combining both coverage and cost into a single objective.
In practice, this corresponds to scenarios where the set of skills required by a task
is more of a “wish list” rather than a strict requirement. Moreover, sometimes the
balance between the coverage of skills and the amount of money one has to pay for
experts is not clear in advance, but it becomes clearer when one sees the marginal
gain of every hired expert in the combined objective.
In order to capture these practical scenarios we consider two variants of our prob-
lem: the constrained and the unconstrained one. The former refers to cases where the
maximum number of experts we aim to hire is given as part of the input; the latter
finds the optimal number of experts to be hired as part of the solution.
Note that while for the constrained version we only discuss the cardinality con-
straints, our methods generalize to handle general matroid constraints as well. Please
find the definition of a matroid in Section 2.
Finally, we also consider the online version of the above optimization problem
(both for the constrained and the unconstrained settings). Deviating from existing
work on the online team-formation problem [Anagnostopoulos et al., 2010, Anag-
nostopoulos et al., 2012, Anagnostopoulos et al., 2018], where the tasks arrive in an
online manner, we consider the problem where the task is given as part of the input in
the beginning and experts become available in an online fashion. With the increasing
number of experts joining online expertise platforms we believe that this scenario
becomes increasingly relevant. To the best of our knowledge we are the first to pose
and address this problem within this application domain.
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Our algorithmic contributions: We complement our problem formulation with
novel algorithms for all of the settings discussed above. Our algorithms use the
standard greedy approach together with a novel cost scaling approach and can be
sped up significantly in practice using lazy evaluations [Minoux, 1978]. As we discuss
in more detail below, our algorithms are very easy to implement and more efficient
than existing algorithms both in theory and in practice. We show that our algorithms
achieve provable approximation guarantees for the problem.
The main algorithmic difficulty stems from the fact that the objective (4.1) is sub-
modular but it is non-monotone and it is potentially negative. Several algorithms have
been developed for maximizing both monotone and general submodular functions, but
they achieve provable approximation guarantees only for non-negative functions. In
fact, existing hardness results imply that no multiplicative approximation guarantees
are possible in polynomial time for maximizing a potentially negative submodular
function with or without constraints [Papadimitriou and Yannakakis, 1991, Feige,
1998].1 Nevertheless, the objective function we consider has some structure that has
been exploited in previous works [Feldman, 2019, Harshaw et al., 2019, Sviridenko
et al., 2017]. These works have shown that in this case we should aim for a weaker
notion of approximation and find a subset of experts Q such that:
f(Q)− c(Q) ≥ α · f(OPT)− c(OPT),
for some α ≤ 1. The aforementioned works propose algorithms that achieve α =
(1−1/e) in the offline setting, which is the best guarantee one can hope for given a car-
dinality constraint [Nemhauser et al., 1978,Feige, 1998]. One of the main downsides
of these algorithms is that the running time can be prohibitive. The works [Sviri-
1One can observe that it is NP-hard to decide whether the optimum value of a submodular objective
is positive or not, since we could use such a subroutine and binary search over the optimum value to obtain
arbitrarily good approximate solutions, which contradicts existing hardness of approximation results for
problems such as maximum cut and maximum coverage [Papadimitriou and Yannakakis, 1991,Feige, 1998].
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denko et al., 2017, Feldman, 2019] give algorithms based on the continuous greedy
algorithm that maximizes the multilinear extension, a continuous function extending
the submodular function to the domain [0, 1]n. The multilinear extension is expensive
to evaluate and the continuous greedy algorithm requires many iterations to converge.
As a result, the algorithms have very high running times. The algorithm of [Feldman,
2019] is based on the standard discrete greedy algorithm, which is much more efficient,
but it applies the greedy approach to a distorted objective that changes throughout
the algorithm and we cannot use techniques such as lazy evaluations to speed up the
algorithm. Thus the running time of the algorithm of [Feldman, 2019] is Θ(n2), where
n is the size of the ground set, whereas the standard greedy algorithm can be imple-
mented to run in nearly-linear time using approximate lazy evaluations. Moreover,
the implementation of the standard Greedy algorithm using exact lazy evaluations
achieves significant speedups in practice without affecting the approximation guar-
antee [Minoux, 1978]. Additionally, these algorithms are only for the offline problem
and, prior to our work, no algorithms with provable guarantees were known for the
online or streaming settings.
In this chapter, we give a novel approach that overcomes these limitations. Our
main insight is very simple but very effective: instead of maximizing the original
objective f(Q) − c(Q), we maximize a scaled objective f(Q) − s · c(Q), where s >
1 is an absolute constant. Unlike the approach of [Feldman, 2019], our objective
does not change throughout the algorithm and thus we can use lazy evaluations.
Moreover, we can leverage a wide-range of existing algorithmic approaches, such as
the standard greedy algorithm in the offline setting and a single-threshold variant of
greedy in the streaming setting. As a result, we obtain faster offline algorithms for
the cardinality-constrained problem and the first algorithms with provable guarantees
for the online and streaming settings as well as the first efficient algorithms for more
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general constraints such as a matroid constraint. The main challenge is to show
that the resulting algorithms achieve provable approximation guarantees. We show
an approximation guarantee of α = 1/2 in the offline and online settings, and α =
(3−
√
5)/2 in the streaming setting. Our analysis overcomes several conceptual and
technical difficulties stemming from both the fact that the objective is non-monotone
(which is problematic for the greedy algorithm), as well as the fact that the objective
is negative (which requires a careful analysis to relate the value of the greedy solution
on the scaled objective to that of the optimal solution).
Our problem formulation (4.1) can be viewed as a Lagrangian relaxation of the
problem of maximizing a submodular function subject to a knapsack constraint.
Several algorithms have been proposed for the latter problem, including algorithms
achieving the optimal 1− 1/e approximation guarantee [Sviridenko, 2004]. However,
existing algorithms for the knapsack problem have very high running times and they
are primarily of theoretical interest. For example, the algorithm of [Sviridenko, 2004]
enumerates over all possible subsets of 3 elements and it has running time Θ(n5),
where n is the size of the ground set. Thus, even if we used lazy evaluations to speed
up the algorithm, the enumeration will still be a significant time bottleneck. Obtain-
ing fast and practical algorithms for the knapsack problem remains an outstanding
open problem (see e.g. [Ene and Nguyen, 2019] and references therein). Thus our
problem formulation also comes with significant algorithmic benefits compared to the
formulation with a hard budget constraint.
Other applications: We emphasize that while the techniques we develop here
are motivated by team-formation applications, they are general and can be applied to
other settings such as recommendation systems [Borodin et al., 2012,Puthiya Param-
bath et al., 2016] and influence maximization in social networks [Borgs et al., 2014,
Goyal et al., 2011, Tang et al., ]. Our algorithms solve the general problem of maxi-
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mizing an objective of the form f(S)− c(S), where f is any non-negative monotone
submodular function and c is any linear function. These problems have applications
in machine learning as well [Harshaw et al., 2019,Kazemi et al., 2020].
4.1.1 Related work
Here we review the related work, both in terms of team-formation applications as well
as algorithmic work on approximation algorithms for functions similar to the ones we
seek to optimize.
Team formation with complete task coverage: Lappas et al. [Lappas et al.,
2009] were the first to introduce the notion of team formation in the setting of a
social network. Given a network of experts with skills, their goal is to find a team
that collectively covers all the requirements of a single task, while establishing small
communication cost (in terms of the network) between the team members. A series
of subsequent works [Anagnostopoulos et al., 2012, Bhowmik et al., 2014, Kargar
et al., 2013,Kargar and An, 2011,Kargar et al., 2012,Majumder et al., 2012,Li et al.,
2015a, Yin et al., 2018] extended that work. All these works share two common
assumptions: (i) all the required task skills need to be covered by the formed teams,
(ii) the experts are organized in a network and the created teams optimize some cost
function related to the team members’ distances in the network. In this work we do
not assume the existence of a network among the experts and the tasks need not be
fully covered.
Another line of works does not assume an underlying expert network and de-
fines linear team cost functions, such as the load of the experts and the person-
nel cost [Anagnostopoulos et al., 2010, Anagnostopoulos et al., 2018, Golshan et al.,
2014, Kargar et al., 2013]. These works also require that the task requirements are
completely covered, while in our setting we relax this constraint and optimize for the
combined objective of the coverage minus the cost.
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Finally, another line of research considers the problem of online team forma-
tion [Anagnostopoulos et al., 2010, Anagnostopoulos et al., 2012, Anagnostopoulos
et al., 2018] where the tasks arrive in an online fashion. In these works, there is
again the hard requirement that all skills of any task need to be covered, while we
do not have this hard constraint in our problem definition. In our online setting we
consider the problem where the task is given as part of the input in the beginning
and experts become available in an online fashion. This is a different setting from the
one considered above. As a result, the computational problems we are considering
are different.
Probably, the closest to ours is the work by Dorn and Dustdar [Dorn and Dustdar,
2010], which introduces a multi-objective team composition problem with two objec-
tives: skill coverage and communication cost (with respect to the experts’ network).
Their goal is to identify the best balance between the two costs. For this purpose,
they use a set of heuristics that self-adjust a trade-off parameter to decide team con-
figurations. There are two significant differences between their setting and ours: first,
although they consider partial coverage, they focus on data extraction rather than
algorithm design and attempt to solve the problem using heuristic approaches. In
our work, we design algorithms with provable approximation guarantees. Second,
our goal is to design efficient algorithms with respect to running time, while Dorn
and Dustdar do not touch upon this issue.
Applications of maximizing submodular functions: There are several ap-
plications that require the maximization of a submodular function subject to some
constraint [Krause and Golovin, 2014]. Two such applications are social influence
maximization [Borgs et al., 2014, Goyal et al., 2011, Tang et al., ] and result diver-
sification in recommender systems [Borodin et al., 2012, Puthiya Parambath et al.,
2016]. In our objective, we are maximizing a monotone submodular function minus a
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linear function. Thus our objective is not necessarily positive – while this is not the
case in all previous works. As discussed in the introduction, the algorithmic problem
we are solving is much harder.
Algorithmic approaches: As discussed in the introduction, most existing al-
gorithms for (monotone or general) submodular maximization crucially rely on the
assumption that the function is non-negative. The objective function of our problem
is potentially negative and these algorithms do not achieve provable guarantees. The
works [Feldman, 2019,Harshaw et al., 2019,Sviridenko et al., 2017] design algorithms
with provable guarantees for the offline problem with a cardinality or a matroid con-
straint. We refer the reader to the introduction for a comparison between these works
and ours.
4.1.2 Problem definition
The following problem formulation falls under the single-task setting of Chapter 2.
Recall that in this setting we assume that there is a single task T ⊆ S; that is,
the task that requires a set of skills in order to be completed. Each expert i is also
associated with a cost ci. This cost corresponds to the cost that one has to pay in
order to hire this expert.
Given a subset of experts Q ⊆ V , we define the coverage of Q to be:
f(Q) = |(∪i∈Qei) ∩ T | ,
where ei ⊆ S is the subset of the skills that each expert i is associated with. Similarly,





Problem 2 (Cov-Cost) Given a set of experts V and task T , find a subset of
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experts Q ⊆ V such that
g(Q) = λ · f(Q)− c(Q) (4.2)
is maximized.
The normalization coefficient λ: In the above definition, λ is a normalization
coefficient that expresses our bias between the prizes and the costs. One can also
think of λ as a way to convert the two quantities, which are defined in different scales,
into the same units. Determining its value is application-dependent and we explain
how to select this value in Section 4.1.7. Our algorithmic analysis is independent
of this coefficient, and therefore from now on we will use f(Q) to refer to λ · f(Q).
We will also refer to g(Q) = f(Q) − c(Q) as the combined objective function. The
combined objective g is a submodular function defined as the difference between a
non-negative monotone submodular function (f) and a non-negative linear function
(c).
When we consider instances of Problem 2 such that |Q| ≤ k we obtain the
cardinality-constraint problem defined as follows.
Problem 3 (k-Cov-Cost) Given a set of experts V , task T and an integer k, find
a subset of experts Q ⊆ V such that |Q| ≤ k and
g(Q) = f(Q)− c(Q) (4.3)
is maximized.
Discussion on our objectives: Our algorithms, presented in the subsequent sec-
tions, solve the above mentioned problems in the general setting when f is any mono-
tone and non-negative submodular function (not just the coverage function) and c
is any non-negative linear function. Thus our algorithms are applicable beyond the
team formation setting that motivated this work.
Matroid constraints: In addition to a cardinality constraint, we consider a general
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Algorithm 3 The CSG algorithm for the cardinality-constrained problem k-Cov-
Cost.
Input: Set of experts V , scaled objective g̃(Q) = f(Q)− 2c(Q), cardinality k.
Output: Team Q.
1: Q← ∅
2: for i = 1, . . . , k do
3: ei = arg maxe∈V g̃(e|Q)
4: if g̃(ei|Q) ≤ 0 then
5: break
6: end if
7: Q← Q ∪ {ei}
8: end for
9: return Q
matroid constraint. In fact, in Section 4.1.4 we modify the cardinality constraint
algorithm for general matroid constraints.
Online problems: In addition to the offline setting, we study the above problems
in online and streaming models of computation. We consider Problem 2 in the online
model where the experts arrive in an online fashion, one at a time, in an arbitrary
(adversarial) order. When an expert arrives, we need to decide whether to add it to
the solution, and this decision is irrevocable. We refer to this problem as Online-
Cov-Cost.
We also consider Problem 3 in the streaming model where the experts arrive one
at a time as in the online setting but we are allowed to store a small set of experts
in memory and select the final solution from the set of experts that we stored in
memory. We refer to this problem as Streaming-k-Cov-Cost.
The online setting poses additional conceptual difficulties as we need to make
decisions without knowing the full set of experts.
4.1.3 The Cost-Scaled Greedy Algorithm
This section considers the cardinality-constrained problem k-Cov-Cost. We
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propose the Cost-Scaled Greedy (CSG) algorithm for this problem shown in Al-
gorithm 3. Section 4.1.4, extends the algorithm to the general case of matroid (rather
than simple cardinality) constraints. Throughout this chapter, by elements we mean
the elements of the ground set V , which are the experts in the team formation ap-
plication. For a set function h, we use the notation h(e|Q) := h(Q ∪ {e})− h(Q) to
denote the marginal gain of e on top of Q. Our approach is very simple but effective:
we apply the standard Greedy algorithm to the scaled objective g̃(Q) = f(Q)−2c(Q),
and we stop adding elements once the marginal gains become negative (line 5). As
we discuss below, the algorithm can be implemented using lazy evaluations, which
leads to a very efficient and practical algorithm.




Proof: The starting point of our analysis is the following ordering of the elements
in Q∪OPT, which we call the Greedy ordering, which we define for analysis purposes
only. The Greedy ordering orders the elements in Q ∪OPT as
e1, e2, . . . , e|Q∪OPT| (GreedyOrdering)
where ei ∈ arg maxe∈(Q∪OPT)\{e1,...,ei−1} g̃(ei|{e1, . . . , ei−1}) for each i ∈ [|Q ∪ OPT|].
That is, we select the next element ei in the ordering to be the element from the
remaining set with maximum marginal gain on top of the previously selected elements
e1, . . . , ei−1.
It follows from the execution of the algorithm that the first |Q| elements in the
Greedy ordering (GreedyOrdering) are the elements of Q in the order in which they
were added to Q by the algorithm.
The remainder of the analysis is structured as follows. We first identify a solution,
which is a prefix of the Greedy ordering, that we will analyze and show that its value is
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competitive with that of OPT. This solution is simply the first ` = |OPT| elements in
the Greedy ordering, and we denote it by S(`). We analyze this solution and relate its
value to OPT. We then relate the value of the solution Q returned by the algorithm
to the value of S(`).
Let S(i) = {e1, . . . , ei} for all 1 ≤ i ≤ |Q∪OPT|. Let ` = |OPT|. As noted above,
the solution S(`) plays a key role in our analysis.
Relating S(`) to OPT. We now analyze the solution S(`) and relate it to OPT.
To this end, we construct an appropriate mapping between S(`) and OPT as follows.
Since S(`) and OPT have the same size, there is a bijection π : OPT → S(`) such
that, for every i ≤ `, π−1(ei) appears after or at the same position as ei in the Greedy
ordering (GreedyOrdering), i.e., π−1(ei) = ej for some index j ≥ i. We can obtain
such a mapping π by iteratively matching each element of OPT to the earliest element
of S(`) that is still unmatched. Since |OPT| = |S(`)| and S(`) is comprised of the first
` elements in the Greedy ordering, every element o ∈ OPT will be matched to exactly
one element π(o) ∈ S(`) such that π(o) appears no later than o in the Greedy ordering,
as needed.
We can use this bijective mapping π to “charge” OPT to S(`) as follows. By
construction of the Greedy ordering and π, for every i ≤ `, we have
g̃(ei|S(i−1)) ≥ g̃(π−1(ei)|S(i−1)) (4.4)
Let OPT(i) = π−1(S(i)) for all i ≤ `. By submodularity and the fact that OPT(i) =
OPT(i−1) ∪ {π−1(ei)}, we have
g̃(π−1(ei)|S(i−1))
≥ g̃(π−1(ei)|S(`) ∪OPT(i−1))
= g̃(S(`) ∪OPT(i−1))− g̃(S(`) ∪OPT(i−1)) (4.5)
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By combining (4.4) and (4.5), we obtain
g̃(ei|S(i−1)) ≥ g̃(S(`) ∪OPT(i−1))− g̃(S(`) ∪OPT(i−1))
We sum up the above inequalities over all i ≤ `. Note that the sums telescope.
Additionally, we have OPT(`) = π−1(S(`)) = OPT. Thus we obtain





Relating Q to S(`). We now proceed to the second part of the analysis, and
relate the solution Q constructed by the algorithm to the solution S(`). Recall that it
follows from the execution of the algorithm that Q is a prefix of the Greedy ordering.
By definition, S(`) is also a prefix of the Greedy ordering. However, Q and S(`) may
be different prefixes and one may be included in the other, and we consider each of
these cases in turn. To relate their values, we crucially use the following properties
ensured by the algorithm: each element of Q has positive marginal gain with respect
to the scaled objective g̃ on top of the elements that come before it in the Greedy
ordering; additionally, if Q has less than k elements, all of the remaining elements
have non-positive marginal gain with respect to g̃ on top of Q. These properties
follow from the fact that, when each element is added to Q, it has positive marginal
gain with respect to g̃. Moreover, the algorithm terminates when either it reaches
the size constraint k or it terminates early on line 5 since the marginal gains of the
remaining elements are non-positive with respect g̃.
We now give the precise analysis. We will show that g̃(Q) ≥ g̃(S(`)) by considering
two cases: |Q| ≥ ` and |Q| < `.
Suppose |Q| ≥ `. We have S(`) ⊆ Q. Since the algorithm only adds elements with
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Suppose |Q| < `. We have Q ⊆ S(`). Since the algorithm terminates when the








Thus, in either case, we have that
g̃(Q) ≥ g̃(S(`)) (4.7)
Relating Q to OPT. We now put everything together and establish the approxima-




Recall that g̃ = f − 2c. Thus
f(Q)− c(Q) ≥ 1
2
f(S(`) ∪OPT)− c(S(`) ∪OPT) + c(Q)
Since f is monotone, we have f(S(`) ∪OPT) ≥ f(OPT). Thus
f(Q)− c(Q) ≥ 1
2
f(OPT)− c(S(`) ∪OPT) + c(Q)
Thus, to finish the proof, it only remains to verify that
c(OPT) + c(Q) ≥ c(S(`) ∪OPT)
As before, we consider two cases: |Q| ≥ ` and |Q| < `.
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Suppose that |Q| ≥ `. Then S(`) ⊆ Q and thus c(Q) ≥ c(S(`)), since c is non-
negative. Thus
c(OPT) + c(Q) ≥ c(OPT) + c(S(`)) ≥ c(OPT ∪ S(`))
Suppose that |Q| < `. Then Q ⊆ S(`) and S(`) \ Q ⊆ OPT. Thus OPT ∪ Q =
OPT ∪ S(`) and hence
c(OPT) + c(Q) ≥ c(OPT ∪Q) = c(OPT ∪ S(`))
Putting everything together, we have




We note that there are several conceptual and technical challenges that arise both
in the algorithm and its analysis. The Greedy algorithm is designed for maximizing
monotone and non-negative submodular functions, whereas the scaled objective g̃ (as
well as g) is non-monotone and potentially negative. Our algorithm terminates on
line 5 once the marginal gains with respect to the scaled objective become negative.
This could potentially lead to the loss of valuable elements of the optimal solution,
and moreover these elements could even have positive marginal gain with respect to
the original objective. Additionally, it is not a-priori clear how to leverage the scaled
objective in the analysis. We introduce several new ideas to address these issues, and
our analysis is more intricate and subtle than the standard Greedy analysis.
Running time and speedups: Similarly to the standard Greedy algorithm, the
running time of CSG is O(nk) evaluations of the functions f and c, where n is the
number of experts and k is the cardinality constraint: there are k iterations and, in
each iteration, we spend O(n) function evaluations to compute all of the marginal
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gains and find the expert with maximum marginal gain.
We can speed up the algorithm using the lazy evaluations technique introduced by
Minoux [Minoux, 1978] for the standard Greedy algorithm, which we now outline. The
computational bottleneck of the algorithm is in finding the element with maximum
marginal gain g̃(e|Q) in every iteration. To speed up these computations and avoid
unnecessary evaluations, we store each element in a maximum priority queue with a
key v(e). We initialize the keys to v(e) = g̃(e|∅). The keys are storing potentially
outdaded marginal gains and the algorithm updates them in a lazy fashion. Since
g̃ is submodular, marginal gains can only decrease as the solution Q grows and, as
a result, the keys are always an upper bound on the corresponding marginal gains.
In each iteration, the algorithm uses the queue to find the element with maximum
marginal gain as follows. We remove from the queue the element e with maximum
key and evaluate its marginal gain g̃(e|Q) with respect to the current solution Q. We
then compare the marginal gain g̃(e|Q) to the key v(e′) of the element e′ that is now
at the top of the queue (before removing e from the queue, e′ was the element with
the second-largest key). If g̃(e|Q) ≥ v(e′), then e is the element with largest marginal
gain, since the key of every element is an upper bound on its current marginal gain.
Otherwise, we reinsert e into the queue with key g̃(e|Q) and repeat.
We use CSLG to refer to the implementation of CSG with lazy evaluations. The
correctness of CSLG follows directly from submodularity, and the solution constructed
is the same as that of CSG. While the worst-case running time of CSLG and CSG are
the same, lazy evaluations lead to significant speedups in practice. We observed this
in our experiments as well.
4.1.4 The Matroid Algorithm
In this section, we extend the CSG algorithm from Section 4.1.3 and its analysis to the
more general setting of a matroid constraint. Please find the definition of a matroid
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Algorithm 4 The MCSG algorithm for the matroid-constrained problem Matroid-
Cov-Cost.
Input: Set of experts V , scaled objective g̃(Q) = f(Q)−2c(Q), matroidM = (V, I).
Output: Team Q.
1: Q← ∅, N ← V
2: for i = 1, . . . , n do
3: if N = ∅ then
4: break
5: end if
6: ei = arg maxe∈N g̃(e|Q)
7: if g̃(ei|Q) ≤ 0 then
8: break
9: end if
10: Q← Q ∪ {ei}
11: remove from N every element e s.t. Q ∪ {e} /∈ I
12: end for
13: return Q
in Chapter 2. We see that the problem k-Cov-Cost is a special case of the general
matroid constraint problem Matroid-Cov-Cost, where the set of independent sets
is I = {Q ⊆ V : |Q| ≤ k}. Another well-known example of a matroid constraint
is the partition matroid in which the ground set V is partitioned into disjoint sets
V1, V2, . . . , V` and I = {Q ⊆ V : |Q ∩ Vi| ≤ ki for all i = 1, 2, . . . , `}.
We refer to this problem as the Matroid-Cov-Cost problem maxQ∈I f(Q) −
c(Q) where I is the collection of independent sets in a matroid M = (V, I). As
before, the algorithm is the standard Greedy algorithm applied to the scaled objective
g̃(Q) = f(Q) − 2c(Q). We refer to this algorithm as MCSG (Matroid Cost Scaled
Greedy) and present its outline in Algorithm 4.
Running time. The worst-case running time of MCSG is O(nk) evaluations of the
functions f and c and O(nk) matroid feasibility checks, where n = |V | and k is the
rank of the matroid (the size of the largest independent set). The lazy evaluation
technique that we described in Section 4.1.3 can be used to speed up the matroid
algorithm as well.
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In the remainder of this chapter, we prove Theorem 4.1.2. Note that the algorithm
maintains the invariant that Q ∈ I. Thus we focus on analyzing the objective value.
The analysis is similar to the cardinality constraint. The main difference is in con-
structing the mapping between the solution Q constructed by the algorithm and the
optimal solution OPT. To this end, we use the following standard result for matroids
due to Brualdi [Brualdi, 1969] (see also Chapter 39 of the textbook [Schrijver, 2003]).
Theorem 4.1.3 (Brualdi’s theorem) Let I and J be two independent sets in a
matroid such that |I| = |J |. There is a bijection π : I \ J → J \ I such that (J \
π(e)) ∪ {e} is independent for every e ∈ I \ J .
Let Q(i) be the solution Q at the end of iteration i of the algorithm. Let Q and N
be the respective sets at the end of the algorithm. We partition OPT into two sets
O1 and O2, where O2 = OPT∩N and O1 = OPT \O2. Note that, if N is non-empty,
the algorithm terminated because g̃(e|Q) ≤ 0 for all e ∈ N .
We first show that |Q| ≥ |O1|. Suppose for contradiction that |Q| < |O1|. By the
augmentation property, there is an element e ∈ O1 \ Q such that Q ∪ {e} ∈ I. By
the hereditary property, we have Q(i)∪{e} ∈ I for all i ≤ |Q|. Thus e could not have
been removed from N on line 11 and hence e ∈ OPT ∩ N = O2, contradicting the
fact that e ∈ O1.
Let ` = |O1|. We analyze Q(`) and show the following:
Lemma 4.1.4 We have
2(f(Q(`))− c(Q(`))) ≥ f(Q(`) ∪O1)− 2c(O1)
Proof: Recall that we have |Q(`)| = |O1| = `. Moreover, Q(`) and O1 are both
independent. We apply Theorem 4.1.3 to obtain a bijective mapping π : O1 → Q(`)
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such that (Q(`)\π(e))∪{e} ∈ I for all e ∈ O1\Q(`). We augment π by setting π(e) = e
for all e ∈ O1 ∩Q(`), and obtain a bijection from O1 to Q(`). We let O(i)1 = π−1(Q(i)).
Consider an iteration i ≤ ` in which Q(i) 6= Q(i−1) and thus Q(i) = Q(i−1) ∪ {ei}.
Let oi = π
−1(ei). If oi = ei, then clearly
g̃(ei|Q(i−1)) = g̃(oi|Q(i−1))
Suppose that oi 6= ei. We have oi ∈ O1 \ Q(`) and, by the choice of π, we have
(Q(`) \{ei})∪{oi} ∈ I. Since (Q(`) \{ei}) ⊇ Q(j) for all j < i, the hereditary property
implies that Q(j) ∪ {oi} ∈ I and thus oi could not have been removed from N on
line 11 in any iteration j < i. Thus oi ∈ N at the beginning of iteration i and thus oi
is a candidate for ei. Therefore, by the choice of ei, we have
g̃(ei|Q(i−1)) ≥ g̃(oi|Q(i−1))
Thus, for every iteration i ≤ ` for which Q(i) = Q(i−1) ∪ {ei}, we have
f(Q(i))− f(Q(i−1))− 2c(ei) ≥ f(Q(i−1) ∪ {oi})− f(Q(i−1))− 2c(oi)
where oi = π
−1(ei).
We have
f(Q(i−1) ∪ {oi})− f(Q(i−1)) = f(oi|Q(i−1)) ≥ f(oi|Q(`) ∪O(i−1)1 )
= f(Q(`) ∪O(i)1 )− f(Q(`) ∪O
(i−1)
1 ),
where the inequality is by submodularity and the last equality is by O(i) = O(i−1) ∪
{oi}.
Thus




Summing up over all i ≤ ` and using that O(`)1 = π−1(Q(`)) = O1, we obtain
f(Q(`))− 2c(Q(`)) ≥ f(Q(`) ∪O1)− f(Q(`))− 2c(O1)
⇒ 2(f(Q(`))− c(Q(`))) ≥ f(Q(`) ∪O1)− 2c(O1)

Lemma 4.1.5 We have
f(Q) ≥ f(Q ∪O2)− 2c(O2)
Proof: We may assume that O2 6= ∅, since otherwise the lemma is immediate. For
every o ∈ O2, we have g̃(o|Q) ≤ 0 and thus
2c(o) ≥ f(o|Q)




f(o|Q) ≥ f(Q ∪O2)− f(Q)
Rearranging, we obtain
f(Q) ≥ f(Q ∪O2)− 2c(O2)
 By combining the two lemmas and using submodularity, we obtain the following
result.
Lemma 4.1.6 We have
f(Q(`)) + f(Q)− 2c(Q(`)) ≥ f(OPT)− 2c(OPT)
Proof: By combining the two lemmas above, we obtain
2(f(Q(`))− c(Q(`))) + f(Q) ≥ f(Q(`) ∪O1) + f(Q ∪O2)− 2c(OPT)
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Recall that O1 and O2 is a partition of OPT and Q
(`) ⊆ Q. By submodularity, we
have
f(Q(`) ∪O1) + f(Q ∪O2) ≥ f((Q(`) ∪O1) ∩ (Q ∪O2)) + f((Q(`) ∪O1) ∪ (Q ∪O2))
= f(Q(`)) + f(Q ∪OPT)
Therefore
f(Q(`))− 2c(Q(`)) + f(Q) ≥ f(Q ∪OPT)− 2c(OPT)
Since f is monotone, we have f(Q ∪OPT) ≥ f(OPT), and thus
f(Q(`))− 2c(Q(`)) + f(Q) ≥ f(OPT)− 2c(OPT)
 Since the algorithm adds elements with positive marginal gain, we obtain the
following result.
Lemma 4.1.7 We have
2(f(Q)− c(Q)) ≥ f(Q(`)) + f(Q)− 2c(Q(`))
Proof: Since the algorithm adds elements with positive marginal gain, we have




(g̃(Q(i))− g̃(Qi−1)) ≥ 0
Therefore
f(Q)− 2c(Q) ≥ f(Q(`))− 2c(Q(`))
and thus
2f(Q)− 2c(Q) ≥ f(Q(`)) + f(Q)− 2c(Q(`))

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Theorem 4.1.2 now follows from the last two lemmas.
Note that the above guarantee matches the approximation of the standard Greedy
algorithm for monotone functions (the special case when the costs are equal to 0).
There are simple examples of monotone submodular maximization with a partition
matroid constraint for which Greedy only achieves a 1
2
approximation. There are
algorithms that achieve the optimal 1 − 1
e
approximation for monotone submodular
maximization with a matroid constraint, but these algorithms maximize the multi-
linear extension of a submodular function — a continuous extension of the discrete
function f to the domain [0, 1]V — and are generally very inefficient. Our algorithm
is the first algorithm with provable guarantees for the problem of maximizing the dif-
ference between a monotone submodular and a linear function subject to a matroid
constraint.
4.1.5 The online algorithm
We now turn our attention to the combined objective of the Cov-Cost problem in
the online model where the elements arrive one at a time. When an element arrives,
we need to decide whether to add it to the solution, and this decision is irrevocable.
Algorithm 5, considers the scaled objective g̃(Q) = f(Q)−2c(Q) and it accepts every
element that has positive marginal gain with respect to this scaled objective. The
following theorem states our approximation guarantee.




Proof: For every item o ∈ OPT \Q, g̃(o|Q) ≤ 0 holds. This is due to the fact that
o had non-positive marginal gain when it arrived and the marginal gains can only
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Algorithm 5 The Online-CSG algorithm.
Input: Stream of experts V , scaled objective g̃(Q) = f(Q)− 2c(Q).
Output: Team Q.
1: Q← ∅
2: for each arriving element e do
3: if g̃(e|Q) > 0 then









≥ g̃(Q ∪OPT)− g̃(Q)
=
(






c(Q ∪OPT)− c(Q)︸ ︷︷ ︸
=c(OPT\Q)≤c(OPT)
)
≥ f(OPT)− f(Q)− 2c(OPT)
The third inequality is by monotonicity of f and non-negativity and linearity of
c. The second inequality follows from submodularity as follows. Let O = OPT \ Q
and let o1, o2, . . . , o|O| be an arbitrary ordering of O. Let O
(i) = {o1, . . . , oi}. Then,














where the inequality is by submodularity.
Rearranging, we obtain
f(Q) ≥ f(OPT)− 2c(OPT)
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On the other hand, since the algorithm only added elements with positive marginal
gain with respect to g̃, we have
g̃(Q) > 0
Indeed, let e1, e2, . . . , e|Q| be the elements of Q in the order in which they were added.











Since g̃(∅) = f(∅)− c(∅) = f(∅) ≥ 0, we have g̃(Q) > 0. Therefore,
f(Q)− 2c(Q) > 0⇒ c(Q) < 1
2
f(Q)⇒ f(Q)− c(Q) > 1
2
f(Q)
By combining with the previous inequality, we obtain








4.1.6 The streaming algorithm
This section considers the k-Cov-Cost problem in the streaming model. The al-
gorithm is an extension of the online algorithm from Section 4.1.5. As before, we
consider the scaled objective g̃(Q) = f(Q)− s · c(Q), where s ≥ 1 is an absolute con-
stant (the right choice for s is no longer 2, see Theorem 4.1.9 below). Now, instead
of picking elements whose scaled marginal gain is positive, we pick elements whose
scaled marginal gain is above a suitable threshold. In other words, we apply the
single-threshold Greedy algorithm [Badanidiyuru et al., 2014,Kumar et al., 2015] to
the scaled objective. Algorithm 6 applies the single-threshold Greedy algorithm with
threshold τ and scaled objective g̃ = f − s · c, where τ and s ≥ 1 are given as input.
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Algorithm 6 The Streaming-CSG algorithm.
Input: Stream of experts V , scaled objective g̃ = f − s · c (s ≥ 1 is an absolute
constant), cardinality k, threshold τ .
Output: Team Q.
1: Q← ∅
2: while stream not empty do
3: e←next stream element
4: if g̃(e|Q) ≥ τ and |Q| < k then




The following theorem shows that there is a way to set τ and s so that Algorithm 6
returns a good approximate solution.

















, Algorithm 6 returns a solution Q such that |Q| ≤ k
and








Proof: It is clear from the execution of the algorithm that |Q| ≤ k. Therefore we
focus on analyzing the function value. We consider two cases, depending on whether
|Q| = k or |Q| < k.
Case 1: |Q| = k. We have
g̃(Q) ≥ τk ⇒ f(Q)− s · c(Q) ≥ τk
Case 2: |Q| < k. For every item o ∈ OPT \Q, we have
g̃(o|Q) ≤ τ
This is due to the fact that o had marginal gain less than τ when it arrived and the
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marginal gains can only decrease due to submodularity of g̃. Therefore




≥ g̃(Q ∪OPT)− g̃(Q)
=
(






c(Q ∪OPT)− c(Q)︸ ︷︷ ︸
=c(OPT\Q)≤c(OPT)
)
≥ f(OPT)− f(Q)− s · c(OPT)
The third inequality is by monotonicity of f and non-negativity and linearity of c.
The second inequality follows from submodularity as follows. Let O = OPT \Q and
let o1, o2, . . . , o|O| be an arbitrary ordering of O. Let O
(i) = {o1, . . . , oi}. Then














where the inequality is by submodularity.
Rearranging, we obtain
f(Q) ≥ f(OPT)− s · c(OPT)− τ |OPT \Q|︸ ︷︷ ︸
≤k
≥ f(OPT)− s · c(OPT)− τk
On the other hand, since the algorithm only added elements with marginal gain at
least the threshold, we can show that
g̃(Q) ≥ τ |Q|
Indeed, let e1, e2, . . . , e|Q| be the elements of Q in the order in which they were added.
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g̃(ei|Q(i−1)) ≥ τ |Q|
Since g̃(∅) = f(∅)− c(∅) = f(∅) ≥ 0, we have g̃(Q) ≥ τ |Q|. Thus
f(Q)− s · c(Q) ≥ τ |Q| ≥ 0
To summarize, we showed the following two inequalities:
f(Q) ≥ f(OPT)− s · c(OPT)− τk
f(Q)− s · c(Q) ≥ 0
Combining the two inequalities with coefficients s− 1 and 1 gives
f(Q)− c(Q) ≥ s− 1
s
(f(OPT)− s · c(OPT)− τk)
Setting s, τ . We now put together the two cases and set the two parameters s ≥ 1
and τ .
In case 1, we obtain a solution Q with value
f(Q)− c(Q) ≥ f(Q)− s · c(Q) ≥ τk
where the first inequality is due to c ≥ 0 and s ≥ 1, and the second inequality is by
our analysis above.
In case 2, we obtain a solution Q with value
f(Q)− c(Q) ≥ s− 1
s
(f(OPT)− s · c(OPT)− τk)
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(f(OPT)− s · c(OPT)− τk)
}




(f(OPT)− s · c(OPT)− τk)⇒ τk = s− 1
2s− 1
(f(OPT)− s · c(OPT))
We set s so that the coefficient of c(OPT) becomes 1:
s(s− 1)
2s− 1
= 1⇒ s2 − 3s+ 1 = 0

















































Guessing τ and the Streaming-CSG algorithm. Setting the threshold as suggested





c(Q). To remove this assumption, we use the standard technique introduced by
[Badanidiyuru et al., 2014] which we now sketch. The largest singleton value v =
maxe ĝ({e}) gives us a k-approximation to ĝ(OPT). Given this approximation, we
guess a 1+ ε approximation to ĝ(OPT) from a set of O(log k/ε) values ranging from v
to kv. The final streaming algorithm is simply O(log k/ε) copies of the basic algorithm
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running in parallel with different guesses. As new elements appear in the stream, the
value v = maxe ĝ({e}) also increases over time and thus, existing copies of the basic
algorithm with small guesses are dropped and new copies with higher guesses are
added. Observe that when we introduce a new copy with a large guess, starting it
from mid-stream has exactly the same outcome as if we started it from the beginning
of the stream: all previous elements have marginal gain much smaller than the guess
and smaller than the threshold so they would have been rejected anyway. We refer
to [Badanidiyuru et al., 2014] for the full details. We only lose ε in the approximation
due to guessing and we use O (k log k/ε) total space to store the O(log k/ε) solutions.
Thus, we have the following:
Theorem 4.1.10 There is a streaming algorithm Streaming-CSG for the cardinality-
constrained problem max|Q|≤k f(Q)−c(Q) that takes as input any ε > 0 and it returns













The algorithm uses O (k log k/ε) space.
Remark: The result presented in this section was obtained independently and con-
currently by [Kazemi et al., 2020].
4.1.7 Experiments
This section explores the practicality of our algorithms using real data from two online
expertise-management platforms. We use this data to analyze the performances and
the running times of our algorithms for the k-Cov-Cost and Cov-Cost problems.
Datasets: We use real-world datasets from the online expertise-management plat-
forms, guru.com and freelancer.com. We refer to these datasets as Guru and
Freelancer , respectively. From each website we collected the following artifacts: (i)
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Dataset Guru Freelancer
# Experts 6120 1212
# Tasks 20 155
# Avg. Skills/Expert 13.07 1.46
# Skills/Task 15 5
Table 4.1: A summary of the dataset statistics.
the set of skills each expert has, and (ii) the set of skills required by each task. Table
4.1 summarizes some statistics of the two datasets.
Expert skills and costs: All expert-related data used in this work are obtained
from anonymized profiles of members registered in the two marketplaces. A profile
itself includes professional-specific information about an expert. From each profile we
collect the following artifacts: (i) the set of acquired skills, (ii) the salary demands
(in dollars per hour). The set of acquired skills is a self-defined set of skills that is
verified by fraud detecting profile mechanisms. Furthermore, we define the hourly
salary of an expert as the cost of adding that expert to a team. The average number
of skills per expert is 13.07 and 1.46 in Guru and Freelancer , respectively.
Tasks: The Freelancer and Guru datasets include a random sample from a large
pool of real tasks posted in these platforms. All data are anonymized and thus we do
not have any information about the company commissioning the task, or about the
time of the task announcement. Figure 4·1 displays the distribution of the number
of skills required by the tasks for both datasets. Although our results are similar for
tasks of all sizes, we present results for tasks that require 15 skills in Guru and 5 skills
in Freelancer . We picked these tasks because we have a significant number of tasks
of that size (20 and 155 respectively). Therefore, we can evaluate the performance
of our algorithms over several independent tasks and therefore our results are robust.
At the same time, the number of skills for these tasks makes the coverage aspect of
the problem interesting.
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We compare the performances of our algorithms for the k-Cov-Cost and Cov-
Cost problems with a variety of baseline methods, as well as with the state-of-the-art
algorithms.
Algorithms used for the k-Cov-Cost problem: As we have already discussed
our main algorithms for the k-Cov-Cost problem are: CSG and CSLG, which are
extensively discussed in Section 4.1.3. Recall that the two algorithms return the
same solution, but CSLG is expected to be significantly more efficient. Thus it suffices
to include one of the algorithms in the plots evaluating the objective value, and we
only show CSLG. We show both algorithms in the plots evaluating the running time.
We also use the Streaming-CSG to solve the k-Cov-Cost problem. As discussed
in Section 4.1.6, this is a streaming algorithm that addresses the harder online prob-
lem. Here, we evaluate its performance against offline algorithms that have complete
knowledge of the input datasets.
The baselines we consider in our evaluation are algorithms proposed in existing
work as well as some simple and intuitive heuristics. We list those below:
• DistortedGreedy [Harshaw et al., 2019]: Builds on the Greedy approach but,
instead of considering a constant scaled objective like we do, the authors design
a distorted objective which changes throughout the algorithm. The distorted ob-
jective initially places higher relative importance on the modular cost term c,
and gradually increases the relative importance of the coverage function as the
algorithm progresses. DistortedGreedy makes O(nk) evaluations and returns a
solution Q of size at most k satisfying f(Q)− c(Q) ≥ (1− 1
e
)f(OPT)− c(OPT).
• StochasticDistortedGreedy [Harshaw et al., 2019]: Uses the same distorted
objective as DistortedGreedy but has faster asymptotic runtime because it op-
timizes over a random sample in each iteration.
• Greedy: This heuristic is similar to CSG. The only difference is that instead of
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Figure 4·1: Distribution of number of skills in tasks.
computing the marginal value with respect to the scaled objective we use the
original objective g = f − c.
• TopK: This is a natural heuristic baseline algorithm that runs as follows. The
algorithm gives each expert e ∈ V a linear weight w(e) = f({e}) − c(e) and it
selects the (at most) k experts with the largest positive weights. If there are
fewer than k experts with positive weight, the algorithm selects all of the experts
with positive weights; otherwise, the algorithm selects the k experts with largest
weights.
Algorithms used for the Cov-Cost problem: For the Cov-Cost problem we
evaluate all the methods that we used for the k-Cov-Cost problem by setting k = n.
So all algorithms described above are included in the comparison.
Additionally, we use the Streaming-CSG algorithm, which is described in Sec-
tion 4.1.5. Recall that this algorithm addresses the harder online problem. Here, we
evaluate its performance against offline algorithms that have complete knowledge of
the input datasets.
In terms of baselines, we also consider the following:
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• UnconstrainedDistortedGreedy [Harshaw et al., 2019]: A linear-time algorithm
for the unconstrained problem that runs for n iterations and in each iteration
evaluates the marginal gain of a single expert sampled uniformly at random.
Implementation details: Our code is in Python. For all our experiments we use
single-process implementations on a 64-bit MacBook Pro with an Intel Core i7 CPU at
2.6GHz and 16 GB RAM. We make the code, the datasets and the chosen parameters
available online 2.
Selecting the value of the normalization coefficient λ: The combined objective
introduced in Section 4.1.2 compares coverage with cost. In our setting coverage
corresponds to the covered number of skills of a task and cost is the total salary
demand of the experts in a team (in dollars). The purpose of the parameter λ is to
transform these two quantities into comparable units. In practice the coverage score
is in the order of tens and hundreds, while the total cost is in the order of thousands.
We selected an appropriate λ coefficient as follows. For each dataset we solved the
set cover problem using the well-known greedy algorithm [Slav́ık, 1996] and found the
team Q comprising the minimum number of experts that covers all the skills in the
task. Then, we defined λ = c(Q)
f(Q)
to ensure that the coverage and the cost will be in a
comparable scale. We set λ = 520 and λ = 40 for Guru and Freelancer , respectively.
Setting the algorithmic parameter ε: Recall that the algorithms Streaming-CSG
and StochasticDistortedGreedy require an error parameter ε as part of their input.
This is a trade-off parameter between the quality of the solution and the algorithm’s
running time. To select an appropriate value ε we performed a set of experiments
for different ε values and decided the ε value that achieves a close to the best for
the algorithm solution, without sacrificing the running time. Due to lack of space
we omit these plots. Throughout the experiments we fix ε=0.01 and ε=0.05 for
2https://github.com/smnikolakaki/submodular-linear-cost-maximization
67





















































Figure 4·2: Combined objective value (g) comparisons of all algo-
rithms for the cardinality-constrained problem k-Cov-Cost.
StochasticDistortedGreedy and Streaming-CSG respectively.
4.1.8 Evaluation for k-Cov-Cost
This section evaluates the empirical performance of algorithms for the cardinality-
constrained problem k-Cov-Cost. In summary, we show that the algorithms CSG
and DistortedGreedy perform similarly, and outperform the algorithms they are
compared to. We also demonstrate that using lazy evaluations can lead to 10x faster
running time compared to the standard greedy algorithm.
Performance evaluation: For the performance evaluation we vary the cardinality
parameter k and compute the combined objective value (g) of the solution. We
present the results of this evaluation in Figure 4·2. The y-axis represents the combined
objective value (g) of each algorithm, and the x-axis corresponds to the cardinality k.
For each experiment we report the average performance value of each algorithm over
all tasks, denoted as its line, as well as the confidence interval of the result, denoted
as the bar around the line.
We observe that the performances of the algorithms follow trends that are con-
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sistent between the two datasets. First, we notice that as k increases so does the
performance of the algorithms, up until some point where the performances seem to
stabilize. This is because initially the algorithms benefit from adding more experts to
the solution because increasing the coverage outweighs the cost. However, for some
cardinality k the algorithms reach a solution where adding more experts does not
benefit them. This happens in two cases; (i) when all the task skills have been cov-
ered, and (ii) when the benefit from increasing the coverage is smaller than paying
the corresponding cost.
We now compare the algorithms at an individual level. The baseline TopK, as
well as Streaming-CSG have the worse performances. Intuitively, Streaming-CSG
has a lower performance because it does not assume access to the complete set of
experts prior to its execution like the offline algorithms do. However, even with
this restriction we observe that its performance is not significantly worse and par-
ticularly in the case of Guru as k increases its performance approaches those of
the other algorithms. When comparing the offline algorithms we first notice that
StochasticDistortedGreedy is outperformed by DistortedGreedy, CSLG and Greedy
in both datasets. In addition, it has higher variance in its performance compared to
the other algorithms. Finally, DistortedGreedy, CSLG and Greedy perform similarly,
with the last performing slightly worse for larger k values. Even though Greedy is a
heuristic without provable approximation guarantees it still performs well because it
is heavily based on CSG. The comparison between DistortedGreedy and CSLG shows
that in practice considering marginal gains with respect to a constant scaled objective
as opposed to a distorted objective leads to the same performances. CSLG however also
supports lazy evaluations which leads to huge computational savings as we discuss in
the next section.
Runtime analysis: Here, we experimentally evaluate the scalability of our algo-
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Figure 4·3: Running time (sec) comparisons of all algorithms for the
cardinality-constrained problem k-Cov-Cost.
rithms. Recall that the worst-case time complexity of DistortedGreedy, CSG, CSLG
and Greedy is O(nk), that of StochasticDistortedGreedy is O(n log 1
ε
), and the
corresponding time complexity of Streaming-CSG is O(n log k
ε
).
The results of their running time evaluation in practice are shown in Figure 4·3.
The y-axis represents the running time reported in seconds, and the x-axis corre-
sponds to the cardinality k. We observe that Streaming-CSG is much slower because
it constructs several solutions per iteration. Furthermore, DistortedGreedy and CSG
have very close running times, while StochasticDistortedGreedy is up to 10x faster
than the aforementioned algorithms, since in each iteration it only evaluates a subset
of the elements.
We now draw the attention to the computational savings when using lazy evalu-
ations. In both datasets CSLG is more than 10x faster than both DistortedGreedy
and CSG, and more than 2x faster than StochasticDistortedGreedy. Specifically,
in Freelancer shown in Figure 4·3b when zooming in, we see that CSLG is clearly 10x
faster than DistortedGreedy and CSG for larger values of k. While we leave these




















































Figure 4·4: Combined objective value (g) comparisons of all algo-
rithms for the unconstrained problem Cov-Cost.
more skills we observed that CSLG can achieve speedups of up to 100x compared to
DistortedGreedy. The only algorithm whose running time is comparable to CSLG is
TopK whose solutions however are much inferior to those of CSLG, as we saw in the
previous section.
4.1.9 Evaluation for Cov-Cost
This section presents the performance evaluation and the running time analysis of
algorithms for the unconstrained problem Cov-Cost. In summary, we show that
the algorithms DistortedGreedy, CSG and the heuristic Greedy have similar perfor-
mances, and outperform the algorithms they are compared to, which is especially
pronounced for larger datasets. We also demonstrate that using lazy evaluations can
lead to up to 1000x faster running time compared to the standard greedy algorithm.
Performance evaluation: For the performance evaluation we compare the com-
bined objective value (g) of the solution of each algorithm. We present the results
of this evaluation in Figure 4·4. The box plots show medians (solid line), means
















































Figure 4·5: Running time (sec) comparisons of all algorithms for the
unconstrained problem Cov-Cost.
We notice that CSLG and DistortedGreedy find the highest value solutions with
respect to the combined objective. Furthermore, even though, as expected, the online
algorithm Online-CSG is inferior to the other algorithms, it is interesting to see that
its performance is not significantly worse, despite the harder problem it attempts
to solve. Note that overall UnconstrainedDistortedGreedy has the lowest perfor-
mance, which is due to the fact that in each iteration the algorithm evaluates a single
random sample.
Runtime analysis: We now investigate the running time performance of the al-
gorithms for the Cov-Cost problem. The runtime complexities are O(n2) for the
algorithms DistortedGreedy, CSG, CSLG, Greedy, O(n log n) for TopK, O(n log 1
ε
) for
StochasticDistortedGreedy, and O(n) for UnconstrainedDistortedGreedy and
Online-CSG. The results are shown in the second row of Figure 4·5. The box plots
show the medians of the runtime performance of each algorithm. The narrow shape
of the box plots is due to the small deviation of the samples from the mean, indicating
that the running time performances of the algorithms are consistent among the tasks.
Furthermore, note that the y-axis is in the log-scale.
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Similar to the k-Cov-Cost problem, we observe that CSG and DistortedGreedy
have similar running times, with the latter being slightly faster. Overall however, their
running times are orders of magnitude slower compared to the other algorithms. In
particular, we observe huge computational gains when using lazy evaluations. Notice
that both in the Guru and in the Freelancer datasets our algorithm CSLG achieves
1000x of speedup, compared to CSG that does not use lazy evaluations and compared
to DistortedGreedy that does not support lazy evaluations.
4.1.10 Discussion
The main takeaway messages of the experimental evaluation can be summarized as
follows. First, throughout the experimental evaluation we see that the proposed
algorithms based on the scaled objective have competitive performance against the
algorithms proposed by Harshaw et al. [Harshaw et al., 2019] that use the distorted
objective. Furthermore, we showcase that performing lazy greedy evaluations always
leads to huge computational savings reaching up to 1000x speedup, compared to the
standard greedy. Finally, we demonstrate that the proposed online algorithms achieve
competitive performance against the offline algorithms, even though they address the
harder online problem, where experts arrive in an online fashion.
4.1.11 Concluding remarks
In this chapter, we formalized the team-formation problem as the problem of max-
imizing a positive monotone submodular function minus a linear cost function. In
that way we provided an alternative to the existing literature in team formation that
aims for complete skill coverage. For this more general version of the team-formation
problem, we devised effective and efficient algorithms with provable approximation
guarantees. We showed that these algorithms can be applied to a variety of settings
including constrained, unconstrained, online and stream settings. We also showed
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that these algorithms perform very well in practice, particularly for larger datasets,
reaching up to 3 orders of magnitude speedups. A direction for future research is to
consider extensions of our framework to take into consideration not necessarily only
linear costs, but other costs as well, such as the communication cost between experts
organized in a social network.
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4.2 Balancing coverage and load
The second part of this chapter also considers cases where tasks are described gener-
ically and require teams to have strong background in many areas, whereas clearly
not all these areas can (or need to) be simultaneously covered. Motivated by these
settings, we relax the requirement of completely covering a task and we allow for par-
tial task coverage by the formed teams. Another important factor for the quality of
task completion is the load of the experts. For example, an expert assigned to several
tasks may be too busy to devote a lot of effort in each one of them and consequently
underperform [Anagnostopoulos et al., 2010]. Thus, our second objective is to avoid
loading the experts with many tasks.
We combine these two objectives as follows: given a set of tasks, form one team per
task such that the tasks are partially covered, while at the same time, the maximum
number of teams an expert participates in is kept as small as possible. Thus, our goal
is to both fulfill the tasks as much as possible and not overload the experts involved
with the formed teams.
Formally, our goal is the following: given a set of k tasks T and a set of experts
V form k teams Q = {Q1, . . . , Qk}, one for each task such that λL(Q) + C(Q, T ) is
minimized. In this equation, L(Q) denotes the maximum number of teams an expert
participates in and C(Q, T ) denotes the sum of the fraction of uncovered skills per
task. Both these components are quantities that we aim to minimize, while λ is a
trade-off parameter that controls the importance of each objective.
We call the above problem the BalancedTA problem. Note that the problem
definition is such that combines the two, seemingly unrelated objectives, into a single
objective, and asks from the algorithm to find the right balance between the two,
according to the trade-off parameter λ, and without placing a hard constraint on one
of the objectives.
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For the BalancedTA problem we show that there are values of λ such that the
BalancedTA problem is NP-hard and we design algorithms for solving it efficiently
in practice. The effectiveness and the efficiency of our algorithms is shown in our
experimental evaluation with datasets from three major online labor markets.
We also note that in many applications, there may be tasks that have both ab-
solutely required and optional skills. For instance, a task might require workers with
expertise in Facebook Marketing and Advertising and optionally broader knowledge
in the areas of Internet Marketing, Marketing and Social Networking. Thus, we also
consider a generalization of the BalancedTA, where there is a hard constraint on
the coverage of the required skills for every task. Not only do we show that this vari-
ant of the problem is also NP-hard, but also that the same algorithms we designed
for BalancedTA can be used for this version of the problem as well, with minimal
changes.
Our contributions are summarized as follows:
• We define the BalancedTA problem, which tries to find teams for a set of tasks
such that both the coverage of task requirements (in terms of skills) is maximized
and the load of every individual worker (in terms of the number of teams she
participates in) is minimized. We combine these two requirements in a single
objective and use a trade-off parameter λ to control the importance of each.
• We study the computational complexity of the BalancedTA problem and show
that while there are cases for which it is trivial, there are also cases for which it
is NP-hard.
• We design a set of heuristics for solving BalancedTA in practice.
• We study a variant of the BalancedTA problem where the set of skills required
for each task is split into required and optional. We show that this version is NP-
hard and also demonstrate that our algorithms for BalancedTA can be applied
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to it with few modifications.
• Finally, using three datasets from real online labor markets, we test the practical
utility and the efficiency of our methods.
4.2.1 Related Work
Recent studies raise the importance of team formation in different settings [Li and
Tong, 2018, Wang et al., 2015b]. To the best of our knowledge, we are the first
to introduce the BalancedTA problem, where we simultaneously optimize for the
coverage of the task requirements and the load of the experts. However, our work is
related to existing work on team formation as described below.
Team formation in network of experts: Lappas et al. [Lappas et al., 2009]
were the first to introduce the notion of team formation in the setting of a social
network. Given a network of experts with skills, their goal is to find a team that
collectively covers all the requirements of a single task, while establishing small com-
munication cost (in terms of the network) between the team members. A series of
subsequent works extended this work towards different directions [Anagnostopoulos
et al., 2012, Bhowmik et al., 2014, Kargar et al., 2013, Kargar and An, 2011, Kar-
gar et al., 2012, Majumder et al., 2012, Li et al., 2015a, Li et al., 2015b, Li et al.,
2017, Rangapuram et al., 2013, Yin et al., 2018] All the aforementioned works share
two common assumptions: (i) the experts are organized in a network that quantifies
how well they can work together and (ii) all the required skills of the tasks need
to be covered by the formed teams. Our model does not assume the existence of a
network among the experts and the tasks need not be fully covered. Therefore, the
computational problem that we are solving is different from the ones above.
Team formation with load balancing: Anagnostopoulos et al. [Anagnostopoulos
et al., 2010], were the first to consider minimizing the load of experts in the online
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setting where a stream of tasks arrives and experts form teams in order to cover all
the required skills for each task. The offline version of this problem resembles the
load-balancing requirement of our problem. However, our work allows partial task
coverage, while Anagnostopoulos et al. [Anagnostopoulos et al., 2010] form teams that
entirely cover the requirements of a task. Moreover, our framework also provides the
flexibility of defining a desirable trade-off between the two costs and creates effective
teams based on the importance of each.
Multiple tasks coverage: A key characteristic of our work is that we consider
the offline setting where there are multiple tasks, known a-priori, and there is a team
formed for each one of them. The offline versions of Anagnostopoulos et al. [Anagnos-
topoulos et al., 2010,Anagnostopoulos et al., 2012], the work of Golshan et al. [Gol-
shan et al., 2014], as well as the recent work of Barnabó et al. [Barnabò et al., 2019]
consider multiple tasks and multiple teams. However, contrary to our setting, all the
above works require that all skills required by the sequence of tasks are completely
covered.
Team formation with partial coverage: Probably, the closest to our work is
the work by Dorn and Dustdar [Dorn and Dustdar, 2010], which introduces a multi-
objective team composition problem with two objectives: skill coverage and commu-
nication cost. Their goal is to identify the best balance between the two costs. For
this purpose, they use a set of heuristics that self-adjust a trade-off parameter to
decide team configurations. In our setting, we do not consider the communication
cost, but the workload of the experts. Moreover, our algorithms focus on allocating
experts to teams, based on a user-defined trade-off between load and coverage. Dorn
and Dustar focus on finding a “best” trade-off between connectivity and coverage,
where the notion of “best” is defined in a rather adhoc manner. Finally, although




This section provides the notation used throughout the chapter and presents the
formal definition and the complexity analysis of the problem that we study.
The following problem formulation falls under the multiple-task setting of Chap-
ter 2. Throughout the discussion, we consider a set of m skills S, a set of n experts
V = {ei; i = 1, . . . , n} and a set of k tasks T = {tj; j = 1, . . . , k}. In this setting,
every expert and every task is a subset of the skills, i.e., ei ⊆ S and tj ⊆ S, re-
spectively. To complete a task we need to assign a team of experts to it. We let
Qj ⊆ V denote the team assigned to the jth task. For k tasks, we form k teams
Q = {Q1, . . . , Qk}. We call Q the team assignment for tasks T . For each team Qj we
compute its skill profile Cov(Qj) representing the union of the skills of its members.
That is, Cov(Qj) = ∪i∈Qjei.
Load cost (L): An important quantity is the load of a person, which is the number
of tasks a person is assigned to. That is, for person e we have that the load of e is





Incompleteness cost (C): Given a task T and a team Q ⊆ V assigned to it we
define the incompleteness cost of Q with respect to T to be the fraction of the required
skills, which are not covered by the team’s skill profile. That is,
F (Q, T ) =
|J \Cov(Q)|
|T |
Intuitively, our goal is to minimize the incompleteness cost since we want the
assigned team to cover as many of the skills required by the corresponding task as
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possible. Thus, we define the total incompleteness cost of a team assignment Q to
be:




Team-assignment cost (B): Given a trade-off parameter λ, the cost of a team
assignment Q for a set of tasks T is denoted by B(Q, T , λ) and it is a linear combina-
tion of the maximum workload and the incompleteness cost as defined above. That
is,
B(Q, T , λ) = λL(Q) + C(Q, T )
The trade-off parameter λ provides an easy way to control the relative importance
of each objective, where λ = 0 ignores the workload, and conversely λ > k, where
k is the number of tasks, ignores the incompleteness cost. In our experiments, we
considered different values of λ ∈ R+ and we discuss our findings.
4.2.3 The BalancedTA problem
We can now define the main problem addressed in this chapter:
Problem 4 (BalancedTA) Given a set of k tasks T = {t1, . . . , tk}, a set of n
experts V = {e1, . . . , en} and a real non-negative value λ ∈ R+, find a team assignment
Q = {Q1, . . . , Qk} consisting of k teams, such that team Qj is associated with task tj
and B(Q, T , λ) is minimized.
The solution of the case where λ = 0 is trivial: when λ = 0 then the optimal solution
assigns all workers to all tasks, leaving this way the minimum number of non-covered
skills.
On the other hand, when λ > k, where k is the number of tasks, we prove that
only the workload matters and thus the trivial solution of not assigning experts to
tasks is the best strategy. This is summarized in the following lemma.
Lemma 4.2.1 For a set of k tasks and λ > k, the optimal solution of the Bal-
ancedTA problem is the one that leaves all tasks completely uncovered; i.e., Q = ∅.
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Proof: Assume for the sake of contradiction an optimal solution Q∗ 6= ∅ with
corresponding workload L(Q∗) ≥ 1. By the definition of incompleteness we know
that 0 ≤ C(Q∗) ≤ k and therefore B(Q∗, T , λ) > k, for λ > k. However, we see
that there exists a solution Q′ with corresponding workload L(Q′) = 0 whose team-
assignment cost is exactly equal to k, i.e., B(Q′ , T , λ) = k. By the definition of load
this solution can only be Q′ = ∅ which contradicts the initial assumption. 
Therefore, we consider problem instances where λ takes values in the range (0, k],
where k is the number of tasks. For a subset of these values of λ we can prove
that the BalancedTA problem is NP-hard. More specifically, we have the following
complexity result.
Theorem 4.2.2 For a set of k tasks the BalancedTA problem is NP-hard for
0 < λ < 1
kN
, with N being the cardinality of the largest task.
Proof: For the rest of the proof, we will refer to the BalancedTA problem for the
case 0 < λ < 1
kN
. We reduce an instance of the NP-hard balanced task covering
problem [Anagnostopoulos et al., 2010] to the BalancedTA problem. A reduction
from balanced task covering to BalancedTA exists, if and only if a solution
instance of BalancedTA for 0 < λ < 1
kN
is also a solution to balanced task
covering.
An instance of balanced task covering consists of a pool of experts and tasks
V , T , respectively, and asks for a set of teams Z, one team for each task such that
the maximum workload of a worker is minimized and all tasks in T are completely
covered. We transform an instance of balanced task covering to an instance of
BalancedTA, by setting V and T to be the experts and the tasks, respectively, of
the BalancedTA problem. We now claim that for 0 < λ < 1
kN
, Q is a solution to
the BalancedTA problem if and only if it is also a solution to the balanced task
covering problem.
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To see this consider the following: If Q is the solution to the balanced task
covering problem with load L(Q), then Q is also a solution for BalancedTA
with load L(Q) and incompleteness C(Q) = 0; this is because Q covers all skill
requirements in the balanced task covering problem.
Conversely, let Q be a solution of BalancedTA for 0 < λ < 1
kN
. We will show
thatQ is also a solution for the balanced task covering problem by claiming that
for any 0 < λ < 1
kN
the solution of BalancedTA always yields C(Q) = 0. In order
to ensure that C(Q) = 0 (all task skills are covered), any possible team assignment Q′
should lead to λL(Q′) < C(Q′). Intuitively, this means that adding more workload
to the experts is always preferred, than leaving any of the task requirement skills
unsatisfied. This is always true if the cost of the largest possible workload, which
is assigning one or more experts to all tasks (Lmax = k), multiplied by our trade-off
parameter λ, is less than the smallest possible incompleteness cost, which is leaving




4.2.4 Variant of the BalancedTA problem
A natural variant of BalancedTA is one where some skills of a task are required
while others are not. In this variant, each task ti has a set of required skills t
r
i and
a set of optional skills toi , such that ti = t
r
i ∪ toi and tri ∩ toi = ∅. The required skills
have to be covered while the optional skills behave as before. This problem variant
is formally defined as follows:
Problem 5 (R-BalancedTA) Given a set of k tasks T = {t1, . . . , tk}, with T r =
{tr1, . . . , trk} and T o = {to1, . . . , tok}, a set of n experts V = {e1, . . . , en} and a real
non-negative value λ ∈ R+, find k teams Q = {Q1, . . . , Qk}, such that B(Q, T o, λ) is
minimized and C(Q, T r) = 0.
From the complexity viewpoint we have the following result.
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Theorem 4.2.3 The R-BalancedTA problem is NP-hard.
This is because this problem is NP-hard even for the case where all skills of all tasks
are required by a reduction from the balanced task covering problem [Anagnos-
topoulos et al., 2010].
4.2.5 Algorithms
In this Section, we describe the algorithms we designed for solving the BalancedTA
problem.
The ExpertGreedy algorithm: ExpertGreedy finds ` solutions (team assignments),
each of which with a different maximum workload ` = 1, . . . , n = |T | and at the end
reports the solution with the best score. In order to do so, for each ` it finds for each
expert ei the ` tasks with the least uncovered skills when assigning ei to these tasks,
and it assigns ei to teams that correspond to those tasks. The algorithm reports the
solution of the ` value that resulted in the smallest B(Q, T , λ) team-assignment cost.
The pseudocode of ExpertGreedy is shown in Algorithm 7. We draw attention to
line 5 of this pseudocode. Routine TopTasks retrieves the indexes of the ` tasks with
the smallest fraction of uncovered skills when expert ei is assigned to them. To find
these tasks we use a binary min-heap to preserve the incompleteness cost of all tasks
in sorted order. Furthermore, lines 6 and 7 perform update operations. In particular,
routine UpdateTeams (line 6) assigns expert ei to the selected ` tasks, while routine
UpdateTasks (line 7) removes skills from the selected tasks that are covered by expert
ei chosen at any given round i.
A natural property of ExpertGreedy is that it essentially assigns the same amount
of workload to every expert. Note, that when deciding which teams to select for an
expert, for a specific `, the algorithm does not take into account the first part of the
objective function, i.e. λL(Q), since it is equal to λ` for all experts.
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Algorithm 7 The ExpertGreedy algorithm.
Input: Tasks T ={t1, . . . , tk}, Experts V={e1, . . . , en}, λ
Output: Teams Q={Q1, . . . , Qk}
1: score←∞
2: for ` ∈ {0, . . . , |T |} do
3: T ′ ← T ,Q′ ← ∅
4: for ei ∈ V do
5: Li ← TopTasks(ei, T ′, `)
6: Q′ ← UpdateTeams(ei, Li,Q′)
7: T ′ ← UpdateTasks(ei, Li, T ′)
8: end for
9: if score > B(Q′, T , λ) then
10: score← B(Q′, T , λ)
11: Q ← Q′
12: end if
13: end for
14: return Q, score
The runtime complexity of ExpertGreedy is O(k2n log k+k2nm). For each maxi-
mum load and for each expert, the algorithm sorts the tasks in ascending order based
on the number of skills not covered.
The TaskGreedy algorithm: This algorithm also finds ` solutions (team assign-
ments), each with a different maximum workload ` = 1, . . . , k = |T | and then selects
the solution with the smallest cost. However, it differs from the previous algorithm:
while ExpertGreedy greedily assigns tasks to experts, TaskGreedy finds a set of
“good” candidate experts for a specific task. In particular, for each `, the algorithm
computes for each task Jj the cost of the objective value when expert Qi is assigned
to team Qj, for all i = 1, . . . , n. The algorithm keeps these costs in a binary min-heap
data structure, for running time efficiency. After computing the costs of all experts,
it removes the root of the heap and assigns the corresponding expert to team Qj, only
if her skillset overlaps with the uncovered skills of task tj. If the expert is assigned
to the team, then all covered skills of tj are removed. This process continues until,
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Algorithm 8 The TaskGreedy algorithm.
Input: Tasks T ={t1, . . . , tk}, Experts V={e1, . . . , en}, λ
Output:Teams Q={Q1, . . . , Qk}
1: score←∞
2: for ` ∈ {0, . . . , |T |} do
3: V ′ ← V ,Q′ ← ∅
4: for tj ∈ T do
5: Li ← TopExperts(tj,V ′, `)
6: Q′ ← UpdateTeams(tj, Li,Q′)
7: V ′ ← UpdateExperts(V ′,Q′)
8: end for
9: if score > B(Q′, T , λ) then
10: score← B(Q′, T , λ)
11: Q ← Q′
12: end if
13: end for
14: return Q, score
either all skills of tj are covered, or the remaining skills do not overlap with any of the
unassigned experts. After creating Qj, the algorithm checks if there are any experts
whose loads are equal to `, and removes those experts from the pool. At the end of
each loop of `, there is a team associated with every task, and the cost B(Q, T , λ) is
computed. The algorithm reports the solution with the lowest team-assignment cost.
The pseudocode of TaskGreedy is presented in Algorithm 8. Routine TopExperts
(line 5) computes and returns the indexes of those experts whose skillsets cover the
requirements of the given task and that have the smallest objective value. Routines
UpdateTeams (line 6) and UpdateExperts (line 7) perform update operations, i.e.,
assign the selected experts to the team of the current task, and remove from the pool
of experts those with load cost equal to `, respectively.
In contrast to ExpertGreedy, TaskGreedy does not assign the same amount of
workload to every expert. In fact, some experts might not be assigned to any team
at all; this is the case when there are other experts whose skillsets overlap more with
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the tasks.
Another difference between ExpertGreedy and TaskGreedy is their running time.
In particular, the running time of TaskGreedy is O(k3n2 +k3nm+k2n log n+k2m2).
For each ` value and for each task, the algorithm sorts the experts in ascending or-
der, based on the cost obtained after considering each of them separately, and then
traverses them in the same order to allocate a team, based on the experts’ overlap
with the task. We improve the running time, by observing that the objective value
computation when considering an expert for a specific task, does not require finding
the total incompleteness cost of all tasks, but only how much the specific task is cov-
ered by the expert since the incompleteness cost in the other tasks remains constant
for all experts that are being evaluated for that task. Then, the runtime complex-
ity becomes O(k3n2 + k2nm + k2n log n + k2m2). Finally, keeping a variable that
stores the overall maximum load during an ` loop decreases the runtime complexity
to O(k2nm+ k2n log n+ k2m2).
The BestLoad algorithm: The BestLoad algorithm is a natural extension of the
Load algorithm proposed by Anagnostopoulos et al. [Anagnostopoulos et al., 2010]
for the offline setting of the balanced task covering problem. Recall that in that
problem the goal is given a set of tasks, find an assignment of teams to tasks so as to
minimize the maximum load of the workers subject to the constraint that all skills of
all tasks are covered.
The Load algorithm has two steps. The first step solves optimally the linear
programming relaxation of the ILP formulation of the above problem (see Theorem
2 [Anagnostopoulos et al., 2010]). This creates a fractional solution X̂. The second
step of Load performs R rounds, with R = (ln 2Z
δ
), where Z = max{mk, n}, where
m is the number of skills, k is the number of tasks and n is the number of experts.
The algorithm assigns an expert ei to the task tj with probability X̂ij, independently
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of other rounds and of other assignments within the same round. If expert ei was
assigned to task tj in at least one round, the algorithm adds the expert to the team
Qj. The authors show that R rounds are required to achieve complete coverage of
the skills acquired by the tasks.
The BestLoad algorithm we propose has the same first step as Load. To take
into account the weighing trade-off parameter λ our BestLoad modifies the second
step. In particular, notice that as the number of rounds increases, more experts are
assigned to tasks, i.e., the load increases and the coverage decreases. Therefore, for
larger values of λ (load becomes more important than coverage) running fewer rounds
leads to a better solution. Conversely, for smaller values of λ (coverage becomes more
important than load) the algorithm needs to run a number of rounds closer to R.
Based on this observation, BestLoad accommodates for the different values of λ by
creating R solutions; one after each assignment round. Then, given a specific value
of λ, it returns the solution that has the corresponding smallest cost.
The runtime complexity of the first step of BestLoad depends on the method
used to solve the LP relaxation of the algorithm. State-of-the-art LP solvers require
running time polynomial in the number of constraints of the problem [Gondzio and
Terlaky, 1994, Spielman and Teng, 2004]. For the coverage of all skills, O(nkm)
constraints are required. The second step of the algorithm requires O(Znk) time.
Observation 1 The performance of BestLoad is at least as good as the performance
of Load for the BalancedTA problem.
Clearly, Observation 1 holds since one of the solutions considered by BestLoad is the
one returned by Load.
Improving the running time of ExpertGreedy and TaskGreedy: For any value
of the trade-off parameter λ, continually adding more workload to the experts will
increase the value of B(Q, T , λ) in two cases: (i) when all task requirements have
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been covered, and (ii) when the benefit from decreasing the incompleteness cost is
significantly smaller than the cost of increasing the maximum load. In these two
cases, we expect the first part of the objective function to grow, while the second part
remains approximately constant. This observation allows us to improve the runtime
complexity of ExpertGreedy and TaskGreedy by setting a maximum possible value
for `, namely `max, with `max < |T |. The appropriate selection of `max, is a trade-off
between the running time, and the quality of the results.
Solving the R-BalancedTA problem: Here, we present how we can extend the
above algorithms to solve the R-BalancedTA problem. This extension is based on
a pre-processing stage that accounts for the required skills that need to be covered.
Solving the R-BalancedTA problem is essentially the same as adding a prepro-
cessing step to the algorithms discussed in the previous paragraph. This preprocessing
step makes sure that all required skills from all tasks are covered, with a relatively
small maximum load among the experts. More specifically, in this step, we deploy
the Load algorithm proposed in [Anagnostopoulos et al., 2010] with inputs the set of
experts V and the set of tasks T r. Then, we remove from each task those skills that
are covered by the corresponding team members – in this way we remove all required
skills and some of the optional ones that are now covered. On this new input, we run
the algorithms we designed to solve BalancedTA.
The running time of the preprocessing step is dominated by the method used
to solve the linear programming relaxation of the algorithm Load. As described
above the state-of-the-art LP solvers require time polynomial in the number of con-
straints [Gondzio and Terlaky, 1994,Spielman and Teng, 2004].
4.2.6 Experiments
This Section explores the practicality of our algorithms using data from three major
online labor markets. Specifically, (i) we evaluate and compare the performances of
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Dataset Freelancer Guru Upwork
# Experts 1212 6120 1500
# Tasks 993 3195 3000
# Avg. Skills/Expert 1.46 13.07 6.2
# Avg. Skills/Task 2.86 5.24 39.9
Table 4.2: A summary of the dataset statistics.
our three methods, ExpertGreedy, TaskGreedy and BestLoad, to multiple baselines
for the BalancedTA and R-BalancedTA problems, (ii) we showcase the impact
of the trade-off parameter λ on the load and incompleteness cost of the solution, (iii)
we provide a running time analysis of our algorithms.
For all our experiments we use a single process implementation of our algorithms
on a 64-bit MacBook Pro with an Intel Core i7 CPU at 2.6GHz and 16 GB RAM.
We use the Gurobi optimizer [Optimization, 2014] for linear programming. We make
the code, the datasets and the chosen parameters available online 3.
4.2.7 Datasets
We use data from the online labor marketplaces, freelancer.com, guru.com, and
upwork.com. We refer to these datasets as Freelancer , Guru, and Upwork , respec-
tively. Table 4.2 exhibits statistics on the different sizes and skill properties of these
datasets.
In all datasets, skills acquired by experts that are never required by any task
have been removed, since these are never used. Note that, Freelancer and Guru have
more experts available than posted tasks, while the reverse is true for Upwork . An
interesting observation is that the ratio of expert skills to task skills is different in
each of the three datasets.
Task skills: The Freelancer and Guru datasets include a random sample from a
large pool of real tasks posted by users in these marketplaces. The Upwork dataset
3https://www.dropbox.com/sh/8zpsi1etvvvvj5k/AACU5GEJwUibO1P UtOPkf5Ha?dl=0
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is a synthetic dataset obtained through a data-generation procedure similar to that
used in the past [Anagnostopoulos et al., 2012]; a small number of experts (10%) is
removed from the pool of experts in the dataset, and then subsets of their skills are
repeatedly sampled to create tasks, by interpreting the union of their skills as task
requirements.
Expert skills: All expert datasets used in this work are acquired from anonymized
profiles of members registered in the three marketplaces. A profile itself includes a
self-defined set of skills.
4.2.8 Baseline algorithms
We compare the performance of our algorithms to the following baselines:
SetCover: A simple variation of the well-known greedy algorithm for SetCover
[Vazirani, 2013]; for each task, the algorithm iteratively assigns to each team the
expert whose skills overlap the most with the uncovered skills of the task and then
removes these skills from the task. The algorithm stops, either when all skills have
been covered, or when none of the experts overlap with the remaining uncovered
skills. The running time of this algorithm is O(knm2).
BestCostGreedy: This is a variant of SetCover that takes into account the workload.
The difference is that instead of selecting the expert overlapping the most with the
task, BestCostGreedy assigns the expert that improves the objective function the
most. The algorithm stops when the cost cannot be further decreased. The running
time of this algorithm is O(knm2).
PairGreedy: PairGreedy is another intuitive greedy algorithm, which finds in each
iteration the (task, expert) pair that improves the objective the most, and assigns
the expert to the corresponding team. The drawback of this baseline is its runtime
complexity, which is O (k3n (n+m)), thus prohibiting us from evaluating it on real
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datasets. As such, we do not report its performance. Nevertheless, even when tested
on smaller datasets, its performance is always outperformed by the proposed algo-
rithms.
4.2.9 Performance evaluation for BalancedTA
This Section demonstrates the performance of the proposed algorithms compared to
the baselines, for the BalancedTA problem.
In the following experiments, we vary the trade-off parameter λ to take values in
{0, 2, . . . , 10}. We select this specific range of λ values because it makes the impact
of the trade-off parameter clear application-wise. However, we also show the perfor-
mance of our algorithms for values of λ for which we showed that BalancedTA is
NP-hard. Furthermore, we set the parameter `max (the maximum number of ` itera-
tions) to 80 for all experiments, because we saw that in real applications it generally
leads to reasonable solutions and runtime performances.
We present the results for BalancedTA for all three datasets in Figure 4·6.
The y-axis represents the team-assignment cost (B) of each algorithm, and the x-
axis corresponds to the value of the trade-off parameter λ. Smaller values of cost
correspond to a better solution.
We observe that the performances of our algorithms and the baselines follow a sim-
ilar trend, which is consistent among the different datasets. Furthermore, the base-
line algorithms are clearly outperformed by our proposed approaches, with SetCover
performing the worst – the only exception is for λ = 0, i.e., the case that com-
pletely ignores the load of the experts. This is because SetCover always returns
a team that covers all the task requirements and ignores the load of the experts.
BestCostGreedy is also outperformed by our proposed algorithms. Note that for
λ = 0, BestCostGreedy is able to find solutions where no requirement is left un-
covered. However, as λ increases, the algorithm continues covering all of the task
91
requirements without decreasing the workload, which leads to the linear increase of
the total cost. The only exception is for the dataset Upwork , Figure 4·6(c), where
for λ = 4 the algorithm begins compromising incompleteness cost for less workload,
but the total cost remains significantly larger compared to the other algorithms. The
performance of BestCostGreedy is followed by BestLoad. One observation is that
BestLoad performed significantly better than the original algorithm Load. We do not
present these results because as explained in Observation 1 BestLoad always performs
at least as good as Load. Recall that Load finds a single solution that optimizes the
workload, while it covers all the task requirements and its final solution is completely
independent of the trade-off parameter λ. Therefore, since the load of the solution is
constant and the coverage is 0 the team-assignment cost increases linearly with the
coefficient λ.
Now, we illustrate the performance of our algorithms for values of λ for which
we showed that the BalancedTA problem is NP-hard. The corresponding perfor-
mances for the three datasets can be seen in Figure 4·6 as subplots. As expected, the
closer λ is to 0 the closer the algorithmic performances are, but as λ increases the
difference in the performance of our proposed algorithms and the baselines also in-
creases. Overall, we observe that our algorithms, namely ExpertGreedy, TaskGreedy
and BestLoad, outperform the baseline algorithms and we discuss their individual
trade-off and efficiency differences below.
4.2.10 Performance evaluation for R-BalancedTA
We perform another set of experiments to demonstrate the performances of the algo-
rithms for the R-BalancedTA problem. In these experiments, we vary the fraction
of required skills in the tasks as follows; with probability ps we independently define
each skill of every task to be a required skill otherwise it is considered optional. In
Figure 4·7, we study how the algorithms and baselines perform for a range of ps values
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Figure 4·6: Team-assignment cost (B) of algorithms and baselines for
values of λ = {0, 2, . . . , 10} and `max = 80. The subplots correspond to
values of λ for which BalancedTA is NP-hard. Columns correspond
to different datasets: (a) Freelancer ; (b) Guru; (c) Upwork
.














































Figure 4·7: Team-assignment cost (B) of algorithms and baselines
for values of ps={0, 0.25, 0.5, 0.75, 1}, λ = 4 and `max = 80. Columns
correspond to different datasets: (a) Freelancer ; (b) Guru; (c) Upwork
and a fixed λ = 4. We see that the observations for the algorithmic comparisons are
similar to the ones made in the previous experiment for the BalancedTA problem.
Note that for ps=0 no skill is required and therefore the algorithms perform exactly
as in the BalancedTA problem, while for ps=1 all skills are required and the per-
formance of all algorithms is the same and equal to the result of the pre-processing
stage.
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4.2.11 Trade-off parameter λ
We study the behavior of our proposed algorithms for different load and incomplete-
ness cost trade-off values. We begin by setting λ = 0, i.e., we ignore the workload and
ensure complete coverage (incompleteness cost is 0), and increase λ to observe how
the trade-off between load and incompleteness cost changes. The results are shown
in Figure 4·8. The y-axis shows the load cost, and the x-axis the incompleteness cost
for the specific load.
As expected, for λ close to 0, our algorithms yield solutions with low incom-
pleteness cost and high workload, while increasing λ changes this balance accord-
ingly. Note that BestLoad lacks trade-off capabilities, compared to ExpertGreedy
and TaskGreedy. This is because the first step of the algorithm, which creates the
optimal fractional solution for the balanced task covering problem [Anagnos-
topoulos et al., 2010], is oblivious to the parameter λ. Thus, even though the second
step of the algorithm weighs the trade-off parameter λ the trade-off capabilities are
restricted by the assignment probabilities created in the first step. Therefore, what
we see in Figure 4·8 is that for our datasets and the examined range of λ the values
of load and incompleteness achieved by the algorithm are the same except from the
solution for λ = 0. A quality of ExpertGreedy and TaskGreedy is that improving
the cost in one of the two components is achieved by paying a moderate price for
the other component. For instance, assume a customer using guru.com that con-
siders task requirements to be important. By observing Figure 4·8(a) we can set
λ = 2 to create teams that would satisfy both, the customer and the experts, as for
a reasonable maximum load ∼ 20 ExpertGreedy and TaskGreedy induce very small
incompleteness cost ∼ 5. Now, if another customer prefers hiring few people at the
cost of incompleteness, we can set λ = 4 to achieve load ∼ 15 for an incompleteness
cost of ∼ 30, thus weighing differently the two components, yet always reasonably.
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Figure 4·8: Trade-off between load cost (L) and incompleteness cost
(C) for `max = 80. The labels next to the first and last data points
correspond to λ = 0 and λ = 10, respectively. The in-between points
shown in the curve correspond to λ = {2, 4, 6, 8}. Columns correspond
to different datasets: (a) Freelancer ; (b) Guru; (c) Upwork
Note, that the baseline algorithms are omitted from this plot. This is because
BestCostGreedy always maintains the incompleteness cost very low, which requires
workload that is much larger than the ones induced by the proposed algorithms.
On the other hand, SetCover lacks trade-off capabilities, since its solution is always
independent of λ with 0 incompleteness cost and constant load.
Figure 4·8 allows us to further investigate the properties of our algorithms for
BalancedTA. A first observation is that all algorithms demonstrate a smooth tran-
sition on the load and incompleteness cost as the trade-off parameter changes. Note
in Figures 4·8(a) and 4·8(b) that assigning a maximum workload of 80 is enough to
achieve complete task coverage. In fact, for the same datasets, even if the load de-
creases to ∼ 20, the incompleteness cost increases by little. However, this is not the
case for Figure 4·8(c) (Upwork), where it is clear that the load should be more than
80 (`max) to reach complete coverage (0 incompleteness cost). This occurs because,
in the specific dataset, both the experts and the average number of skills acquired by
them are significantly less than the tasks and the skills required by the tasks, respec-
tively, which requires creating large teams and utilizing the same experts many times
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to achieve full coverage. Even the baseline Load that guarantees complete coverage
with minimum workload cost, needs minimum load 548 for the specific dataset to
accomplish full coverage.
To showcase the differences of the algorithms as depicted in this experiment,
we compare TaskGreedy with ExpertGreedy and BestLoad, for the Upwork dataset
(Figure 4·8(c)). Recall that the TaskGreedy algorithm assigns experts to tasks, based
on how suitable they are for the task individually, and not within a team. Therefore,
for datasets such as Upwork , where there are fewer experts and expert skills compared
to tasks and task requirements, the algorithm becomes less effective as it cannot
evaluate a newly-added person is the best option for the whole team. However, in a
dataset such as Guru (Figure 4·8(b)) where the experts acquire on average more and
a larger variety of skills than the tasks require, we observe that TaskGreedy performs
slightly better, or the same compared to the other two algorithms. This is because
the skill “surplus”, leaves to the algorithm room for seemingly wrong local choices,
as it will be able to compensate for them by using the skills of some other of the
remaining experts.
4.2.12 Runtime analysis
Finally, we investigate the running time efficiency of our algorithms. Figure 4·9 shows
the average running times for all algorithms and datasets when setting the parameter
λ = 4. The running time complexities of the algorithms are independent of λ so its
selection does not affect the running time results. The times are averaged over 5 runs
for the BalancedTA problem – the results for R-BalancedTA are similar and
omitted.
We use the baselines SetCover and BestCostGreedy as indicators of how well
our algorithms perform in terms of running time because they have the best runtime
complexity. Even though their asymptotic complexity is the same, BestCostGreedy
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Figure 4·9: Average running time (sec) of algorithms and baselines
over 5 runs, in logarithmic scale, for λ = 4, `max = 80. The three bar
charts correspond to the datasets: Freelancer , Guru, Upwork
.
is slower than SetCover. This is because the two algorithms have different stopping
criteria, the former depending on the improvement of the team-assignment cost, and
the latter on the coverage of the skills. Note that simply comparing the asymptotic
running times of the different algorithms (see Section 4.2.5) is not sufficient. In fact,
there are multiple factors we need to consider, such as constants, dominating factors
that depend on the properties of the datasets, efficient implementations, etc.
In Figure 4·9 datasets Freelancer and Guru show that ExpertGreedy is much
faster than TaskGreedy and BestLoad for datasets k < n (the y-axis is in logarith-
mic scale). Yet, for the dataset Upwork , where n < k, we see that even though
ExpertGreedy remains the fastest algorithm, the running time of TaskGreedy is also
very close. One possible explanation is that having fewer experts than tasks, with
fewer skills on average allows TaskGreedy to find teams faster in this dataset; yet
TaskGreedy is consistently slower than ExpertGreedy for all datasets. Thus, we can
conclude that overall ExpertGreedy is the most efficient of our algorithms.
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4.2.13 Conclusion
In this chapter, we introduced BalancedTA, a team-formation problem where given
a collection of tasks and a pool of experts, the goal is to form teams such that
each team is associated with a task and it covers it as well as possible, while at the
same time, the maximum workload of the chosen experts is also minimized. We also
considered a variant of this problem where each task has some set of required skills
that are required to be covered by the formed teams. To the best of our knowledge,
we are the first to combine the coverage of tasks and the workload of experts into a
single objective. We showed that our problems are NP-hard and designed efficient
heuristics for solving them. Our experiments with three real-world datasets from
online labor markets demonstrate the efficiency and the efficacy of our algorithms,
and their superiority compared to other heuristics.
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Chapter 5
Competitive balance in team sports games
Video games are now a ubiquitous part of life; it is estimated that there will be
over 2.47 billion video gamers worldwide by the end of 2019, according to Statista 1
Furthermore, there has been a big shift toward online gameplay, as the majority of
games offer online match capabilities 2. At the forefront of the online experience of
video gamers is matchmaking, the process of grouping players or teams into matches.
It follows a “goldilocks” principle, as research indicates that matches that are neither
too difficult nor too easy are key to player stimulation and engagement [Butcher, 2008,
Delalleau et al., 2012]. Competitive balance is particularly important in team games
as it is influenced by both intra- and inter-team dynamics. A competitively balanced
match, formally defined in Section 5.2, is one where the distribution of successful
scoring events among teams is close [Merritt and Clauset, 2014]. For example, a
soccer match that ends 2-1 is more balanced compared to one that ends 5-0.
The traditional approach for creating competitively balanced matches is to create
teams of players with similar aggregate skill ratings. A skill rating is usually a single
numeric value derived from a player’s prior match history. In team games, a team’s
skill is an aggregate of the skill ratings of all its players such as the mean/median.
Popular skill rating systems today include Elo [Elo, 1978], Glicko [Glickman, 1999],
and Trueskill [Herbrich et al., 2007]. Although the simplicity of skill-based matchmak-




et al., 2015] including the research presented in this chapter show that this simplicity
fails to capture important in-game dynamics that impact match balance.
In team sports games, teams are comprised of players who play in different roles
such as offense, defense, goalkeeper, etc. A single skill rating value indicates a player’s
overall proficiency and gives no information about expertise in specific roles required
for a team. Thus, a team whose players’ expertise match the roles they play in will
likely dominate an opposing team with little match between player expertise and roles
even if both teams have similar skill ratings [Wang et al., 2015a,Delalleau et al., 2012].
Considering another example, imagine a team game where each team has a player in
the forward, midfield and defense role. A team with players whose expertise match
the specific role they play in i.e. forward, midfield or defense will likely outperform
an opposing team where all players have expertise only in the forward role despite
both sets of players having equivalent skill ratings. Therefore, it is not sufficient to
use a single skill value to capture the team dynamics in team games.
In this work our contributions are summarized as follows:
• We provide a new definition of competitive balance for team games, where a
match is competitively balanced if the final score difference is concentrated close
to zero. Our experiments show that using the proposed definition can lead to
∼15% and∼2% improved performance over previous definitions in linear models
and non-linear models, respectively.
• We explain and provide insight to a variety of player, team and match features
in team sports games. We design several models to predict competitive balance
and demonstrate the definition’s utility in a team sports game published by
Electronic Arts (EA). Our experiments show that using the proposed features
can lead up to ∼16% and up to ∼5% prediction performance improvement in
linear models and non-linear models, respectively.
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• We demonstrate that using our definition of game balance with the proposed
set of features can lead to great computational savings with small predictive
performance loss. In particular, the proposed linear model achieves up to ∼100x
computational advantages, particularly at inference times, with less than ∼2%
sacrifice in prediction performance compared to non-linear models.
5.1 Related Work
Player, team, and match features for matchmaking: While traditional match-
making systems deal with the creation of 1 player versus 1 player (1v1) matches,
the popularity of team games has necessitated the need for systems that can cre-
ate and match teams. These systems are typically team extensions of existing 1v1
skill-based systems, such as Elo [Elo, 1978], Glicko [Glickman, 1999] and Microsoft’s
TrueSkill [Herbrich et al., 2007]. For example, a team’s skill might be represented by
the mean Elo score of all its players.
A major drawback of these approaches is that they represent a team by a single
scalar value—its skill rating. This value, however, does not capture the complex
dynamics of competitive team games, such as the distribution of roles in a team,
player play style, team characteristics, etc. Recent research has sought to address
the drawbacks of considering only skill ratings for team games by modeling team
dynamics. Some researchers [Jiménez-Rodrıguez et al., 2011,Myślak and Deja, 2014]
have taken advantage of how player skill ratings vary over different roles in a game
to create player feature sets comprising role-specific skill levels. More recent research
[Francillette et al., 2013, Wang et al., 2015a] has explored the enrichment of player
feature sets with play styles (playing behavior of players during a game). For instance,
Wang et al. [Wang et al., 2015a] experimentally show on the multiplayer online battle
arena (MOBA) game League of Legends that teams with a mix of both aggressive
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and defensive players are more competitive than teams of players of a single style.
The main issue with these approaches is their focus on creating player-specific
features, and using these features to create balanced teams. Teams, especially as
they become larger, are a lot more complex entities than the sum of their individual
members. A simple aggregation of the player features does not sufficiently capture
match dynamics, such as individual duels between forwards and defenders, or rogue
team members, that impact the players’ enjoyment. Our work focuses on both, cre-
ating richer player feature sets, and considering features that capture team dynamics
which aren’t necessarily tied to a player’s characteristics.
In this regard, the team profiling approach of Delalleau et al. [Delalleau et al.,
2012] is closely related to our work. However, in that work the authors define a
balanced match to be one where the probability of a team to win is close to 50%.
Our work extends the work presented by Delalleau et al. [Delalleau et al., 2012] as
follows; the authors raise the importance of having richer player feature sets, an issue
that we address in this work by considering generic attributes during the creation of
player, team and match-specific features.
Match balance: Balanced matches are a strong indicator of matching opposing
teams of similar strength and are more prone to lead to player enjoyment. However,
a clear and concise definition of match balance is challenging [Jaffe et al., 2012].
The majority of realized matchmaking systems use the average team skill ratings
to create matches and assumes that a match is balanced when the opposing teams
have close average skill ratings [Butcher, 2008, Games, 2018]. The accuracy of this
approach has been challenged by Claypool et al. [Claypool et al., 2015], who surveyed
players participating in skill-based matches and discovered that a majority of these
players did not feel that the matches they were involved in were balanced. They
conclude by stating that player skill ratings are at best useful for ranking players as
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opposed to creating matches based on them [Claypool et al., 2015].
Towards improving the skill rating-based definition of balance, a line of research
[Chen and Joachims, 2016a, Chen and Joachims, 2016b, Delalleau et al., 2012, Jaffe
et al., 2012] suggests that balance exists when the probability of winning is close to
50%. The recent works of Chen and Joachims [Chen and Joachims, 2016a,Chen and
Joachims, 2016b] extend the conventional Bradley-Terry model for the prediction of
the winner in kvk matches using multi-dimensional representations of the players.
Their experiments show that the proposed model outperforms not only the Bradley-
Terry model, but also a variety of baselines. Delalleau et al. [Delalleau et al., 2012]
extend this notion to team games and propose a neural network model to predict the
probability of winning. Even though such probabilistic models allocate more space
and time resources than the simple, but widely used skill-based approach, researchers
have began shifting towards this new notion of balance, which is also used for match-
making in a variety of games [Blizzard, 2019]. Contrary to our setting, all of the
aforementioned works approach the generation of matches assessing both probability
of winning and player satisfaction.
5.2 Preliminaries
Throughout this chapter we consider a set of n players V = {ei; i = 1, . . . , n}, two
opposing teams denoted as Q1 and Q2 with team feature sets q1 and q2 respectively,
and a match M .
We use real-valued vectors to describe the i) player, ii) team and iii) match feature
sets. In this setting, every player is described by their corresponding feature set, so we
use notation ei to represent the player feature set of player i. Furthermore, each team
Qj∈{1,2} is described by its feature set qj∈{1,2}, respectively. A match occurring between
two opposing teams is described by its feature set M , defined by the combination of
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the feature sets of the opposing teams (q1 and q2), along with match-specific features
(m), i.e., M = (q1, q2,m).
The goal of this paper is to predict competitive balance in team online games. A
match M between teams Q1 and Q2 is competitive balanced, if the difference between
the number of successful scoring events achieved by Q1 with that of Q2 approaches
zero [Csataljay et al., 2009, Gómez et al., 2014, Vaz et al., 2011]. Note that for the
general case, a scoring event can be defined broadly and can be a different thing based
on the game genre. For instance, scoring events during a match in FPS and MOBA
games can be indicators of the team with more kills, with the most bases captured,
or with the most men standing.
5.3 Method
Our model architecture used for predicting match competitive balance comprises three
main phases; (i) the extraction of player features, (ii) the aggregation of these features
to form team and match level features, (iii) and the predictor for a balance match.
Note that the presented architecture is a sophisticated extension of the one presented
in [Delalleau et al., 2012]. However, our main contribution is in motivating and
optimizing the correct metric for competitive balance, and in designing a model with
high running time performance using an appropriate set of features, rather than
designing a powerful model architecture.
5.3.1 Data
The analysis presented in this paper is based on data from two team game modes,
namely the 3 players versus 3 players (3v3) and the 6 players versus 6 players (6v6)
game modes, of an online team sports game published by Electronic Arts, Inc. (EA).
Both datasets comprise more than 100,000 players and more than 500,000 games,
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and the balanced samples are generally in similar order to unbalanced samples. All
models are trained and evaluated on subsets of the same 3-month data period.
5.3.2 Feature construction
The conversion of raw attributes to meaningful features used for the prediction of
competitive balanced matches occurs during the feature construction phase.
Player features: The set of features that corresponds to player i, i.e., ei is con-
structed from a player’s in-game attributes as described in the game logs. These
features are classified into four broad categories as shown in Table 5.1; i) match
experience, ii) role experience, iii) play style, iv) dropout history.
The match experience category captures general player participation and influence
in matches, such as the number of matches a player has played, and the fraction of
matches the player has won. The role experience category captures player experience
in specific roles. Roles can be either explicitly defined by the game, e.g., forward,
defense, etc. or they can be inferred from a player’s play style, e.g. a player who
saves many scoring attempts may be categorized as an “defender”. Regardless of the
role type, maintaining the frequency of a player’s involvement with a specific role is
a strong indicator of the player’s play style. As discussed in Section 5.1, this insight
can be helpful in the creation of balanced teams/matches. The play style category
covers all actions performed by a player. It differs from the role experience class in
that we record statistics about different actions instead of roles. Actions generally
reflect all micro-level in-game events during a match. These include scoring attempts,
giveaways, hits, takeaways, etc. Finally, we consider the dropout history category. An
essential aspect that leads to competitive balanced matches is ensuring a priori that
the number of players in each team will remain close throughout the whole match.
Matches invariably end up unbalanced when players from a particular team quit early.
The player features for all categories described are cumulative and updated in
105
ei Feature Category Description
num matches Match Experience Number of matches a player has participated in.
num wins Match Experience Number of wins a player has had.
freq wins Match Experience Ratio of wins to the number of total matches
of a player has participated in.
num role i Role Experience Number of times a player has played a specific role i.
freq role i Role Experience Ratio of times that a player played a specific role i
num action i Play style Number of times a player has performed a specific action i.
avg num action i Play style On average, how many times a player performs
a specific action i in a match.
num dropout Dropout History Number of times a player has dropped out from a game.
freq dropout Dropout History Ratio of times a player dropped out from a game.
Table 5.1: A summary of a player feature set ei.
an online fashion as matches are completed. This renders player feature sets time-
dependent. It also enables our model to account for recent player activity in making
predictions on match competitive balance.
Team features: Team features are based on aggregating individual player statistics.
Given a team, we compute the average value and the standard deviation of its players
for each of the player features described in Table 5.1 to create the corresponding team
features.
Match features: A match is a complex entity whose performance is determined by
both inter- and intra-teams dynamics. A match feature set that is only based on
aggregating individual player statistics lacks insight on significant aspects of a match
that impact competitive balance such as team properties and duels between members
of opposing teams. Here, the match feature set contains the team features of the
opposing teams with additional match-specific features.
First, we use the team features of the opposing teams to create the following
feature categories: i) the absolute difference of each of the average player feature
values of the two teams (non-negative value), ii) the difference of the average player
feature values of the two teams (can be negative). The first category aims to capture
potential superiority of one team over the other that could lead to an unbalanced
match. For instance, a team comprising players that have scored many goals in past
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matches could dominate a team with players that have been less successful at it.
Such phenomena are captured using the difference of the team members’ average
feature values. Now even though the absolute value itself demonstrates the existence
of a superior team, it does not tell which team that is, which requires the second
category of features (signed difference). These categories provide us with insight into
the similarity and differences in team ability. For example, a match with a large
difference in the average attempts of goals between the two teams will probably be
more unbalanced.
Furthermore, we consider features that are based on player information that is
available at the time of matchmaking. These include the skill ratings of players, their
allocated roles in the game and the team sizes. We compute various transformations
of these features to capture insights on the match composition. First, as is done
in skill-based matchmaking systems, we compute the skill rating of each team by
averaging the skill ratings of its players. We then compute the difference and absolute
skill difference between the two teams. Other features we compute include the skill
difference of the players with the highest skill ratings in each team, the skill difference
of the players with the lowest skill ratings in each team as well as the standard
deviation of the skill ratings in each team. These features showcase if there is a
stronger or weaker link within any team that could affect the overall performance, or
if one team has a much larger range of skill ratings compared to the other team.
Finally, due to the importance of creating matches fast, many matchmaking sys-
tems create teams of different sizes. This leads to the last set of match features,
namely the number of human players in each team. In particular, games usually po-
sition game bots (short for robots) in roles where human players are missing. However,
the extent to which these can mimic how a human would play the game is rather lim-
ited, and they either result in dominating the game, or significantly under-performing.
107
Therefore, having opposing teams with a similar number of human players is an im-
portant indicator of match balance.
We stress that the described set of features implicitly models synergy among play-
ers with different role preferences and playstyles because the corresponding features
are the input to a neural network-based model that captures the non-linear depen-
dencies between player features. We do not present all of the match features due to
restricted space; however, in Section 5.4, we do provide the most significant features
impacting competitive balance.
Feature pre-processing: Finally, all features are standardized following z-score
normalization [Zill et al., 2011]. In total, we propose approximately 100 features for
the 3v3 and 6v6 game modes, respectively. This number depends on the available set
of roles and actions in a game.
5.3.3 Prediction model
This Section presents two categories of predictions models used for determining bal-
anced matches.
Probability of winning prediction model (Delalleau et al. [Delalleau et al.,
2012]): The probability of winning prediction model, proposed by Delalleau et
al. [Delalleau et al., 2012], trains a soft classifier that predicts the probability that
either team wins given player, team, and match features. In this case, a match is
considered to be balanced if the probability of winning is about 0.5 for either team.
Competitive balance prediction model (this work): This work proposes using
the definition of competitive balance to determine balanced matches. In particular,
the predictor is tasked with regressing the final score difference between the two teams
on the match features. The smaller the difference, the more competitive balanced
the match is. This score difference value is used to determine match balance via a
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threshold function. We motivate the effectiveness of the aforementioned definition
in Section 5.4.3, and compare the results with the probability of winning prediction
model. We refer to this model as NN and its succession is as follows:
1) The player feature sets ei containing the latest features of each player are retrieved
from the database.
2) For each team Qj∈{1,2} the corresponding team features qj∈{1,2} are created.
3) The match feature set M combines into a single vector the individual features
of each opposing team, along with the additional match-specific features: M =
(q1, q2,m).
4) Match features are summarized by a predictor. We compare a linear and a two-
layer neural network predictor similar to the one in [Delalleau et al., 2012] with fully
connected layers followed by the Rectified Linear Unit (ReLU) activation.
5) The output layer of the previous step returns a single, continuous value r repre-
senting the final score difference prediction. Depending on the application, it might
be useful to convert the real value into a binary label, denoting whether the match
will be balanced or not. For this purpose, we use function f : R→ {0, 1} defined by,
f(r) = I|r|<θ(r), where I denotes the indicator function, r is the signed score differ-
ence, θ is a threshold hyperparameter for measuring competitive balance, and where
0 and 1 represent an unbalanced and balanced match, respectively.
Selecting threshold hyperparameter θ: In some team sports games if one party
leaves the match before it ends then they forfeit. In sports the forfeiting team loses
with a predefined score difference, e.g., for soccer and hockey the match ends with 3-0,
basketball 25-0, e.t.c. This means that in sports θ can be clearly defined as the score
difference after a forfeit (a forfeited match can be considered unbalanced). Alterna-
tively, θ could be treated as a hyperparameter that could be tuned for optimizing
player engagement and retention.
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Training and validating the prediction models: The time sensitive nature of
our data make them unnameable to a traditional data shuffling and K-fold cross vali-
dation procedure. Furthermore, recent matches are stronger predictors of competitive
balance in upcoming matches than older matches are. Therefore, we perform training,
validation, and testing as follows. Assume a total of matches that occurred within K
days that are used for the model’s evaluation and hyperparameter tuning. We use the
first K− 3 days for training, the matches that occurred during days K− 2 and K− 1
for validation and the matches of day K for testing. These base sets allow us to design
and evaluate our model in an offline way, before deploying it into the matchmaking
system. Now, we assume that there is a stream of incoming matches arriving at day
K+1. We shift the first K days by one, such that the training set contains data from
the first K − 2 days, the validation set includes the next K − 1 and K days, and the
most recent chunk K+1 is used for testing. This procedure continues, and allows the
system to continuously update the model using a larger training set, and selecting
the most recent validation and testing parameters that capture current tendencies.
5.3.4 Competitively balance-based matchmaking
In this Section, we presented an architecture for predicting competitive balance to
improve matchmaking. We emphasize that the results presented in this paper are
based on existing player data, but none of the approaches have been deployed to a
live matchmaking service. That said, here we describe how the proposed model can be
deployed to a live matchmaking system. We assume a matchmaking system similar to
the ones presented by Delalleau et al. [Delalleau et al., 2012] and Zook et al. [Blizzard,
2019]. Briefly, players enter a queue and the matchmaking system assembles teams
using a sampling strategy, calculates the match quality, and either reassembles the
teams if the quality is low, or launches the match. In a similar matchmaking system,
the prediction model is integrated with the match quality computation step, and
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is used as an additional quality assessment addressing the competitive balance of a
match. Predicting whether a match is going to be balanced has low computational
overhead, while the prediction model itself can be trained offline.
5.4 Experiments
The purpose of this Section is to explore the efficiency of our model on real datasets.
Specifically, i) we evaluate and compare the performance of our prediction models
to a variety of baseline models, ii) we demonstrate that the definition of competitive
balance as a regression problem leads to significant prediction performance improve-
ments, iii) we showcase that using the proposed definition of balance in combination
with the proposed features can lead to substantial computational savings, iv) we dis-
cuss which features have the most influence on competitive balance in team sports
games.
For context on execution times, our experiments were conducted using single pro-
cess implementations on a 64-bit MacBook Pro with an Intel Core i7 CPU at 2.6GHz
and 16 GB RAM. All presented models are implemented in Python, using the the
scikit-learn [Pedregosa et al., 2011] and Keras 3 libraries.
5.4.1 Baseline methods
We compare the performance of the model NN presented in Section 5.3 to a variety of
baseline methods.
Dummy: Dummy is the most naive approach that we consider. It always predicts the
mean of the training set. Dummy corresponds to a competitive balance prediction
model.
AvgSkill: In the AvgSkill approach the match feature set includes only two features
3https://keras.io/
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, i.e., the two averages of the skill ratings of the players in each team. These features
are used as the input to a linear regression model that predicts the final score dif-
ference. Note that this baseline corresponds to the currently used single-valued skill
aggregation model and corresponds to a competitive balance prediction model.
Linear: Linear is a linear regression model, where the input match instances com-
prise all the features presented in Table 5.1. In addition to being a fundamental
regression model that is known for its simplicity, linear regression provides insight
into the model covariates that explain the variance in the response variable (final
score difference). It provides us insights into which explanatory variables are sig-
nificant in the match balance prediction task. Linear corresponds to a competitive
balance prediction model.
RndFrst: Random Forests construct a multitude of decision trees at training time
and output the mean prediction of all trees. RndFrst corresponds to a competitive
balance prediction model.
Logistic: This is a logistic regression model that uses a logistic function to model a
binary dependent variable. In particular, it models the probability of a certain class.
Logistic corresponds to a probability of winning prediction model.
NNSoftmax: NNSoftmax is a model with the same neural network architecture as NN
with a single difference. We replace the final layer with a softmax layer to assign
a probability to whether a match is balanced or not. NNSoftmax corresponds to a
probability of winning prediction model.
For each of the baseline methods we select the best feature subset using the re-
cursive feature elimination method and a statistical feature analysis. Further details
on significant features are provided in Section 5.4.5. All models with the sign + in
their name use their corresponding best subset of features. Note that we did not




Dummy 0.00 (±0.00) 0.61 (±0.01)
AvgSkill 0.00 (±0.00) 0.61 (±0.01)
Linear 0.59 (±0.26) 0.70 (±0.08)
RndFrst 0.57 (±0.17) 0.64 (±0.07)
NN 0.62 (±0.13) 0.73 (±0.08)
Linear+ 0.60 (±0.27) 0.73 (±0.12)
RndFrst+ 0.58 (±0.19) 0.65 (±0.12)
NN+ 0.64 (±0.10) 0.74 (±0.09)
Table 5.2: Training-set performance of models when predicting com-
petitive balance.
these models are determined by their definitions.
5.4.2 Model Characteristics
To demonstrate the performances of our prediction models, we use the F1 metric
[Powers, 2020]. To support our claims we showcase the results of the training model
evaluation along with the corresponding standard deviation in Table 5.2. However,
our main focus is on the test-set performances of the models that are presented in
Table 5.3.
F1 Score: This metric is the harmonic mean of the precision and recall. The results
of F1 are presented in Table 5.3. We present the mean and standard deviation of the
models’ performances over 20 consecutive matches.
First, we compare the performances of the models when all features of Section
5.3.2 are used (rows 1-5) and when the best subset of features is used (rows 6-8). We
notice that there is improvement in the models’ performances when the best features
are used. For instance in the case of the Linear and Linear+ the performance
increases up to ∼4%. The conclusion of this observation is two-fold; (i) selecting the
best subset of features boosts the models’ performances, (ii) the feature engineering
described in Section 5.3.2 and the features that we propose are overall very effective




Dummy 0.00 (±0.00) 0.60 (±0.01)
AvgSkill 0.00 (±0.00) 0.60 (±0.01)
Linear 0.53 (±0.02) 0.68 (±0.03)
RndFrst 0.56 (±0.02) 0.61 (±0.03)
NN 0.59 (±0.02) 0.68 (±0.02)
Linear+ 0.60 (±0.02) 0.68 (±0.02)
RndFrst+ 0.58 (±0.01) 0.64 (±0.03)
NN+ 0.62 (±0.02) 0.71 (±0.02)
Table 5.3: Test-set performance of models when predicting competi-
tive balance. The results are averaged over 20 matches.
Model F1
3v3 6v6
Logistic 0.54 (±0.02) 0.56 (±0.03)
NNSoftmax 0.57 (±0.01) 0.59 (±0.02)
Logistic+ 0.55 (±0.01) 0.56 (±0.02)
NNSoftmax+ 0.55 (±0.01) 0.62 (±0.02)
Delalleau+ 0.59 (±0.01) 0.70 (±0.01)
Table 5.4: Test-set performance of models when predicting probability
of winning. The results are averaged over 20 matches.
Now, we focus on the individual comparisons between the different models. Note
that NN+ achieves the best F1 performance (row 8) in both the 3v3 and 6v6 datasets.
An interesting observation is that even though NN+ demonstrates the best performance
during testing, its performance is not significantly higher than the performance pre-
sented by the much simpler Linear+ model (at most 4% more). Overall, we see that
the performances of NN+, Linear+ and RndFrst+ are close. Finally, for the 3v3 and
6v6 datasets we see that the F1 scores of Dummy and AvgSkill are 0.00 and 0.61,
respectively. The Dummy model classifies all the matches as unbalanced, hence the
zero F1 score. In both cases however, the conclusion is that simply using the average
skill as a feature is not a good predictor of match balance.
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5.4.3 Why predict the score difference?
The purpose of this section is first to demonstrate the effectiveness of using a com-
petitive balance prediction model as opposed to a probability of winning prediction
model. The differences of the aforementioned models are presented in section 5.3.3.
For this purpose, we define Logistic, Logistic+, NNSoftmax and NNSoftmax+ all
of which are probability of winning prediction models and are trained to predict the
probability that a team will win. Logistic and Logistic+ use the same features as
Linear and Linear+, respectively, but perform logistic regression, while NNSoftmax
and NNSoftmax+ use the same features and neural network architectures as NN and
NN+, respectively, but with an additional softmax layer that predicts the probability
of winning.
Table 5.4 demonstrates the performances of the probability of winning models on
the test set. Due to space limitations and given that the performance differences are
pronounced we omit the corresponding results of the training set. We compare the
results of Table 5.4 to the corresponding scores of Table 5.3 where we consider the
competitive balance prediction models. Specifically, we focus on the comparison of
the following models; i) Linear with Logistic, ii) Linear+ with Logistic+, iii) NN
with NNSoftmax, iv) NN+ with NNSoftmax+. We see that using competitive balance
models leads to higher F1 scores compared to predicting the probability of winning.
This is pronounced by the models’ corresponding F1 scores which are overall much
lower compared to Table 5.4. The only exception is when comparing Linear with
Logistic where the latter performs slightly better.
Furthermore, we perform a comparison of our proposed models with the probabil-
ity of winning model proposed in [Delalleau et al., 2012] denoted as Delalleau+ in row
5 of Table 5.4. In that paper the authors present a neural network architecture with
the following task; given two teams A and B predict the probability of team A to win
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Prediction Model Model Time 3v3 Time 6v6
Training Inference Training Inference
Competitive balance Dummy 1.0e-04 1.0e-05 (± 0.0e-00) 1.0e-04 2.0e-05 (± 0.0e-00)
Competitive balance AvgSkill 5.0e-02 5.0e-05 (± 0.0e-00) 3.5e-02 6.0e-05 (± 0.0e-00)
Competitive balance Linear 8.2e+00 7.0e-05 (± 0.0e-00) 5.2e-00 6.0e-05 (± 0.0e-00)
Competitive balance RndFrst 9.9e+03 6.0e-03 (± 7.0e-04) 7.7e+03 8.0e-03 (± 1.0e-03)
Competitive balance NN 2.3e+02 2.1e-02 (± 1.0e-02) 1.3e+02 2.4e-02 (± 1.2e-02)
Probability of winning Logistic 1.2e+02 6.0e-05 (± 0.0e-00) 8.7e+01 7.0e-05 (± 0.0e-00)
Probability of winning NNSoftmax 3.7e+02 2.1e-02 (± 5.0e-03) 1.2e+02 2.4e-02 (± 7.0e-03)
Competitive balance Linear+ 5.6e+00 5.0e-05 (± 0.0e-00) 3.7e+00 8.0e-05 (± 0.0e-00)
Competitive balance RndFrst+ 8.3e+03 7.0e-03 (± 1.0e-02) 6.2e+03 8.0e-03 (± 1.0e-03)
Competitive balance NN+ 4.7e+02 2.4e-02 (± 1.4e-02) 1.6e+02 2.8e-02 (± 8.0e-03)
Probability of winning Logistic+ 6.2e+01 6.0e-05 (± 0.0e-00) 5.3e+01 7.0e-05 (± 0.0e-00)
Probability of winning NNSoftmax+ 3.6e+02 2.3e-02 (± 6.0e-03) 2.4e+02 2.7e-02 (± 1.0e-02)
Probability of winning Delalleau+ 2.8e+01 2.3e-02 (± 5.0e-03) 1.6e+02 2.7e-02 (± 8.0e-03)
Table 5.5: Training time required for matches that occurred within a
3-month data period. Inference time averaged over 20 matches. The
left table is for 3v3 matches and the right table is for 6v6 matches.
over team B. Similar to the final score difference, we define a threshold ω to compute
balanced and non-balanced matches from the probability of winning. In particular,
we consider the match to be balanced if |Pr(team A wins over team B) − 1
2
| ≤ ω,
otherwise the match is not considered balanced. Furthermore, since [Delalleau et al.,
2012] addresses a different game and the authors do not provide the exact feature
and embedding descriptions, we use as input features to corresponding best subset
of features as presented in Section 5.3.2. Overall when focusing on the F1 score
of Delalleau+ in Table 5.4 and comparing it to the corresponding score of NN+ in
Table 5.3 we see that using the competitive balance models is more effective for the
determination of balanced matches than using the probability of winning. Another
takeaway is that while NN+ performs similar to Delalleau+, we observe that the same
applies to Linear+, whereas this is not the case for Logistic+. We optimized this
hyperparameter for best performance of Delalleau+ model (obtained by ω = 0.3).
5.4.4 Training and inference times
Table 5.5 compares the training and inference times required by each of the prediction
models. Column 1 denotes the balance definition the corresponding model uses as
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M Features Coeff. Coeff. Description in Team Sports games
3v3 6v6
avg freq dropout +1.128 +1.164 Average dropout rate of the players in
Teams 1 & 2
avg assists abs diff +0.889 +0.741 Absolute difference of the average number of
assists between Teams 1 & 2
avg freq defense +0.850 +0.918 Average rate of playing defense among players of
Teams 1 & 2
avg freq left +0.856 +0.504 Average rate of playing left wing among players of
Teams 1 & 2
avg freq right +0.843 +0.494 Average rate of playing right wing among players of
Teams 1 & 2
avg freq wins −0.334 −0.178 Average win rate among players of
Teams 1 & 2
cnt players +0.117 +0.142 Number of human players in Teams 1 & 2 in the
beginning of the match
Table 5.6: Statistical analysis of indicative most significant features.
The fourth column describes these features for the online team sports
online games used in our experiments.
described in Section 5.3.3. The training time represents the time required to train
each model over a series of matches that occurred within a 3-month period. The
inference time of each model is the time required to make a prediction, averaged over
20 matches. We report both the mean and the standard deviation of the models’
running times in seconds.
Observe that the training and the inference times of the linear models are approx-
imately 10x and 100x faster, respectively, compared to the corresponding times of
the neural network-based models. In online gaming taking the training and inference
times into account is essential to provide high-quality service to the user without
latency. Therefore, even though the Linear+ model’s F1 score is slightly lower than
the one of the best-performance NN+ model, in practice trading-off performance for
speed can be essential for online gaming. Note that the training and inference times
of the 3v3 dataset are higher than the corresponding ones of the 6v6 dataset. This




This section provides a discussion on the important features of a match for predicting
competitive balance. Table 5.6 presents the most statistically significant features with
their coefficient residuals and a corresponding brief description of their meaning in
the team sports game. For all features p < 0.001.
An interesting observation is that the frequency of dropouts (row 1), a common
phenomenon in team online games, is a strong indicator of competitive balance. A
player dropping a game before it finishes results in having a team with less human
players and therefore gives the lead to the opposing team. As expected, statistics on
the past actions of the players (row 2) are also significant for competitive balance, and
in this case this action was particularly the assists that occurred in the game. Rows
3-5 correspond to the role experience players have. In the team sports game we are
considering, the most important roles are defense, and right and left offense. However,
there are other roles in the game that appear to not be critical to the final outcome.
In row 6 we observe a negative coefficient for the frequency of winning feature. This
implies that the largest the frequency of previous wins for a team the more unlikely
it is that the match will end with a balanced score. Finally, as expected, the number
of players in each team at the beginning of the match (row 7) also seems to impact
balance. Potentially, this is because teams with less players are assigned with bots
whose playing behavior significantly deviates from a human’s, and thus can be more
unexpected.
Note that while Table 5.6 presents the features with the largest coefficients in
magnitude, we considered other features as well that had much smaller impact. For
instance, in addition to using the average of the features we also considered their
corresponding standard deviation. Furthermore, we also evaluated the skill ratings of
the opposing teams. The results showed that even though skill rating was not among
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the most significant features, we cannot draw conclusive results about its importance
because the datasets we used comprise real matches between teams of close team skill
ratings. That said, we remark that performing a statistical significance test after the
proposed model has been deployed in the matchmaking system, could provide us with
potentially deeper insights, even though we expect the presented results to mostly
hold.
In Table 5.6, column 4 provides the descriptions of some of the most significant
features of the team sports online game that we are investigating. In addition to
the statistical analysis of Table 5.6 we created correlation matrices to identify high
amount of correlations that would suggest unreliable prediction estimates and re-
moved these features from the dataset, which are ommitted however due to lack of
space. Finally, we used the recursive feature elimination feature selection method
and the results of the statistical analysis to decide the best subset of features for each
of the baseline methods (when applicable) and for our proposed model presented in
Section 5.4.1. An interesting observation was the common consensus between the
feature selection methods and the different models about the significant features for
competitive balance.
5.5 Discussion
In this paper, we have examined the problem of making matches that exhibit com-
petitive balance. Through simulations on an online team sports game published by
Electronic Arts (EA), we demonstrated that regressing the final score difference on
carefully designed player, team and match features followed by a binary threshold can
significantly outperform aggregate skill-based models in predicting match balance.
Our approach provides insight into how simple, generalizable attributes of players
and teams can be used to better capture in-game dynamics that impact match out-
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comes. We also show that using a linear model with the specific features can lead
to computational savings ranging by orders of magnitude with a small sacrifice in
predicting performance.
A main focus of this work is to provide insight to game designers on how to improve
the quality of online team games through better matchmaking. We believe that the
presented definitions, features, prediction models and experiments can be utilized by
game designers for predicting competitive balance in other types of online games. We
have seen how the proposed models generalize from 3v3 to 6v6 games, but it still
remains to see how it can be evaluated in different sports games and larger teams.
Finally, note that the models and experiments illustrated in this paper are based on
existing player data. The approaches described here have not yet been deployed in
a live matchmaking service. However, they provide the hypotheses for A/B testing




A single perfect formula for creating successful teams is yet to be found. One line of
research continuously constructs larger-scale empirical studies and surveys in different
environments to comprehend the complex and stochastic nature of human behavior in
teams. These analyses reveal the human traits that lead to ideal teams with respect
to success and satisfaction. Other works draw their attention to computationally
engineering teams based on team metrics and objectives. These works make the
process of team formation easier and seamless by reducing the involvement and errors
of the human factor and effort in the process. Last, but not least with the radical
evolution of Machine Learning several recent works have also focused on deciding how
successful in practice predefined teams will be. Being able to infer the team’s actual
performance can be essential when significant resources are allocated and efficiency
guarantees are required.
Arguably, even though all the aforementioned attempts have only improved the
quality of teams, taking all factors into account when creating the optimal team is
unrealistic. Inspired by this observation, the work in this thesis utilizes existing find-
ings in ways that may compromise the team’s success but under the condition that
they improve some other essential team metric. For this purpose, we formulate new
problems each of which sets new computational challenges requiring new computa-
tional techniques to be addressed. The problem of creating teams with members
that mutually respect each other and subsume clear roles in the team (presented in
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Chapter 3) enhances the well-being and productivity of the members but potentially
does not create the most successful team with respect to the final outcome. From the
computational point of view this problem introduces a novel formulation requiring
both rank aggregation and an assignment problem while previous team formation
works modeled team formation problems as coverage problems. The problem of bal-
ancing the task coverage requirement with other team objectives, i.e., the cost of
hiring the team (presented in Chapter 4.1), and the load of the experts (presented
in Chapter 4.2) clearly let’s the user decide the trade-off between the team quality
and some other important to the user objective. In both of these problem formu-
lations we consider single biobjective function combining the two objectives, rather
than imposing hard constraints to the objectives like priori team formation works
did. Finally, the problem of predicting competitive balanced matches (presented in
Chapter 5) produces matches and teams targeting player satisfaction and excitement
instead of all-star player teams. To this end we propose a new problem that requires
designing efficient and effective models that can also be integrated in real systems.
Even though through this work we merely showcase the significance of considering
problem formulations involving different requirements of team formation, it is a first
step towards achieving all in all happy, productive and successful teams. There are
two open directions which we feel are more interesting and valuable. First, is the study
of providing general team-formation frameworks that will allow the users to decide
the objectives taken into account during this process. To the best of our knowledge,
there is no single approach to do that. From a computational point of view this is a
challenging problem, since the more general the framework, the harder it is to devise
approximation algorithms for its solution. Second, we feel that there is a lack of work
focusing on evaluating the performance and satisfaction of teams created via the
methods proposed in the team-formation literature. Before moving a step further, in
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certain cases it is essential to take a step back and ensure that the proposed methods
practically achieve what the team-formation problems are looking; building highly
productive, successful and positive teams. Therefore, integrating human feedback in
this process and identifying which works of the literature are closer to this goal will
only bring us closer to creating and maintaining perfect teams.
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