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DICHOTOMY SPECTRA AND MORSE DECOMPOSITIONS
OF LINEAR NONAUTONOMOUS DIFFERENTIAL EQUATIONS
MARTIN RASMUSSEN
Abstract. Recently, the existence of Morse decompositions for nonautono-
mous dynamical systems was shown for three different time domains: the past,
the future and—in the linear case—the entire time. In this article, notions of
exponential dichotomy are discussed with respect to the three time domains. It
is shown that an exponential dichotomy gives rise to an attractor-repeller pair
in the projective space, which is a building block of a Morse decomposition.
Moreover, based on the notions of exponential dichotomy, dichotomy spectra
are introduced, and it is proved that the corresponding spectral manifolds lead
to Morse decompositions in the projective space.
1. Introduction
In the qualitative theory of dynamical systems, the study of linear systems is very
important, since a comprehensive analysis of nonlinear systems via perturbation
techniques requires linear theory. This is due to the fact that in many cases, stability
properties of solutions can be derived from the linearization along the solution, the
so-called variational equation.
In the linear analysis of nonautonomous systems, the concept of an exponential
dichotomy is essential, which extends the idea of hyperbolicity to explicitly time-
dependent systems. There have been extensive studies showing the significance of
exponential dichotomies both in theory and applications. Based on the notion of
an exponential dichotomy, R. J. Sacker und G. R. Sell founded a spectral theory
for linear skew product flows with compact base flow in the 1970s, the so-called
Sacker-Sell spectral theory (see [SS78]). Recently, the Sacker-Sell spectrum was
adapted in [Sie02] to arbitrary systems of linear differential equations.
In all the studies above, however, the focus is concentrated on the entire time
axis. We want to consider also both the past and the future in this article. This is of
importance in the situation of nonautonomous systems which cannot be embedded
into the setting of skew product flows with a compact base space, since then, the
past and the future are not related in form of recurrence properties. Moreover,
the systems under consideration may only be defined on the half axis. Based on
the notions of an exponential dichotomy on the half line (see [Cop78]), a past and
future dichotomy spectrum is introduced in this article for linear nonautonomous
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ordinary differential equations, and it is proved that the spectra consist of unions
of closed intervals, whose number is bounded by the dimension of the system.
Another possibility to analyze linear nonautonomous systems is to consider the
induced system on the projective space. This approach is also fairly classical; for
instance, J. Selgrade found conditions for the existence of a finest Morse decompo-
sition of the skew product flow on the projective space in 1975 (see [Sel75]). Morse
decompositions have been introduced by C. C. Conley in his famous article Iso-
lated Invariant Sets and the Morse Index ([Con78]) in order to describe the global
asymptotic behavior of dynamical systems on compact metric spaces. Recently,
the existence of Morse decompositions for nonautonomous systems was shown for
the above mentioned three time domains (see [Ras07b, Ras08]). The construction
is based on special notions of local attractivity and repulsivity which have been
introduced in [Ras07a].
In this article, relationships between the concepts of exponential dichotomy, di-
chotomy spectra and Morse decompositions are pointed out also. In first instance, it
is shown that the existence of an exponential dichotomy yields an attractor-repeller
pair in the projective space which is a building block of a Morse decomposition.
Then it is shown that the spectral manifolds form a Morse decomposition in the
projective space.
This paper is organized as follows. The following section is devoted to prelimi-
nary definitions, and in Section 3, the relevant notions of nonautonomous attractiv-
ity and repulsivity are introduced. In Section 4, nonautonomous Morse decomposi-
tions are treated, and the different notions of exponential dichotomy are discussed
in Section 5. Finally, the last section of this paper deals with properties of the
dichotomy spectra.
Notation. Given a metric space (X, d), we write Uε(x0) = {x ∈ X : d(x, x0) <
ε} for the ε-neighborhood of a point x0 ∈ X. For arbitrary nonempty sets A,B ⊂ X
and x ∈ X, let d(x,A) := inf{d(x, y) : y ∈ A} be the distance of x to A and
d(A|B) := sup{d(x,B) : x ∈ A} be the Hausdorff semi-distance of A and B.
Moreover, we set R+κ := [κ,∞) and R−κ := (−∞, κ] for κ ∈ R.
We denote by RN×N the set of all real N×N matrices, and we use the symbol 1
for the unit matrix. The Euclidean space RN is equipped with the Euclidean norm
‖·‖, which is induced by the scalar product 〈·, ·〉, defined by 〈x, y〉 :=∑Ni=1 xi, yi. To
introduce the real projective space PN−1 of the RN , we say, two nonzero elements
x, y ∈ RN are equivalent if there exists a c ∈ R such that x = cy. The equivalence
class of x ∈ RN is denoted by Px, and we call the set of all equivalent classes the
projective space PN−1. Equipped with the metric dP : PN−1 × PN−1 →
[
0,
√
2
]
,
given by
dP(Pv,Pw) = min
{∥∥∥∥ v‖v‖ − w‖w‖
∥∥∥∥ , ∥∥∥∥ v‖v‖ + w‖w‖
∥∥∥∥} for all v, w ∈ RN ,
the projective space is a compact metric space. For any v ∈ PN−1, we define
P−1v :=
{
x ∈ RN : Px = v} ∪ {0}. The (N − 1)-sphere of the RN is defined by
SN−1 :=
{
x ∈ RN : ‖x‖ = 1}. We make use of the following fundamental lemma,
which follows from [CK00, Lemma B.1.17., p. 538].
Lemma 1.1. For all ε > 0, there exists a δ ∈ (0, 1) such that for all nonzero
v, w ∈ RN with 〈v, w〉2/(‖v‖2‖w‖2) ≥ 1− δ, we have dP(Pv,Pw) ≤ ε.
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2. Cocycles and Nonautonomous Sets
Throughout this paper, I denotes a real interval of the form (−∞, 0], [0,∞) or R,
respectively. Given a metric space (X, d), a cocycle is a mapping ϕ : I× I×X → X
with
ϕ(τ, τ, ξ) = ξ and ϕ(t, τ, ξ) = ϕ(t, s, ϕ(s, τ, ξ))
for all τ, t, s ∈ I and ξ ∈ X. For simplicity in notation, we write ϕ(t, τ)ξ instead
of ϕ(t, τ, ξ). The set X is called phase space, and I × X is called extended phase
space. The general solution of a nonautonomous differential equation x˙ = f(t, x) is
a cocycle if the right hand side f : R×RN → RN satisfies conditions guaranteeing
global existence and uniqueness of solutions.
A subset M of the extended phase space I×X is called nonautonomous set ; we
use the term t-fiber of M for the set M(t) := {x ∈ X : (t, x) ∈ M}, t ∈ I. We call
M closed or compact if all t-fibers are closed or compact, respectively. Finally, a
nonautonomous set M is called invariant (w.r.t. the cocycle ϕ) if ϕ(t, τ,M(τ)) =
M(τ + t) for all t, τ ∈ I.
In case X = RN , a cocycle ϕ is called linear if for given α, β ∈ R, we have
ϕ(t, τ, αx+ βy) = αϕ(t, τ, x) + βϕ(t, τ, y) for all t, τ ∈ I and x, y ∈ RN .
For instance, a linear cocycle is generated by a linear nonautonomous differential
equation x˙ = B(t)x, where B : I → RN×N is continuous. Given a linear cocycle
ϕ, there exists a corresponding matrix-valued function Φ : I × I → RN×N with
Φ(t, τ)x = ϕ(t, τ, x) for all t, τ ∈ R and x ∈ RN . We will also use the term linear
cocycle for this function. Φ canonically induces a cocycle PΦ on PN−1 by the
definition
PΦ(t, τ)Px := P(Φ(t, τ)x) for all t, τ ∈ R and x ∈ RN
(see [CK00, Lemma 5.2.1, p. 149]).
Let γ ∈ R and I be an interval of the form (−∞, 0], [0,∞) or R, respectively.
A function g : I → RN is called γ+-quasibounded if I is unbounded above and
supt∈I∩[0,∞) ‖g(t)‖e−γt <∞. Accordingly, we say that a function g : I→ RN is γ−-
quasibounded if I is unbounded below and we have supt∈I∩(−∞,0] ‖g(t)‖e−γt <∞.
3. Nonautonomous Attractivity and Repulsivity
In this section, several notions of local attractivity and repulsivity are explained
(see also [Ras07a]). The concepts are introduced for the past (past attractivity
and repulsivity), the future (future attractivity and repulsivity) and the entire time
(all-time attractivity and repulsivity).
Throughout this section, let (X, d) be a metric space and ϕ : I× I×X → X be
a cocycle.
Note that the following notions of attractor are local forms of attractors which
have been discussed since the 1990s. For instance, a past attractor is a local form
of a pullback attractor (see, e.g., [CKS01]), i.e., it attracts a neighborhood of itself
in the sense of pullback attraction. Moreover, a future attractor is a local form of
a forward attractor, and an all-time attractor is a local form of a uniform attractor
as discussed, e.g., in [CV02].
Definition 3.1 (Nonautonomous attractivity and repulsivity). Let A and R be
invariant and compact nonautonomous sets.
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(i) In case I is unbounded below, A is called past attractor if there exists an
η > 0 such that
lim
t→∞ d
(
ϕ(τ, τ − t)Uη(A(τ − t))
∣∣A(τ)) = 0 for all τ ≤ 0 .
(ii) In case I is unbounded below, R is called past repeller if there exists an
η > 0 such that
lim
t→∞ d
(
ϕ(τ − t, τ)Uη(R(τ))
∣∣R(τ − t)) = 0 for all τ ≤ 0 .
(iii) In case I is unbounded above, A is called future attractor if there exists an
η > 0 such that
lim
t→∞ d
(
ϕ(τ + t, τ)Uη(A(τ))
∣∣A(τ + t)) = 0 for all τ ≥ 0 .
(iv) In case I is unbounded above, R is called future repeller if there exists an
η > 0 such that
lim
t→∞ d
(
ϕ(τ, τ + t)Uη(R(τ + t))
∣∣R(τ)) = 0 for all τ ≥ 0 .
(v) In case I = R, A is called all-time attractor if there exists an η > 0 such
that
lim
t→∞ supτ∈R
d
(
ϕ(τ + t, τ)Uη(A(τ))
∣∣A(τ + t)) = 0 .
(vi) In case I = R, R is called all-time repeller if there exists an η > 0 such that
lim
t→∞ supτ∈R
d
(
ϕ(τ, τ + t)Uη(R(τ + t))
∣∣R(τ)) = 0 .
Remark 3.2.
(i) Every all-time attractor (repeller, respectively) is both a past attractor
(repeller, respectively) and a future attractor (repeller, respectively).
(ii) The notions of future attractivity and repulsivity can be derived from the
concept of past attractivity and repulsivity via time reversal. A past at-
tractor (repeller, respectively) corresponds to a future repeller (attractor,
respectively) of the system under time reversal.
(iii) The Hausdorff semi-distance d in Definition 3.1 can be replaced by the
Hausdorff distance dH , which for nonempty sets A,B ⊂ X is defined by
dH(A,B) := max{d(A|B), d(B|A)}.
(iv) Every invariant and compact nonautonomous set of the differential equa-
tion x˙ = x is a past repeller. Therefore, past repellers are not uniquely
determined in general, in contrast to past attractors (see [Ras07a, Propo-
sition 2.37]).
Example 3.3. We consider the linear nonautonomous differential equation
x˙ = a(t)x
with a continuous function a : R → R. It is easy to see that every invariant and
compact all-time nonautonomous set M ⊂ R× R is a
• past attractor if and only if limt→−∞
∫ 0
t
a(s) ds = −∞ ,
• past repeller if and only if limt→−∞
∫ 0
t
a(s) ds =∞ ,
• future attractor if and only if limt→∞
∫ t
0
a(s) ds = −∞ ,
• future repeller if and only if limt→∞
∫ t
0
a(s) ds =∞ ,
• all-time attractor if and only if limt→∞ supτ∈R
∫ τ+t
τ
a(s) ds = −∞ ,
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• all-time repeller if and only if limt→∞ supτ∈R
∫ τ+t
τ
a(s) ds =∞ .
4. Nonautonomous Morse Decompositions
This section is devoted to a summary of the basic results from [Ras08, Ras07b]
concerning the existence of nonautonomous Morse decompositions for a linear co-
cycle Φ : I× I× RN → RN . In addition to Φ, we also consider the induced system
on the projective space PΦ, which was introduced in Section 2.
The first step towards a Morse decomposition is the construction of attractor-
repeller pairs.
Theorem 4.1 (Existence of attractor-repeller pairs). The following statements are
fulfilled:
(i) Let I be unbounded below and R be a past repeller of PΦ, i.e., there exists
an η > 0 such that
lim
t→∞ d
(
PΦ(τ − t, τ)Uη(R(τ))
∣∣R(τ − t)) = 0 for all τ ≤ 0 .
Then the nonautonomous set R∗, defined by
(4.1) R∗(τ) :=
⋂
t∗≥0
⋃
t≥t∗
PΦ(τ, τ − t)(PN−1 \ Uη(R(τ − t))) for all τ ∈ I ,
is a past attractor, which is maximal outside R in the following sense: Any
past attractor A ) R∗ has nonempty intersection with R. We call (R∗, R)
a past attractor-repeller pair.
(ii) Let I be unbounded above and A be a future attractor of PΦ, i.e., there exists
an η > 0 such that
lim
t→∞ d
(
PΦ(τ + t, τ)Uη(A(τ))
∣∣A(τ + t)) = 0 for all τ ≥ 0 .
Then the nonautonomous set A∗, defined by
(4.2) A∗(τ) :=
⋂
t∗≥0
⋃
t≥t∗
PΦ(τ, τ + t)
(
PN−1 \ Uη(A(τ + t))
)
for all τ ∈ I ,
is a future repeller, which is maximal outside A in the following sense: Any
future repeller R ) A∗ has nonempty intersection with A. We call (A,A∗)
a future attractor-repeller pair.
(iii) Let I = R and A be an all-time attractor of PΦ, i.e., there exists an η > 0
such that
lim
t→∞ supτ∈R
d
(
PΦ(τ + t, τ)Uη(A(τ))
∣∣A(τ + t)) = 0 .
Then the nonautonomous set A∗, defined by (4.2) is an all-time repeller,
which is maximal outside A in the following sense: Any all-time repeller
R ) A∗ has nonempty intersection with A. We call (A,A∗) an all-time
attractor-repeller pair.
(iv) Let I = R and R be an all-time repeller of PΦ, i.e., there exists an η > 0
such that
lim
t→∞ supτ∈R
d
(
PΦ(τ − t, τ)Uη(R(τ))
∣∣R(τ − t)) = 0 .
Then the nonautonomous set R∗, defined by (4.1) is an all-time attractor,
which is maximal outside R in the following sense: Any all-time attractor
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A ) R∗ has nonempty intersection with R. We call (R∗, R) an all-time
attractor-repeller pair.
Proof. See [Ras07b, Theorem 4.3] and [Ras08, Theorem 3.2]. ¤
Remark 4.2.
(i) In general, there is no formalism to obtain a past repeller from a past
attractor and to get a future attractor from a future repeller (see [Ras07b,
Example 4.4]).
(ii) For an all-time attractor A, the relation (A∗)∗ = A is fulfilled, and an
all-time repeller R fulfills (R∗)∗ = R (see [Ras08, Theorem 3.2]).
(iii) In [PS04], so-called generalized attractor-repeller pairs are introduced: Two
invariant (w.r.t. the cocycle ϕ) subsets A¯ and R¯ are called a generalized
attractor-repeller pair if the following three conditions are fulfilled:
(a) A¯(t)⊕ R¯(t) = RN for all t ∈ R ,
(b) given τ ∈ R, 0 6= ξ ∈ A¯(τ) and 0 6= η ∈ R¯(τ), we have
‖ϕ(t, τ, η)‖
‖ϕ(t, τ, ξ)‖ → 0 as t→∞ and
‖ϕ(t, τ, ξ)‖
‖ϕ(t, τ, η)‖ → 0 as t→ −∞ ,
(c) the angle between A¯(t) and R¯(t) is bounded below by a positive num-
ber.
All-time attractor repeller-pairs are also generalized attractor-repeller pairs,
but in general, the reversal is not true.
The notion of an attractor-repeller pair is generalized by the following definition.
Definition 4.3 (Nonautonomous Morse decompositions). A set {M1,M2, . . . ,Mn}
of nonautonomous sets, the so-called Morse sets, is called past (future, all-time,
respectively) Morse decomposition of PΦ if the representation
Mi = Ai ∩Ri−1 for all i ∈ {1, . . . , n}
is fulfilled with past (future, all-time, respectively) attractor-repeller pairs (Ai, Ri),
i ∈ {0, . . . , n}, fulfilling
∅ = A0 ( A1 ( · · · ( An = I× PN−1
and
I× PN−1 = R0 ) R1 ) · · · ) Rn = ∅ .
The following theorem shows that Morse decompositions are crucial for the dy-
namical behavior of the nonautonomous dynamical system.
Theorem 4.4 (Dynamical properties of nonautonomous Morse decompositions).
The following statements are fulfilled:
(i) Convergence in forward time. Let {M1, . . . ,Mn} be a future (all-time, re-
spectively) Morse decomposition of PΦ. Then for all (τ, x) ∈ I × PN−1,
there exists an i ∈ {1, . . . , n} with
lim
t→∞ dP
(
PΦ(τ + t, τ)x,Mi(τ + t)
)
= 0 .
(ii) Convergence in backward time. Let {M1, . . . ,Mn} be a past (all-time, re-
spectively) Morse decomposition of PΦ. Then for all (τ, x) ∈ I × PN−1,
there exists an i ∈ {1, . . . , n} with
lim
t→∞ dP
(
PΦ(τ − t, τ)x,Mi(τ − t)
)
= 0 .
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Proof. See [Ras07b, Theorem 8.5] and [Ras08, Theorem 4.4]. ¤
Further convergence results for Morse decompositions can be found in [Ras07b,
Theorem 5.6].
We conclude this section by stating a result concerning finest Morse decomposi-
tions, which is an analogon to the Theorem of Selgrade (see [Sel75]).
Theorem 4.5 (Finest Morse decompositions). There exists a finest past (future,
all-time, respectively) Morse decomposition {M1, . . . ,Mn} of PΦ, i.e., the number
of Morse sets of another past (future, all-time, respectively) Morse decomposition
is bounded by n. Moreover, we have n ≤ N , and the following decomposition is
fulfilled:
P−1M1(t)⊕ · · · ⊕ P−1Mn(t) = RN for all t ∈ I .
Proof. See [Ras07b, Theorem 8.7] and [Ras08, Theorem 5.1]. ¤
5. Notions of Exponential Dichotomy
In this section, several notions of exponential dichotomy are introduced with
respect to the three different time domains. The concept of exponential dichotomy
has been established in [Per28, Per30] in the late 1920s. In the sequel, many
authors developed the theory; for fundamental work on this topic, we refer to
[Cop78, DK74, MS66, Pal82a, Pal82b, Pal84, SS74, SS76a, SS76b, Sac78].
Throughout this section, let I be an interval of the form (−∞, 0], [0,∞) or R,
respectively, and consider a nonautonomous linear differential equation
(5.1) x˙ = B(t)x
with a continuous function B : I → RN×N . The linear cocycle of this equation is
denoted by ϕ, and the corresponding functions Φ and PΦ are defined as in Section 2.
We begin this section with some preliminary definitions. An invariant nonau-
tonomous setM ⊂ I×RN is called linear integral manifold of (5.1) if for each t ∈ I,
the sets M(t) are linear subspaces of RN . Given linear integral manifolds M1,M2
of (5.1), the sets
M1 ∩M2 :=
{
(t, ξ) ∈ I× RN : ξ ∈M1(t) ∩M2(t)
}
and
M1 +M2 :=
{
(t, ξ) ∈ I× RN : ξ ∈M1(t) +M2(t)
}
are also linear integral manifolds of (5.1). A finite sum M1 + · · · +Mn of linear
integral manifolds is called Whitney sum M1 ⊕ · · · ⊕Mn if Mi ∩Mj = I × {0} is
satisfied for i 6= j. An invariant projector of (5.1) is a function P : I→ RN×N with
P (t) = P (t)2 and P (t)Φ(t, τ) = Φ(t, τ)P (τ) for all τ, t ∈ I .
The range
R(P ) := {(t, ξ) ∈ I× RN : ξ ∈ R(P (t))}
and the null space
N (P ) := {(t, ξ) ∈ I× RN : ξ ∈ N (P (t))}
of an invariant projector P are linear integral manifolds of (5.1) such that R(P )⊕
N (P ) = I×RN . Since the fibres of R(P ) and N (P ) have the same dimension, we
define the rank of P by
rkP := dimR(P ) := dimR(P (t)) for all t ∈ R ,
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and we set
dimN (P ) := dimN (P (t)) for all t ∈ R .
Next, several notions of dichotomy are introduced for the linear system (5.1).
Definition 5.1 (Nonhyperbolic exponential dichotomies). Let γ ∈ R and Pγ : I→
RN×N be an invariant projector of (5.1).
(i) In case I is unbounded below, we say that (5.1) admits a nonhyperbolic past
exponential dichotomy with growth rate γ ∈ R, constants α > 0,K ≥ 1
and projector Pγ if
‖Φ(t, τ)Pγ(τ)‖ ≤ Ke(γ−α)(t−τ) for all τ ≤ t ≤ 0 ,
‖Φ(t, τ)(1− Pγ(τ))‖ ≤ Ke(γ+α)(t−τ) for all t ≤ τ ≤ 0 .
(ii) In case I is unbounded above, we say that (5.1) admits a nonhyperbolic
future exponential dichotomy with growth rate γ ∈ R, constants α > 0,K ≥
1 and projector Pγ if
‖Φ(t, τ)Pγ(τ)‖ ≤ Ke(γ−α)(t−τ) for all 0 ≤ τ ≤ t ,
‖Φ(t, τ)(1− Pγ(τ))‖ ≤ Ke(γ+α)(t−τ) for all 0 ≤ t ≤ τ .
(iii) In case I = R, we say that (5.1) admits a nonhyperbolic all-time exponential
dichotomy with growth rate γ ∈ R, constants α > 0, K ≥ 1 and projector
Pγ if
‖Φ(t, τ)Pγ(τ)‖ ≤ Ke(γ−α)(t−τ) for all τ ≤ t ,
‖Φ(t, τ)(1− Pγ(τ))‖ ≤ Ke(γ+α)(t−τ) for all t ≤ τ .
We call a nonhyperbolic past (future, all-time, respectively) exponential dichotomy
with growth rate γ = 0 also a past (future, all-time, respectively) exponential di-
chotomy.
Remark 5.2.
(i) In the literature, an all-time exponential dichotomy is simply called expo-
nential dichotomy. Furthermore, a past or future exponential dichotomy is
called exponential dichotomy on half line R−0 or R
+
0 , respectively (see, e.g.,
[Cop78]).
(ii) If (5.1) is almost periodic, then the notions for the past, future and entire
time are identical (see [Cop78, Proposition 3, p. 70]).
In the following proposition, the relationship between the above introduced no-
tions of dichotomies is examined.
Proposition 5.3. In case I = R, the following statements are fulfilled:
(i) If (5.1) admits a nonhyperbolic all-time exponential dichotomy with growth
rate γ, then it also admits both a nonhyperbolic past and future exponential
dichotomy with growth rate γ.
(ii) If (5.1) admits both a nonhyperbolic past and future exponential dichotomy
with growth rate γ with the same invariant projector P , then it also admits
an all-time exponential dichotomy with growth rate γ.
Proof. (i) is obvious; for (ii), see [Cop78, p. 19]. ¤
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Lemma 5.4 (Criteria for nonhyperbolic dichotomies). Suppose that (5.1) admits a
nonhyperbolic past (future, all-time, respectively) exponential dichotomy with growth
rate γ and projector Pγ . Then the following statements are fulfilled:
(i) If Pγ ≡ 1, then (5.1) admits a nonhyperbolic past (future, all-time, respec-
tively) exponential dichotomy with growth rate ζ and projector Pζ ≡ 1 for
all ζ > γ.
(ii) If Pγ ≡ 0, then (5.1) admits a nonhyperbolic past (future, all-time, respec-
tively) exponential dichotomy with growth rate ζ and projector Pζ ≡ 0 for
all ζ < γ.
Proof. The assertions follow directly from the monotonicity of the exponential func-
tion. ¤
In case I is unbounded above, we define
Sγ :=
{
(τ, ξ) ∈ I× RN : Φ(·, τ)ξ is γ+-quasibounded} for all γ ∈ R ,
and if I is unbounded below, we set
Uγ :=
{
(τ, ξ) ∈ I× RN : Φ(·, τ)ξ is γ−-quasibounded} for all γ ∈ R .
It is obvious that Sγ and Uγ are linear integral manifolds of (5.1), and given γ ≤ ζ,
the relations Sγ ⊂ Sζ and Uγ ⊃ Uζ are fulfilled.
Now we discuss the important relationship between the projectors of nonhyper-
bolic exponential dichotomies with growth rate γ and the sets Sγ and Uγ .
Proposition 5.5 (Dynamical properties). If (5.1) admits a nonhyperbolic past
exponential dichotomy with growth rate γ, constants α, K and projector Pγ , then
we have N (Pγ) = Uγ and
(5.2) ‖Φ(t, τ)ξ‖ ≤ K‖ξ‖eγ(t−τ) for all τ ≤ t ≤ 0 and ξ ∈ R(Pγ(τ)) .
If (5.1) admits a nonhyperbolic future exponential dichotomy with growth rate γ,
constants α, K and projector Pγ , then we have R(Pγ) = Sγ and
‖Φ(t, τ)ξ‖ ≤ K‖ξ‖eγ(t−τ) for all 0 ≤ t ≤ τ and ξ ∈ N (Pγ(τ)) .
If (5.1) admits a nonhyperbolic all-time exponential dichotomy with growth rate γ
and projector Pγ , then N (Pγ) = Uγ and R(Pγ) = Sγ are fulfilled.
Proof. Suppose that (5.1) admits a nonhyperbolic past exponential dichotomy with
growth rate γ, constants α,K and projector Pγ . Hence, we have
‖Φ(t, τ)Pγ(τ)‖ ≤ Ke(γ−α)(t−τ) for all τ ≤ t ≤ 0 ,
‖Φ(t, τ)(1− Pγ(τ))‖ ≤ Ke(γ+α)(t−τ) for all t ≤ τ ≤ 0 .
The first inequality implies (5.2). Now we prove the relation N (Pγ) = Uγ .
(⊇) We choose (τ, ξ) ∈ Uγ arbitrarily. This implies ‖Φ(t, τ)ξ‖ ≤ Ceγ(t−τ) for all
t ≤ τ with some real constant C > 0. We write ξ = ξ1 + ξ2 with ξ1 ∈ R(Pγ(τ))
and ξ2 ∈ N (Pγ(τ)). Hence, for all t ≤ τ , we get
‖ξ1‖ = ‖Φ(τ, t)Φ(t, τ)Pγ(τ)ξ‖ = ‖Φ(τ, t)Pγ(t)Φ(t, τ)ξ‖
≤ Ke(γ−α)(τ−t)‖Φ(t, τ)ξ‖ ≤ CKe(γ−α)(τ−t)eγ(t−τ) = CKe−α(τ−t) .
The right hand side of this inequality converges to zero in the limit t → −∞.
Therefore, ξ1 = 0, and this means (τ, ξ) ∈ N (Pγ).
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(⊆) We choose (τ, ξ) ∈ N (Pγ). Thus, for all t ≤ τ ≤ 0, the relation ‖Φ(t, τ)ξ‖ ≤
Ke(γ+α)(t−τ)‖ξ‖ is fulfilled. This means that Φ(·, τ)ξ is γ−-quasibounded.
The assertions concerning the future exponential dichotomy are treated analogously.
In case (5.1) admits an all-time exponential dichotomy, Proposition 5.3 (i) yields
that (5.1) also admits a past exponential dichotomy and a future exponential di-
chotomy. Hence, we obtain both N (Pγ) = Uγ and R(Pγ) = Sγ . ¤
Remark 5.6. According to this proposition, an invariant projector is uniquely deter-
mined only in case of a nonhyperbolic all-time exponential dichotomy. In addition,
the null space of a projector of a past exponential dichotomy and the range of a pro-
jector of a future exponential dichotomy are uniquely determined. This implies that
the rank of exponential dichotomies with the same growth rate is independent of the
choice of the projector. For further information about the kind of nonuniqueness of
ranges of projectors of past exponential dichotomies and null spaces of projectors
of future exponential dichotomies, we refer to Lemma 6.1 in the next section.
The following proposition shows that the notions of dichotomy are consistent to
the concepts of attractivity and repulsivity.
Proposition 5.7 (Nonhyperbolic dichotomies and the notions of attractivity and
repulsivity). Suppose that (5.1) admits a nonhyperbolic past (future, all-time, re-
spectively) exponential dichotomy with growth rate γ and invariant projector Pγ .
Then the following statements are fulfilled:
• If γ ≤ 0 and rkPγ ≥ 1, then no solution of (5.1) is past (future, all-time,
respectively) repulsive.
• If γ ≥ 0 and rkPγ ≤ N − 1, then no solution of (5.1) is past (future,
all-time, respectively) attractive.
• If γ ≤ 0 and rkPγ = N , then every solution of (5.1) is past (future, all-
time, respectively) attractive.
• If γ ≥ 0 and rkPγ = 0, then every solution of (5.1) is past (future, all-time,
respectively) repulsive.
Proof. These assertions are direct consequences of Proposition 5.5. ¤
For the rest of this section, the studies are concentrated on the induced system
PΦ on the real projective space PN−1.
Lemma 5.8. The following statements are fulfilled:
(i) We suppose that (5.1) admits a nonhyperbolic past exponential dichotomy
with projector P . Then there exists a β > 0 such that
Uβ
(
PR(P (t))) ∩ Uβ(PN (P (t))) = ∅ for all t ≤ 0 .
Moreover, for all τ ≤ 0 and compact sets C ⊂ SN−1 \ N (P (τ)), we have
lim
t→−∞
supv∈SN−1∩N (P (τ)) ‖Φ(t, τ)v‖
infw∈C ‖Φ(t, τ)w‖ = 0 .
(ii) We suppose that (5.1) admits a nonhyperbolic future exponential dichotomy
with projector P . Then there exists a β > 0 such that
Uβ
(
PR(P (t))) ∩ Uβ(PN (P (t))) = ∅ for all t ≥ 0 .
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Moreover, for all τ ≥ 0 and compact sets C ⊂ SN−1 \ R(P (τ)), we have
lim
t→∞
supv∈SN−1∩R(P (τ)) ‖Φ(t, τ)v‖
infw∈C ‖Φ(t, τ)w‖ = 0 .
(iii) We suppose that (5.1) admits a nonhyperbolic all-time exponential dichotomy
with projector P . Then there exists a β > 0 such that
Uβ
(
PR(P (t))) ∩ Uβ(PN (P (t))) = ∅ for all t ∈ R ,
and we have
lim
t→−∞ supτ∈R
supv∈SN−1∩N (P (τ)) ‖Φ(t, τ)v‖
infw∈SN−1∩P−1Uβ(PR(P (τ))) ‖Φ(t, τ)w‖
= 0
and
lim
t→∞ supτ∈R
supv∈SN−1∩R(P (τ)) ‖Φ(t, τ)v‖
infw∈SN−1∩P−1Uβ(PN (P (τ))) ‖Φ(t, τ)w‖
= 0 .
Proof. (i) Suppose that (5.1) admits a nonhyperbolic past exponential dichotomy
with growth rate γ, constants α > 0, K ≥ 1 and projector P . We define β := 13K
and fix an arbitrary τ ∈ R. The remaining proof of (i) is divided into four steps.
Step 1. Uβ
(
PR(P (t))) ∩ Uβ(PN (P (t))) = ∅ for all t ≤ 0.
Assume that there exists a t ≤ 0 such that Uβ
(
PR(P (t))) ∩ Uβ(PN (P (t))) 6= ∅.
Hence, there exist x ∈ PR(P (t)) and y ∈ PN (P (t)) with dP(x, y) ≤ 2β. Due to the
definition of dP, there exist x˜ ∈ SN−1 ∩ P−1{x} and y˜ ∈ SN−1 ∩ P−1{y} such that
‖x˜− y˜‖ ≤ 2β. This yields
‖P (t)(x˜− y˜)‖
‖x˜− y˜‖ =
‖x˜‖
‖x˜− y˜‖ ≥
1
2β
=
3K
2
,
and this is a contradiction, since Definition 3.1 (i) implies ‖P (t)‖ ≤ K.
Step 2. We have
‖Φ(t, τ)x‖ ≥ 1
K
e(γ−α)(t−τ)‖x‖ for all 0 ≥ τ ≥ t and x ∈ R(P (τ)) .
The assertion follows from
‖x‖ = ‖Φ(τ, t)Φ(t, τ)P (τ)x‖
Def. 3.1 (i)
≤ Ke(γ−α)(τ−t)‖Φ(t, τ)x‖ .
Step 3. Let M ⊂ SN−1 \ N (P (t)) be a compact set. For w ∈ M , we write
w = wr + wn with wr ∈ R(P (t)) and wn ∈ N (P (t)). Then
Wr(M) := {wr : w ∈M} = P (t)M
is bounded away from zero, and
Wn(M) := {wn : w ∈M} = (1− P (t))M
is bounded.
Assume that the set Wr(M) = P (t)M is not bounded away from zero. Then it
contains 0, since it is compact, and thus, there exists a w ∈M with w ∈ N (P (t)).
This is a contradiction. Moreover, the setWn(M) = (1−P (t))M is bounded, since
it is compact.
Step 4. For all τ ≤ 0 and compact sets C ⊂ SN−1 \ N (P (τ)), we have
lim
t→−∞
supv∈SN−1∩N (P (τ)) ‖Φ(t, τ)v‖
infw∈C ‖Φ(t, τ)w‖ = 0 .
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For all t ≤ τ , we have
supv∈SN−1∩N (P (τ)) ‖Φ(t, τ)v‖
infw∈C ‖Φ(t, τ)w‖
Def. 3.1 (i)
≤ supv∈SN−1∩N (P (τ)) Ke
(γ+α)(t−τ)‖v‖
infw∈C ‖Φ(t, τ)wr +Φ(t, τ)wn‖
≤ sup
w∈C
Ke(γ+α)(t−τ)
‖Φ(t,τ)wr‖∣∣∣1− ‖Φ(t,τ)wn‖‖Φ(t,τ)wr‖ ∣∣∣ .
Please note that for the last inequality, we require wr 6= 0 for all w ∈ C. This is
fulfilled, since Wr(C) is bounded away from zero (cf. Step 3). Furthermore, using
Ke(γ+α)(t−τ)
‖Φ(t, τ)wr‖
Step 2
≤ Ke
(γ+α)(t−τ)
1
K e
(γ−α)(t−τ)‖wr‖
=
K2e2α(t−τ)
‖wr‖ ,
we obtain
lim
t→−∞ supw∈C
Ke(γ+α)(t−τ)
‖Φ(t, τ)wr‖ = 0 ,
since Wr(C) is bounded away from zero. Moreover, due to
‖Φ(t, τ)wn‖
‖Φ(t, τ)wr‖
Def. 3.1 (i), Step 2
≤ Ke
(γ+α)(t−τ)‖wn‖
1
K e
(γ−α)(t−τ)‖wr‖
=
K2e2α(t−τ)‖wn‖
‖wr‖ ,
we get
lim
t→−∞ supw∈C
‖Φ(t, τ)wn‖
‖Φ(t, τ)wr‖ = 0
(please note that Step 3 says that Wn(C) is bounded and Wr(C) is bounded away
from zero). This implies the assertion.
(ii) and (iii) can be be proved similarly to (i). ¤
The following theorem says that ranges and null spaces of invariant projectors
give rise to nonautonomous repellers and attractors.
Theorem 5.9 (Ranges and null spaces of invariant projectors as nonautonomous
repellers and attractors). We suppose that (5.1) admits a nonhyperbolic past (fu-
ture, all-time, respectively) exponential dichotomy with projector P and consider the
induced system PΦ on the real projective space PN−1. Then the following statements
are fulfilled:
(i) PR(P ) is a past (future, all-time, respectively) repeller,
(ii) PN (P ) is a past (future, all-time, respectively) attractor,
(iii) in case of a nonhyperbolic past exponential dichotomy, the relation PN (P ) =
PR(P )∗ holds, and in case of a nonhyperbolic future exponential dichotomy,
we have PR(P ) = PN (P )∗. Hence, in case of a nonhyperbolic all-time ex-
ponential dichotomy, both PN (P ) = PR(P )∗ and PR(P ) = PN (P )∗ are
fulfilled.
Proof. We concentrate on the case of a nonhyperbolic past exponential dichotomy,
since the other cases can be treated analogously. The proof is divided into five
steps.
Step 1. For all τ ∈ R and compact sets C ⊂ PN−1 with C ∩ PN (P (τ)) = ∅, we
have
lim
t→−∞ inf0 6=v∈P−1C
‖Φ(t, τ)vr‖
‖Φ(t, τ)v‖ = limt→−∞ sup0 6=v∈P−1C
‖Φ(t, τ)vr‖
‖Φ(t, τ)v‖ = 1 ,
SPECTRA AND DECOMPOSITIONS OF NONAUTONOMOUS LINEAR EQUATIONS 13
where v = va + vr with va ∈ N (P (τ)) and vr ∈ R(P (τ)).
The first assertion follows from
lim
t→−∞ inf0 6=v∈P−1C
‖Φ(t, τ)vr‖
‖Φ(t, τ)v‖
≥
(
lim
t→−∞ sup0 6=v∈P−1C
∥∥Φ(t, τ)va∥∥∥∥Φ(t, τ)vr∥∥ + 1
)−1
=
(
lim
t→−∞ supv∈P−1C, va 6=0
‖va‖
∥∥Φ(t, τ) va‖va‖∥∥
‖vr‖
∥∥Φ(t, τ) vr‖vr‖∥∥ + 1
)−1
Lemma 5.8 (i)
= 1
and
lim
t→−∞ inf0 6=v∈P−1C
‖Φ(t, τ)vr‖
‖Φ(t, τ)v‖
≤
(
lim
t→−∞ sup0 6=v∈P−1C
∣∣∣∣∣1−
∥∥Φ(t, τ)va∥∥∥∥Φ(t, τ)vr∥∥
∣∣∣∣∣
)−1
=
(
lim
t→−∞ supv∈P−1C, va 6=0
∣∣∣∣∣1− ‖va‖
∥∥Φ(t, τ) va‖va‖∥∥
‖vr‖
∥∥Φ(t, τ) vr‖vr‖∥∥
∣∣∣∣∣
)−1
Lemma 5.8 (i)
= 1 .
In both relations, Lemma 5.8 (i) is applicable, because the set
{
va : v ∈ P−1C ∩
SN−1
}
is compact and the set
{
vr : v ∈ P−1C ∩SN−1
}
is bounded away from zero.
This is due to the fact that
{
va : v ∈ P−1C ∩ SN−1
}
= P (τ)
(
P−1C ∩ SN−1) and{
vr : v ∈ P−1C ∩ SN−1
}
= (1− P (τ))(P−1C ∩ SN−1). The assertion
lim
t→−∞ sup0 6=v∈P−1C
‖Φ(t, τ)vr‖
‖Φ(t, τ)v‖ = 1
follows analogously.
Step 2. For all τ ∈ R and compact sets C ⊂ PN−1 with C ∩ PN (P (τ)) = ∅, we
have
lim
t→−∞ dP
(
PΦ(t, τ)C
∣∣PR(P (t))) = 0 .
With va and vr defined as in Step 1, for all t ≤ τ and v ∈ SN−1∩P−1C, we consider
the expression〈
Φ(t, τ)v,Φ(t, τ)vr
〉2
‖Φ(t, τ)v‖2‖Φ(t, τ)vr‖2 =
(〈
Φ(t, τ)va,Φ(t, τ)vr
〉
+
〈
Φ(t, τ)vr,Φ(t, τ)vr
〉)2
‖Φ(t, τ)v‖2‖Φ(t, τ)vr‖2
=
〈
Φ(t, τ)va,Φ(t, τ)vr
〉2 + ‖Φ(t, τ)vr‖4 + 2〈Φ(t, τ)va,Φ(t, τ)vr〉‖Φ(t, τ)vr‖2
‖Φ(t, τ)v‖2‖Φ(t, τ)vr‖2
=
〈
Φ(t, τ)va,Φ(t, τ)vr
〉2
‖Φ(t, τ)v‖2‖Φ(t, τ)vr‖2 +
‖Φ(t, τ)vr‖2
‖Φ(t, τ)v‖2 +
2
〈
Φ(t, τ)va,Φ(t, τ)vr
〉
‖Φ(t, τ)v‖2 .
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Using the Cauchy-Schwarz inequality, we obtain the following relations:
0 ≤ lim
t→−∞ supv∈SN−1∩P−1C
〈
Φ(t, τ)va,Φ(t, τ)vr
〉2
‖Φ(t, τ)v‖2‖Φ(t, τ)vr‖2 ≤
lim
t→−∞ supv∈SN−1∩P−1C
‖Φ(t, τ)va‖2
‖Φ(t, τ)v‖2
Lemma 5.8 (i)
= 0
and
0 ≤ lim
t→−∞ supv∈SN−1∩P−1C
2
∣∣〈Φ(t, τ)va,Φ(t, τ)vr〉∣∣
‖Φ(t, τ)v‖2
≤ lim
t→−∞ supv∈SN−1∩P−1C
2
‖Φ(t, τ)va‖
‖Φ(t, τ)v‖
‖Φ(t, τ)vr‖
‖Φ(t, τ)v‖
Step 1
= lim
t→−∞ supv∈SN−1∩P−1C
2
‖Φ(t, τ)va‖
‖Φ(t, τ)v‖
Lemma 5.8 (i)
= 0 .
Hence, we obtain
lim
t→−∞ infv∈SN−1∩P−1C
〈
Φ(t, τ)v,Φ(t, τ)vr
〉2
‖Φ(t, τ)v‖2‖Φ(t, τ)vr‖2
= lim
t→−∞ infv∈SN−1∩P−1C
( 〈
Φ(t, τ)va,Φ(t, τ)vr
〉2
‖Φ(t, τ)v‖2‖Φ(t, τ)vr‖2 +
‖Φ(t, τ)vr‖2
‖Φ(t, τ)v‖2
+
2
〈
Φ(t, τ)va,Φ(t, τ)vr
〉
‖Φ(t, τ)v‖2
)
Step 1
= 1 .
Using Lemma 1.1, this implies the assertion.
Step 3. PR(P ) is a past repeller.
This is a direct consequence of Step 2 and the fact that there exists a β > 0 such
that Uβ
(
PR(P (t))) ∩ Uβ(PN (P (t))) = ∅ for all t ≤ 0 (see Lemma 5.8 (i)).
Step 4. The relation PN (P ) = PR(P )∗ is fulfilled.
Since PR(P ) is a past repeller, there exists an η > 0 such that
lim
t→−∞ d
(
PΦ(t, τ)Uη(PR(P (τ)))|PR(P (t))
)
= 0 for all τ ≤ 0 .
We choose ε > 0 and τ ∈ R arbitrarily and consider the compact set C := PN−1 \
Uε(PN (P (τ))). Due to Step 2, we have
lim
t→−∞ d
(
PΦ(t, τ)C
∣∣R(P (t))) = 0 .
This implies that there exists a t0 < τ such that PΦ(t, τ)C ⊂ Uη(PR(P (t))) for all
t ≤ t0. Thus,
dP
(
PΦ(τ, t)(PN−1 \ Uη(R(P (t)))
∣∣PN (P (τ))) ≤ ε for all t ≤ t0 ,
and therefore,
PN (P (τ)) =
⋂
t∗≤0
⋃
t≤t∗
PΦ(τ, t)
(
PN−1 \ Uη(PR(P (t)))
)
The assertion follows from Theorem 4.1 (i). ¤
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6. Dichotomy Spectra
In the previous section, notions of dichotomy have been introduced by localizing
attractive and repulsive directions. To classify the strength of attractivity and
repulsivity of linear systems, the concept of the dichotomy spectrum is essential.
For linear skew product flows with compact base sets, the so-called Sacker-Sell
spectrum (see [SS78]) has become widely accepted. In [Sie02], this spectrum has
been adapted for arbitrary classes of linear differential and difference equations,
respectively. In addition to this dichotomy spectrum, two other kinds of spectra
are introduced in this section, which represent the behavior of the linear system in
the past and future.
Throughout this section, let I be an interval of the form (−∞, 0], [0,∞) or R,
respectively, and consider a nonautonomous linear differential equation
(6.1) x˙ = B(t)x
with a continuous function B : I → RN×N . The linear cocycle of this equation is
denoted by ϕ, and the corresponding functions Φ and PΦ are defined as in Section 2.
As indicated in Remark 5.6, an invariant projector is uniquely determined only in
case of a nonhyperbolic all-time exponential dichotomy. The degree of nonunique-
ness of projectors of past and future exponential dichotomies is described in the
following lemma, which is adapted from [AS01, Lemma 2.4].
Lemma 6.1. The following statements are fulfilled:
(i) Suppose that (6.1) admits a nonhyperbolic past exponential dichotomy with
growth rate γ and projector P , and let P¯ be another invariant projector
with
sup
t≤0
‖P¯ (t)‖ <∞ and N (P ) = N (P¯ ) .
Then (6.1) also admits a nonhyperbolic past exponential dichotomy with
growth rate γ and projector P¯ .
(ii) Suppose that (6.1) admits a nonhyperbolic future exponential dichotomy
with growth rate γ and projector P , and let P¯ be another invariant projector
with
sup
t≥0
‖P¯ (t)‖ <∞ and R(P ) = R(P¯ ) .
Then (6.1) also admits a nonhyperbolic future exponential dichotomy with
growth rate γ and projector P¯ .
Proof. (i) Suppose that (6.1) admits a nonhyperbolic past exponential dichotomy
with growth rate γ, constants α > 0, K ≥ 1 and projector P , and let P¯ be
given as above. First, we observe that supt≤0 ‖P (t)‖ ≤ K, and we define M :=
supt≤0
∥∥P¯ (t)∥∥. The relation N (P ) = N (P¯ ) implies the two equations(
1− P¯ ) = (1− P )(1− P¯ ) and P¯ = (1− P + P¯ )P .
The first equation yields for all τ ≤ 0 and t ≤ τ
‖Φ(t, τ)(1− P¯ (τ))‖ = ‖Φ(t, τ)(1− P (τ))(1− P¯ (τ))‖
≤ ‖Φ(t, τ)(1− P (τ))‖ ‖1− P¯ (τ)‖ ≤ K(1 +M)e(γ+α)(t−τ) .
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Using the invariance of P and P¯ , the second equation implies
‖Φ(t, τ)P¯ (τ)‖ = ‖Φ(t, τ)(1− P (τ) + P¯ (τ))P (τ)‖
≤ ‖(1− P (t) + P¯ (t))‖ ‖Φ(t, τ)P (τ)‖
≤ K(1 +K +M)e(γ−α)(t−τ)
for all t ≤ 0 and τ ≤ t.
The assertion (ii) can be proved similarly. ¤
For the definition of the dichotomy spectra, it is crucial for which growth rates,
the linear system (6.1) admits a nonhyperbolic exponential dichotomy. We will not
exclude growth rates γ = ±∞ from our considerations, i.e., we say that (6.1) admits
a nonhyperbolic dichotomy with growth rate ∞ if there exists a γ ∈ R such that
(6.1) admits a nonhyperbolic dichotomy with growth rate γ and projector Pγ ≡ 1.
Accordingly, we say that (6.1) admits a nonhyperbolic dichotomy with growth rate
−∞ if there exists a γ ∈ R such that (6.1) admits a nonhyperbolic dichotomy with
growth rate γ and projector Pγ ≡ 0.
Definition 6.2 (Dichotomy spectra). Consider the linear system (6.1), x˙ = B(t)x.
(i) The past dichotomy spectrum of (6.1) is defined by
Σ← :=
{
γ ∈ R : (6.1) does not admit a nonhyperbolic past exponential
dichotomy with growth rate γ
}
.
(ii) The future dichotomy spectrum of (6.1) is defined by
Σ→ :=
{
γ ∈ R : (6.1) does not admit a nonhyperbolic future exponential
dichotomy with growth rate γ
}
.
(iii) The all-time dichotomy spectrum of (6.1) is defined by
Σ↔ :=
{
γ ∈ R : (6.1) does not admit a nonhyperbolic all-time exponential
dichotomy with growth rate γ
}
.
The corresponding resolvent sets are defined as follows:
ρ← := R \ Σ← , ρ→ := R \ Σ→ and ρ↔ := R \ Σ↔ .
Remark 6.3.
(i) The all-time dichotomy spectrum without {−∞,∞}, i.e., Σ↔ ∩ R, coin-
cides with the dichotomy spectrum for differential equations introduced in
[Sie02].
(ii) From Proposition 5.3, we obtain directly Σ← ⊂ Σ↔ and Σ→ ⊂ Σ↔.
(iii) If (6.1) is almost periodic, then the spectra for the past, future and entire
time are identical, and they coincide with the Sacker-Sell spectrum from
[SS78] (cf. also Remark 5.2 (ii)).
The aim of the following lemma is to analyze the topological structure of the
resolvent sets.
Lemma 6.4. We suppose that ρ := ρ←, ρ→, ρ↔, respectively. Then ρ ∩ R is open,
more precisely, for all γ ∈ ρ ∩ R, there exists an ε > 0 such that Uε(γ) ⊂ ρ.
Furthermore, the relation rkPζ = rkPγ is fulfilled for all ζ ∈ Uε(γ) and every
invariant projector Pγ and Pζ of the nonhyperbolic dichotomies of (6.1) with growth
rates γ and ζ, respectively.
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Proof. We choose γ ∈ ρ arbitrarily, and let I = R−0 (I = R+0 , I = R, respectively) be
the interval corresponding to the time domain. Since (6.1) admits a nonhyperbolic
past (future, all-time, respectively) exponential dichotomy with growth rate γ, there
exists an invariant projector Pγ and constants α > 0, K ≥ 1 such that
‖Φ(t, τ)Pγ(τ)‖ ≤ Ke(γ−α)(t−τ) for all t ≥ τ and t ∈ I ,
‖Φ(t, τ)(1− Pγ(τ))‖ ≤ Ke(γ+α)(t−τ) for all t ≤ τ and τ ∈ I .
We set ε := α2 and choose ζ ∈ Uε(γ). Thus,
‖Φ(t, τ)Pγ(τ)‖ ≤ Ke(ζ−α2 )(t−τ) for all t ≥ τ and t ∈ I ,
‖Φ(t, τ)(1− Pγ(τ))‖ ≤ Ke(ζ+α2 )(t−τ) for all t ≤ τ and τ ∈ I .
This yields ζ ∈ ρ. Since the ranks of the projectors of past (future, all-time,
respectively) exponential dichotomies with the same growth rate are equal (see
Remark 5.6), we have rkPζ = rkPγ for any projector Pζ of the nonhyperbolic
exponential dichotomy with growth rate ζ. ¤
Lemma 6.5. Assume that ρ := ρ←, ρ→, ρ↔, respectively, let γ1, γ2 ∈ ρ ∩ R with
γ1 < γ2, and choose invariant projectors Pγ1 and Pγ2 for the corresponding non-
hyperbolic exponential dichotomies with growth rates γ1 and γ2. Then the re-
lation rkPγ1 ≤ rkPγ2 holds. Moreover, [γ1, γ2] ⊂ ρ is fulfilled if and only if
rkPγ1 = rkPγ2 .
Proof. The relation rkPγ1 ≤ rkPγ2 is a direct consequence of Proposition 5.5, since
Sγ1 ⊂ Sγ2 and Uγ1 ⊃ Uγ2 . Assume now that [γ1, γ2] ⊂ ρ. Arguing negatively, we
suppose that rkPγ1 6= rkPγ2 . We choose invariant projectors Pγ for the nonhyper-
bolic dichotomies of (6.1) with growth rate γ for all γ ∈ (γ1, γ2) and define
ζ0 := sup
{
ζ ∈ [γ1, γ2] : rkPζ 6= rkPγ2
}
.
Due to Lemma 6.4, there exists an ε > 0 such that rkPζ0 = rkPζ for all ζ ∈ Uε(ζ0).
This is a contradiction to the definition of ζ0. Conversely, let rkPγ1 = rkPγ2 . We
first treat the case ρ = ρ←. Because of rkPγ1 = rkPγ2 , Proposition 5.5 yields
that N (Pγ1) = N (Pγ2). Due to Lemma 6.1, Pγ2 is an invariant projector of the
nonhyperbolic past exponential dichotomy with growth rate γ1. Thus, we have
‖Φ(t, τ)Pγ2(τ)‖ ≤ K1e(γ1−α1)(t−τ) for all τ ≤ t ≤ 0
for some K1 ≥ 1 and α1 > 0. Pγ2 is also projector of the nonhyperbolic past
exponential dichotomy with growth rate γ2. Hence,∥∥Φ(t, τ)(1− Pγ2(τ))∥∥ ≤ K2e(γ2+α2)(t−τ) for all t ≤ τ ≤ 0
is fulfilled for some K2 ≥ 1 and α2 > 0. For all γ ∈ [γ1, γ2], these two inequalities
imply by setting K := max {K1,K2} and α := min {α1, α2} that
‖Φ(t, τ)Pγ2(τ)‖ ≤ Ke(γ−α)(t−τ) for all τ ≤ t ≤ 0 ,∥∥Φ(−t, τ)(1− Pγ2(τ))∥∥ ≤ Ke(γ+α)(t−τ) for all t ≤ τ ≤ 0 .
This means γ ∈ ρ, and thus, [γ1, γ2] ⊂ ρ. The cases ρ = ρ→, ρ↔ are treated
analogously. ¤
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For arbitrarily chosen a ∈ R, we define
[−∞, a] := (−∞, a] ∪ {−∞} , [a,∞] := [a,∞) ∪ {∞} ,
[−∞,−∞] := {−∞} [∞,∞] := {∞} ,
and [−∞,∞] = R .
We now state the main result of this section.
Theorem 6.6 (Spectral Theorem). Given Σ := Σ←,Σ→ or Σ↔, respectively. Then
there exists an n ∈ {1, . . . , N} such that
Σ = [a1, b1] ∪ · · · ∪ [an, bn]
with −∞ ≤ a1 ≤ b1 < a2 ≤ b2 < · · · < an ≤ bn ≤ ∞.
Proof. Due to Lemma 6.4, the resolvent set ρ∩R is open. Thus, Σ∩R is the disjoint
union of closed intervals. The relation (−∞, b1] ⊂ Σ implies [−∞, b1] ⊂ Σ, because
the assumption of the existence of a γ ∈ R such that (6.1) admits a nonhyperbolic
dichotomy with growth rate γ and projector Pγ ≡ 0 leads to (−∞, γ] ⊂ ρ using
Lemma 5.4, and this is a contradiction. Analogously, it follows from [an,∞) ⊂ Σ
that [an,∞] ⊂ Σ. To show the relation n ≤ N , we assume to the contrary that
n ≥ N + 1. Thus, there exist
ζ1 < ζ2 < · · · < ζN ∈ ρ
such that the N + 1 intervals (−∞, ζ1) , (ζ1, ζ2) , . . . , (ζN ,∞) have nonempty in-
tersection with the spectrum Σ. It follows from Lemma 6.5 that
0 ≤ rkPζ1 < rkPζ2 < · · · < rkPζN ≤ N
is fulfilled for invariant projectors Pζi of the nonhyperbolic dichotomy with growth
rate ζi, i ∈ {1, . . . , n}. This implies either rkPζ1 = 0 or rkPζN = N . Thus, either
[−∞, ζ1] ∩ Σ = ∅ or [ζN ,∞] ∩ Σ = ∅
is fulfilled, and this is a contradiction. To show n ≥ 1, we assume that Σ = ∅. This
implies {−∞,∞} ⊂ ρ. Thus, there exist ζ1, ζ2 ∈ R such that (6.1) admits a nonhy-
perbolic dichotomy with growth rate ζ1 and projector Pζ1 ≡ 0 and a nonhyperbolic
dichotomy with growth rate ζ2 and projector Pζ2 ≡ 1. Applying Lemma 6.5, we
get (ζ1, ζ2) ∩ Σ 6= ∅. This contradiction yields n ≥ 1 and finishes the proof of this
theorem. ¤
In the following example, dichotomy spectra of scalar equations are studied.
Example 6.7. We consider scalar linear differential equations of the form
x˙ = a(t)x ,
where a : R → R is a continuous function. We have Φ(t, τ) = exp ( ∫ t
τ
a(s) ds
)
for all t, τ ∈ R. The Spectral Theorem says that the all-time, past and future
dichotomy spectra consist of exactly one closed interval. The following examples
show that there are several possibilities. For simplicity, we first define Φγ(t, τ) :=
e−γ(t−τ)Φ(t, τ) for γ ∈ R and note that the linear cocycle Φγ admits a past (future,
all-time, respectively) exponential dichotomy (with growth rate 0) if and only if Φ
admits a past (future, all-time, respectively) exponential dichotomy with growth
rate γ.
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(i) Σ← = Σ→ = Σ↔ = {∞} for a(t) := |t| for all t ∈ R.
Proof. For γ ∈ R, we have
Φγ(t, τ) = exp
(∫ τ+t
τ
(|s| − γ) ds
)
for all t, τ ∈ R .
Since for all s ∈ R with |s| ≥ γ + 1, the relation |s| − γ ≥ 1 is fulfilled,
Φγ admits a nonhyperbolic exponential dichotomy on the intervals R−−|γ|−1
and R+|γ|+1 with growth rate 0, constants α = 1, K = 1 and invariant
projector 0. This implies that Σ← = Σ→ = {∞}. The remaining assertion
Σ↔ = {∞} is a consequence of Proposition 5.3 (ii).
(ii) Σ← = {−∞}, Σ→ = {∞} and Σ↔ = R for a(t) := t for all t ∈ R.
Proof. The assertions concerning the past and future dichotomy spectrum
are proved analogously to (i). Concerning the all-time dichotomy spectrum,
we assume to the contrary that there exists a γ ∈ R such that Φγ admits
an all-time exponential dichotomy. Please note that the relation
Φγ(t, τ) = exp
(
1
2
t2 + τt+ γt
)
for all t, τ ∈ R
holds. For the corresponding invariant projector Pγ , there are only the
possibilities Pγ ≡ 0 or Pγ ≡ 1. In case Pγ ≡ 1, the dichotomy estimate
Φγ(t, 0) = exp
(
1
2
t2 + γt
)
≤ Ke−αt for all t ≥ 0
yields a contradiction in the limit t→∞. Analogously, the case Pγ ≡ 0 is
treated.
(iii) Σ← = [−∞, β], Σ→ = {β} and Σ↔ = [−∞, β] for
a(t) :=

β : t ≥ −1
β − n+ n(t+ 22n + 1) : t ∈ [− 22n − 1,−22n] f.s. n ∈ N0
β − n : t ∈ [− 22n+1,−22n − 1] f.s. n ∈ N0
β − n(t+ 22n+1 + 1) : t ∈ [− 22n+1 − 1,−22n+1] f.s. n ∈ N0
β : t ∈ [− 22(n+1),−22n+1 − 1] f.s. n ∈ N0
.
Proof. The statement concerning Σ→ is clear. To compute Σ←, assume
to the contrary that for some γ ≤ β, Φγ admits a past exponential di-
chotomy with projector Pγ . In the one-dimensional context, there are only
the possibilities Pγ ≡ 0 or Pγ ≡ 1. In case Pγ ≡ 1, we have the dichotomy
estimate
Φγ(t, τ) = exp
(∫ τ+t
τ
(a(s)− γ) ds
)
≤ Ke−αt for all τ ≤ 0 and 0 ≤ t ≤ −τ
for someK ≥ 1 and α > 0. We choose n ∈ N0 such thatK exp
(−α(22n+1−
1
))
< 1. Then
Φγ
(
22n+1 − 1,−22(n+1)
)
= exp
∫ −22n+1−1
−22(n+1)
(β − γ︸ ︷︷ ︸
≥0
) ds
 ≥ 1 .
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This is a contradiction. In case Pγ ≡ 0, we have the dichotomy estimate
Φγ(−t, τ) = exp
(∫ τ−t
τ
(a(s)− γ) ds
)
≤ Ke−αt for all τ ≤ 0 and t ≥ 0
for some K ≥ 1 and α > 0. We choose n ∈ N0 such that K exp
(− α(22n −
1
))
< 1 and β − n− γ ≤ 0. Then
Φγ
(−22n+1,−22n − 1) = exp
∫ −22n+1
−22n−1
(β − n− γ︸ ︷︷ ︸
≤0
) ds
 ≥ 1 .
This is also a contradiction. It is easy to see that for γ > β, Φγ admits a
past exponential dichotomy with projector Pγ ≡ 1. Hence, we have Σ← =
[−∞, β]. Due to Remark 6.3 (iii), Σ↔ ⊃ Σ← ∪ Σ→ = [−∞, β] is fulfilled.
It is also easily shown that for γ > β, Φγ admits an all-time exponential
dichotomy with projector Pγ ≡ 1. Thus, we obtain Σ↔ = [−∞, β].
(iv) Σ← = {β}, Σ→ = [β,∞] and Σ↔ = [β,∞] for
a(t) :=

β : t ≤ 1
β + n
(
t− 22n) : t ∈ [22n, 22n + 1] f.s. n ∈ N0
β + n : t ∈ [22n + 1, 22n+1] f.s. n ∈ N0
β + n− n(t− 22n+1) : t ∈ [22n+1, 22n+1 + 1] f.s. n ∈ N0
β : t ∈ [22n+1 + 1, 22(n+1)] f.s. n ∈ N0
.
Proof. See proof of (iii).
(v) Σ← = {β}, Σ→ = [β, δ] and Σ↔ = [β, δ] for
a(t) :=

β : t ≤ 1
β +
(
t− 22n)(δ − β) : t ∈ [22n, 22n + 1] f.s. n ∈ N0
δ : t ∈ [22n + 1, 22n+1] f.s. n ∈ N0
δ +
(
t− 22n+1)(β − δ) : t ∈ [22n+1, 22n+1 + 1] f.s. n ∈ N0
β : t ∈ [22n+1 + 1, 22(n+1)] f.s. n ∈ N0
.
Proof. See proof of (iii).
The following theorem says that each interval of the past (future, all-time, re-
spectively) spectrum corresponds to a linear integral manifold.
Theorem 6.8 (Spectral manifolds). Let
Σ := Σ←,Σ→,Σ↔ = [a1, b1] ∪ · · · ∪ [an, bn] ,
respectively, define the invariant projectors Pγ0 := 0, Pγn := 1, and for i ∈
{1, . . . , n − 1}, choose γi ∈ (bi, ai+1) and projectors Pγi of the nonhyperbolic di-
chotomy of (6.1) with growth rate γi. Then the sets
Wi := R(Pγi) ∩N (Pγi−1) for all i ∈ {1, . . . , n}
are linear integral manifolds, the so-called spectral manifolds, such that
W1 ⊕ · · · ⊕Wn = R× RN
and Wi 6= R× {0} for i ∈ {1, . . . , n}.
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Proof. The sets W1, . . . ,Wn are obviously linear integral manifolds. We suppose
that there exists an i ∈ {1, . . . , n} with Wi = R × {0}. In case i = 1 or i = n,
Lemma 5.4 implies [−∞, γ1]∩Σ = ∅ or [γn−1,∞]∩Σ = ∅, and this is a contradiction.
In case 1 < i < n, due to Lemma 6.5, we obtain
dimWi = dim
(R(Pγi) ∩N (Pγi−1))
= rkPγi +N − rkPγi−1 − dim
(R(Pγi) +N (Pγi−1)) ≥ 1 ,
and this is also a contradiction. We now prove W1⊕ · · · ⊕Wn = R×RN . W.l.o.g.,
we assume Σ = Σ←,Σ↔. For 1 ≤ i < j ≤ n, due to Proposition 5.5, the relations
Wi ⊂ R(Pγi) and Wj ⊂ N (Pγj−1) ⊂ N (Pγi) are fulfilled. This yields
Wi ∩Wj ⊂ R(Pγi) ∩N (Pγi) = R× {0} ,
and we obtain
R× RN = W1 +N (Pγ1) =W1 +N (Pγ1) ∩
(R(Pγ2) +N (Pγ2))
= W1 +N (Pγ1) ∩R(Pγ2) +N (Pγ2) =W1 +W2 +N (Pγ2) .
Here, we used the fact that linear subspaces E,F,G ⊂ RN with E ⊃ G fulfill
E ∩ (F +G) = (E ∩ F ) +G. It follows inductively that
R× RN =W1 + · · ·+Wn +N (Pγn) =W1 + · · ·+Wn .
This finishes the proof of this theorem. ¤
We conclude this paper with the conclusion that the spectral manifolds give rise
to a Morse decomposition in the projective space.
Theorem 6.9 (Spectral manifolds and Morse decompositions). Let
Σ = Σ←,Σ→,Σ↔ = [a1, b1] ∪ · · · ∪ [an, bn] ,
respectively, define the invariant projectors Pγ0 := 0, Pγn := 1, and for i ∈
{1, . . . , n − 1}, choose γi ∈ (bi, ai+1) and projectors Pγi of the nonhyperbolic di-
chotomy of (6.1) with growth rate γi. Then the sets
Mi := P
(R(Pγi) ∩N (Pγi−1)) for all i ∈ {1, . . . , n}
are the Morse sets of a past (future, all-time, respectively) Morse decomposition of
PΦ.
Proof. This is a direct consequence of Theorem 5.9. ¤
Remark 6.10. It is possible that the above Morse decomposition defined by the
spectral intervals is coarser than the finest Morse decomposition of Theorem 4.5
(see also [CKR]).
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