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02 while リテラル導出節RLが空でない do
03 mguθにより、L1とPが単一化できるようなリテラルゴールL1をリテラル導出節から選択
する；
04 確定節P←P1,P2 , . . . ,Pn;C1,C2, . . . ,ClをPから選択する；
05 リテラル導出節からL1を取り除き、P1,P2, . . . ,Pnを加える；
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図2はBuchbergerアルゴリズムの概要を示している。入力である等式集合Eを多項式の有限集合F

















































（C∪…∪RC）を求める。つまり、問題1では、各ゴールf1（x2,x5）, f2（x2,x5,x7）, f3（x3,x6,x7）, 
f4（x1,x7）, f5（x3,x5,x8）, f6（x1,x4,x7）, f7（x6,x8）, f8（x1,x4）のリダクションにより制約および代
入が順次集められ、制約集合と代入集合｛θ1,θ2, . . . ,θ8｝が求められる（図4）。最終的には、制約
評価系による制約の評価はおこなわれずに、制約集合Cのθ1）=｛2*x2
2 + x5 = 2, x2 + x52 + x7 =

















（Wi+,Wi－;Ei）（i=1, . . . ,n）に分割し、解を求めるための順序を決定できる。
?- f4(x1, x7), .., f7(x6, x8), f8(x1, x4) ; {2*x2 + x5=2, x2 + x5 + x7=1, x3 + x6 + 2*x8=4}
?- f1(x2, x5), f2(x2, x5, x7), f3(x3, x6, x7), ... , f7(x6, x8), f8(x1, x4).
?- f2(x2, x5, x7), f3(x3, x6, x7), ... , f7(x6, x8), f8(x1, x4) ; {2*x2 + x5=2}
?- f3(x3, x6, x7), ..... , f7(x6, x8), f8(x1, x4) ; {2*x2 + x5=2, 2 + x5 + x7=1}
; {2*x2 + x5=2, x2 + x5 + x7=1, x3 + x6 + 2*x8=4, ..., x1+ x4=4}
1= {X/x2, Y/x5}
1= {X1/x2, Y1/x5, Z1/x7}
1= {X2/x3, Y2/x6, Z2/x7}





















































































































直交する」（図12）という命題をあらわす。座標系として、A=（0, 0）, B=（u1, 0）, C=（x1, x2）, E=




















定される。問題3では、図13の構造情報の解析結果に基づき、x1, x2, x3,u1,u2を従属変数、u3, z1, z2を独立
変数とみなし、次のような変数の優先順位を決定した。
［x1, x2, x3,u1, y2］≫［z1, z2］≫u3
または
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