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RESUMEN 
La meta-heurística ACO está inspirada en el comportamiento de las hormigas reales; se caracteriza 
por ser un método de búsqueda distribuida, estocástica y basada en la comunicación indirecta de 
una colonia artificial de hormigas, transmitida por trayectos artificiales de feromona. Estos trayectos 
sirven como información usada por las hormigas para construir probabilísticamente soluciones al 
problema bajo consideración. Las hormigas modifican los trayectos de feromona durante la 
ejecución del algoritmo para reflejar su experiencia de búsqueda. 
En la mayoría de las metaheurísticas aplicadas a problemas de planificación, se han incorporado 
diferentes procesos de búsqueda local para mejorar la calidad de las soluciones.  
En este informe se presentan dos alternativas aplicadas al problema de Tardanza Total Ponderada en 
entornos de máquina única para comparar bondades de uno sobre otro, y establecer ventajas y 
desventajas de aplicar uno u otro algoritmo.  
 
1 INTRODUCCIÓN 
Las tareas que deben entregarse en un sistema de producción, usualmente son ponderadas de 
acuerdo a la relevancia y requerimientos del cliente. En el intento de brindar mayor satisfacción al 
usuario, las tendencias en manufactura están enfocadas a la producción de políticas que enfaticen la 
mínima tardanza ponderada.  
Los problemas de scheduling para máquina única son de interés para entornos de máquina más 
complejos. Es importante tener heurísticas que brinden buenas planificaciones con un esfuerzo 
computacional razonable debido a que Branch & Bound y otros métodos basados en enumeración 
parcial consumen tiempo extremadamente alto aún con 20 tareas. 
Una meta heurística es un conjunto de conceptos algorítmicos que pueden ser usados para definir 
métodos heurísticos aplicables para un gran conjunto de problemas diferentes. En otras palabras, 
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 una meta heurística puede ser vista como una estructura algorítmica general que puede ser aplicada 
a diferentes problemas de optimización con relativamente pocas modificaciones para adaptarlos a 
un problema especifico. Todas tienen en común que intentan evitar la generación de soluciones de 
pobre calidad introduciendo mecanismos generales que extienda el problema específico; las 
diferencias tienen que ver con las técnicas empleadas para evitar que se estanque en soluciones sub-
optimas y el tipo de trayectoria seguida en el espacio de cualquiera de las soluciones, parcial o total. 
Existen diferentes meta-heurísticas [8], con diferencias entre ellas; una de estas diferencias, tiene 
que ver con la técnica de construcción de las soluciones: unas están basadas en la evolución de la 
población, como es el caso de los Algoritmos Evolutivos, y otras utilizan un método de 
construcción iterativa como la meta-heurística ACO (Ant Colony Optimization). Aunque las meta-
heurísticas constructivas y basadas en al población pueden ser usadas sin recurrir a la búsqueda 
local, muchas veces su rendimiento puede ser mejorado enormemente si ésta se incluye.  
La meta-heurística ACO se ha introducido como un nuevo paradigma de optimización que está 
inspirado por el rastro siguiendo el comportamiento de las colonias de hormigas reales [4]. Esta 
meta-heurística se ha implementado con resultados muy promisorios para el problema bien 
conocido del TSP (Traveling Salesman Problem) [3] y [11], y está actualmente entre los mejores 
algoritmos disponibles para otros problemas como el Problema de Asignación Cuadrática [6], [7] y 
[10], el Problema de Ordenamiento Secuencial [6], Problemas de Ruteo de Vehículos [5], y 
problemas de ruteo en entornos dinámicos [2]. 
En los algoritmos de la meta-heurística ACO, una colonia de hormigas construye iterativamente 
soluciones para el problema bajo consideración usando rastros de feromona que están asociadas con 
componentes de solución definidas apropiadamente e información heurística. Cada hormiga decide 
iterativamente cuál tarea agregar a la secuencia. Este proceso de selección está influenciado por la 
información heurística que junto con el trayecto de feromona, determinan cuan bueno es elegir una 
tarea determinada sobre otra.  
En la sección 2 se define el problema abordado y características de la metaheuristica ACO; la 
sección 3 se describen características de las alternativas propuestas para la meta-heurística ACO; en 
la sección 4 se presentan las líneas de investigación y trabajos futuros. 
 
 
2 ACO APLICADO A PROBLEMAS DE PLANIFICACIÓN DE MÁQUINA ÚNICA  
El problema de planificación en Maquina Única abordado, es el Total Weighted Tardiness [9] y [1], 
en donde n tareas deben ser procesadas secuencialmente sobre una única maquina, sin interrupción; 
cada tarea tiene un tiempo de procesamiento pj asociado, una ponderación wj, y una fecha estimada 
de terminación dj, y todas las tareas están disponibles para el procesamiento en tiempo cero.  
La tardanza de la tarea j esta definida como: 
{ }jjj dCTT −= ,0max    
donde CTj es su tiempo de completación en la secuencia, de la tarea actual. El objetivo es encontrar 
una secuencia de tareas, que minimicen la suma de tardanzas ponderadas, dado por 
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En los algoritmos ACO, una colonia de hormigas (artificiales) construye iterativamente soluciones 
para el problema bajo consideración usando rastros de feromona (artificial) que están asociadas con 
componentes de solución definidas apropiadamente, e información heurística. Las hormigas sólo se 
comunican indirectamente modificando los trayectos de feromona durante la ejecución del 
algoritmo.  
 Cuando se aplica ACO a problemas de planificación de máquina única, cada hormiga comienza con 
una secuencia vacía y agrega iterativamente una tarea no planificada a la secuencia parcial 
construida hasta el momento. Cada hormiga decide cuál tarea agregar a la secuencia, influenciada al 
momento de la selección, por la información heurística que junto con el trayecto de feromona, 
determinan cuan bueno es elegir una tarea determinada sobre otra. La actualización del rastro de 
feromona se realiza en dos etapas: “después de cada iteración”, donde se agrega rastro de feromona 
a los componentes de la mejor solución global encontrada hasta el momento; y “paso a paso”, 
inmediatamente después que una hormiga ha agregado una nueva tarea a la secuencia parcial. 
Debido a  que las soluciones construidas necesitan no ser localmente óptimas con respecto  a 
pequeñas modificaciones, en muchos de los algoritmos ACO de mejor rendimiento, las hormigas 
mejoran sus soluciones aplicando un algoritmo de búsqueda local.  
 
3 ALTERNATIVAS PARA MEJORAR LAS SOLUCIONES 
Con el objetivo de mejorar las buenas soluciones obtenidas en cada iteración, se pensaron en dos 
alternativas diferentes para lograrlo, utilizando en ambos casos, la generación de vecinos aplicando 
dos operadores diferentes, de adyacencia y de inversión, a la mejor solución de cada iteración. 
 
3.1 Búsqueda local  
La búsqueda local comienza desde una secuencia inicial (la mejor secuencia encontrada en la 
iteración) e intenta repetidamente mejorar la secuencia actual reemplazándola con soluciones 
vecinas. Si en el vecindario de la secuencia actual π se encuentra una mejor solución, ésta 
reemplaza a π y la búsqueda local continua desde la nueva solución. El algoritmo de búsqueda local, 
aplica estos pasos repetidamente hasta que se dé una de las siguientes condiciones: a) no se 
encuentra una mejor secuencia vecina, b) después de cuatro iteraciones que generan soluciones con 
la misma secuencia de tareas, ó c) después de diez iteraciones con soluciones diferentes, y mejores 
o iguales a la anterior. 
 
3.2 Exploración del vecindario 
En este caso, no se realiza un proceso de búsqueda local, sino que se explora el vecindario. Se 
generan soluciones para cada iteración, donde la mejor de esas soluciones es tomada como 
secuencia inicial. A partir de ella se construyen vecinos que son comparados con la mejor solución 
antes encontrada, reemplazándola en caso de haberse obtenido mejores resultados. 
Tanto para la búsqueda local como para la exploración del vecindario, se consideraron los 
siguientes operadores para generar los vecinos: 
(1) Operador de adyacencia: genera un vecino cambiando la secuencia original, seleccionando 
una posición i de la secuencia elegida de manera aleatoria, e intercambiándola por 
cualquiera de sus posiciones adyacentes j (izquierda o derecha) con la misma probabilidad. 
(2) Operador de inversión: genera un vecino intercambiando dos posiciones de la secuencia, i y 
j elegidas de manera aleatoria, considerando que i ≠ j 
 
 
4 LÍNEAS DE INVESTIGACIÓN Y TRABAJOS FUTUROS 
Las dos propuestas de mejora del algoritmo ACO utilizan búsqueda local, una a través de búsqueda 
iterativa sobre buenas soluciones encontradas, y la otra a través de exploración del vecindario 
mediante la generación de vecinos. En ambos casos se logran mejores resultados que cuando se 
utiliza el algoritmo ACO tradicional, aunque requiere mayor esfuerzo computacional. Comparando 
 estas dos alternativas, se comprobó que utilizando búsqueda local iterativa se mejoran las 
soluciones para todos los casos. 
Para optimizar la metaheurística ACO tradicional, se están probando diferentes alternativas que 
permitan al algoritmo encontrar buenas soluciones en menor tiempo, no solamente a través de 
buenos resultados sino con menor esfuerzo computacional. Para lograr esto se evaluarán nuevas 
alternativas que analicen la cantidad de evaluaciones que realiza el algoritmo, para las diferentes 
alternativas propuestas hasta el momento.  
En trabajos futuros se realizará un estudio del comportamiento del algoritmo, variando los 
parámetros de control, cantidad de hormigas y ciclos. Se analizará de manera detallada la calidad de 
los resultados, teniendo en cuenta las evaluaciones que realiza el algoritmo y considerando el 
criterio de parada cuando se agrega búsqueda local. Se aplicará ésta meta-heurística en otros 
problemas de planificación y para otros tamaños de problemas.  
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