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Introduction 
Artificial neural networks (ANN), fuzzy in-
ference systems (FIS) and wavelet systems (WS) 
have been widely used in recent years to solve a 
wide range of problems such as Dynamic Data 
Mining [1], [2] and processing of essentially non-
stationary signals of different nature under a priori 
and current uncertainty. Hybrid wavelet-neuro-
fuzzy systems [3], [4], [5], [6] emerged as a syner-
gism of these three directions in computational 
intelligence. The wavelet-neuro-fuzzy systems 
possess the learning capabilities similar to those of 
neural networks, provide the interpretability and 
transparency of results, inherent to the fuzzy ap-
proach, and similarly effective systems for non-
stationary signal processing with local features. 
The main disadvantages of wavelet-neuro-
fuzzy systems especially when using in on-line 
mode are related to the slow convergence of the 
conventional gradient - based learning procedures 
and computational complexity of second-order 
procedures when using in sequential adaptive vari-
ants. Furthermore significant problems may arise 
in the processing of non-stationary signals, since 
the second order procedures, for example, expo-
nentially weighted recurrent least squares method 
can be numerically instable. 
 
Neo-fuzzy neuron and its architecture 
To overcome these difficulties, a hybrid 
neuro-fuzzy system called ”neo-fuzzy neuron” 
(Fig. 1) was proposed in [7, 8, 9]. As it can be see 
the architecture of neo-fuzzy neuron is guide close 
to the conventional n -inputs artificial neuron, 
however, instead of usual synaptic weights jiw  it 
contains so called nonlinear synapses 
, 1,2, ,iNS i n= K . 
When an input vector signal 
1 2( ) ( ( ), ( ), , ( ))
T
nx k x k x k x k= K  (here 1,2,k = K  is 
current discrete time) is fed to the input of the neo-
fuzzy neuron, its output is defined by both the 
membership functions  ( ( ))ji ix km  (its authors have 
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Предлагается новая гибкая модификация нео-фаззи нейрона и  алгоритм обучения всех его парамет-
ров. Предложенный алгоритм обучения позволяет настраивать не только синаптические веса, но и пара-
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A new flexible modification of neo-fuzzy neuron (FNFN) and adaptive learning algorithms for the tuning of its 
all parameters are proposed in the paper. The algorithms are interesting in that they provide on-line tuning of not 
only the synaptic weights and membership functions parameters, but also forms of these functions, that provide im-
proving approximation properties and allow to avoid the occurrence of ”gaps” in space of inputs. The proposed 
algorithms have both the tracking and filtering properties, so the FNFN can be effectively used for prediction, filter-
ing and smoothing of non-stationary stochastic and chaotic sequences. A special feature of the proposed approach 
is its computational simplicity in comparison with known learning procedures for hybrid wavelet-neuro-fuzzy sys-
tems of computational intelligence. 
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Figure 1 – Neo-fuzzy neuron 
 
used usual triangular functions) and the tunable 
synaptic weights ( )jiw k : 
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Using the learning criterion in the form of 
standard quadratic error function 
2 21 1€( ) ( ( ) ( )) ( )
2 2
E k y k y k e k= - =         (2) 
minimized via the usual gradient descent proce-
dure, it’s easy to write weights update algorithm in 
the form 
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              (3) 
where ( )y k  is the target value of the output (refer-
ence signal), h  is the learning rate parameter 
which determines the rate of the convergence and 
as a rule is chosen empirically. 
The authors of neo-fuzzy neuron note [9], 
among its most important advantages, the rate of 
learning, high approximation properties, computa-
tional simplicity, the possibility of finding the 
global minimum of the learning criterion in real 
time. 
At the same time efficiency of this system is 
reduced when processing nonstationary signals 
disturbed by noises of unknown nature. 
For the increasing learning rate in [10] adap-
tive optimal learning algorithm was proposed in 
the form 
2
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which is a variety of the known optimal Kaczmarz-
Widrow-Hoff procedure. Here 
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( 1)hnґ -vectors; 1, ,i n= K ; 1, ,j h= K . 
For the providing both tracking (in non-
stationary) and filtering (when stochastic distur-
bances corrupt the processed signal) for the neo-
fuzzy neuron modified adaptive procedure was 
used 
          
      
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(5) 
(here b  is forgetting factor), based on Goodwin-
Ramadge-Caines stochastic approximation proce-
dure [11] for adaptive identification tasks. 
Further modification of neo-fuzzy neuron was 
connected to the improvement its approximation 
properties. Thus, in [10] instead of the triangular 
membership functions the second degree polyno-
mials were proposed to use, and in [12] fourth-
degree polynomials. In [13, 14] cubic and  
B-splines functions were proposed to use, and in 
[4, 5, 15, 16] – different types of odd wavelets. 
Here the additional learning algorithm for wavelet 
functions centers, widths and shape parameters 
were proposed. 
 
Flexible neo-fuzzy neuron with tunable 
form of membership functions 
Let’s introduce an activation-membership 
function that is described by the expression 
         
 
 
 
1
exp ,
ji
i i i
ji
i
i
s k
j i j j
s k
j
j
x k k k
k
s k
  

  
 
  
  
 
      (6) 
where 1( ) ( ( ) ( )) ( )ji i ji jik x k c k kt s
-= - ; ( )jic k  is 
center of activation-membership function; ( )ji ks  
is width of activation-membership function; ( )ji ka  
is shape parameter of activation-membership func-
tion; ( )jis k  is flexible parameter of activation-
membership function. 
It is obvious that when 0, 2, 1sa s= = =  
( ( ))ji ix km  is Gaussian function (Fig. 2a), when 
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1, 2, 1sa s= = =  – wavelet Mexican Hat (Fig. 2b), 
0, 100, 3sa s= = =  – trapezoidal-like function 
(Fig. 2d), 0, 1, 8sa s= = =  triangular-like func-
tion (Fig. 2e) and etc (Fig. 2c, Fig. 2f). 
Fig. 2 shows the forms of such function for 
different parameters value. 
As is obvious, this is or bell-shape functions 
or wavelet-like ones. The centers and widths of 
such functions are determined by parameters c and 
σ, and shape of functions is determined by parame-
ters α and s. 
Minimizing of learning criterion (2) on the 
all-parameters leads to the learning algorithm 
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Figure 2 – Flexible activation-membership function for different parameters value 
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When optimizing procedure (7) on its rate of 
convergence and introducing tracking and filterin 
properties we get final expression: 
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Experimental results 
The efficiency of the proposed flexible neo-
fuzzy neuron and its learning procedures was 
tested in the problem of real-time forecasting of 
chaotic and stochastic non-stationary signals. 
Efficiency of flexible neo-fuzzy neuron was 
examined based on solving forecasting problem of 
real ecological time series. This time sequence de-
scribes monthly pressure above the sea level from 
1882 to 1998 (Darwin sea level pressure). This 
time series is a key indicator of climate change, as 
well as important in the study of the effect of the 
El Nino or Southern Oscillation index. 
Fig. 3 shows the results of time series fore-
casting. The two curves, representing the actual 
(dot line) and forecasting (solid line) values, are 
almost indistinguishable. 
Inputs number of flexible neo-fuzzy neuron 
were taken as 6n = , that for input vector in the 
form ( 5), ( 4), ( 3), ( 2), ( 1), ( )x k x k x k x k x k x k- - - - -  
for the prediction value €( 1)x k + . Flexible neo-
fuzzy neuron was training using proposed learning 
algorithm during 900 iterations (900 points of 
training sample for 1 900k = K ). Initial parameters 
values of learning algorithm were taken 
, , , ,w c sr r r r rs a , and shape and flexible parameter 
value of flexible membership-activation function 
was taken as 0.5, 3sa = = . After 900 iterations 
the training process was stopped, and the next 500 
points for k = 901...1400 we have used as the test-
ing data set to compute forecast. Initial values of 
synaptic weights were taken equal to 0 . As the 
quality criterion of forecasting root mean square 
error (MSE) was used. 
(9) 
 
Figure 3 – Results of time series forecasting 
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Table 1 shows comparative analysis of fore-
casting time series based on different approaches. 
 
Conclusion 
Flexible neo-fuzzy neuron with membership 
functions of variable tunable forms and adaptive 
learning algorithms with tracking and filtering 
properties are proposed. The learning algorithms 
are simple in implementation and provide high 
quality of signal processing in on-line mode. Tun-
ing of membership functions form improves the 
accuracy of modelling of nonlinear non-stationary 
processes. This was shown in the experiments of 
different time series forecasting. The proposed ap-
proach may be effectively used in many Dynamic 
Data Mining tasks. 
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Table 1 – Comparative analysis of forecasting time series results 
Neural network / Learning algorithm MSE 
Flexible neo-fuzzy neuron /Proposed learning algorithm (9) (all parameters) 0.0023 
Flexible neo-fuzzy neuron / Proposed learning algorithm (9) (only synaptic weight) 0.0054 
Neo-fuzzy neuron / Gradient learning algorithm 0.0134 
 
