Abstract-The convolutive blind source separation (BSS) problem can be solved efficiently in the frequency domain, where instantaneous BSS is performed separately in each frequency bin. However, the permutation ambiguity in each frequency bin should be resolved so that the separated frequency components from the same source are grouped together. To solve the permutation problem, this paper presents a new alignment method based on an inter-frequency dependence measure: the powers of separated signals. Bin-wise permutation alignment is applied first across all frequency bins, using the correlation of separated signal powers; then the full frequency band is partitioned into small regions based on the bin-wise permutation alignment result. Finally, region-wise permutation alignment is performed in a region-growing manner. The region-wise permutation correction scheme minimizes the spreading of the misalignment at isolated frequency bins to others, hence to improve permutation alignment. Experiment results in simulated and real environments verify the effectiveness of the proposed method. Analysis demonstrates that the proposed frequency-domain BSS method is computationally efficient.
One well recognized BSS application is the separation of audio sources that have been mixed and recorded by multiple microphones in a real room, known as a cocktail party environment. The challenge of the problem is that the mixing process is convolutive, where the observations are combinations of the unknown filtered versions of the sources. Approaches to solve the convolutive blind source separation problem [2] can be classified into two categories: time-domain and frequency-domain. In time-domain BSS, the separation network is derived by optimizing a time-domain cost function [3] [4] [5] . These approaches may not be effective due to slow convergence and large computation load. In frequency-domain BSS, the observed time-domain signals are converted into the time-frequency domain by short-time Fourier transform (STFT), then an instantaneous BSS algorithm is applied to each frequency bin, after which the separated signals of all frequency bins are combined and inverse-transformed to the time domain [6] [7] [8] . Although satisfactory instantaneous separation may be achieved in all frequency bins, combining them to recover the original sources is a challenge because there are unknown permutations associated with individual frequency bins. This permutation ambiguity should be looked after properly so that the separated frequency components from the same source are grouped together. Besides the conventional frequency-domain BSS, methods based on sparsity representation have emerged in recent years and are also promising for convolutive blind source separation [9] .
There are three common strategies used to solve the permutation problem. The first is to make the separation filters smooth in the frequency domain [4] , [10] , [11] . This may be achieved by limiting their lengths. It has been proved in [11] that the permutation ambiguity can be avoided if the separation filters are short enough relative to the FFT block size. Besides, the spectral continuity of separation filters can also be exploited to align the permutation [12] . The second strategy is to exploit the dependence of separated signals across frequencies. The inter-frequency dependence of signal envelope was exploited in [13] to align the permutation. The inter-frequency dependence of signal power was exploited in [14] , which shows a clearer dependence than the envelope measure does. The permutation alignment using inter-frequency dependence may be precise, but a misalignment at a frequency bin may lead to a big misalignment beyond that frequency. This is referred to as misalignment spread. References [15] and [16] incorporated the inter-frequency dependences into instantaneous BSS, so that bin-wise separation and permutation alignment can be obtained simultaneously. The third strategy is to exploit the position information of sources such as direction-of-arrival (DOA) [17] , [18] . It is believed that contributions from the same source are likely to come from the same direction. By estimating the arriving delay of sources or analyzing the directivity pattern formed by a separation matrix, source direction can be estimated and permutations aligned. Compared to the second strategy, the third one is more robust because the source direction estimation at one frequency bin does not depend on other frequencies. However, the source direction estimation is often not precise, especially in reverberant environments. Moreover, the geometry of the microphone array must be known in order for the source direction to be estimated. To distinguish it from a fully blind method which only needs observed signals, we regard the third strategy as semi-blind.
Generally, source direction information and signal inter-frequency dependence can be combined to get a better permutation alignment [17] . Since the direction-of-arrival information is not available in many cases, we attempt to solve the problem using only one piece of inter-frequency dependence information: the powers of separated signals. This measure exhibits a clear dependence across frequencies for separated signals, and the permutation alignment based on it is correct in most frequency bins. However, errors still occur in some frequency bins, resulting in permutation misalignment spread which may destroy signal reconstruction. To minimize the spread, this paper proposes a novel scheme called "region-growing permutation alignment approach." Bin-wise permutation alignment is applied first across all frequency bins, using the correlation of separated signal powers; then the full frequency band is partitioned into small regions based on the bin-wise permutation alignment result; finally, region-wise permutation alignment is performed in a region-growing manner. The region-wise permutation correction scheme minimizes the spreading of the misalignment at isolated frequency bins to others, hence to improve permutation alignment. Experimental results have verified the effectiveness of the proposed method.
The rest of the paper is organized as follows. The principle of frequency-domain blind source separation is discussed in Section II. The proposed permutation alignment scheme based on power measure is described in detail in Section III. Experiment results are presented in Section IV. Computation cost analysis of the proposed algorithm is given in Section V. Finally, Section VI concludes the paper.
II. FREQUENCY-DOMAIN BLIND SOURCE SEPARATION

Supposing
sources and sensors in a real-world acoustic scenario, the source vector , and the observed vector , the mixing channels can be modeled by finite impulse response (FIR) filters of length , the convolutive mixing process is formulated as (1) where is a sequence of matrices containing the impulse responses of mixing channels. For separation, we use FIR unmixing filters of length and obtain estimated source signal vector by (2) where is a sequence of matrices containing the unmixing filters.
The unmixing network can be obtained by a frequency-domain BSS approach. After transforming the signals to the time-frequency domain using blockwise -point short-time Fourier transform (STFT), the convolution becomes a multiplication (3) (4) where is a decimated version of the time index , and are the STFTs of and , respectively, and are Fourier transforms of and , respectively, and is the frequency. 1 In the frequency domain, it is possible to separate each frequency bin independently using complex-valued instantaneous BSS algorithms such as FastICA [1] , [19] and Infomax [20] , [21] , which are considered quite mature. However, there are scaling and permutation ambiguities in each bin. This is expressed as (5) where is a permutation matrix and a scaling matrix, all at frequency . It is necessary to correct the scaling and permutation ambiguities before transforming the signals back to the time domain.
The permutation at each bin should be aligned so that the separated components originating from the same source are grouped together. The permutation correction is a challenging problem, and will be addressed in Section III.
The scaling ambiguity can be resolved relatively easily, by using the Minimal Distortion Principle [22] (6) where is after permutation correction and is the one after scaling correction, denotes inversion of a square matrix or pseudo inversion of a rectangular matrix;
retains only the main diagonal components of the matrix.
Finally, the unmixing network is obtained by inverse Fourier transforming , and the estimated source is obtained by filtering through . The workflow of the frequency-domain BSS is shown in Fig. 1 . 
III. PERMUTATION ALIGNMENT
A. Inter-Frequency Dependence Measure
The inter-frequency dependence of speech sources can be exploited to align the permutations across all frequency bins. The correlation between separated signal envelopes is commonly used as a measure of inter-frequency dependence. However, this dependence is only clearly exhibited among a small set of frequencies. Another inter-frequency dependence measure proposed in [14] is the correlation between power ratios of separated signals. It exhibits a clearer inter-frequency dependence among all frequencies.
The mixing network at frequency can be estimated from the separation network by (7) where is the th column vector of . The observed signal can be decomposed by (8) where is the th component of , i.e., . A power ratio measure is calculated to represent the dominance of the th separated signal in the observations at frequency . It is defined as (9) where the denominator is the total power of the observed signals , and the numerator is the power of the th separated signal. Being in the range [0, 1], (9) is close to 1 when the th separated signal is dominant, and close to 0 when others are dominant. The power ratio measure can clearly exhibit the signal activity due to the sparseness of speech signals.
The correlation coefficient of signal power ratios can be used for measuring inter-frequency dependence and solving the permutation problem. The normalized bin-wise correlation coefficient between two power ratio sequences and is defined as (10) where and are indices of two separated channels, and are two frequencies, , , are, respectively, the correlation, mean, and standard deviation at time (The time index is omitted for clarity). Note that denotes expectation. Being in the range of , (10) equals 1 when the two sequences are identical. In general, (10) tends to be high if output channels and originate from the same source and low if they represent different sources. This property will be used for aligning the permutation.
Reference [14] provided a two-step optimization scheme for permutation alignment with the power ratio measure. First, the power ratios are calculated for all frequency bins and all separated signals, and then clustered into subgroups-corresponding to separated signals, respectively. This is a global permutation alignment process. Second, the permutation is aligned bin by bin. This is a local permutation alignment process. The overall alignment performance depends crucially on the accuracy of the clustering result of the first step. However, the clustering process is unsupervised and it is difficult to control it. In some cases, large misalignment occurs during the process, resulting in a failure in the overall permutation alignment. Next, we will propose a new permutation alignment scheme without a clustering process.
B. Proposed Permutation Alignment Scheme
As discussed above, (10) tends to be high when and belong to the same source, but such a dependence is not always evident. Generally, the misalignment at an isolated frequency bin may spread to other frequencies easily, causing a big misalignment beyond it. A region-growing permutation scheme is proposed which can avoid this problem. The scheme is described in 6 steps as follows.
Step 1) Calculate the power ratio for all frequency bins and all separated signals by (9) , where is time index, is frequency bin index, is FFT size, and is signal channel index.
Step 2) Correct permutation bin by bin from to , so that the power ratio time sequences at each frequency bin has the highest correlation coefficient with the previous bin. For current bin and previous bin (supposing the correct permutation is known for bin ), select a permutation which maximizes the average value of correlation coefficients. This is expressed as (11) Now the average correlation coefficient for permutation is (12) Step 3) Divide the full frequency band into low and high bands, and process them separately in step 4-5. Step 4) Partition the high (low) frequency band into regions, with the highly related frequency bins assigned to the same region. The criteria for obtaining region are
1) The index should be consecutive in region 2) , where is a threshold. When the bin-wise correlation coefficient is higher than the threshold , the permutation alignment is regarded as correct. The selection of will be discussed later.
Step 5) Select a region with the largest number of elements as a seed; merge with its neighboring regions on both sides in a region-growing style until the new region covers the full high (low) frequency band. The merging procedure for the seed region and a neighboring region is as follows. 5.1) Calculate the centroids and for regions and , respectively, by (13) where is the number of elements in region . 5.2) Find a permutation (for region ) that maximizes the average value of correlation coefficient between and , which is expressed by (14) 5.3) After permutation correction for frequency bins in region with , merge and into a new seed region.
Step 6) After permutation corrections in high and low frequency bands, calculate the centroids for both bands and merge them together with a manner similar to step 5. Based on the description above, the workflow of the proposed scheme is shown in Fig. 2 . It aligns permutations based on the power ratio measure, which represents the dominance of one source signal in the total observed signals at every frequency bin. The region-growing idea behind the proposed method is somewhat similar to the one proposed by Murata [13] . The Murata method sorts frequency bins in increasing order of similarity among independent components, and then aligns the permutation of the sorted frequency bins one by one by maximizing the correlation between the current bin and a set of bins in which the permutation has already been decided. This method does not limit the frequency range in which correlations are calculated, because it assumes high correlations of envelopes even between frequencies that are not close neighbors. This assumption is not satisfied for all pairs of frequencies, especially when many sources are mixed. As a result, permutations may be misaligned at many frequencies. Alternatively, the proposed method in this paper aligns permutation in neighboring regions before growing the permutation aligned regions to the whole frequency band. It exploits the dependence between neighboring frequency bins more efficiently.
It is observed that speech signals generally have nonuniform energy distribution across the frequency, with more energy in low frequency regions. Consequently, inter-frequency dependence in the low frequency band may not be as evident as in the high band. If we process signal in one full band, misalignment spread may still be observed at low frequencies in some cases. On the other hand, the fact that we process in low and high frequency bands separately before merging them helps reduce the misalignment spread and leads to better permutation alignment. For speech signals, most energy is usually in frequencies below 500-700 Hz; thus, we choose the split frequency at 600 Hz. This value works well in most speech cases. In a similar manner, the full frequency band could also be divided into three or more subbands before processing, but this multiple-band scheme is not expected to improve the separation result further for speech signals, which generally have energy concentrated in low frequencies. For signals other than speech, a multiple-band scheme may be considered. This can be a topic for further research. In
Step 4, the threshold is an important parameter since it directly affects the partitioning of the regions.
is determined empirically by (15) where function returns the minimal argument, , and is the 80%th smallest value 2 in the correlation coefficients set calculated by (12) after bin-wise permutation alignment in the high (low) band. 3 In Step 5, the proposed method attempts to start from a region with strong inter-frequency dependence. Generally, a region with largest number of seeds may have a high average correlation value; thus, we start growing from it. In summary, since the region-wise permutation alignment employs a region-growing style, the misalignment at some frequency does not affect the permutation result and therefore will not spread to other frequencies. The validity of the proposed method will be verified in the experiments.
IV. EXPERIMENT RESULTS AND ANALYSIS
We evaluate the performance of the proposed method using both simulated and real data. The experiments are composed of four parts. The first part exhibits the permutation alignment result of the proposed method with simulated data. The second verifies the separation performance in different conditions with simulated data and compares it with other well-known frequency-domain BSS algorithms. The third part investigates the performance of the proposed algorithm in real environments. The last one examines how threshold (15) affects the performance.
The separation performance is measured by signal-to-interference ratio (SIR), in dB. The input and output SIRs for the th channel are defined respectively as
where is time index, , and is the index of the output channel where the th source appears, is an element of [see (1) ], and is an element of the overall impulse response matrix . The implementation detail of the algorithm is as follows. The Tukey window is used in short-time Fourier transform, with a shift size of 1/4 window length. The instantaneous BSS is implemented by means of the Scaled Infomax [23] , which can converge to the optimal solution within 100 iterations. In this paper, we set the iteration number as 100. The scaling ambiguity is solved by using the Minimum Distortion Principle (6). The smoothing method proposed in [24] is applied in order to reduce spikes due to the circularity effect of the FFT. The processing bandwidth is between 100 and 3750 Hz (sampling rate being 8 kHz).
A. Permutation Alignment Experiment
In this experiment the proposed algorithm is applied to the problem with three microphones and three sources in a simulated environment. The environment is shown in Fig. 3 , where only microphones A, B, C and sources 1, 2, 5 are used. The source signals are two male speeches and one female speech of 8 seconds long each. All sources and microphones are 1.5 m high. The simulated room reverberation time is ms, time required for the sound level to decrease by 60 dB. One typical room impulse response is shown in Fig. 4 . It has been obtained using the image source method [26] , and the reverberation time was controlled by varying the absorption coefficient of the wall. The STFT frame size is 1024 samples with a shift size of 256.
To demonstrate the permutation alignment performance, we show in Fig. 5 the results at three stages: (a) before permutation alignment, (c) after bin-wise permutation alignment, and (d) after region-wise permutation alignment. Fig. 5(b) gives the correlation coefficients (12) across frequencies after bin-wise permutation alignment. The permutation result is evaluated using the method proposed in [25] , supposing the mixing filters are known. The detailed process is as follows.
Given the mixing matrix and the unmixing matrix at each frequency bin, we consider . The correct permutation at channel corresponds to the maximal value in the th row, which is expressed as (18) It can be seen from Fig. 5 that the permutation ambiguity is very severe before permutation alignment; the ambiguity is mitigated after bin-wise permutation alignment but large misalignments still occur. Comparing Fig. 5(b) to (c), it can be observed that the correlation coefficient is high in most frequency bins. At bins with a high correlation coefficient, the permutation tends to be correct, whereas the permutation may or may not be correct at bins with a low correlation. At bins with incorrect permutation, the errors may leak to nearby regions, causing misalignment spread. The proposed method can solve the problem well. As seen in Fig. 5(d) , the ambiguity is almost eliminated after region-wise permutation alignment except some isolated frequency bins. These misalignments do not spread to nearby frequencies. Another phenomenon observed in Fig. 5(d) is that a misalignment can occur alone-without being paired with one in another channel. For example, the one at 1703 Hz occurs only in channel 2. That is believed to be due to the bad instantaneous separation at this bin, not the permutation alignment error. Finally, the average output SIR is 13.4 dB, a 16.2-dB improvement over the average input SIR of 2.8 dB.
B. BSS Experiments in Different Simulation Conditions
In this experiment, the proposed method is applied to separation scenarios in different simulated conditions. The environment is still shown in Fig. 3 . The room reverberation time is ms. The STFT frame size is 2048 with a shift size of 512. Various 2 2 (2 sources and 2 microphones) and 4 4 (4 sources and 4 microphones) simulation cases are carried out. For the 2 2 case, microphones B, C, and seven different combinations of source locations are used. The sources are one male speech and one female speech of 8 seconds each. For the 4 4 case, all microphones, and five different combinations of source locations are used. The sources are two male speeches and two female speeches of 8 seconds each.
The proposed algorithm is compared with six frequency-domain BSS algorithms. The first one was proposed by Sawada which corrects the permutation ambiguity using both signal inter-frequency correlation and source direction information [17] . The second is the independent vector analysis (IVA) method which incorporates inter-frequency dependence evaluation into the instantaneous BSS criterion to obtain bin-wise separation and permutation alignment simultaneously [15] . The third is the Murata method which aligns permutation based on the correlation of signal envelopes [13] . We call it "Murata(Env) method." The fourth is the same as the third, except that the inter-frequency dependence measure of signal envelope is replaced by the power ratio measure-we call it "Murata(Pow) method." The fifth is the method proposed in [14] which originally resolves permutation problem based on power ratio measure. We call it "PowerRatio method." The last one is blind separation with permutation corrected by supposing the mixing filters are known, which we call "Benchmark" [25] . To evaluate the performance of the proposed permutation alignment scheme efficiently, we use the same frequency-domain BSS processing for the proposed method and methods 3-6 (Murata(Env), Murata(Pow), PowerRatio, and Benchmark): with all processing stages and parameters fixed but different permutation correction schemes. Table I shows the average output SIRs for all cases, 4 where "n/a" means the algorithm fails in the experiment condition. Note that the average input SIR is about 0 dB for the 2 2 case and 5 dB for the 4 4 case. As shown in Table I , the proposed algorithm outperforms the Sawada method and the IVA method in most cases. The Sawada method does not show consistent separation performance for all cases, as do the proposed and IVA methods. The Murata(Env) method performs as well as the Murata(Pow) method for 2 2 cases, while the latter one performs better for 4 4 cases by using the power ratio measure instead of the signal envelope measure. The performance for 4 4 cases is further improved by the proposed method, which employs a region-growing permutation alignment scheme. The PowerRatio method shows similar performance as the proposed method does for 2 2 cases, while performs much worse for 4 4 cases. As discussed earlier, the performance of the PowerRatio method depends greatly on the clustering result of its global permutation step. For 4-source cases, large misalignment occurs during the clustering process, resulting in the poor separation performance. Comparing to the benchmark, all methods show excellent performance for 2 2 cases, and degraded performance for 4 4 cases. However, the proposed method is closer to the ideal separation results than other methods especially for 4 4 cases. In a word, with both power ratio measure and region-growing permutation scheme, the proposed method shows superiority to other methods.
The separation performance depends mainly on two factors: instantaneous BSS and permutation alignment. It is easier to separate two sources at each frequency bin when they are far apart, because the transfer functions to sensors are different. On the other hand, it becomes difficult for instantaneous BSS to do the job when the two sources are close and have similar transfer functions to sensors. The degraded separation further affects the permutation alignment. Thus, as shown in Table I , huge improvement is obtained by the proposed method when the sources are spaced far apart.
C. BSS Experiment in Real Room Conditions
To evaluate the performance of the proposed method in real environments, we use real recorded data downloaded from the internet. 5 The recording was made in a room of size m m m, the room reverberation time was ms, the source signals were two male speeches and two female speeches of 7 seconds long each, the sampling rate was 8 kHz. Various experiment conditions were tested. In the dataset, individual contributions from the sources to the microphones are also available. These can be used for calculating the SIR. The data was provided by Sawada, who also gave the separation results with his own algorithm [17] . In the experiment, the STFT frame length is 2048 with a shift size of 512. As shown in Table II , the separation performance of the two methods is comparable. However, the Sawada method needs the geometrical information of microphone array while the proposed method does not rely on that.
D. BSS Experiments With Different Threshold Parameters
The threshold in (15) is critical for region partition: the bin-wise permutation is deemed correct when the corresponding correlation coefficient exceeds it.
can be either constant or adaptive. When adaptive, the threshold is determined according to the bin-wise permutation result, for example, the 80%th smallest value in the correlation coefficient set calculated from (12) after bin-wise permutation alignment. To make a more reliable decision, we combine the constant and adaptive schemes to come up with (15) .
Experiments were conducted to determine . The environment is as shown in Fig. 3 with a reverberation time of 100 ms. Various 2 2 and 4 4 simulation cases were carried out. The combinations of source locations are given in Table I . Two STFT frame sizes, 1024 and 2048, were tested, respectively. The experiments were repeated three times-with different speakers each time. Finally, the average performance was calculated from the results.
We first determine the constant threshold . is set at 0.1 to 0.9 with increments of 0.1. The separation results in different conditions are shown in Fig. 6 . It can be seen from Fig. 6 that, in 2 2 cases, which are easier, the performance does not vary much when . In the more challenging cases, the 4 4 mixture, the performance varies significantly with the threshold value and peaks at . Thus, it is determined as the optimal value for . Next, the adaptive parameter is chosen as the th smallest value in the correlation coefficient set after bin-wise permutation alignment, where is selected from 10% to 90% with 10% increments. The final threshold is calculated as . The separation results in different conditions are depicted in Fig. 7 . It can be seen that, in both 2 2 and 4 4 cases, the performance improves with , and flattens when . In other words, can be any value between 40% to 90%. We set at 80%. In summary, the parameters in (15) are set experimentally, where , and equals the 80%th smallest value in the correlation coefficient set. Although these values are determined heuristically and experimentally, they work well in most cases. It may be a future research topic to find a smarter scheme for determining the threshold. 
V. COMPUTATION COST ANALYSIS
In this section, we analyze the computation cost of the proposed BSS algorithm. Suppose there are sources and microphones, the length of input signals is , and the STFT frame length is with a window shift . After STFT, the number of data points available for each frequency bin is approximately shift. From Figs. 1 and 2 , the computation of the frequency-domain BSS is mainly composed of three algorithm blocks: STFT, instantaneous BSS and permutation, while the computation of the proposed permutation algorithm is mainly composed of three algorithm blocks: power ratio calculation, bin-wise permutation, and region-wise permutation. Given the above, the computation cost of the proposed BSS algorithm is summarized in Table III . For convenience, only complex-valued multiplication operations are considered; besides, the computation for (2), the unmixing filtering, is not taken into account. Table III, the term is the number of iterations for Scaled Infomax algorithm, and stands for computations per iteration, which is approximately (19) The term is the number of regions involved in region-wise permutation, and . To summarize, the total computation cost of the proposed BSS algorithm for a speech mixture of length is (20) Generally, and ; thus, . For the total input data points, the average computation for each data point is (21) Equation (21) shows that the computation cost for each input data sample is . We think the result is quite acceptable. For example, the computation cost for the 4 4 case in the experiment with involves less than 1700 complexvalued multiplications.
It can be seen from (20) that instantaneous BSS spends most computation effort in frequency-domain BSS. To be precise, we calculate the ratio between the computation required by the permutation algorithm and by instantaneous BSS as (22) That is, the computation for the permutation algorithm is quite negligible compared with that for instantaneous BSS. In other words, the permutation correction algorithm only increases the number of calculations slightly.
The execution time of an algorithm depends on a lot of factors such as computational complexity, program structure, hardware pipeline, etc. In terms of computational complexity, the proposed frequency-domain BSS is promising for real-time application. After code optimization, the execution of it should be fast.
VI. CONCLUSION
Studying frequency-domain convolutive blind source separation, this paper proposes a new permutation alignment method based on an inter-frequency dependence of separated signal powers. With a region-growing permutation alignment style, the proposed method minimizes the spreading of misalignment at isolated frequency bins to others. Good separation results are observed in simulations with synthetic and real data. Last but not least, the proposed method is computationally efficient so it is promising for real-time applications.
