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Abstract. We analyze the role of ac-driven Rashba spin-orbit coupling in monolayer graphene including a
spin-dependent mass term. Using the Magnus expansion as a semi-analytical approximation scheme a full
account of the quasienergie spectrum of spin states is given. We discuss the subtleties arising in correctly
applying the Magnus expansion technique in order to determine the quasienergy spectrum. Comparison
to the exact numerical solution gives appropriate boundaries to the validity of the Magnus expansion
solution.
PACS. 81.05.ue Graphene – 71.70.Ej spin pumping, current driven – 72.25.Pn Spin-orbit coupling in
condensed matter
1 Introduction
Typically, the dynamics of time-periodically driven sys-
tems is solved by means of Floquet’s theorem.[1,2] A stan-
dard approach consists in performing a Fourier mode ex-
pansion of the eigenstates and then deal with the corre-
sponding infinite dimensional eigenvalue problem by means
of either numerical or approximate strategies to determine
the so-called quasienergy spectrum. One alternative route
which avoids the infinite dimensional eigenvalue formu-
lation was put forward by Magnus [3,4] who proposed
an exponential solution for the evolution operator given
in terms of nested commutators of the time-dependent
Hamiltonian. In a previous work [5] some of us have used
the Magnus expansion (ME) in order to analyze the role
of an ac-driven Rashba spin-orbit coupling (RSOC) on the
spin dynamics of charge carriers in single layer graphene.
However, as it was pointed out recently by Zhou and Wu
[6], the reported results where beyond the convergence re-
gion of the ME solution. This in turn stems from the fact
that within the Schro¨dinger picture representation, the
convergence of the ME solution is momentum-dependent
and, as a result, only valid for low momenta of the charge
carriers. Indeed, in reference [6] it was shown that in the
Schro¨dinger picture the ME solution is only valid within
a small neighborhood of the Dirac point.
In the present paper we perform a thorough analysis
of the subtleties arising when implementing the ME as a
semi-analytical approach to the above quantum dynam-
ics. As we shall see, switching from the Scho¨dinger to the
interaction picture significantly improves the convergence
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behavior.[7,8,9] This improvement, however, comes at a
price: The Hamiltonian in the interaction picture is no
longer time-periodic. As a consequence, the resulting time
evolution operator in the Schro¨dinger representation aris-
ing from a truncated Magnus expansion does in general not
fulfill the so-called stroboscopic property required from
Floquet formalism.[1,2] However, as we shall see in the
following, despite this shortcoming the results of the trun-
cated analytical Magnus expansion performed in the inter-
action picture agree well with the exact numerics within
the convergence range.
The paper is organized as follows. In section II we
introduce the model Hamiltonian for periodically driven
RSOC and present its exact analytical solution right at
the Dirac point. The main results of the Floquet-Magnus
approach for the semi-analytical solution of the evolution
operator are presented in section III. Here, we also explore
the ME for different bounds on the convergence domain
reported in the literature. Next, in section IV we apply
the ME approach to the driven RSOC problem at finite
momentum, and compare with the exact numerical solu-
tion of the quasienergy spectrum. In section V we present
a discussion of our main results. Finally, in section VI we
give some concluding remarks and outlook.
2 Model
We consider a graphene monolayer being subject to a pe-
riodic time-dependent spin-orbit interation of the (extrin-
sic) Rashba type. The sample is located on a certain sub-
strate which induces a (mass) gap in the energy spectrum
due to the intrinsic spin-orbit coupling. Thus, in Dirac
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2 A. Lo´pez et al.: Graphene with time-dependent spin-orbit coupling
cone approximation, the system is described by the 4× 4
Hamiltonian[10]
H(p, t) = vFσ · p+∆σzsz + λ(t)zˆ · [σ × s], (1)
where we have concentrated on the K corner point of the
Brilloiun zone being the reference of the momentum p.
The results for the K′ point are obtained by setting px →
−px. Here vF ∼ 106m/s is the Fermi velocity and the Pauli
matrix vectors σ and s describe the sublattice degree of
freedom and the electron spin, respectively. On the other
hand, ∆ parametrizes the intrinsic spin-orbit coupling and
λ(t) describes the time-dependent RSOC which can, in
principle, be induced by capacitor plates parallel to the
setup and coupled to an LC circuit. In what follows we
assume a time dependence of the form λ(t) = λR cosΩt,
with Ω = 2pi/T being the frequency and T the period of
the driving field. In the following we set ~ = 1.
Upon applying the transformation
U(p) =
1√
2

e−iφ cos γ
2
−e−iφ sin γ
2
e−iφ cos γ
2
−e−iφ sin γ
2
sin γ
2
cos γ
2
sin γ
2
cos γ
2
i sin γ
2
i cos γ
2
−i sin γ
2
−i cos γ
2
ieiφ cos γ
2
−ieiφ sin γ
2
−ieiφ cos γ
2
ieiφ sin γ
2
 ,
(2)
with tanφ = py/px and tan γ = vF p/∆, the time-dependent
Hamiltonian (1) becomes block-diagonal
H(p, t) =
(
H−(p, t) 0
0 H+(p, t)
)
, (3)
where
H±(p, t) = ±λ(t)σ0 + Ω0
2
σz
∓λ(t)[cos γσz − sin γσx], (4)
with Ω0 = 2
√
(vF p)2 +∆2 and σ0 being the 2 × 2 unit
matrix. The transformation (2) can be constructed by first
diagonalizing (1) at λ = 0 and expressing the full Hamil-
tonian in that eigenbasis. A further elementary transfor-
mation (diagonalizing the diagonal 2 × 2 blocks of the
resulting Hamiltonian matrix) then leads to the basis en-
coded in (2). This result simplifies (but is equivalent to)
the approach given previously in Ref. [5] in that it avoids
explicit reference to an initial time.
Since both subblocks just differ in the sign of λ we
focus on H+(p, t) ≡ HS(p, t) and treat this time-periodic
Hamiltonian via the Floquet theorem.[1,2] It states that
the general solution of the dynamics can be written as
U(t) = P (t)e−iHF t, (5)
with P (t) being a periodic and HF a constant matrix. The
time evolution operator in (5) satisfies the stroboscopic
property
U(nT ) = P (nT )e−inTHF
= [U(T )]n. (6)
The eigenvalues of HF determine the quasienergy spec-
trum of the periodically driven problem.
First let us note that an exact solution for the spin
dynamics generated by HS(p, t) can be found at p = 0
where the time evolution operator explicitly reads
U(t) = P(t)e−i∆tσz , (7)
with P(t) = e−i(σ0−σz)f(t) and we have defined
f(t) =
∫ t
0
λ(t′)dt′. (8)
Here, the quasienergy spectrum (modulo Ω) is given by
ε±(p = 0) = ±∆. (9)
At finite momentum the evolution operator admits, to the
best of our knowledge, no analytical solution. A standard
approach is to expand the solutions in an appropriately
truncated basis of Fourier modes and to numerically diag-
onalize the resulting hermitian matrix. A semi-analytical
alternative to this procedure will be discussed now.
3 Magnus expansion: General
Contrary to the numerical Fourier-Floquet solution, the
Magnus expansion (ME) approach [3,4] avoids the diag-
onalization of a truncated eigenvalue problem, and simi-
larly to the Fourier mode expansion approach it also has
the physical virtue of preserving unitarity of the time
evolution to any order in the expansion. This has to be
contrasted to the approximate solution obtained through
the Dyson series, where truncation at any given order
leads to a non-unitary evolution. Although the Dyson se-
ries expansion always converges for bounded dynamical
generators,[11] this is in general not true for the Magnus
series. Thus, our next task is to summarize the most rel-
evant subtleties that arise concerning the convergence of
the Magnus series. These convergence restrictions will be
important for the application of the ME strategy to the
RSOC driven problem that is presented in the next sec-
tion. For a more detailed and general discussion we refer
the reader to reference [4].
Following Magnus [3], the time-evolution operator gen-
erated by the Schro¨dinger equation
i∂τU(τ) = H(τ)U(τ). (10)
(with τ = Ωt and H(τ) = HS(τ)/Ω) can be formulated
as
U(τ) = e−iM(τ), (11)
where the exponent M(τ) is expressed as an infinite series
M(τ) =
∞∑
j=1
Mj(τ) . (12)
The term Mj(τ) in this expansion is given in terms of
integrals over sums of nested commutators with the first
A. Lo´pez et al.: Graphene with time-dependent spin-orbit coupling 3
contributions reading as
M1(τ) =
∫ τ
0
H(τ1)dτ1
M2(τ) =
1
2
∫ τ
0
dτ1
∫ τ1
0
[H(τ1), H(τ2)]dτ2
M3(τ) =
1
6
∫ τ
0
dτ1
∫ τ1
0
dτ2
∫ τ2
0
(
[H(τ1), [H(τ2), H(τ3)]]
+[H(τ3), [H(τ2), H(τ1)]]
)
dτ3
...
A key question regarding this approach is of course the
convergence of the series (12). In his original work, Magnus
gave an a posteriori convergence criterion in terms of the
eigenvalues of the resulting operator M given in Eq. (11).
However, for practical use a priori criteria dealing directly
with the Hamiltonian appear also desirable. In general, the
ME should not be expected to converge unless H is small
in a suitable sense compared to the other typical energy
scales in the problem. Specifically, bounds of the form∫ τ
0
dτ1‖H(τ1)‖2 < r (13)
have been investigated as convergence conditions, where
‖H‖2 is the euclidean norm of H defined as the squared
root of the largest eigenvalue of the positive semi-definite
operator H†H. The convergence radius r in the above in-
equality restricts the times τ ′ ∈ [0, τ ] for which the ME
is applicable. The task of estimating r has a long history
in the literature [12,13,14,15]. Finally, it was established
that a sufficient criterion for the convergence of the Mag-
nus expansion is given by[16,17]∫ τ
0
dτ1‖H(τ1)‖2 < pi. (14)
To get an insight into the meaning of this convergence
boundary we summarize the analysis given in lemma 3
of reference [4] where it is established that the critical
value rc = pi arises from the evaluation of the poles of
the derivative of the inverse exponential function, which is
the Magnus expansion. These poles are given as 2mi with
m = ±1,±2, . . . , from which one gets the lowest value
rc = pi. Moreover, the above value rc = pi was shown to
be sharp in the sense that it cannot be enlarged without
further assumptions on the Hamiltonian.[17]
In the following section we apply the convergence re-
striction (14) in order to determine the most suitable pa-
rameter values that allow a semi-analytical description of
the quasienergy spectrum for the RSOC driven setup.
4 Magnus expansion: Application
Let us first explore the criterion (14) in the Schro¨dinger
picture of quantum dynamics used so far. Defining κ =
vF p/Ω, Λ = λR/Ω, and δ = ∆/Ω the inequality (14)∫ τ
0
√
κ2 + [Λ cos τ1 − δ]2dτ1 < pi (15)
0
1
2
γ
D
/π
1
2
γ
D/π
λR = 0 .78 Ω λR = 0 .78 Ω
λR = 0.27Ω λR = 0.27Ω
 Δ = 0  Δ = 0.3Ω
Fig. 1. (Color online) Normalized one-period dynamical phase
that is related to the convergence of the ME in the Schro¨dinger
representation defined as the l.h.s of inequality (15) for τ =
2pi/Ω. The data is shown as a function of wave vector for dif-
ferent Rashba coupling strength λR, with ∆ = 0 (left) and
∆ = 0.3Ω (right). The dotted red line is a guide to the eye
corresponding to γ = pi in Eq. (15). Although the convergence
domain grows with decreasing coupling parameters λR and ∆,
the ME is, in the Schro¨dinger representation, typically appli-
cable only in a rather small neighborhood of the Dirac point,
and for large couplings the convergence domain indeed shrinks
to zero.
limits the validity of the ME solution to rather small mo-
menta (see below), as pointed out in Ref. [6] on the basis
of explicit numerics. Another way to explore this issue
is to consider the instantaneous eigenvalues of the time-
dependent Hamiltonian,
E±(τ) = ±
√
κ2 + [Λ(τ)− δ]2, (16)
leading to an accumulated dynamical phase
γ±D = ±
∫ 2pi
0
dτ
√
κ2 + [Λ(τ)− δ]2. (17)
in a full period (with a vanishing Berry phase). The mod-
ulus of this expression is precisely the l.h.s of the con-
vergence criterion (14) and is plotted in figure 1. As seen
there, the applicability of the ME in the Schro¨dinger pic-
ture is limited to rather small momenta. This finding is
indeed similar to earlier observations by Salzman.[18]
A qualitative improvement is achived by changing to
the interaction picture. Defining the “unperturbed” Hamil-
tonian H0 to be that diagonal part of H+(t) given in
Eq. (4) that has only a trivial time dependent term pro-
portional to the unit matrix, the effective “perturbation”
V = H −H0 reads in the interaction picture
VI(κ, τ) = Λ cos (τ)
( − cos γ sin γeiω0τ
sin γe−iω0τ cos γ
)
, (18)
with ω0 = 2
√
κ2 + δ2 and tan γ = κ/δ. In this represen-
tation, the convergence radius of the Magnus solution be-
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comes momentum-independent and restricts the effective
coupling constant Λ by the inequality
Λ
∫ τ
0
| cos τ1|dτ1 < pi. (19)
Evaluation after one period gives the numerical restriction
Λ1 < pi/4 ≈ 0.78, whereas the extension to larger time
domains reduces the coupling constant as Λn < Λ1/n.
Hence, it is important to notice that in order to correctly
apply the ME the restriction (19) must always be fulfilled.
Although switching to the interaction representation im-
proves the convergence of the ME, the dynamical equa-
tions
i∂τUI(τ) = VI(τ)UI(τ) (20)
are not longer generated by a periodic operator since VI(τ+
2npi) 6= VI(τ). Thus, Floquet’s theorem does not apply
and no stroboscopic evolution will follow for UI(τ). On
the other hand, the full time evolution operator in the
Schro¨dinger picture
U(τ) = eif(τ)e−iω0τσz/2UI(τ) (21)
with UI(τ) evaluated by the full (i.e., untruncated) ME
of course obeys the stroboscopic condition (6) provided
the ME converges. In practical calculations, however, it is
usually (as well as in the present case here) not possible
to evaluate all terms of the ME, and one truncates this
series at rather low order.
In order to compute the quasienergy spectrum from
the time evolution operator U(τ) without making use of
the stroboscopic relation (6), one needs to calculate the
logarithm of U(nT ) for some integer n. The difficulty
here is that the complex logarithm is not a single-valued
function, and for different n the results may lie on dif-
ferent sheets. Unfortunately, it is impossible to properly
keep track of these phases without prior knowledge of the
quasienergies which are in fact supposed to be the results
of this computational step. Such difficulties do not arise
for n = ±1 since the division by n has only a trivial ef-
fect here, and it is easy to see that a move to another
sheet of the complex logarithm is just a shift to another
periodicity interval of quasienergies. Regarding general n,
there are only very special cases where U(nT ) can be cal-
culated is such an explicit fashion that one can immedi-
ately read off the quasienergies. As an example, consider
γ = pi/2 (⇔ δ = ∆ = 0) at resonance κ = κres = pi
(⇔ k = Ω/2vF ). Here the computational complexity is
significantly reduced, and one finds in first-order ME
U(κres, nT ) = exp
{
− i
(λR
2
σx +
Ω
2
)
nT
}
(22)
with the quasienergies ε± = Ω/2± λR/2. This result ob-
tained for general n relies on the possibility to write U(nT )
explicitly as a single exponential whose argument is linear
in n. Unfortunately, such a situation arises only in partic-
ular cases. Another example is of course the case k = 0
already discussed in section 2.
Following the above discussion, we will therefore con-
centrate on the case n = 1 when evaluating the time evo-
lution. As we shall see, this procedure leads to accurate
approximations to the quasienergy spectrum. Since the
interaction VI(τ) is a 2 × 2 matrix we can write M(τ) =
m(τ) · σ, and the Magnus series amounts to write the
vector series
m(τ) = m1(τ) +m2(τ) + · · · , (23)
where the jth vector contribution is of order Λj and is
obtained by integration of nested commutators of the in-
teraction term. The evolution operator in the interaction
picture can be written as
UI(τ) = cos |m(τ)| − isinc|m(τ)|m(τ) · σ, (24)
where sinc(x) = sin(x)/x and |m(τ)| is the norm of the
vectorm(τ). Using expression (24), the evolution operator
in the Schro¨dinger picture Eq. (21) becomes
U(τ) = eif(τ)[u0(τ)− iu(τ) · σ], (25)
where f(τ) is defined in equation (8) and u0(τ) as well
as the components of the time-dependent vector u(τ) =
(ux(τ), uy(τ), uz(τ)) read
u0(τ) = cos
ω0τ
2
cos |m(τ)| −mz(τ) sin ω0τ
2
sinc|m(τ)|
ux(τ) = sinc|m(τ)|
[
mx(τ) cos
ω0τ
2
−my(τ) sin ω0τ
2
]
uy(τ) = sinc|m(τ)|
[
my(τ) cos
ω0τ
2
+mx(τ) sin
ω0τ
2
]
uz(τ) = mz(τ)sinc|m(τ)| cos ω0τ
2
+ sin
ω0τ
2
cos |m(τ)|.
(26)
From the unitarity of (25), the quasienergies ε±(κ) are
then given by
ε±(κ) = ± 1
2pi
tan−1
(√
1− u20(κ, 2pi)
u0(κ, 2pi)
)
, (27)
where we have again made explicit the momentum depen-
dence. Therefore, the calculation of the quasienergy spec-
trum reduces to finding u0(2pi), which in turn amounts to
calculate both |m(2pi)| and mz(2pi). However it is impor-
tant to point out that for studying the dynamical behav-
ior of any physical quantity of interest all the equations
(26) need to solved. In the following we use the notation
εj to denote the approximate quasienergy spectrum ob-
tained by means of a j-order truncation of the ME. To
first-order, the components of the vector m(τ) are found
by integration of equation (18) which leads to
mx(τ) =
Λ sin γ
2
( sinω+τ
ω+
+
sinω−τ
ω−
)
my(τ) =
Λ sin γ
2
(1− cosω+τ
ω+
+
1− cosω−τ
ω−
)
mz(τ) = −Λ cos γ sin τ.
(28)
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Fig. 2. (Color online) The quasienergy spectra obtained by
means of an exact numerical diagonalization (black line) and
the first-oder ME approximation (green line) evaluated at
λR = 0.27Ω, well below the boundary value derived from the
convergence condition reported in reference. [17] Fixing Ω as
energy scale one finds good qualitative and quantitative agree-
ment between the first-order ME and the numerical exact so-
lutions within one period as shown in panel a (b) for vanishing
(finite) intrinsic spin-orbit contribution ∆.
In order to simplify the notation we have introduced the
shifted frequencies ω± = ω0 ± 1. Notice that for τ = 2pi,
the component mz(τ) vanishes. Therefore, the modulus
m(2pi) ≡ m becomes
m =
4piΛκ
ω+
|sinc(piω−)|. (29)
and we get to first-order in the interaction strength
ε±(κ) = ± 1
2pi
tan−1
(√
1− cos2 piω0 cos2m
cospiω0 cosm
)
, (30)
whereas taking into account the second-order contribu-
tions leads to rather lengthier expressions since now we
have |m(2pi)| =
√
m2z +m
2
||, with
|m||| = 4Λκ
∣∣∣∣∣pisinc(piω−)ω+ − 2Λδsinc(piω0)ω0(ω20 − 4)
∣∣∣∣∣
mz =
4Λ2κ2
ω+ω−
[
pi
ω0
− sin(2piω0)
ω+ω−
]
. (31)
In the appendix we summarize the results for the con-
tributions to the ME up to the third-order. In figure 2
we show the first-order ME quasienergy spectrum corre-
sponding to λR = 0.27Ω (i.e., well below the critical value
λR = 0.78Ω). Panel a (b) shows the result for zero (finite)
intrinsic spin-orbit contribution. In both panels of figure 2
the green line corresponds to the first-order ME whereas
0 1 2vF k / Ω
0
1
ε
 
/
 
Ω
0 1 2vF k / Ω
0
1
ε
 
/
 
Ω
Exact
ε
1
ε
2
ε
3
λR = 0.5Ω λR = 0.6Ω
(a) (b)
Fig. 3. (Color online) Quasi-energy spectra for exact (black,
continuos line), first (green, continous, line), second (red, con-
tinous line) and third (violet, dashed line) ME solutions for
vanishing δ = 0 mass term. In this strong coupling regime with
values of the effective coupling amplitude below the one given
by the convergence criteria λR = 0.78Ω reported in[16,17] the
third-order ME fits very well the exact result (see discussion
in the main text).
the black line is the result from the exact numerical diag-
onalization. Thus, for this small coupling we see that even
the first-order ME solution fits qualitatively and quanti-
tatively well the results from the exact numerical solution
and describes properly the gap opening at finite momenta
reported in references [19,20,21], with the largest gap lo-
cated at ω0 = 1/2. To approach the convergence bound
λR = 0.78Ω, higher order contributions to the ME need
to be included. This is shown in figure 3 where we present
the exact numerical solution (black continous) along with
the first (green, continous line), second (red, continous
line) and third (violet, dashed line) order one-period ME
approximation for λR = 0.5Ω (a) and λR = 0.6Ω (b). As
the convergence is not changed by ∆ we restrict ourselves,
without loss of generality, to the case ∆ = 0. From panel
(a) in 3 we find that up to λR = 0.5Ω only third-order
ME fits well the numerically exact solution, with minor
deviations in the vicinity of the zero of the exact solution.
This zero of the quasienergies appears in the vicinity of
vF k = Ω. As it is depicted by the arrows, this discrepancy
is more noticeable in panel (b).
On the other hand, in panel (a) of figure 4 we explore
the RSO coupling regime at the boundary λR = 0.78Ω
whereas in panel (b) we set λR = Ω, i.e., beyond the con-
vergence domain. In the left panel we notice that even at
the convergence boundary the truncated ME solution ε3
(violet, continuous line) does not properly describe the lo-
cations of the gap openings from the exact solution (black,
continuos line), and also shows a wavelike behavior indi-
cating that more terms are needed to get a better approx-
imation. This is a consequence of the perturbative nature
of the approach. Still, we find that the ME solution qual-
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Fig. 4. (Color online) Quasi-energy spectra for exact (black
line) and third-order (violet line) ME solutions, for vanishing
(δ = 0) mass term. We notice that at λR = 0.78Ω the third-
order ME considerably deviates from the exact result as more
terms in the perturbative expansion are required to fit the ex-
act solution. However, at larger λR = Ω(panel b), the ME does
not converge and addition of more terms would not improve
the approximated quasienergy spectrum.
itatively “follows” the exact solution. For coupling values
beyond the convergence bound (right panel) the discrep-
ancies are more obvious because even the full ME solution
breaks down. In contradistinction to the improvements re-
sulting from adding of more terms to the ME, due to the
convergence restriction, the coupling regime λR > 0.78Ω
is not suitable to be treated by means of the ME approach.
Although the convergence restriction restrains the ap-
plicability of the ME it is important to remark that one
of its main advantages over the numerical Fourier-mode
counterpart is that we can get valuable analytical infor-
mation on the momentum dependence of the gaps by just
finding the maxima of the first-period quasienergy ε+ ≡
ε(κ). For instance, within the low coupling limit the first-
order ME expressions given in equation Eq. (27) appropri-
ately gives the expected result for the gaps at 2κ = 1. Yet,
we notice in panel (a) of figure 4 that for large values of
the coupling constant, the gap is noticeable shifted from
2κ = 1. Its behavior is obtained from the maxima of
ε(κ) =
1
2pi
tan−1
(√
1− u20(κ)
u0(κ)
)
, (32)
that leads to the following expressions(
2u20 − 1√
1− u20
)
∂u0
∂κ
= 0,
1
2pi
[
u0[1 + 2(1− u20)]
(1− u20)3/2
(
∂u0
∂κ
)2
+
2u20 − 1√
1− u20
∂2u0
∂κ2
]
< 0,
where, to simplify the notation, we have set u0(κ, 2pi) =
u0. The first relation implies either u
2
0 = 1/2 and/or
∂u0
∂κ =
0. However, substitution of u20 = 1/2 on the second con-
dition leads to the contradiction (2∂u0∂κ )
2 < 0. Then, the
maxima are found from the (in principle) simplified con-
ditions ∂u0∂κ = 0,
∂2u0
∂κ2 < 0.
5 Discussion
The fact that changing to the interaction representation
improves the convergence of the ME is certainly not a
peculiarity of the model considered here. For example,
Pechukas and Light[14] showed that this is also true for
the paradigmatic example of a driven quantum harmonic
oscillator. In particular, for the linearly driven quantum
harmonic oscillator the ME terminates at second-order,
and thus no truncation is necessary. Hence, only conver-
gence issues have to be dealt with. In addition, for a two-
level driven problem the same authors show that the m-
th order ME solution gives a more accurate description
of the dynamics than perturbation theory to the same
order of approximation. This higher degree of accuracy
is associated to the unitarity preserving property of the
ME approach. Salzman[22] and Fernandez[23] also deal
with the driven quantum harmonic oscillator and con-
clude that the ME solution will always converge for times
within the first period 0 < t < T . This problem admits
an exact analytical solution and the authors show that
the ME solution gives a proper account of the dynamics
apart for values of the driving frequency near resonances.
Our results indicate that, within its convergence domain,
the truncated ME provides a suitable description of the
dynamical behavior of physical quantities within the time
window 0 < t < T . However, due to the momentum in-
dependence of the restriction λR = 0.78Ω, we found that
intermediate values of the coupling (0.5Ω ≤ λR ≤ 0.6Ω),
the quasienergy spectrum is properly described even at
resonances by the third-order truncated ME. Concern-
ing energy scales the value of the intrinsic and extrin-
sic spin-orbit coupling parameters ∆ and λR in graphene
have been obtained by tight binding [24] and first princi-
ple calculations [25,26]. They gave estimates in the range
10−6−10−5 eV, much smaller than any other energy scale
in the problem (kinetic, interaction and disorder). How-
ever, the RSOC strength has recently been reported[27]
from the band splitting to be of order 2λR ≈ 225 meV.
Using this value and the boundary (in full dimensional
form) 2λR = pi~Ω/2 and putting Ω = 2piν we get the
corresponding frequency to be ν ≈ 35 THz. In addition,
we have seen that comparing the semi-analytical to the
exact numerical approach a key feature of the dynami-
cal description by means of the truncated ME approach
is that explicit formulae are obtained for the quasienergy
spectrum. Therefore, the analysis of the gap openings in
the low and intermediate coupling regime can be given
a semi-analytical treatment. This feature might provide
useful information on the underlying physical processes
leading to a better understanding of the nature of these
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important features of the quasienergy spectrum in more
complicated setups.
6 Conclusions
In this work we have described semi-analytically the quasi-
energy spectrum of charge carriers in graphene under ac-
driven RSOC interaction by means of the ME approach.
We have shown that within the Schro¨dinger picture the
ME is only applicable within a small neighborhood of
the Dirac point and makes it non suitable to describe
the induced gap openings at finite momenta. This diffi-
culty is overcome by changing to the interaction picture
where the convergence domain becomes momentum inde-
pendent and just restricts the effective coupling to val-
ues λR ≤ 0.78Ω. Although using this formulation the
truncated ME evolution operator violates the stroboscopic
property, we found that for low values of the coupling con-
stant the truncated first-order ME solution fits very well
the exact quasienergy spectrum. In addition, for values of
the coupling constant up to λR = 0.5Ω the spectrum is
properly described by the third-order ME solution. Eval-
uation at the boundary λR = 0.78Ω shows the need to
include more terms, whereas for values such as λR = Ω
the Magnus approximation breaks down. As shown in pre-
vious works[8,22] the ME always converges in 0 < t < T ,
and therefore our results for the one-period quasienergy
spectrum are in agreement with these previous reports.
In contrast to its numerical counterparts, one of the key
features of the ME approach is that its analytical nature
allows the determination of the momentum dependence of
the gaps from which valuable information on the position
of the resonant processes can be obtained. In summary,
we have shown that implementation of the ME approach
provides a valuable tool to get physical insight into the
mean features of a driven problem and it would shed light
on the description of more complicated driven problems,
provided good care is paid on determining the appropriate
parameter ranges as we have discussed.
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Appendix
Derivation of second and third-order contributions to
the ME in the interaction picture
The adimensional dynamical generator in the interaction
picture is written in terms of the Pauli matrices as
VI(τ) = Λ cos τ
[
sin γ
(
cosω0τσx − sinω0τσy
)− cos γσz].
(33)
Using the symplifying notation VI(τj) = Vj , and denot-
ing the second and third-order contribution to the ME
respectively as M2 and M3, one has
M2(τ) =
−i2
2
∫ τ
0
dτ1
∫ τ1
0
[
V1, V2
]
dτ2
M3(τ) =
−i3
6
∫ τ
0
dτ1
∫ τ1
0
dτ2
∫ τ2
0
([
V1,
[
V2, V3
]]
+
[
V3,
[
V2, V1
]])
dτ3.
(34)
Performing the integrations, and evaluating at one period,
i.e. τ = 2pi, we obtain for the second-order ME term the
result
M2(2pi) =
Λ2
2
(
ω20 − 4
)(
ω20 − 1)2
{
4 sin 2γ sinpiω0
×(σx cospiω0 − σy sinpiω0)(ω20 − 1)2
−ω0σz
[
pi
(
ω20 − 1
)− ω0 sin 2piω0]
×(ω20 − 4)(1− cos 2γ)
}
.
(35)
Therefore, to second order we get now a finite σz compo-
nent that shifts the zeroes of the quasienergy spectrum as
shown in figures 3 and 4. From this expression we explic-
itly see the appeareance of another resonance at Ω = 2Ω0,
in addition to that corresponding to Ω = Ω0, which is
properly described by the first-order ME solution as it
was explicitly worked out in section IV. This additional
resonant contribution weights the higher momentum gap
openings that are shown in figures 2-3, yet they are small
in amplitude as compared to the one-photon resonance
leading to the largest gap opening. This is in agreement
with the Fourier-mode expansion solution for moderate
values of the effective coupling strength Λ.
In order to use the ME solution for values close to the
convergence boundary given by Casas,[17] we have also
evaluated the first-period third-order contribution to the
ME. After integration up to the first period one finds in
this case the results
M3(2pi) =
Λ3ω0 sin γ
6
(
ω20 − 1
)3(
ω20 − 4
)(
ω20 − 9
)
×
{
12 sin 2γ sin 2piω0
(
ω20 − 9
)(
ω20 − 1
)2
σz
+
(
σx cospiω0 − σy sinpiω0
)(
ω20 − 4
)
×
[
ω0 cos 2γ
(
3ω0 sinpiω0
(
2 + 11
(
3− ω20
))
+
(
ω20 − 9
)(
6pi cospiω0
(
ω20 − 1
)− ω0 sin 3piω0))
−(ω20 − 9)(6pi cospiω0(ω20 − 1)− ω20 sin 3piω0))
−3 sinpiω0
(
16 + 3ω20 + 5ω
4
0
)]}
,
(36)
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which, as expected, contains higher order photon reso-
nant contributions. Continuing this perturbative treat-
ment, larger domains of values the coupling strength are
reacheable but the addition of higher order terms lead to
rather lengthier expressions and go beyond the main focus
of the present work.
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