This paper presents a two-stage damage diagnosis strategy for damage detection and localization. Auto-regressive moving-average (ARMA) models are fitted to time series of vibration signals recorded by sensors. In the first stage, a novel damage indicator, which is defined as the distance between ARMA models, is applied to damage detection. This stage can determine the existence of damage in the structure. Such an algorithm uses output only and does not require operator intervention. Therefore it can be embedded in the sensor board of a monitoring network. In the second stage, a pre-whitening filter is used to minimize the cross-correlation of multiple excitations. With this technique, the damage indicator can further identify the damage location and severity when the damage has been detected in the first stage. The proposed methodology is tested using simulation and experimental data. The analysis results clearly illustrate the feasibility of the proposed two-stage damage diagnosis methodology.
Introduction
Civil infrastructures, such as buildings or bridges, begin to deteriorate once they are constructed and used. There are few quantifiable methods to determine if a building or a bridge is safe after a significant earthquake. Damage detection and localization, which is often referred to as damage diagnosis, is therefore crucial for assessing the safety of inservice civil infrastructures. Furthermore, early and accurate damage diagnosis can prevent catastrophic failures and save maintenance costs significantly.
Some traditional damage diagnosis techniques using nondestructive evaluation (NDE), such as acoustic, magnetic and thermal field, radiography, and eddy current methods, have been developed. Such methods are primarily used for damage characterization and as a severity check, requiring a priori knowledge of the possible damage sites. NDE is usually carried out off-line in a 'local' manner after the damage has been detected and located. Meanwhile, vibration-based methods are used for global assessment. Most vibration-based methods are concerned about either finding shifts in modal frequencies or changes in mode shapes. They are often referred to as mode-based methods. Within the broader family of vibration-based methods, time-series-based methods become another important category. Such methods are data-based rather than physics-based, thus bringing an obvious advantage, that is, no physical or finite-element models are required [1] .
During the past decade, time-series-based methods have been receiving increasing attention and a large amount of related research has been documented and published. A statistical pattern recognition methodology was presented by Sohn et al [2] . The dynamic signals recorded were modeled using auto-regressive (AR) time-series models. By statistically examining changes in AR coefficients, they could classify signals from either undamaged or damaged systems. Worden et al [3] considered a statistical process control approach to damage detection, using the mean and variance of the residuals of the AR model to form the statistical process control charts. Mattson et al [4] chose the standard deviation of the residual of the vector AR (VAR) model as the damage indicator. Nair et al [5] proposed a sensitive damage feature which only takes the first three AR coefficients of the autoregressive moving-average (ARMA) model. Basseville et al [6] presented a stochastic subspace identification method utilizing a subspace-based residual to damage detection and localization. Omenzetter et al [7] addressed bridge monitoring through analysis of the time histories of static strain data, by observing various changes in coefficients of the vector seasonal auto-regressive integrated moving-average (ARIMA) model. These approaches do not require mathematical modeling of the structure, which is a time consuming and difficult task, especially for complex and large structures [8] .
ARMA models are often applied to time-series representation. A reference ARMA model, which is fitted to the vibration response of the undamaged structure, is able to represent the safe state. Once the structure is damaged, there should be a different model representing the damaged structure, and the distance between these two models may be correlated with the position and severity of the damage. For measuring the distance between ARMA models, a cepstral metric for ARMA models, which was firstly proposed by Martin [9] , is adopted in this study. This metric is equivalently related to a common distance that is widely accepted in system identification for comparing ARMA models, so-called subspace angles [10, 11] . Note that this cepstral distance is limited to single-input singleoutput (SISO) stochastic models or multiple-input multipleoutput (MIMO) stochastic models with mutually independent input processes with the same variance. In civil engineering, however, most excitations acting on structures are mutually dependent and correlated, such as wind, traffic or earthquakes. To overcome this difficulty, this paper uses a pre-whitening filter to minimize the cross-correlation among multiple excitations.
Based on the distance between ARMA models, a twostage time-series-based damage diagnosis methodology is proposed in this paper. The first stage uses a novel damage indicator, which is defined as the distance between ARMA models, to determine the existence of damage in the structure. If damage is detected, the second stage of damage localization analysis is accomplished by using the pre-whitening filter. As the whitening transform process is a collaborative signal process among a subset of sensors, this localization technique is fundamentally centralized. Meanwhile the first stage of damage detection is amenable to local (decentralized) processing in a sensor network, that is, raw sensor signals are processed on-sensor before being transmitted to the base station. This might be a means of data reduction and energy saving for sensor networks.
The layout of the paper is as follows. Section 2 describes the basic theory used in the paper, including the distance between ARMA models and the whitening transform. Numerical simulations will be performed to investigate the efficiency of the methods. Section 3 outlines the proposed twostage damage diagnosis methodology. Then, the numerical and experimental data are analyzed to evaluate the feasibility of the proposed methodology. It will be found that the proposed methodology can give information of whether and where the damage is potentially present in the structure simultaneously. At last, section 4 summarizes the concluding remarks.
Basic theory

Distance between ARMA models
Thr ARMA model is a proper response-only, parametric timeseries representation [12] . In this study, observation of the structural response that is recorded is modeled using the autoregressive moving-average (ARMA) representation, which is given by
The response of a structure at sample index n, as denoted by x n , is expressed as a function of p previous observations and q residual error terms. p and q are often referred to as the model orders of the AR and MA processes, respectively. The weights of the previous observations and residual error terms, a i and b i , are called the AR and MA coefficients, respectively. It is assumed that the residual error of the ARMA model, e n , is influenced by the unknown excitation to the structure and is modeled by a white-noise process with variance σ 2 . The system transfer function of the ARMA model in the z domain can be written as
where α i and β i are the poles and zeros of the model. The power cepstrum of the ARMA model can be expressed in terms of the variance of the unknown excitation and the poles and zeroes of the model, written as follows [13] :
To measure the distance between ARMA models, a metric based on the cepstrum is considered [9] . For two ARMA models M (1) and M (2) with the associated cepstrum coefficients C (1) n and C (2) n , the distance between ARMA models is defined as follows:
It can be proved that it is sufficient to consider AR parameters to measure the distance between ARMA models M (1) and M (2) [9] . This cepstral metric can be simplified using the poles of AR models as follows:
where p (1) , p (2) and α (1) i , α (2) i are the orders and poles of models M (1) , M (2) , respectively.
Pre-whitening filter
The distance between ARMA models depends implicitly on the input covariance matrix. The damage indicator denoted by this distance is limited to SISO stochastic models or MIMO stochastic models with mutually independent input processes with the same variance. In practice, however, the excitations acting on structures are mutually dependent and correlated, such as wind, traffic and earthquake loadings. To overcome this difficulty, a pre-whitening filter is proposed for cancellation of the spatial correlation of the excitations. The decorrelation techniques play important roles in signal processing. They are the basis for modern subspace methods of spectrum analysis and array processing and are often used in a pre-processing stage in order to eliminate redundancy or to reduce noise [14] . This signal pre-processing technology is applied to pre-whiten (decorrelate) the sensor signals from the vibration structure before conducting the damage localization.
In whitening, the m-dimension sensor signals x(k) are preprocessed by using the following whitening transformation:
where y(k) denotes the whitened signals, and W is the m × m whitening matrix. For this purpose, the matrix W is chosen so that the covariance matrix E{y(k)y(k) T } becomes the unit matrix I m . Thus the components of the whitened signals y(k) are mutually uncorrelated and they have unit variance, i.e.,
In general, the sensor signals x(k) are mutually correlated, i.e. the covariance matrix R xx is a full (not diagonal) matrix. It should be noted that the matrix W is not unique since, by multiplying an arbitrary orthogonal matrix to W from the left, a new W is generated and the equality (7) is still preserved. Usually, the covariance matrix of sensor signals x(k) is symmetric positive definite. It can therefore be decomposed as
where V x is an orthogonal matrix and Λ x = diag{λ 1 , λ 2 , . . ., λ m } is a diagonal matrix with positive eigenvalues λ 1 λ 2 . . . λ m > 0. Hence, under the condition that the covariance matrix is positive definite, the required decorrelation matrix can be computed as
or
where U is an arbitrary orthogonal matrix. By substituting (8) and (9) or (10) into (7), it can easily be verified that 
Case study
In this study, the distance between ARMA models is referred to as the damage indicator, which is representative of the damage severity and location. In order to demonstrate the performance of this damage indicator, simulation studies have been performed on a five-storey shear building structure model, which is depicted in figure 1 . This model can be simplified as a five degree-of-freedom (DOF) structure system. The structure is assumed to be subjected to ambient forces on every storey. The modal superposition algorithm is applied to simulate the dynamical responses of the structure system. It is assumed in this case that the mass of every storey is 100 kN, and the lateral stiffness is 1 MN m −1 . The damping ratio is assumed to be 3% for all modes. The undamaged natural frequencies of the simulated structure system were obtained, as shown in table 1.
To illustrate the structural damage and its different damage severities, the inter-storey stiffness reduction is assumed to be the structural damage and five damage levels, which are 10%, 20%, 30%, 40% and 50%. Hence there are 25 damage scenarios in total. The reference ARMA model, which is fitted to the acceleration time series from the original structure, represents the undamaged structure, while the new ARMA models are fitted to those from the damaged structure for different damage scenarios. Then the damage indicators are calculated as the distance between ARMA models representing the undamaged and damaged structures. The optimal order of the ARMA model is decided by the Akaike information criteria (AIC). In this case, eight to 12 orders of AR poles were appropriate.
For simulating a stochastic excitation similar to wind or traffic, the building model is assumed to be subjected to five identical filtered Gaussian white-noise processes on every storey. Thus, there are strong mutual correlations. To minimize the correlation, decorrelation processing of the data is required before calculating the damage indicators, otherwise it is hard to distinguish the damage location. By using the pre-whitening filter, the correlated sensor signals, say acceleration time series on each storey, are decorrelated so that they have unit variance. The effectiveness of the damage indicator depends on the pre-whitening filter. It is evaluated by a comparative study. The damage indicators have been calculated using the original (without pre-whitening filter) and pre-whitened (with pre-whitening filter) acceleration time series, respectively, as shown in figure 2. It is verified that there is significant improvement in localization of the damage.
For different damage scenarios, 25 corresponding damage indicators are calculated. It is shown in the figure that the bars in the first window present the damage indicators for damage scenarios where the damage occurs in the first storey, and so on. The different colors imply different damage levels, that is, deeper color means more severe damage. Figures 2(a) and (b) show the results without and with data pre-processing using the whitening filter, respectively. It is evident that without the pre-whitening filter, the damage indicator can detect damage but fails in telling the damage location whereas, when using the pre-whitening filter, it succeeds in both identifying the damage location and estimating damage severity. It should be noted that the inter-storey stiffness is associated with the two adjacent storeys, both of which have shown variability on damage indicators. The damage indicators increase in almost direct proportion to the damage severity, as shown in figure 2 . It is therefore concluded that the whitening filter can deal with the difficulty due to mutual correlation among multiple inputs, and therefore improve the performance of the proposed damage indicator defined as the distance between ARMA models, especially for damage localization.
Damage diagnosis methodology
The time-series-based methods offer many potential advantages over alternatives, such as no requirement for physical or finite-element models, and inherent accounting for uncertainty through statistical tools. They are also feasible for damage diagnosis using ambient excitation only, including traffic, wind or earthquakes. However, a limited number of papers have been reported on the application of time-series analysis in the area of damage diagnosis of civil infrastructures. A possible reason is that most of the aforementioned studies [2] [3] [4] [5] [6] [7] are in principle residual-based methods associated with statistical tools, a disadvantage of which is that they are probably limited to damage detection and are difficult for damage localization or quantification.
The present research offers a new strategy for time-series analysis to understand the dynamic responses recorded on a civil infrastructure, by taking into account the variability of a novel inter-model distance as a result of structural damage. By observing various changes in this distance-based damage indicator, information on structural damage including its location and severity can be revealed. The main targets for this study are: (1) detection of structural deterioration or abrupt damage; (2) assessment of the characteristics of these structural changes.
For this purpose, this study is to address the damage diagnosis problem in the context of a two-stage strategy by using the aforementioned tools:
Stage 1. Damage detection is carried out continually, periodically (daily, weekly), or after a significant earthquake or a major loading. The damage indicator, which is defined as the distance between ARMA models, is examined to determine the existence of damage in the structure. the pre-processing of multiple mutually correlated responses using the pre-whitening filter is necessary for accomplishing this task.
Damage detection by distance between ARMA models
Assume that the structure, depicted in figure 1 , is subjected to a sudden change, which is also simulated by stiffness reduction. Numerical simulations of on-line monitoring of the structural health, that is the first stage of the damage diagnosis methodology, were carried out. In a health monitoring system, the acceleration time histories of all storeys are recorded over long time periods or at regular intervals, say an hour or one day. In this simulation case, 100 data sets are simulated and each comprises 10 000 sampled data (at a sampling period of 0.001 s, hence a total of 10 s in period time). The former 50 data sets are simulated acceleration time histories from the safe structure, while the latter 50 are from the damaged structure. The first data set is considered as the reference representing the safe structure. Then, the damage indicators are calculated using the distance between ARMA models of the reference data set and other data sets in unknown states one by one. As a result, figure 3 shows the monitoring results for calculated damage indicators from the fifth storey, for two damage cases of 30% and 50% stiffness reduction. It is observed from the figure that, as the first damage indicator is the distance between the same data sets, the value is therefore to be zero. The damage indicators over the monitoring period can promptly catch the sudden structural change and clearly distinguish the different states. It should be noted that the magnitude of the damage indicator for the 50% damage case is clearly larger than that for the 30% damage case, which is consistent with the result in section 2.3.
Damage localization by pre-whitening filter
The second stage of the damage diagnosis methodology, which is damage localization, has been applied to experimental data from a shake-table test [15] . The test structure model is a fivestorey steel structure, depicted in figure 4 . Figures 4(a) and (b) show the long side and short side of the structure, respectively. As shown in the figure, the central columns and braces on the long side have been installed on every storey of the original model. The weight of each storey is 2.57 tons and the storey heights are all 1 m. The length of the long side is 3 m, while that of the short side is 2 m. The mode characteristics of this experimental building model, including the natural frequencies and damping ratios of the original structure, were identified by an auto-regressive exogenous (ARX) model [16] , as shown in table 2. The excitation in the test is white noise with a bandwidth of 0-200 Hz generated by the vibration exciter, along the longside direction. On each storey and shake table (the base of the structure), two accelerometers were mounted on both long sides to record the acceleration responses along the long-side direction; 12 accelerometers in total on the structure. On each long side, there are six accelerometers, which are A series and B series respectively, as shown in figure 4 . The acceleration time histories were recorded with the sampling period 0.005 s, for 40.92 s. Thus each record has 8192 sampled data.
The structural damage was simulated by removing the central columns and braces step by step. First, three damage cases have been considered: the central column on the first, third and fifth storeys, respectively, were removed, as shown in figures 5(a)-(c) . The original structure, as shown in figure 4 , is considered as the reference (safe state). Twelve acceleration time series were divided into two groups, which are from the A series and B series of accelerometers, respectively. Before calculating the damage indicators, each group of time series has been pre-processed by the pre-whitening filter to cancel the correlation. As a result, figure 6 shows the calculated damage indicators, that is, the inter-model distance between the reference structure and each damaged structure at every sensor location. As shown in this figure, the A and B points are the damage indicators from the A and B series of accelerometers, respectively. The damage indicators are highest near the damaged storeys. For each damage case, the damage indicators are capable of judging the rough damage location, which is clearly observed from figures 6(a)-(c).
Then, the damage location method was evaluated using further structural damage test data. After removing all central columns on every storey, three damage cases were considered, by removing the braces on the first, third and fifth storeys respectively, as shown in figures 7(a)-(c). In this experiment, the reference structure is the structure without central columns, which differed from the above one. However, the results of damage indicators are very similar to the abovementioned cases, as shown in figure 8 . It can be concluded that damage in the structure can be detected and localized with sufficient confidence. Additionally, comparable studies, examining the damage indicators when using or without using the pre-whitening filter, have also been carried out. The same conclusion as mentioned above in section 2.3 can be obtained, i.e. if using only the damage indicators without the pre-whitening filter, damage localization is impossible.
Concluding remarks
We presented a novel vibration-based damage diagnosis methodology that can be used for damage detection and localization. The analysis results presented in this paper clearly illustrate the feasibility of the proposed two-stage damage diagnosis methodology for identifying the severity and location of the damage from data sets collected by a monitoring network of distributed sensors in a large structure. The damage indicator, which is defined as the distance between ARMA models, is expected to predict and identify global or local damage within the structure and aid in the development of onboard health monitoring for an in-service structure. With the help of a pre-whitening filter, the damage indicator can further provide detailed damage information on location and severity.
As the first stage, that is, the time-series based and decentralized algorithm, elaborate physical or finite-element models are not required. Hence, such an approach is particularly suitable for large sensor networks, which are able to process data on each sensor board. Using the embedded damage detection algorithm, only damage indicators need to be transmitted to the base station, thus saving power consumption of sensors. This time-series algorithm uses output only. It can therefore be applied to situations where the excitation is immeasurable or where the controlled force excitation is impractical. While these results are encouraging, some potential limitations associated with this technique require further investigation, such as the requirement of complete measurement, especially incorporating a pre-whitening filter; the ability to handle measurement noise; and the detection of other types of damage, such as hysteresis.
