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Abstract
In cellular networks, channels must be assigned to call requests so that interference constraints are respected and
bandwidth is minimized. The number of call requests per cell is continually changing, making channel assignment naturally
an online problem. We describe two new online channel assignment algorithms for networks based on a regular hexagonal
layout of cells, where interference levels depend only on the distance between cells. Such networks can be modeled by
so-called hexagon graphs. Our model incorporates di5erent separation constraints, prescribed minimal di5erences between
channels assigned to cells within a certain distance of each other. The algorithms presented are the 6rst to take into account
separation constraints between non-adjacent cells in this type of layout. The algorithms are distributed in nature: each
cell server will need only a limited exchange of information with cells in its proximity to make decisions on its channel
assignment.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
The Channel Assignment Problem in a cellular network is the problem of assigning frequency channels to communi-
cation links. Requests for links vary over time and throughout the network. Available bandwidth is limited and costly,
motivating operators to optimize channel reuse. Channel reuse is the simultaneous usage of the same channel at di5erent
locations in the network. However, reuse is limited by interference constraints, which restrict the channels that can be
used simultaneously in particular cells.
Good channel assignment is essential for all voice, data and other communication cellular networks which are based
on Frequency Division Multiple Access (FDMA). In FDMA systems, the available radio spectrum is divided into small
frequency bands of a prescribed bandwidth. Each frequency band corresponds to a radio channel, and each communication
link is assigned one such channel. (Advanced systems, such as GSM, assign more than one link to each channel by using
time sharing. However, this does not change the basic premise of the system.) Channels located close to each other in the
spectrum are more likely to interfere, and therefore cannot be used in cells that are geographically close together. FDMA
is used by most of the earlier cellular telephone networks and forms the basis of a large part of the new generation of
Personal Communication Service (PCS) systems.
The Channel Assignment Problem was 6rst studied in the late 1970s [5]. Since that time, most work has concentrated on
the static problem of 6nding a global channel assignment for a certain network and pre-speci6ed, static parameters. (For
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a general overview see [7].) More recently, however, an algorithmic approach to channel assignment has been developed.
General online channel assignment algorithms are described in [2,3,10,14], among others, and in [9], theoretical limits on
the competitive ratio of general online channel assignment algorithms are derived. In [8], a framework is described for
the evaluation of channel assignment algorithms in the context of distributed and online algorithms. We will follow this
framework in our paper.
In this paper, channel assignment algorithms are given for cellular networks with a regular hexagonal layout. The
interference constraints are modeled by a set of separation constraints. These constraints dictate the separation, in the
radio spectrum, that must exist between channels assigned to cells within a particular distance of each other. Previous
results regarding hexagonal graphs can be found in [4,6,8,11,15]. However, this paper is the 6rst to consider distributed
online algorithms for hexagonal networks with di5erent separation constraints for channels assigned to the same or adjacent
cells, and for channels assigned to cells at distance two from each other.
The algorithms presented here are distributed and deterministic. Each node in the network is considered to be an
independent server, and the algorithm runs simultaneously on these servers. Each server computes its own local assignment
of channels deterministically, based only on a small amount of pre-computed information (not dependent on the weights),
and local information of the state of the network. Following the de6nitions of [8], the maximum graph distance over
which a node server can acquire information is a parameter of the algorithm. Formally, a distributed channel assignment
algorithm is k-local if each node server computes its assignment knowing only the pre-computed information and the
weights of all nodes at graph distance k or less from it.
The demand for channels is subject to change, and servers must adapt to these changes by making minimal changes
to the existing assignment. Although we only describe static algorithm in this paper, by the results from [8], they can be
automatically extended to online algorithms.
For the evaluation of our algorithms, we use the well-known criteria of performance ratio (for static algorithms) and
competitive ratio (for online algorithms). An approximation algorithm for channel assignment has performance ratio p
when the span (bandwidth) of the assignment produced by the algorithm on (G; w) is at most pS(G; w) + I(1), where
S(G;W ) is the minimum span of any assignment for (G; w). Here we consider the span to be a function of the weights
and the size of the graph, so the I(1) term can include terms that depend on the constraints ci. An online channel
assignment algorithm is c-competitive when, for any weight sequence wt , the span used by the algorithm never exceeds
c ·maxt S(G; wt) + I(1).
To evaluate the performance ratio and competitive ratio we use a folklore bound derived from the maximum weight on
a clique in a graph. Precisely, if U is a set of nodes in a constrained graph G=(V; E; c0; : : : ; c‘) such that all nodes in U
are at graph distance d or less from each other, then the span of any assignment of (G; w) is at least cd(
∑
u∈U w(u)− 1).
1.1. Channel assignment de8nitions
A cellular network can be conveniently represented by a graph and a set of constraint parameters. In this paper we
represent a cellular network by a graph G with node set V and edge set E, where the nodes correspond to the cells of the
network, and edges correspond to pairs of neighbouring cells. For the basic de6nitions of graph theory we refer to [1].
In terminology consistent with the network which the graph represents, a node adjacent to node v is called a neighbour
of v, and the set of all neighbours of v is the neighbourhood of v.
A class of graphs with particular importance in the context of channel assignment are the hexagon graphs. A hexagon
graph is an induced subgraph of the triangular lattice. Here, the triangular lattice is considered to be a graph whose
nodes are the points of the lattice, and edges exist precisely between neighbouring points. Hexagon graphs are named
thus because they can be used to represent a cellular network with regular, hexagonal cells. Since decay of a radio signal
is proportional to the distance from a transmitter, the coverage area of a transmitter will naturally have a circular form.
Hexagonal cells have the advantage that they approximate this shape and yet are easily stacked. In practice, limitations
imposed by the terrain may force the cellular network to deviate from the ideal hexagonal layout. However, for the new
generation of cellular networks based on Low Earth Orbit (LEO) satellites, the hexagonal layout is especially relevant.
Fig. 1 shows an example of a hexagon graph and the underlying cellular network.
We will assume that the lattice is generated by the vectors x = (1; 0) and y = (12 ;
√
3=2), and we will use the lattice
coordinates to identify the nodes of our graphs. More precisely, node (i; j) will denote the node corresponding to lattice
point ix + jy.
The amount of interference possible between channels used in di5erent cells generally depends on the distance between
the cells. Since in our model adjacency is based on neighbouring cells, graph distance can be used to approximate the
distance, and hence the level of possible interference, between cells. The graph distance d(u; v) between two nodes is the
length of the shortest path between these nodes. Thus the graph distance between adjacent nodes equals 1, and d(u; u)=0
for every node u.
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Fig. 1. An example of a hexagon graph with an arithmetic assignment generated by 2 and 5, with a modulus of 9.
If signals are carried by radio frequencies that are close together, they generally will have higher interference levels than
otherwise. Hence, it is commonly required that channels assigned to cells that are geographically close must be spaced
further apart in the radio spectrum. This can be included in our graph model by adding separation constraints. Firstly,
channels may be represented by integers. Then, for each pair of cells, the separation constraint prescribes the minimum
di5erence between any pair of channels assigned to these cells. For a detailed description of the model, see for example
[12].
A constrained graph G = (V; E; c0; : : : ; ck) is a graph G = (V; E) with some separation parameters c0; : : : ; ck . Here c0
represents the minimum separation between pairs of channels assigned to the same node, c1 gives the separation constraint
between adjacent nodes, and, in general, ci gives the separation constraint between pairs of nodes at graph distance i of
each other.
The last parameter of the cellular network that must be incorporated in the graph model is the demand for channels,
i.e. the number of calls to be serviced in each cell. In the static case, this demand will usually represent a prognosis
about future demands. In the online model, the weights are considered to be changing constantly, and can thus be used
to model actual call requests.
A constrained, weighted graph is a pair (G; w) where G is a constrained graph and w is a positive integral weight
vector indexed by the nodes of G. The component of w corresponding to node u is denoted by w(u) and called the
weight of node u. The weight of node u represents the number of calls to be serviced at node u. We use wmax to denote
max{w(v) | v∈V} and wmin to denote the corresponding minimum weight of any node in the graph.
In the context of this graph model, we now give a formal de6nition of a channel assignment. A channel assignment
for a constrained, weighted graph (G; w), where G= (V; E; c0; : : : ; ck), is an assignment f of sets of non-negative integers
(which represent the channels) to the nodes of G which satis6es the conditions:
|f(u)|= w(u) (u∈V );
i∈f(u) and j∈f(v)⇒ |i − j|¿ c‘ if d(u; v) = ‘:
The goal of good channel assignment is to minimize bandwidth, represented by the span of the assignment. The span of
a channel assignment f for a constrained weighted graph is the di5erence between the lowest and the highest channel
assigned by f. The span of a constrained, weighted graph G and a positive integer vector w indexed by the nodes of G
is the minimum span of any channel assignment for (G; w).
2. Algorithms
In this section, we describe two distributed online or static channel assignment algorithms for a constrained hexagon
graph G=(V; E; a; a; b), where a¿ b¿ 0. The 6rst algorithm is based on an initial assignment which would be optimal if
all the weights were equal, combined with a borrowing phase to account for di5erences in weight. The second algorithm
uses an auxiliary algorithm designed for constraints a = 1, b = 0 to 6nd an assignment for general parameters a and b.
Its performance and locality will depend on the auxiliary algorithm that is used.
2.1. Arithmetic borrowing (AB) algorithm
We 6rst describe an algorithm which is valid when a¿ 2b. This algorithm is based on an initial labeling f of the
nodes derived from the coordinates of the nodes in the triangular lattice. Precisely,
f(i; j) = ia+ j(3a+ b) (mod N );
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Fig. 2. The arithmetic assignment used in the AB algorithm.
where N = 5a + 3b. The labeling is shown in Fig. 2. Labelings of this type were introduced in [16], where they were
used as channel assignments for unweighted graphs.
Note that f has the property that N¿ a, a6f(i; j)6N − a for all neighbours of (0; 0), and b6f(i; j)6N − b for
all nodes at graph distance 2 from (0; 0). (Since f(0; 2)= a− b this only holds if a¿ 2b.) Hence f naturally generates a
channel assignment for G. Namely, assign to each node (i; j) only channels from the set {f(i; j)+kN | k ∈N}. Now for any
pair of channels 1; 2 assigned to nodes (i; j) and (i′; j′) at graph distance 2 we have that |1−2| ≡ |f(i′; j′)−f(i; j)| ≡
|f(i′− i; j′− j)|mod N . Since (i′− i; j′− j) has graph distance 2 to (0; 0), it follows that |1−2|¿ b. A similar argument
holds for nodes at graph distance 1.
It is also the case that b6f(i; j)6N−b even for nodes (i; j) at graph distance 3 of (0; 0). So, any channel assignment
derived from f has the property that the nodes at graph distance 3 also have separation at least b.
2.1.1. Local Information
Every node v = (i; j) knows its value under f, f(i; j), and is able to identify its neighbours and their positions with
respect to itself, and receive information about their weights. Speci6cally, v is able to identify the neighbours (i + 1; j)
and (i+1; j−1), and to calculate the maximum weight on a clique among its neighbours. More precisely, v can calculate
T (v), where
T (v) = max
{∑
u∈C




The AB algorithm begins by assigning channels according to f, followed by two “borrowing phases” where nodes with
high demand borrow unused channels from their neighbours. The assignment of channels to each node v = (i; j) is done
in three phases.
To make the description more manageable, we will assume that T (v) is a multiple of three. In instances where this is
not the case, T (v)=3 would simply replace T (v)=3 in the description, and similar results would be obtained.
Phase 1: Node v receives channels f(i; j) + kN , 06 k ¡min{w(v); T (v)=3}.
Phase 2: If v has weight higher than T (v)=3, say w(v) = T (v)=3 + , ¿ 0, then v will try to borrow channels
from its neighbour x = (i + 1; j). Precisely, if w(x)¡T (v)=3, then v receives channels f(i + 1; j) + kN , w(x)6 k ¡
min{w(x)+ ; T (v)=3}. Let  =max{0; T (v)=3−w(x)} be the maximum number of channels that v receives in this phase.
Phase 3: If v still has unful6lled demand after the last phase, in other words, if ¿ , then v borrows the remain-
ing channels from its neighbour y = (i + 1; j − 1). Precisely, in this phase v receives channels f(i + 1; j − 1) + kN ,
T (v)=3−  +  6 k ¡T (v)=3.
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2.1.3. Correctness
The channels assigned to a node in Phase 1 will be called the base channels, and the channels assigned in Phases 2
and 3 the borrowed channels. By the argument given when we introduced f, there is no possible conNict (violation of
the separation constraints) between base channels.
We saw earlier that f has the additional property that for any nodes (i; j) and (i′; j′) at graph distance 3, b6f(i; j)−
f(i′; j′)6N − b, so two base channels assigned to nodes which are at graph distance 3 from each other also have a
separation of at least b between them. Since any node borrows from a neighbour, this implies that there can be no violation
of a b-separation constraint between a borrowed channel and a base channel. Moreover, since the two nodes from which
a node can borrow are also neighbours, there can be no violation of a b-separation constraint between borrowed channels,
except possibly when two nodes at graph distance 2 actually borrow the same channel. An examination of Fig. 2 shows
that the latter is impossible.
Let us then consider possible violations of the a-separation constraint. Since a node only borrows from its neighbours,
and the cosite constraint, a, is the same as the separation constraint between neighbours, no conNict can occur between
channels assigned to the same node.
Since our algorithm is based on an arithmetic assignment, and the assignment at each node is identical up to translation
along the lattice, it suOces to consider possible conNicts that involve node v = (0; 0). Each neighbour (i; j) of v has
the property that a6f(i; j)6N − a, so there is no conNict between the base channels of the neighbours of v and the
channels (of the form a+ kN ) borrowed by v from its neighbour x = (1; 0) in Phase 2.
At 6rst sight, there might be a possible conNict between the channels borrowed by v from its neighbour y= (1;−1) in
Phase 3 (of the form 3a+ 2b+ kN ) and the base channels on node z = (0; 1) (of the form 3a+ b+ kN ). Suppose then
that w(v) = T (v)=3 +  where ¿ 0, and  ¡, where  =max{0; T (v)=3− w(x)} is the maximum number of channels
v could have borrowed from x in Phase 2. Then, in Phase 3 v borrows the channels f(1;−1) + kN , for T (v)=3−  +  
6 k ¡T (v)=3, while the base channels assigned to z are the channels f(0; 1) + kN , for 06 k ¡min{w(z); T (z)=3}.
If the highest value of k for z is less than the lowest value of k for v, then there is no possibility for conNict. Let
T = w(v) + w(x) + w(z). Since {v; x; z} is a clique with all its members within graph distance 1 of v, T (v)¿ T . Now,
w(z)=T −w(x)−w(v)6 T (v)−w(v)−w(x)=2T (v)=3− −w(x)6 T (v)=3− + , so there is no conNict since ¿ .
Lastly, we consider possible conNict between borrowed channels. Since the assignment is invariant under translation,
and since the base channels form a valid assignment, there can be no conNict between channels borrowed both in
Phase 2 or in Phase 3. However, there might be a possible conNict between a channel assigned to v in Phase 3 with
channels assigned in Phase 2 to z=(0; 1) or to u=(−1; 1). Suppose that v borrows in Phase 3. Then w(v)+w(x)¿ 2T (v)=3.
Let T = w(v) + w(x) + w(z). Then w(z)6 T − 2T (v)=36 T=36 T (z)=3, so z does not borrow any channels.
Let  and  be as before, and suppose that w(u) = T (u)=3 + ′, where ′¿ 0. Then u borrows channels 3a+ b+ kN ,
w(z)6 k ¡min{w(z) + ′; T (u)=3} from its neighbour z, while v borrows channels 3a + 2b + kN , T (v)=3 −  +  
6 k ¡T (v)=3 from y = (1;−1). Let T = w(v) + w(z) + w(u). Then w(z) + ′ = w(z) + w(u) − T (u)=36w(z) +
w(u)− T=3 = 2T=3− w(v)6 2T (v)=3− w(v) = T (v)=3− . So the highest channel borrowed by u lies below the lowest
channel borrowed by v, and thus there is no conNict.
2.1.4. Performance ratio
No channel higher than (T (v)=3)N is assigned to any vertex v, while for each v, a channel greater than (T (v)=3− 1)N
is assigned to a node in the neighbourhood of v. So the span of this assignment is at most !(5a+ 3b)=3−I(1), where
! is the maximum weight on any clique of G. By the lower bound mentioned in Section 1.2, S(G; w)¿ a!−I(1). So
the performance ratio equals !(5a+ 3b)=3=!a= 53 + b=a.
We have thus obtained the following result.
Theorem 1. The AB algorithm is a 1-local distributive channel assignment algorithm for parameters a; b where a¿ 2b,
with performance ratio 53 + b=a. Moreover, it can be converted into a 1-local online channel assignment algorithm with
competitive ratio 53 + b=a.
2.2. The extended multicolouring (EM) algorithm
When the constraint between nodes at graph distance 2 is dwarfed by the constraint between neighbouring nodes,
then channel assignments derived from multicolourings of the hexagon graphs are expected to give good performance. A
multicolouring is an assignment of sets of integers (colours) to the nodes of a weighted graph (G; w), so that each node
v receives a set of w(v) colours, and colour sets assigned to adjacent nodes are disjoint. Hence, a multicolouring of a
graph (G; w), where G = (V; E), corresponds to a channel assignment of the weighted constrained graph (G′; w), where
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Fig. 3. A colouring of G2 − G using four colours.
G′ = (V; E; 1; 1). By multiplying all colours of a multicolouring by a, we obtain a channel assignment for (G′′; w), where
G′′ = (V; E; a; a).
With some adjustments, we can also obtain a channel assignment for a constrained hexagon graph G=(V; E; a; a; b) from
a multicolouring. The EM algorithm uses as a basis any multicolouring algorithm. (For a discussion of these algorithms
see [13].) It also uses a (unweighted) colouring of G2 − G. (The graph G2 − G is the graph which has the same node
set as G, and two nodes are adjacent in G2 − G precisely when they have graph distance 2 in G.) A colouring is an
assignment of one colour to each node, so that colours on adjacent nodes are distinct. A minimal colouring for G2 − G
is shown in Fig. 3. Let h :V → {0; 1; 2; 3} denote this colouring.
2.2.1. Local information
Every node v knows its colour h(v) in the colouring of G2 − G. Moreover, any local information required by the
multicolouring algorithms is available to v.
2.2.2. Description
Every node v 6nds the set f(v) of colours that would be assigned to it by the multicolouring algorithm (operating on
the unconstrained graph, with the same weight vector). The 6nal assignment g is then found by combining h and f in
the following way:
g(v) = {(a+ 3b)i + bh(v) | i∈f(v)}
for all v∈V .
2.2.3. Correctness
It follows from the description of g that any two colours assigned to the same node di5er by at least a + 3b. Hence,
our 6rst separation constraint is satis6ed.
Now consider two distinct vertices u and v. Let x1 ∈ g(u) and x2 ∈ g(v) be colours assigned to nodes u and v, respectively.
Then there are channels i∈f(u) and j∈f(v) such that x1 = (a+ 3b)i + bh(u) and x2 = (a+ 3b)j + bh(v). Without loss
of generality, we may assume that x1¿ x2. Since h(u)− h(v)6 3, it follows that i¿ j.
Suppose d(u; v) = 1. Then f(u) and f(v) have no elements in common and i ¿ j. Therefore, x1 − x2 = (a + 3b)
(i − j) + b(h(u)− h(v))¿ (a+ 3b)− 3b= a, and the second separation constraint is satis6ed.
Suppose d(u; v) = 2. It follows that h(u) = h(v). If i ¿ j, then x1 − x2¿ a, as in the previous case. If i = j then
h(u)¿h(v), and x1 − x2¿ b(h(u)− h(v))¿ b. Hence, our 6nal separation constraint is satis6ed.
2.2.4. Performance ratio
The performance ratio of the EM algorithm will depend on the performance ratio of the underlying multicolouring
algorithm. Most multicolouring algorithms use the weighted clique number as a lower bound to evaluate the performance.
Let ! denote the maximum weight on any clique of G.
Suppose the multicolouring algorithm never uses more than p! + I(1) colours. By the bound mentioned in Section
1.2, a! − a is a lower bound on the span of any channel assignment of (G; w), where G = (V; E; a; a; b). The span of
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the channel assignment found by the EM algorithm is (a + 3b)s − I(1), where s is the number of colours that would
have been used by the multicolouring algorithm on the unconstrained graph with the same weight vector. Hence, the EM
algorithm has performance ratio
(a+ 3b)p!+I(1)







We see that the locality and the performance ratio of the EM algorithm depend on those of the multicolouring algorithm
used. The best known results for multicolouring of hexagon graphs are stated below.
Theorem 2 (From Janssen et al. [8]). For hexagon graphs there exists a 4-local multicolouring algorithm that uses at
most 4!=3 colours, a 2-local algorithm that uses at most 17!=12 colours, and a 1-local algorithm that uses at most
3!=2 colours.
We summarize these results in the following theorem.
Theorem 3. The EM algorithm, used with a k-local multicolouring algorithm which uses at most p! + I(1) colours
on any weighted hexagon graph (G; w), is a k-local distributed channel assignment algorithm for constrained hexagon
graphs, with performance ratio p′ = p(1 + 3b=a). Using the multicolouring algorithms from Theorem 2, we can obtain




















Moreover, the k-local version of the EM algorithm can be converted into a k-local p′-competitive online channel
assignment algorithm, where k and p′ take values from the table above.
3. Conclusions






competitive if a=b=2, (the smallest a=b ratio for which the algorithm is valid), and close to being 53 -competitive
when a=b becomes large. The EM algorithm is derived from a multicolouring algorithm, and its competitive ratio depends
on the locality required. The best competitive ratio that can be achieved with the known multicolouring algorithms is
4
3 + 4(b=a). For a=b¿ 9, this is the best competitive ratio available.
For the case where 16 (a=b)¡ 2, the AB algorithm is not valid, and the best EM algorithm gives a competitive ratio
of at least 103 (when (a=b)=2), and at worst
16
3 . In [4], Feder and Shende give a distributed online algorithm for the case
where a=1; b=1 with competitive ratio 73 . This algorithm can be easily modi6ed to give a (7a)=(3b)-competitive algorithm
for the general case, since any assignment for a constrained graph (V; E; a; a; a) also is an assignment for (V; E; a; a; b).
Hence, for this range of (a=b), theirs is the best algorithm known. (We note here that the Feder–Shende algorithm, though
distributed, does not 6t the de6nition of k-locality, since node servers need to know the actual assignment at the nodes
within graph distance 2, not just the weights of those nodes.) However, better competitive ratios may be achieved by a
more specialized algorithm, and we recommend that further work concentrate on the case where b6 a¡ 2b.
References
[1] J.A. Bondy, U.S.R. Murty, Graph Theory with Applications, North-Holland, New York, 1976.
[2] D.C. Cox, D.O. Reudink, Increasing channel occupancy in large-scale mobile radio systems: dynamic channel reassignment, IEEE
Trans. Veh. Technol. COM–21(11) (1982) 1302–1306.
[3] S.M. Elnoubi, R. Singh, S.C. Gupta, A new frequency channel assignment algorithm in high capacity mobile communication systems,
IEEE Trans. Veh. Technol. 31 (3) (1982) 125–131.
S. Fitzpatrick et al. / Discrete Applied Mathematics 143 (2004) 84–91 91
[4] T. Feder, S.M. Shende, Online channel allocation in FDMA networks with reuse constraints, Inform. Process. Lett. 67 (6) (1998)
295–302.
[5] W. Hale, Frequency assignment, Proc. IEEE 68 (12) (1980) 1497–1514.
[6] F. Havet, Channel assignment and multicolouring of the induced subgraphs of the triangular lattice, Discrete Math. 233 (1–3) (2001)
219–231.
[7] J. Janssen, Channel assignment and graph labeling, in: I. Stojmenovic (Ed.), Handbook of Wireless Networks and Mobile Computing,
Wiley, New York, 2001, pp. 95–117.
[8] J. Janssen, D. Krizanc, L. Narayanan, S.M. Shende, Distributed on-line frequency assignment in cellular networks, J. Algorithms 36
(2) (2000) 119–151.
[9] J. Janssen, K. Kilakos, Adaptive multicolouring, Combinatorica 20 (1) (2000) 87–102.
[10] J. Janssen, K. Kilakos, O. Marcotte, Fixed preference frequency allocation for cellular telephone systems, IEEE Trans. Veh. Technol.
48 (2) (1999) 533–541.
[11] J. Janssen, L. Narayanan, Channel assignment algorithms for cellular networks with constraints, in: Alok Aggarwal, C. Pandu
Rangan (Eds.), Algorithms and Computation, Lecture Notes in Computer Science, Springer, Berlin, 1999, pp. 327–336; Proceedings
of ISAAC’99, Chennai, India.
[12] R.A. Leese, A uni6ed approach to the assignment of radio channels on a regular hexagonal grid, IEEE Trans. Veh. Technol.
46 (1997) 968–980.
[13] L. Narayanan, Channel assignment and graph multicoloring, in: I. Stojmenovic (Ed.), Handbook of Wireless Networks and Mobile
Computing, Wiley, New York, 2001, pp. 71–94.
[14] P.-A. Raymond, Performance analysis of cellular networks, IEEE Trans. Commun. 39 (12) (1991) 1787–1793.
[15] N. Schabanel, S. Ubeda, J. Zerovnik, A note on upper bounds for the span of frequency planning in cellular networks, 1997,
submitted for publication.
[16] J. Van den Heuvel, R. Leese, M. Shepherd, Graph labeling and radio channel assignment, J. Graph Theory 29 (4) (1998) 263–283.
