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Maryland; and 2Department of Biochemistry, University of Zurich, Zurich, SwitzerlandABSTRACT Molecular simulation is a valuable and complementary tool that may assist with the interpretation of single-
molecule Fo¨rster resonance energy transfer (FRET) experiments, if the energy function is of sufficiently high quality. Here
we present force-field parameters for one of the most common pairs of chromophores used in experiments, AlexaFluor 488
and 594. From microsecond molecular-dynamics simulations, we are able to recover both experimentally determined equilib-
rium constants and association/dissociation rates of the chromophores with free tryptophan, as well as the decay of fluorescence
anisotropy of a labeled protein. We find that it is particularly important to obtain a correct balance of solute-water interactions
in the simulations in order to faithfully capture the experimental anisotropy decays, which provide a sensitive benchmark for
fluorophore mobility. Lastly, by a combination of experiment and simulation, we address a potential complication in the inter-
pretation of experiments on polyproline, used as a molecular ruler for FRET experiments, namely the potential association of
one of the chromophores with the polyproline helix. Under conditions where simulations accurately capture the fluorescence
anisotropy decay, we find at most a modest, transient population of conformations in which the chromophores associate with
the polyproline. Explicit calculation of FRET transfer efficiencies for short polyprolines yields results in good agreement with
experiment. These results illustrate the potential power of a combination of molecular simulation and experiment in quantifying
biomolecular dynamics.INTRODUCTIONBecause of their ability to resolve distances and dynamics of
subpopulations of molecules in a sample, single-molecule
experiments are a powerful tool for dissecting the properties
of biomolecules (1,2), properties that can usually only
be indirectly inferred from ensemble experiments. Such
experiments include single-molecule atomic force micro-
scopy (3), optical tweezers (2), or Fo¨rster resonance energy
transfer (FRET) experiments (1). However, the information
about the macromolecule is typically limited, because
usually only a single distance is measured; with ever-
increasing accessible timescales (4–6), simulations can
therefore fill the gap in modeling details, provided they
can also reproduce the single-molecule results.
Single-molecule FRET, in particular, has been applied to
a wide range of problems in which molecular simulations
have proved to be a useful complement. Examples include
the distributions of distances and dynamics within unfolded
or disordered proteins (7–13), protein-folding dynamics
(14), protein association (15), and even the calibration of
FRET efficiencies using a polyproline molecular-ruler
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0006-3495/15/06/2721/11 $2.00ulations is how to model the chromophores themselves.
Explicit inclusion of the chromophores may have several
advantages. For example, one may want to determine the
potential influence of the chromophores on the experiment
(19,20). Explicit chromophores also help to address directly
some of the assumptions about chromophore dynamics that
are generally invoked to facilitate interpretation of single-
molecule experiments (16,17,21–24); and even in cases
where these conditions are not completely satisfied, the
simulation and experiments may potentially still be used
in conjunction to obtain quantitative distance information
from FRET data, provided that the energy function for the
chromophores is trustworthy.
To date, a number of groups have proposed parameters
for modeling chromophores in solution, in most cases
with specific applications in mind (22,25–28). However,
these parameters have, for the most part, not been quantita-
tively validated against experiment; part of the reason may
be a lack of suitable experimental data, or that good agree-
ment of dynamical properties is not expected due to the vis-
cosity of commonly used water models such as TIP3P (29)
being too low. In this article, we derive a set of parameters
for a pair of chromophores frequently employed in single-
molecule experiments on proteins (7,8,14,17,18,30–38),
namely AlexaFluor 488 and AlexaFluor 594 (39) (hence-
forth Alexa 488 and Alexa 594) (Fig. 1), to be used in
conjunction with the TIP4P/2005 water model (40). Wehttp://dx.doi.org/10.1016/j.bpj.2015.04.038
FIGURE 1 Molecules used for dye parameterization and testing: (A)
AlexaFluor 488 free acid, (B) AlexaFluor 594 free acid, (C) poly-L-proline
(shown is polyproline-11 labeled via an N-terminal Gly with Alexa594
and via a C-terminal Cys with Alexa488), (D) N-terminally labeled CspTm
(via Cys at position 2, Alexa 488 shown), and (E) C-terminally labeled
CspTm (via Cys at position 68, Alexa 488 shown). In (C), the vectors
used for transition dipole moments are indicated on the donor and acceptor
(rD and rA, respectively), together with the vectors parallel and perpendic-
ular to the polyproline axis (rjj and rt, respectively). To see this figure in
color, go online.
2722 Best et al.test this set of parameters against several experimental ob-
servables that are particularly sensitive to dye-protein inter-
actions: nanosecond fluorescence correlation functions for
chromophore-tryptophan binding, fluorescence anisotropy
decays for chromophores attached to a protein or to a poly-
proline peptide, and FRET efficiencies. We find that an
empirical scaling of protein-water interactions, recently
introduced to improve the treatment of protein-protein asso-
ciation, and of intrinsically disordered and unfolded proteins
(41), markedly improves the results. Lastly, we address
a concern regarding polyproline experiments raised by
molecular simulations: namely that one or both of the chro-
mophores may stick to the hydrophobic polyproline helix,
thus complicating the experimental interpretation evenBiophysical Journal 108(11) 2721–2731further (17,18). We show that for force fields in which the
anisotropy decay matches experiment, the population of
chromophores bound to the polyproline is 20–50%, with
average associated lifetimes of <10 ns.MATERIALS AND METHODS
Parameterization of chromophores
Our priority in determining parameters was to obtain reasonable nonbonded
interactions, as the most critical feature of the model is how the chromo-
phores interact with other chromophores and with proteins. We use standard
AMBER (University of California, San Francisco, San Francisco, CA;
ambermd.org) atom types for all of the atoms in the two chromophores,
thus fixing the Lennard-Jones parameters (note that these parameters are
common to most all-atom AMBER force fields from ff94 onwards); angle
and torsion terms were added by analogy with similar terms in the AMBER
force field. Charges were determined using the restrained electrostatic po-
tential (RESP) fitting as implemented in the ANTECHAMBER program
(42,43). For consistency with AMBER charges (44), electrostatic potentials
were determined with restricted Hartree-Fock, assuming all carboxylate
groups to be deprotonated, i.e., net charge of 3 for each dye in its free
form; the geometry of each molecule was first optimized with the same
method. We used the 6-31þG* basis set in place of the 6-31G* normally
used for deriving RESP charges, the diffuse basis functions being included
due to the second-row atoms in these molecules. We also found that using
this basis set gave more reasonable results in the geometry optimizations.
As an alternative, we also obtained a set of RESP charges from an electro-
static potential computed using density functional theory with the B3LYP
functional (45) and 6-311þG* basis. Quantum chemistry calculations
were all done with the GAUSSIAN 03 software package (46). All para-
meters not present in the standard AMBER ff03*/ff03w protein force field
are given in Tables S1 and S2 in the Supporting Material. Atom-types
and charge parameters for the aliphatic linker were also chosen to be similar
to related groups in AMBER force fields. The new parameters are listed in
the Supporting Material and are available from the authors in GROMACS
format (www.gromacs.org) in conjunction with the AMBER ff03ws and the
AMBER ff99SBws force fields.Protein simulations
We conducted simulations with a number of combinations of protein force
fields and water models. The water models were either the commonly used
three-site model, TIP3P (29), or a more recently developed four-site model,
TIP4P/2005 (40). For TIP3P, we always determine protein-water Lennard-
Jones interactions based on standard Lorenz-Berthelot mixing rules. For
TIP4P/2005, we considered in addition a second type of mixing rule in
which we scale the protein-water and chromophore-water interactions by
a factor lpw. Specifically, for each atom i in the protein or chromophore,
we set εOj ¼ lpwεLBOj , where εLBOj is the Lennard-Jones ε for interactions be-
tween water oxygen and atom j given by the Lorentz-Berthelot mixing rules
and εOj as the final scaled parameter. In the results, the original water name
TIP4P/2005 implies standard Lorentz-Berthelot mixing rules (lpw ¼ 1),
while other models are specified using the notation TIP4P/2005(lpw). The
model TIP4P/2005(1.10), i.e., lpw ¼ 1.10, corresponds to the recently
suggested scaling of protein-water interactions in AMBER force fields in
order to improve the properties of intrinsically disordered proteins and pro-
tein-protein interactions (41). The protein force fields were all based on the
AMBER ff03 (47) and AMBER ff99SB (48) energy functions. However,
there were further modifications to the backbone torsion angles used,
in order to obtain the correct helix propensity in each water model.
These protein force fields are: AMBER ff03* (for TIP3P water) (49),
AMBER ff03w (for TIP4P/2005 water) (50), AMBER ff03ws
(for TIP4P/2005(lpw) water, lpw s 1) (41), and AMBER ff99SBws
Chromophore Dynamics 2723(for TIP4P/2005(lpw) water and lpws 1) (41), and have all been previously
described. Any scaling of protein-water interactions was also applied to
chromophore-water interactions. Note that for clarity and consistency, we
explicitly list which water model is being used even when it is implied
by the protein force field, but this should not be taken to suggest that other
combinations could have been used.
Molecular-dynamics simulations were carried out with the GROMACS
4.x simulation package (51,52), at a constant temperature of 298 K using
a stochastic velocity rescaling thermostat (53) with a coupling time of
1 ps and pressure of 1 bar with a Parrinello-Rahman barostat (54) and a
coupling time of 5 ps. Simulations were run for 0.3–1 ms for each system
studied (the length of each simulation is given in Table S5), using a 2-fs
time step. All bond lengths were constrained to their equilibrium values
from the parameter set using the LINCS algorithm (55). Nonbonded param-
eters were similar to those used in previous work (41). That is, Coulomb
energy and forces were calculated by the particle-mesh Ewald method
(56) with a 0.9-nm real-space cutoff and 0.12-nm-grid spacing. Lennard-
Jones parameters were treated with a twin-range method in which forces
for atom pairs closer than 0.9 nm were updated at every time step and those
for pairs between 0.9 and 1.4 nm were updated every 10 steps. Mean-field
corrections to the energy and pressure for atom pairs beyond 1.4 nm were
included.Calculation of fluorescence anisotropy
The decay in fluorescence anisotropy in the simulated systems was evalu-
ated from the decay of the correlation function (57)
rðtÞ ¼ r0hP2ðbmðtÞ , bmð0ÞÞi; (1)
where P2(x) ¼ (3x2  1)/2 is the second-order Legendre polynomial, andbmðtÞ is the unit vector in the direction of the transition dipole moment of
the respective fluorophore at time t. The coefficient r0 corresponds to
the fundamental anisotropy of 2/5 if the excitation and emission dipole
moments are colinear. Here we use for r0 a value of 0.38, the limiting
anisotropy of Alexa 488 and 594 determined experimentally (58). For the
cold-shock protein CspTm, a reference correlation function representing
the rotational motion of the protein only was constructed by averaging
the P2 correlation functions for five vectors within the protein (between
backbone atoms in secondary structure), specifically between the Ca atoms
of residues 17 and 48, 15 and 58, 15 and 46, 58 and 65, and 8 and 27.Calculating transfer rates from protein-dye
simulations
We use Fo¨rster theory (59,60) to calculate the transfer rates between the
chromophores. The transfer rate kET(x) for configuration x (corresponding
to a frame of the simulation trajectory) is given by
kETðxÞ ¼ 3
2
kDR
6
0
k2ðxÞ
R6ðxÞ; (2)
where kD is the donor fluorescence decay rate in the absence of an acceptor;
R0 is the Fo¨rster radius for k
2 ¼ 2/3, determined spectroscopically forAlexa488 and Alexa594 to be ~5.4 nm (30,61); R is the separation between
the chromophores; and the orientational factor k is given by
k ¼ bmD , bmA  3bR , bmAbR , bmD; (3)
where bmD and bmA are unit vectors in the direction of the donor and acceptor
transition dipoles respectively; and bR is a unit vector pointing between
donor and acceptor. We assume that the donor and acceptor transition
dipole moments are approximately aligned with the long axis of each chro-
mophore system (defined by the vectors between atoms C11 and C12 withineach chromophore; see Fig. S1 in the Supporting Material), and the distance
between the chromophores is taken to be that between the C1 atoms of each
chromophore. The decay in donor fluorescence intensity is evaluated by
calculating the survival probability of the excited state with a fluctuating
transfer rate, averaged over all possible time origins along a simulation
trajectory:
IðtÞ ¼

exp


Z t
0
½kD þ kETðtÞdt

: (4)
The average FRET efficiency was obtained by integration of the intensity
decay (or lifetime distribution),hEi ¼ 1 kD
Ztmax
0
IðtÞdt; (5)
where the maximum integration time tmax was chosen as 20 ns, by which
time the fluorescence had essentially decayed to zero.Time-resolved fluorescence anisotropy
measurements
Fluorescently labeled samples of the cold-shock protein from Thermotoga
maritima were prepared essentially as described previously in Schuler
et al. (30) and Soranno et al. (62), but only a single donor or a single
acceptor dye was attached via maleimide chemistry to one of the two
Cys residues in the protein (positions 2 and 68) to avoid complications
from the FRET process for interpreting the anisotropy results. (Pro)10-
Cys-Alexa488 was also prepared as described previously in Schuler
et al. (33) by reacting Alexa 488 maleimide with the Cys residue in the
peptide and purification by reversed-phase HPLC. Ensemble measure-
ments were performed in 50 mM sodium phosphate buffer, pH 7.0 at
22C with protein or peptide concentrations of ~1 mM. For time-resolved
anisotropy measurements, donor or acceptor were excited with picosecond
pulses at a wavelength range selected by a HQ 470/40 band-pass filter for
donor excitation and by a z582/15 band-pass filter for acceptor excitation
(Chroma Technology, Bellows Falls, VT) and a pulse frequency of
20 MHz (Optical Supercontinuum Systems SC450-4, 20 MHz; Fianium,
Southampton, UK). Fluorescence emission was filtered with an ET
525/50 filter (Chroma Technology) for donor emission and a HQ 650/
100 filter (Chroma Technology) for acceptor emission. The signal was
detected with a microchannel plate photomultiplier tube (R3809U-50;
Hamamatsu, Hamamatsu City, Japan), preamplified (PAM 102-M; Pico-
Quant Photonics North America, West Springfield, MA), and recorded
by a PicoHarp 300 photon-counting module (PicoQuant Photonics
North America), resulting in a width of the instrument response function
of ~80 ps, as described previously in Nettels et al. (63). The G-factor was
determined from
G ¼ IHV
IHH
; (6)
where IHV is the intensity of the vertically polarized fluorescence emission
component after excitation with horizontally polarized light, and IHH is
the horizontally polarized emission component after excitation with hori-
zontally polarized light. The anisotropy decay, r(t), was calculated from
the decay of IVV(t) and IVH(t) according to
rðtÞ ¼ IVV  GIVH
IVV þ 2GIVH: (7)
The instrument response function was determined using scattered excitation
light with a dilute Ludox (Sigma-Aldrich, St. Louis, MO) solution.Biophysical Journal 108(11) 2721–2731
FIGURE 2 Simulations of fluorophore-tryptophan interactions. (A–D)
Contact formation between dyes and tryptophan at ~29 mM. (A) Alexa488,
TIP4P/2005; (B) Alexa594, TIP4P/2005; (C) Alexa488, TIP4P/2005(1.10);
and (D) Alexa594, TIP4P/2005(1.10). (Broken lines) Cutoffs for making
(>400 contacts) and breaking (<0.1 contacts) a dye-Trp interaction. (E and
F) Representative examples of Alexa488:Trp and Alexa594:Trp complexes
formed upon association, respectively. To see this figure in color, go online.
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Chromophore-tryptophan association
Accurate force-field parameters are clearly a prerequisite for
using simulations to interpret single-molecule FRET exper-
iments. Therefore, we first validate the parameters we have
obtained for Alexa488 and Alexa594, two of the fluoro-
phores that are most commonly used in single-molecule
experiments (7,8,14,17,18,30–38). An interaction of the flu-
orophores that can complicate the interpretation of single-
molecule FRET experiments is their transient binding to
exposed aromatic amino-acid side chains, especially to the
indole ring of tryptophan, which leads to static quenching
(37,64). We thus chose as a first test-data set the kinetics
of association of each chromophore (without any linker
attached, Fig. 1, A and B) with zwitterionic tryptophan
free in solution. Quenching of the fluorescence of Alexa
488 and 594 by tryptophan association has allowed the
association and dissociation rates to be determined from
nanosecond fluorescence correlation spectroscopy (37).
Here we have run long simulations of one copy of the chro-
mophore and one Trp molecule in explicit TIP4P/2005
water at a concentration of ~29 mM each. In Fig. 2, A
and B, we show the number of contacts between Trp and
Alexa488 and Alexa 594, respectively, as a function of
time (the number of contacts is taken as the number of
atom pairs within 0.6 nm). We obtain an approximately
two-state picture of association/dissociation in each case,
with the molecules being mostly bound. Note that the bound
states are somewhat heterogeneous, but almost all involve a
stacking of the aromatic ring systems of the two molecules.
Some representative structures for this associated state are
shown in Fig. 2, E and F. We quantify the binding kinetics
and equilibria by defining the unbound state as having
<0.1 contacts and bound as>400 contacts, and determining
the rates from the average binding or unbinding times
(Table 1). For Alexa488, using the RESP (42) partial
charges determined from the HF/6-31þG* electrostatic
potential, we obtain a fair agreement with both association
rates and equilibrium constants; however, for Alexa 594,
this charge set results in an affinity roughly an order of
magnitude higher than experiment.
The excess affinity of Alexa594 and Trp may be related to
the poor solvation of proteins in water for these force fields,
which has recently been noted (41,65–68). The long-term
solution to that problem is likely to be a refitting of the pro-
tein Lennard-Jones parameters, which our chromophore
model shares with the protein force field (68,69). However,
it has been determined that an approximate correction can
be made by globally scaling the Lennard-Jones well depth
for protein-water interactions, resulting in much improved
results for protein binding affinities as well as dimensions
for unfolded states (41). We therefore applied the same
correction to the chromophore-water interactions; we note
that this is also the most straightforward approach toBiophysical Journal 108(11) 2721–2731adopt when the chromophore is covalently attached to
the protein. The results with this protein-water scaling
(TIP4P/2005(1.10) water model, Fig. 2, C and D; Table 1)
have a relatively small effect on the association/dissociation
rates and equilibrium for Trp and Alexa488, but for Trp and
Alexa594 they result in an affinity much closer to experi-
ment, suggesting that the modified protein-solvent interac-
tions are not detrimental and represent an improvement.
For comparison, we have also considered RESP charges
obtained from an electrostatic potential calculated from
density functional theory. The results (Table 1) are very
similar to those obtained with the Hartree-Fock electrostatic
potential usually used with RESP, and so we continue with
the Hartree-Fock-derived charge set. We have also consid-
ered using TIP3P as an alternative solvent model. Although
this model has a viscosity ~3 times lower than water, which
complicates a quantitative comparison with experiment, it is
still the most commonly used water model in biomolecular
TABLE 1 Kinetic and equilibrium parameters for
chromophore-tryptophan association
Chromophore kon/M
1 ns1 koff/ns
1 Kd/mM
Alexa488, experimenta 1.2 (0.2) 0.071 (0.014) 59 (17)
Alexa488 qHF, TIP4P/2005 2.7 (0.5) 0.052 (0.012) 20 (6)
Alexa488 qHF,
TIP4P/2005(1.10)
1.4 (0.3) 0.128 (0.036) 91 (32)
Alexa488 qHF, TIP3P 14.3 (2.6) 0.102 (0.019) 7.1 (1.8)
Alexa488 qDFT, TIP4P/2005 3.2 (0.9) 0.075 (0.021) 23 (9)
Alexa488 qDFT,
TIP4P/2005(1.10)
1.8 (0.5) 0.134 (0.042) 75 (30)
Alexa594, experiment 1.1 (0.2) 0.036 (0.007) 33 (9)
Alexa594 qHF, TIP4P/2005 3.1 (0.7) 0.012 (0.008) 3.9 (2.7)
Alexa594 qHF,
TIP4P/2005(1.10)
1.3 (0.3) 0.083 (0.020) 63 (20)
Alexa594 qHF, TIP3P 11.9 (3.3) 0.037 (0.011) 3.1 (1.3)
Alexa594 qDFT, TIP4P/2005 5.2 (1.0) 0.006 (0.003) 1.2 (0.6)
Alexa594 qDFT,
TIP4P/2005(1.10)
1.8 (0.2) 0.139 (0.059) 76 (34)
The chromophores have charges determined from a Hartree-Fock electro-
static potential (qHF) or DFT electrostatic potential (qDFT), and are used
together with the TIP3P, TIP4P/2005, or TIP4P/2005(1.10) water models
(the last is TIP4P/2005 with solute-water interactions scaled by a factor
lpw ¼ 1.10). The tryptophan concentration was 29 mM in simulations
and 40 mM in experiment (37).
aExperimental data taken from Haenni et al. (37). Experimental errors are
estimated as 20% of the reported rates. Note that these data were recorded
for each dye together with C5 maleimide linker, reacted with b-mercaptoe-
thanol. However, essentially identical results, considering experimental
error, are obtained for the free dyes.
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Chromophore Dynamics 2725simulations. We find in this case that the affinity of the dyes
for tryptophan is approximately an order of magnitude too
strong, a problem that is most likely related to the imbalance
of protein-water interactions because the dyes share their
Lennard-Jones parameters with the protein force field
(41). Most of the difference is in the on-rate. The small
change in the off-rate is likely due to the opposing effects
of tighter binding and lower solvent viscosity. The on-rate
is increased by a factor slightly greater than reduction in
solvent viscosity, most likely because a larger fraction of
collisions are likely to lead to productive binding, due to
the weaker competing interactions with water.0 5 10 15
0
0.1
0.2
r(t
0 5 10 15
0
0.1
0.2
r(t
FIGURE 3 Fluorescence anisotropy decay for chromophores attached
to CspTm. (A) AlexaFluor 488, N-terminal label; (B) AlexaFluor 594,
N-terminal label; (C) AlexaFluor 488, C-terminal label; and (D) AlexaFluor
594, C-terminal label. (Green points) Experimental data; (solid black
curve) anisotropy decays from simulations with TIP4P/2005; (solid red
curve) anisotropy decays from simulations with TIP4P/2005(1.10);
(solid blue curve) anisotropy decays from simulations with TIP3P, respec-
tively; and (broken lines with corresponding colors) molecular correlation
function of the protein hP2ðbmðtÞ,bmð0ÞÞi for fixed intramolecular unit
vectors bm. The molecular correlation function has been scaled by 0.38 to
fit on the same scale as the experimentally determined anisotropy decay.
To see this figure in color, go online.Protein-chromophore conjugates
As a second test of the chromophore parameters, which is
sensitive also to chromophore-protein interactions, we
used time-resolved fluorescence anisotropy data for each
chromophore attached to the cold-shock protein CspTm, a
system that has been investigated in great detail in single-
molecule FRET experiments (8,9,30,61,62,70–72), in a sin-
gle-labeled configuration. These correlation functions
measure the time over which the chromophore loses corre-
lation with its original orientation, which is due to a combi-
nation of slow overall protein tumbling, as well as a faster
reorientation of the chromophore with respect to the protein.
The protein contains a cysteine residue at both the N- andC-termini, one of which is (nonspecifically) labeled with
either Alexa488 or Alexa594. The anisotropy decay has
been measured experimentally using polarization-selective
time-correlated single-photon counting (see Materials and
Methods). From simulation, we have computed the P2
correlation function r(t) for a vector representing the fluoro-
phore transition dipole moment for the labeled proteins,
globally scaled to match the empirically determined
limiting anisotropy r0 ~ 0.38 (58). We initially performed
simulations with AMBER ff03w, and the TIP4P/2005 water
model for which it is optimized. Because the experiment
is performed on a mixture of two populations—one labeled
at the C-terminus and the other at the N-terminus—we have
carried out simulations for each of these scenarios (Fig. 3).
In each case, we find that the protein remains stable over the
course of the simulation, with slightly larger fluctuations
of the loops with AMBER ff03ws and TIP4P/2005(1.10)
(Fig. S2). Both labeling schemes result in similar anisotropy
decays, which are also in good agreement with the experi-
mental curves. We have characterized the dynamics by
fitting biexponential functions to both simulated and exper-
imental decays, finding a slow phase for molecular tumbling
of 3–5 ns and a faster phase of 0.1–0.5 ns arising from chro-
mophore reorientation within a static molecular reference
frame (Table 2). The amplitude of the fast phase is largerBiophysical Journal 108(11) 2721–2731
TABLE 2 Fit parameters for anisotropy decay of protein-dye conjugates
System tmol/ns tfast/ns Amol
Alexa488, experiment 3.80 (0.02) 0.24 (0.01) 0.52 (0.002)
Alexa488, ff03*//TIP3P, N-terminal 1.31 (0.13) 0.06 (0.06) 0.78 (0.07)
Alexa488, ff03w//TIP4P/2005, N-terminal 5.03 (0.72) 0.47 (0.16) 0.59 (0.09)
Alexa488, ff03w//TIP4P/2005, C-terminal 3.48 (0.31) 0.11 (0.04) 0.81 (0.03)
Alexa488, ff03ws//TIP4P/2005(1.10), N-terminal 5.19 (1.73) 0.34 (0.21) 0.51 (0.10)
Alexa488, ff03ws//TIP4P/2005(1.10), C-terminal 3.70 (0.52) 0.18 (0.02) 0.56 (0.05)
Alexa594, experiment 3.55 (0.03) 0.46 (0.01) 0.43 (0.004)
Alexa594, ff03*//TIP3P, N-terminal 1.57 (0.86) 0.34 (0.16) 0.57 (0.09)
Alexa594, ff03w//TIP4P/2005, N-terminal 3.29 (1.58) 0.47 (0.51) 0.73 (0.09)
Alexa594, ff03w//TIP4P/2005, C-terminal 7.79 (2.54) 0.76 (0.11) 0.29 (0.08)
Alexa594, ff03ws//TIP4P/2005(1.10), N-terminal 2.64 (0.26) 0.43 (0.05) 0.46 (0.06)
Alexa594, ff03ws//TIP4P/2005(1.10), C-terminal 3.65 (1.03) 0.50 (0.05) 0.41 (0.07)
Data were fit to the function rðtÞ ¼ r0ðð1 AmolÞet=tfast þ AmolÞet=tmol , where r0h 0.38. The notation after the chromophore name is protein force-field//
water model. Experimental data are for CspTm nonspecifically labeled with a single chromophore at either the N- or C-terminal labeling site. Note that in
each simulation, the protein force field used was optimized to be used with the water model specified. We only list the water models explicitly for clarity.
Errors for experiment are estimated by Monte Carlo resampling of the original data, while for simulation, errors were estimated from separate fits after
dividing the data into 10 equal blocks.
2726 Best et al.for the Alexa594 conjugates. However, with this force-field
combination, the anisotropy decay is still slightly too slow.
The agreement with experiment is improved by using
TIP4P/2005(1.10) water (with scaled protein-water interac-
tions) and the corresponding AMBER ff03ws protein force
field, suggesting that interaction of the dyes with the protein
with AMBER ff03w and TIP4P/2005 is slightly too strong,
resulting in transient sticking to the protein surface. The
anisotropy for such a population would decay as for a vector
orientation fixed relative to the protein; an example of such a
decay is shown by broken curves in each case in Fig. 3,
based on intramolecular protein vectors between backbone
atoms in regions of secondary structure, which fluctuate
only slightly as a result of internal protein motions.
Together, the results suggest that with the chromophore
parameters presented, and scaled protein-water interactions,
we obtain a good description of both the magnitude of inter-
actions between dyes and the protein, as well as of the diffu-
sive dynamics of the conjugated chromophore. Lastly, we
have also calculated the anisotropy decay for the N-termi-
nally attached chromophores using the AMBER ff03* force
field and TIP3P water, the most frequently used water model
in biomolecular simulations. The relaxation in that case is
too fast, as a consequence of the viscosity of this model be-
ing ~3 times lower than that of water.Polyproline-chromophore dynamics
Oligoproline molecules have a long history of use as molec-
ular rulers in order to test Fo¨rster’s theory for resonance
energy transfer (17,18,33,73,74). However, like any real
molecular system, there are potential complications in the
interpretation of the experiment, one of which is a small
population (~2%) of residues that adopt a cis-proline
conformation (18). Another potential complication, which
has been suggested based on molecular simulations, is theBiophysical Journal 108(11) 2721–2731interaction of one or both of the dyes with the polyproline
helix (17,18). In particular, a stable interaction of the
C-terminal Alexa488 chromophore has been suggested for
polyprolines in the series Alexa594-Gly-(Pro)n-Cys-
Alexa488, in which Alexa594 is linked to the N-terminal
amine and Alexa488 to the sulfhydryl group of the C-termi-
nal cysteine (17). In order to address this potential problem
and further test the force field, we have investigated a series
of polyproline-dye conjugates. We first study the C-terminal
label in the context of the construct (Pro)10-Cys-Alexa488.
Microsecond molecular-dynamics simulations of this
system using the AMBER ff03w protein force field and
TIP4P/2005 water indeed show pronounced transient stick-
ing of the Alexa488 to the polyproline. This was assessed
by the minimum distance between any two atoms of the
prolines and the chromophore (Fig. 4 E), resulting in an
anisotropy decay that is significantly too slow relative to
experiment (Fig. 4 A). Because this may be due to too strong
dye-protein interactions as above, we ran a series of simula-
tions with scaled interactions lpw between solute and solvent
of 1.10, 1.15, and 1.20 (Fig. 4, B–D, respectively), in which
the water models are referred to as TIP4P/2005(1.10),
TIP4P/2005(1.15), and TIP4P/2005(1.20). We find that
TIP4P/2005(1.10) hardly changes the result, while TIP4P/
2005(1.15) and TIP4P/2005(1.20) result in much improved
agreement with experiment—and also reduced sticking of
the dye to the peptide (the root-mean-square deviation of
the anisotropy decay from experiment, and fraction bound,
are shown in Fig. 5).
Although it is somewhat disappointing that the TIP4P/
2005(1.10) model previously determined to be optimal for
protein-water interactions (41) is not sufficient to obtain
agreement with experiment here, it may not be entirely sur-
prising, given the substantial remaining errors in solvation
free energies of specific residues. Unlike heteropolymeric
protein sequences, the simple proline repeat will tend to
FIGURE 4 Quantifying transient contact formation between Alexa 488
and polyproline in the molecule (Pro)10-Cys-Alexa488. (A–D) Decay of
experimental fluorescence anisotropy (black), decay of anisotropy in simu-
lations for Alexa 488 using the AMBER ff03w force field for polyproline
(red), for a vector parallel to the polyproline axis (dot-dash black line),
and for a vector perpendicular to the polyproline axis (dashed black line).
(Blue curves) Decays of Alexa 488 anisotropy when the AMBER ff99SBw
force field is used for polyproline. Solute-water interactions are scaled by
the factors lpw indicated in each panel. (E–H) Trajectories of minimum
Alexa488-Proline distance corresponding to the anisotropy decays in the
panels to the left, for the AMBER 03 protein force field. (Broken red lines,
E–H) Thresholds of 0.25 and 1.0 nm used to define bound and unbound
configurations. To see this figure in color, go online.
A
B
C
FIGURE 5 Dependence of the association of Alexa488 with proline
residues in (Pro)10-Cys-Alexa488 on the solute-water interaction scaling
factor, lpw, for AMBER ff03w and AMBER ff99SBw. (A) Root-mean-
square difference between experimental and simulation anisotropy data,
(B) fraction of time Alexa488 is associated with proline residues, and (C)
binding (open symbols, broken lines) and unbinding (solid symbols, solid
lines) times as a function of lpw.
Chromophore Dynamics 2727amplify any shortcomings of the force field for that partic-
ular residue. Indeed, although the TIP4P/2005(1.10) model
resulted in improved average solvation free energies for all
residue side-chain analogs in AMBER ff03ws relative to
TIP4P/2005, there was still a large root-mean-square differ-
ence (6.12 kJ mol1) (41) from experiment for the solvation
free energies of side-chain analogs of specific residues
(41,68). (Unfortunately, there is no clear definition of a
side-chain analog for proline itself.) This reasoning is sup-
ported by results obtained for the (Pro)10-Cys-Alexa488
conjugate with a different protein force field, AMBER
ff99SBws, where the same TIP4P/2005(1.10) model was
also found to be optimal for protein-water interactions
(41). In this case, TIP4P/2005(1.10) already results in a
fairer agreement of the anisotropy decay for the (Pro)10-
Cys-Alexa488 (Fig. 4 B). Taken together, these results
justify our approach of considering polyproline as a special
case. Naturally occurring heteropolymeric protein se-
quences would be less susceptible to this type of error accu-
mulation, and the global scaling of 1.10 should still be used.
For example, this global scaling appears to still be optimalfor describing the binding of the chromophores to trypto-
phan, because using a larger scaling factor results in binding
that is too weak (Table S6). Ultimately, a residue-specific or
atom-specific correction to protein-water interactions
should obviate the need for special treatment of homopoly-
meric sequences (68).
By comparing either the data for AMBER ff03w with
TIP4P/2005(1.15) or AMBER ff99SBws with TIP4P/
2005(1.10), we can determine the fraction of time where
the dye is associated with the polyproline (defined as a min-
imum distance of <0.3 nm), yielding bound populations of
0.47 (0.02) and 0.52 (0.01). Increasing the protein-water
interaction scaling factors by using TIP4P/2005(1.20) and
TIP4P/2005(1.15) for the AMBER ff03w and AMBER
ff99SBw force fields, respectively, results in a further slight
improvement of the agreement with experiment (Fig. 5 A),
and a decrease of the bound fraction to 0.20 (0.01) and
0.22 (0.01) respectively. By contrast, AMBER ff03w and
AMBER ff99SBw with TIP4P/2005 result in bound frac-
tions of 0.92 (0.14) and 0.91 (0.09), respectively. More
dramatically, the time for unbinding of the dye-proline com-
plex decreases from >100 ns with TIP4P/2005 to %10 ns
with the optimal scaling (Fig. 5 C). In summary, it appears
that the anisotropy data are compatible with a bound popu-
lation in the range 0.2–0.5. The data may also be compatibleBiophysical Journal 108(11) 2721–2731
2728 Best et al.with even lower bound fractions of <0.1, based on the re-
sults for AMBER ff99SBw with TIP4P/2005(1.20).
As a last comparison with experiment, we have analyzed
FRETin polyproline-11 labeledwith both donor and acceptor
chromophores:Alexa594-Gly-(Pro)11-Cys-Alexa488. Single-
molecule experiments on freely diffusing molecules yield
an averageFRETefficiency of ~0.87 (Fig. 6A), in good agree-A
B
C
FIGURE 6 FRET for polyproline 11 with attached donor and acceptor
chromophores. (A) Experimental transfer efficiency histogram for freely
diffusing polyproline molecules, yielding a mean transfer efficiency of
0.87. The peak at Ez 0 (shaded area) is due to molecules lacking an active
acceptor dye. (B) Donor fluorescence lifetime decays: (solid and broken
black curves, respectively) exponential decays representing a donor lifetime
of 4.2 ns (no acceptor) and of 0.55 ns (representing the experimental mean
FRET transfer efficiency of 0.87 determined ratiometrically). (Red)
AMBER ff03w with TIP4P/2005, (green) AMBER ff03w with TIP4P/
2005(1.15), and (blue) AMBER ff99SBw with TIP4P/2005(1.10). (C) Dis-
tributions p(k2) of the FRET orientational factor k2: (black) expected p(k2)
for isotropically reorienting dye molecules. Simulation data are given with
the same color code as in (B). To see this figure in color, go online.
Biophysical Journal 108(11) 2721–2731ment with earlier results (33). We have also determined the
ensemble-averaged decay of donor fluorescence intensity
from the simulations (Fig. 6 B). For the two force-field
combinations that yield good agreement with the anisotropy
data above (AMBER ff03w with TIP4P/2005(1.15) and
AMBER ff99SBw with TIP4P/2005(1.10), the FRET effi-
ciency calculated by integrating these decays is 0.83 (0.01)
in both cases, while the efficiency for AMBER ff03w with
TIP4P/2005 is 0.94 (0.01). The population of molecules
containing at least one cis-proline is expected to be only
~20% for Pro11 (18), which may tend to increase the effi-
ciency in experiment slightly, as we consider only all-trans
polyproline in our simulations (an upper bound of ~0.86
can be estimated by assuming that each of the 20% cis-con-
taining prolines have a transfer efficiency of 1.0, and the
remainder all-trans have the simulated efficiency of 0.83,
given that exchange of populations is very slow).
We have also analyzed the distribution of the FRET
orientational factor, k2, which is usually assumed to be iso-
tropically averaged to a value of ~2/3 when interpreting
experimental results on samples showing low fluorescence
anisotropy. A deviation of k2 from this ideal value has pre-
viously been attributed to association of chromophores with
the polyproline helix (17). We find that the simulations with
the scaled protein-water interactions have k2 distributions
much closer to those expected for an isotropic distribution
of chromophore orientations than for the original AMBER
ff03w (Fig. 6 C). Values of k2 for these simulations are
0.72 (0.08) for AMBER ff03w with unscaled protein-water,
0.58 (0.05) for AMBER ff03w with lpw ¼ 1.15 and 0.65
(0.03) for AMBER ff99SBw with lpw ¼ 1.10.
We conclude our discussion by emphasizing that although
we have treated the protein-water scaling as an adjustable
parameter in our polyproline simulations due to the unusual
sequence, we would not recommend that in most situations.
The global scaling of lpw ¼ 1.10 previously determined
for use with AMBER ff03ws and AMBER ff99SBws should
be sufficiently accurate for most heterogeneous protein
sequences.CONCLUSIONS
We have presented new force-field parameters for the
Alexa488 and Alexa594 chromophores, which are among
the most frequently used in single-molecule FRET experi-
ments due to their high extinction coefficients and quantum
yields and their good solubility in aqueous solutions.
The new parameters are derived according to a standard
AMBER RESP parameterization procedure (44), and are
therefore compatible with the standard AMBER force
fields—in particular, we have focused here on force fields
derived from AMBER ff03 (47) and AMBER ff99SB
(48). We obtain a good match with experimental fluores-
cence anisotropy decays, which are very sensitive tests of
the dynamics of protein-dye conjugates, provided we use
Chromophore Dynamics 2729the TIP4P/2005 water model, and we scale the Lennard-
Jones interactions between the protein and solvent. The
TIP4P/2005 water model yields much better results for
chromophore dynamics (e.g., anisotropy decay) than the
commonly used TIP3P model, as expected from its more
accurate viscosity.
Although the scaling of protein-solvent interactions is an
empirical correction previously proposed to better capture
protein-protein affinities (41,68), the scaled TIP4P/2005
water model also results in much better agreement with
experiment for systems including the chromophores, again
suggesting that a refitting of Lennard-Jones parameters in
these force fields is needed in the long term. We then use
molecular simulation to investigate the extent of association
of chromophores with the polyproline helix in polyproline-
dye conjugates. We do find a modest population of chromo-
phores in contact with the proline residues, with ~20–50%
of the total being consistent with the available anisotropy
and FRET data, but we cannot exclude the possibility of
a lower population than this. Our results illustrate that a
careful optimization of force-field parameters is essential
for aiding the quantitative interpretation of single-molecule
FRET experiments by molecular-dynamics simulations.
In the absence of such optimization, as exemplified here
by the established force fields without rescaling of water
interactions, an overestimate of fluorophore-protein attrac-
tion can lead to a misinterpretation of the experimental
results. An alternative approach is to ignore nonrepulsive in-
teractions between dye and proteins and treat the fluoro-
phores as freely diffusing within their sterically accessible
volume (75,76), which can provide a reasonable approxima-
tion in favorable cases but may lead to an overestimate of
dye mobility and can thus also bias the interpretation of
the experimental result. Using a full atomistic simulation
approach, as done here, incorporates the excluded volume
effects of these other methods, but can also model favorable
chromophore-protein interactions where they occur. The
potential benefit of using MD simulations as opposed to
diffusion within the accessible volume will naturally be sys-
tem-dependent, and the relative merits of each in different
situations will have to be assessed by systematic future
studies.
In conclusion, we believe that the new chromophore
parameters, in conjunction with an accurate water model
and with modified protein-water interactions, can capture
quite well the dynamics of these AlexaFluor chromophores
when attached to proteins and peptides. This parameter set
is thus expected to further improve the utility of molecular
simulations for the structural and dynamic interpretation
of single-molecule fluorescence experiments.SUPPORTING MATERIAL
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