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GENERIC INJECTIVITY OF THE PRYM MAP FOR
DOUBLE RAMIFIED COVERINGS
JUAN CARLOS NARANJO, ANGELA ORTEGA
(WITH AN APPENDIX BY ALESSANDRO VERRA)
Abstract. In this paper we consider the Prym map for double cover-
ings of curves of genus g ramified at r > 0 points. That is, the map
associating to a double ramified covering its Prym variety. The generic
Torelli theorem states that the Prym map is generically injective as soon
as the dimension of the space of coverings is less or equal to the dimen-
sion of the space of polarized abelian varieties. We prove the generic
injectivity of the Prym map in the cases of double coverings of curves
with: (a) g = 2, r = 6, and (b) g = 5, r = 2. In the first case the proof is
constructive and can be extended to the range r ≥ max{6, 2
3
(g+2)}. For
(b) we study the fibre along the locus of the intermediate Jacobians of
cubic threefolds to conclude the generic injectivity. This completes the
work of Marcucci and Pirola who proved this theorem for all the other
cases, except for the bielliptic case g = 1 (solved later by Marcucci and
the first author), and the case g = 3, r = 4 considered previously by
Nagaraj and Ramanan, and also by Bardelli, Ciliberto and Verra where
the degree of the map is 3.
The paper closes with an appendix by Alessandro Verra with an
independent result, the rationality of the moduli space of coverings with
g = 2, r = 6, whose proof is self-contained.
It is well known that a general Prym variety of dimension at least 6 is
the Prym variety of a unique e´tale covering. This is the so-called generic
Torelli Theorem for Prym varieties. In a modular way this result can be
reformulated as the generic injectivity of the Prym map
Rg−→Ag−1
sending an e´tale covering in Rg to its Prym variety which turns out to be
a principally polarized abelian variety. In the last years, starting with the
seminal work by Marcucci and Pirola (see [18]), the ramified case has at-
tracted attention and the corresponding generic Torelli problem has shown
to be a natural problem plenty of rich geometry. In the mentioned paper
generic Torelli is proved for a big amount of cases using degeneration tech-
niques and only a few special situations remained open. Our purpose is to
prove the generic Torelli theorem in these last cases.
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In order to establish our results more precisely let us define the basic
objects that take part in the main statements. Let C be an irreducible
smooth complex projective curve of genus g and let π : D → C be a smooth
double covering ramified in r > 0 points. The associated Prym variety to π
is defined as
P (π) := KerNmπ ⊂ JD.
This is an abelian subvariety of dimension g−1+ r2 with induced polarization
Ξ of type
δ = (1, . . . , 1, 2, ..., 2︸ ︷︷ ︸
g times
).
Given a divisor B in C of even degree r > 0 with no multiple points and a
line bundle η ∈ Picr/2(C) with B ∈ |η⊗2|, the projection
π : D = Spec(OC ⊕ η
−1)→ SpecOC = C.
defines a double covering branched over B. Conversely, every double rami-
fied covering of C arises in this way. Hence these coverings are parametrized
by the moduli space
Rg,r := {(C, η,B) | η ∈ Pic
r
2 (C), B reduced divisor in |η⊗2|}.
LetAδg−1+ r
2
denote the moduli space of abelian varieties of dimension g−1+ r2
and polarization of type δ. For any g ≥ 1 and r > 0 we define the Prym
map by
Pg,r : Rg,r → A
δ
g−1+ r
2
(π : C → D) 7→ (P (π),Ξ).
The codifferential of Pg,r at a generic point [(C, η,B)] is given by the
multiplication map
dP∗g,r : Sym
2H0(C,ωC ⊗ η)→ H
0(C,ω2C ⊗O(B))
which is known to be surjective ([17]), therefore P is generically finite, if
and only if
dimRg,r ≤ dimA
δ
g−1+ r
2
.
So, by an elementary count of parameters we get that the Prym map is
generically finite as soon as one of the following conditions holds: either
r ≥ 6 and g ≥ 1, or r = 4 and g ≥ 3, or r = 2 and g ≥ 5.
Marcucci and Pirola ([18]), and later Marcucci and the first author ([19]),
have proved the generic injectivity in all the cases except three:
(a) r = 4, g = 3,
(b) r = 6, g = 2,
(c) r = 2, g = 5.
Case (a) was considered previously by Nagaraj and Ramanan, also by Bardelli,
Ciliberto and Verra (see [24], [1]). They proved (in different ways) that the
degree of the Prym map is 3 and is the only case where the map is generically
finite but the generic Torelli Theorem fails.
This paper has two goals: to prove generic Torelli Theorem for the remain-
ing cases (b) and (c), and to give a constructive proof of the generic Torelli
Theorem for r ≥ max{6, 23(g+2)}. More precisely we prove (Theorem 1.1):
Theorem 0.1. Let (C, η,B) be a generic element in Rg,r and let (P,Ξ)
its Prym variety. Assume that r ≥ max{6, 23(g + 2)}. Then the element
(C, η,B) is uniquely determined by the base locus Bs of the linear system
|Ξ|.
In particular, this establishes the generic injectivity of the Prym map
P2,6 : R2,6 → A
(1,1,2,2)
4 (Corollary 1.2). The image of the Prym map gives
a divisor in A
(1,1,2,2)
4 , which is invariant under the natural involution in
A
(1,1,2,2)
4 (see [25]). This divisor could be useful to understand the nature
of the birational geometry of A
(1,1,2,2)
4 , for instance to compute its Kodaira
dimension, which seems to be unknown.
Recall that in the case of e´tale double coverings there are two different
constructive proofs of the generic injectivity of the Prym map: one due
to Welters, which uses degeneration methods and works for genus g ≥ 16
and another one by Debarre, where the covering is reconstructed from the
tangent cones to the stable singularities of theta divisor of P , this holds for
curves of genus g ≥ 7 (see [8] and [29]). In the same spirit but with a different
method, we present in Theorem 0.1 a procedure to reconstruct the covering
for r ≥ max{6, 23(g + 2)}. This gives another proof of Marcucci and Pirola
results in this range. It also provides a different proof for the case r ≥ 6,
g = 1, which was proven in [19]. The idea of the proof of Theorem 0.1 is to
show that the base locus of the map P 99K |Ξ|∨ is symmetric and invariant
by the action of the kernel of the isogeny λΞ : P−→P
∨. The quotient by
this action turns out to be, under some hypothesis of genericity, birational
to the symmetric product D(
r
2
−1). Moreover the symmetry of the base locus
induces an involution on D(
r
2
−1). Then an extended Torelli theorem proved
by Martens allows us to conclude.
The second part of the paper is devoted to prove the generic injectivity
in case (c). The main result of Section 2 is the following (Theorem 2.5):
Theorem 0.2. The Prym map P : R5,2 → A5 is generically injective.
The moduli space R5,2 can be embedded into the Beauville partial com-
pactification R6 of admissible e´tale double coverings of genus 6 curves, by
identifying the two branch points on the covering and on the base curve.
The closure of the image of R5,2 is an irreducible divisor ∆
n in the bound-
ary of R6 (denoted by ∆
ram
0 in [11]). Using the definition of the Prym map
for admissible coverings one deduces from the main theorem in [10] that the
degree of the Prym map P6 : R6 → A5 restricted to ∆
n is 1, although the
total degree of the map is 27. The class of the image of ∆n under the Prym
map in A5 has been computed in [11] (Theorem 0.8) but that does not give
the degree of the restriction map to ∆n.
For the proof of Theorem 0.2 we use the description of the fibres of the
Prym map P6 over the locus of intermediate Jacobians of cubic threefolds
(after a suitable blowup) intersected with the boundary divisor ∆n, and
exploit the geometry of the cubic threefolds.
As a summary, the previous results together with the main theorems in
[18], [19] and [24] gives the following result:
Theorem 0.3. Let Pg,r be a Prym map with r > 0. We assume that
dimRg,r ≤ dimA
δ
g−1+ r
2
.
Then Pg,r is generically injective except for g = 3, r = 4, in which case the
degree is 3.
The paper closes with an appendix by Alessandro Verra whith an inde-
pendent result, namely the rationality of the moduli space R2,6, whose proof
is self-contained.
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1. A constructive generic Torelli Theorem for
r ≥ max{6, 23 (g + 2)}
The goal of the section is to prove the following Theorem:
Theorem 1.1. Let (C, η,B) be a generic element in Rg,r and let (P,Ξ)
its Prym variety. Assume that r ≥ max{6, 23(g + 2)}. Then the element
(C, η,B) is uniquely determined by the base locus Bs of the linear system
|Ξ|.
We first explain in a few words how Bs determines explicitly the cover-
ing π : D → C attached to (C, η,B): the kernel of the polarization map
λΞ : P → P
∨ acts on Bs, which moreover is a symmetric subvariety of
P . It turns out that the quotient Bs/Ker(λΞ) is birational to the symmet-
ric product D(
r
2
−2) and inherits a natural involution σ′. By a theorem of
Martens (see [20]) σ′ is induced by an involution σ on D. Since C = D/〈σ〉
the covering is determined. It is convenient to remark that Martens’ proof
is also constructible since it relies on the Boolean calculus of special subva-
rieties of Jacobians. An elegant cohomological proof of the same theorem
was given by Ran in [26].
This Theorem reproves the main theorem in [18] under the hypothesis
r ≥ max{6, 23(g+2)} and recovers completely the result in [19]. Observe that
our proof is constructive: we provide a procedure to recover the covering π :
D → C from its Prym variety. Instead, in both quoted papers, degeneration
methods are used. It would be interesting to find also a constructive proof
for the cases where the map is generically injective and r < 23 (g + 2).
Corollary 1.2. The Prym map R2,6 −→ A
(1,1,2,2)
4 is generically injective.
The rest of the section is devoted to prove Theorem 1.1. As above we
denote by π : D → C the ramified double covering attached to (C, η,B).
Remember that the Prym variety (P,Ξ) associated to the covering π has
polarization of type (1, . . . , 2, . . . , 2), where 2 appears g times.
By Riemann-Roch Theorem we have that dimH0(P,OP (Ξ)) = 2
g. Let
ϕΞ : P 99K PH
0(P,OP (Ξ))
∨ be the map defined by the polarization. We fix
a translation ΘD ⊂ Pic
0(D) of the theta divisor of JD and a translation of
ΘC such that ΘD ∩ JC = 2ΘC . Then we define the map
δ : P 99K |2ΘC |, z 7→ (ΘD,z)|pi∗JC ,
where ΘD,z = ΘD + z. This is well-defined: indeed this is equivalent to the
statement that
(ΘD,z −ΘD) |π∗JC
is linearly equivalent to the trivial divisor. In other words, that
(1.1) (π∗)∨ ◦ λΘD ◦ i = 0,
where i is the embedding of P in JD, and λΘD is the isomorphism
λΘD : JD−→Pic
0(JD)
sending z to OJD(ΘD,z − ΘD). To see that (1.1) holds we remind the
following standard formula for coverings:
Nmπ = λ
−1
ΘC
◦ (π∗)∨ ◦ λΘD .
Then (π∗)∨ ◦ λΘD ◦ i is 0 if and only if
λ−1ΘC ◦ (π
∗)∨ ◦ λΘD ◦ i = Nmπ ◦ i = 0
which is obvious.
Notice that the base locus of δ is
Bs := Bs(δ) = {z ∈ P | π∗JC ⊂ ΘD,z}.
Our aim is to compute Bs and to prove that under some genericity condition
the covering π can be recovered from Bs. First we notice that δ is in fact
another representation of the map ϕΞ, hence Bs is completely determined
by the polarized Prym variety.
Proposition 1.3. There is a canonical isomorphism i : PH0(P,OP (Ξ))
∨ →
|2ΘC | making the following diagram commutative
PH0(P,OP (Ξ))
∨
≃

P \Bs
ϕΞ
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
δ
))❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
|2ΘC |
In particular the base locus of ϕΞ coincides with the base locus of δ.
Proof. The proof in [21, Proposition, p. 334] applies verbatim. 
In order to compute explicitly the base locus Bs it is convenient to work
with a suitable translated of P and of Ξ. We consider
P can = Nm−1π (ωC ⊗ η) ⊂ Pic
2g−2+ r
2 (D).
Observe that 2g−2+ r2 = g(D)−1. Then there is a canonical representative
of the theta divisor
Ξcan = ΘcanD ∩ P
can
where ΘcanD =W
0
2g−2+ r
2
(D) ⊂ Picg(D)−1(D) is the canonical theta divisor.
Let κ ∈ Pic2g−2+
r
2 (D) be such that Nmκ = ωC ⊗ η and let ΘD = Θ
can
D,−κ
be the translated theta divisor. Consider the translation t−κ : P
can ≃→ P ,
L 7→ L⊗ κ−1. Let B˜s = tκ(Bs) be the translated of the base locus in P
can,
so we obtain the description:
B˜s = tκ(Bs) = {L ∈ P
can | π∗(JC) ⊂ ΘcanD,−L}.
From now on we suppose that g ≥ 2. The case g = 1 will be consid-
ered at the end of the proof. We denote by SUC(2, ωC) the moduli space
of S-equivalence classes of rank 2 semistable vector bundles on C with de-
terminant ωC , which is a normal projective variety. Given a line bundle
L ∈ P can ⊂ Pic2g−2+
r
2 (D), π∗L is a rank 2 vector bundle with
det π∗L = Nm(L)⊗ detπ∗(OD) = ωC ⊗ η ⊗ det(OC ⊕ η
−1) = ωC .
According to [4, Lemma 1.2] there is an open set P ss ⊂ P can such that π∗L
is semistable for all L ∈ P ss, so the map π∗ : P
ss → SUC(2, ωC) is well
defined. On the other hand, there is a theta map defined by
θ : SUC(2, ωC)→ |2ΘC |, E 7→ θ(E),
where θ(E) is a divisor whose support is {α ∈ Pic0(C) | H0(C,E⊗α) 6= 0}.
It is known that the theta map is well defined ([27]), that is, θ(E) is a divisor
linearly equivalent to 2ΘC , for every semistable rank 2 vector bundle with
canonical determinant. The following proposition is a consequence of several
results in the literature (see for example [13] and the references therein):
Proposition 1.4. The theta map is an embedding SUC(2, ωC) →֒ |2ΘC | for
a generic curve of genus g ≥ 2.
In particular, every semistable rank 2-vector bundle with canonical de-
terminant admits a theta divisor in JC ([27, Proposition 1.6.2]). Now we
set δ˜ = δ ◦ t−κ. With this notation we have:
Lemma 1.5. Then the following diagram is commutative
SUC(2, ωC) _
θ

P ss
π∗
77
♥
♥♥
♥
♥
♥
♥♥
♥
♥
♥
♥
♥♥
♥
♥
♥
♥
♥♥ δ˜
//
t−κ

|2ΘC |
i ≃

P \Bs
δ
77
♥♥
♥
♥
♥
♥
♥♥
♥
♥
♥
♥
♥
♥♥
♥
♥
♥
♥ ϕΞ
// PH0(P,OP (Ξ))
∨
Proof. The commutativity of the lower triangle is shown in Proposition 1.3.
Let L ∈ P ss, then π∗L is a semistable rank 2 vector bundle with canonical
determinant and the support of the divisor θ(π∗L) is given by
Supp θ(π∗L) = {α ∈ Pic
0(C) | H0(C,α ⊗ π∗L) 6= 0}
= {α ∈ Pic0(C) | H0(D,π∗α⊗ L) 6= 0}
= (Θcan−L )|π∗JC
= δ˜(L).
This proves the commutativity of the upper triangle. 
Observe that Lemma 1.5 also shows that
B˜s ⊂ Bnss := {L ∈ P
can | π∗L is not semistable}.
On the other hand, if π∗L is not semistable then there exists a line subbundle
N ⊂ π∗L of slope > g− 1. By Riemann-Roch we have 0 6= H
0(C,N ⊗ α) ⊆
H0(C, π∗L⊗ α) for all α ∈ JC so
H0(C, π∗L⊗ α) = H
0(D,L⊗ π∗α) 6= 0 ∀α ∈ JC,
that is, π∗(JC) ⊂ ΘcanD,−L and L ∈ B˜s. This gives B˜s = Bnss.
We consider now the subset of P can:
B0 := {L = π
∗(A)(p1+· · ·+p r
2
−2) | A ∈ Pic
g(C), pi ∈ D, NmL ∼= ωC⊗η}.
Proposition 1.6. The equality B0 = B˜s holds.
Proof. Let L = π∗(A′)(Σpi) ∈ B0, where A
′ is effective of maximal degree
≥ g. In particular, putting p¯i = π(pi) we have that p¯i 6= p¯j for i 6= j.
In order to compute H0(D,π∗α ⊗ L) with α ∈ JC, we use a short exact
sequence on C given by Mumford in [21] (see the proof of the Proposition
in page 338) which in our case reads as follows:
(1.2) 0−→A′−→π∗(L)−→A
′(Σp¯i)⊗ η
−1−→ 0,
where π∗(L) = π∗(π
∗(A′)(Σpi)). Tensoring with α we get:
H0(C,A′⊗α) ⊂ H0(C, π∗L⊗α) = H
0(C, π∗(L⊗π
∗(α))) = H0(D,L⊗π∗(α)).
Since the degree of A′ ⊗ α is at least g = g(C), then H0(C,A′ ⊗ α) 6= 0.
Therefore π∗(JC) ⊂ ΘcanD,−L and this proves B0 ⊂ B˜s.
Let L ∈ Bnss. Then there exists a line bundle A→֒π∗L with
degA > g − 1 = µ(π∗L) :=
deg π∗L
rkπ∗L
.
Since
Hom(A, π∗L) ∼= Hom(π
∗(A), L)
there is a non-trivial map π∗(A) → L which is necessarily injective. We
also obtain that h0(D,L ⊗ π∗(A−1)) > 0 and hence L is of the form L =
π∗A(
∑
pi), pi ∈ D. Thus we have
B˜s = Bnss ⊂ B0
and we are done. 
We use the description of the base locus to recover the covering π : D → C
from the Prym variety (P,Ξ). Define the variety
W := {(A,
∑
i
pi) ∈ Pic
g(C)×D(
r
2
−2) | A⊗2(
∑
i
p¯i) ≃ ωC ⊗ η},
where p¯i := π(pi).
Proposition 1.7. Assume that (C, η) is general and assume also that r ≥
max{6, 23(g + 2)}. Then the natural morphism W−→B0 sending
(A,
r
2
−2∑
i=1
pi) 7→ π
∗(A)(
r
2
−2∑
i=1
pi)
is birational.
Proof. The main difficulty of the proof is to show that for such a generic
element the equality h0(C,A) = 1 holds. To prove this we denote by
Wη = {A ∈ Pic
g(C) | h0(C,ωC ⊗ η ⊗A
−⊗2) > 0},
which by definition is the image of the first projection W → Picg(C). Ob-
viously if
deg(ωC ⊗ η ⊗A
−⊗2) = 2g − 2 +
r
2
− 2g =
r
2
− 2 ≥ g,
then the condition on the cohomology is empty and Wη = Pic
g(C). In
this case h0(C,A) = 1 generically for any (C, η). This covers the cases
r ≥ 2g + 4. Assume now that r = 2g + 2. Since the second projection
W → D(
r
2
−2) is an e´tale covering, dimWη ≤ dimW =
r
2 − 2 = g − 1, hence
Wη is a proper subvariety of Pic
g(C). We claim that it is not contained in
the Brill-Noether locus W 1g (C). If we are able to prove that dimWη = g− 1
then Wη 6⊂ W
1
g (C)
∼= W 0g−2(C). Since the cohomological condition that
defines Wη refers to A
⊗2, we consider W η the image of the e´tale map:
Wη−→W η ⊂ Pic
2g(C), A 7→ A⊗2.
Then, an element L ∈W η satisfies
0 < h0(C,ωC ⊗ η ⊗ L
−1) = h0(C,L⊗ η−1)
by Riemann-Roch. ThenW η is isomorphic to the translated η+W
0
g−1(C) of
the theta divisor on Picg−1(C). Thus for any η ∈ T = {η | η⊗2 ∈ W 0r (C)},
dimWη = g − 1, which proves the claim.
In the previous argument there is no restriction on η. In order to prove
the statement for r < 2g+2 we shall show that for a generic η in T we have
Wη 6⊂W
1
g (C). We claim that the union of the subsets Wη, as η varies in T ,
covers all Picg(C). In other words, if we define
I := {(A, η) ∈ Picg(C)× T | A ∈Wη},
this equivalent to show that the first projection I → Picg(C) is surjective.
Let T = {η | η⊗2 ∈W 0r (C)} and T0 = {η ∈ T | |η
⊗2| has a reduced divisor}.
We fix an arbitrary element A ∈ Picg(C). We ask for the existence of an
η ∈ T such that h0(C,ωC ⊗ η ⊗A
−⊗2) > 0. Then η has to be chosen in the
intersection of the Brill-Noether locus
TA :=W
0
r
2
−2 + (A
⊗2 ⊗ ω−1C )
with T . If r ≥ g, then T = Pic
r
2 (C) and the existence of such an η is
obvious as far as r ≥ 6. Assume from now on that r ≤ g, in particular
dimT = dimW 0r (C) = r. Since the cohomological class of TA is a fraction
of a power of the theta divisor, the intersection TA ∩ T is non empty if
dimTA + dimT − g =
r
2
− 2 + r − g ≥ 0.
Hence for r ≥ max{6, 23(g + 2)} we have the claimed surjectivity. Thus, for
a generic η ∈ T , and therefore for a generic η ∈ T0, the generic element in
Wη satisfies h
0(C,A) = 1.
To finish the proof of the proposition we observe that the second pro-
jection W → D(
r
2
−2) is an e´tale covering of degree 22g, hence for a generic
element (A,
∑
i pi) inW we can simultaneously assume that
∑
i pi is π-simple
(i.e., it does not contain fibres of π) and h0(C,A) = 1. Let us consider again
the exact sequence (1.2)
0−→A−→π∗(π
∗(A)(
∑
i
pi))−→A(
∑
i
p¯i)⊗ η
−1−→ 0.
Since A⊗2(
∑
i p¯i)
∼= ωC ⊗ η the exact sequence becomes:
0−→A−→π∗(π
∗(A)(
∑
i
pi))−→ωC ⊗A
−1−→ 0.
Notice that H0(C,ωC ⊗A
−1) ∼= H1(C,A). By Riemann-Roch Theorem this
group is trivial since deg(A) = g and h0(C,A) = 1. Therefore:
H0(C,A) ∼= H0(C, π∗(π
∗(A)(
∑
i
pi))).
In other words, there is only one divisor in the linear series |π∗(A)(
∑
i pi)|.
This immediately implies the generic injectivity of the map W → B0. Since
it is obviously surjective we are done.
Now we consider the case g = 1 and r ≥ 6. We simply remark that the
only place in the proof where we use that g ≥ 2 is in Lemma (1.6), where we
use rank 2 vector bundles on curves of genus at least 2 to show the inclusion
B˜s ⊂ B0. Let us prove it directly: assume by contradiction that L ∈ B˜s
does not belong to B0, which in this case means that L (which satisfies
h0(C,L) > 0 by definition) is represented by an effective π-simple divisor.
Then, the exact sequence (1.2) reads
0−→OC−→π∗(L)−→OC−→0,
hence for any α ∈ JC \ {0} we obtain
0 = h0(C, π∗(L)⊗ α) = h
0(C, π∗(L⊗ π
∗α)) = h0(D,L⊗ π∗(α)),
which is a contradiction since L ∈ B˜s. 
Now we are in disposition of finishing the proof of the main Theorem of
this section. According to the last Proposition the quotient of the action of
JC2 = Ker(λΞ) on the base locus Bs of the linear system |Ξ| is birational
to W/JC2 = D
( r
2
−2). Since g(D) − 1 = 2g − 2 + r2 >
r
2 − 2 we can apply
the main Theorem in [20] which gives a constructive method to recover the
curve D from a variety birational to D(
r
2
−2). Moreover the base locus Bs
is symmetric in P and this symmetry corresponds to the involution σ(
r
2
−2)
on the symmetric product of the curve. Applying again the result on [20]
we recover also the involution σ on D and therefore the whole covering
D → D/〈σ〉.
Remark 1.8. The case of Corollary 1.2 (r = 6 and g = 2) is particularly
simple. It is not hard to see that in this case, for a generic η,W and B0 ∼= Bs
are isomorphic irreducible curves of genus 81. In this case the condition on
η can be precised: we need the vanishing h0(C, η ⊗ ω−1C ) = 0. The quotient
of the action of Ker(λΞ) on W gives directly the curve D and the symmetry
on W induces the involution σ on D. Finally D/〈σ〉 = C.
2. Case g = 5 and r = 2
In this section we take care of the map P5,2 : R5,2 → A5 which by [18,
Corollary (2.3)] is generically finite. This is the last open case of the generic
Torelli problem stated in the introduction. We will prove at the end of this
section that P5,2 is generically injective.
In order to study the degree of P5,2 we use the classical Prym map P6 :
R6 → A5 defined on irreducible unramified double coverings of curves of
genus 6. To do so we first recall how this map was extended by Beauville in
[2] to a proper map:
P6 : R6−→A5.
We give the basic definitions for any g. To start with, we borrow from [2]
the description of the elements belonging to Rg, called admissible coverings
(see condition (**) and Lemma (5.1) in loc. cit.).
Definition 2.1. Let C˜ be a connected curve with only ordinary double
points and arithmetic genus pa(C˜) = 2g − 1, and let σ be an involution on
C˜. Then C˜−→C˜/〈σ〉 is an admissible covering if and only if the following
conditions are fulfilled:
(1) There are not fixed non-singular points of σ.
(2) At the nodes fixed by σ the two branches are not exchanged.
(3) The number of nodes exchanged under σ equals the number of irre-
ducible components of C˜ exchanged under σ.
In particular σ is not the identity on any component. Under these con-
ditions the arithmetical genus of C˜/〈σ〉 is g and the Prym variety attached
to the covering can be defined in a similar way of the standard Prym con-
struction and it is a ppav.
An instance of admissible covering is the following: consider two copies
of a smooth curve C of genus g − 1 each one with two marked points. Call
p1, q1 the marked points in the first copy and p2, q2 the same points in the
second copy. Then the curve
C˜ = C ∪C/(p1 ∼ q2, p2 ∼ q1)
has a natural involution σ exchanging the components. Observe that C˜/〈σ〉
is the irreducible nodal curve C/p1 ∼ p2. This is an admissible cover-
ing whose associated Prym variety is the Jacobian of C. These elements
(C˜, σ) are called Wirtinger coverings. Observe that the closure of the set
parametrizing these objects describe a divisor in Rg which is birational to
the moduli space Mg−1,2 of curves of genus g − 1 with two marked points.
Hence this divisor is irreducible. We denote it by ∆W .
Now we come back to our particular situation, hence g = 6. Let π : D →
C be a covering in R5,2. By glueing in C the two branch points and in D the
two ramification points we get an admissible covering. These curves form a
divisor in the boundary of R6, birational to R5,2 (hence irreducible) that we
denote by ∆n. A generic element in this divisor is an irreducible admissible
covering of a curve with exactly one node. Moreover, the composition
R5,2 →֒ ∆
n →֒ R6
P6−→A5
is the Prym map P5,2 we are considering.
Remark 2.2. Let us consider the forgetful map π : R6 → M6 sending
[C˜ → C] to the class of the curve C. Let M6 the Deligne-Mumford com-
pactification of the moduli space of curves. Denote by R
′
6 the normalization
of M6 in the function field of R6. Then there is a map π
′ : R
′
6 → M6
which has been studied in [12]. The preimage of the divisor of nodal curves
∆0 ⊂M6 under π
′ is
π′∗(∆0) = ∆
na +∆W + 2∆n,
where the general element C˜ → C of ∆na is not admissible (in Beauville’s
sense) since C˜ is irreducible with two nodes interchanged by σ. From this
one sees that π′ is ramified along ∆n (which explains the notation ∆ram
in [12]). Of course, there are other components of codimension 1 in the
boundary of R
′
6 (and of R6) that are in the preimage of ∆i,6−i ⊂ M6. We
refer to [12] and the references thererin for more details on this map for any
g.
In order to study the degree of P5,2 our strategy is to look at the preimage
of the locus C, the set of the smooth cubic threefolds embedded in A5 via
the Intermediate Jacobian map (see [7]). We start by recalling some basic
facts on the geometry of cubic threefolds and the representation of its In-
termediate Jacobian as Prym variety. All the results are very classical and
can be found in [7], [10], [9] and [23].
Let V be a smooth cubic threefold in P4. The Intermediate Jacobian JV
of V is isomorphic to the Prym variety of many elements in R6. This is
done as follows: given a line l ⊂ V and a 2-plane Π ⊂ P4 disjoint with l,
the projection V \ l → Π extends to a morphism on the blowing-up Vl of
V on l. The fibres of this map are conics and the discriminant curve on Π
parametrizing the points where these conics degenerate is a quintic Ql. The
pairs of lines on the degenerate fibres give a curve Q˜l in the Grassmannian
of lines in P4. Then Q˜l → Ql is an admissible covering and its Prym variety
is isomorphic as ppav to JV . Hence P6
−1
(V ) contains the set of all these
coverings of plane quintics, which is in bijection with the Fano surface F (V )
of the lines contained in V . In [10, Part V, §1] it is proved that in fact
the fibre is exactly F (V ) for any V . Since we are interested in the fibre
restricted to the divisor ∆n we need to know in which cases the quintic Ql
is not smooth, in other words, the first step is to compute
F (V ) ∩∆n
for any cubic threefold V .
This is related to the geometry of the cubic threefolds due to the following
result of Beauville:
Proposition 2.3. ([3, Proposition 1.2]) Let Vl → Π be a conic bundle as
above and let Ql be the discriminant curve. Then
(1) The curve Ql has at most ordinary double points as singularities.
(2) If s is a regular point in Ql, then the corresponding conic has only
one singular point, i.e. is formed by two different lines.
(3) If s is a node of Ql, then the corresponding conic is a double line.
Hence Ql is singular if and only if there is a plane in P
4 intersecting V in
l + 2r, where r ∈ F (V ). So we are interesting in the following two sets of
lines:
Γ = {l ∈ F (V ) | ∃ a plane L and a line r ∈ F (V ) with V · L = l + 2r},
Γ′ = {r ∈ F (V ) | ∃ a plane L and a line l ∈ F (V ) with V · L = l + 2r}.
According to Proposition 2.3, the set Γ parametrizes the lines l for which
Ql is singular.
The curve Γ′ has deserved more attention in the literature. It appears in
[7, section 6] as the set of lines of “second type”. In Proposition 10.21 of that
paper it is shown that Γ′ has pure dimension 1 and, as divisor on the Fano
surface, it is linearly equivalent to twice the canonical divisor. Moreover,
Murre proved that Γ′ (F0 in Murre’s notation) is smooth, non-necessarily
connected and Γ (F ′0 with his notation) is Zariski-closed of dimension at
most 1 (see [23, Corollary (1.9), Lemma (1.11)]).
It is easy to go further with the techniques of [23] to show that in fact Γ
is also a curve. To this end, let us consider the incidence variety
I = {(l, r) ∈ Γ× Γ′ | there is a plane L with L · V = l + 2r}.
By Proposition 2.3 the discriminant curve Ql has at most a finite number
of singularities, hence we have that I → Γ is finite-to-one. The following
lemma implies that I → Γ′ is bijective.
Lemma 2.1. Given a line r ∈ Γ′ there is only one line l such that there is
a plane L with L · V = l + 2r.
Proof. We fix r, l and L as in the statement. We can choose a reference
system in such a way that (1 : 0 : 0 : 0 : 0), (0 : 1 : 0 : 0 : 0 :) ∈ r and
(1 : 0 : 0 : 0 : 0), (0 : 0 : 1 : 0 : 0) ∈ l. Hence, using coordinates x, y, z, u, v,
the equations of r and l are z = u = v = 0 and y = z = v = 0 respectively.
Moreover L has equations u = v = 0. Our hypothesis implies that the cubic
polynomial F defining V is of the form:
F = c yz2 + uG2 + v H2,
where G2,H2 are the equations of two quadrics Q1, Q2 in P
4. Observe that
if c = 0 then, by an easy computation, the points satisfying G2 = H2 = u =
v = 0 are singularities of V , which is a contradiction. So we can assume
c = 1.
By convenience, in the later computation we decompose the quadratic
forms G2,H2 separating the part in the variables x, y:
G2 = A(x, y) + z L1 + uL2 + v L3
H2 = B(x, y) + zM1 + uM2 + vM3,
where Li,Mi are linear forms. Hence we have
(2.2)
F = yz2 + u (A(x, y) + z L1 + uL2 + v L3)+
v (B(x, y) + zM1 + uM2 + vM3).
The planes through l are parametrized by the points of the plane x = y =
0. We want to know for which points p = (0 : 0 : α : β : γ) the plane r ∨ p
intersects V in 2r+ l′ for some line l′. A generic point of r∨ p is of the form
(r : s : tα : tβ : tγ) for some parameters r, s, t. Replacing in (2.2) we have to
impose that t (the equation of r in the plane) appears with multiplicity 2:
α2st2 + tβ(A(r, s) + t(αL1 + . . . )) + +tγ(B(r, s) + t(αM1 + . . . )).
So the condition is βA(r, s) + γB(r, s) = 0 for any r, s. The next claim
implies that β = γ = 0 and therefore the only solution corresponds to the
plane L and hence l is unique.
Claim: If the quadratic forms A(x, y), B(x, y) are not linearly indepen-
dent, then V is singular.
Indeed, assume that B(x, y) = λA(x, y) for some constant λ. Then F is
of the form:
yz2 +u (A(x, y) + z L1+ uL2+ v L3) + v (λA(x, y) + z M1+ uM2+ vM3).
One easily checks that the points which satisfy A(x, y) = z = u = v = 0
are non-trivial solutions of the system of the partial derivatives of F , hence
V is singular. 
Corollary 2.3. For any smooth cubic threefold, Γ is a curve dominated by
Γ′.
In the case of general cubic threefold we can go further in the description
of the properties of the curves Γ and Γ′
Proposition 2.4. For a general cubic threefold V the curves Γ and Γ′ are
irreducible, smooth and isomorphic.
Proof. We first prove the irreducibility. This is a consequence of the fact
that for a general V the Fano surface F (V ) has Picard number 1 (see [28, p.
382]). Indeed, recall from [7, section 10] that Γ′ is bicanonical in F (V ) and
that canonical divisor is very ample giving the Plu¨cker embedding F (V ) →֒
Grass(1, 4) →֒ P9. Therefore the positive generator of the Neron-Severi
group is ample. Thus, if Γ′ = T1 ∪ T2 then T1 · T2 > 0 contradicting the
smoothness proved by Murre. Since Γ′ dominates Γ both are irreducible.
To prove the smoothness of Γ we will show that there is only one node in
the quintic Ql for any l ∈ Γ, this implies that Γ ∼= I ∼= Γ
′.
We finally show the statement on the number of nodes; assume that there
is a line l in V such that there are two different lines r, r′ and two different
planes L,L′ with V · L = l + 2r and V · L′ = l + 2r′. We can choose a
reference system such that (1 : 0 : 0 : 0 : 0) ∈ l ∩ r, (0 : 1 : 0 : 0 : 0) ∈ l ∩ r′,
(0 : 0 : 1 : 0 : 0) ∈ r and (0 : 0 : 0 : 1 : 0) ∈ r′. We use the variables
x, y, z, u, v for the coordinates. Then the equation of V is of the form
λy2z + µux2 + vQ2,
where Q2 is the equation of a quadric in P
4. The set of these equations
represents a linear variety of dimension 16 in the parameter space P34 of
the equations (up to constant) of degree 3 in 5 variables. The projectivities
that leave invariant the four fixed points depend on 8 projective parameters.
Hence the family of those V for which there exist a line l ∈ F (V ) with Ql
with more than one node is a codimension 2 subvariety in C. 
We come back to our computation of the degree of the map P5,2 identified
with P6|∆n . Observe that, by the previous results, any JV ∈ C can be repre-
sented as P (Q˜l, Ql) for a quintic plane curve with only one node. Notice that
Q˜l must be irreducible, otherwise Q˜l → Ql would be a Wirtinger cover and
JV would be a Jacobian contradicting the main result in [7]. Summarizing,
we have that:
(a) The locus C is contained in P6(∆
n).
(b) The fiber over V of P6|∆n is Γ = ∆
n ∩ F (V ).
(c) The locus S ′ = (P6|∆n)
−1(C) has dimension 11, all the fibers of S ′ →
C are 1 dimensional and the generic fibre is smooth and irreducible.
In particular the irreducible component S ⊂ S ′ containing the generic
smooth irreducible fibers is the only component of S ′ of dimension 11. Notice
that the other possible components of S have dimension at most 9.
Although the map P6|∆n is generically finite, the fibres over C are one
dimensional as we have already seen. Nevertheless, the degree of P6|∆n can
be computed at this locus by using the concept of local degree explored in
[10, Part I, section 3]. The local degree d of P6|∆n along S is the degree of
map obtained from P6|∆n by localizing at S in the source and at C in the
target:
(∆n)S−→(A5)C .
We have that deg(P6|∆n) = d.
Assume that P6|∆n lifts to a regular map from the blowup ∆˜
n of ∆n along
S to the blowup of A˜5 of A5 along C, sending the exceptional divisor S˜ to
the exceptional divisor C˜:
P˜6|∆n : S˜−→C˜.
Then:
Lemma 2.4. [10, Lemma 3.2] If the natural linear map NS|∆n,s−→NC|A5,P6(s)
induced by
d(P6|∆n) : T∆n−→TA5
is injective at any s ∈ S, then the local degree at S equals the degree of
P˜6|∆n : S˜−→C˜.
In other words, under some conditions on the behavior of the normal
bundle, we can compute the degree by looking at the degree of the map
between exceptional divisors. In part V of [10] the authors proved that the
conditions of the lemma are satisfied by the usual Prym map P6 : R6 → A5
with respect to C. Moreover they give a nice geometrical description of the
blowups involved in the picture. In this way they are able to confirm once
again that the degree of P is 27 (see also [9, §4]). The next proposition is a
summary of the results in §1 and §2 in part V of [10]:
Proposition 2.5. Let F be the closure of the union of all the Fano surfaces
F (V ) of smooth cubic threefolds V . Denote by π1 : R˜6 → R6 the blowup of
R6 along F and by π2 : A˜5 → A5 the blowup of A5 along C. Then:
(1) P6
−1
(C) = F .
(2) For a cubic threefold V the fibre π−12 (V ) can be identified with the
dual of the ambient space P4 of V .
(3) For an admissible covering (Q˜l, Ql) ∈ F the fibre π
−1
1 (Q˜l, Ql) can be
identified with the dual of the ambient space P2 of Ql.
(4) The map between exceptional divisors F˜ → C˜ sends (Q˜l, Ql,m) to
(V, l∨m). In particular is well-defined and injective everywhere and
the conditions of the Lemma (2.4) are satisfied.
Corollary 2.6. Let S be the fibre of C by the map P6|∆n : ∆
n → A5, and let
S˜ the exceptional divisor of the blowup of ∆n along S. Then the degree of
P6|∆n equals the degree of the map S˜ → C˜ sending (Q˜l, Ql,m) to (V, l ∨m)
Proof. Since ∆n ⊂ R6 is a closed immersion, the universal property of
blowups (see [14, Corollary 7.15]) implies that the previous Proposition is
valid for the restriction to ∆n. In particular, the conditions of the Lemma
2.4 are satisfied and the local degree (hence the degree) can be computed
looking at the map between exceptional divisors. 
Now we can prove the main result of this section:
Theorem 2.5. The Prym map P5,2 : R5,2 → A5 is generically injective.
Proof. Due to the last corollary, the theorem reduces to check the following
fact: Let V be a generic smooth cubic threefold and let l ⊂ V a generic line
on Γ (hence Ql is a quintic nodal curve). Given a a generic hyperplane H
in P4 containing l, there is no other line in Γ contained in H.
To prove this we consider
H0 = {(l,H) ∈ Γ× P
4∗ | l ⊂ H}.
This a 3-dimensional closed subvariety, since all the fibres of H0 → Γ are
isomorphic to P2. The variety we are interested in is H = p2(H0). The
image of the rational map
Γ× Γ 99K H
sending (l1, l2) to the hyperplane l1 ∨ l2 is a 2-dimensional family H2 of
hyperplanes contained in H. To finish the proof of the theorem it is enough
to show that dimH = 3. Indeed, otherwise for a generic H ∈ H there are
infinitely many lines of Γ contained in H, thus the whole Γ give lines in H.
Taking three different linearly independent hyperplanesH1,H2,H3 ∈ H such
that all the lines of Γ are in the three hyperplanes we get a contradiction. 
Appendix A.
Geometry of R2,6 via Kummer quartic surfaces
by Alessandro Verra
In this appendix we describe the moduli space R2,6 via the geometry of
the sextic models in P4 of a smooth, integral genus two curve C and of its
naturally associated Kummer quartic surface. Our goal is to derive from
this some recreational geometry and to prove the following result.
Theorem A.1. R2,6 is rational.
To perform the proof let us introduce some preliminaries. Recall that a
point of R2,6 is defined by a triple (C, η, b) where C is a curve as above,
η ∈ Pic3 C and b is a smooth element of |η⊗2|. Since η⊗2 has degree 6 we
have dim |η⊗2| = 4. Furthermore, a well known theorem of Mumford ([22])
implies that η⊗2 defines a projectively normal embedding
C ⊂ P4,
with ideal sheaf IC generated by quadrics. The linear system |IC(2)| is 3-
dimensional and reflects the properties of the Kummer surface of Pic0C. We
recollect from [5] some of these properties. First observe that C is contained
in the scroll
R = ∪〈x+ σ(x)〉 , x ∈ C,
where σ is the involution on the covering exchanging the sheets over C. So
R is either a cone over a rational normal cubic or a smooth cubic scroll,
biregular to P2 blown up at one point. Notice that R is a cone if and only
if C is 3-canonically embedded. In particular the moduli points of triples
(C, η, b) such that R is not a cone fill up a dense open set of R2,6. Therefore,
it will be not restrictive to assume that R is smooth.
The ideal sheaf IR of R is generated by quadrics and dim |IR(2)| = 2.
This implies that C = R ·Q, where Q is a quadric smooth along C. Hence,
by Bertini theorem, it follows that a general Q ∈ |IC(2)| is smooth. Then
the discriminant locus of |IC(2)| is a surface, namely the quintic surface
D := {Q ∈ |IC(2)| | SingQ 6= ∅}.
Notice that D is not integral. Indeed, by Lefschetz hyperplane theorem, no
quadric containing R is smooth. Hence the net |IR(2)| is a plane contained
in D. From now on we will use the following notation:
P3 := |IC(2)| and P
2 := |IR(2)|.
We describe P2 explicitly. The surface R contains a unique exceptional line
that we will denote by E. We can associate to each point v ∈ R a unique
quadric Qv containing R in the following way. Let pv : R → P
3 be the
projection from v. Then pv(R) is a quadric surface and the cone of vertex v
over pv(R) is a quadric Qv through R. If Q
′
v is a second quadric through R
singular at v, then Qv ∩Q
′
v is a cone of vertex v over a curve, which implies
that R is a cone, so we get a contradiction. Therefore the assignment v → Qv
defines a morphism
β : R→ P2.
Proposition A.2. The map β is the contraction of E. Moreover either v 6∈
E and β(v) has rank 4 or β(E) has rank 3. In the latter case E = Sing β(E).
Proof. Since the arguments are standard we only sketch the proof. Let v ∈ R
then pv(R) is obtained via the elementary transformation of center v of the
ruled surface R ( [15]). Hence pv(R) is a smooth quadric surface if v 6∈ E. If
v ∈ E then pv(R) has rank 3, pv(R) is singular at pv(E) and SingQv = E.
Now it is easy to see that there is a unique rank 3 quadric QE containing
R. Hence we have Qv = QE and β is constant on E. Then the statement
follows. 
To continue the study of D we consider the natural involution
s : Pic3 C → Pic3 C
defined by s(L) := η⊗2(−L), so Pic3 C/〈s〉 is biregular to the Kummer
surface of Pic0 C. Let L ∈ Pic3C then dim |L| = 1 and each d ∈ |L|
satisfies dim〈d〉 = 2. Otherwise we would have dim |η⊗2(−d)| ≥ 2, which is
impossible. This defines a quadric through C, namely
QL :=
⋃
d∈|L|
〈d〉,
the union of the planes generated by the divisors in |L|. Let
u : Pic3C → P3, L 7→ QL
and S := u(Pic3C). Since QL is ruled by planes, then QL is singular and
hence u(Pic3 C) ⊂ D.
Lemma A.3. At a general QL the fibre of u : Pic
3 C → S is {L, s(L)}.
Proof. From L ⊗ s(L) ∼= OC(1) it easily follows that QL = Qs(L). Let |L|
be a base-point-free pencil, then L is uniquely reconstructed from the ruling
of planes 〈d〉 of QL. Since for a general L ∈ Pic
3 C, |L| and |s(L)| are base
point-free distinct pencils, the statement follows. 
To complete the description of S we consider the natural theta divisor
Θ := {M ∈ Pic3C | M ∼= ωC(x), x ∈ C}
and its conjugate by the involution s
Θη := s(Θ) = {η
⊗2(−M) , M ∈ Θ}.
Observe that M ∈ Θ if and only if |M | is base-point-free.
Theorem A.4.
(1) It holds u∗P2 = Θ+Θη;
(2) the linear system |Θ +Θη| defines the map u : Pic
3 C → P3;
(3) the surface S is the Kummer quartic model of Pic3 C/〈s〉.
Proof. (1) Let Q ∈ P2 be of rank 4 then SingQ is a point o ∈ R. Consider
the projection po : R → P
3 from o, then po(R) is a smooth quadric and
one of its rulings is the image of the ruling of lines of R. If o 6∈ C then
po(C) is a curve of type (2,4) in po(R) and the two rulings of planes of Q
cut |ωC | and a base point free pencil of degree 4 on C. Hence Q is not
in S. If o ∈ C then Q = u(L), where L is ωC(o) and then L ∈ Θ and
s(L) ∈ Θη. Secondly, let Q be of rank 3 then SingQ∩C = {o1, o2} and one
has Q = u(L), where {L, s(L)} = {ωC(o1), ωC(o2)} ⊂ Θ. The discussion
implies u−1(P2) = Θ ∪ Θη. Now u : Pic
3C → S is a morphism of degree
2 and degS ≤ 4, since D has degree 5. This easily implies degS = 4 and
u∗P2 = Θ+Θη. This shows (1) and (1) implies (2) and (3). 
It is well known that SingS consists of sixteen nodes. In our construction
these are the images of the fixed points of s, in other words
SingS = {QL | L
⊗2 ∼= OC(1)}.
Since L = s(L) the quadric QL has a unique ruling of planes and rank 3.
Hence, Qη ∈ SingS since s(η) = η, and the rank 3 quadric Qη defines a
node of S.
For a general triple (C, η, b) ∈ R2,6 is not restrictive to assume η 6∈ Θ.
Then |η| is base point free and SingQη ∩C = ∅, where SingQη is a line. By
Proposition A.2 this implies that
C = Qη · R.
Since R is unique in P4 up to projective automorphisms, we fix it. Then a
general pair (C, η) is defined via the above construction by a rank 3 quadric
not containing R.
Proof of Theorem A.1. Let G(1, 4) be the Grassmannian of lines of P4; we
use the same notation for a line ℓ ⊂ P4 and its parameter in G(1, 4). Let Iℓ
be the ideal sheaf of ℓ. Then |I2ℓ (2)| is 5-dimensional. We set
P5ℓ := |I
2
ℓ (2)|.
This linear system parametrizes all the quadrics singular along ℓ and its
general member has rank 3. Let ℓ ∈ G(1, 4) and Q ∈ P5ℓ be general. Then
Q defines a smooth curve C := Q ·R. By the previous remarks C is a general
curve of genus 2. Moreover, the ruling of planes of Q cuts on C a pencil |η|,
where η ∈ Pic3C and η⊗2 ∼= OC(1). Let P
4∗ = |OP4(1)|. Then a general
(Q,H) ∈ P5ℓ ×P
4∗ defines a triple (C, η, b) where b := H · C, with (C, η) is
constructed as above. This defines a rational map
fℓ : P
5
ℓ ×P
4∗ →R2,6
sending (Q,H) to the moduli point of (C, η, b). Notice that fℓ is a map of
varieties of the same dimension, depending of course on ℓ.
Let Gℓ ⊂ AutP
4 be the stabilizer of R ∪ ℓ. It is clear that Gℓ acts
linearly on the two factors of P5ℓ ×P
4∗. Then we consider its action on this
product, sending (Q,H) to a(Q,H) := (a(Q), a(H)). First we show that fℓ
is birationally the quotient map of this action.
Assume fℓ(p1) = fℓ(p2) for two general points pi = (Qi,Hi), i = 1, 2. Let
Ci := Qi · R and let ηi ∈ PicC
3
i be the line bundle defined by the ruling of
Qi. Then C1, C2 are biregular to the same general curve C and η1, η2 are
isomorphic. This implies that there exists a ∈ AutP4 such that a(C1) = C2
and a(Q1) = Q2. We can assume that OCi(1) is general in Pic
6Ci so that
the stabilizer of Ci in AutP
4 is trivial. Let bi = Ci · Hi then it follows
a(b1) = b2 and a(H1) = H2. Moreover, notice that the ruling of lines of R
is invariant by a, since a(C1) = C2. Hence a(R) = R. Since a(Q1) = a(Q2)
then a(ℓ) = ℓ. This implies that a ∈ Gℓ and that (Q2,H2) = a(Q1,H2).
Since P5 × P4∗ and R2,6 are irreducible of the same dimension, it follows
that P5 ×P4∗/Gℓ is birational to R2,6.
Finally, we claim that Gℓ is isomorphic to Z/2Z for a general ℓ. Therefore
P5 × P4∗ descends to a P5-bundle over the quotient space P4/Gℓ and the
latter is rational. 
Proof of the claim. The stabilizer of R in AutP4 is isomorphic to AutR.
Since R is the blow-up of P2 at a point o, AutR is isomorphic to the
stabilizer of o in AutP2. Notice that AutR is 6-dimensional and acts on
the 6-dimensional variety G(1, 4). Recall that we have a map
β : R→ |IR(2)|
such that β(v) is the unique Qv ∈ |IR(2)| singular at v. By Proposition
A.2 β is the contraction of the exceptional line E ⊂ R and o := σ(E) is the
parameter point of the unique rank 3 quadric QE containing R. Let
rℓ : |IR(2)| → |Oℓ(2)|
be the restriction map. We define the non empty open sets:
(1) U1 := {ℓ ∈ G(1, 4) | rℓ is an isomorphism},
(2) U2 := {ℓ ∈ G(1, 4) | ℓ is transversal to QE}
and prove our claim for ℓ ∈ U1 ∩ U2. Let ∆ℓ := r
∗
ℓ∆ be the pull back of
the diagonal conic ∆ := {2x | x ∈ ℓ}. Then ∆ℓ is a conic in |IR(2)|, more
precisely it is the family of quadrics through R which are tangent to ℓ. Let
a ∈ Gℓ then a(QE ∩ ℓ) = QE ∩ ℓ. Since QE is transversal to ℓ it follows that
QE ∩ ℓ = {x1, x2}
with x1 6= x2. Therefore the parameter point o of QE is not in ∆ℓ. It is
also clear that the induced automorphism a∗ : |IR(2)| → |IR(2)| leaves ∆ℓ
invariant. Let Qv ∈ |IR(2)| be singular at v then Qa(v) = a(Qv) and this
equality implies that a|R : R→ R is uniquely defined by a∗. Since a|R is the
identity if and only if a is, it follows that a is uniquely reconstructed from
a∗.
Now a∗(o) = o implies a∗(L) = L and a∗(T1 ∪ T2) = T1 ∪ T2, where L is
the polar line of o with respect to ∆ℓ and T1, T2 are the tangent lines to ∆ℓ
at the two points of L∩∆ℓ. Let P be the pencil of conics which are tangent
to ∆ℓ at L∩∆ℓ. Then a∗ acts on P fixing each of the elements ∆ℓ, T1+ T2,
2L. Hence a∗ acts as the identity on P . To conclude just recall that the
group of planar automorphisms acting on a pencil like P as the identity is
isomorphic to Z/2Z. Indeed, it is generated by the involution leaving each
conic of P invariant, with o and the points of L fixed. Hence Gℓ is generated
by a, where a∗ is such an involution. 
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