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Abstract
Analysis of categorical data is a challenging
task. In this paper, we propose to compute to-
pographical features of high-dimensional cate-
gorical data. We propose an efficient algorithm
to extract modes of the underlying distribution
and their attractive basins. These topographical
features provide a geometric view of the data
and can be applied to visualization and cluster-
ing of real world challenging datasets. Experi-
ments show that our principled method outper-
forms state-of-the-art clustering methods while
also admits an embarrassingly parallel property.
1. Introduction
Categorical data analysis has been critical in many do-
mains. In biomedical informatics, basic attributes of a pa-
tient include blood type, gender and race. Disease-specific
attributes include the subtypes of disease and the treatments
a patient has received. DNA/RNA sequence data have cat-
egorical values, that is, different nucleobases. These mod-
ern categorical data exhibit high dimensionality, insuffi-
cient samples and inhomogeneity. To handle these chal-
lenges, new methods for visualizing and exploring complex
datasets are crucially needed.
In this paper, we develop a method to characterize the
geometry of a categorical dataset by computing its topo-
graphical features, i.e., modes and their associated attrac-
tive basins. These features provide a geometric description
of a given dataset and naturally lead to practical tools for vi-
sualization and clustering. For a given data and an estima-
tion of its underlying distribution, we compute modes, i.e.,
local maxima whose probability is bigger than all nearby
points. By exploiting modes, we then decompose the dis-
crete domain into regions called the basins of attraction.
Within each basin of attraction, every point converges to
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Figure 1: The topographical landscape of a distribution. There
are two modes, m1 and m2. Their attractive basins are separated
by a valley (dashed line). Each data point converges to one of the
two modes following a discrete gradient ascent path.
the same mode as directed by a discrete version of gradient
ascent. See Figure 1 for a schematic illustration.
It is computationally prohibitive to compute all the
modes and their attractive basins. Instead, we take a data-
centered approach and compute the discrete gradient ascent
paths, each of which starts from a data point and ends at
a mode. These paths associate data points with different
modes and form a natural clustering. The paths merging
into a same mode provide an outline of the attractive basin.
The computation of each discrete gradient ascent step can
be viewed as finding a neighboring point with the highest
probability. This is challenging as the neighborhood of a
high dimensional point can be of exponential size.
To address this issue, we propose to adopt the classic
tree-structured graphical model to approximate the under-
lying probabilistic density function from given data. We
leverage the tree structure of the model and develop a dy-
namic programming algorithm that finds the neighbor with
the highest probability efficiently. While the tree model
brings computational advantage, it also provides a satis-
fying description of high-dimensional data, as have been
proven theoretically and practically (Liu et al., 2011; Minka
& Qi, 2003). Our algorithm is efficient; given a tree model,
computing one gradient ascent step is linear to the dimen-
sion. The method is linear to the data size. But it is ex-
tremely easy to parallelize as we can compute gradient as-
cent paths for all data independently.
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Our method offers a different view from most cluster-
ing methods. Unlike the top-down methods that derive
clusters using a mixture of parametric models, our method
does not hold any geometric or probabilistic assumption on
each cluster. It respects the intrinsic geometry of the un-
derlying distribution and uses it to partition the data. Com-
pared with bottom-up approaches that agglomerate data
based on similarities between them, our method is based
on a probabilistic model and is more principled.
1.1. Related Work
Clustering is a classic yet very useful technique for
modern data analysis (Xu & Wunsch, 2005). Many clus-
tering algorithms have been proposed and they are possibly
far beyond what we could keep track of. The classical K-
Means (MacQueen, 1967) associates data from each clus-
ter to a centroid point. The algorithm minimizes an objec-
tive function which is the total squared Euclidean distance
between each data point and its associated centroid. The
algorithm iteratively updates the centroid of each cluster
and the membership of each data point, until it converges.
The initial centroids and the number of clusters are critical
for the quality of the result. Various algorithms have been
developed to find a robust initialization and to estimate
the number of clusters (Bradley & Fayyad, 1998). Prob-
abilistic approaches to clustering such as Gaussian mixture
model (GMM), Dirichlet process Gaussian mixture models
(DPGMM) (Rasmussen, 2000), and Pitman-Yor diffusion
trees (Knowles & Ghahramani, 2015) are also available.
For categorical data, methods such as K-Modes and
ROCK are at one’s disposal. K-Modes (Huang, 1998) opti-
mizes the same objective function as K-Means, except that
the squared Euclidean distance function is replaced by the
Hamming distance and vectors of modes of categorical at-
tributes instead of means are used to represent cluster cen-
ters. Since K-Modes is essentially same as K-Means, each
iteration costs a linear time with respect to both the data
size and the dimension. ROCK (Guha et al., 1999) is a type
of hierarchical clustering algorithm. This method starts
by initializing each data point as a cluster, and iteratively
merge clusters with large similarity until a lowerbound of
threshold is reached. The similarity between two clusters is
measured by the amount of common neighbors the clusters
share. Due to the need to compute list of neighbors and
links among pairs of points, the time complexity of ROCK
is quadratic to the data size.
Mixture models can also be used to cluster discrete
data. The latent class analysis (LCA) (McCutcheon, 1987;
Bishop, 2006) method assumes a binary valued discrete do-
main and fits a mixture of discrete distributions. Each com-
ponent of the mixture is a product of D Bernoulli distri-
butions, corresponding to the D independent random vari-
ables. It is straightforward to generalize LCA to multiple-
valued discrete domain (Linzer et al., 2011). We call the
generalized model the mixture of products of discrete dis-
tributions (MPD) and use it as one of our baselines. Like
other mixture model, MPD are learned using an EM algo-
rithm. Each iteration is linear to both the data size and the
dimension. However, unlike other methods, this method is
also linear to L, the maximal number of distinct values a
variable can have. The reason is that the distribution of a
multi-valued variable is expressed as the distribution of L
binary-valued variables. For completeness, we also refer to
more advanced latent class model (Zhang, 2004) for which
the independence assumption is dropped.
Chen et al. (2014) also computed modes based on a
given tree-model. The difference between our method and
their method (called TMode ) is twofold. First, unlike our
method, TMode is exponential to the degree of the underly-
ing tree-model. This could be computationally prohibitive
as the tree degree could be linear to the dimension. Sec-
ond, our method not only computes modes, but also com-
putes attractive basins, which are a natural way to associate
all data to their corresponding modes. This is not provided
by TMode. As we will demonstrate in the experiment sec-
tion, simply computing modes and associating data to their
nearest modes will not work well in clustering. We also
note that mode-based clustering method has been proposed
before (Cheng, 1995). Such method, however, is built for
continuous domain. Furthermore, it is based on kernel den-
sity estimation, which suffers from curse of dimensionality
(Hastie et al., 2009) and does not suit high dimension.
Topographical features. For a scalar function, topograph-
ical features, e.g., modes, ridges, attractive basins, and
their combinatorial structure, the Morse-Smale complex,
have been studied extensively in the classic Morse theory
(Milnor, 1963). In recent years, with the development of
topology data analysis (Edelsbrunner & Harer, 2010; Carls-
son, 2009), topographical features of a probabilistic density
function have been used to analyze modern data (Chazal
et al., 2014; Chen et al., 2015; Bubenik, 2015; Chen &
Edelsbrunner, 2011). While the theoretical foundation,
e.g., the theory of persistent homology (Edelsbrunner &
Harer, 2010), has been well studied for general context, the
algorithms for these topographical features (Chen & Ker-
ber, 2011; 2013) are typically exponential to the dimension
and thus are impractical for high-dimensional data.
2. Background
We review discrete graphical models, tree-structured
graphical models, and how to estimate a tree-structured
model from given data. A probabilistic graphical model
(Wainwright & Jordan, 2008; Nowozin & Lampert, 2010)
represents a joint distribution over a set of interdependent
random variables, X = (X1, . . . , XD), using a graph
G = (V, E) and a potential function f . The set of D
vertices/nodes V corresponds to the set of D random vari-
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ables, each of which can be assigned a discrete value
xi ∈ L = {1, . . . , L}. The edges encode the dependence
between different variables. A value assignment to all ran-
dom variables x = (x1, . . . , xD) is called a configuration.
We denote by X = LD the domain of all configurations.
The potential function f : X → R assigns to each config-
uration a real value, which is inversely proportional to the
logarithm of the probability distribution,
p(x) = exp(−f(x)−A), (2.1)
where A = log
∑
x∈X exp(−f(x)) is the log-partition
function. Assuming these variables satisfy the Markov
properties, the potential function can be written as
f(x) =
∑
(i,j)∈E fi,j(xi, xj), where fi,j : L × L → R
is the potential function for edge (i, j) 1. For convenience,
we assume any two different configurations have different
potential function values. We call a configuration of a sub-
graph B a partial configuration. For a given configuration
x, we may denote by xB its configurations over B. We de-
note by fB(xB) the potential of the partial configuration,
which is only evaluated over edges within B. When the
context is clear, we drop the subscript B and write f(xB).
Tree-structured graphical models. We focus on graph-
ical models whose underlying graph G is a tree. A tree
distribution, i.e., one which can be represented by a tree
structure, T = (V, E), has the following factorization:








Here p(xi, xj) is the bivariate marginal density of the vari-
able Xi and Xj , and p(xk) is the univariate marginal den-
sity of the variable Xk. The potential can be written as
fi,j(xi, xj) = − log(p(xi, xj)) + (1− 1/di) log(p(xi))
+ (1− 1/dj) log(p(xj)), (2.3)
in which di and dj are the degrees of nodes i and j.
For an unknown distribution p∗, we approximate it by
finding the oracle tree distribution, q∗, namely, the tree
distribution with the minimal Kullback-Leibler (KL) di-
vergence from p∗, that is, q∗ := argminq∈PT D(p
∗||q),
where PT is the family of all tree distributions and
D(p||q) :=∑x∈X p(x)(log p(x)− log q(x)). Bach and
Jordan (Bach & Jordan, 2003) proved that when the un-
known distribution, p∗, is a tree distribution, the ora-
cle tree distribution, q∗, has the same marginal univari-
ate and bivariate distributions as p∗. Furthermore, it has
been shown that the tree structure of the oracle tree dis-
tribution is the maximum spanning tree when the edge
1W.l.o.g., we drop unary potentials fi, as they can be absorbed
into binary potentials. That is, any potential function with unary
potentials can be rewritten as a potential function without them.
weights are the pairwise mutual information, formally,
T ∗ := argmaxT
∑
(i,j)∈E(T ) Iij , where E(T ) is the edge








In reality, we do not know the true marginal univariate
and bivariate distributions. Instead, we are given N sam-
ples from the true distribution. We thus calculate empirical
mutual information Iˆij using the empirical marginal dis-
tributions pˆ(xi, xj) and pˆ(xk). The estimated tree is then
obtained by computing the maximum spanning tree on es-
timated edge weights using Kruskal’s algorithm (Cormen
et al., 2001): Tˆ = argmaxT
∑
(i,j)∈E(T ) Iˆij . The poten-
tial function on each edge can be estimated similarly us-
ing the estimated marginal univariate and bivariate distri-
butions (as in Equation (2.3)). This estimation algorithm,
first proposed by Chow and Liu (Chow & Liu, 1968), has
various theoretical guarantees (Liu et al., 2011) and will be
the basis of our method. It is linear to the data size and
quadratic to the dimension.
3. Method
Our method clusters discrete data by exploiting the to-
pographical landscape of the underlying probabilistic dis-
tribution. We partition the whole discrete domain into dif-
ferent regions, called the attractive basins, each of which
is represented by a local maximum (mode) of the distri-
bution. We do not explicitly compute all modes and at-
tractive basins. Instead, we focus on each individual data
and find out the mode it is associated with. For a data
point, x, we compute its gradient ascent path by running
a neighborhood-search algorithm: start from x and itera-
tively move to the neighbor with the highest probability.
The point at which the neighborhood-search algorithm con-
verges is a mode and is the representative of x. Figure
1 illustrates the procedure; x is associated with the local
maximum m1. We also show several other data points
associated with another local maximum m2. The valley
(dashed curve) in between the two mountains separates the
domain into two parts/attractive basins, represented by the
two modes, respectively.
First, we provide formal definitions of these concepts
in the discrete setting and subsequently introduce our algo-
rithm in details.
Definitions. We define the neighborhood of a point x as
the Hamming ball with a fixed radius δ, formally,
Nδ(x) = {y ∈ X | distH(x, y) ≤ δ},
where the Hamming distance, distH(x, y), measures the
number of random variable at which x and y disagree. For
example, in Figure 2a, the vertices of a three-dimensional
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cube correspond to a three-dimensional binary-valued dis-
crete domain. The neighborhood of the point (010) with
δ = 1 is highlighted. When δ = 2, the neighborhood of
(010) will be everything except for the point (101).
For each point x ∈ X , we say the next step of x is
the maximal probability point within the δ-neighborhood,
namely,
next(x, δ) = argmax
y∈Nδ(x)
p(y).
When the next step from x is still x, next(x, δ) = x, we
say x is a local maximum, called a δ-mode. In other words,
a mode x has a higher probability than all its neighbors.
In Figure 2b, for the given probability distribution, we use
arrows to show what is the next step of each point. There
are only two modes, (000) and (111). These next(.) and
modes define a natural decomposition of the domain. In
Figure 2b, the domain is decomposed into two parts (red
and blue), represented by the two modes (000) and (111)
respectively. This provides a natural way of clustering the
data. Our main clustering algorithm follows.
The parameter δ, called the scale, controls the gran-
ularity of the clustering of the data/decomposition of the
domain. As we increase δ, the neighborhood Nδ(x) in-
creases and modes may disappear. In Figure 2b, when
δ = 2, next((000)) = (110) and next(x) = (111) for
any other x. There is only one mode (111), represent-
ing the whole domain. Intuitively, increasing δ makes the
landscape less bumpy and smooths out modes. In our al-
gorithm, we assume a fixed δ and drop the symbol when
the context is clear. We use simplified notations, e.g.,M,
N (x), next(x), etc. In practice, we decide δ empirically.
The main algorithm. Our main algorithm is summarized
in Algorithm 1. We first estimate a discrete distribution,
p. Next, we run the neighborhood search procedure start-
ing from each data, si, and associate it to the mode it con-
verges to. All points that are associated to a same mode






(a) The neighborhood of











(b) Each arrow points to the
highest probability neighbor
from each point.
Figure 2: A three-dimensional binary-valued discrete domain
and the discrete gradient directions when δ = 1. For the given
probability in (b), there are two clusters (blue and red).
There are two issues that need to be addressed. First,
we need a model to represent the estimated discrete dis-
tribution. This model should be easy to estimate from the
data. Second, we need an efficient algorithm to compute
the next step for any given point. An exhaustive search of
the neighborhood is infeasible as the neighborhood of x,
Nδ(x), is a Hamming ball with exponential size.
To this end, we choose to use the tree-structured dis-
crete graphical model as it strikes a good balance between
the flexibility of the model and the computational effi-
ciency. As we mentioned in the background section, a tree-
structured model is a flexible model with an efficient esti-
mation method, i.e., the Chow-Liu algorithm. Furthermore,
the tree-structure can be exploited in any inference tasks. In
our case, we introduce an efficient algorithm that computes
the next step of any point y, next(y), using a dynamic pro-
gramming algorithm. Our algorithm, Compute-Next,
Algorithm 1 Discrete-Clustering
Input: Data set S = {s1, . . . , sN}
Output: Cluster label C = {c1, . . . , cN}
1: The set of modesM← ∅,m← 0
2: Estimate a discrete probability distribution using the
tree model (Chow-Liu in Sec. 2)
3: for all si, i = 1, . . . , N do
4: x← si
5: y ← next(x) using Compute-Next (Alg. 2)
6: while y 6= x do
7: x← y
8: y ← next(x) using Compute-Next (Alg. 2)
9: end while
10: if y /∈M then
11: m← m+ 1
12: M←M∪ {y}, y is the m-th mode
13: end if
14: ci ← the index of y inM
15: end for
Algorithm 2 Compute-Next
Input: A tree G, a potential function f , a scale δ and a
given configuration y
Output: next(y, δ) = argminz∈Nδ(y) f(z)
1: Build a rooted tree as in Figure 3a
2: V ← the post-order traversal of the tree
3: for v ∈ V , v 6= r̂ do
4: u← the parent of v
5: for all `v ∈ L, τ ∈ [0, δ] do
6: Compute MSGv→u(`v, τ)
7: end for
8: end for
9: f(y∗)← min`r MSGr→r̂(`r, δ)
10: Recover y∗ through backtracking
11: return y∗
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efficiently searches through the exponential-size neighbor-
hood of y and finds the point with the highest probability.
Unlike previous heuristic methods, such as Iterated Con-
ditional Modes (ICM) (Besag, 1986), our method exploits
the tree structure and finds the optimal solution exactly.
3.1. Computing the Next Step for a Tree Model
By definition (Eq. (2.1)), the smaller the potential of a
configuration is, the bigger its probability is. Therefore, the
next step of a configuration y, next(y) is the configuration
within the neighborhood of y with the minimal potential,
formally,
y∗ = next(y) = argmin
z∈N (y)
f(z).
We compute y∗ using a message-passing algorithm. We se-
lect an arbitrary node as the root, and thus a corresponding
child-parent relationship between any two adjacent nodes.
We add an extra pseudo node r̂ as the parent of the root, r.
A message is a function that is passed from each node to its
parent after collecting messages from all its children. See
Figure 3a for an illustration of the message passing pro-
cess. We visit all nodes and compute their messages in a
post-order traversal (Cormen et al., 2001). This ensures
that when we visit a node and compute its message, all its
children have been visited.
Each message is a real-valued function with two pa-
rameters, a value and an integer. Denote by Ti as the sub-
tree rooted at node i. The message from vertex i to its
parent j, MSGi→j(`i, τ), is the minimal potential one can
achieve within the subtree Ti given a fixed value `i at i and
a constraint that the partial configuration of the subtree is
no more than τ away from yTi , formally,




where `i ∈ L and τ ∈ [0, δ]. Here the message does not de-
pend on node j and the parameter τ is no more than δ. By
definition, min`r MSGr→r̂(`r, δ) is the potential of the op-
timal configuration, y∗. We recover y∗ using the standard
backtracking strategy of message passing. See Algorithm
2 for the pseudocode. It remains to explain details of the
computation of each message and the backtracking.
Computing messages. For each `i ∈ L and τ ∈ [0, δ], we









Figure 3: Message passing.
i is a leaf node, the solution is trivial. When i has only
one child, k, we compute the message as follows. If `i
is equal to yi, then we enumerate through all possible
values of node k. For each value `k, we find the opti-
mal partial configuration of Tk with the value `k at node
k and within distance τ from y . Note that the poten-
tial of such configuration has been computed as the mes-
sage from k to i, MSGk→i(`k, τ). For each of the opti-
mal partial configuration of Tk, we extend it to a partial
configuration of Ti using `i for node i. The potential is
fi,k(`i, `k) + MSGk→i(`k, τ). We compare potentials of
all the L partial configurations, corresponding to L differ-
ent value choices for node k, and select the smallest as our
message. When `i is not equal to yi, we know that any par-
tial configuration we consider differs from y at i. Thus we
only consider all partial configurations of Tk with value `k
at node k and distance upperbound τ − 1 from y. Unifying
both `i = yi and `i 6= yi, we have
MSGi→j(`i, τ) = min
`k
{




where τˆ = τ if `i = yi and τˆ = τ − 1 otherwise.
In a more general case, when i has t children, k1, . . . , kt
(Figure 3b), we consider partial configurations of the union
of all subtrees Tk1 ∪ . . . ∪ Tkt within distance τˆ from yTi ,
where τˆ is either τ or τ − 1, depending on whether `i = yi
or not. We want to find the optimal partial configurations
for all subtrees so that their total Hamming distance from
yTi is no more than τˆ and they jointly form a partial con-
figuration of Ti with the minimal potential. In this case,
we decompose the solution space into different subspaces,
each corresponding to a tuple (τ1, . . . , τt), specifying a dis-
tance upperbound for each subtree. For each tuple satisfy-
ing
∑t
a=1 τa = τˆ , we find the optimal partial configuration
for each subtree within the corresponding upperbound, τa.
In total, there are at most (τˆ + 1)t−1/((t − 1)!) possible
upperbound tuples satisfying the constraints that their sum
is τˆ . However, we have an efficient way to search through
all of them.
For the a’s subtree with root ka, and for each possible
upperbound τa ∈ [0, τˆ ], we compute the optimal potential
of subtree Tka plus the potential of edge (i, ka),
F (a, τa) = min
`ka
(fi,ka(`i, `ka) +MSGka→i(`ka , τa))
(3.2)
This gives us τˆ + 1 different values for the a’s subtree, as-
sociated with upperbound τa = 0, . . . , τˆ . Going through
all t subtrees, we have a t × (τˆ + 1) matrix. For any tuple
(τ1, . . . , τt), the optimal potential of the partial configura-
tion of Ti corresponds to selecting the τa’s number from
the a’s row and sum them up.
Our goal is to decide the best tuple achieving a mini-
mal total potential under the constraint that the total upper-
bound is τˆ . This can be solved using a standard dynamic
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programming (DP) approach (Cormen et al., 2001). For-







F (a, τa) (3.3)
Backtracking. In the backtracking process, we visit all
nodes in a pre-order traversal (Cormen et al., 2001), so that
each node is visited after its parent. For each node i, we fix
an optimal pair of parameters (`∗i , τ
∗
i ). For the root note r,
we fix τ∗r = δ and `
∗
r = argmin`r MSGr→r̂(`r, δ). For any
subsequent node, k, we fix the optimal parameters based
on the optimal parameters fixed for its parent i, (`∗i , τ
∗
i ).
When calculating the message of the parent using the fixed
optimal parameters, we choose an optimal upperbound for
each of its children (optimal τa’s in Equation (3.3)). These
numbers are used as τ∗’s of the children nodes k1, · · · , kt.
For each ka, we fix the optimal value `ka as the one mini-




all the `∗i ’s give the optimal configuration y
∗.
3.2. Complexity
Denote by d the degree of the tree. For each i and
each parameter setting of the message (`i, τ), we compute
the matrix of F (a, τa)’s and run dynamic programming to
compute Eq. (3.3). The table has O(dδ) entries. Comput-
ing each entry of the table take O(L). Furthermore, run-
ning DP on the table takes O(dδ2). Since we have O(Lδ)
input parameter pairs (`i, τ), the complexity of computing
each message is O(dLδ2(L+ δ)). Therefore, the complex-
ity of Compute-Next is O(DdLδ2(L+ δ)).
Our algorithm runs through every data point once. For
each data, the gradient ascent path is computed, which in-
clude the computation of next(x) for K times, where K is
the maximal number of gradient ascent steps a data point
can take. Finally, we need to maintain a set of no more
than N modes, each of which is a length D configuration.
Therefore, the overall complexity of O(N(KDdLδ2(L +
δ)+D logN)). Assuming δ is constant, our algorithm has
O(ND(KdL2 + logN)). It is linear to the dimension and
almost linear to the data size.
Parallelization. The desirable property of our method is
that it can be very easily parallelized. Once the tree model
is estimated. We can execute the neighborhood search for
all data in parallel and record the modes they converge to.
In the end, we just need to go through all data once and
identify data associated with the same mode as one cluster.
Being embarrassingly parallel makes our method rather ap-
pealing compared with others discrete clustering methods;
to the best of our knowledge, none of these methods can be
easily parallelized.
4. Experiments
We validate our method on various synthetic and real
world categorical datasets. We focus on the clustering task
and show that our method outperforms various existing
clustering methods. We use synthetic, UCI and biological
datasets. See Table 1 for a summary of different datasets.
Synthetic datasets. We create a synthetic categorical
dataset with two elongated and two isotropic clusters. The
domain has 110 dimensions. Each dimension can take 4
different categorical values (L = 4). We randomly corrupt
5% or 10% of the data, i.e., for each data point, 5% or 10%
of its attributes are randomly selected to be corrupted. The
value of each corrupted attribute is changed to a random
value. In Figure 4, we visualize the data with 5% corrup-
tion rate.
UCI datasets. We use several categorical datasets from the
UCI repository (Lichman, 2013), namely, Votes, Molecular
Biology, Lymphography, Soybean and Mushroom. These
data come from various domains such as social science,
biomedicine and biology.
Biological datasets. We use DNA barcoding datasets from
(Kuksa & Pavlovic, 2009). Each dataset is a collection
of DNA samples with equal length/dimension. The at-
tribute values of each dimension include different nucle-
obases such as cytosine (C), guanine (G), adenine (A) and
thymine (T). These data are well aligned and thus are com-
parable. Overall, we have 5 different datasets: ACG,2 Bats
of Guyana, Birds, Fish of Australia and Hesperiidae. Each
dataset is used twice, using the genera (denoted by “G”)
and the species (denoted by “S”) of the DNA samples as
the ground truth respectively.
4.1. Baseline Methods
We compare our method to various state-of-the-art
clustering methods for continuous data, including K-Means
(MacQueen, 1967), Dirichlet process Gaussian mixture
model (DPGMM) (Rasmussen, 2000), affinity propagation
(AP) (Frey & Dueck, 2007) and spectral clustering (SC)
(Ng et al., 2002). We include these methods because they
generally have computational advantage and can still per-
form reasonably well on discrete data (as shown in the re-
sults). To apply these continuous methods, we map a vari-
able of L possible categorical values to L binary variables.
The `-th variable has value one if and only if the original
variable has value l. This way we can map the categori-
cal data into a binary-valued high dimensional domain. We
further relax the domain into a high dimensional zero-one
cube by allowing each variable to take real values between
zero and one. This preprocessing delivers good baseline
results for continuous methods
We also compare to methods designed for categorical
data. We implemented baselines such as mixture of prod-
ucts of discrete distributions (MPD) using the pyMix pack-
age (Georgi et al., 2010). Note that the latent class analysis
2DNA samples from the species-rich fauna of Area de Conser-
vacion Guanacaste (ACG) in northwestern Costa Rica.
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(a) Groundtruth. (b) K-Means. (c) DPGMM. (d) AP. (e) SC. (f) K-Modes. (g) ROCK.
Figure 4: A synthetic categorical data with four clusters. Two of them are elongated clusters. The domain has 110 dimensions. Each
dimension can take four discrete values. The data are plotted using multidimensional scaling so that their pairwise Hamming distance
is approximated by their pairwise 2D Euclidean distance. (a): the groundtruth clustering, which is also our clustering result. (b) to (g):
Results of other methods.
Table 1: Data Information: dimension (D), number of samples (N ) and number of clusters (C).
Data D N C Data D N C Data D N C
Synthetic 110 520 4 Soybean 35 307 19 Birds G/S 990 2589 289/658
Votes 16 435 2 Mushroom 22 8124 2 Fish G/S 901 754 113/211
Molecule 57 106 2 ACG G/S 663 4267 206/573 Hesp. G/S 664 2185 148/364
Lymph. 18 148 4 Bats G/S 659 840 50/96
Table 2: Comparison in terms of NMI and running time.
Synthetic Data
K-Means DPGMM AP SC MPD TMode K-Modes ROCK Ours
5% Corrupted 0.75 0.75 0.73 0.08 0.72 0.63 0.74 0.47 1.00
10% Corrupted 0.75 0.74 0.72 0.05 0.70 0.63 0.74 0.47 0.90
UCI
K-Means DPGMM AP SC MPD TMode K-Modes ROCK Ours
Votes 0.50 0.52 0.35 0.32 0.49 0.40 0.46 0.34 0.53
Molecule 0.28 0.24 0.14 0.05 0.43 0.03 0.03 0.39 0.39
Lymph. 0.03 0.04 0.16 0.06 0.26 0.28 0.16 0.41 0.28
Soybean 0.69 0.67 0.67 0.38 0.74 0.68 0.59 0.55 0.68
Mushroom 0.37 0.36 0.33 0.17 0.14 0.41 0.33 0.28 0.44
DNA Barcoding
K-Means DPGMM AP SC MPD TMode K-Modes ROCK Ours
ACG G 0.60 0.49 0.53 0.42 0.63 0.42 0.75 0.76 0.79
ACG S 0.80 0.50 0.61 0.62 0.84 0.49 0.86 0.88 0.89
Bats G 0.81 0.79 0.82 0.39 0.84 0.49 0.82 0.72 0.82
Bats S 0.91 0.79 0.89 0.48 0.92 0.79 0.87 0.80 0.89
Birds G 0.61 0.35 0.48 0.40 0.78 0.16 0.80 0.82 0.82
Birds S 0.79 0.45 0.58 0.56 0.82 0.19 0.88 0.90 0.89
Fish G 0.88 0.44 0.89 0.59 0.84 0.77 0.90 0.84 0.88
Fish S 0.94 0.44 0.75 0.89 0.91 0.81 0.91 0.92 0.94
Hesp. G 0.61 0.43 0.45 0.47 0.70 0.13 0.75 0.78 0.81
Hesp. S 0.80 0.48 0.57 0.61 0.87 0.15 0.87 0.89 0.90
Average Running Time (seconds)
K-Means DPGMM AP SC MPD TMode K-Modes ROCK Ours
30.2 138.9 112.4 1689.7 1872.5 829.5 473.9 2013.0 540.6
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(LCA) method is only a special case of MPD. We compare
to non-probabilistic methods including K-Modes (Huang,
1998) and ROCK (Guha et al., 1999).
Finally, we compare to TMode by Chen et al. (2014).
The original method only computes modes. We decide
the clusters by associating each data to its closest mode in
terms of the Hamming distance. Note that TMode method
is exponential to the degree of the tree model. For data set
with high dimension, e.g., DNA Barcoding datasets, the
average tree degree is 65. To ensure TMode finishes in a
reasonable amount of time, we restrict the tree degree to
no more than eight during model estimation and use this
degree-restricted tree for TMode method. This restriction
partially contributes to the relatively low performance of
the TMode. This shows the advantage of our new algo-
rithm, which runs on trees with arbitrary degree.
Metric and parameters. We compare all methods in terms
of the normalized mutual information (Strehl & Ghosh,
2003), NMI(X,Y ) = I(X,Y )/
√
H(X)H(Y ), which is
commonly used for clustering evaluation. Our method au-
tomatically decides the number of clusters as the number
of modes. The only parameter we need is the scale param-
eter δ. Empirically, we observe δ = 1 is the best choice,
although δ = 2 and δ = 3 also work well. For the com-
peting methods, we provide the true number of clusters to
K-Means, K-Modes and mixture models.
4.2. Results and Discussion
Results are reported in Table 2. For methods that de-
pend on initialization, we run five times and report the
mean score. We report the average running time in Table 2.
Our method is reasonably efficient compared with others.
The continuous methods are generally more efficient.
On synthetic data, our method outperforms other meth-
ods with a large margin. See Figure 4 for a visualization
of several methods. Our method successfully identifies all
four clusters. The main reason is that it is able to cap-
ture the probability gap between the modes even though
they are close-by in terms of Hamming distance. Mean-
while, the whole elongated cluster becomes a single at-
tractive basin. All data in this cluster gradient ascent to
the right mode. Other methods fail to produce good re-
sults. K-Means and K-Modes cut each elongated cluster
into two halves because they depend on distance based ob-
jective functions. DPGMM makes the same mistake, due
to the limitation of the model; the elongated and bent clus-
ter cannot be expressed by a single anisotropic Gaussian.
Proximity-graph-based methods, such as affinity propaga-
tion and ROCK, tend to produce over-segmentations.
On real world data, our method outperforms other
methods on a majority of the datasets. As expected, other
categorical clustering methods, e.g., MPD, K-Modes and
ROCK, are strong competitors. K-Means has good scores
in general, although it is based on Euclidean distance.
5. Conclusion
In this paper, we proposed a new method to compute to-
pographical features for high dimensional categorical data
and used it in the clustering task. These topographical fea-
tures provide a geometric description of the data, which
can be very useful for analysis. In particular, our method
has shown very good performance on the clustering task
of a wide range of challenging real world datasets. This
gives us the confidence to continue our effort in transform-
ing it into a powerful tool for modern data analysis. Some
of the interesting future directions are: 1) proving theoret-
ical guarantees for the algorithm; 2) computation of other
topographical features such as ridges and the Morse-Smale
complex; and 3) extend to loopy graph and exploit the con-
nection between topographical features and intrinsic graph
structures, e.g., the soft-clique (Quadrianto et al., 2012).
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