High-dimensional data representation in which each data item (termed target object) is described by many features, is a necessary component of many applications. For example, in DNA microarrays, each sample (target object) is represented by thousands of genes as features. Pattern discovery of target objects presents interesting but also very challenging problems. The data sets are typically not task-specific, many features are irrelevant or redundant and should be pruned out or filtered for the purpose of classifying target objects to find empirical pattern. Uncertainty about which features are relevant makes it difficult to construct an informative feature space. This paper proposes an iterative strategy for pattern discovery in high-dimensional data sets. In this approach, the iterative process consists of two interactive components: discovering patterns within target objects and pruning irrelevant features. The performance of the proposed method with various real data sets is also illustrated.
INTRODUCTION
High-dimensional data representation, in which each data item is described by many features is a necessary compoPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. nent of many applications. For example, customer records compiled by banks or supermarkets contain many features to represent each customer. In biological systems, the DNA microarray technology permits rapid, large-scale screening for patterns of gene expression and gives simultaneous, semiquantitative readouts on the level of expression of thousands of genes for samples [7, 12, 28] . In that instance, each sample is represented by its features in the form of thousands of genes. In this paper, we will refer to entities such as samples as target objects.
In the scenarios mentioned above, clustering or classification is needed on both the level of features and of target objects. Many data-mining approaches have been proposed which cluster or group related features pertaining to supermarket customers so their shopping patterns can be determined [17] . With gene expression data, researchers are interested in identifying genes with interaction or having similar cellular functions [3] . Additionally, classification of customers or samples is also useful. For example, classification methods have been used to group different types of credit-card holders. Biological samples may be classified into homogeneous groups which may correspond to particular macroscopic phenotype, such as clinical syndromes or cancer types [16] . In this instance, samples are viewed as the objects to be classified, with the level of expression of each gene playing the role of the features. Classifying samples or customers to reveal their empirical types is also regarded as the process of pattern discovery in the target objects.
Pattern discovery of target objects presents interesting but also very challenging problems. The data sets are typically not task-specific, the number of target objects is limited but feature dimension is very large, many features are irrelevant or redundant for the purpose of target object classification and should be pruned out or filtered. Uncertainty about which features are relevant makes it difficult to construct an informative feature space.
Related work
The existing target data classification methods fall into two major categories: supervised approaches and unsupervised approaches. The goal of supervised approaches is to build a classifier to predict the labels for future coming objects. A variety of supervised clustering methods have been proposed, such as neighborhood analysis [16] , the support vector machine [5, 14] , statistical approaches such as the maximum-entropy model [19] , SAM (significance analysis of microarrays) [33] , and ranking-based methods [4, 21, 24] .
In this paper, we will focus on unsupervised approaches which assume little or no prior knowledge. The goal of such approaches is to partition the dataset into statistically meaningful classes [4] . The hierarchical clustering (HC) [11] and K-means clustering algorithms [22, 31] , as well as selforganizing maps (SOM) [20, 30] , are the major unsupervised clustering methods which have been commonly applied to various data sets. Methods using principal component analysis (PCA) [36] have been proposed to reduce the number of features involved in the data sets. However, since the results largely depend on the data distribution, such approaches do not necessarily fully capture most of the cluster structures. For biological applications, Alon at al. [3] proposed a stimulated annealing method in which genes and samples were clustered independently. Getz et al. [15] proposed a coupled two-way clustering method to identify subsets of both genes and samples. Xing et al. [34] and Ding et al. [9] proposed clustering methods which iteratively use sample partitions as a reference to filter genes. None of these approaches offer a definitive solution to the fundamental challenge of detecting meaningful patterns in target objects while pruning out irrelevant features in a context where little domain knowledge is available.
Contribution of the present research
In this paper, we will present a new iterative strategy for target pattern discovery in high-dimensional data sets. In this approach, the iterative process consists of two interactive components: discovering patterns within target objects and excising irrelevant feature information. Using these two processes, we can delineate the relationships between feature groups and target-data groups while conducting an iterative search for target patterns and detecting significant features of empirical interest. The performance of the proposed method will be illustrated in the context of various real data sets.
The remainder of this paper is organized as follows. Section 2 introduces the concepts underlying this iterative strategy while the algorithm to implement these concepts is presented in Section 3. Experimental results appear in Section 4 and concluding remarks in Section 5.
STRATEGY AND CONCEPTS
In this section, we will introduce the concepts underlying the proposed strategy for pattern discovery in high dimensional data sets. In this concept, target objects are usually represented as points in a high dimensional space, where each dimension represents a distinct feature describing the data. The strategy presented is intended to simplify the discovery of patterns in the data represented in very large feature spaces.
The goal involves two interrelated tasks: detection of meaningful patterns within the target objects and selection of those significant features which contribute to the empirical patterns of target data. This is different from subspace clustering [2, 1, 6, 35] which is to find a set of subspace clusters and the corresponding feature subsets for each cluster such that the objects in one subspace cluster are close to each other in the subspace defined by these features. In subspace clustering, the feature subsets for different clusters are different while our goal is to find a single set of features to classify all objects. Furthermore, subspace clustering approaches are suitable for such data sets that object number is very large, but feature dimension is relatively small (e.g. 10 4 ∼ 10 5 objects versus 20 ∼ 100 features in [2, 1, 6, 35] ). But our research is analyzing some real data sets that the number of target objects is limited but feature dimension is very large. For example, in microarray data sets, the number of samples is usually less than 100 due to the cost of the experiments, but the number of genes (regarded as features for samples) is around 10 3 ∼ 10 4 . Within such kind of data sets, the factors such as the sparsity of data, the high dimensionality of the feature space, and the high percentage of irrelevant or redundant features make it very difficult either to classify target objects or pick out substantial features with unsupervised manner.
To address these problems, we propose the unsupervised iterative pattern-discovery strategy for high dimensional data sets, which consists of three main components:
• Initialization partition.
• Interrelated iteration.
-Representative pattern discovery.
-Feature pruning.
• Class validation.
Since the volume of features is large and no information regarding the actual partition of the target objects assumed to be available, we cannot directly identify the patterns or significant features. Rather, these goals must be gradually approached. So we first cluster both the target objects and features into several exclusive smaller groups and divide the original matrix into a series of exclusive sub-matrices based on this partition. The goals of pattern discovery and feature identification will be achieved by analyzing the correlations among these sub-matrices.
We analyze the subsets of both the target objects and features and use the relationships thus discovered to post a partial or approximate pattern called a representative pattern. We then use this representative pattern to direct the elimination of irrelevant features. In turn, the remaining meaningful features will guide further target pattern detection. Thus, we can formulate the problem of pattern discovery in the original data var an interplay between representative target pattern detection and irrelevant feature pruning. Because of the complexity of the matrix, this procedure usually requires several iterations to achieve satisfactory results. The iterative strategy in which these two correlated processes is at the core of this approach to high dimensional data analysis.
The criteria for terminating the series of iterations is determined by evaluating the quality of the data partition. This is achieved in the "class validation" phase by assigning certain statistical measures to the selected features and the related data partition. When a stable and significant pattern of data emerges, the iteration stops, and the selected features and the related data partition become the final result of the process.
ITERATIVE STRATEGY FOR PATTERN DISCOVERY
In this section, we will present details relating to the implementation of the iterative pattern-discovery strategy.
Initialization partition
Let M = {m i,j |i = 1 ∼ s, j = 1 ∼ t} represent the original matrix, where there are t columns, one for each target object, and s rows, one for each feature, T = {1, 2, ..., t} represents the indices of the target objects, and S = {1, 2, ..., s} represents the indices of the features. The first step is to cluster features into n s groups and cluster target objects into n t groups. We use their indices to denote the groups as S x (x = 1, 2, ..., n s ) and T y (y = 1, 2, ..., n t ), which satisfy
Combining the intersection of target and feature groups above, we have n s × n t exclusive submatrices. Each sub-matrix consists of the intersection of one group of target objects and one group of features, de-
. Several additional aspects of this clustering procedure are addressed below.
Data Standardization
Data sometimes needs to be transformed before being used [18] . For example, features may be measured using different scales, such as centimeters and kilograms. In instances where the range of values differs widely from feature to feature, these differing feature scales can dominate the results of the data analysis. It is therefore common to standardize the data so that all features are on the same scale.
The common approach for data standardization is:
where
and m i,j denotes the standardized value for feature i of target object j, m i,j represents the original value for feature i of target object j, t is the number of target objects, m i is the mean of the values for feature i over all target objects, and σ i is the standard deviation of the i th feature.
Similarity measure
Many methods of cluster analysis depend on some measure of similarity (or distance) between the vectors to be clustered. Although Euclidean distance is a popular distance measure for spatial data, the correlation coefficient [8] is widely believed to be more suitable for pattern-discovery approaches because it measures the strength of the linear relationship between two vectors. This measure has the advantage of calculating similarity on the basis of the pattern but not the absolute magnitude of the spatial vector. The formula for the correlation coefficient between two vectors
where k is the length of vectors X and Y , and
We will use the correlation coefficient as the similarity measure for the proposed clustering approach so that pattern similarities between features or target objects in each group will be revealed regardless of their spatial proximity.
Estimating the number of clusters
Clustering algorithms, such as K-means and SOM, require users to prescribe the number of clusters for a data set. Although other clustering methods, such as HC, do not need a cluster number as an input parameter, the number of clusters is still indirectly influenced by a user-assigned input parameter, e.g., the affinity threshold. Therefore, the number of clusters of target objects (n t ) and features (n s ) needs to be decided prior to partition.
Some statistical approaches, such as the Bayesian Model Selection [13] and the Gap Statistic [32] have offered statistical guidelines regarding the number of clusters. However, no definitive method has yet been developed to determine the optimal number of groups and group size. The appropriate ranges of cluster numbers for features and target objects depend on the specific application. For example, in biological applications, experience shows that genes associated with similar functions always involve between several dozen and several hundred entities. Thus, cluster numbers for genes should be selected so that a majority of groups will contain several dozen to several hundred genes. With samples, where a typical matrix contains fewer than 100 samples and a small sample volume may not be representative, the sample cluster number should be below a threshold which generates sample groups of at least five samples. We usually vary the number of sample clusters from 2 to t/5 to maintain a good compromise between the number of clusters and the separation among them.
Pattern discovery and feature pruning

Representative pattern discovery
The ultimate goal of data analysis is to detect a target pattern and to select related features. However, each iteration also has an interim goal, the discovery of a partial or approximate target pattern, called the representative pattern of the target object. The representative pattern is selected from elements among the sub-matrices from the preliminary steps according to the following criteria: -A target group which has a higher correlation measure over all feature groups is chosen as the representation of one target type;
-A contrary set of target groups which mutually have a larger dissimilarity measure is chosen to represent the pattern.
Each sub-matrix M x,y represents the distribution of a subset of target data over a subset of features. If the data in the sub-matrix vary little, then the features involved generally correlate to manifest a single function of the target data. Thus, this set of highly-correlated target data may represent a single type for the entire target pattern, and the features may be good candidates for representing the target types of empirical interest. On the other hand, if the data in a sub-matrix vary much, target objects and features within this sub-matrix will have little correlation and may be considered as noise.
So we measure the coherence of target data and features in a sub-matrix by its row variance:
where ,y ) measures the accumulation of variance for each row in the sub-matrix. Low V ar(M x,y ) value shows the involved subset of target objects all have stable features. If this situation occurs with most groups of features, target group T y is likely to be chosen as the representative group. We then measure the likelihood of the selection of a given target group as representative group by accumulating its reciprocal of variance over all feature groups. This combined measure is the representation degree for each target group, defined as:
The target pattern is usually represented by multiple groups of data. The representation degree is the measure for single target group only, and objects within a group with a high representation degree are more likely to manifest a uniform target type. In order to recognize the full representative pattern, at least one target group should be selected which displays each type. Those target groups which have high representation degrees and large mutual dissimilarity between each other should be chosen to form a representative pattern. Our method is to first choose the target group which has the highest representation degree, denoted by Tŷ, and then rank other target groups by a score combining their representation degree and dissimilarity to Tŷ, as follows:
m x,p 1 is a target object in sub-matrix M x,y , and m x,p 2 is a target object in sub-matrix M x,ŷ . D(M x,y , M x,ŷ ) is a group average distance defined between each two subsets of target objects within sub-matrices (M x,y vs. M x,ŷ ). It measures the difference distribution of two groups of target objects projected on the same group of features. It can also be viewed as defining the various functions of the features on different target objects. A few top-ranked target groups with high δ scores, along with the group Tŷ, are selected to form the representative pattern. The number of groups which form the pattern will vary according to the number of empirical types of the data.
Feature Pruning
Another interim goal in each pattern-discovery iteration is to filter out those features which are irrelevant or redundant with respect to the target pattern. In this stage, the representative pattern selected from the last step is used to sort all feature groups.
Because the target pattern consists of several groups, we hope to find features which have a high degree of coherence for all target groups and which display large dissimilarities between each pair of target groups with regard to manifesting the target pattern distribution. All feature groups are therefore ordered in terms of relevance to the representative pattern. We define a ranking criterion, termed reference quality (denoted by λ x ), for all feature groups. Assume that the representative pattern includes K groups:
The formula for λ x is:
2 ))) guarantees that λ x is high when variance values for target groups J y 1 and J y 2 are both low. When all feature groups are ranked by this reference quality, feature-pruning is performed by eliminating some groups which fall at the end of this ranked list. We examine the groups in the second half of the ranked list, choose a "pruning point" between two groups with the largest difference in reference quality values, and remove the feature groups below the pruning point. Figure 1 provides an example in which the line shows the ranked reference quality value of all feature groups. As we can see, in the second half of the list (feature groups 7 ∼ 13), the largest difference occurs between groups 8 and 9. Thus, the pruning point will be set between these groups and groups 9 to 13 will be filtered out. The semantic meaning of this pruning criterion is that, while each group between 2 to 8 shows slightly less relevance to the target partition than the previous group, group 9 and following are much less relevant and they can be pruned. It is appropriate to select the pruning point from the second half of the ranked lists so that not too many features will be removed in a single step, particularly when the largest difference appears between the first few groups. Since the representative pattern determined earlier in the process may not exactly match the actual partition, reducing too many features based on the supposed pattern may lead to a biased result.
Class validation and termination
After one iteration involving detection of representative target pattern and selection of features, a certain number of features will be pruned. The remaining features and the entire set of target objects then form a new matrix and a new iteration starts.
We will now discuss the issue of determining when sufficient iterations have been performed. Ideally, iterations will be terminated when a stable and significant pattern of target objects has emerged. Thus, the iteration termination criterion involves determining the measurement and threshold which identifies a "stable and significant" pattern.
The purpose of pattern discovery for target objects is based on identifying groups of empirical interesting distributions and patterns in the underlying data. In general, we hope that the objects in a given group will be similar (or related) to one another and different from (or unrelated to) the objects in other groups. The greater the similarity (or homogeneity) within a group, and the greater the difference between groups, the better or more distinct the pattern.
As described above, after each iteration, we use the remaining features to classify target objects and then use the coefficient of variation (CV) to measure how "internallysimilar and well-separated" this partition is:
where N represents the cluster number, µ k indicates the center of group k, and σ k represents the standard deviation of group k. Assuming there are t objects ( v 1 , v 1 ,..., v t ) in group k, the standard deviation of group k is defined as:
It is clear that, if the dataset contains an "internally-similar and well-separated" partition, the standard deviation of each group will be low, and the CV value is expected to be small. Thus, based on the coefficient of variation, we may conclude that small values of the index indicate the presence of a "good" pattern. Using the coefficient of variation value to identify an iteration termination point is similar to using the reference quality to prune features. We examine the values after each iteration and terminate the algorithm after an iteration with a CV value much smaller than the previous. In the example in Figure 2 , we have applied this approach to a data set by monitoring the CV until the feature number is very small. This illustrates the change in CV value in relation to feature numbers. In this figure, the CV value drops abruptly after a certain iteration (here, when the feature number is less than 100), and the iteration can then stop. This termination point is indicated by a red star.
Another applicable termination condition involves checking whether the number of features is small enough to guide target-object class prediction. This number highly depend on the type of data. For example, in a typical biological system, the number of genes needed to fully characterize a macroscopic phenotype and the factors determining this number are often unclear. Experiments also show that, for certain data, gene numbers varying from 10 ∼ 200 can all serve as good predictors [16] . For our microarray data experiments, we have chosen 100 as a compromise termination number; e.g. when the number of genes falls below 100, the iteration stops. This termination condition is used only as a supplementary criterion.
Features that remain will be regarded as the selected features resulting from this pattern-discovery approach. They are then used to classify the target objects for a final result. Since the number of features is relatively small, the traditional clustering methods can be applied to the selected features. The remaining features can also be treated as "predictors" to establish cluster labels for the next batch of target objects.
PERFORMANCE EVALUATION
In this section, we will analyze the effectiveness of the proposed approach through experiments on various data sets. Different measurement techniques are tested and illustrated.
External evaluation criteria
Rand index
A measurement of "agreement" (called the "Rand Index" [26, 36] ) between the ground-truth of the target partition and the pattern discovery result was used to evaluate the performance of the algorithm. Given a set of target objects T = {t 1 , t 2 , ..., t n t }, suppose P = {p 1 , p 2 , ..., p k } is the actual partition according to the target types of empirical interest, and Q = {q 1 , q 2 , ..., q m } is a partition of target objects resulting from the clustering algorithm which sat-
. Let a represent the number of pairs of objects that are in the same class in P and in the same cluster in Q, b represent the number of pairs of objects that are in the same class in P but not in the same cluster in Q, c be the number of pairs of objects that are in the same class in Q but not in the same cluster in P , and d be the number of pairs of objects that are in different classes in P and in different clusters in Q. Thus, a and d measure the agreement of two partitions, while b and c indicate disagreement. The formula of the Rand Index [26] is:
The Rand Index lies between 0 and 1. When the two partitions match perfectly, the Rand Index is 1. In our experiments, we calculate a Rand Index value between the groundtruth and the result of each potential method to evaluate the quality of the clustering algorithms. In these tests, a higher the Rand Index value indicates better algorithm performs.
Interactive visualization
A linear mapping tool [38] which maps the n-dimensional dataset onto two-dimensional space is used to view the changes in target-data distribution during the iterative process.
Let vector P * g = (x g1 , x g2 , . . . , x gn ) represent a data element in the n-dimensional space. Equation (10) describes the mapping of P * g onto a two-dimensional point Q * g :
where n is the number of dimensions of the input space, and S i (i = 1, 2, . . . , n) are unit vectors which divide the center circle of the display into n equal directions, i.e., S i = 2π/n * i. The mapping Formula (10) replicates the correlation relationship of the input space onto the two-dimensional images. Note that point (0, 0, . . . , 0) in the input space will be mapped onto the two-dimensional center (0, 0) (assuming all dimension weights are equal). Additionally, all points in the format (a, a, . . . , a) will also be mapped to the center. If X and Y have the same pattern; i.e., ratios of each mapped pair, these vectors will be mapped onto a straight line across the center of the 2D display space. All vectors with same pattern as X and Y will be mapped onto that line. This mapping method takes the advantage of graphical visualization techniques to reveal the underlying data patterns.
Experimental Results
We will now present experimental results using three microarray data sets. The first two data sets are from a study of multiple-sclerosis patients collected by the Neurology and Pharmaceutical Sciences Departments of the State University of New York at Buffalo [23] . Multiple sclerosis (MS) is a chronic, relapsing, inflammatory disease, and interferon-β (IFN-β) has offered the main treatment for MS over the last decade [37] . The MS dataset includes two groups: the MS IFN group, containing 28 samples (14 MS, 14 IFN), and the MS CON group, containing 30 samples (15 MS, 15 Control). Each sample is measured over 4132 genes. The third data set is based on a collection of leukemia patient samples reported in [16] . The matrix includes 72 samples (47 ALL vs. 25 AML). Each sample is measured over 7129 genes. The ground-truth of the partition, which includes such information as how many samples belong to each cluster and the cluster label for each sample, is used only to evaluate the experimental results.
To evaluate the performance of the proposed algorithm, we compared its performance in classifying the samples with several popular microarray data analysis tools such as CLUS-FAVOR [25] , J-Express [27] , CIT [10] and CLUTO [29] . The major unsupervised data analysis methods involved include: K-means, self-organizing maps (SOM), clustering algorithms based on the graph-partitioning paradigm (CLUTO) and the dimensionality reduction method PCA (principal component analysis). Table 1 provides pattern matching result obtained by directly applying the above algorithms to high gene-dimension data without an iterative process. All these algorithms were applied to the matrix after data standardization according to Equation (1 ever, none of these methods resulted in a very good matching rate. Since the central idea of principal component analysis (PCA) is to reduce the dimensionality of the data set while retaining as much as possible the variation in the data set, principal components (PC's) do not necessarily capture the cluster structure of the data [36] . So the results of clustering with PCA did not improve the results significantly. The proposed iterative pattern-discovery approach was also applied to the same gene expression matrices. The results obtained depend on the basic clustering algorithm in the preliminary steps. Figure 3 provides clustering results of the multiple sclerosis and leukemia datasets. The first two column are the Rand Index values achieved by iterative pattern-discovery approach. These results indicate that, the index is consistently higher than the results obtained by directly applying others methods.
In Figure 4 , the interactive visualization tool is used to show the distribution of samples during the iterative patterndiscovery procedure. As indicated by this figure, prior to the application of the iterative approach, the samples are uniformly scattered, with no obvious clusters. As the iterations proceed, sample clusters progressively emerge until in Figure 4(D) , the samples are clearly separated into two groups. The green and red dots indicate the actual partition of the samples, while the two dashed circles show the clusters resulting from the iterative approach, with arrows pointing out the incorrectly-classified samples. This visualization provides a clear illustration of the iterative process. Here, it selected 96 genes as features and classified 28 samples into two groups. 11 samples are in group one, matching the MS disease samples. Another 17 samples are in group two, of these, 14 are from the IFN treatment group and 3 are incorrectly matched.
Figures 3 and 4 therefore illustrate the effectiveness of the iterative pattern-discovery method for such high-dimensional gene data.
CONCLUSION
In this paper, we have presented an iterative strategy for pattern discovery in high dimensional data sets, motivated by the needs of emerging microarray data analysis. The strategy is designed to improve the unsupervised clustering or classification performance for various kinds of data which have the following properties:
• The number of target data is limited but the feature dimension is very large.
• Large volumes of irrelevant and redundant features prevent accurate grouping of target data;
• Analyzing over one dimension object can enhance detecting meaningful patterns of another dimension.
This approach can detect significant patterns within target data sets while dynamically pruning out irrelevant features and selecting significant features which manifest the patterns of actual empirical interest. We have demonstrated the effectiveness of this approach through experiments conducted with two multiple-sclerosis data sets and a leukemia data set. These experiments indicate that this appears to be a promising approach for unsupervised pattern discovery on high-dimensional data sets.
