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AFFINE ANOSOV REPRESENTATIONS AND PROPER
ACTIONS
SOURAV GHOSH AND NICOLAUS TREIB
Abstract. We define the notion of affine Anosov representations of
word hyperbolic groups into the affine group SO0(n + 1, n) ⋉ R2n+1.
We then show that a representation ρ of a word hyperbolic group is
affine Anosov if and only if its linear part Lρ is Anosov in SO
0(n+1, n)
with respect to the stabilizer of a maximal isotropic plane and ρ(Γ) acts
properly on R2n+1.
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Introduction
In this article, we relate the two diverse fields of Anosov representations
and Margulis spacetimes.
Anosov representations of a word hyperbolic group Γ into a semisimple
Lie group G are certain stable representations whose stability conditions
are given in terms of the Gromov flow space U0Γ of the hyperbolic group.
Labourie [Lab06] introduced the notion of an Anosov representation of a
closed surface group into SL(n,R) in order to study Hitchin representa-
tions. The definition was later extended to representations of word hy-
perbolic groups into general semisimple Lie groups by Guichard–Wienhard
[GW12]. This class of representations has been studied intensively since
its introduction, partially due to the fact that it serves as a possible gen-
eralization of convex cocompactness to higher rank Lie groups. Recently,
Kapovich–Leeb–Porti [KLP14] gave a purely geometric characterization of
an Anosov representation. However, in this article we will stick to the orig-
inal dynamical definition of an Anosov representation.
It is natural to wonder what happens to the notion of an Anosov repre-
sentation when one drops the condition of semisimplicity of the Lie group.
In particular, what would be the appropriate notion of an Anosov repre-
sentation of a word hyperbolic group Γ into a Lie group G⋉ V , where G is
semisimple and V is a vector space on which G act as linear transformations.
Initial work trying to answer some of these questions was done by Ghosh
([Gho17b],[Gho17a]). Ghosh introduced the notion of an affine Anosov rep-
resentation of a free non-abelian group Γ into SO(2, 1) ⋉ R3 and used it to
study Margulis spacetimes.
Margulis spacetimes are quotient manifolds of R3 under proper and free
actions of a non-abelian free group as affine transformations with discrete
linear part. The study of these spaces started with Milnor asking whether
the assumption of cocompactness could be dropped from the Auslander con-
jecture, which states that affine crystallographic groups are virtually solv-
able. Using Tits’ alternative, dropping the assumption of cocompactness
implies that a non-abelian free group cannot act properly on R3 as affine
transformations. However, Margulis ([Mar83],[Mar84]) constructed exam-
ples of such actions, thereby showing that the assumption of cocompactness
cannot be dropped. Moreover, he introduced an invariant which is now
called the Margulis invariant, and used it to provide a necessary condition
for the affine action of a free non-abelian group to be proper. Previous work
of Fried–Goldman [FG83] implies that the linear parts of free non-abelian
groups acting properly as affine transformations on R3 necessarily lie in
some conjugate of SO(2, 1) in GL(3,R). Furthermore, Drumm [Dru93] gave
a complete characterization of the linear parts of proper affine actions of
a free non-abelian group on R3. He showed that any discrete subgroup of
SO(2, 1) can appear as the linear part of such actions.
Subsequently, Abels–Margulis–Soifer [AMS02] showed the existence of
discrete subgroups of SO(n+ 1, n)⋉ R2n+1 acting properly on R2n+1 when
n is odd. They also showed the non-existence of discrete subgroups of
SO(n + 1, n) ⋉ R2n+1 acting properly on R2n+1 when n is even. Recent
works of Smilga ([Smi16b],[Smi14],[Smi16a]) extend these results and show
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existence of discrete subgroups of G⋉V acting properly on V under certain
assumptions on the semisimple Lie group G.
The Margulis invariant spectrum of a representation ρ : Γ→ SO(2, 1)⋉R3
of a free non-abelian group Γ is a function αρ : Γ → R. While introduc-
ing Margulis spacetimes, Margulis made an observation that the Margulis
invariant spectrum of a Margulis spacetime is either completely positive or
completely negative. The converse of this question is still open although it
has been completely answered by Goldman–Labourie–Margulis [GLM09] in
the case when the linear part of ρ contains no parabolic elements: Given
such a representation ρ : Γ → SO(2, 1) ⋉ R3, Goldman–Labourie–Margulis
constructed a Ho¨lder continuous function fρ : U0Γ → R which is unique up
to Livsˇic cohomology and showed that for any γ ∈ Γ,∫
γ
fρ =
αρ(γ)
l(γ)
where l(γ) is the length of the periodic orbit of γ in U0Γ. They used this
identity to extend the normalized Margulis invariant αρ/l to a map from
the space of flow invariant probability measures on U0Γ to R. They showed
that under the assumption of the linear part being hyperbolic, complete
positivity or complete negativity of the extended Margulis invariant is both
necessary and sufficient.
Keeping these ideas in mind we extend the notion of an affine Anosov
representation to affine groups of the form SO0(n+ 1, n)⋉R2n+1 and show
that this extended notion is also an open condition. The idea behind the ex-
tended Margulis invariant plays a central role in our conception of an affine
Anosov representation into SO0(n + 1, n) ⋉ R2n+1. Moreover, we provide
a necessary and sufficient condition for the action of a deformation of an
Anosov representation to be proper, in terms of affine Anosov representa-
tions. We prove that:
Theorem 0.1. A representation of a word hyperbolic group Γ into SO0(n+
1, n) ⋉ R2n+1 is affine Anosov if and only if its linear part is Anosov with
respect to the stabilizer of a maximal isotropic plane and it acts properly on
R
2n+1.
The above theorem is an extension of the corresponding result by Goldman–
Labourie–Margulis for the Fuchsian case [GLM09].
Organization of the paper
Sections 1 to 3 cover some preliminaries: In Section 1, we show how to
consistently choose orientations on maximal isotropic planes in Rp,q. This
is be needed to define the neutral section later on (Definition 4.2).
Section 2 covers basics about the Gromov geodesic flow. In particular, we
show that the flow space is connected (Lemma 2.3).
In Section 3, we first recall the general definition of an Anosov represen-
tation before specializing to SO0(n + 1, n) and showing some contraction
properties of associated bundles in Corollary 3.3.
Section 4 contains the main definition of an affine Anosov representation
(Definition 4.4).
In Section 5, we show that affine limit maps for affine representations always
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exist whenever the linear part of the representation is Anosov (Proposition
5.3).
In Section 6, we recall some known results about Margulis spacetimes. They
are then related to affine Anosov representations in Section 7, where we
show in Theorem 7.1 that affine Anosov representations give rise to Mar-
gulis spacetimes. A partial converse of this is shown in Theorem 7.3: If
the linear part of the holonomy representation of a Margulis spacetime is
Anosov, then the holonomy representation is necessarily affine Anosov.
The appendix contains some technical points that came up along the way:
One is the notion of (AMS)-proximality introduced by Abels–Margulis–
Soifer and its consequences. The other subsection deals with the existence
of Ho¨lder continuous sections in certain bundles over the flow space which
are differentiable along flow lines.
Acknowledgements
We would like to thank Prof. Franc¸ois Labourie and Prof. Anna Wien-
hard for many helpful conversations.
1. Consistent orientations
In this section, we state some results about indefinite orthogonal groups
and orientations on certain subspaces of Rp,q which will prove useful later
on. All of this is well-known and included only for the reader’s convenience.
Let p ≤ q, and let Rp,q denote the vector space Rp+q, equipped with an
indefinite symmetric bilinear form bp,q of signature (p, q). In this section, it
will be useful to work in a basis such that the form is given by
Ip,q =


1
. . .
1
−1
. . .
−1


.
Furthermore, let π+ and π− denote the two projections corresponding to
the splitting
R
p+q = (Rp × {0}) ⊕ ({0} × Rq).
We will need to consider the space
Xp,q := {V ⊂ R
p+q | dim(V ) = p, bp,q|V×V is positive definite};
it is a model for the symmetric space associated to SO(p, q) and can be
identified with SO(p, q)/S(O(p) × O(q)). It is simply connected, which we
can in fact see directly by the following argument.
Lemma 1.1. The space Xp,q is contractible.
Proof. We construct a deformation retraction
Xp,q × [0, 1]
f
−→ Xp,q
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onto the point Rp × {0}, where f(·, 0) = Id and f(·, 1) is the constant map
with image Rp×{0}. Decompose any vector v ∈ Rp+q as v = v++v−, where
v± = π±(v), and consider the map
g : Rp+q × [0, 1]→ Rp+q
(v+ + v−, t) 7→ v+ + (1− t)v−.
We observe the following:
• If bp,q(v, v) > 0, then bp,q(g(v, t), g(v, t)) > 0 ∀t.
• For any V ∈ Xp,q, the projection πp restricts to an isomorphism
V
∼=
−→ Rp × {0}: Otherwise V would have to be contained in the
subspace π−1p (πp(V )) of signature (p
′, q) with p′ < p, a contradiction.
Therefore, g induces the desired map f . 
Using this lemma, we can describe the two connected components of
SO(p, q). By simple connectivity, it is possible to choose an orientation
on each subspace V ∈ Xp,q in a continuous way (which is supposed to mean
that for any curve Vt, there exist p continuous curves v
i
t such that (v
1
t , . . . , v
p
t )
is a positive basis for Vt). An element A ∈ SO(p, q) can then either preserve
or reverse orientations on the elements of Xp,q, and a short discussion shows
that this distinguishes the two components:
Any element A can be deformed to one that fixes Rp × {0}. To do this,
choose a path between A(Rp × {0}) and Rp × {0} (e.g. the one described
in the previous Lemma), then choose a corresponding path At in SO
0(p, q)
such that A0 = A and A1 fixes R
p × {0}. If A preserves orientations on
Xp,q, we thus obtain a transformation in SO(p)×SO(q), which is connected,
so A lies in SO0(p, q). On the other hand, if A reverses orientations on
Xp,q, it cannot lie in the identity component by continuity of these orienta-
tions. By the same argument as before, we can deform A to a fixed standard
representative of the second connected component of S(O(p)× O(q)).
In this article, our main interest lies with the space
Isp(R
p,q) = {V ⊂ Rp+q | dim(V ) = p, bp,q|V×V ≡ 0}
of maximal isotropic subspaces of Rp,q, as well as with stabilizers of such
isotropic subspaces in SO0(p, q).
A useful remark is that the above choice of orientations for elements of
Xp,q induces a consistent choice of orientations for Isp(R
p,q) as well:
Let Rp+q = V+⊕(V+)
⊥ = V+⊕V− be any orthogonal splitting into a positive
definite and a negative definite subspace, and let π± denote the correspond-
ing projections. As in the previous Lemma, for any L ∈ Isp(R
p,q), the
restriction of π+ induces an isomorphism L
∼=
−→ V+. We use this isomor-
phism and the orientation on V+ to define an orientation on L. Since Xp,q
is connected and the orientations vary continuously, the induced orientation
on L does not depend on the choice of V+. Similarly, this choice of orienta-
tions on elements of Isp(R
p,q) is continuous.
The description of the two connected components of SO(p, q) now applies in
the same way to the action on Isp(R
p,q): For A ∈ SO(p, q), let V ′+ = A(V+)
and π′+ be the corresponding projection. Then we have V
′
− = (V
′
+)
⊥ =
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A(V−), so the diagram
L A(L)
V+ V
′
+
A
π+ π′+
A
commutes. Both projections preserve orientation by definition, and the map
A : V+ → V
′
+ preserves orientation iff A ∈ SO
0(p, q), therefore the same is
true for the restriction A : L→ A(L).
We summarize this paragraph in the following two Propositions:
Proposition 1.2. Let Xp,q and Isp(R
p,q) be defined as above. Then both Xp,q
and Isp(R
p,q) admit consistent choices of orientations for their elements.
The orientations can be chosen to be compatible in the following sense:
For any L ∈ Isp(R
p,q) and V+ ∈ Xp,q, the projection
π+ : V+ ⊕ (V+)
⊥ → V+
induces an isomorphism L
∼=
−→ V+ which is orientation-preserving.
Proposition 1.3. A transformation A ∈ SO(p, q) belongs to the identity
component SO0(p, q) if and only if it preserves orientations on (elements
of) Xp,q and Isp(R
p,q).
2. Gromov geodesic flow
Let Γ be a word hyperbolic group and let ∂∞Γ be its Gromov bound-
ary. The natural action of Γ on its boundary has the following north-south
dynamics:
Proposition 2.1 ([KB02, Proposition 4.2 & 4.3]). Every element γ ∈ Γ of
infinite order has exactly two fixed points γ+, γ− in ∂∞Γ. For any open sets
U, V ⊂ ∂∞Γ such that γ+ ∈ U , γ− ∈ V , we have γ
n(∂∞Γ− V ) ⊂ U .
The action of Γ on ∂∞Γ extends to a diagonal action of Γ on
∂∞Γ
(2) := ∂∞Γ× ∂∞Γ \ {(x, x) | x ∈ ∂∞Γ}.
We denote ∂∞Γ
(2) × R by U˜0Γ and for all (x, y) ∈ ∂∞Γ
(2) and s, t ∈ R let
φt : U˜0Γ→ U˜0Γ
(x, y, s) 7→ (x, y, s+ t).
Gromov [Gro87] showed that there exists a proper cocompact action of Γ on
U˜0Γ which commutes with the the flow {φt}t∈R and the restriction of this
action on ∂∞Γ
(2) is the diagonal action. Moreover, there exists a metric on
U˜0Γ well defined up to Ho¨lder equivalence such that the Γ action is isomet-
ric, the flow φt acts by Lipschitz homeomorphisms and every orbit of the
flow {φt}t∈R gives a quasi-isometric embedding. More precisely, the visual
metric on ∂∞Γ is well-defined up to Ho¨lder equivalence ([KB02, Theorem
2.18]), inducing the product metric on ∂∞Γ
(2)×R up to Ho¨lder equivalence.
Gromov showed in [Gro87, Corollary 8.3H] that there is a metric which is
bi-Lipschitz to the product metric and satisfies the properties above.
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The flow φt on U˜0Γ gives rise to a flow φt, the Gromov geodesic flow, on the
quotient
U0Γ := Γ\
(
∂∞Γ
(2) ×R
)
which we call the flow space of Γ.
More details about this construction can be found in Champetier [Cha94]
and Mineyev [Min05]. In particular, the flow space has the following prop-
erties which will be important to us later:
Proposition 2.2 ([Min05, Theorem 60]).
(1) The flow space U0Γ is a proper metric space.
(2) To every element γ ∈ Γ of infinite order, we associate its translation
length
l(γ) = lim
n→∞
d(γnx, x)
n
,
where x ∈ U0Γ is any point. Then we have
l(γ) = inf
y∈U0Γ
(d(y, γy))
and this infimum is realized on the axis {(γ−, γ+, t), t ∈ R}.
We will also need the following result, which follows from the proof of
Lemma 1.3 of [GLM09], using Proposition 4.2 and Theorem 4.3 of [KB02].
We give the proof here for the reader’s convenience.
Lemma 2.3. The space U0Γ is connected.
Proof. By Proposition 4.2 (1) and (3) in [KB02], every infinite order element
γ ∈ Γ has exactly two fixed points γ± ∈ ∂Γ, and the set
{γ− | γ ∈ Γ of infinite order } ⊂ ∂Γ
is dense. Fix one such element γ and consider the set
U = Γ \ {(γ−, y, t) | y 6= γ−, t ∈ R} ⊂ U0Γ.
We will show that it is connected. Assume that W1,W2 ⊂ U0Γ are open
sets such that U = (W1 ∩ U) ⊔ (W2 ∩ U), and that W1 contains a point
of [{(γ−, γ+, t), t ∈ R}]. Denoting by W˜i the lifts to U˜0Γ, we see that
{(γ−, γ+, t), t ∈ R} =:
−−−→
γ−γ+ has to be contained in W˜1 since it is connected.
Now for any γ− 6= y ∈ ∂Γ, consider the set
−−→
γ−y. We have
lim
n→∞
γn ·
−−→
γ−y = lim
n→∞
−−−−−→
γ−(γny) =
−−−→
γ−γ+,
so by openness of W˜1, the orbit Γ·
−−→
γ−y has to be contained in W˜1. Therefore,
U is entirely contained in W1.
By Proposition 4.2 (2) in [KB02], the orbit Γ · γ− is dense in ∂Γ, so U is a
dense connected subset of U0Γ, which is thus connected as well. 
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3. Anosov representations
In this section, we recall the general definition of an Anosov representation
and explain how to obtain a modified contraction/expansion property in our
setting that we will need later on. The setup used here is very close to the
one in [GW10] and [GW12], which in turn is a generalization of the original
definition in [Lab06]. It should be noted that by now, equivalent definitions
avoiding the geodesic flow (which is rather involved when considering general
word-hyperbolic groups) have been given in [KLP14] and [GGKW17]. They
are less suited for our purposes, however.
Let G be a semisimple Lie group, Γ be a word hyperbolic group and
̺ : Γ → G be an injective homomorphism. Furthermore, let (P+, P−) be a
pair of opposite parabolic subgroups of G and
X ⊂ G/P+ ×G/P−
the unique open G-orbit.
Next, we need the geodesic flow. We will use the flow space U0Γ together
with the flow φt introduced in the previous section. It induces a flow φt on
the trivial bundle U˜0Γ × X by acting as the identity on fibers. This flow
then descends to a flow φt on the bundle
P̺ = Γ \
(
U˜0Γ× X
)
over U0Γ, where Γ acts on U0Γ as described in the previous section and via
̺ on X . The product structure of X implies that it comes equipped with
two distributions X+ and X−, where (X+)(gP+,gP−) := TgP+G/P
+, and
(X−)(gP+,gP−) := TgP−G/P
−. Since these distributions are G-invariant,
they are in particular Γ-invariant and we can interpret them as vector bun-
dles over P, which we will also denote by X+ and X−. The flow φt preserves
the product structure of X as well, so it induces a flow on these vector bun-
dles (using the derivative of φt in fiber directions).
Now we are ready to state the definition of an Anosov representation.
Definition 3.1. A representation ̺ : Γ → G is (P+, P−)-Anosov if the
bundle P̺ admits an Anosov section σ, i.e. a section σ : U0Γ → P̺ such
that
• σ is parallel (or locally constant) along flow lines of the geodesic flow,
with respect to the locally flat structure on P̺
• The flow φt is contracting on the bundle σ
∗X+ and dilating on the
bundle σ∗X−.
Remark. (i) The contraction/dilation condition in the definition means
the following: Pick any continuous norm (‖ · ‖v)v∈U0Γ on the bundles
σ∗X+ and σ∗X−. Then there exist constants c, C > 0 such that, for
any w ∈ U0Γ and x ∈ (σ
∗X+)w, we have
‖φt(x)‖φt(w) < C exp(−ct)‖x‖w
for all t > 0, and similarly for any y ∈ (σ∗X−)w,
‖φ−t(y)‖φ−t(w) < C exp(−ct)‖y‖w.
By compactness of the base, the choice of norm does not matter.
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(ii) It is sometimes easier in terms of notation to lift σ to a Γ-equivariant
section of the trivial bundle U˜0Γ× X . We will write
σ˜ : U˜0Γ→ X
for the Γ-equivariant map defining this section. It is constant along
flow lines.
We now turn to the case G = SO0(n + 1, n), P+ = StabG(E) for some
maximal isotropic subspace E ∈ Isn(R
n+1,n). Then P+ is conjugate to its
opposite parabolic P− and the unique open G-orbit X is identified with the
space of transverse pairs (E,F ) ∈ (Isn(R
n+1,n))2. Transversality is equiv-
alent to having a direct sum splitting Rn+1,n = E ⊕ F⊥ in this case. Our
goal for the remainder of this section will be to prove a contraction property
that is slightly different from the one in Definition 3.1.
As we saw before, the homogeneous space X identifies with the space of
transverse pairs of maximal isotropics. We will start by giving a more ex-
plicit description of the bundles σ∗X+ and σ∗X−. For any (V +, V −) ∈ X ,
a chart for G/P+ = Isn(R
n+1,n) containing the point V + is given by
(3.1) {f ∈ Hom(V +, (V −)⊥) | ∀v,w ∈ V + : b(v + f(v), w + f(w)) = 0},
where b denotes the symmetric bilinear form of signature (n+1, n). There-
fore, the subspace defined by the first distribution,
(X+)(V +,V −) = TV +Isn(R
n+1,n),
is given by
{g ∈ Hom(V +, (V −)⊥) | ∀v,w ∈ V + : b(v, g(w)) + b(g(v), w) = 0}.
The section σ now allows us to convert this pointwise description into a
description of the associated bundle
R̺ = Γ \
(
U˜0Γ× R
n+1,n
)
.
More precisely, σ˜ defines a Γ-invariant splitting
(3.2) U˜0Γ× R
n+1,n = V+ ⊕ L⊕ V−
by choosing, for σ˜(v) = (V +, V −),
V+v = V
+, Lv = (V
+)⊥ ∩ (V −)⊥, V−v = V
−.
Here, orthogonal complements are taken with respect to the bilinear form
b. The flow action extends to this (trivial) bundle as well by acting trivially
on the fiber component. We remark that b is preserved by the flow, which
will be useful later on. The flow, the bilinear form and the splitting then
descend to give a flow-invariant splitting of R̺, which we will denote by
R̺ = V
+ ⊕ L⊕ V−.
The bundle σ∗X+ is now identified with the bundle
Homb−skew(V
+, L⊕ V−) = Hom(V+, L)⊕Homb−skew(V
+,V−),
while
σ∗X− = Hom(V−, L)⊕Homb−skew(V
−,V+).
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The flow φt acts on an element ψ ∈ σ
∗X± by
(φtψ)(x) = φt(ψ(φ−tx)),
and the Anosov property tells us that this action is contracting on σ∗X+
and dilating on σ∗X−. Since this holds true for any choice of norm, let us
first pick an auxiliary positive definite quadratic form e on R̺ such that the
splitting above is orthogonal and e agrees with b on L (this is possible since
the fibers of L are spacelike for b). The induced operator norms are our
norms of choice for σ∗X+ and σ∗X−.
After this somewhat lengthy setup, we are finally ready to conclude. All
norms in the following statements are induced by e.
Lemma 3.2. Let p ∈ U0Γ and v ∈ V
+
p be arbitrary. Then there exists
ψ ∈ Hom(V+p , Lp) such that 0 6= ψ(v) = l ∈ Lp and ‖ψ‖ =
‖l‖
‖v‖ . Analogously,
for w ∈ V−p , we find ϕ ∈ Hom(V
−
p , Lp) such that ‖ϕ‖ =
‖l‖
‖w‖ .
Proof. Complete v to an e-orthogonal basis of V+p , map v to 0 6= l ∈ Lp and
map all other basis vectors to 0. 
Corollary 3.3. The bundle V+ is dilated by the flow φt. The bundle V
− is
contracted by the flow φt.
Proof. Let p ∈ U0Γ and v ∈ V
+
p be arbitrary. We saw earlier that
(σ∗X+)p = Hom(V
+
p , Lp)⊕Homb−skew(V
+
p ,V
−
p ).
Using the previous lemma, we can therefore pick ψ ∈ (σ∗X+)p such that
‖ψ‖ = ‖l‖‖v‖ for some 0 6= l ∈ Lp (by picking it in the first summand). Then
we have
‖l‖
‖φt(v)‖
=
‖φt(l)‖
‖φt(v)‖
≤ ‖φt(ψ)‖ < C exp(−ct)‖ψ‖ = C exp(−ct)
‖l‖
‖v‖
,
where we used the fact that b is preserved by the flow and agrees with e on
L to get the first equality.
The proof for V− follows in the same way. 
Note that contraction/dilation is reversed for the bundles V±. This is
consistent because the Anosov property gives contraction of σ∗X+, which
we identified with a subbundle of Hom(V+, (V−)⊥) = (V+)∗ ⊗ (V−)⊥.
4. Affine Anosov representations
In this section, we define the notion of affine Anosov representations of a
word hyperbolic group Γ into the semidirect product SO0(n+1, n)⋉R2n+1.
In the following, we use the form bn+1,n given by the matrix
J :=

 In1
In

 ,
where In denotes the n × n identity matrix. In particular, R
n × {0} =
span(e1, . . . , en) and {0} ×R
n = span(en+2, . . . , e2n+1) are transverse maxi-
mal isotropic subspaces:
R
2n+1 = (Rn × {0})⊕ ({0} × Rn)⊥,
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where both summands are elements of
Isn
(
R
2n+1
)
=
{
V ⊂ R2n+1 | dim(V ) = n, bn+1,n|V×V ≡ 0
}
.
We denote the corresponding transverse parabolic subgroups in G = SO0(n+
1, n) by P+ and P−:
P+ = StabG(R
n × {0})
P− = StabG({0} × R
n).
Then G/(P+ ∩ P−) identifies with pairs L1, L2 ∈ Isn(R
n+1,n) such that
R
2n+1 = L1 ⊕ (L2)
⊥; will also call such pairs transverse. The intersection
P+ ∩ P− is the reductive group GL+(n):
Lemma 4.1. With the above notation, P+ ∩P− is naturally identified with
GL
+(n).
Proof. Since any elementX of P+∩P− stabilizes both Rn×{0} and {0}×Rn,
it has to be of block form
X =

A1 B1 00 C 0
0 B2 A2

 ,
where Ai are n × n matrices, Bi are n × 1 and C is 1 × 1. The equation
MXM = (Xt)−1 reduces this further to the form
X =

A C
(At)−1

 ,
where A ∈ GL(n) and C = ±1. Now since X preserves orientation on
R
2n+1, C has to be +1. Moreover, we saw in section 1 that we can con-
sistently choose orientations on all elements of Isn(R
n+1,n), and an element
g ∈ SO(p, q) preserves these orientations iff it lies in SO0(p, q). We conclude
that A ∈ GL+(n).

In order to define what an Anosov representation into the affine group
should be, we will require a class of subgroups corresponding to parabolic
subgroups in reductive Lie groups. To that end, let E = E2n+1 denote
the affine space modeled on Rn+1,n, and Isn (E) the set of affine isotropic
subspaces. By this we mean all affine subspaces whose underlying linear
subspace is n-dimensional and isotropic.
In the linear case, we can interchangeably speak about either maximal
isotropic subspaces or (n + 1)-dimensional subspaces of signature (n, 1, 0)
– here, the first number denotes degenerate directions and the second num-
ber denotes positive directions. Taking orthogonal complements allows to
switch between the two sets, and any element g ∈ SO0(n + 1, n) fixing a
maximal isotropic subspace also fixes its orthogonal complement.
However, this is no longer true in the affine case. Since there is no natural
basepoint, there is no canonical way of choosing an orthogonal complement
of an affine subspace of type (n, 1, 0). Our construction will make use of
these (n+1)-dimensional affine subspaces instead of affine maximal isotropic
subspaces.
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Definition 4.2. Let F ⊂ E be an affine subspace of type (n, 1, 0). Then we
call the subgroup
Paff = StabG⋉R2n+1F
a pseudoparabolic.
Two affine subspaces A1, A2 of type (n, 1, 0) will be called transverse if their
underlying vector subspaces W1,W2 satisfy R
2n+1 = W1 ⊕ (W2)
⊥. Two
pseudoparabolics will be called transverse if they are stabilizers of transverse
affine subspaces.
Remark. SinceG⋉R2n+1 acts transitively on affine subspaces of type (n, 1, 0),
all pseudoparabolic subgroups are isomorphic and can be identified (albeit
not canonically) with P ⋉Rn+1, where P < G is the stabilizer of some fixed
maximal isotropic subspace of R2n+1, and the group of translations along
the orthogonal complement of the maximal isotropic is identified with Rn+1.
As in the linear case, for transverse pseudoparabolics P±aff , the quotient
(G⋉R2n+1)/(P+aff∩P
−
aff) =: Xaff can be identified with the space of transverse
pairs of affine subspaces of type (n, 1, 0), so we can alternatively view it as
a subset
Xaff ⊂
(
(G⋉R2n+1)/P+aff × (G⋉R
2n+1)/P−aff
)
.
It is the unique open (G ⋉ R2n+1)-orbit in the space of all pairs of affine
subspaces of type (n, 1, 0).
There is a natural map which takes two transverse subspaces as above and
returns a (spacelike) vector in the linear part of their intersection, chosen to
be normalized and according to an orientation convention:
Definition 4.3 (Neutral section). The neutral section is the map
ν : X → R2n+1
(V1, V2) 7→ v,
where v ∈ (V1)
⊥ ∩ (V2)
⊥ ∩ S1 is chosen according to the following ori-
entation convention: From section 1, we know that we can consistently
choose orientations on elements of Isn(R
n+1,n). Pick any positively ori-
ented bases (v11 , . . . , v
1
n) and (v
2
1 , . . . , v
2
n) of V1 and V2, and choose v such
that (v11 , . . . , v
1
n, v, v
2
1 , . . . , v
2
n) is a positive basis of R
2n+1. This does not
depend on the choices involved. We also write ν for the map
ν : Xaff → R
2n+1
which takes the linear parts of the two affine subspaces and applies the pre-
vious definition.
Remark. This neutral section is a natural generalization of the one defined
in [GLM09] in the case G = SO0(2, 1).
We now have to adjust the setup of bundles and flows to the affine case.
Recall that the flow space of the hyperbolic group Γ is defined as
U0Γ = Γ\U˜0Γ := Γ\(∂∞Γ
(2) × R).
We will make use of several bundles over the flow space U0Γ. They are
defined in terms of a given representation ρ : Γ→ G⋉R2n+1. The first one
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is the affine equivalent of the bundle P̺,
Pρ = Γ \
(
U˜0Γ× Xaff
)
,
whose fiber is the space of transverse pairs of affine subspaces of type (n, 1, 0).
Next, we need the bundle
Rρ = Γ \
(
U˜0Γ× R
2n+1
)
,
sections of which plays the role of a basepoint in affine space. In both
cases, Γ acts diagonally via its natural action on U˜0Γ and via the given
representation into G ⋉ R2n+1 on the second factor. Finally, there is the
linear version of the latter bundle,
R̺ = Γ \
(
U˜0Γ× R
2n+1
)
,
where the action on the second factor is given by the linear part ̺ := L(ρ) :
Γ → G. Since L(ρ) preserves the form bn+1,n on R
2n+1, this bundle comes
equipped with a (n+ 1, n)-form.
We can lift a section τ : U0Γ→ Rρ to a Γ-equivariant section
τ˜ : U˜0Γ→ U˜0Γ× R
2n+1.
Recall that the flow φt acts on this (trivial) bundle as the geodesic flow on
the base and as the identity on the fibers,
φt(x, y, t0, v) = (x, y, t0 + t, v).
This allows us to define the covariant derivative in flow direction by
∇φτ˜ (x, y, t0) =
d
dt
∣∣∣∣
t=0
φ−tτ˜(x, y, t0 + t)
(assuming, for now, that this derivative exists). Since it is Γ-equivariant,
it defines a section ∇φτ : U0Γ → R̺ where ̺ = L(ρ). Note that, since
the lifted bundle was trivial, we might as well consider τ˜ as a Γ-equivariant
map τ ′ : U˜0Γ → R
2n+1 by projecting to the second factor. In this case, the
derivative reads as
∇φτ
′(x, y, t0) =
d
dt
∣∣∣∣
t=0
τ ′(x, y, t0 + t).
We still prefer to keep track of the base point, however. This will help to
avoid confusion in some formulas and calculations later on.
In an analogous way, the G ⋉ R2n+1-equivariant map ν : Xaff → R
2n+1
extends to a bundle map
ν : Pρ → R̺.
Finally, as in the linear case, there are two distributions X±aff on Xaff coming
from its product structure, given by
(X±aff )(gP+
aff
,gP−
aff
) = TgP±
aff
(
G⋉R2n+1/P±aff
)
for any g ∈ G⋉R2n+1. Observe that these tangent spaces can be identified
with the sum of the tangent space to the linear part and transverse trans-
lations: Let (A+, A−) be a transverse pair of affine (n, 1, 0) subspaces, and
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let (W+,W−) be their linear parts. Then we can write
(A+, A−) = (A+ ∩A− ∩ [(W+)⊥ ⊕ (W−)⊥]) + (W+,W−),
where we chose a common base point for both A+ and A−. From this, it
follows that we can identify
T(A+,A−)Xaff = T(W+,W−)X ⊕ (W
+)⊥ ⊕ (W−)⊥,
and the tangent space splits into the two components
(4.1) TA±
(
G⋉R2n+1/P±aff
)
= TW±(G/P
±)⊕ (W∓)⊥.
The two distributions X±aff are G⋉R
2n+1-invariant and we will see them as
vector bundles over Pρ.
Moreover, we have the flow φt acting on the bundles Pρ and Rρ as Gromov
geodesic flow on the base and via parallel transport (with respect to the
locally flat structure) on the fibers. Using the derivative of the flow on Pρ
in fiber directions gives an induced flow on the bundles X±aff .
Definition 4.4. Let Γ be a word hyperbolic group and let
ρ : Γ 7→ G⋉R2n+1
be an injective homomorphism. Furthermore, let P+aff , P
−
aff be two transverse
pseudo-parabolic subgroups. Then ρ is called affine Anosov (with respect to
P±aff) if and only if
(1) The bundle Pρ admits an affine Anosov section σ, i.e. a section
σ : U0Γ→ Pρ such that:
• σ is parallel (locally constant) along flow lines of the geodesic
flow on U0Γ.
• The flow φt is contracting on the bundle σ
∗X+aff and dilating on
the bundle σ∗X−aff .
(2) There exists a Ho¨lder section τ of the bundle Rρ which is differen-
tiable along flow lines and satisfies
|〈∇φτ | ν ◦ σ〉| > 0.
Using (4.1), we see that the bundles σ∗X±aff split in the following way:
Letting L denote the map taking linear parts, we get an induced bundle
map
Pρ
L
−→ P̺
where ̺ is the Linear part of ρ. Then L ◦ σ is a section of P̺, and we have
the decomposition
(4.2) σ∗X±aff = (L ◦ σ)
∗X± ⊕ V∓.
5. Affine deformations of Anosov representations
Let Γ be a word hyperbolic group and G,P± be as above. Also, let
ρ : Γ → G ⋉ R2n+1 be an injective homomorphism with its linear part
̺ := L(ρ) Anosov with respect to P±. We denote the Anosov section of ̺
by σ̺ and its lift by σ˜̺ : U˜0Γ→ X .
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Definition 5.1 (Neutralised section). A neutralised section is a Ho¨lder
continuous, ρ-equivariant map
f : U˜0Γ→ U˜0Γ× R
2n+1
which is differentiable along flow lines and satisfies
∇φf(x, y, t) ∈ Rν ◦ σ˜̺(x, y, t)
for all (x, y, t) ∈ U˜0Γ.
Proposition 5.2. Every injective homomorphism ρ : Γ→ G⋉R2n+1 whose
linear part is Anosov with respect to P± admits neutralised sections.
Proof. Using a partition of unity argument, we can construct a Ho¨lder con-
tinuous, Γ-equivariant section
s : U˜0Γ→ U˜0Γ×R
2n+1
which is differentiable along flow lines (see Section 8.2 for details on this).
We want to modify the section s in such a way that it varies only in the
direction of the neutral section as we follow any flow line in U˜0Γ.
Recall that we defined the splitting
U˜0Γ× R
n+1,n = V+ ⊕ L⊕ V−
in (3.2), where L is a line bundle spanned by the neutral section. Let
∇+φ s(x, y, t) ∈ V
+
(x,y,t) and ∇
−
φ s(x, y, t) ∈ V
−
(x,y,t) be such that
∇φs(x, y, t)−∇
+
φ s(x, y, t)−∇
−
φ s(x, y, t) ∈ L(x,y,t).
We note that ∇φs and ∇
±
φ s are all ̺(Γ) equivariant.
Now using Corollary 3.3 and the fact that
φt(x, y, t0, v) = (x, y, t0 + t, v)
we obtain the following inequalities for t > 0:∥∥∥φ−t (∇+φ s(x, y, t0 + t))∥∥∥
(x,y,t0)
6 Ce−ct
∥∥∥∇+φ s(x, y, t0 + t)∥∥∥
(x,y,t0+t)
for some constants C, c ∈ R and∥∥∥φt (∇−φ s(x, y, t0 − t))∥∥∥
(x,y,t0)
6 Ce−ct
∥∥∥∇−φ s(x, y, t0 − t)∥∥∥
(x,y,t0−t)
for some constants C, c ∈ R. Moreover, using continuity and ̺-equivariance
of ∇±φ s, compactness of U0Γ and the fact that ‖̺(γ)v‖γ(x,y,t) = ‖v‖(x,y,t) we
get that ‖∇±φ s(x, y, t)‖(x,y,t) is bounded by some constant B. Hence∥∥∥∥
∫ ∞
0
φ−t
(
∇+φ s(x, y, t0 + t)
)
dt
∥∥∥∥
(x,y,t0)
6
∫ ∞
0
∥∥∥φ−t (∇+φ s(x, y, t0 + t))∥∥∥
(x,y,t0)
dt
6
∫ ∞
0
Ce−ct‖∇+φ s(x, y, t0 + t)‖(x,y,t0+t)dt
6
∫ ∞
0
Ce−ctBdt <∞.
16 SOURAV GHOSH AND NICOLAUS TREIB
and also ∥∥∥∥
∫ ∞
0
φt
(
∇−φ s(x, y, t0 − t)
)
dt
∥∥∥∥
(x,y,t0)
6
∫ ∞
0
∥∥∥φt (∇−φ s(x, y, t0 − t))∥∥∥(x,y,t0) dt
6
∫ ∞
0
Ce−ct‖∇−φ s(x, y, t0 − t)‖(x,y,t0−t)dt
6
∫ ∞
0
Ce−ctBdt <∞.
Therefore, the following map is well defined:
f(x, y, t0) := s(x, y, t0)−
∫ ∞
0
φt
(
∇−φ s(x, y, t0 − t)
)
dt
+
∫ ∞
0
φ−t
(
∇+φ s(x, y, t0 + t)
)
dt.
Now we notice that
∇φf(x, y, t0) =
d
dt
∣∣∣∣
t=0
φ−tf(x, y, t0 + t)
=
d
dt
∣∣∣∣
t=0
φ−ts(x, y, t0 + t)−
d
dt
∣∣∣∣
t=0
φ−t
∫ ∞
0
φl
(
∇−φ s(x, y, t0 + t− l)
)
dl
+
d
dt
∣∣∣∣
t=0
φ−t
∫ ∞
0
φ−l
(
∇+φ s(x, y, t0 + t+ l)
)
dl
=
d
dt
∣∣∣∣
t=0
φ−ts(x, y, t0 + t)−
d
dt
∣∣∣∣
t=0
∫ ∞
−t
φ−tφt+l
(
∇−φ s(x, y, t0 − l)
)
dl
+
d
dt
∣∣∣∣
t=0
∫ ∞
t
φ−tφt−l
(
∇+φ s(x, y, t0 + l)
)
dl
= ∇φs(x, y, t0)−∇
−
φ s(x, y, t0)−∇
+
φ s(x, y, t0).
Hence f is a neutralised section as L(x,y,t) = Rν ◦ σ˜̺(x, y, t). 
Proposition 5.3. The bundle Pρ corresponding to any injective homomor-
phism ρ : Γ→ G⋉R2n+1, whose linear part ̺ is Anosov with respect to P±,
admits an affine Anosov section.
Proof. Let σ̺ be the Anosov section for the Anosov representation ̺ and
let fρ be a neutralised section corresponding to ρ. By taking orthogonal
complements, we think of the lift σ˜̺(u), u ∈ U˜0Γ as a pair of (n, 1, 0) vector
subspaces (Vu,Wu) of R
n+1,n. Now let us define the following affine section:
σ˜ρ(u) := (fρ(u) + Vu, fρ(u) +Wu).
We observe that
σ˜ρ(γu) = (fρ(γu) + Vγu, fρ(γu) +Wγu)
= (ρ(γ)fρ(u) + ̺(γ)Vu, ρ(γ)fρ(u) + ̺(γ)Wu)
= (ρ(γ)(fρ(u) + Vu), ρ(γ)(fρ(u) +Wu))
= ρ(γ)σ˜ρ(u).
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Moreover, as fρ is a neutralised section, fρ(φtu)−fρ(u) ∈ Rν ◦ σ˜̺(u). Hence
for some constants c1, c2 ∈ R we have
σ˜ρ(φtu) = (fρ(φtu) + Vφtu, fρ(φtu) +Wφtu)
= (fρ(u) + c1ν(Vu,Wu) + Vu, fρ(u) + c2ν(Vu,Wu) +Wu)
= (fρ(u) + Vu, fρ(u) +Wu) = σ˜ρ(u).
Hence, the map σ˜ρ gives rise to a section
σρ : U0Γ→ Pρ
which is parallel along the flow lines of the geodesic flow on U0Γ. It follows
from the above construction that L◦σρ = σ̺. Now we need to show that the
bundle σ∗ρX
+
aff is contracted by the flow and σ
∗
ρX
−
aff is dilated. Recall from
(4.2) that we have a splitting σ∗ρX
±
aff = (L ◦ σρ)
∗X± ⊕ V∓. By assumption
L ◦ σρ = σ̺ is a (linear) Anosov section, so the bundles (L ◦ σρ)∗X+ resp.
(L ◦ σρ)
∗X− are contracted resp. dilated by the flow. By Corollary 3.3, the
bundles V − resp. V + are also contracted resp. dilated by the flow, so the
result follows. 
6. Margulis Space times
In this section we give a brief overview of Margulis spacetimes and present
some known results which are related to our main Theorem.
Margulis spacetimes have a long history starting with the study of affine
crystallographic groups. In 1964, Auslander conjectured that
Conjecture 1 ([Aus64]). Affine crystallographic groups are virtually solv-
able.
This conjecture is still open although it has been answered in affirmative
in the case of R3 by Fried–Goldman and in the case of Rn for n < 7 by Abels–
Margulis–Soifer. In [Mil77], Milnor asked the further question whether the
assumption of cocompactness could be dropped in the Auslander conjecture.
Margulis answered Milnor’s question in the negative by showing the exis-
tence of proper affine actions of non-abelian free groups on R3. The quotient
space of such an action is called a Margulis spacetime.
Moreover, Fried–Goldman ([FG83]) showed that the linear parts of the
non-abelian free groups acting properly on R3 as affine transformations lie
in some conjugate of SO(2, 1). Subsequently, Abels–Margulis–Soifer showed
existence of properly discontinuous actions of non-abelian free subgroups
of SO0(n + 1, n) ⋉ R2n+1 on R2n+1. Recently, Smilga ([Smi16b]) showed
existence of proper actions on g of non-abelian free subgroups of G ⋉ g
where G is any semisimple Lie group acting adjointly on its Lie algebra g.
In ([Mar83],[Mar84]), Margulis introduced a key tool to decide properness.
He introduced certain invariants, called Margulis invariants, which behave
like length functions to gauge the properness of an action.
Definition 6.1. Let Γ be a word hyperbolic group and let ρ : Γ→ SO0(n+
1, n) ⋉ R2n+1 be an injective homomorphism such that its linear part ̺ is
Anosov with respect to P±. Then the Margulis invariant corresponding to
any γ ∈ Γ, is defined as follows:
αρ(γ) := 〈uρ(γ) | ν ◦ σ̺(γ
−, γ+)〉
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where σ̺ is the Anosov section corresponding to ̺.
In particular, he proved the following result which we restate here using
the terminology of Anosov representations:
Lemma 6.2 (Opposite-sign lemma). Let Γ be a non-abelian free group and
let ρ : Γ → SO0(2, 1) ⋉ R3 be an injective homomorphism such that its
linear part ̺ is discrete. Then ρ(Γ) acts properly on R3 only if its Margulis
invariant spectrum is either completely positive or completely negative.
In [GLM09] Goldman–Labourie–Margulis introduced and proved the ap-
propriate converse direction of the opposite sign lemma using geodesic cur-
rents and a generalised Margulis invariant. They also showed that the space
of such Margulis spacetimes is an open and fiber wise convex subset of the
tangent bundle of the Teichmu¨ller space. In ([Gho17b],[Gho17a]) Ghosh
showed that representations giving rise to Margulis spacetimes with Schot-
tky linear part are Anosov. Proposition 3.0.5 of [Gho17a] and Propositions
7.1 and 8.1 of [GLM09] gives us the following result:
Theorem 6.3. Let Γ be a non-abelian free group and let ρ : Γ→ SO0(2, 1)⋉
R
3 be an injective homomorphism. Then ρ is affine Anosov with respect to
P±aff if and only if ̺ is Anosov with respect to P
± and ρ(Γ) acts properly on
R
3.
In the next section we extend this Theorem and prove it for injective
homomorphisms of any word hyperbolic group Γ into SO0(n+1, n)⋉R2n+1.
7. Margulis spacetimes vs Affine Anosov representations
In this section we will show that affine Anosov representations always
give rise to Margulis spacetimes and certain Margulis spacetimes always
come from affine Anosov representations.
Theorem 7.1. Let Γ be a word hyperbolic group and let ρ : Γ → SO0(n +
1, n) ⋉ R2n+1 be an injective homomorphism which acts properly on R2n+1
with its linear part ̺ Anosov with respect to P±. Then ρ is affine Anosov
with respect to P±aff .
Proof. As Γ acts properly on R2n+1 we get that Γ acts properly on ∂∞Γ
(2)×
R
2n+1. Hence Γ acts properly on (U˜0Γ × R
2n+1)/R where the action of R
on R2n+1 is trivial. Now using Lemma 5.2 of [GLM09] we get that R acts
properly on
Γ\(U˜0Γ× R
2n+1) = Rρ
where Γ acts on R2n+1 through the representation ρ.
Now assume that ̺ is Anosov with respect to P± but ρ is not affine
Anosov with respect to P±aff . By Proposition 5.3, ρ admits an affine Anosov
section, hence the second part of Definition 4.4 must fail: There can be no
Ho¨lder section τ of Rρ satisfying
(7.1) |〈∇φτ | ν ◦ σ̺〉| > 0.
We observe that, by Proposition 5.2, there exists a section τ such that its lift
τ˜ is neutralised. Moreover, Lemma 3 of [GL12] together with (7.1) implies
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that there exists a φ-invariant probability measure µτ on U0Γ such that∫
〈∇φτ | ν ◦ σ̺〉dµτ = 0.
Indeed, if not then for any such τ and for all φ-invariant probability measure
µ on U0Γ we have
Iτ (µ) :=
∫
〈∇φτ | ν ◦ σ̺〉dµ 6= 0.
Moreover, if for some φ-invariant probability measures µ1 and µ2 on U0Γ we
have Iτ (µ1) > 0 and Iτ (µ2) < 0 then µ0 :=
Iτ (µ1)µ2−Iτ (µ2)µ1
Iτ (µ1)−Iτ (µ2)
is a probability
measure for which Iτ (µ0) = 0. Hence, either Iτ (µ) > 0 for all φ-invariant
probability measure µ on U0Γ or Iτ (µ) < 0 for all φ-invariant probability
measure µ on U0Γ. In the first case 〈∇φτ | ν ◦σ̺〉 is Livsˇic cohomologous to
some positive function f and in the second case it is Livsˇic cohomologous
to some negative function f . Now it follows from the definition of Livsˇic
cohomology that there exist a function g such that
〈∇φτ | ν ◦ σ̺〉 − f =
d
dt
g.
We consider τ ′ := τ − gν ◦ σ̺ and observe that it is a Ho¨lder section of Rρ
which satisfies
〈∇φτ
′ | ν ◦ σ̺〉 = f
and |f | > 0 contradicting our hypothesis.
Let t > 0 and p ∈ U0Γ. We define
τt(p) :=
∫ t
0
〈∇φτ | ν ◦ σ̺〉(φsp)ds.
Hence
∫
τtdµτ = 0 by Fubini’s theorem.
Moreover, as U0Γ is connected by Lemma 2.3, we get that for all t > 0 there
exists pτt ∈ U0Γ such that
τt(p
τ
t ) = 0.
Let qτt ∈ U˜0Γ be such that π(q
τ
t ) = p
τ
t , let τ˜ : U˜0Γ→ U˜0Γ×R
2n+1 be a lift of
τ and let τ˜t : U˜0Γ→ R be a lift of τt. We recall that, if τ˜(x, y, s) = (x, y, s, v),
then
φtτ˜(x, y, s) = φt(x, y, s, v) = (x, y, s+ t, v).
Hence for all t > 0 we have
τ˜(φtq
τ
t ) = φtτ˜(q
τ
t ) + τ˜t(q
τ
t )ν ◦ σ̺ = φtτ˜(q
τ
t ).
Now passing to the quotient we get that for all t > 0, τ(φtp
τ
t ) = φtτ(p
τ
t ),
and hence
τ(φtp
τ
t ) ∈ φtτ(U0Γ) ∩ τ(U0Γ)
for the compact set τ(U0Γ) ⊂ Rρ. Therefore, the R action on Γ\(U˜0Γ ×
R
2n+1) = Rρ is not proper, a contradiction. 
Lemma 7.2. Let αρ(γ) be the Margulis invariant and let l(γ) be the the
length of the closed geodesic corresponding to γ in U0Γ. Then for all τ :
U0Γ→ Rρ we have
αρ(γ) = l(γ)
∫
〈∇φτ | ν ◦ σ̺〉dµγ
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where µγ denotes the geodesic current on U0Γ corresponding to γ.
Proof. Let p = (γ−, γ+, s) ∈ U˜0Γ, let σ˜ be the lift of σ and let fτ : U˜0Γ →
R
2n+1 be the map corresponding to the lift of τ . We know that
αρ(γ) = 〈ρ(γ)fτ (p)− fτ (p) | ν ◦ σ˜̺(p)〉.
Moreover,
〈ρ(γ)fτ (p)− fτ (p) | ν ◦ σ˜̺(p)〉 = 〈fτ (γp)− fτ (p) | ν ◦ σ˜̺(p)〉
=
∫ l(γ)
0
〈∇φfτ | ν ◦ σ˜̺〉(φtp)dt
= l(γ)
∫
〈∇φτ | ν ◦ σ̺〉dµγ
and the result follows. 
Theorem 7.3. Let Γ be a non–elementary word hyperbolic group and let
ρ : Γ → G ⋉ R2n+1 be an injective homomorphism which is affine Anosov
with respect to P±aff . Then ρ(Γ) acts properly on R
2n+1 and the linear part ̺
is Anosov with respect to P±.
Proof. Let σρ be the affine Anosov section of ρ. Its linear part
σ̺ = L ◦ σρ
is a section of the bundle P̺ that is parallel along flow lines. Since the
bundles σ∗ρX
±
aff are contracted/dilated by the flow φt, so are σ
∗
̺X
± (see
(4.2)). Thus ̺ is Anosov with respect to P±.
Now assume that ρ(Γ) does not act properly on R2n+1. Then, there
exists a sequence γm ∈ Γ with ρ(γm) → ∞ and a converging sequence
xm → x ∈ R
2n+1 with ρ(γm)xm → y ∈ R
2n+1.
First of all, we show that we may assume without loss of generality that
• γm has infinite order,
• the endpoints γ±m ∈ ∂∞Γ of the axis of γm have distinct limits a
±,
• l(γm)→∞.
By [GW12, Theorem 1.7], the image ̺(Γ) is (AMS)–proximal (see subsection 8.1
for a short discussion). This implies that for any r > 0, ǫ > 0, there exists
a finite set S ⊂ ̺(Γ) with the following property: For every m, there is an
element s(m) ∈ S such that s(m)̺(γm) is (r, ǫ)–proximal. After taking a
subsequence, we may assume that s(m) = s is constant. Let s′ ∈ Γ be a
preimage of s and set γ′m = s
′γm. Then γ
′
m, ̺(γ
′
m), ρ(γ
′
m) all have infinite
order, we still have ρ(γ′m) → ∞ and ρ(γ
′
m)xm = ρ(s
′)ρ(γm)xm → ρ(s
′)y.
Taking a subsequence again, we can assume that γ′±m converge to a
±. By
(r, ǫ)–proximality, the attracting and repelling maximal isotropics of ̺(γ′m)
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have transverse limits, so we must have a+ 6= a−. Therefore, axis(γ′m) con-
verges as a subset of U˜0Γ
1 , which implies l(γ′m)→∞ since Γ acts properly
on U˜0Γ.
We assume from now on that γm has the properties listed above. Let
σ˜̺ : U˜0Γ → X be the ̺–equivariant map corresponding to σ̺. Since the
subsets axis(γm) ⊂ U˜0Γ converge, we can pick a convergent sequence pm ∈
axis(γm), pm → p. It follows that
αρ(γm) =〈ρ(γm)xm − xm | ν ◦ σ˜̺(pm)〉
m→∞
−−−−→ 〈y − x | ν ◦ σ˜̺(p)〉,
so in particular αρ(γm) stays bounded. We now show that this is a contra-
diction, finishing the proof.
Because ρ is affine Anosov, there is a Ho¨lder section τ : U0Γ → Rρ satis-
fying
〈∇φτ | ν̺〉 > 0.
Since U0Γ is compact, 〈∇φτ | ν̺〉 is bounded from below by a constant
M > 0, thus ∫
〈∇φτ | ν̺〉dµγm ≥M,
where µγm is the geodesic current corresponding to γm. Theorem 7.2 there-
fore implies that αρ(γm)→∞. 
8. Appendix
8.1. (AMS)-Proximality. Let G be a semisimple Lie group and (P+, P−)
a pair of opposite parabolic subgroups of G. An element g ∈ G is called
proximal relative to G/P+ if g has two transverse fixed points x± ∈ G/P±
and the following holds:
lim
n→∞
γnx = x+ for all x ∈ G/P+ transverse to x−.
Moreover, a subgroup H < G containing a proximal element is also called
proximal.
We now turn to a quantitative version of proximality. For any x− ∈
G/P−, we define
nt(x−) := {x ∈ G/P+ | x not transverse to x−}.
Let d be a Riemannian distance on G/P+ and let x± ∈ G/P±. We fix
constants r, ǫ > 0 and consider the neighborhoods
Nǫ(x
+) = {x ∈ G/P+ | d(x, x+) < ǫ}
and
Nǫ(nt(x
−)) = {x ∈ G/P+ | d(x,nt(x−)) < ǫ}.
1with respect to the pointed Hausdorff topology on the set of closed subsets of the
metric space U˜0Γ. A basis of this topology is given by sets of the form
NK,ǫ(A) = {B ⊂ U˜0Γ closed | dH(B ∩K,A ∩K) < ǫ},
where K ⊂ U˜0Γ is a compact set, A ⊂ U˜0Γ is a closed set and dH is the Hausdorff metric
on closed subsets of the compact set K.
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An element g ∈ G is called (r, ǫ)-proximal relative to G/P+ if it has two
transverse fixed points x± ∈ G/P± satisfying
d(x+,nt(x−)) ≥ r
and the following holds:
g(Nǫ(nt(x
−))c) ⊂ Nǫ(x
+).
A subgroup H of G is called (AMS)-proximal relative to G/P+ if there
exist constants r > 0 and ǫ0 > 0 such that for any ǫ < ǫ0, there exists a
finite set S = S(r, ǫ) ⊂ H satisfying the following: For any g ∈ H, there
exists s ∈ S such that sg is (r, ǫ)-proximal.
Finally, a representation ̺ : Γ → G is called (AMS)-proximal if ker(̺) is
finite and ̺(Γ) is (AMS)-proximal.
This definition was introduced by Abels-Margulis-Soifer in [AMS95], where
they proved a more general version of the following result:
Theorem 8.1 ([AMS95], Theorem 4.1). Let H < SL(n) be a strongly irre-
ducible subgroup, i.e. all finite index subgroups of H act irreducibly on Rn.
Assume that H contains a proximal element. Then H is (AMS)-proximal
relative to RPn−1.
Subsequently, Guichard-Wienhard used the previous theorem to prove
(AMS)-proximality for Anosov representations, which we use in this paper:
Theorem 8.2 ([GW12], Theorem 1.7). Let Γ be a finitely generated word
hyperbolic group and ̺ : Γ → G Anosov with respect to P±. Then ̺ is
(AMS)-proximal with respect to G/P±.
8.2. Sections over U0Γ. We now explain how to construct sections over the
flow space U0Γ which are differentiable along flow lines. The construction is
based on a partition of unity argument, making sure that the bump functions
are differentiable along flow lines. Another issue is that the action of Γ
on U˜0Γ may have fixed points, so we have to be careful defining “nice”
neighborhoods.
Recall from section 2 that U˜0Γ is equipped with a metric which is unique
up to Ho¨lder equivalence. This metric is bi-Lipschitz with respect to the
product metric of the visual metric on ∂∞Γ and the standard metric on R.
For x = (a, b, t) ∈ U˜0Γ and ǫ > 0, we define
U ǫx := Bǫ(a, b)× (t− ǫ, t+ ǫ) ⊂ ∂∞Γ
(2) × R,
where Bǫ denotes the ǫ-ball in ∂Γ
2.
As Γ acts properly on U˜0Γ, stabilizers of points in U˜0Γ are finite. It also
allows us to find a good set of neighborhoods: Since
f : Γ× U˜0Γ→ U˜0Γ× U˜0Γ
(γ, x) 7→ (γx, x)
is proper, for any compact neighborhood x ∈ K of a point x ∈ U˜0Γ,
π1(f
−1(K ×K)) = {γ ∈ Γ | γK ∩K 6= ∅} =: ΓK
is finite. If ΓK \ Γx is nonempty, for every γ ∈ (ΓK \ Γx), shrink the
neighborhood to K ′ ⊂ K such that γK ′ ∩K ′ = ∅. After doing this finitely
AFFINE ANOSOV REPRESENTATIONS AND PROPER ACTIONS 23
many times, we can assume that ΓK = Γx. Pick ǫ > 0 small enough such
that U ǫx ⊂ K. We distinguish two cases, depending on whether Γx is trivial
or not.
(1) Assume first that Γx = {1}. Write x = (a, b, t). Let φ : ∂∞Γ
(2) → R
be a Ho¨lder continuous bump function which is positive on Bǫ(a, b)
and zero elsewhere, and ψ : R → R a smooth bump function which
is positive on (t− ǫ, t+ ǫ) and zero elsewhere. Then
θ : U˜0Γ→ R
(c, d, s) 7→ φ(c, d)ψ(s)
is a bump function at x = (a, b, t) which is positive on U ǫx and zero
elsewhere, and which is smooth along flow lines. Moreover, the de-
rivative along flow lines is again Ho¨lder continuous and smooth along
flow lines. Since ǫ is chosen such that ΓUǫx = {1}, it projects to a
bump function at π(x) on U0Γ with the same properties.
(2) Assume now that Γx 6= {1}. Let
Vx :=
⋃
γ∈Γx
γU ǫx,
and observe that ΓVx = Γx. Define θ as before to be a bump function
which is positive on U ǫx and zero elsewhere, and set
ϑ :=
∑
γ∈Γx
θ ◦ γ.
Then ϑ is Ho¨lder continuous, smooth along flow lines, positive on Vx
and zero elsewhere. Since ΓVx = Γx and ϑ is invariant under Γx, it
projects to a bump function on U0Γ with the same properties. Note
that Vx gets arbitrarily small as ǫ gets close to 0.
We can use these bump functions to construct sections of the affine bundle
Rρ = Γ\
(
U˜0Γ× R
2n+1
)
.
For every point z ∈ U0Γ, pick a neighborhood U
′
z such that Rρ|U ′z is trivial.
Then, pick a potentially smaller neighborhood Uz ⊂ U
′
z such that the above
construction yields a bump function αz : U0Γ → R which is positive on Uz
and zero elsewhere. By compactness of U0Γ, finitely many such neighbor-
hoods Uz cover U0Γ. Denote them by Uzi , 1 ≤ i ≤ k. After normalizing, we
may assume that
∑
i αzi = 1. Letting szi : Uzi → Rρ|Uzi denote a constant
section (with respect to some local trivialization), observe that the affine
combination
s =
∑
i
αziszi
is a well-defined section of Rρ which is Ho¨lder continuous and smooth along
flow lines. Note that arbitrary addition of sections is not well-defined since
the bundle is affine, but affine combinations are.
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