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1. Introduction
Essentially normal Hilbert modules are intensively investigated over these years (cf. [1–4,8–10,12,14–21,23]). Let T =
(T1, . . . , Td) be a tuple of commuting operators acting on a Hilbert space H , then one can naturally make H into a Hilbert
module over the polynomial ring C[z1, . . . , zd], where the C[z1, . . . , zd]-module structure is deﬁned as follows (cf. [6,11]):
p · ξ = p(T1, . . . , Td)ξ, p ∈ C[z1, . . . , zd], ξ ∈ H .
If all the cross-commutators are compact, i.e., for 1  j,k  d, T ∗k T j − T j T ∗k are compact, or equivalently, if for 1  i  d,
Ti T ∗i − T ∗i T i are compact, then the Hilbert module H is called essentially normal in Arveson’s language (cf. [1–4]), while
Douglas calls such Hilbert modules essentially reductive (cf. [8–12]). This makes it possible to introduce the techniques and
methods drawn from algebraic geometry, homology and complex analysis, etc., to multi-variate operator theory through
studying such kinds of Hilbert modules.
For the basic reproducing kernel Hilbert modules over the unit ball, including the Hardy modules, the d-shift modules,
the Bergman modules, most of them are essentially normal. Whether graded or quasi-homogeneous submodules of such
kinds of Hilbert modules are essentially normal is an interesting topic that has received much attention over the years
(cf. [1–4,8–10,14–19]). From [1,8], a submodule is essentially normal if and only if this is true for its associated quotient
module in this case. However, for Hilbert modules over the polydisk, this is not true in general, because most natural Hilbert
modules are not essentially normal in themselves. For example, the Hardy modules over the polydisk are not essentially
normal. Thus, there is a difference between the two cases when investigating the essential normality of the submodules or
their associated quotient modules. In [7], Douglas and Misra showed that some quotient modules of the Hardy module over
the bidisk are essentially normal and some are not, this invoked the problem to study the essential normality of the Hilbert
submodules and their associated quotient modules over the polydisk. There is some literature along this line (cf. [20,21,23]).
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reproducing kernel Hilbert modules over the bidisk including the Hardy module. If one consider the Hardy module, there
are some very interesting results, we refer the reader to [20,21,23]. An important fact about the Hardy module over the
bidisk is that the multiplication operators are isometric which makes the Hardy module very special. But in our setting, this
property does not hold necessarily, the proof here is different from that in [20,21,23].
In Section 3, we will study some properties of the tuple (Sz1 , Sz2 ), i.e., the compression of the multiplication operators
(Mz1 ,Mz2 ) to the quotient modules, we will describe the essential spectrum of the tuple (Sz1 , Sz2 ). Moreover, we will show
that the Toeplitz algebra, which is the C∗-algebra generated by the tuple (Sz1 , Sz2 ) is irreducible.
2. Essential normality
Let H(α,β) be the Hilbert module over the bidisk with the reproducing kernel
Kλ(z) = 1
(1− z1λ¯1)α(1− z2λ¯2)β
,
where α,β > 0 and λ = (λ1, λ2), z = (z1, z2) ∈ D2 (for the reproducing kernel theory, we refer to [5]). For positive integers
n,m, let M(α,β) be the submodule generated by the quasi-homogeneous polynomial (zn1 − zm2 ), let H(α,β)/M(α,β) be its
associated quotient module, which is denoted by N(α,β) (naturally identical with H(α,β)  M(α,β)).
From now on, we denote H(α,β),M(α,β),N(α,β) by H,M,N respectively for brevity. Let Mz1 , Mz2 be the multiplication
operators on H , then the module action on the quotient module N is endowed by the tuple (Sz1 , Sz2 ), where Szi is the
compression of Mzi to H  M , 1 i  2.
The main result of this section is the following:
Theorem 1. The quotient module N is essentially normal, i.e., Szi S
∗
zi − S∗zi Szi are compact, 1 i  2.
Let f ∈ H . Deﬁne R : H → RH so that
R f (z) = f (zm, zn), z ∈ D,
and the inner product on RH is deﬁned by
〈R f , Rg〉 = 〈PM⊥ f , g〉, f , g ∈ H .
Then R|HM : H  M → RH is a unitary operator. And the module action on RH is deﬁned as follows:
(z1 · R f )(z) = R(z1 f )(z) = zmR f (z), (z2 · R f )(z) = R(z2 f )(z) = znR f (z).
First we will prove the following result:
Lemma 2. R(Sz1 S
∗
z1 − S∗z1 Sz1 ) = (MzmM∗zm − M∗zmMzm )R.
Proof. We ﬁrst assert that
∀ f ∈ M⊥, RM∗z1 f = M∗zm R f .
In fact, for ∀g ∈ M⊥ , we have〈
RM∗z1 f , Rg
〉= 〈M∗z1 f , g〉= 〈R f , RMz1 g〉 = 〈R f ,Mzm Rg〉 = 〈M∗zm R f , Rg〉,
thus the assertion follows. Moreover, we have〈
R
(
Sz1 S
∗
z1 f
)
, Rg
〉= 〈PM⊥Mz1M∗z1 f , g〉= 〈Mz1M∗z1 f , g〉= 〈M∗z1 f ,M∗z1 g〉= 〈RM∗z1 f , RM∗z1 g〉
= 〈M∗zm R f ,M∗zm Rg〉= 〈MzmM∗zm R f , Rg〉.
It follows that RSz1 S
∗
z1 f = MzmM∗zm R f , ∀ f ∈ M⊥ . The same reasoning shows that RS∗z1 Sz1 f = M∗zmMzm R f , ∀ f ∈ M⊥ . From
the above two equalities, the desired result follows. 
The following result is essential in the proof of Theorem 1.
Lemma 3. MzmM∗m − M∗mMzm is compact on ran R.z z
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also essentially normal, then the theorem follows immediately.
Let H1 = ran R = RM⊥ , then H1 is a reproducing kernel Hilbert space with the reproducing kernel Kλ(.) = RK(λm,λn)(.,.),
λ ∈ D.
In fact, for each f ∈ M⊥ , we have
〈R f , Kλ〉 = R f (λ) = f
(
λm, λn
)= 〈 f , K(λm,λn)〉 = 〈R f , RK(λm,λn)〉,
from which the conclusion follows. Thus for z ∈ D, we have
Kλ(z) = RK(λm,λn)(z) = K(λm,λn)
(
zm, zn
)= 1
(1− zmλ¯m)α(1− znλ¯n)β .
Let ak = α(α+1)...(α+k−1)k! , bk = β(β+1)...(β+k−1)k! , and
Td =
{
(k, j)
∣∣ k, j ∈ N+ such that km + jn = d}.
The identities
1
(1− zmλ¯m)α =
∞∑
k=0
(−α) . . . (−α − (k − 1))
k!
(−zmλ¯m)k = ∞∑
k=0
akz
kmλ¯mk,
and 1
(1−zn λ¯n)β =
∑∞
j=0 b j z jnλ¯ jn show that
Kλ(z) =
∞∑
d=0
( ∑
(k, j)∈Td
akb j
)
zdλ¯d.
Let γd =∑(k, j)∈Td akb j , then we have
Kλ(z) =
∞∑
d=0
γdz
dλ¯d.
Let ed = √γdzd , then from [17, Proposition 4.1] or [22], we conclude that H1 has an orthonormal basis {ed | d ∈ N+ , where√
γd = 0}. Moreover, an easy computation shows that
(
MzmM
∗
zm − M∗zmMzm
)
ed =
(
γd−m
γd
− γd
γd+m
)
ed,
so Lemma 3 is equivalent to the following:
Lemma 4.
lim
d→∞
(
γd−m
γd
− γd
γd+m
)
= 0. (1)
Hence the proof of Theorem 1 is turned to prove Lemma 4.
Proof of Lemma 4. The proof is divided into several steps.
Step 1: Assume (m,n) = 1, and d = lmn, then (1) is equivalent to the following:
lim
l→∞
(
aln−1b0 + · · · + an−1b(l−1)m
alnb0 + · · · + a0blm −
alnb0 + · · · + a0blm
aln+1b0 + · · · + a1blm
)
= 0. (2)
In fact, we will show the limit of each term in (2) is 1. Since the proof is similar, we only prove that
lim
l→∞
aln−1b0 + · · · + an−1b(l−1)m
alnb0 + · · · + a0blm = 1. (3)
The following identity holds,
aln−1b0 + · · · + an−1b(l−1)m
alnb0 + · · · + a0blm =
aln−1b0 + · · · + an−1b(l−1)m
alnb0 + · · · + anb(l−1)m
alnb0 + · · · + anb(l−1)m
alnb0 + · · · + anb(l−1)m + a0blm , (4)
Y. Duan / J. Math. Anal. Appl. 366 (2010) 486–493 489then write
alnb0 + · · · + anb(l−1)m
alnb0 + · · · + anb(l−1)m + a0blm = 1−
a0blm
alnb0 + · · · + anb(l−1)m + a0blm .
We need to prove the following result.
Claim. liml→∞ a0blmalnb0+···+anb(l−1)m+a0blm = 0.
We consider the proof of the claim in four different cases.
Case 1. Assume s, t are integers satisfying
1 s α < s + 1, 1 t  β < t + 1,
then akn  a0, k = 0,1, . . . , l, so we have
a0blm
alnb0 + · · · + anb(l−1)m + a0blm 
blm
b0 + · · · + blm =
(blm − b(l−1)m) + (b(l−1)m − b(l−2)m) + · · · + (b0 − 0)
blm + · · · + b(l−1)m + b0 .
Since
lim
k→∞
b(k−1)m
bkm
= lim
k→∞
((k − 1)m + 1) · · · (km)
(β + (k − 1)m) · · · (β + km − 1) = 1,
we have liml→∞
blm−b(l−1)m
blm
= 0, by the Stoltz theorem, we have
lim
l→∞
blm
b0 + · · · + blm = 0,
then the claim follows.
Case 2. Assume that 0< α,β < 1. Then bk is decreasing in k and ak >
α
k , so we have
a0blm
alnb0 + · · · + aknb(l−k)m + · · · + a0blm =
1
aln
b0
blm
+ · · · + a0 b0b0
<
1
aln + · · · + a0 <
1
α
ln + · · · + α2n
,
but
∑l
k=2 1k → ∞ (l → ∞), so the claim follows.
Case 3. Assume that 0< α < 1, 1 t  β < t + 1, then one gets the following inequalities:
bk = β(β + 1) · · · (β + k − 1)k! <
(t + 1) + · · · + (t + k)
k! = (t + 1)k,
ak = α + · · · + (α + k − 1)k! >
α1 · · · (k − 1)
k! =
α
k
.
Combining the above two inequalities, we have
a0blm
alnb0 + · · · + a(l−k)nbkm + · · · + a0blm =
1
aln
b0
blm
+ · · · + a(l−k)n bkmblm + · · · + a0
blm
blm
<
n
α
1
1
l
1
(lm)t + · · · + 1l−k (km)
t
(lm)t + · · · + ((l−1)m)
t
(lm)t + 1
,
the last inequality holds because
bkm
blm
= (km + 1) · · · (lm)
(β + km) · · · (β + lm − 1) >
(km + 1) · · · (lm)
(t + 1+ km) · · · (t + lm) =
(km + 1) · · · (km + t)
(lm + 1) · · · (lm + t) >
(km)t
(lm)t
.
But
1
l
1
(lm)t
+ · · · + 1
l − k
(km)t
(lm)t
+ · · · + ((l − 1)m)
t
(lm)t
+ 1>
l−1∑
k=1
1
l − k
kt
lt
=
l−1∑
k′=1
1
k′
(
1− k
′
l
)t
>
l∑
k′=l−1
1
k′
− 2t − 1→ ∞,
so the claim follows immediately.
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ak = α · · · (α + k − 1)k! >
s · · · (s + k − 1)
k! =
(k + 1) · · · (s + k − 1)
(s − 1)! >
ks−1
(s − 1)! ,
thus we have
a0blm
alnb0 + · · · + anb(l−1)m + a0blm <
a0
aln + · · · + a0 <
(s − 1)!
ns−1(ls−1 + · · · + 1) → 0,
which implies the claim.
Since lim j→∞
a jn−1
a jn
= 1, and b jm is monotone in j, combining with the claim, one easily gets
lim
l→∞
aln−1b0 + · · · + an−1b(l−1)m
alnb0 + · · · + anb(l−1)m = 1. (5)
It follows from (5) and (4) immediately that (3) is true, which completes the proof of Step 1.
Step 2: Assume (m,n) = 1, for each d ∈ N+ , let
kdu =max
{
k
∣∣ (k, j) ∈ Td}, and jdu ∈ N+ such that kdum + jdun = d,
let
kdl =min
{
k
∣∣ (k, j) ∈ Td}, and jdl ∈ N+ such that kdl m + jdl n = d.
Then
γd+m = akdu+1b jdu + · · · + akdl +1b jdl + ak′dl b j′dl ,
where
ak′dl
=
{
a
(kdl +1−n), if k
d
l + 1 n,
0, if kdl + 1< n,
and
b j′dl
=
{
b
( jdl +m), if k
d
l + 1 n,
0, if kdl + 1< n,
so we have
γd
γd+m
=
akdub jdu + · · · + akdl b jdl
akdu+1b jdu + · · · + akdl +1b jdl + ak′dl b j′dl
=
akdub jdu + · · · + akdl b jdl
akdu+1b jdu + · · · + akdl +1b jdl
·
akdu+1b jdu + · · · + akdl +1b jdl
akdu+1b jdu + · · · + akdl +1b jdl + ak′dl b j′dl
.
By the following identity
akdu+1b jdu + · · · + akdl +1b jdl
akdu+1b jdu + · · · + akdl +1b jdl + ak′dl b j′dl
= 1−
ak′dl
b j′dl
akdu+1b jdu + · · · + akdl +1b jdl + ak′dl b j′dl
,
and using a similar approach as in Step 1, we can get that
lim
d→∞
ak′dl
b j′dl
akdu+1b jdu + · · · + akdl +1b jdl + ak′dl b j′dl
= 0. (6)
It is obvious that limk→∞
akb j
ak+1b j = 1, where (k, j) ∈ Td . Using (6) and simple computation, we have
lim
d→∞
akdub jdu + · · · + akdl b jdl
akdu+1b jdu + · · · + akdl +1b jdl
= 1.
Thus it follows that limd→∞ γdγd+m = 1. Similarly, we can get that
lim
γd−m = 1.d→∞ γd
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lim
d→∞
(
γd
γd+m
− γd−m
γd
)
= 0,
which completes the proof of Step 2.
Step 3: If (m,n) = p = 1, let m′ = mp and n′ = np , then (m′,n′) = 1. Using Step 2, we can complete the proof of
Lemma 4. 
3. Some algebraic results
In this section, ﬁrst, we will describe the essential spectrum of the tuple (Sz1 , Sz2 ) for the quotient module H/M . Indeed,
we will prove a result for general quotient module of H .
Let M˜ be any submodule of H , and
Z(M˜) = {λ ∈ D2 ∣∣ f (λ) = 0, ∀ f ∈ M˜},
deﬁne
Zb(M˜) =
{
λ ∈ ∂D2 ∣∣ ∃λn ∈ Z(M˜), such that lim
n→∞λn = λ
}
.
Then we have the following result.
Proposition 5. For any submodule M˜ of H, set N˜ = H  M˜. Then Zb(M˜) ⊆ σe(N˜), where σe(N˜) = σe(Sz1 , Sz2 ).
Proof. The proof is similar to that in [16,20]. We give the details for convenience, ∀λ = (λ1, λ2) ∈ Zb(M˜), by deﬁnition, there
is a sequence λn in Z(M˜) such that limn→∞ λn = λ. If λ /∈ σe(N˜), then the pair (λ1 − Sz1 , λ2 − Sz2 ) is Fredholm, from [24,
Corollary 3.11], it follows that the operator
A =
(
λ1 − Sz1 λ2 − Sz2
−(λ2 − Sz2)∗ (λ1 − Sz1)∗
)
: N˜ ⊕ N˜ → N˜ ⊕ N˜
is Fredholm. Let T1 = λ1 − Sz1 and T2 = λ2 − Sz2 , we conclude that
AA∗ =
(
T1T ∗1 + T2T ∗2 0
0 T ∗1 T1 + T ∗2 T2
)
is Fredholm. Hence (λ1 − Sz1 )(λ1 − Sz1 )∗ + (λ2 − Sz2 )(λ2 − Sz2 )∗ = T1T ∗1 + T2T ∗2 is Fredholm, from which it follows that
there exist a positive invertible operator B and a compact operator C on N˜ such that
(λ1 − Sz1)(λ1 − Sz1)∗ + (λ2 − Sz2)(λ2 − Sz2)∗ = B + C .
Let kλ = Kλ‖Kλ‖ be the normalized reproducing kernel for H , and let kN˜λ = P N˜kλ , where P N˜ is the orthogonal projection
form H to N˜ . Since C is compact, and kN˜λn
w→ 0, it holds that CkN˜λn → 0, from which it follows that〈
CkN˜λn ,k
N˜
λn
〉→ 0.
Since B is positive and invertible, there is c > 0 such that
lim
n→∞
〈[
(λ1 − Sz1)(λ1 − Sz1)∗ + (λ2 − Sz2)(λ2 − Sz2)∗
]
kN˜λn ,k
N˜
λn
〉
= lim
n→∞
〈
(B + C)kN˜λn ,kN˜λn
〉= lim
n→∞
〈
BkN˜λn ,k
N˜
λn
〉
 c
〈
kN˜λn ,k
N˜
λn
〉= c〈kλn ,kλn 〉 = c,
the equality before the last one holds since〈
kN˜λn ,k
N˜
λn
〉= 〈P N˜kλn ,kλn 〉 = 〈kλn − P M˜kλn ,kλn 〉,
moreover,
〈P M˜kλn ,kλn 〉 =
〈P M˜ Kλn , Kλn 〉
‖ Kλ ‖2 =
P M˜ Kλn(λn)
‖ Kλ ‖2 = 0,n n
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lim
n→∞
〈[
(λ1 − Sz1)(λ1 − Sz1)∗ + (λ2 − Sz2)(λ2 − Sz2)∗
]
kN˜λn ,k
N˜
λn
〉
 lim
n→∞
(∣∣λ1 − λ(1)n ∣∣2 + ∣∣λ2 − λ(2)n ∣∣2)= 0.
This contradiction implies Zb(M˜) ⊆ σe(N˜), as desired. 
Proposition 6. For the submodule M of H,
σe(N) = σe(Sz1 , Sz2) =
{(
λm, λn
) ∣∣ |λ| = 1}.
Proof. It is easy to see that for the quasi-homogeneous polynomial p(z1, z2) = zn1 − zm2 , it holds
Zb(M) = Z
([p])∩ ∂D2 = Z(p) ∩ ∂D2 = {(λm, λn) ∣∣ |λ| = 1}.
From Proposition 5, it follows that Z(p) ∩ ∂D2 ⊂ σe(N). Since p(Sz1 , Sz2 ) = 0, by Spectral Mapping Theorem [26, Theo-
rem 4.8], we have
σe(N) ⊂ Z(p).
Moreover, it is easy to see that Sz1 (resp. Sz2 ) is unitarilly equivalent to Mzm (resp. Mzn ) on H1 = Ran H . For (λm, λn) ∈ Z(p),
if |λ| > 1, then we will show that (Mzm − λm,Mzn − λn) is Fredholm, which implies that
σe(Sz1 , Sz2) = σe(Mzm ,Mzn ) ⊆ closD2.
Indeed, for the orthonormal basis {ed | d ∈ N+}, it holds that
(
M∗zmMzm −
∣∣λm∣∣2)ed =
(
γd
γd+m
− λm
)
ed.
Through the proof of Theorem 1, we have limd→∞ γdγd+m = 1, which implies that if |λ| > 1, then M∗zmMzm −|λm|2 is Fredholm.
By the Spectral Mapping Theorem, it follows that Mzm −λm is Fredholm, and hence (Mzm −λm,Mzn −λn) is Fredholm. Using
a similar approach in [25, Theorem 4.3], σe(N) ⊂ ∂D2, thus σe(N) ⊂ Z(p) ∩ ∂D2. This completes the proof. 
Next we study the property of the Toeplitz algebra for the quotient Hilbert module, we have the following result.
Proposition 7. The Toeplitz algebra C∗(I, Sz1 , Sz2 ) is irreducible.
Proof. The proof is similar to that in [1, Proposition 2.5]. Indeed, suppose that there exists a projection P such that for any
polynomial q, P Sq = Sq P , where Sq = q(Sz1 , Sz2 ). Since the polynomial (zn1 − zm2 ) is quasi-homogeneous, we have 1 ∈ M⊥ ,
which follows from the quasi-homogeneous decomposition of M (cf. [13]). Let e = P1, for any g ∈ M⊥ , g − g(0) ∈ M⊥ . Let
{qn} be a sequence of polynomials with qn(0) = 0 such that qn converges to g − g(0) in H , then it holds that
〈
e, g − g(0)〉= lim
n→∞〈e,qn〉 = limn→∞〈P1, Sqn1〉 = limn→∞〈1, P Sqn1〉 = limn→∞〈1, Sqne〉 = limn→∞〈1,qne〉 = 0.
Let g = e ∈ M⊥ , then it follows that ‖e − e(0)‖2 = 0 and hence e = e(0). Since e = P1, it follows that e(0)2 = e(0), which
implies that e = 0 or e = 1. In the case e = 0, for any g ∈ M⊥ , taking a sequence of polynomials {qn} such that qn converges
to g , then Sqn1= PM⊥qn → g , and hence
0= Sqne = Sqn P1= P Sqn1→ P g,
from which it follows that P = 0. In the case e = 1, the same argument shows P = IdM⊥ . Therefore, C∗(I, Sz1 , Sz2 ) is
irreducible, as desired. 
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