This paper considers multiuser OFDMA uplink transmissions over doubly selective channels. We propose a pilot-aided channel estimator based on irregular sampling techniques. Our novel estimator features several benefits: it has low complexity, excellent performance, and enables highly flexible subcarrier allocation. Simulation results show that our scheme significantly outperforms conventional leastsquares channel estimation and allows to support high-rate users with reduced pilot overhead.
1. INTRODUCTION Motivation. Recently, orthogonal frequency division multiple access (OFDMA) has been recognized as a powerful multiuser communications scheme for broadband wireless systems. Multiple access is achieved via highly flexible subcarrier allocations that avoid intracell interference and, in conjunction with frequency hopping and coding, allow to exploit diversity gains and reduce intercell interference. A further advantage is the resilience to multipath propagation. OFDMA is thus a strong candidate for high speed packet transmissions in cellular environments. Current applications are WiMAX (IEEE 802. 16 [1]) and 3GPP long-term evolution (LTE) [2] .
Accurate channel state information (CSI) is crucial for resource allocation, adaptive modulation, and coherent detection. Channel estimation in OFDMA uplinks is challenging, however, since different channel responses for the individual users need to be tracked simultaneously at the base station. OFDMA systems with adaptive resource allocation are even more critical since the uplink channels have to be estimated over the whole frequency band (all subcarriers). Usually, pilot-aided estimation schemes are used, i.e. training data is embedded into the transmit signal. With conventional OFDM, regular pilot lattices enable efficient channel estimation via least-squares (LS) [3] or minimum mean-square error (MMSE) interpolation [4] . These techniques are difficult to use in OFDMA since discontiguous user allocations only allow for irregular (scattered) pilot pattems. To overcome this problem, current OFDMA uplink systems collect several adjacent subcarriers and time slots into subsets referred to as tiles. Channel estimation is then performed for each tile separately, which requires that each tile contains a sufficient number of pilots As a consequence., the number of pilots increases with the number of tiles assigned to an active user, thus affecting the users net data rate. As an example, WiMAX uses 3 x 4 tiles with four pilots, i.e., a pilot overhead of -30%. There is few work dealing with the problem described above [5, 6] .
Contributions. The main contributions of this paper can be summarized as follows: * We propose to use an irregular sampling approach for channel estimation in OFDMA uplinks with scattered pilot symbols. * Following this approach, we present a low-complexity iterative algorithm with automatic stopping rule that delivers accurate CSI. * We discuss how the channel estimation error is impacted by the number and arrangement of the pilots and the maximum delay and Doppler. * We assess the performance of our method via extensive numerical simulations of a typical OFDMVA uplink system.
The main advantages of our irregular sampling based channel estimation scheme are (i) excellent performance as compared to conventional LS channel estimation; (ii) enhanced flexibility regarding user allocation, frequency hopping patterns, and pilot arrangement' (iii) the potential for reduced pilot overhead. The latter property is due to the fact that the number of pilots necessary for our scheme is determined by the users' channel conditions and not by the number of allocated subcarriers (tiles (n, k)X ('), where Z(() denotes the symbol and subcarrier positions allocated to user u. Moreover, some of the transmit symbols carry a pilot rather than data. The collection of pilot positions of user u is denoted by p(') and the number of pilots is P(') = 0i(1. We assume that 9(M is contained in a subset of the tiles allocated to user u. Channel Model. We assume that all user channels are doubly dispersive Rayleigh fading channels satisfying the wide-sense stationary uncorrelated scattering (WSSUS) assumption [8] 
PROPOSED CHANNEL ESTIMATION
Basic Idea. Since all users transmit over separate channels, the receiver has to estimate U different channels LM)[n, k], u a 1 , U.
At the pilot positions., the LS estimates are obtained according to
However, the tiles (and hence pilot positions) of a user are typically distributed in an uneven, irregular fashion (cf. Fig. 1 [11, 12] to be applicable to our channel estimation problem. This algorithm was originally developed for the reconstruction of bandlimited images and is a highly efficient iterative method with excellent reconstruction performance. The abbrevation 'ABC" signifies the central ingredients used in this 2-D reconstruction algorithm: adaptive weights (omitted in the algorithm description and in our simulations), block Toeplitz matrices, and conjugate gradient. This approach features excellent performance (see Section 5) and allows to dispose with the requirement that each tile must contain pilot symbols.
Reconstruction Algorithm. We next provide a more detailed mathematical description of the channel reconstruction problem and algorithm. Since the channel of each user is estimated separately, we omit the user index for simplicity in this and the next section. 
IMPLEMENTATION DETAILS
We next deal with some aspects not covered in the general algorithm discussion of Section 3. Pilot Arrangement. The convergence and performance of the CG algorithm used to solve (5) decreases with increasing condition number of T. Invertibility of T requires P >4 M,(M + 1t) and an appropriate pilot arrangement. While virtually all practical pseudorandom pilot patterns lead to invertible T, the associated condition number might be poor (i.e., large), thus negatively affecting CG convergence and channel estimation error. Motivated by [12] , we conjecture that the condition number K(T) of T, when augmented with adaptive weights (cf. 
(note that in contrast to (3), summation here is over all symbol and subcarrier positions allocated to a user). With CG based on noisy samples, c, usually has a minimum for a certain optimum iteration number r,pt beyond of which it may increase (cf. [16] 
SIMULATION RESULTS
We simulated a coded OFDMA uplink system with 512 subcarriers (of which 80 serve as guard and DC carriers), bandwidth B = 5MHz. and carrier frequency fc = 2 GHz. The cyclic prefix length was Lcp = 64 samples and the packet length was N= 30 OFDMA symbols divided into 10 slots of length 3. Each slot was further split into tiles comprising 4 subcarriers. The allocation of the 3 x 4 tiles to the users was performed according to [1] . Each tile contained either one (fixed-location) or no pilot symbol (cf. Fig. 1 ) such that there are 3P(I)/N pilots per slot for user u. Each user employed 16-QAM, a rate-1/2 convolutional code, and a block interleaver of appropriate size. For all users, Rayleigh fading WSSUS channels with uniform delay and Doppler profiles were simulated according to [18] . Note that these channels may vary even within an individual OFDM symbol. Throughout, a terminal velocity of wma,D a= 100 km/h was chosen, which corresponds to MAl 2 (cf. (8)). The receiver performed zero-forcing equalization using the estimated channel and channel decoding. All results were obtained by averaging over at least 5400 OFDMA packets. As a reference method we considered conventional LS estimation which uses the channel coefficients at the pilot positions according to (2) within the whole tile.
BERRJMSE versus SNR. We first consider U 9 users, each allocated P 120 tiles with one pilot symbol each. The maximum delay spread is 1.4 is corresponding to AMl 7. Fig. 2 (a) compares the BER (top) and MSE (bottom) obtained with the proposed channel estimator and with the conventional LS reference scheme (labeled 'reference') for one of the 9 users. It is seen that our scheme significantly outperforms the reference method in terms of MSE and BER; furthermore, the BER performance is almost identical to the case of perfect CSI (labeled 'ideal'). In contrast, the performance of the reference estimator saturates at high SNR since it is unable to track the channel variations within a tile. Fig. 2 (a) also shows the results obtained with our method when a high-rate user is allocated twice ('2x') or four times ('4x') as much tiles while the number of pilots remains fixed (i.e., only one half or one fourth of the tiles contain a pilot). It is seen that this has almost no impact on performance, hence supporting our claim that the proposed channel estimation scheme allows to significantly reduce the pilot overhead. BER/MSE versus Delay Spread. We next analyze the impact of the delay spread on the performance of our scheme at a SNR of 20 dB (the impact of the Doppler spread is analogous). We considered a setup with 18 users, each allocated PO = 60 pilots in 60 tiles, and a second one with U 6 users and PO) 180 pilots/tiles. In the first setup the pilots are much less dense, i.e., the gaps between pilot positions tend to be 3 times larger on average. Fig. 2(b) shows that our method outperforms the reference scheme and has an MSE advantage that increases with increasing number of pilots. Larger delay spreads are seen to increase the MSE of both schemes, which eventually also degrades BER performance (i.e., the delay diversity gains seen with the ideal receiver cannot be fully exploited). However, the BER degradation is only gradually (in particular for the case P(U) = 180) even though the Nyquist criterion might be violated.
Convergence. We finally illustrate the convergence behavior of our ABC-type channel estimator. Fig. 2(c) shows the average number of CG iterations (i.e., until the stopping criterion is satisfied) versus SNR (top) and delay spread (bottom). Parameters were chosen according to the simulations in Fig 2(a) 
