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Digitale Bildverarbeitung von Moire-Topogrammen biologischer 
Objekte mit BASIC-programmierbaren, graphikfähigen Rechnern 
G. Windischbauer 
Zusammenfassung 
Moire- Topogramme stellen die Formen biologischer Objekte, 
wie etwa menschliche Rücken, durch Schichtlinien dar. Daher 
können for ihre Auswertung graphikfähige BASIC-program-
mierbare Rechner eingesetzt werden. Wenn auch die Geräte 
mit Industriestandard überlegen sind, werden mit wesentlich 
kleineren Systemen bei ausreichender Auflösung gute Ergebnis-
se erzielt. Das Preis-Leistungsverhältnis, die einfache Bedien-
barkeit und Programmierung machen diese Geräte for die 
halbautomatische Bildanalyse geeignet. Unterschiede bestehen 
im Umfang des angebotenen BASIC-Interpreters sowie in Auf-
lösung, Qualität und Komfort der Graphikprogramme. 
Summary 
Moire-topograms represent the shape of biological objects like 
human backs by contourlines. Therefore digital processing of 
Moire-figures may be done by BASIC-programmable graphics 
computers. Inspite of the superior quality of industrial standard 
systems, satisfying results can be achieved with low-cost-sy-
stems, if the technicallevel of the programming language BA-
SIC and the resolution, quality and comfort of the graphie op-
tions are high enough. 
1. Die digitale Bildverarbeitung mit Kleinrechnern 
In der digitalen Bildverarbeitung werden Bilder oder graphi-
sche Darstellungen für eine nachfolgende Interpretation durch 
den Beobachter oder für eine automatische Bildanalyse aufbe-
reitet. Diese Bildverarbeitung mit Digitalrechnern begann um 
1960, als zum ersten Male Geräte mit ausreichend großen inter-
nen Arbeitsgeschwindigkeiten und Arbeitsspeichern verfügbar 
waren. Sie blieb jedoch auf wenige große Rechenzentren, etwa 
von Universitäten, Großkonzernen oder militärischen Stäben, 
beschränkt. Jeder Anwender entwickelte seine eigenen spezifi-
schen Programme, so daß die Bildverarbeitung umständlich 
und teuer war. Die stürmische Verbreitung der graphischen In-
formationsverarbeitung begann mit dem Einsatz des Minicom-
puters und seiner Peripheriegeräte. Die Entwicklung der hoch-
integrierten Mikroprozessoren, die steigende Packungsdichte 
der Speicherbausteine sowie die Einführung der punktweise 
schreib- und löschbaren Rasterbildschirme führten gemeinsam 
mit der weiteren Kostensenkung zu dem Eindringen bildverar-
beitender Systeme in viele Bereiche von Wirtschaft und Tech-
nik. So wird heute die Bildverarbeitung nicht nur an Rechen-
zentren durchgeführt, sondern erfolgt meist dezentral mit klei-
nen, zweckbestimmten oder universellen Mini-/Mikrocompu-
tersysteme, die einzeln oder zu Netzwerken verbunden arbei-
ten. 
Die Grundeinheiten einer derartigen Anlage sind in Abb. 1 
dargestellt. Die Bildpunkte werden über das Eingabegerät, z. B. 
ein graphisches Tableau oder eine Videokamera, in ihr zahlen-
mäßiges Äquivalent umgesetzt und in den Rechner eingelesen. 
Sowohl die einlaufende Bildinformation als auch die Ergebnis-
se der Bildverarbeitung werden auf dem Sichtgerät bildmäßig 
dargestellt. Massenspeicher, Bedienungskonsole und Ausga-
begerät vervollständigen diese Einheiten. Keinerlei Begren-
zungen von Anbot und Kostenseite bestehen bei Arbeits- und 
Massenspeichern. Hingegen sind rasche und kostengünstige 
Ausgabeeinheiten mit kombinierten Druck- und Plottfunktio-
nen noch selten. Da nicht mehr die Hardware, sondern Um-
fang und Qualität der Programme den Preis bestimmen, wird 
nun getrachtet, dieselben Softwarepakte auf unterschiedliche 
Fabrikate anzuwenden. Mit dieser übertragbaren, interaktiven 
Computergraphik beschäftigt sich in den Vereinigten Staaten 
ein rasch aufstrebender Industriezweig (1, 2). 
Abb. I. Grundausstattung eines digitalen Bildverarbeitungssystems. 
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Das zu verarbeitende Bild, ob eine zweidimensionale Licht-
verteilung mit zahlreichen Helligkeitsstufen oder eine rein gra-
phische Darstellung mit Hell-Dunkel-Kontrast, ob als Objekt, 
bewegt oder unbewegt, oder als photographisches Einzelbild 
vorliegend, bestimmt die wesentlichen Eigenschaften des 
Rechners. Hohe Anforderung an Rechengeschwindigkeit, 
Speichergröße und Massenspeicher werden bei Verarbeitung 
von Videobildern bewegter Objekte gestellt. Diese Anlagen ar-
beiten mit einem schnellen oder mehreren parallelen Prozesso-
ren, Magnetplatten und Arbeitsspeichern, die z. B. ein Video-
bild mit 256 x 256 Bildpunkten und 64 Graustufen in 65 kBy-
tes einschreiben. Die Anforderungen sinken bei statischen Ob-
jekten oder deren Bildern, so daß auch langsamere Computer-
systeme zur Bildverarbeitung herangezogen werden können. 
Den geringsten Bedarf an Arbeitsspeichern und Rechenge-
schwindigkeit hat die Verarbeitung graphischer Vorlagen, also 
zweidimensionaler Darstellungen mit nur zwei Helligkeitswer-
ten (Schwarz-Weiß). Demnach kann man zwei Hauptgruppen 
von Geräten unterscheiden, nämlich jene, die eine Bildverar-
beitung (image-processing) im Sinne einer Grauwertspeiche-
rung und Wiedergabe zulassen und die zweite Gruppe, die nur 
Graphik, also Schwarz-Weiß-Wiedergabe, gestattet. In beiden 
Gruppen ist die Erweiterung auf Farbe gegeben, ohne den 
Hauptunterschied zu berühren. 
Personalcomputer, auch als »Heim-« oder »Hobbycompu-
ter« bezeichnet, sind Mikroprozessorsysteme der unteren 
Preisklasse. Ungleich den Vereinigten Staaten, wo sich für die-
se Rechner sofort ein großer Markt bildete, begegnete man die-
sen Geräten in Europa mit großer Skepsis. Der Durchbruch ge-
lang erst, als namhafte Gerätehersteller diese Personalcompu-
ter adaptierten und als »Iow-cost-controller« für automatische 
Meßsysteme in ihr Lieferprogramm aufnahmen (3) . Alle diese 
Geräte weisen ähnliche Eigenschaften auf: Arbeitsspeicher 
von 8 bis 64 kBytes, Dateneingabe über eine Konsole oder In-
terface-Bus, CRT- oder Videobildschirm sowie Kassetten-
oder Floppydisk-Stationen als Massenspeicher. Sie bieten BA-
SIC als höhere Programmiersprache und Graphikmöglichkei-
ten an. Trotz dieser Ähnlichkeiten unterscheiden sie sich in vie-
len Merkmalen, so daß man im Einzelfall stets zu untersuchen 
hat, ob die Eigenschaften eines bestimmten Personalcompu-
ters einen konkreten Anwendungsfall, wie etwa eine Bildverar-
beitung, zulassen. Wichtige Kenngrößen sind dabei Rechen-
zeit, Speichernutzung sowie Punktauflösung und Komfort der 
Graphikprogramme. 
Am Beispiel der Bildentzerrung von Moire-Figuren konnten 
mit unterschiedlichen Mikroprozessorsystemen Erfahrungen 
gesammelt werden. In einem Falle handelt es sich um ein Sy-
stem DTC-Microfile mit 32 kByte Arbeitsspeicher, einer Dop-
pel-Floppydisk-Station mit einem Diablo-Typenraddrucker. 
Durch Ausnutzung der Plottfunktion des Typenraddruckers 
wurde das System behelfsmäßig graphikfähig gemacht. Das 
andere Gerät ist ein Apple II-Computersystem mit graphi-
schen Tableau, 2 Floppydisk-Laufwerken, einem Matrixdruk-
ker, einem Plotter sowie einem Video bildschirm. 
Im Gegensatz zu diesen low-cost-Geräten gibt es BASIC-
programmierbare Rechner des Industriestandards, die von re-
nommierten Meßgeräteherstellern (Hewlett Packard, Tektro-
nix) erzeugt und angeboten werden und volle Graphikfähigkei-
ten aufweisen. Aus dieser Klasse wurde mit einem Tischcom-
puter HP 9845 T mit 187 kBytes Arbeitsspeicher, 2 Kassetten-
stationen, einem Rasterbildschirm sowie einem integrierten 
Thermodrucker/ Plotter gearbeitet. Mit allen Geräten wurde 
die digitale Verarbeitung von Moire-Topogrammen durchge-
führt. Der Vergleich ermöglicht, Aussagen über Qualität der 
angebotenen Geräte und Programme zu machen. 
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2. Die Bildverarbeitung von Moire-Topogrammen 
Die Oberflächenformen dreidimensionaler Körper können an-
schaulich durch Form- oder Konturlinien dargestellt werden. 
Die Verfahren der Moire-Technik erzeugen optisch solche Li-
niensysteme im Bild des Objektes, so daß zur Veranschauli-
chung - ungleich der Stereophotogramrnetrie - keine weiteren 
Operationen notwendig sind (4). Die Moire-Topographie, die 
methodisch heute als ausgereift betrachtet werden kann, wird 
in verschiedensten medizinischen Bereichen zur Lösung an-
thropometrischer Probleme herangezogen. An dieser Stelle sol-
len nur jene Beispiele aus Veterinär- und Humanmedizin ange-
führt werden, die geeignet sind, die Anpassungsfähigkeit der 
Moire-Verfahren zu demonstrieren : Vermessung der Horn-
haut an menschlichen Augen (5) ; Bestimmung der Kaufläche 
von Zähnen (6); Planung und Dokumentation gesichtschirur-
gischer Eingriffe (7) ; Massenuntersuchungen von Schulkin-
dern auf Haltungsschäden sowie Verlaufskontrolle von Skolio-
sen (8); Exterieurbeurteilung von Pferden (9). 
Die Höhenschichtlinien in den Moire-Topogrammen erlau-
ben visuell die Beurteilung von Körperformen. So kann bei-
spielsweise in Abb. 2 das Vorliegen einer Asymmetrie zwischen 
der linken und rechten Körperhälfte sogleich erkannt werden. 
Die Bildmessung selbst, d. h. jede weitere meßtechnische Inter-
pretation bedarf jedoch zusätzlicher mathematischer Transfor-
mationen der Objektpunktekoordinaten. Je nach Art und Zahl 
der gewünschten Meßergebnisse können diese Berechnungen 
Abb. 2. Moire-Topograrnrn eines Rückens (Tiefenabstand der Hö-
henschichtlinien ca. 4 rnrn). 
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Abb.3. Übersetzung des Moire-Topogrammes in eine Computergra-
phik und entzerrtes Moire-Topogramm (Orthogonalprojektion). 
mittels Taschenrechnern, Tabellen oder Nomogrammen 
durchgeführt werden. Die allgemeinste Lösung ist jedoch die 
Entzerrung des gesamten Bildes mit einem Bildverarbeitungs-
system. 
Die digitale Verarbeitung erfolgt in zwei Teilen: 
Die eigentliche Bildentzerrung mit der Transformation der 
Zentralperspektive in eine Orthogonalproje~tion des Objektes, 
gemeinsam mit einer allfälligen Korrektur von Verzeichnun-
gen zufolge der optischen Systeme. 
Die Weiterverarbeitung durch Entnahme von Schnittdar-
stellungen, Übergang auf Netzdarstellung, Bildung neuer 
Formlinien und Ermittlung von Maßzahlen für Strecken, Win-
. kel, Flächen oder Volumina. 
Zur Eingabe der Moire-Figuren in den Rechner werden die 
photographischen Aufnahmen auf gleiche Größe (240 x 300 
mm) gebracht (Abb. 2). Mit einem graphischen Tableau (Bit 
Pad One, Fabr. Summagraphics Corp., Auflösung 0,1 mm) 
werden die Koordinaten jedes Bildpunktes per Programm ein-
gelesen. Diese manuelle Eingabe ist völlig unkritisch in ihrem 
Zeitbedarf, so daß es ohne Bedeutung ist, wenn der Interface-
Bus über den BASIC-Interpreter rechenzeitintensiv und nicht 
mit einer Assemblerroutine verwaltet wird. 
Die einlaufenden Bildkoordinaten werden in einer Bildta-
belle eingetragen, deren Verwaltung mit Adreßzeiger und Para-
meterwerten eine kleine Indextabelle bedingt. Da lediglich der 
Verlauf der Moire-Figuren verfolgt wird und diese Höhen-
schichtlinien des Objektes darstellen, wird neben den bei den 
Bildkoordinaten eines Punktes die Objekttiefe als dritter Wert 
gespeichert; die Helligkeit in diesem Bildpunkt bleibt unbe-
rücksichtigt. Es liegt eine rein graphische Darstellung vor. 
+ 
+ 
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In der darauffolgenden Darstellung am Bildschirm werden 
die einzelnen Punkte linear verbunden. Stärker gekrümmte Tei-
le der Moire-Figuren werden daher mit höheren Punktdichten 
belegt (Abb. 3). Insgesamt führt jedoch diese Art der Bilddigita-
lisierung zu einer starken Reduktion der Bildpunktezahl, so 
daß ein menschlicher Rumpf mit weniger als 2000 Koordina-
tenpaaren dargestellt werden kann. Sie führt jedoch auf eine 
unregelmäßige Anordnung von Stützstellen der Objektoberflä-
che im zugrunde liegenden Koordinatensystem. Die Bildtrans-
formation erfolgt punktweise nach Übernahme jeweils eines 
Koordinatenpaares, wobei die Transformationsparameter mit 
Hilfe eines Paßpunktsystems und der Tiefenlage des Objekt-
punktes ermittelt werden. Soweit radialsymmetrische Ver-
zeichnungen vorliegen, können sie auch in diesem Programm-
schritt korrigiert werden (Abb. 3). 
Moire-Figuren als optische Liniensysteme sind besonders 
empfindlich auf Lageveränderungen des Objektes zur Bezugs-
ebene. Um unerwünschte Objektlagen nachträglich korrigie-
ren zu können, muß das unregelmäßige Koordinaten-Punkte-
system in ein regelmäßiges Netz übergeführt werden. Diese 
normierte Netzdarstellung erhält man durch eine zweifache 
Schnittbildung parallel zu den Bildkoordinatenachsen in den 
entsprechenden Netzabständen (Abb. 4). Von diesen regelmä-
ßigen Stützstellen ausgehend, können weitere räumliche 
Transformationen durchgeführt werden (Rotationen, Transla-
tionen, Abb. 4). Es können jedoch auch Serienschnittbilder mit 
Pseudoperspektive entworfen werden, um Deformationen, 
insbesondere Rotationen der Wirbelsäule zu veranschaulichen 
(Abb.5). 
Dieses Verfahren hat mehrere Fehlerquellen, die hier nur an-
gedeutet und soweit besprochen werden sollen, als sie durch 
Eigenschaften des Rechners bedingt sind: Die Vereinbarung 
über das Objektraum- und Bildkoordinatensystem, somit die 
Annahme über die innere und äußere Orientierung der Kame-
ra; die nichtidealen optischen Komponenten; die Digitalisie-
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Abb.4. Regelmäßiges Koordinatennetz (Maschenweite 12,5 mm) und 
perspektivische Darstellung nach einer Rotation des Torsos. 
mm HORI ZONTRL SCH~nTTE 
1981<:1-1211-21 
EDV in Medizin und Biologie 3/ 1981 
rnm SCHRI'lGRI ';S 
1 9SIil-I::]l-2 1 ... ·~INf:;EL!Nut _=6l"3.Pr·:..::: . =1ZI.Cr· QtI . = '=10 
Abb, 5. Pseudoperspektivische Darstellung von Horizontal- und Ver-
tikalschnitten (Schnittabstand 12,5 mm). 
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rungsfehler der Bildübertragung sowie die Koordinatenfehler 
zufolge der linearen Interpolationen. Letztere könnten durch 
Annäherung der Kurvenzüge mit Spline-Funktionen verrin-
gert werden, jedoch wird hier der Rechenaufwand mit den 
langsamen BASIC-Interpretern groß. In Summe sollen die 
Meßfehler in derselben Größenordnung liegen in denen das 
Objekt selbst Veränderungen erfährt. Bei Moire-Aufnahmen 
von Menschen beträgt der Meßfehler über alle Zwischenschrit-
teca. ± I mm. 
3. Der Einfluß der BASIC- und Graphikprogramme 
BASIC als Interpretersprache erlaubt keine hohen Rechenge-
schwindigkeiten. Nun ist gerade die Bildverarbeitung dadurch 
gekennzeichnet, daß die gleiche Transformation auf alle Ele-
mente eines Bildes angewendet werden muß. Matrizenbefehle, 
wie sie das erweiterte HP-BASIC beinhaltet, bieten hier große 
Vorteile. Dennoch benötigt die Verarbeitung auch eines redu-
zierten Bilddatensatzes, wie er im gegenständlichen Beispiel 
vorliegt, längere Rechenzeiten in der Größenordnung mehre-
rer Minuten. Um effizient arbeiten zu können, müssen die Bild-
tabellen so angelegt werden, daß alle Darstellungen, die in ei-
nem Auswertegang mehrmals benötigt werden, erhalten blei-
ben. Stehen als Massenspeicher nur Bandkassetten zur Verfü-
gung, wird das Auslagern erschwert. Dies führt zu starken Ver-
größerungen der Bildrnatrix, da mitunter das zentralperspekti-
vische Bild, gemeinsam mit seiner Orthogonaltransformation 
und der Netzdarstellung, gespeichert werden muß. In BASIC 
ist jedoch das Arbeiten mit Feldern sehr speicherplatzintensiv. 
So belegt im HP-BASIC eine indizierte Feld-Variable mit dop-
pelter Genauigkeit 10 Bytes, im Applesoft-BASIC 5 Bytes. Die 
Grenzen der Arbeitsspeicher werden somit rasch erreicht. Die 
Abspeicherung als Integer-Variable hilft zwar Speicherplatz 
sparen, jedoch steigt die Rechenzeit infolge der notwendigen 
Umwandlung in Gleitkomma-Darstellung an. Ein sorgfältiges 
Abwägen und Ausbalancieren der unterschiedlichen Interpre-
tereigenschaften wie Rechenzeit und Speichernutzung ist not-
wendig. 
Ein großer Vorteil der BASIC-Porgramme liegt in der über-
schaubaren Dokumentation, insbesondere im Falle des HP-
BASIC, das für Variable und Marken fast unbeschränkte Be-
zeichnungslängen, jedoch nur einen Befehl je Zeile zuläßt. 
Mehrfachstatements und Assembleroutinen verringern Spei-
cherbedarfund Laufzeiten, vermindern jedoch auch die Über-
sichtlichkeit der Dokumentation. Dies ist ein wesentlicher 
Punkt bei Anwendungen wie im vorliegenden Fall, wo Auswer-
tungen von EDV-ungeschultem Personal durchgeführt werden 
und fallweise zusätzliche Routinen selbst entwickelt werden 
sollen. Auf der anderen Seite verlockt das Programmieren in 
BASIC dazu, von einer geradlinigen Top-Down-Programmie-
rung abzuweichen und stark vernetzt zu arbeiten. Hier liegt 
vielleicht die Chance von PASCAL, das zunehmend auch von 
Personal-Computerherstellern angeboten wird. 
Da bei einer digitalen Bildverarbeitung die einlaufenden Da-
ten und die Ergebnisse über ein graphisches Sichtgerät kontrol-
liert werden, kommt den Eigenschaften der Graphikprogram-
me überragende Bedeutung zu. Charakteristische Größe ist da-
bei die Punktauflösung des Bildes, wobei für eine dem Video-
bild ähnliche Darstellung mindestens 256 x 256 Bildpunkte 
adressierbar sein müssen. Hier zeigt sich am deutlichsten die 
Überlegenheit der Geräte des» Industriestandards« (HP 9845, 
Tektronix 4052), deren Auflösung neben dem hohen Komfort 
der Graphiksoftware, die zahlreiche Kopier-, Skalierungs- und 
Beschriftungshilfen bietet, ein problemorientiertes Arbeiten 
und Gestalten des Bildes zuläßt. Hingegen müssen die Gra-
phikmöglichkeiten vieler Personalcomputer als mangelhaft in 
Auflösung und Ausstattung bezeichnet werden, so daß sie le-
diglich für die unterstützende graphische Darstellung von Er-
gebnissen, etwa zum Zeichnen von Histogrammen, nicht je-
doch für die Zwecke der Bildverarbeitung geeignet sind. Ist die 
Software-Unterstützung, wie im Falle des Apple 11 zur Gestal-
tung der Bildschirmgraphik ausreichend, muß für eine Hard-
copy der Plotter dennoch einige Intelligenz aufweisen, um eine 
qualitativ befriedigende Darstellung zu erreichen. Am arbeits-
intensivsten und unbefriedigsten war natürlich die Auswertung 
mit dem nur beschränkt plottfähigen Typenraddrucker, da hier 
sämtliche Treiberroutinen in BASIC geschrieben wurden. Je-
doch auch die Arbeit mit dem Thermodrucker und -plotter war 
nicht problemlos. Zwar kann der Bildschirm rasch und einfach 
ausgegeben werden, doch läßt sich das Papier mit dem blauen 
Schreibgrund weder kopieren noch ist es alterungsbeständig. 
Sieht man jedoch von diesen Mängeln ab, kann festgestellt wer-
den, daß die Auswertung von Moire-Topogrammen mit einer 
nach Zeitaufwand und Genauigkeit ausreichenden Qualität so-
wohl mit Geräten des Industriestandards, als auch mit Perso-
nalcomputer möglich ist. 
Für die digitale Verarbeitung von Moire-Figuren als Sonder-
fall der Bildverarbeitung können demnach BASIC-Computer 
eingesetzt werden. Wenn auch die Geräte mit Industriestan-
dard überlegen sind, können auch mit wesentlich kleineren Sy-
stemen bei ausreichender Auflösung gute Ergebnisse erzielt 
werden. Das Preis-Leistungsverhältnis, die einfache Bedie-
nung und die überschaubare Programmierbarkeit und Pro-
grammdokumentation zufolge BASIC machen diese Geräte 
für die halb automatische Bildanalyse geeignet. 
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Kleinrechnersystem in PASCAL für eine Klinik-Blutspendezentrale 
R. Schlevogt und G. K. Wolf 
Zusammenfassung 
Das hier vorgestellte ED V-System soll das bisherige arbeitsin-
tensive Karteisystem ersetzen und eine Lösung for sämtliche 
Aufgaben des Blutspendedienstes bieten: Es erlaubt Aufnahme, 
Darstellung und Änderung von Spenderdaten, automatische 
Kontrolle der Spendefähigkeit aufgrund aller dem System be-
kannten Daten, den Druck von Etiketten und anderen Doku-
menten sowie eine Spendereinbestellung und Spenderlisten 
nach vom Benutzer bestimmten Kriterien for eine gezielte Spen-
dersuche, auch in akuten Notfällen. 
Zur Realisierung verwenden wir, im Gegensatz zu bisher vor-
gestellten Systemen for die Transfusionsmedizin, einen Klein-
rechner, der eine wirtschaftlich günstige Lösung verspricht. Die 
moderne Programmiersprache System-PASCAL erlaubt trotz-
dem eine programmtechnisch klare Lösung. Die bei der Ent-
wicklung eingesetzte HIPO-Methode, eine Konkretisierung der 
Top-Down-Technik, erleichtert die Strukturierung der Pro-
gramme und fohrt zu einer sehr übersichtlichen Programmdo-
kumentation. 
Die einfache Bedienung des neu entwickelten Blutspendersy-
stems gewährleistet ein Bildschirmdialog, der jeweils alle Aus-
wahlmöglichkeiten darstellt und gegen Fehlbedienung gesichert 
ist. Der Betrieb der Blutspendezentrale bei Ausfall-der ED V-
Anlage ist durch mehrere regelmäßig erstellte Blutspenderlisten 
sichergestellt. Die in maschinenlesbarer OCR-B-SchriJt ge-
schriebenen Belege gestatten in Zukunft die Wiedereingabe, 
beispielsweise von Daten auf einem Blutkonservenetikett, mit 
Hilfe einer Lesepistole. 
Die bei der Entwicklung gemachten Eifahrungen werden bei 
weiteren Teilen des Gesamtsystems for die Transfusionsmedi-
zin Verwendung finden. 
Summary 
The EDP system described below will take the place ofthe ma-
nual system now in use and cover all tasks of the blood donor 
service: The data of each donor are registered, presented on the 
screen and updated. The system decides automatically on the 
basis of the donor's data whether the donor can give blood or 
not, it prints the labels and other documents, supports the do-
nors' call-up and compiles donor lists considering the users'cri-
teria for a special donor selection, especially in emergencies. 
In contrast to other systems described up to now we use a mi-
nicomputer to minimize the hardware costs in the realization of 
this system. Nevertheless, the modern programming language 
system PASCAL allows a very clear programming style. The 
HIPO-method, a kind of the top-down-technique of system de-
velopment, leads to a good program structure and easy to read 
program documentation. 
A screen dialogue presenting all alternatives and secured 
against input errors allows simple handling of the blood donor 
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system. The function of the blood donor service is guaranteed 
by printed donor lists in case of machine failure. The data on 
the forms, for instance on the blood bag label, are written in 
OCR-B letters which can be reread by a small OCR-reader. 
The experience gained in the developrnent of this system will 
be used to build up a universal EDP systemfor transfusion me-
dicine in Heidelberg. 
Blutspendezentrale Heidelberg 
Ein regionaler Blutspendedienst wie der am Institut für Immu-
nologie und Serologie der Universität Heidelberg stützt sich 
auf einen Stamm von Dauerspendern, die über mehrere Jahre 
regelmäßig zur Spende kommen. 
Die ständige medizinische Überwachung der Spender ga-
rantiert eine gute Qualität der Konserven und senkt damit das 
Transfusionsrisiko. Diese Überwachung leisten der Spender-
arzt sowie die Labors des Instituts für Immunologie und Sero-
logie und anderer Kliniken. 
Die Routinekontrolle jeder Konserve umfaßt Tests auf Blut-
gruppen-Antikörper, Infektionskrankheiten (Lues, Hepatitis 
B) und Leberfunktion (GPT, ggf. Bilirubin). 
EDV-Projekt am Institut für Immunologie und Serologie 
Die organisatorischen Aufgaben löst das Institut für Immuno-
logie und Serologie bisher mittels kartei orientierter Datenhal-
tung. Da seit einiger Zeit an vielen Stellen die Grenzen der her-
kömmlichen Organisationsstruktur sichtbar sind und positive 
Erfahrungen mit der EDV für andere Aufgaben des Instituts 
für Immunologie und Serologie (4) bestehen, ist ein umfassen-
des EDV-gestütztes Informationssystem entstanden. 
Als erstes Teilprojekt bietet sich die Blutspendezentrale an, 
da dort die Blutkonserve und alle zugehörigen Daten entste-
hen, die für die weiteren Teilsysteme (Lager, Empfänger etc.) 
erforderlich sind. 
Systeme für den Gesamtbereich der Blutbank laufen bisher 
ausschließlich an Großrechnern (5, 5a, 6). Ein dediziertes 
Kleinrechnersystem ist also eine Neuheit. 
Zielvorstellungen 
I. Ein bildschirmorientiertes EDV-System soll die Datenhal-
tung im bisherigen Handsystem ersetzen. Dabei sollen mög-
lichst wenig Dokumente entstehen. . 
2. Bei der Anmeldung einer Blutspende soll das System auto-
matisch Spendetauglichkeit, Fälligkeit von Routineuntersu-
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chungen, zeitlichen Abstand zur letzten Spende etc. überprü-
fen. Im Falle einer Spende druckt es die erforderlichen Formu-
lare. 
3. Das System soll die von dem Spender erhobenen Befunde 
und Labordaten aufnehmen und gleichzeitig überprüfen, ob 
sie im Bereich der Norm liegen. 
4. Die Ergebnisse der Blutgruppenbestimmungen sollen eine 
gezielte Suche nach Spendern mit speziellen Blutgruppenkon-
stellationen erlauben. 
5. Der Benutzer soll die Auswahlkriterien für Spenderlisten, 
die unter speziellen Fragestellungen Übersicht über das Spen-
derpotential geben, selbst bestimmen können. 
6. Eine EDV-unterstützte Spendereinbestellung mit vom Be-
nutzer bestimmten Auswahlkriterien soll möglich sein. 
7. Der Spendebetrieb soll bei Hardwareausfall ohne großen 
Aufwand weiterzuführen sein. 
8. Die gespeicherten Daten müssen besonders geschützt sein, 
weil sie der ärztlichen Schweigepflicht unterliegen. 
9. Das Personal der Blutspendezentrale soll ohne Kenntnisse 
der Datenverarbeitung das System nach kurzer Einarbeitungs-
zeit bedienen können. 
10. Das System soll eine kostengünstige Lösung bieten. Daher 
soll im Gegensatz zu bisher bekannten Systemen ein Kleinrech-
ner Verwendung finden. 
11. Das System soll Hilfe bei medizinischen Entscheidungen 
geben, aber nicht selbst entscheiden. 
12. Das medizinische Personal soll bei Einführung der EDV 
keine rein technisch bedingten Dokumentationsvereinbarun-
gen wie z. B. Schlüsseltabellen, Kürzel erlernen müssen. 
Hardware und Software 
Die Entwicklung erfolgte auf einem Kleinrechner der Bauart 
DIETZ 621-X2, der im Teilnehmerbetrieb Arbeitsbereiche von 
maximal 32 kByte erlaubt. Der verwendete System-PASCAL-
Compiler (3) realisiert die Sprache nach dem Report von JEN-
SEN und WIRTH (2) und unterstützt zusätzlich modulare Techni-
ken. Über externe Prozeduren ist das Dateiverwaltungssystem 
DFMS ansprechbar, das indexsequentielle Dateien mit belie-
biger Anzahl von Indexdateien erlaubt. 
Entwicklungsmethoden 
Bei der benutzten HIPO-Methode der Top-Down-Systement-
wicklungstechnik (10) zergliedert man zunächst die gewünsch-
ten Funktionen in hierarchischen Diagrammen (s. z. B. Abb. 1) 
und legt dann für jede Teilfunktion eine inhaltliche Beschrei-
bung in Form eines Input-Process-Output-Diagramms an 
(s. z. B. Abb. 2). Diese inhaltlichen Beschreibungen lassen sich 
nach Festlegung der Daten- und Dateistruktur direkt in PAS-
CAL-Programmtext umsetzen. So entsteht schon bei der Pro-
grammentwicklung eine übersichtliche Dokumentation. 
Modularer Programmaufbau 
Das System-PASCAL erlaubt im Gegensatz zur Sprache PAS-
CAL den modularen Aufbau eines Programmsystems und er-
möglicht daher den Programmaufbau entsprechend den hier-
archischen Diagrammen der HIPO-Technik. Spezieller als im 
allgemeinen Sprachgebrauch versteht man unter MODULE 
bei System-PASCAL eine getrennt compilierbare Sammlung 
von Prozeduren und Funktionen mit entsprechenden externen 
Bezügen. Da der Compiler die externen Bezüge schon zur 
Übersetzungszeit formal überprüft, muß man alle externen 
Größen in IMPORT- bzw. EXPORT-Listen aufführen und ih-
ren Typ deklarieren. Eine nachgeordnete Funktion kommt in 
dem Modul, in dem sie definiert ist, auf die EXPORT-Liste 
und im aufrufenden Modul auf die IMPORT-Liste, wobei ihre 
Deklaration dort anstatt des Anweisungsteiles nur eine EX-
TERN-Kennung enthält. 
Jedem Input-Process-Output-Diagramm der HIPO-Dar-
stellung entspricht eine Prozedur im PASCAL-Programm. Die-
se Prozeduren sind auf sechs PASCAL-Moduln verteilt. Die 
hierarchische Verknüpfung erfolgt mit Hilfe der beschriebenen 
IMPORT/EXPORT-Technik. 
Abb. I. Hierarchisches Diagramm »Spenderbezogene Datenverarbei-
tung« . 
Spender-
bezogene 
DV 
2.0 
I 
I I I I I 
Suche nach Neuanlegen Spender- + Blutspende Ausfall der Arztinfor-
):Jestimmtem eines. Spen- Befunddaten gebuchten mation 
Spender dersatzes eintragen/ Spende 
2.1 2.2 ändern 2.3 2.4 2 . 5 2 . 6 
I 
----
I _. I I I I I I 
Suche über Suche über Suche über Stammdaten Blutgrup- Statusan- Termine + Befunde + 
Spender-ID Geburts- Nachnamen penmerk- gaben Protokolle Befundan-
datum male forderun-
2.1.1 2.1.2 2.1.3 2 . 3.1 2.3.2 2.3.3 2.3.4 gen 2.3.5 
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Aktueller 
Spendersatz 
Funktions-
auswahl 
INPUT PROCESS 
1.0 
========» 1 .Kurzdaten des ausge,·,ählten Spenders 
(falls vorhanden) auf Bildschirm dar-
stellen 
> 
> 
2.Auswahl: 
a.Neuauswahl eines Spenders 
b.Neuaufnahme eines Spenders 
c.Weiterverarbeitung der gewählten 
Spenderdaten 
d.Ende der Bearbeitung einzelner 
Spender 
3.Suchlauf in Spenderdatei nach Spender 
mit eingegebenen Merkmalen (Spender-ID, 
Geburtsdatum, Nachname) 2.1 
a.falls kein Satz gefunden/ausgewählt 
b.sonst 
14.Neuanlegen eines Spendersatzes 
a.falls kein Satz zustande gekommen 
e.Ende der Bearbeitung dieses Spenders 
6.Rückspeichern des geänderten Satzes 
OUTPUT 
Abb. 2. Input-Process-Outpet-Diagramm »Spenderbezogene Daten-
verarbeitung«. 
Abb. 3 a (unten links) Schirmbild: »Blutgruppenmerkmale« vor der 
Eingabe. 
Abb. 3b (unten rechts) Schirmbild: »Blutgruppenmerkmale« nach 
Auswahl des zu ändernden Merkmals (Rhesusformel). 
Spenderverwili tung :BG von: MAlER IlJ: 030333520310 5penderverwill tung :BG von: MAlER ID: 03033352031Q 
Blutgruppe : 10 A1B- 1 BI utgruppe : 10 A1B- 0 20 CCddEE' 
Rhesusformel 0 Z Rhesusforme I 0 1 CcD.Ee 21 CCd,jEe 
~ Cw 1 + 3 Cw 1 + Z CCD.ee ZZ CC,j,jE. 
4 Lewis 4 iI-b- 4 Lewis 4 iI-b- 3 CcD.ee .-:;-.. ::] ccddE. 
5 P1 2 - 5 P1 Z - 4 ccD.ee 24 Cc,jdE. 
Ö K.e li-Untergruppen K+ KZ-Kpil- b- Ö Ke 11 -Untergruppen K+ KZ-Kpa- b- 5 ccD.Ee 7C CcDuEe L·.J 
DuHy 4 iI-b-
a K i dd 1 atb-
DuHy 4 a-b-
" K idd 1 atb-
6 ccD.EE 26 CCDuee 
7 CcD.EE "'7 CcDuee Li 
9 Xgil Z 
10 MNSs MMSs 
=? Xga Z -
n MNSs MMSs 
8 C~.EE 28 ccDuee 
9 C .Ee 29 ccDuEe 
:1 Lutheriln 3 iI-b+ 11 Lutheran 3 a-b+ 10 CCD.E. 30 ccDuEE 
17 lrregulilere Rnt i koerper L: Irregu i aere Ant i koerper 11 ccD.E. 31 CcDuEE 
:3 HLR A-Locus t3 
HLA B-Locus 
HLA C-Locus 
HLA D-Locus 
Er s ~ spender 
Eingabe bzw. Aenderung gcwuenscht bei Nr:. 0 = Ende 
-- - - -- ------------------------------------------------
Bildschirmfunktionen 
Das System-PASCAL unterstützt die Programmierung von 
Bildschirmfunktionen nicht. Basisfunktionen einer entspre-
chenden Bildschirmsteuerung (>Maskensprache<) sind daher 
Programmbestandteile. Die aus der Systemliteratur bekannten 
Steuerzeichen (Löschen des Bildschirmes, Löschen der Zeile 
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HLA A-Locus 12 CcD. E. 32 CCDuEE 
HLA B-Locus 13 CcddEe 33 CCDuEe 
HLA C-Locus 14 CCddee 34 (CDuE. 
HLA D-Locus 15 Ccddee 35 ccDuE. 
16 ccddee 36 CcDuE. 
1? ccddEe 
18 ccddEE 
19 CcddEE 
bzw. des Schirmes ab Cursorposition, fette und normale Schrift 
etc.) bewirken bei Ausgabe auf den Bildschirm die entspre-
chenden Funktionen. Sie sind als Konstanten mit erklärenden 
Namen ins PASCAL-Programm (PROLOG) aufgenommen. 
Eine selbstgeschriebene PASCAL-Prozedur übernimmt die 
Po~itionierung des Cursors. 
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Benutzerführung 
Ein Bildschirmdialog ermöglicht die einfache Bedienung des 
Systems durch den Benutzer. Mit Hilfe von Menuschirmbil-
dern bietet das System die möglichen Funktionen zur Auswahl 
an, verzweigt zu den gewählten Funktionen, meldet Eingabe-
fehler und verlangt in diesem Falle neue Eingabe. 
Zu jeder Funktion gehört ein Schirmbild, das die Bild-
schirmmasken für die Eingabe oder Darstellung von Informa-
tionen aufteilt und benennt. Vor Eingabe von Schlüsseln, die 
nur in wenigen Fällen Verwendung findet, erscheint auf dem 
Bildschirm die zugehörige Schlüsseltabelle. Wir vermeiden auf 
diese Weise die komplizierte und zeitaufwendige Texteingabe 
und vereinfachen die Plausibilitätskontrolle durch das System. 
Der Benutzer muß keine Schlüsseltabelle benutzen. 
Die Eingabe der Blutgruppenmerkmale ist ein Beispiel für 
den Bildschirmdialog : Es besteht schon ein Datensatz über den 
Spender. Blutgruppeneigenschaften sind erstmals bestimmt 
oder ältere Eintragungen sind zu korrigieren. Der Benutzer 
Abb. 4. Typendefinition des Spender-
satzes. 
TYPE 
BYTE 
ZWEIZEICHEN 
ABNULLSYSTEH 
AUNTE::l.TYP 
DATUM 
IZAHL 
BLUTGRUPPENSATZ 
SPENDE DATEN 
SPENDERSATZ 
wählt die Funktion> Darstellen und Ändern von Blutgruppen-
merkmalen<. Als Menu erscheint dann Abb. 3a. Die Blutgrup-
penmerkmale des Spenders sind schon eingetragen. Fehlende 
oder zu ändernde Eigenschaften kann der Benutzer nun an-
wählen (im Beispiel Nr. 2 = Rhesusformel). Das System blen-
det auf der rechten Schirmseite die Schlüsseltabelle ein (Abb. 
3b). Nach der Eingabe verschwindet die Schlüsseltabelle, der 
Befund steht jetzt auf der linken Seite. Die Eingabe oder Ände-
rung kann beliebig aufeinander folgen bis zur Wahl von >Ein-
gabeende< ( = 0). 
Spenderdatei 
Die Spenderdatei enthält alle Angaben über den Spender. Um 
den unstrukturierten Datensatz der DFMS-Datei in einzelne 
Felder zu unterteilen, benutzen wir eine PASCAL-RECORD-
Definition (Abb. 4), die den verschiedenen Feldern Namen zu-
ordnet und ihren Typ festlegt. 
O •• .255; 
ARRAY [1 . . 2) OF CHAR; 
(A,B,AB,NULL) ; 
1. .2; 
RECORD 
TAG, 110NAT, JAHR Z\'IEIZEICHEN 
END; 
RE CORD 
GEBURTSDATUI1 : DATUl-1; 
GESCHLECHT: 1 . . 2; 
GEBURTSNA.'1ENSCHLUESSEL ARRAY [1 • . 2) OF CHAH 
LFDNR: 0 . . 9 
END; 
RECORD 
HAUPTGRUPPE : ABNULLSYSTEl1; 
AUNTERGRUPPE : AUNTERTYP; 
RHFORMEL, KELL : BYTE; ( VERSCHLUESSELT 
HLA : AR~Y ['A' . . 'D',1 .. 2) OF BYTE; 
HLABESTIM..I>IUNGSJAHR : ZI1EIZEICHEN 
END; 
RECORD 
KONSERVENNU11l1ER : INTEGER; 
SPENDEDATu/1 : DATUH; 
PRODUKTART : (VOLLBLUT, ERYTHROZYTENKONZENTRA~' 
..... , THROl1BOZYTENKONZENTRAT); 
SPENDEMENGE : INTEGER 
END; 
RECORD 
SPENDERID : IZAHL 
NACHNAME, GEBURTSNANE, VORNAHE : [ARRAY 1 .. 26 1 
OF CHAR; 
BLUTGRUPPE: BLUTGRUPPENSATZ; 
LETZTESPENDEN : ARRAY [0 •. 5) OF SPENDEDATEN 
END; 
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Zur Identifikation des Spenders dient eine 11 Zeichen lange 
Identifikationszahl (Spender-ID) (1,7,8,9), die sich aus dem 
Geburtsdatum sowie anderen unveränderlichen Personalda-
ten ergibt und mit Hilfe einer laufenden Nummer eindeutig ge-
macht wird. Die Spender-ID ist der Hauptsuchbegriffund er-
möglicht in Zukunft z. B. die Identifikation des Spenders durch 
einen maschinenlesbaren Spenderausweis in OCR-B-Schrift. 
Für Nachnamen und Blutgruppenmerkmale bestehen weitere 
Indexdateien zur Spendersuche bzw. zur Erstellung von Listen. 
Im Routinebetrieb gibt es keine weiteren Suchbegriffe. 
Spenderlisten 
Die Spenderdatei ist über ihren unmittelbaren Zweck hinaus 
die Grundlage für eine Vielfalt von Übersichten für Routine-
aufgaben, für Routinestatistiken und für Forschungszwecke. 
Der Benutzer entscheidet sich für eines der möglichen Sor-
tierkriterien (Spenderidentifikationszahl, Nachname, Blut-
gruppenmerkmale ) und kann dann noch weitere Auswahlkrite-
rien (z. B. eingeschränkten Postleitzahlenbereich, telefonische 
Erreichbarkeit, Spezialspendereigenschaft etc.) angeben. 
Nach Wahl können die gespeicherten Befunde teilweise oder 
vollständig auf die Liste kommen. 
Die gewählte Kombination von Such- und Auswahlkrite-
rien, die die Definition einer Spenderliste darstellt, kann der 
Benutzer unter einem ~amen in der Listenkriteriendatei ab-
speichern und bei Bedarfwiederverwenden oder auch modifi-
zieren (»programmierbare Listen«). 
Spendereinbestellung 
Ähnliche Kriterienkombinationen wie für die programmierba-
ren Listen können auch zur gezielten Einbestellung von Spen-
dern dienen. Bis im Rahmen des Gesamtsystems eine exakte 
Bedarfsplanung realisiert ist, dient das Listenmodul auch zur 
Spendereinbestellung. Anstelle der Listen entstehen dabei An-
schriftetiketten für die Einbestellbriefe. 
Betrieb bei Rechnerausfall 
Ein System für den Blutspendedienst muß besonders ausfallsi-
cher sein. Wir erwägen, einen Verbund mit einem ähnlichen 
Rechner herzustellen, der im Bedarfsfall die Aufgaben über-
nimmt. 
Mit den derzeit zur Verfügung stehenden Mitteln muß das 
Personal bei Rechnerausfall Formulare und Etiketten selbst 
schreiben. Als Hilfsmittel haben wir Listen vorgesehen, die die 
erforderlichen Informationen enthalten. Als Informations-
quelle für die Eingabe nach Wiederaufnahme des Betriebes 
dient die Spendergesamtliste, die regelmäßig ausgedruckt 
wird. Sie enthält die gesamten Angaben des Spendersatzes mit 
den zugehörigen Befunden. In dringenden Notfällen kann der 
Spender sofort mit Hilfe einer Notliste, die nach Blutgruppen-
merkmalen sortiert ist, einbestellt werden. Sie enthält nur Spen-
der, die in den nächsten Tagen spendetauglich und telefonisch 
erreichbar sind. 
Diskussion 
Das vorliegende System ist geeignet, die Arbeit der Blutspende-
zentrale schneller, effizienter und sicherer zu gestalten. Es ent-
lastet das Personal von Routinearbeiten wie 
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- Ausfüllen von Formularen 
- Suchen und Wiedereinsortieren in Karteikästen 
- Überprüfen der Fälligkeit von Routineuntersuchungen 
- Erstellen der Untersuchungslisten für die Labors 
- Wiedereinbestellen von Spendern zur Spende. 
Die vom Benutzer am Bildschirm selbst definierbaren Listen 
erlauben Dateiauszüge zu bestimmten Fragen. Im alten System 
unterblieb dies fast völlig, weil der Aufwand zu groß war. 
Durch die Spendereinbestellung nach selbstdefinierten Kri-
terien kann man den einzelnen Spender schonen, das Spender-
gut gezielt nach Bedarf einsetzen und die medizinischen Unter-
suchungsergebnisse dabei berücksichtigen. 
Die bisher vorgestellten Systeme im Blutspendebereich stüt-
zen sich meist auf Großrechner. Das jetzt entwickelte System 
benutzt einen K\einrechner und versucht damit eine kosten-
günstige Lösung zu erreichen. In der Handhabung unterschei-
den sich Groß- und Kleinrechner heute wenig, der Unterschied 
liegt vor allem in den Antwortzeiten sowie im Komfort z. B. bei 
der Sicherung von Dateien und Programmen. Bei der Entwick-
1ung macht die Begrenzung der Arbeitsbereiche auf maximal 
32 kByte einige Probleme, die in der spezifischen Architektur 
der DIETZ 621-X2 begründet sind. Trotzdem erscheint es 
möglich, auf einem ausgebauten Kleinrechner ein EDV-Sy-
stern für die Transfusionsmedizin aufzubauen. 
Die indexsequentielle Dateiverwaltung erlaubt eine genau 
auf die Problemlage zugeschnittene Datenstruktur, erfordert 
allerdings einen hohen Analysen- und Entwicklungsaufwand. 
Dieser ließe sich durch Verwendung einer Datenbank wesent-
lich verringern, allerdings sind die an Kleinrechnern zur Verfü-
gung stehenden Datenbankkonzepte nicht flexibel genug, um 
sich dem Problem in allen Details anzupassen. Wenn wir Ent-
wicklungsaufwand, Investitionsaufwand und Problemanpas-
sung abwägen, erscheint die hier vorgestellte Lösung günstig. 
Das von uns erstmals verwendete System-PASCAL hat sich 
als Entwicklungssprache in der medizinischen Anwendung be-
währt. Besondere Vorteile z. B. gegenüber den gängigen Spra-
chen FORTRAN oder COBOL bieten die selbsterklärenden 
Namen, die klar definierten logischen Strukturen und die Un-
terstützung modularer Techniken. Ändern und Zufügen von 
Teilen ist daher einfach. Auch die wegen der geringen Arbeits-
bereichsgrößen benutzten Overlaystrukturen entstehen direkt 
aus der modularen Gliederung. Bildschirmmasken in P AS-
CAL zu programmieren und das Dateiverwaltungssystem auf-
zurufen, ist dagegen im Gegensatz zu COBOL ein wenig müh-
sam, jedoch durch die selbstprogrammierten Hilfen gelöst. 
Klebeetiketten mit OCR-B-Schrift bewähren sich als exter-
ner maschinenlesbarer universeller Datenträger. Sowohl die 
modemen Plastik-Blutspendebeutel als auch Proberöhrchen 
und Formulare sind damit auch für den Menschen gut lesbar zu 
kennzeichnen und können mittels Lesepistole jederzeit ihre In-
formation an den Rechner abgeben. 
Während der Entwicklung des Systems fanden Informa-
tionsveranstaltungen mit dem Personal der Blutspendezentrale 
wie auch mit anderen Mitgliedern des Instituts für Immunolo-
gie und Serologie statt. Die späteren Benutzer nahmen diese 
Gelegenheit zur Mitarbeit gerne wahr. Dadurch sind gute Vor-
aussetzungen gegeben, daß das System seine Hauptziele, siche-
re Verwaltung der Spenderdaten und Entlastung des Personals, 
auch erreichen kann. 
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A Rapid Estimation Method For the Parameters in a Contingency 
Table With Structural Zeros 
V. Harms und P.lhm 
Summary 
Contingency tables with structural zeros are tables in which one 
or more cell frequencies are unobservable. Independence is then 
replaced by the notation of quasi-independence which is based 
on the assumption that the expected cell frequencies of the non-
empty cells can be represented by "'pt pt ... P~d' An easily com-
putable estimator is proposed for the p~s which is unbiased but 
not ejjicient. It is, however, satisfactory in many practical ca-
ses. Sometimes it is unknown whether a zero frequency is struc-
turally determined or due to sampling error. This can often be 
decided on the basis of our estimates. Best values will be obtai-
ned by maximum likelihood estimation. The estimators are gi-
ven under the assumption of a truncated Poisson distribution. 
Zusammenfassung 
Bei einer d-dimensionalen Kontingenztafel spricht man von 
strukturellen Nullen, wenn eine oder mehrere Zellenjrequenzen 
nicht feststellbar sind. An die Stelle der Unabhängigkeit bei 
vollständigen Tafeln tritt bei unvollständigen das Konzept der 
Quasiunabhängigkeit. Es wird dann angenommen, daß sich 
die erwarteten Frequenzen aller Zellen, die keine strukturelle 
Null enthalten, durch "'pt pt ... P~d darstellen lassen. Ein un-
verzerrter Schätzer für die p~s wird beschrieben, der einfach zu 
berechnen, aber nicht ejjizient ist. Er ist in vielen praktischen 
Fällen ausreichend. Ein besonderer Fall liegt vor, wenn es un-
bekannt ist, ob eine Zelle zufällig oder strukturbedingt leer ist. 
Dies läßt sich anhand der vorgeschlagenen Schätzwerte klären. 
Zusätzlich kann ein ebenfalls beschriebenes Maximum-Likeli-
hood-Schätzverjahren verwendet werden, das sowohl für struk-
turelle als auch zufällige Nullen gültig ist. Es beruht auf der 
Annahme einer gestutzten Poissonverteilung. 
1 Introduction 
No standard distribution of discrete vectors exists which has 
the importance of the multivariate normal distribution in the 
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continuous case. Various attempts have been made to define fa-
milies of flexible and adaptive distributions, e. g. by BAHADUR 
(1961) for binary vectors, or VICTOR, TRAMPISCH and ZENT-
GRAF (1974) for general discrete vectors, and others (see e.g. 
GOLDSTEIN & DILLON 1978). Our special problem is the distri-
bution of d-dimensional discrete vectors with independent 
components but with the restriction that certain vectors cannot 
be realized. Strictly speaking, these vector components cannot 
be considered as independent, and the notion of quasi-inde-
pendence has been defined for this case. A sampie of finite dis-
crete vectors can be represented by a d-dimensional contingen-
cy table where, due to the fact of non-realization of certain vec-
tors, one or more cells will be empty or, as it is usually called, 
contain a structural zero. Structural zeros may occur by logical 
reasons, i. e. the non-existence of a vector with the required 
components, but also by sampling techniques. A well-known 
example are animal population density estimations where the i-
th component ofthe k-th vectoris equal to one ifthe k-th indivi-
dual has been observed at day i, the null vector corresponding 
to the animals never seen du ring the observation period. A me-
dical example is the number of patients in a hospital file bearing 
possibly one or more of d diseases. Patients with no disease will 
be absent from the file, also some disease combinations could 
be lacking because of the necessity of their being treated only in 
specialized hospitals. Structural zeros can also be defined artifi-
cially in cases of contingency tables which are homogeneous 
except for some residuals. The search for such residuals is typi-
cal in the Configuration Frequency Analysis of KRAUTH and 
LIENERT (1973). Cell frequencies due to residuals are put equal 
to zero and treated as structural. 
We shall ass urne d-dimensional vectors i = (iJ, ... is' .. .id) E 
I = Ilx ... Isx ... Id with 15 = (l ,2, ... rsl. In the case ofindepen-
dence the prob ability of i is equal to 
Pi = Pi1h ... id = Pi\Pf2 00. P?d' i EI, 
with 
L pr = 1, s = 1,2,00.d. 
is E Is s 
(1) 
(2) 
Now, I will be partitioned in the disjoint subsets I' and I' 
where the latter is the non-empty subset of non-observable vec-
tors or structural zeros. According to a definition by CAUSSINUS 
(1965) and GOODMAN (1968) who developed the theory of in-
complete contingency tables, quasi-independence is defined as 
follows: There exist positive real numbers a~ such that the ex-
pectations mi ofthe observed frequencies ni are equal to . 
VICTOR (1981). He considers the incomplete contingency table 
N(I') = (n;)[' with expectations M(I') = (mih and tht<ir com-
plete analogues N(I) and M(I). M(I') is quasi-independent if 
there exist positive real numbers bls with mi = b\, bt ... b~d for 
the missing cells such that the completed table M(I) is indepen-
dent. 
Except for the case of one structural zero for which VICTOR 
(1981) has given a very simple method, the estimation ofthe pa-
rameters (3) is rather difficult in the general case. ML-estima-
tors should be used. The resulting non-linear equation system, 
however, must be solved by iteration. We shall derive in this pa-
per very simple unbiased estimators which could at least be 
used as initial values for an interation procedure. A particular 
case is the problem where structural zeros cannot be distinguis-
hed apriori from those which have occured by chance (random 
zeros). We also shall propose a method for this case. 
Modifying slightly (1) and (3) we shall assurne for our me-
thod that the entries ni of the incomplete contingency table 
N(I') have independent Poisson distributions with parameters 
mi defined by 
(5) 
subject to condition (2). This condition has the consequence 
that the f... -Imi do not sum up to one for id' as this would be the 
case in (4); this property will, however, be useful for the com-
pietion of the table. 
2 The Two-Dimensional ease 
Since the general case can be reduced to the two-dimensional 
we start with the latter. Let be i = i1 , j = h, i = 1,2, 00. r, 
j = 1,2, ... s. The contingency table then becomes a matrix 
N(I') = (nij) with nij for (i,j) E I' and M(I') = (mij) with 
m .. { = ÄPLP.j , (i,j) E I', 
IJ = 0 (' ')EI' ,1,J , (7) 
r 5 
L Pi. L P.j = 1 
i~ I j~ I 
mi { 
- a l a2 ad 
- il i2 '" id' 
=0 
iEI' 
iEI' 
As usual, ni., nj and n. =_ n denote the sums of rows, colu~ns 
and the general total. Let NI be the matrix obtained from N by 
(3) deleting all columns with one or more structural zeros. Denote 
total and sums ofrows ofNI by U" and Ui .. Clearly, 
with 
L Pi (4) 
iE!' 
and 
mi 
Pi = L IDk 
kEI' 
The difference between (1) and (3) lies in the factthatthe Pi in 
(1) do not sum up to one for I'. The representation (3) is not uni-
que: if als and alt are solutions then also u afs and u - 1 alt will be, 
u> O. Another definition of quasi-independence was given by 
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(8) 
is an unbiased estimator of Pi .. 
Definition 1: J1 is the set of indices j corresponding to the co-
lumns without structural zeros; J1 = 12 - J1 is the set of indices 
of co1umns possessing at least one structural zero. 
With this definition, (8) can be rewritten as 
n.- L nj 
JEJ'1 
(9) 
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(10) 
The parameter A in (5) can be determined by minimum X2 : 
L 
(ij)EI' 
(n .. - AP P .)2 
I] I. .] = Minimum 
Pi.P.j 
with solution 
n 
For P.j we have J; = {l,2) and the table N2 : 
16 16 39 124 
44 25 52 185 
n· 
.] 60 41 91 309 n =501 
Pj .1198 .0818 .1816 .6168 
The sum ofthe products Pi.P.j for all non-empty cells is equal 
to 1 - P3.PA - P4.P.1 = .7284, hence A, = 749/.7284 = 
1028.2812. With A, and the values of P the table can be comple-
ted: n34 = 1028.3 x .4194 x .6168 = 266, n41 = 1028.3 x 
X = -=:---L Pi.P.j (11) .1075 x .1198 = 13. Wethusobtain 
(ij)EI' 
With these estimates, expectations mij can be ca1culated for 
each cell inc1uded those with structural zeros. It should be not-
ed, however, that even in rows and columns without structural 
zeros the marginal sums of observed and expected frequencies 
generally will differ. 1fthis equality is desired, new estimates Pi. 
and P.j can be computed from the completed table in the usual 
manner. This is not necessary ifthe estimates will serve as star-
ting values for the iterative solution of the ML-equations by the 
Deming-Stephan algorithm or the Newton-Raphson method. 
Sometimes it is not possible to differentiate apriori between 
structural and sampling zeros. Then in a first step all zeros can 
be treated as structural. If the estimate mij' (i,j)EI', does not dif-
fer too much from zero this frequency could be considered as a 
result of chance. Evidently, this ommission of sampling zeros 
leads to a bias. 
Our method can, of course, only be applied ifN 1 and N2 both 
exist, i. e. if not all rows or columns must be deleted. There 
exists even a solution for triangular matrices with all elements at 
the left (right) ofthe diagonal being structural zeros and those 
in the diagonal and at the right (left) of it being not. 
Example: A 4 x 4-contingency table with two structural ze-
ros may serve as an example, although an explicit solution 
exists in this case. The following table was generated by ran-
dom numbers on the basis ofarbitrarily chosen values Ofpi. and 
P.j: 
j n· I. Pi. 
16 16 39 124 195 .2 
44 25 52 185 306 .3 
44 37 80 161 .4 
10 20 57 87 .1 
n· 
.] 104 88 191 366 749 
P.j .1 .1 .2 .6 
The structural zeros are marked by a bar. The first and fourth 
j n· J. Pi. 
16 16 39 124 195 .1897 
44 25 52 185 306 .2977 
44 37 80 266 427 .4154 
13 10 20 57 100 .0973 
n · 
.] 117 88 191 632 1028 
P.j .1138 .0856 .1859 .6148 
The new estimates P are computed in the usual way from the 
margins of the table. If there was any doubt whether the zeros 
were structural or random, the latter hypothesis can now be ex-
c1uded since the expected values are too large to be compatible 
with zero. 
3 The Deming-Stephan Aigorithm 
After the computation of expected values for the cells in I' we 
can try to refine the estimates by the Deming-Stephan Algo-
rithm (see e.g. HABER MAN 1974).1t is based on definition (3). 
Although it can be used for all d;;; 2 we shall use and explain it 
in the case of d = 2. We start with the matrix M(I') of first esti-
mates mij = mij' Whether the sums of the expectations are equal 
to the marginals or not is without great importance. We require 
only that the mij be quasi-independent. ni., n.j' n . are, as before, 
the marginai sums and the total of N(I'). We first compute the 
row marginal sums mi. of M(I'). Then each mij is replaced by 
mipJmi .. After this, the column marginal sums mj from the 
new mij are computed and the latter replaced by mip'/mj' A 
next cyc1e is again initiated with the rows etc. This algorithm is 
applied until convergence. The result is a table with the margins 
of N(I') and expectations obeying (3). Normalisation allows 
the ca1culation of the p~ . Since there is a unique solution, con-
vergence is always obtained although computation time in-
creases exponentially with the dimension. Theoretically, one 
could begin with 
column must be deleted for the computation of Pi., hence { 
1'1 = (2,3). The reduced table NI and the estimates are: mij 
= 1, (i,j)d', 
= 0, (i,j) €I', 
EDV in Medizin und Biologie 3/ 1981 
78 HARMs/ IHM, Estimation Method for the Parameters in a Contingency Table 
but convergence is much more rapid if our estimates are used. 
We shall demonstrate the algorithm in the case of our incom-
plete matrix of table 1. The estimates P.j are taken to compute 
expectations mij = ni.p.j giving the following table: 
m· I. 
22.19 16.69 36.25 119.88 195 
34.82 26.19 56.89 188.13 306 
48.59 36.55 79.38 161 
8.56 18.59 61.48 87 
105.60 87.99 191.11 369.49 
We multiply the elements of the first column by 104/ 105.60, 
ofthe second by 88/ 87.99, ofthe third by 191/191.11 and of 
the fourth by 366/ 369.49, giving 
21.85 16.69 36.23 118.75 193.52 
34.29 26.19 56.86 186.35 303.69 
47.85 36.55 79.33 163.73 
8.56 18.58 60.90 88.04 
n· 
.J 104 88 191 366 
The row sums are not very far from the desired values ni., but 
we continue until a better approximation is reached. After a few 
steps we arrive at 
22.17 
34.79 
47.03 
103.99 
16.95 
26.58 
35.94 
8.52 
87.99 
36.76 
57.69 
78.05 
18.50 
191.00 
119.11 
186.92 
59.97 
366.00 
194.99 
305.98 
161.03 
86.99 
748.98 
We obtain the estimates 1\ by summing the second and third 
column and dividing by their sum: 
1\. = .1924, .3021, .4085, .0969. 
It follows also from the first and second row 
P.j = .1137, .0869, .1885, .6109. 
According to VICTOR (1981) the explicit solution is obtained 
by interpolating for the empty cells values x and y satisfying his 
definition of quasi-independence: 
(104+x) (87 +x) 
x= 749+x+y , 
(366+y) (161 +y) 
y = 749+x+y 
These .equations have the explicit solutions x = 11 .16, y = 
252.75. The Deming-Stephan algorithm leads to identical va-
lues; our estimates were 13 and 266. 
4 The General Case 
In the general case with d ;;; 3, the tables can be reduced for 
each s = 1,2, .. . d to a two-dimensional table and the parame-
EDV in Medizin und Biologie 3/ 1981 
ters p~ be estimated. Take as an example the expectations of a 
comp[ete 2x2x3-table. Ordering the rows successively accord-
ing to il, iz and h we get 
.11 .12 .13 .21 .22 .23 L 
1.. mlll m1l2 ml13 ml21 m122 m123 m I.. 
2 .. m211 m212 m213 m221 m222 m223 m2 .. 
1.1 1.2 1.3 2.1 2.2 2.3 L 
.1. mlll m1l2 m1l3 m211 m212 m213 m.1. 
.2. m121 m122 m123 m221 m222 m223 m.2. 
and 
11. 12. 21. 22. L: 
.. 1 mll l m121 m211 m221 m .. 1 
.. 2 m1l2 ml22 m212 m222 m .. 2 
.. 3 mll) ml2) m213 m223 m .. 3 
As in the previous case, each column containing at least one 
structural zero will be omitted from the table for the computa-
tion ofp~ . 
To get a general expression, split the index vector i into the s-
th component is and the vector 
is = (i1, .. .is_ ,,·,is+I,· .. id)eJ's = IIX ... xls _ IXls+IX .. . ld 
of the remaining components: i = (i"is)' We design by Ns = 
(ni"is) the contingency table with rs rows corresponding to is 
and rlx .. rs_ lxrs+ IX ... rd columns ordered lexicographically 
according to is. 
Definition 2. J~ is the set of all indices j, corresponding to 
complete columns, J~ its complement. 
Let Ns be the submatrix ofNs derived by deleting all columns 
with index i s&J~, i. e. all columns containing at least one structu-
ral zero. If it exists, i. e. J~ 0/= 0, then 
- s 
- s nis ' I Pi = -;:;-, lsE s 
s n 
(12) 
is an unbiased e~timator of Pis' fi.~sis the sum of is-th row of the 
reduced matrix Ns' Writing n1s and n. is for the row and column 
sums ofNs we can bring (12) into the form 
nfs - L_ nisjs 
- s isEJs Pis = ----''''-:::::'''---
n- '" n· ' L.._ ·Js 
isEJs 
A follows from 
and expectations 
- 'l' I 2 d 
mi = Jl,Pi IPi2'" Pid 
is E Is (13). 
(14) 
can be calculated for all id. The interpolated values n j = mj , 
icI', complete the table. As in the preceding paragraph, new es-
timates P~s can be calculated from the completed table. 
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5 Refinement by ML-Estimation 
We assurne that the cell frequencies ni have independent Pois-
son distributions with parameters (3). The case d = 2 will serve 
as example, and the generalisation is straightforward. We have 
to maximise 
log L = - L mij + L nijlog mij 
(ij) E I' (i ,i) E I' 
for the parameters 9 = ai. or 9 = aj, respectively. This leads to 
810g L = _ "m-. 810g mij + "n .. 810g mij = 0 
88 L.J IJ 88 L.J IJ 88 
or 
810g mij L (n ·-m-) = 0 (ij)EI' IJ IJ ae 
This gives in particular 
rni. = ni. 
rn.j = nj' 
(15). 
These estimators are sufficient statistics for the marginal 
sums ofthe expected cell frequencies. 
In the case of arbitrary dimension d we have 
, S S 
m· =n· IS IS' 
Because of quasi-independence, positive real numbers 
a~ = ä~ satisfying (3) with m = rn 
S S 
are estimators ofthe parameters a~ . The Deming-Stephan algo-
rithm is one way of computation, Sthe Newton-Raphson meth-
od will be another. The latter is based on the matrix of the sec-
ond derivatives ofthe expectations with respect to the parame-
ters. It is easier, however, to use the matrix ofthe expected de-
rivatives, i. e. the negative information matrix. It should also be 
kept in mind that the solutions of (3) are not unique. Therefore 
it will be convenient touse definition (5). We get from (15) the 
expected value of the second derivative as 
where 9b 91 stand for A or the parameters p~ . Because of (2) we 
have for each s only rs - 1 linearily independent values. The 
best way is to consider p~ as function 
s 
p~S = I-pls -p~s - . .. -P~s- l 
andtosolvetheequationsfortheremainingR = 1 + L (rs - 1) 
parameters. By the Newton-Raphson method an initial esti-
mate 9 of the parameter vector is iteratively replaced by 9 + 09 
which is used as initial vector for the next step. 09 is solution of 
the following equation system: 
6 Sampling Zeros 
Contrarily to structural zeros, sampling zeros occur by chance. 
There are cases where it is unknown wh ether a zero is structural 
or random. Treating all zeros as structural causes a bias in OUf 
estimators p ifthey are sampling zeros. It is therefore necessary 
to estimate the parameters on the basis of a truncated Poisson 
distribution without zero. Thus the probability of n is 
This distribution has expectation and variance 
ML estimation leads to 
810g mi L (ni-!-Li) -- = O. 
iEI' 88k 
This means that the marginal sums of the frequencies are 
again sufficient for the marginal sums of the expectations. The 
product representation of the expectations J.li, however, is no 
longer valid; and we have instead of (3) 
{ 
= mi_rn. , iEI" , 
!-Li 1- e I 
= 0 , iEI" , 
where I" = (i:ni> O} and I" = (i:ni =O}. 
It is easiliy seen that the table is not quasi-independent, and 
the Deming-Stephan algorithm cannot be applied. It may be 
shown after some calculation that the Newton-Raphson meth-
od with the information matrix leads to (16) with W = diag(a;) 
and 
( ni- !-Li) y= - . 
, or 
Example: A 2x2x2x2-Contingency table was constructed by 
random numbers on the basis of ~ = .1 
s = 1, .. .4. The tabe NI is 
1 2 3 4 5 6 7 8 
.111 .112 .121 .122 .211 .212 .221 .222 n 1 I, 
-1 
n· I, 
1. .. 0 80 68 5 74 10 6 1 244 244 
2 ... 65 9 7 2 6 1 3 0 93 28 
n · 
.J, 65 89 75 7 80 11 9 337 271 
XWX'09 = XWy (16). Accordingto Definition 2 and (l2),J~ = P 12,121, ... 22l} and 
Here X is a RxS-matrix (S = card(I' )) with columns equal to pI = 243/271 = .8967 
the partial derivatives of mi with respect to the R parameters. W 
= diag(m;), and p1 = 28/271 = .1 033. 
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The same values can be obtained from (13) as 
pI = (244-0-1)/(337 -65 -1) = 243/271 
p} = (93-65-0)/(337-65-1) = 28/271. 
From all four two-dimensional tables Ns we get finally 
~ = .1033, .1034, .0896, .1102 
With these values products plp2plp4 for each non-empty cell 
can be computed and added. (14) gives 
A. = 966.58 
from where we get the following expected values: 
1... 
2 ... 
.111 .112 .121 .122 .211 .212 .221 
629.44 77.99 61.92 7.67 72.63 9.00 7.14 
7.53 8.99 7.13 .88 8.37 1.04 .82 
. 222 
.89 
.10 
It is easy to see that cell2222 can, but 1111 cannot be a sampling 
zero. 
Refinement by ML estimation based on the truncated Pois-
son distribution gives 
~ = .0903, .0983, .0893, .1052 
A = 1008.54. 
7 Discussion 
Since the fundamental work of CAUSSINUS (1966) and GOOD-
MAN (1968) on incomplete contingency tables, growing atten-
tion has been paid to contingency tables with structural zeros. A 
particular case is the quasi-independence of the entries of the 
table, i. e. the supposition that there exist fictitious expected va-
lues for the empty cells such that the completed table becomes 
independent. Another example is provided by distributions of 
finite discrete vectors with quasi-independent components. 
They are derived from the joint distribution of independent 
components by putting the probability ofvectors in some set I' 
equal to zero. Fitting a parametric model to such a sampie 
meansthat . 
(i) total frequency in the sampie and that of the expected values 
are equal. 
In the case of contingency tables, however, we have also that 
(ii) observed and expected frequencies of all marginal distribu-
tions coincide. 
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We have presented in this paper a >quick and dirty< method 
for parameter estimation in the case of quasi-independence. 
Although quick, the method is dirty because of a loss of infor-
mation due to the elimination of some cells of the table. In-
tended originally as description of sampies of discrete vectors, 
the method has the above property (i) but not exactly (ii). This 
should, however, not be a handicap. First of all, it can be de-
cided with our method whether the quasi-independency model 
fits to the data. Second, we can judge whether the zeros are 
structural or due to sampling error. Third, our estimates can 
serve as starting values for the Deming-Stephan algorithm or 
the Newton-Raphson method for the iterative solution of the 
ML equation system. 
The application of our method is not limited to structural zer-
os. Cells with residual frequencies occurring in KRAUTH and 
LIENERT'S Configuration Frequency Analysis can be treated as 
structural zeros and the hypothesis of quasi-independence be 
tested . 
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Pitman's One-Way-Analysis of Variance: 
Exact P-values computed bya PL/1 program 
R. Heller 
Summary 
A PL/l program is presented which computes exact P-values 
Jor Pitman's One- Way-Analysis oJ Variance. This randomiza-
tion test is applicable to data which are not necessarily normally 
distributed. It requires equal sam pie sizes and compares the 10-
cations oJ at least three different sampies, but is not restricted 
to equal dispersion in all sampies. 
Zusammenfassung 
Es wird ein PL/l programm vorgestellt, das exakte P- Werte 
for Pitman 's Ein- Weg- Varianzanalyse von nicht notwendig 
normalverteilten Daten berechnet. Dieser Randomisierungstext 
eifordert gleiche Stichproben längen und vergleicht die Lokatio-
nen von mindestens drei Stichproben. Er macht nicht die An-
nahme gleicher Varianzen for alle Stichproben. 
PITMAN (1937) used the principle of randomization to test for 
differences in the locations of at least three treatments. As with 
all randomization tests, it is not possible to tabulate a test statis-
tic with its corresponding P-values, since the distribution of 
such statistic is totally dependent on the data and would there-
fore differ between different data sets. Since calculation of the 
P-values by hand is feasable only forsmall sampie sizes and few 
sampies there is a need for a computer program to enlarge the 
applicability and to facilitate the use ofPitman's One-Way-An-
alysis ofVariance. 
This analysis of variance, and hence the PLI 1 program pre-
sented here, is applicable to the situation where there are N 
repetitions for each of M different treatments, with measured 
values Xii, i = I, ... ,N; j = I, ... ,M (i. e. N . M individuals in to-
tal), and the position of an individual is random within its treat-
ment group. According to the null-hypothesis (i. e. no effect of 
treatments on the measured values) each ofthe MI possible ar-
rangements of the values XiI, ... ,XiM is equally probable for all 
groups (i = I, ... ,N). Since there is no effect ofthe arrangement 
ofthe M columns (x.i) on the computed F-statistic, F-values are 
calculated only for each of the remaining (M !)N - I arrange-
ments (see also LIENERT 1973). 
With (KONT = I) 
I 
CT = N.M (f f XiiY. 
SStotal = L: L: xü - CT, 
I J 
SScolumns = ~ L: (L: Xij)2 - CT and 
. J I 
SSwithin = SStotal - SScolumn" 
Fis defined by: 
F = (SScolumn/(M - 1))I(SSwithin/(M· (N - I))). 
The F-value resulting when this calculation is carried out 
with the Xii in their original positions is named F*. As is usual in 
randomization tests, all the (M !)N -Icalculated F-values are 
compared to F*. The number of F-values above F* divided by 
(M !)N - I defines the exact P-value. 
It should be noticed that Pitman's One-Way-Analysis of Var-
iance can also be used in cases where one individual is subject-
ed to all M treatments provided that there are no interactions 
between individuals and treatments (LIENERT, 1973). In this 
case the F-values must be computed in a different way (KONT 
= 2). With 
SSrows = ~ L: (L: Xii)2 - CT and 
Mi i 
SSreßt = SStotal - SScolumns - SSrows' 
F' is now defined as 
F' = (SSrow/(M-l))/(SSres/((M-I) . (N -1))). 
Examples 
Two Examples are presented, including their resulting P-va-
lues, to test copied programs. In birds clutch size differences are 
observed very frequently. Breeding succes varies across sea-
sons and between individual females. I. The following clutch 
sizes were observed for 16 birds. 
1970 
7 
3 
1 
7 
1971 
9 
7 
2 
12 
1972 
10 
8 
6 
9 
1973 
8 
6 
5 
13 
Using Pitman's One-Way-Analysis of Variance (KONT = 
1) significant differences in clutch sizes on the 5 per cent level 
were found within this time period. (P = 0.04050925925). 2. 
Clutch sizes of 4 individually known females are observed in 4 
siccessive years: 
9 1 92 93 94 
1970 7 3 1 7 
1971 9 7 2 12 
1972 10 8 6 9 
1973 9 6 5 13 
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STDHP,PROGEDURE OPTIONS(MAINI, 
DGL (N,MI FIXED DEC, 
A(N,MI FLOAT IIEe eTL, 
S(N,MI FIXED DEe GTL, 
KONT FIXED DEC, 
(P,QI FLOAT DEG(I6I, 
ON ENIIFILE(SYSINI STOP, 
SI, GET ' LISTlN,M,KONTI, 
ALLOGATE S,A, 
00 I-I TO N, 
GET SKIF', 
PUT SKIP, 
110 J-I TO M, 
GET LIST(A(I,JII, 
PUT EDIT(A(I,JII(E(IS,SII, 
S( I, JI-.), 
END, 
END, 
CALL KONTROLLE(I I, 
GALL PERMUTATION(2,I I, 
P-P/Q, 
PUT SKIP EDIl( 'P--VALUE ',PI (A(IOI ,E(20, 101 I, 
FREE S,A, 
GOTO SI, 
PERMUTATION, 
PROCEDURE(I,KI RECURSIVE, 
DGL (I,K,L,JI FIXED DEe, 
00 L-I TO M, 
00 J-I TO K-I, 
IF S(I,JI-L THEN GOTO SL, 
END, 
S(I,KI-L, 
IF K(M THEN CALL PERMUTATION( I, K+I I, 
ELSE IF I-N THEN 00, 
SL, END, 
END PERMUTATION, 
Fig, I. Listing ofthe program, 
GALL KONTROLLE(ZI, 
RETURN, 
END, 
ELSE GALL PERMUTATION(I+I ,lI, 
Using Pitman's One-Way-Analysis of Variance (KONT = 
2) significant differences in clutch sizes of the 4 individual fe-
males were found on the 5 percent level (P 
0.00043402777778). 
LIENERT (1973) presents 2 other examples for both applications 
ofPitman's One-Way-Analysis ofVariance. 
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PROGEDURE(KI, 
DeL (K,I,JI FIXED DEC, 
DCL (F,FVERGL,GESSUM,SUMQUA,QST,ZEISUM,QSR, 
QSZWS,QSZWZ,SPASUMI FLOAT DEG EXT, 
IF K-I THEN 
00, 
ZEIQUA,GESSUM,SUMQUA,P,Q-0.OE0, 
00 I-I TO N, 
ZEISUM-0, 
00 .J=I TO M, 
ZEISUM=ZEISUM+A(I,S(I,JII, 
GESSUM=GESSUM+A(I,S(I,JII, 
SUHQUA-SUMQUA+A(I,S(I,JII**2, 
END, 
ZEIQUA=ZEIQUA+ZEISUM**2, 
END, 
QST-SUMQUA-GESSUM**2/(N*MI, 
QSZWZ=ZEIQUA/M-GESSUM**2/(N*MI, 
END, 
QSZWS=0, 
00 J-I TO M, 
SPASUM-0.0E0, 
00 I-I TO N, 
SPASUM-SPASUM+A ( I , S (I, J I I, 
END, 
QSZWS-QSZWS+SPASUM**2, 
END, 
QSZWS-QSZWS/N-GESSUM**2/(N*MI, 
IF KONT - I THEN F-(QSZWS/(M-III/«QST-QSZWSI/(M*(N-IIII, 
ELSE 110, 
QSR-QST-QSZWS-QSZWZ, 
F-(QSZWS/(M-I I I/(QSR/( (M-I I*(N-I I I I, 
END, 
IF K-I THEN FVERGL-F, 
ELSE DCI, 
Q==(~+i j 
IF F(FVERGL THEN RETURN, 
ELSE P=P+I, 
END, 
END KONTROLLE, 
END STDHP, 
Fig, 2, Kontrolle, 
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Biometrie Evaluation of Seatehard Plot Oata from 
Phytohormone-Binding Studies 
H. D. Quednau und H.-J. Jacobsen 
Summary 
The results of phytohormon.e binding studies were evaluated by 
a computerized biometrie analysis. The parameters ßo and ß\, 
which are the slope and the intercept of the Scatchard line cor-
rectedfor unspecijic bin ding, as weil as KD = l/ßJ and R, = 
-ßo/ßJ, were estimated using (1) conventional linear regres-
sion analysis and (2) two models ofnonlinear regression. Con-
fidence intervals for the parameters were constructed by (1) an 
ellipse method which presumes that the estimates follow at least 
approximately a multivariate normal distribution and (2) a 
method using the maximum likelihood function. It could be 
shown that linear regression estimates are severely biased, 
whereas the two nonlinear regression functions render almost 
identical results, and that the estimate distribution is so far 
from normality that the ellipse method gives confidence inter-
vals with considerable bias. The computer programs which were 
necessary to fit the nonlinear analysis were automatically gen-
erated by a symbol processing computer language. 
Zusammenfassung 
Die Ergebnisse von Bindungsstudien an pflanzlichen Hormo-
nen wurden mit einer ED V-orientierten Methode biometrisch 
ausgewertet. Die Parameter ßJ und ßo (Steigung und Ordina-
tenschnittpunkt der korrigierten Scatchard-Gerade) und die 
Parameter KD = l / ßJ und R, = - ßo/ ßJ wurden geschätzt 
(1) durch eine konventionelle lineare Regressionsanalyse und 
(2) durch Anwendung von zwei nichtlinearen Regressionsmo-
dellen. Vertrauensintervalle für die Parameter wurden konstru-
iert (1) durch Konstruktion von Vertrauensellipsen, die eine 
Normalverteilung der Schätzwerte voraussetzen, und (2) durch 
eine Methode, die die Maximum Likelihoodfunktion verwen-
det. Es konnte gezeigt werden, daß die linearen Schätzer deut-
lich verzerrt sind, während die beiden nichtlinearen Regres-
sionsfunktionen zu fast identischen Schätzwerten führen , und 
daß die Verteilung der Schätzwerte sich so sehr von einer Nor-
malverteilung unterscheidet, daß die »Ellipsenmethode« noch 
beträchtlich verzerrte Vertrauensintervalle liefert. Die Compu-
terprogramme für die nichtlinearen Regressionsanalysen wur-
den mit Hilfe einer symbolverarbeitenden Computersprache au-
tomatisch erzeugt. 
Introduction 
Studies on the mode of action of plant hormones more and 
more are based on the assumption that specific recognition of 
the hormone by a proteinaceous receptor molecule is required 
for specific hormone action. Specific sites for hOrnlone-protein 
interactions have been located on cell membranes (BATT et al., 
1976, BHATTACHARYYA and BISWAS, 1978, BATT and VENIS, 
1976, DÖLLSTÄDT et al. , 1976, DOHRMANN et al., 1978, HERTEL 
et al., 1972, JACOBS and HERTEL, 1978, LEMBI et al., 1971, RAY, 
1977, RA Y et al. , 1977, VENIS, 1977) and cytoplasm (IHL 1976, 
LIBBENGA, 1978, OOSTROM et al., 1975, OOSTROM et al., 1980, 
POLYA and DAVIES, 1978, WARDROP and POLYA, 1977, JACOB-
SEN et al., 1981), whereas kinetically yet undefined binding has 
been assayed in the nuc1eus (MATTHYSSE and PHILLIPS, 1969, 
Roy and BISWAS, 1977). As a first criterion for specific hor-
mone binding, exact evaluation of the Ko seems to be necessary 
(KENDE and GARDNER, 1976). Generally, the estimation ofthe 
K D, as weil as of the number of binding sites, ~, is performed 
by the Scatchard plot (SCATCHARD, 1949), where the ratio of 
Bound to Free hormone (B/ F) is plotted versus the amount of 
Bound (B). Ifspecific bin ding ofthe hormone is present, then a 
straight line with a negative slope is obtained, whereas unspe-
cific binding results in a line alm ost parallel to the abscissa. If 
both specific and unspecific bin ding exist, then the Scat-chard 
plot exhibits a hyperbolic curve consisting of a steeply descend-
ing part representing specific, and a horizontalline represen-
ting unspecific binding, respectively. The slope ofthe descend-
ing part line equals - I / K o, whereas its intercept with the ab-
scissa gives the number of binding sites . According to CHAM-
NESS and MCGUIRE (1975), this plot has to be corrected forthe 
unspecific bin ding present at all ligand concentrations in order 
to obtain more reliable kinetic data. In the experiments report-
ed here, the shape of the Scatchard plots reveals the existence of 
only one type ofbinding sites in the protein preparations. There 
was no hint for the existence of cooperative bin ding phenome-
na. So we get the equation: Bspec/ F = ßo + ß J Bspec' where Bspec 
= B - Bunspec = B - cF, as the amount ofthe Bunspec is propor-
tional to the amount offree ligand. 
In most cases of practical application, the slope and the inter-
cept have been estimated by a linear regression analysis restrict-
ed to the descending part of the Scatchard plot, after equalizing 
c to height of the horizontalline. The mathematical prerequi-
sites of regression analysis, however, are violated in this case, 
since the independent variable (Bspec ) contains an experimental 
error, and, moreover, the errors ofthe dependent (Bspec/ F) and 
the independent variable are strongly correlated. A computer 
program which fits the parameters by plotting B/ F versus F has 
been published by FAURE et al. (1980) . 
In this paper, we present a computerized method which al-
lows to estimate the parameters ofthe model (ßo and ßJ, or K o 
and Rt ) from a regression function which plots Bound versus 
Free, by which the error correlation between independent and 
dependent variables are considerably diminished, and from a 
regression function which plots Bound versus Total, by which 
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the conditions of regression analysis are exactly fulfilled. The 
parameter estimations are completed by construction of confi-
dence intervals, which show the reliability ofthe underlying ex-
perimental design. A least square parameter estimation based 
on the plot B versus Total has already been published by PRI-
ORE and ROSENTHAL (1976), the confidence intervals, however, 
were not simultaneous and based on the assumption of normal 
estimation. 
Materials and Methods 
a. Experimental 
Shoot tissue or cotyledons of 7 days old pea seedlings were 
homogenized in a Waring blendor (60 sec) in 50 mM Tris-Hel, 
pH 8.0, centrifuged for 2 hrs at 105,000 x g, the supematant 
was dialyzed and concentrated by ultrafiltration (Amicon UM 
1 0 membrane). The resulting cytoplasmic proteinswere source 
for the binding assays according to WARDROP and POLYA 
(1977), using chilIed saturated (NH4)2S04 for gently pelleting 
the proteins, which have been thoroughly mixed with the buf-
fered hormone solutions prior to a 5 min incubation in an ice 
bath. Mter centrifugation, the supematants were carefully re-
moved by aspiration, the pellets resuspended in 1 ml H20 and 
counted in a Triton-based Scintillation cocktail (Quickscint 
212, Zinsser, West Germany) in a MARK I scintillation coun-
ter. The amount ofradioactive hormone was adjusted to 5 - 6 
x 1O- 8M = 6000 - 7000 dpm, the range ofunlabelled hor-
mone was 5 x 10-5 - 5 x 1O- 8M and O. The hormones used 
in this study were NAA and 2,4-D. 
b. Evaluation 
The results of two representative bin ding experiments have 
been chosen for developing the procedures demonstrated in the 
Fig. 1. Scatchard plots for 2,4-D-binding (a) and NAA-binding (b) in 
soluble pea proteins (data based on a protein content of 1 mgl assay vo-
lume). The straight lines (open circ1es) represent the Bsp/ F and the Bsp-
values, corrected f or unspecific bin ding present at all ligand concentra-
tions, according to CHAMNESS and Mc GUIRE (1975) 
present paper (2,4-D-binding in soluble cotyledon proteins, 
NAA-binding in soluble epicotyl proteins). The dpm-readings 
were based on a protein content of I mgl assay volume, as esti-
mated by the method of ESEN (1978). Plotting of the dpm-read-
ings versus the hormone concentration clearly exhibits the dis-
placement oflabelled hormone by increasing amounts ofunla-
belled hormone. This displacement, however, is observed on a 
background in presence of 5 x 10- 5M cold hormone applied, 
so this background is subtracted from all other readings. The 
background is suggested to be independent from any protein-
aceous bin ding events, as evidenced by the Scatchard plots con-
structed from these ~ dpm-values (Fig. 1), which consists of 
lines representing specific and unspecific binding. 
Statistical Analysis 
a. Regression Model 
For the statistical evaluation of the experimental data, we used 
a nonlinear regression model v.hioh presumes that the depend-
ent variables Yi are normally distributed around their expected 
values lli, the variance a2 being tqual in the whole range of ob-
servations. The lli depend on independen t variables Xi and a set 
of parameters p = (PI, ... ,Pm)' In our c''''le, we have: m = 3, PI 
= c, and either P2 = ßo and P3 = ßI , 0 1 p : = KD = - l/ßI and 
P3 = Rt = - ßo/ßI. So we get: Yj - N(f(p,x;),a 2), where fis the 
regression function. 
The variances of B at a given concentration T were almost 
proportional to the correspor. "ng mean values. This was en-
sured by the Bartlett -test for har Jskedacity, which gave highly 
significant X2-va!ues for the f(' 1h B-data (XZC7) = 141.8 + + + 
for the 2,4-D-d3t>1 and X2(6) = 26.8 + + + for the NAA-data), 
whereas for In(B) no differe,1c '!s in the variances could be 
proved (X2(7) = 7.8- and X2(6) = 5.2-, resp). Therefore we used 
the logarithmic data for regression analysis and obtained for 
the regression equation: Yi = In(Bj) and f(P,Xi) = In[c Fi + ßo 
F;I(1- ßI F;)] when plotting B versus F, and f(p,x;) = 
In[ROOT(c (Ti - <p) + ßo (Ti - <p)/ (1- ßI (Ti - <p) )-<p; <p)] when 
plotting B versus T. The operator ROOT( expr( <p,p); <p) impli-
citely defines the function <p(p) as being the solution of the 
equation expr( <p,p) = O. 
0 -0 B/F·102 
0-'-0 Bs pI f.1 02 a = 2,4-0 
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The values (ßO,ßl) can either be directly considered as para-
meters of the regression model or as functions of the parame-
ters(Ko,Rt)byputtingßl = -I/Koandßo = -ß1/~ = Rl 
K o· 
b. Parameter Estimation 
Parameter estimation in a regression analysis can be perf ormed 
by the method of maximum likelihood. If errors are assumed to 
be normally distributed, then we get for the logarithmic likeli-
n 
hood function: llf(p) = In (i~ density of observation i, 
normally distributed errors assumed) = - 0.5 n In( cr2) - 0.5 
n 
cr- 2 SQ(y,x,p), where SQ(y,x,p) = i~ [Yi - f(P,Xi)f. The 
function llf(p) has to be maximized with respect to the parame-
ter vector (p,cr2). This is equivalent to first calculating the esti-
mates p by minimizing SQ(y,x,p) and then putting &2 = 
SQ(f,x,p)/n. Generally, &2 will be biased, i.e. E(&2) < cr2, 
but as in practice we will always have n > m = number of com-
ponents of p, this bias will not seriously afflict the results. 
For optimizing SQ(y,x,p), an iterative algorithm has to be 
. used: Starting from an initial guess Po, we get, at each iteration 
step r, a refined guess Pr+ I by first calculating a new search di-
rection Pr within the rn-dimensional parameter space, and then 
searching the optimum along Pr + t . d r by a one-dimensional 
optimizing procedure. To get the search direction d" we used a 
method proposed MARQUARDT (1963), based on a precedent 
paper of LEVENBERG (1944): dr is the solution of the matrix 
equation (E(Hr)+A . I) . dr = gr, where gr is the gradient 
(vector offirst derivatives) and Hr is the Hessian (matrix of sec-
ond derivatives) ofthe function to be optimized, at point p" I is 
the identity matrix, E is the expectation operator, and A is a 
scalar whose current value has to be fitted by a special proce-
dure. So we get an interpolation between the Newton-Raphson 
method (A = 0) and the method of steepest descent (A > 0). The 
Marquardt-Levenberg algorithm is especially recommendable 
in cases where the initial guesses are poor. 
The components of gr as weIl as of E(Hr) can easily be ex-
pressed in terms of the gradient of the regression function 
f(xi>Pr) and a constant, for 
_ 1 ~ 8f(P,Xi) ( _ ) 
gr = 2 * L.." --- I' - - * f(P,Xi) - Yi and 
a i~1 8pj P=Pr 
1 ~ 8f(P,Xi) 8f(p,Xi) _ _ 
[E(Hr)]j,k = -2 * L.." -- * --IP=Pr 
a i~1 8pj 8Pk 
For the subsequent one-dimensional optimization, several 
computer programs are available in standard program pack-
ages. 
The programs needed to ca1cu1ate the function value f(Xi'P) 
and the gradient vector grad f(Xi'P) were automatically gen-
erated by the LIBAFORM system (described in QUEDNAU 1975, 
1980, 1981), which is ab1e to transform mathematical formulas 
into computer programs. In our case, the generation of suitable 
PL/I-subroutines was initiated by writing 
PAR_LIST: = (C; BETAO; BETA 1); 
or PAR_LIST: = (e; KD ; RT) ; BETAO : = RT I KD ; BE-
TAl: = -lIKD; 
FREE: = TOTAL(I) - BOUND(I); TOT: = TOTAL(I); 
EXPR: = C* FREE + BETAO· FREE I (1 - BETA1· 
FREE); 
or EXPR: = ROOT (C' (TOT - PHI) + BETAO' (TOT -
PHI) I (1 - BETA 1· (TOT - PHI) - PHI; PHI); 
EXPR: = LOG (EXPR); ST: = QUOTE (DECLARE 
(BOUND('), TOTAL(·), EXTERNAL CONTROLLED;); 
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PROGRAM: = SUBFG (name_oLdesired_subroutine; 
EXPR; PAR_LIST; ST); 
Initial guesses for the parameters were achieved by linear re-
gression analysis as described in the introduction. A logarith-
mic transformation was not necessary here, as the variances of 
the B/F revealed no significant differences (results of Bartlett-
tests:x2(7) = 8.4-andX2(6) = 9·n· 
c. Construction of Confidence Intervals 
The estimate vector p is asymptotically distributed like an m-
dimensional normal with expectation P = true parameter vec-
tor and dispersion matrix 
D = - [E(H)]-I "" SQ(Y,x,p)ln * 
[( i: 8f(p,xä * 8f(P,Xi)) _ -.:.] - I = Ö, i~1 8pj 8Pk Ip=p 
where H is the Hessian ofllf at point p. 
In our case, we are only interested in a w-dimensional sub-
vector g ofp, where w = 2, g = (ßo, ßl) or (Ko, ~), and cis a 
noise parameter. We can express g as the matrix product 
Iw,rn p, with Iw,rn = (~~ ~). From this we get asymptotically: 
p - p ~N(O, D) => Iw,rn p- Iw,rn P = g - g- ~ N(O, 
Iw,rnD I!,rn) => (g - g-? (lw,rn D I!,rn)-I(g - g-) ~ X2(w) => 
with prob ability I - a => (g - g-? (lw rn Ö I! rn)-I (g - g-) -
2 ' , Xl-a,w ~ O. 
The boundaries of the ellipse defined by the above inequa-
tion give a two-dimensional confidence interval for the para-
meter vector (P2,P3) = (ßO,ßl) or (Ko,Rt). One-dimensional si-
multaneous confidence intervals for P2 and Pl can be obtained 
by calculating the extreme values of the respective parameters 
within the confidence ellipse. Writing c = (1,0) or (O,I?, 
resp., we get the extreme values of CT g = P2 or Pl under the 
constraint S: (g - g-)T (lw rn D I!rn)-I (g - g-) - XLaw ~ 0 
by mi~max (CT . g) = ~T g- ~(X2 CT I Ö IT ' c)O.5 giS , I-a,w w,rn w,rn 
(SCHEFFEl, 1953). Ifthe regression function is linear, then we ob-
tain exact confidence intervals by the ellipse method when re-
placing xi -a,w by FI-a,w,n-rnw SQ(y,x,p) I (n - m). 
In many applications, the approximation of the estimate dis-
tribution by the normal gives satisfying results (SPROTT, 1973); 
in some cases, however, considerable bias can occur (SPROTT 
and KALBFLEISCH, 1969). Therefore we improved the approxi-
mate limits of confidence intervals achieved as described above 
by a more exact method which makes use ofthe distribution of 
the likelihood function. 
Let <J>23(P2,Pl) = llf ePt,P2,Pl), wherepl is fitted such that it 
maximizes llf (and, consequently, minimizes 
SQ[f,X,ePt,P2,Pl)]) for given values P2 and Pl' Writing P2 and Pl 
for the respective true parameters, we get for the A-criterion of 
NEYMANandPEARsoN(1928): - 21n(A) = 2 [llf(p) - <J>23 
(P2,P3)] ~ X2(2) => with prob. 1 - a => llf(p) - <J>2 3(P2,P3) ~ 
0.5XLa2 ~ o (WILKS 1938). Puttingllf(p) = -0.s'nln(&2)-
0.5 SQ(f,x,p) I &2, with &2 = SQ(y,x,p) I n, the following 
inequation holds with probability I - a: In[SQ(y,x ,ePt,P2,P3) ] 
-ln[SQ(y,x,p)]- XLa2/n ~ 0-= SQ[(y,X,ePt,P2,P3)] ~ 
SQ(y,x,p) exp , 
(XLa2 /n). 
The boundaries of a two-dimensional (I - a )-confidence re-
gion are given by those values (P2,P3) which turn the above in-
equation into an equation when taken for (P2,P3). 
Let now \/f2(ih) SQ[y,X,ePt,P2P3)], \/f(P3) 
SQ (y,X,ePt,P2P3)] and \/fdp2,P3) = SQ[y,X,ePl,P2,P3)], 
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where the Pi are fitted to minimize the SQ for the respective f\ or 
(j\,PI)' One-dimensional simultaneous confidence intervals 
forp2 (orp3) can be obtained by computingthe rootofthe func-
tionf2(P2) = \!f2(P2) - SQ(y,x,p)exp(XLa,2/n)(orf3(p3) = 
\!f3(P3) ... ). The boundaries ofthe two-dimensional confidence 
region for (P2,P3) can be calculated by finding the root of Y(P3) 
= f2,3(P2,P3) = \!fdp2,P3) - SQ(y,x,p) exp (XT - a,2 I n) for 
several P2, which belong to the confidence interval for P2. 
At each iteration step of the root finding procedure, the SQ 
have to be minimized under the constraint that some of the 
components of p(those which figure as arguments in the resp. 
\!f-functions) have to be taken as fixed. 
The constraint minimization was done by a modified Mar-
quardt-Levenberg method, where only those components of g 
and H which don't correspond to the fixed §-components, 
were used for calculating the search direction d r' In the case of 
a nonlinear regression analysis, the construction of confidence 
iiltervals by a root finding algorithm had tumed out to give a 
faster convergence than the use of Lagrange multipliers as de-
scribed in QUEDNAU (1981), in spite of the nested iteration 
procedures required here. The confidence intervals of Ko and 
Rt in the case of the linear regression can be obtained by the 
confidence ellipse for (ßo,ßt): The lower (upper) limit of Ko is 
equal to the negative reciprocal of the lower (upper) limit of ß t, 
and the limits of Rt are given by the negative reciprocal of the 
slopes of the two tangents with zero-intercept, which touch the 
confidence ellipse for (ßo,ßt). In cases, however, where the con-
fidence interval of ßt contains zero, no confidence intervals for 
Ko and Rt can be constructed, because lim (Ko = - I I ßt) = 
lim (Ko = - ßo/ ßt) = ± infinity. ß,-O 
ß,-O 
The computations which were necessary for the automatie 
program generation and the statistical analysis ofthe data were 
performed on the IBM 370/ 168 computer of the university of 
Bonn. 
Results and Discussion 
Binding data were obtained at 8 total concentrations of ligand 
with 4 to 7 Bound values at each concentration (2,4-D-data), 
and at 7 concentrations of ligand with 6 to 8 Bound values at 
each concentration (NAA-data). In both cases, the range ofto-
talconcentrationwasfrom5.6· 1O - 8 to 1 . lO - smol/l.Linear 
regression (Bspe/ F versus Bspec) was based (1) on the mean va-
lues of Bound obtained at the 4 lowest concentrations ( = line-
arly descending part ofthe Scatchard plot) and (2) on the single 
Table I. Point and interval estimates ofthe parameters involved in a Scatchard plot 
Ko and Rt are given in [~mol/ll , ß, in [(~molllt'l 
Hormone' 2,4-D NAA 
Parameters c ßo ß, Ko Rt c ßo ß, Ko Rt 
I. Point estimates 
achieved by plotting 
a.l) Bspec/Fvs Bspec 
based on single values 0.110 0.195 - 2.029 0.493 0.0959 0.0225 0.0404 - 0.530 1.887 0.0763 
,a.2) Bspec/ Fvs Bspec 
based on me an values 0.110 0.234 - 3.927 0.255 0.0595 0.0225 0.0585 - 4.441 0.255 0.0132 
b)' Bound vs Free 0.0012 0.265 - 6.867 0.146 0.0386 0.0143 0.0547 -- 0.686 0.0375 
hl.458 
c) BoundvsTotal 0.112 0.264 - 6.893 0.145 0.0383 0.0143 0.0545 - 1.436 0.696 0.0379 
II . Limits of simultaneous 
confidence intervals 
(a = 0,05) 
achieved by plotting 
a.1) Bspec/ Fvs Bspec } 0.136 - 4.505 - - 0.0244 - 3.656 - -
based on single values 0.253 0.447 - - 0.0565 2.596 - -
a.2) Bspec/Fvs Bspec } 0.100 - 9.641 - - 0.0487 - 6.330 0.158 0.0106 
based on mean values 0.368 1.788 - - 0.0683 - 2.553 0.392 0.0194 
b.1) Bound vs Free } 0.174 -13.053 0.014 0.0134 0.0449 - 2.745 0.081 0.0070 ellipse method 0.356 - 0.681 0.277 0.0639 0.0645 - 0.171 1.291 0.0679 
b.2) Bound vs Free } 0.194 -19.663 0.051 0.0197 0.0454 - 3.850 0.260 0.0164 max.1ikel. method 0.416 - 3.124 0.320 0.0705 0.0678 - 0.564 1.772 0.0954 
c. l) Bound vs Total } 0.167 -13.177 0.013 0.0135 0.0446 - 2.704 0.081 0.0071 ellipse method 0.361 - 0.609 0.277 0.0631 0.0643 - 0.168 1.312 0.0687 
c.2) Bound vs Total } 0.189 -19.324 0.052 0.0199 0.0452 - 3.759 0.266 0.0167 max. 1ikel. method 0.417 - 3.120 0.321 0.0690 0.0676 - 0.562 1.781 0.054 
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Bound values at the 410west concentrations. The nonlinear re-
gression analyses (Bound versus Free and Bound versus Total) 
were based on the single Bound values in the whole range of da-
tao Table I shows the parameter estimates and the limits of si-
multaneous confidence intervals achieved by these analyses. 
The error probability of the confidence intervals is 0.05. 
It is evident that the linear estimates are biased to such an ex-
tent that many of them lie outside the confidence intervals of 
the respective parameters obtained by the nonlinear methods. 
Only in one case (mean values, NAA-data), the upper confi-
dence limit of ßl remained negative, but the confidence inter-
vais far Ko and Rt which are achieved from the confidence re-
gion for (ßo,ß,) are completely unrealistic. So the results of a 
linear regression analysis ofbinding data have tumed out to be 
rather poor. 
The results of the two nonlinear regression analyses differ 
only very slightly from each other, although the B vs F-regres-
sion is not correct from a statistical point ofview. So it can be 
concluded that both methods are equivalent in practical appli-
cation, at least as long as the data to be analysed are approxi-
mately in the range of the data presented here. Confidence in-
tervals which are calculated by the ellipse method differ consid-
erably from those obtained by using the maximum likelihood 
Fig. 2. Two-dimensional confidence regions (a = 0.05) for the pa-
rameters Ko and Rt• 
dotted li ne : obtained by the ellipse method 
straight line: obtained by the maximum likelihood method 
2,4-D-dala 
R l [.IJ.M/ l j 
0.07 
0.06 
0.05 
0.04 
0.03 
0.02 
0.01 
0.08 0.16 0.24 0.32 K D [.IJ.M / l j 
NAA-da.la. 
R l [.IJ.M / l j 
0.10 
0.08 
0.06 
0.04 
0.02 
0.40 0.80 1.20 1.60 KD[.IJ.M /lj 
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function. This finding is confirmed by the shape ofthe two-di-
mensional confidence regions far (Ko,Rt ) which is quite differ-
ent from the ellipse constructed under the assumption of nar-
mally distributed estimates (fig. 2). Apparently, the estimate 
distribution is rather far from normality, such that confidence 
regions for the parameters involved in a Scatchard plot should 
be caculated by a constrained optimization of the maximum 
likelihood function. 
The physiological data will be presented and discussed in a 
separate paper (J ACOBSEN et al., 1981). 
References 
BATT, S., M. A. VENIS: Separation and localization oftwo c1asses of 
auxin binding sites in corn coleoptile membran es. Planta 130 (1976) 
15-21 
BATT, S., M. B. WILKINS, M. A. VENIS : Auxin bin ding to corn coleoptile 
membranes: Kinetics and specificity. Planta 130 (1976) 7-13 
BHA TT ACHARYYA, K., B. B. BISWAS: Membrane bound auxin receptors 
from Avena roots. Indian J. Biochem. Biophys. 15 (1978) 445-448 
CHAMNESS, G. c., W. L. Mc GUIRE: Scatchard plots: Common errors 
in correction and interpretation. Steroids Vol. 26 (4) (1975) 538-542 
DÖLLSTÄOT, R., K. HIRSCHBERG, E. WINKLER, G. HÜBNER: Bindung 
von Indolylessigsäure und Phenoxyessigsäure an Fraktionen aus 
Epikotylen und Wurzeln von Pisum sativum. Planta 130 (1976) 105-
111 
DORHMANN, U., R. HERTEL, H. KOWALLlK : Properties ofauxin bind-
ing sites in different subcellular fractions form maize coleoptiles. 
Planta 140 (1978) 97-106 
ESEN, A.: A simple method for qualitative, semiquantitative and quan-
titative assay of protein. Analyt. Biochem. 89 (1978) 264-273 
FAuRE, A., C. NEMOZ, B. CLAUSTRAT, J. SITE: A computer program for 
determination of equilibrium constants and binding site concentra-
tions in radioimmunoassay systems. Computer Programs in Bio-
medicine 12 (1980) 19-26 
HERTEL, R., K. S. THOMSON, V. E. A. Russo: In-vitro auxin binding to 
particulate cell fractions from corn coleoptiles. Planta 107 (1972) 
325-340 
IHL, M . : Indole-acetic acid binding proteins in soybean cotyledon. 
Planta 131 (1976) 223-228 
JACOBS, M., R . HERTEL: Auxin binding to subcellular fractions from 
Cucurbita hypocotyls : In-vitro evidence for an auxin transport car-
rier. Planta 140 (1978) 1-10 
JACOBSEN, H.-J., H . W. INGENSIEP, M. HERLT: Action of auxin in pea: 
IH. Soluble auxin binding proteins in pea epicotyls. (in preparation) 
(1981) 
KENOE, H., G . GARONER: Hormone binding in plants. Ann. Rev. Plant 
Phys. 27 (1976) 267-290 
LEMBI, C. A., D. J. MORRE, K. S. THOMSON, R. HERTEL: I-N-Naph-
tylphthalamic acid bin ding activity of plasma membrane rich frac-
tion from maize coleoptile Planta 99 (1971) 37-45 
LEVENBERG, K .: A method for the solution of certain non-linear prob-
lems in least squares. Quart. Appl. Math. 2 (1944) 164-168 
LIBBENGA, K. R.: Hormone receptors in plants. In: Frontiers of plant 
, tissue culture pp 325-333, Thorpe, T. A. ed. - International Associa-
tion of Plant Tissue Culture, Calgary / Alb. Canada (1978) 
MARQUAROT, D. W.: An algorithm for least squares estimation of non-
linear parameters. J. SOC. Indust. Appl. Math 11 (1963) 431-441 
MA TTHYSSE, A. G. , C. PHILLIPS : A protein intermediary in the interac-
tion of a hormone with the genome. Proc. Nat. Acad. Sci. USA 63 
(1969) 897-903 
NEYMAN, J., E. S. PEARSON : On the use and interpretation of certain 
test criteria for purposes of statistical inference. Biometrika 20 A 
(1928) 175-240,263-294 
OOSTROM, H ., M. A. V AN LoOPIK-DETMERS, K. R. LIBBENGA: A high af-
finity receptor for indoleacetic acid in cultured tobacco pith ex-
plants. FEBS Letters 59 (2) (1975) 194-197 
OOSTROM, H ., Z. KULESCHA, T. B. VAN VLIET, K. R. LIBBENGA: Charac-
terization of a cytoplasmic auxin receptor from tobacco pith callus. 
Planta 149 (1980) 44-47 
EDV in Medizin und Biologie 3/ 1981 
88 WEBER/ LIEBIG, Anpassung einer Ausgleichsfunktion 
POLYA, G. M., A. W. DAVIS: Properties of a high-affinity cytokinin-
binding protein from wheat. Planta 139 (1978) 139-147 
PRIORE, R. L., H. E. ROSENTHAL : A statistical method forthe estimafion 
of binding parameters in a ~omplex system. Anal. Biochem. 70 
(1976)231-240 
QUEDNAU, H. D.: LIBAFORM - Eine Computersprache zur symbo-
lischen Verarbeitung mathematischer Formeln auf LISP-Basis. 
Angewandte Informatik 18 (1975) 168-174 
-,-: Erweiterung des LIBAFORM-Systems zur automatischen Erzeu-
gung von Programmen in höheren Programmiersprachen. An-
gewandte Informatik 22 (1980) 194-196 
-,-: The use of a symbol processing computer language in point estima-
tion of parameters and construction of confidence intervals. Bio-
metr. J . (1981) in press 
RA Y:, P. M. : Auxin-binding sites of maize coleoptiles are localized on 
membranes ofthe ER. Plant Phys. 59 (1977) 357-364 
RAY, P. M., U. DOHRMANN, R. HERTEL: Specificity of auxin-binding 
sites on maize coleoptile membranes as possible receptor sites for 
auxin action. Plant Phys. 60 (1977) 585-591 
Roy, P., B. B. BISWAS : A receptor protein for IAA from plant chromat-
in and its role in transcription. Biochem. Biophys. Res. Comm 74 (4) 
(1977) 1597-1606 
EDV in Medizin und Biologie 12 (3), 88-92, ISSN 0300-8282 
SCATCHARD, G.: The attractions of proteins for small molecules and 
ions. Ann. N. Y. Acad. Sci. 51 (1949) 660-672 
SCHEFFE, H.: A method for judging all contrasts in the analysis of var-
iance. Biometrika 40 (1953) 97-104 
SPROTT, D. A.: Normallikelihoods and their relation to large sampie 
theory of estimation. Biometrika 60 (1973) 457-465 
-,-, J. D. KALBFLEISCH : Examples of likelihood and comparisons with 
point estimates and large sam pie approximations. J. Am. Statist. Ass. 
64 (1969) 468-484 
VENIS, M. A.: Solubilization and partial purification of auxin-binding 
sites of com membranes. Nature 266 (1977) 268-269 
WARDROP, A. J., G. M. POLYA: Properties of a soluble auxin-binding 
protein from dwarf bean seedlings. Plant Sci. Letters 8 (1977) 
155-163 
WILKS, S. S. : The large sampie distribution of the likelihood ratio for 
testing composite hypotheses. Ann. Math. Statist. 9 (1938) 60-66 
Eingegangen am: 4. 5. 8 1 
Anschrift der Verfasser: Dr. H. D. Quednau, Dr. H.·). Jacobsen, Institute ofGenetics, Univers· 
ity of Bonn, Kirschallee 1,0-5300 Bonn. 
© Eugen Ulmer GmbH & Co., Stuttgart ; Gustav Fischer Verlag KG, Stuttgart 
Anpassung einer Ausgleichsfunktion an beobachtete Werte 
W. E. Weber und H. P. Liebig 
Zusammenfassung 
Der Einfluß von x auf y kann statistisch durch eine Regres-
sionsfunktion y = g(x) geschätzt werden. In der umgekehrten 
Richtung lautet die Regressionsfunktion entsprechend x = 
h (y). Die beiden Funktionen fallen i. a. nicht zusammen, d. h., 
g(x) * h- 1 (x). Die Verwendung von zwei verschiedenen Re-
gressionsfunktionen fiihrt bei der Darstellung von Untersu-
chungsergebnissen zu Interpretationsschwierigkeiten. Das wird 
besonders deutlich, wenn der Zusammenhang grafisch darge-
stellt wird. Es werden daher Lösungsvorschläge fiir eine ge-
meinsame Regressionsfunktion gemacht, die in beiden Richtun-
gen benutzt werden kann. An Beispielen aus dem Pflanzenbau 
wird das Vorgehen erläutert. 
Summary 
The influence of x on y can be estimated by the regression 
function y = g(x). The corresponding regression function in the 
other direction is x = h(y). Generally both functions are not 
identical, i. e., g(x) * h-1(x). In practical problems two differ-
ent functions create difficulties in the interpretation, especially if 
the relationship is presented in an x ,y-diagram. Therefore me-
thods are proposed to estimate a common regression function 
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for both directions. The methods are illustrated with examples 
from the agronomy. 
1. Einleitung 
Die Abhängigkeit einer Zielgröße y von der Einflußgröße x 
läßt sich durch die Ermittlung einer Regressionsfunktion stati-
stisch beschreiben. Nur in seltenen Fällen ist dabei der Funk-
tionstyp von vornherein bekannt. In der Mehrzahl der Fälle 
wird auf eine Standardfunktion (Polynom, Exponentialfunk-
tion u. a.) zurückgegriffen. Bei der Berechnung der Regres-
sionsfunktion wird dabei x als fest vorgegeben betrachtet und y 
als Funktion vonx aufgefaßt. Zu jedem x-Wert wird ein Schätz-
wert 9 = g (x) für y ermittelt. Nach der Methode der kleinsten 
Quadrate ist g (x) so zu bestimmen, daß L: (y - 9)2 = Min! Be-
steht zwischen x und y ein einfacher linearer Zusammenhang, 
lautet die Regressionsgerade 9 = g (x) = bo + b1x. Diese Re-
gressionsgerade kann aber nicht benutzt werden, um umge-
kehrt zu einem vorgegebenen Wert von y einen Schätzwert x zu 
ermitteln. Hierzu muß eine andere Regressionsgerade x = h (y) 
= Co + ClY bestimmt werden. Beide Regressionsgeraden fallen 
normalerweise nicht zusammen. SNEDECOR und COCHRAN 
(1967) nennen eine wichtige Ausnahme. Wenn die x-Werte fest 
vorgegeben sind, so ist nur die Regressionsfunktion 9 = g (x) 
sinnvoll. Sollen zu weiteren y-Werten die x-Werte geschätzt 
werden, dann ist diese Funktion zu benutzten. 
Bei der Darstellung von Untersuchungsergebnissen er-
schwert die Angabe mehrerer Regressionsfunktionen für den 
Zusammenhang zwischen denselben Merkmalen die Interpre-
tation. Wird der Zusammenhang grafisch dargestellt, so sind 
mehrere Zeichnungen bzw. mehrere Kurven in einer Zeich-
nung erforderlich. 
Im folgenden werden Vorschläge gemacht, bei denen die 
bei den Regressionsfunktionen durch eine gemeinsame Regres-
sionsfunktion ersetzt werden, die die Abhängigkeit in bei den 
Richtungen möglichst gut beschreibt. Diese Regressionsfunk-
tion liegt zwischen den bei den ursprünglichen Funktionen. N e-
ben der RegressionsgeradeiJ. und dem Polynom 2. Grades wird 
dabei der periodische Zusammenhang zwischen der Wachs-
tumsdauer gärtnerischer Kulturen und der Jahreszeit genauer 
untersucht. Das Vorgehen wird an Beispielen aus der Produk-
tionsplanung für Unterglasgemüse (KRUG und LIEBIG, 1979) 
erläutert. 
2. Methoden 
Die Regressfunktion Sr = g (x) wird nach der Methode der 
kleinsten Quadrate so geschätzt, daß L (Yi - g(Xi»2 = Min! ist. 
Der Index i für die einzelnen Messungen kann im folgenden 
entfallen. Entsprechend ist für x = h(y) der Ausdruck L (x-
h(y»2 zu minimieren. Es liegt daher nahe, für eine gemeinsame 
Ausgleichsfunktion 
(1) 
zu fordern mit x = f - I(y) als Umkehrfunktion zu Sr = f(x). 
Über die Gewichte w\ und W2 können auch Unterschiede in der 
Dimension von x und y berücksichtigt werden. Die Regres-
sionsfunktion dient nur der Beschreibung. Über die Verteilung 
der x- und y-Werte werden keine Annahmen gemacht. Daher 
sind auch keine Tests möglich. 
Werden in (1) die partiellen Ableitungen nach den Regres-
sionskoeffizienten Null gesetzt, entsteht i. a. ein nichtlineares 
Gleichungssystem, zu dessen Lösung Näherungsverfahren ein-
gesetzt werden müssen. Diese setzen eine gute Anfangslösung 
voraus. Für praktische Zwecke genügt oft eine einfache Regres-
sionsfunktion : 
a) Regressionsgerade y = bo + b\ x, 
b) Polynom 2. Grades: y = bo + bl X + b2 x2 oder 
c) Exponentialfunktion y = bo e blx. 
Die Exponentialfunktion kann linearisiert werden durch In y 
= In bo + bl x. Daher sollen nur die Regressionsgerade und 
das Polynom 2. Grades eingehender betrachtet werden. Eine 
andere Situation liegt vor, wenn der Zusammenhang zwischen 
zwei Zeitpunkten x und y betrachtet wird, wobei x den Anfang 
und y das Ende eines Prozesses darstellen. Wird die Dauer y - x 
gegen x oder y aufgetragen, ergibt sich häufigein periodischer 
Zusammenhang. Nach einem festen Zeitintervall kehrt die 
Dauer auf denselben Wert zurück. Die Periodenlänge beträgt 
bei Wachstumsprozessen der meisten gärtnerischen Kulturen 1 
Jahr. Der Zusammenhang zwischen x und y ist über einen Zeit-
raum von vielen Perioden hinweg annähernd linear. Von Inter-· 
esse ist aber die Abweichung innerhalb einer Periode. Sie kann 
indirekt über die Beziehung zwischen der Dauer und einem Be-
zugszeitpunktz = (l-c) x + cyermitteltwerden.DieWahlvon 
c erfolgt so, daß 
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3. Spezielle Regressionsfunktionen 
3.1. Regressionsgerade 
Die allgemeine Form Y = bo + bl X für eine Regressionsgera-
de vereinfacht sich zu Sr = bl x, wenn die Abweichungen x = X 
- X und y = Y - Y betrachtet werden. Die Umkehrfunktion 
lautet dann x = y/bl. Damit ist 
zu bilden. Wird die Ableitung nach b l Null gesetzt, ergibt sich 
die Gleichung 
oder 
WI(bI4LX2-b\3LXY) + W2(b\LXy- Ly2) = 0 (2) 
Dieses Polynom 4. Grades kann mit einem geeigneten Nä-
herungsverfahren (z. B. dem Newtonschen Näherungsverfah-
ren) mit der Anfangslösung bl = L xy /LX 2 gelöst werden. 
An Stelle der nach Kriterium (1) geschätzten Geraden kann 
auch die erste Hauptachse ermittelt werden, bei der die Summe 
der Quadrate der Abstände von der Geraden ein Minimum ist. 
Die Hauptachsengleichung lautet 
y = 2XLXY/[LX2-Li + [V( Ly2_ LX2? + 4(LXy)2]] (3) 
Die Hauptachse fällt nicht mit der oben beschriebenen Gera-
den zusammen. 
Beispiel 
Im Institut für Gemüsebau wurde in zwei Gewächshäusern 
zeitlich parallel die Einstrahlung (in kW 1m2) gemessen. Zwi-
schen bei den Meßreihen besteht offensichtlich eine lineare Be-
ziehung. Für die Zukunft ist vorgesehen, die Messung nur in ei-
nem Haus durchzuführen und die Einstrahlung für das andere 
Haus jeweils zu schätzen. In welchem Haus die Messung erfol-
gen soll, liegt nicht fest. Es soll jedoch für beide Richtungen der 
Vorhersage die gleiche Regressionsgerade benutzt werden. 
Die Schätzung erfolgt nach Gleichung (2). Zum Vergleich 
werden auch die beiden einfachen Regressionsgeraden y = c\x 
und x = (~l) Y mit Cl = L xy / L x2 und d\ = Li / L xy und 
die Hauptkomponentenlösung nach Gleichung (3) angegeben. 
Die Gewichte Wl und W2 sind bei dieser Aufgabe gleich. Die sta-
tistischen Parameter sind in Tab. 1 zusammengestellt. Da der 
. Zusammenhang s{!hr eng ist, sind die Unterschiede nur klein. 
Von den einfachen Regressionsgeraden ist y = c\x etwas besser 
1 
alsy = (dl)x. 
Tabelle I. Schätzen einer Regressionsgeraden zwischen Strahlungs-
messungen in zwei Gewächshäusern 
Verfahren lRegressions u = L(Y-:W v = L(X-X)2 u+v 
koeffizient 
Y = CIX 1,0925 4,389 3,677 8,066 
x = (l/dl)y 1,1024 4,447 3,659 8,106 
gemeinsame Re- 1,0925 4,389 3,677 8,066 
gressionsfunk-
ti on (GI.2) 
Hauptkompo- 1,0941 4,395 3,672 8,067 
nente(GI. 3) 
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3.2. Polynom 2. Grades 
Die Umkehrfunktion zu y = bo + b,x + b2x2lautet 
x = -0,5b,/b2 ± [v'0,25b,2_bob2 + b2y]/b2 
Das Vorzeichen ist positiv, wenn x > - 0,5 b,/b2 ist. Die Re-
gressionskoeffizienten bo, b, und b2 sind so zu bestimmen, daß 
Q = w, L (y-bo-b,x-b2x2?+W2 L (x+0,5 b,/b2 
+ [v'0,25b,2_bob2 + b2y]/b 2? = Min! 
wird. 
(4) 
Die partiellen Ableitungen nach bo, b, und b2 führen zu ei-
nem nichtlinearen Gleichungssystem. Statt dessen kann auch, 
ausgehend von Anfangswerten für bo, b, und b2, das Minimum 
numerisch direkt gesucht werden. Als Anfangswerte können 
die Regressionskoeffizienten für y = bo + b,x + b2x2 benutzt 
werden. Beim Polynom 2. Grades ist zwar zu jedem x-Wert ein 
y-Wert definiert, nicht aber umgekehrt. Vielmehr muß hierzu 
b,2 ;;;. 4b2 (bo-Y) sein. Für praktische Zwecke ist dieses Problem 
von Bedeutung, wenn der Extremwert in den Beobachtungsbe-
reich fällt. An eine Ausgleichsfunktion, die in bei den Richtun-
gen benutzt werden soll, ist daher die Forderung zu stellen, daß 
auch für jeden y-Wert ein x-Wert schätzbar ist. Es kommen da-
her nur numerische Lösungen in Beracht, für die diese Bedin-
gung erfüllt ist. 
Beispiel 
Bei Rettich wurden die beiden Merkmale Frischgewicht (y) 
und Rübendurchmesser (x) bestimmt. Es ist nicht zu entschei-
den, welches Merkmal einfacher zu ermitteln ist. Der Zusam-
menhang zwischen x und y ist nichtlinear, wie aus Abb. I her-
vorgeht. Der Ansatz y = bo + b,x + b2x2 erscheint geeignet für 
die Beschreibung des Zusammenhanges, jedoch soll mit der 
gleichen Funktion auch von y auf x geschlossen werden kön-
nen. Daher sind die Regressionskoeffizienten aus Gleichung 
(4) zu schätzen. 
Da x und y in unterschiedlichen Einheiten gemessen wurden 
und die Varianzen folglich verschieden waren, wurden als Ge-
wichte die Kehrwerte der Varianzen benutzt: w, = 1Is/ und 
Abb. 1. Zusammenhang zwischen Durchmesser und Frischgewicht 
von Rettich-Rüben. 
9 
400 .c u 
.~ 
350 <1> Cl 
.c 
u 
'" 300 J: 
250 
200 
150 
,." 
100 .. , ." 
.. 
50 .. ,,, . 
0 Durchmesser 
0 10 20 30 40 50 60 70 mm 
EDVin Medizin und Biologie 3/ 1981 
Tabelle 2. Schätzen eines Polynoms 2. Grades für Rübendurchmesser 
(x) und Frischgewicht (y) bei Rettich 
(w, = l/sy' = 0,00021; W2 = l / s/ = 0,00280) 
Verfahren Regressionskoeff. u= v= 
bo b, b2 L (y-yY L(X-W W,U+W2V 
Y = bo + b,x 4,982 -1,554 0,094 182118 6405 55,32 
+ b2x2 
gern. Regres- 4,268 -1,509 0,094 182646 6202 54,86 
sionsfunk-
tion(GI.4) 
W2 = 1Is/. Tab. 2 enthält die Schätzwerte für diesen Ansatz 
und zum Vergleich den üblichen Ansatz, bei dem y die Zielgrö-
ße ist. Auch in diesem Beispiel sind die Unterschiede gering. 
3.3 Regressionsfunktion zur Vorhersage von Arifangs- bzw. 
Endzeitpunkt eines Wachstumsprozesses 
Für Anbauempfehlungen soll der Erntezeitpunkt E (entspricht 
y) für einen festen Aussaat- bzw. Pflanztermin A (entspricht x) 
geschätzt werden, aber auch umgekehrt zu einem vorgegebe-
nen Erntetermin der Aussaatzeitpunkt. Es besteht ein periodi-
scher Zusammenhang zwischen der Wachstumsdauer D = E-
A und der Jahreszeit. Dabei kann als Bezugspunkt für die Jah-
reszeit A, E oder ein beliebiger Punkt M = (l-c)A + cE zwi-
schen A und E herangezogen werden. 
Wenn nun für einen vorgegebenen Wert von A der Wert von 
E geschätzt werden soll, kann die Schätzung in der Weise erfol-
gen, daß zunächst der periodische Zusammenhang zwischen D 
und A durch die Regressionsfunktion g, (A) ermittelt wird. Dar-
aus ergibt sich wegen E = A + D als Schätzfunktion für E 
E = A + g,(A) = g(A). 
In ähnlicher Weise ist wegen A = E - D 
Ä = E-h, (E) = h (E), 
wenn der Zusammenhang zwischen D und E durch die pe-
riodische Regressionsfunktion h1 (E) geschätzt wird. Beide 
Schätzgleichungen fallen nicht zusammen, d. h., es gilt nicht 
h(E) = g-I (E). 
Eine gemeinsame Regressionsfunktion ergibt sich, wenn 
gl(A) und h,(E) durch eine periodische Funktion f1(M) für ei-
nen einheitlichen Bezugspunkt M ersetzt werden. Die Schätz-
funktionenfürEundAlautendannE = A + f1(M)undÄ =E 
-= f1 (M). Da M von A und E gleichzeitig abhängt, können E und 
A nur iterativ geschätzt werden. Die Güte der Anpassung hängt 
von der Lage des Bezugspunktes M ab. Die optimale Lage er-
gibt sich aus der Bedingung 
Q = Wl L (E-E)2 + W2 L (A - Ä)2 = Min! 
Eine geeignete periodische Funktion für den Zusammen-
hang zwischen der Dauer und einem Bezugszeitpunkt M ist die 
Sinusfunktion. Der nichtsinusförmige Verlauf wird durch Ein-
beziehung einer Sinusfunktion mit der halben Periodenlänge 
berücksichtigt. Sinusschwingungen mit höherer Frequenz er-
wiesen sich im Beispiel als nicht notwendig, der Ansatz kann 
aber entsprechend erweitert werden. 
Die Schätzfunktion für die Dauer lautet dann: 
Ö = f1 (M) = al + b1sin(x) + b2cos(x) + b3sin(2x) + 
b4cos(2x) (5) 
mit x = 211: M/365, wenn M in Tagen angegeben ist. Die Güte 
der Anpassung kann durch 
gemessen werden und hängt von der Lage des Bezugspunktes 
Mab. 
Die Abhängigkeit der Wachstumsdauer von der Jahreszeit 
ist auf zahlreiche klimatische Faktoren, wie Tageslänge, Ein-
strahlung und Temperatur zurückzuführen. Damit die Funk-
tion f1(M) richtig geschätzt werden kann, sind Versuche erfor-
derlich, die dem durchschnittlichen Witterungsverlauf gut ent-
sprechen. In einzelnen Jahren gibt es immer Abweichungen, 
z. B. durch wolkenarme Perioden mit hoher Einstrahlung. Bei 
Gewächshauskulturen kann zusätzlich durch Heizung die 
Temperatur verändert werden. Abweichungen vom durch-
schnittlichen Verlauf sollen durch die zusätzliche Einbezie-
hung der Strahlung (S) und der Temperatur (T) als Einflußgrö-
ßen erfaßt werden. Dabei werden Wechselbeziehungen zwi-
schen Mund S sowie zwischen Mund T nicht berücksichtigt. 
Die Strahlung kann über die mittlere tägliche Einstrahlung 
während der Wachstumsdauer erfaßt werden: 
E 
S = E SieD +l)die EinstrahlunginkW/m2 amTagi. 
i = A 
In gleicher Weise wird eine mittlere Temperatur aus Tagesmit-
te1werten errechnet. 
Strahlung und Temperatur sollen nur insoweit berücksich-
tigt werden, als sie den Grundzusammenhang Ö = f1(M) mo-
difizieren, d. h., es wird der Zusammenhang zwischen der Ab-
weichung R = D - f1 (M) und den Witterungsfaktoren Sund T 
geschätzt. Für diese Schätzfunktion 
R = f 2 (S, T) 
wird neben dem linearen Ansatz 
f2(S, T) = bo + bsS + b6T 
auch der quadratische Ansatz 
(6) 
(7) 
f2(S, T) = bo + bsS + b6T + b7S2 + bsT2 + b9 S T (8) 
benutzt. 
Zunächst wird der Fall betachtet, daß E aus A geschätzt wer-
den soll. Für Sund Twerden die gemessenen Werte benutzt. Da 
E und damit die Dauer unbekannt ist, kann auch M nicht ange-
geben werden. Die Lösung muß daher iterativ gesucht werden. 
Wir setzen im ersten Schritt M = MI und erhalten D1 und EI' 
Dann kann überprüft werden, wie groß die Abweichung 
(9) 
ist. Für die Lösung Ö ist die Abweichung Null. Die Güte der 
Anpassung wird über die Summe der Abweichungsquadrate E 
(E-E)2 gemessen. In gleicher Weise ist es möglich, für einen 
vorgegebenen Wert E den Wert Äzu schätzen und E (A_Ä)2 zu 
bilden. Nun wird experimentell der Wert für c ermittelt, bei 
dem 
Q = Wl E (E_E)2 + W2 E (A-Ä? = Min! 
Bei der Bestimmung der Abweichung /). nach Gleichung (9) 
werden für Sund T die im Versuch gemessenen Werte einge-
setzt. Diese stehen jedoch für eine Prognose nicht zur Verfü-
gung. Die Prognose kann daher nur für einen durchschnittli-
chen Witterungsverlauf erfolgen, wobei die Temperatur bei 
Gewächshauskulturen über die Heizung teilweise steuerbar ist. 
KRUG und LIEBIG (1979) haben für den Standort Hannover die 
Abhängigkeit der Strahlungs- und Temperaturbedingungen im 
Gewächshaus von der Einstrahlung und von der Temperatur 
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im Freiland bestimmt. Aus den langjährigen Aufzeichnungen 
über die Witterung im Freiland können daraus für jeden Tag 
die durchschnittliche Einstrahlung und Temperatur im Ge-
wächshaus bei verschiedenen Reglereinstellungen geschätzt 
werden. 
Beispiel 
Die Bestimmung des Bezugspunktes M und die Aufstellung ei-
ner Regressionsfunktion soll an einem Versuch mit Rettich dar-
gestellt werden. 48 Parzellen wurden zu verschiedenen Zeiten 
ausgesät und unter verschiedenen Reglereinstellungen kulti-
viert. Zunächst wurden die Koeffizienten b1 bis b4 aus Glei-
chung (5) geschätzt. Gleichung (6) liefert zusammen mit Glei-
chung (7) Schätzwerte für bs und b6 und mit Gleichung (8) für 
bs bis b9• Tabelle 3 gibt das Bestimmtheitsmaß in Abhängigkeit 
von c für die Gleichungen (5) und (6) mit (7) bzw. (8) an. Das 
Bestimmtheitsmaß ist für mittlere Werte von c am größten. Ta-
belle 4 enthält die Summe der Abweichungsquadrate E (A_Ä)2, 
E (E_E)2 und [L (A - Ä)2 + L (E_E)2], wenn die Regres-
sionsfunktion zur Vorhersage der Ernte bzw. der Aussaat unter 
der Annahme einer Durchschnittswitterung benutzt wird. Es 
lohnt sich nicht, zusätzliche Koeffizienten für einen nichtline-
aren Einfluß von Strahlung und Temperatur zu berücksichti-
gen, zumal die Schätzwerte der Koeffizienten dann mit größe-
ren Fehlern behaftet sind. Die Summe der Abweichungsqua-
drate ist für die Aussaat erheblich größer als für die Ernte. Wird 
Tabelle 3'. Bestimmtheitsmaß (in %) bei Versuchen zur Wachstums-
dauer bei Rettich 
c f1 (M) f2 (S, T) (Gleichung 6) mit 
(Gleichung 5) Gleichung 7 Gleichung8 
-
° 
87,8 29,4 41,7 
0,1 90,5 31,2 42,6 
0,2 91,9 33,8 46,0 
0,3 92,4 35,8 49,0 
0,4 92,2 37,6 51,2 
0,5 91,6 38,9 51,8 
0,6 90,6 39,8 51,2 
0,7 88,9 39,9 49,7 
0,8 86,3 38,6 47,5 
0,9 82,2 36,7 46,5 
1,0 76,2 34,6 47,6 
Tabelle 4. Güte der Regressionsfunktion zur Vorhersage von Aussaat-
zeitpunkt (A) und Erntezeitpunkt (E) bei Rettich 
f, (S, T) aus Gleichung 7 f, (S, T) aus Gleichung 8 
c u= , v= u+v u= v= u+v 
L (E-E)2 E (A-Ä)2 E(E-E)2 E(A-Ä)2 
0 3947 16198 20146 3525 13755 17281 
0,1 3642 8611 12253 3361 9001 12362 
0,2 3777 7249 11023 3394 6881 10276 
0,3 4068 6708 10777 3936 5039 8975 
0,4 3799 6434 10233 3404 6555 9960 
0,5 3101 6276 9376 3164 6301 9465 
0,6 2904 6058 8963 3737 5899 9636 
0,7 4074 5972 10045 5778 5698 11476 
0,8 6407 6024 12432 11405 5697 17102 
0,9 12690 6408 19097 15222 5873 21095 
1,0 14182 7171 21353 16827 6058 22886 
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Abb. 2. Zusammenhang zwischen Auflauf- und Erntetermin von Ret-
tich. 
M = A gesetzt, ist die Vorhersage von A sehr schlecht. Bei M = 
E gilt entsprechendes für E. 
Abb. 2 enthält für c = 0,5 den beobachteten und den mit der 
Regressionsfunktion 
:ö = 77,99 + 35, 4 sin(x)-3,7 cos(x) + 0,6sin(2x)-22,7cos 
(2x) + 0,0088S-2,18T 
geschätzten Zusammenhang zwischen Aussaatzeitpunkt und 
Erntezeitpunkt. Dabei ist x = 2n M/365. 
Die Standardabweichung des vorhergesagten vom gefunde-
nen Wert beträgt bei c = 0,5 für die Ernte 8 Tage und für die 
Aussaat 11 Tage. In einzelnen Fällen ist die Vorhersage wesent-
lieh schlechter, und es treten Abweichungen für die Ernte bis zu 
23 Tagen und für die Aussaat bis zu 29 Tagen auf. 
Als Ursachen sind zu nennen: 
1. ein zu einfaches Modell, 
2. mit Schätzfehlern behaftete Regressionskoeffizienten, 
3. natürliche Variationen der Wachstumsdauer bei gleicher 
Aussaat unter gleichen Bedingungen und 
4. Abweichungen vom durchschnittlichen Witterungsverlauf. 
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4. Schlußfolgerungen 
Bei der Untersuchung des Zusammenhanges zwischen zwei 
Merkmalen ist häufig unklar, welches Merkmal die Einfluß-
größe und welches Merkmal die Zielgröße ist. Statistisch läßt 
sich der Zusammenhang z. B. über den Korrelationskoeffizien-
ten angeben. Wenn jedoch von einem speziellen Wert eines 
Merkmales auf den Wert des anderen Merkmales geschlossen 
werden soll, sind Verfahren aus der Regressionsanalyse anzu-
wenden. Dabei ist es wünschenswert, für beide Richtungen die 
gleiche Funktion zu benutzen. Ein Beispiel für einen linearen 
Zusammenhang ist die erste Hauptachse. 
In dieser Arbeit wurde die Regressionsfunktion unter dem 
Gesichtspunkt gesucht, daß die Summe der Abweichungsqua-
drate der geschätzten Werte (5' und x) von den gemessenen 
Werten (y und x) möglichst gering ist. Bei diesem Ansatz dien-
ten die Meßwerte gleichzeitig als Einfluß und Zielgröße. 
Wenn der Zusammehang sehr eng ist (Beispiele für die Re-
gressionsgerade und ein Polynom 2. Grades), unterscheidet 
sich die so ermittelte Regressionsfunktion nur geringfügig von 
der Regressionsfunktion mit y als Zielgröße. Bei der Analyse 
von Wachstumsprozessen ist zu berücksichtigen, daß nur der 
Anfangstermin (hier: Aussaatzeitpunkt) vom Versuchsanstel-
ler frei gewählt werden kann. Im Versuch ist also A die Einfluß-
größe und E hängt von A ab. Eine entsprechend ermittelte Re-
gressionsfunktion kann aber nicht zur Vorhersage des Aussaat-
zeitpunktes benutzt werden. In dieser Untersuchung wurde da-
her der Zusammenhang zwischen A und E indirekt über eine 
Regressionsfunktion zwischen der Dauer und einem mittleren 
Zeitpunkt geschätzt. Liegt dieser Zeitpunkt etwa auf der Hälfte 
zwischen A und E, ergibt sich eine in bei den Richtungen 
brauchbare Regressionsfunktion. 
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A program for the SChönemann-Steiger regression component 
analysis 
Rolf Langeheine und Holger Sönnichsen 
Summary 
Factor analysis has been a popular data reduction method for 
some time, especially but not exclusively in the social sciences, 
notwithstanding the fact that the underlying conventional factor 
model (CFM) is beset with several conceptual problems. As an 
alternative, Schönemann and Steiger proposed regression com-
ponent analysis (RCA). The present program performs such an 
RCA. It provides several input options as weil as a number of 
popular options for redefining the regression pattern. 
Zusammenfassung 
Seit langer Zeit ist die Faktorenanalyse eine populäre Datenre-
duktionsmethode, insbesondere, aber nicht ausschließlich in 
den Sozialwissenschaften. Dies gilt trotz der Tatsache, daß das 
zugrundeliegende konventionelle Faktormodell (CFM) mit ver-
schiedenen konzeptuellen Problemen belastet ist. Als Alternati-
ve haben Schönemann und Steiger die Regressions-Komponen-
ten-Analyse (RCA) vorgeschlagen. Das vorgestellte Programm 
fohrt eine solche RCA durch. Es bietet verschiedene Eingabeop-
tionen sowie eine Reihe populärer Optionen zur Redefinition 
der Regressionsgewichte (Ladungen). 
Despite some continued criticism, factor analysis remains a 
popular approach to data analysis, not only with social scien-
tists. Ironically, the most widely used model out of different 
factor analytic variants - the common factor model (CFM) - is 
subject to the most severe reservations. One of the problems 
with the CFM is factor score indeterminacy (for historical re-
views, cf. GUTTMAN, 1955; SCHÖNEMANN, 1981; SCHÖNEMANN 
and STEIGER, 1976; STEIGER and SCHÖNEMANN, 1978). In ma-
trix formulation the CFM reads as follows 
(1) Y = XA' +ZU, 
where Y are the observed scores, Ais the (common) factor pat-
tern, X are the (common) factor scores and U and Z are the uni-
que factor pattern and unique factor scores. Now, the problem 
is that, for given A and U, there are many different X and Z 
which fit (1) perfectly. To resolve this difficulty, SCHÖNEMANN 
and STEIGER (1976: 176) have proposed regression component 
analysis (RCA) » .. . as an alternative method for data reduc-
tion which has many of the practical virtues of factor analysis, is 
equally flexible, but computationally more efficient and free 
from its theoretical problems.« 
Stated briefly, RCA is a special case of a variety of possible 
component decompositions and has been chosen such as to be 
as similar as possible to factor decomposition without being 
burdened with the indeterminacy problem. Therefore, compo-
nents are defined by 
(2) X = YB, 
where Y is the observed deviation score matrix and B is a more 
or less arbitrarily chosen matrix of »defining weights« with the 
only restriction that its columns be linearly independent (so 
that X'X/N is invertible; N = number of cases). Thus, compo-
nent scores in X are uniquely determined linear functions ofthe 
observed scores in Y. The structural equation is the same as in 
CFM: 
(3)Y = XA' + E, 
where Eis the part defined as »eITor«. Finally, as in factor ana-
lysis, the »regression pattern« A (i.e., the regression weights of 
X on Y) is defined by 
(4) A = Y'X(X'Xr', 
·if X, Y both contain deviation scores. These definitions imply a 
one-to-one relationship between B, the matrix of defining 
weights, and the regression pattern A, viz. 
(5) A = CB(B'CBr', 
(6) B = CIA(A'CIAfl, 
where C = Y'Y IN is the observed covariance matrix. Conse-
quently, if one decides for RCA as a direct alternative to CFM, 
the whole problem reduces to decomposing C into 
where D, contains the p greatest eigenvalues of C and LI are the 
respective eigenvectors, so that A is defined by 
Before computing B as per (6) and X as per (2) it may be noted 
that A may be redefined by 
(9)A* = AT, 
where T is some nonsingular transformation matrix. One op-
tion available from the present version of the program is to de-
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termine T according to the varimax criterion (KAISER, 1958). 
Up to this point, the analysis would be blind except for some 
formal constraints. In fact, results from such an analysis may 
appear to be easily interpretable and meaningful though the da-
ta-are merely random normal deviates, as has been demonstra-
ted, e.g., by ÄRMSTRONG and SOELBERG (1968). ÄRMSTRONG'S 
(1967) parody on Tom Swift and his use of the electric factor 
analysis machine in the derivation of theory is weIl taken, there-
fore. An alternative would thus be some sort of confirmatory 
analysis where the researcher specifies the structure of the re- -
gression pattern A that he/ she expects befote analyzing the da-
tao Having done this, he/she may easily set up an ideal (theore-
tical) target matrix Q to which A may be rotated so that the sum 
ofthe squares ofthe residual matrix 
(10)E = Q-A* = Q-AT 
is aminimum. A respective option has therefore been incorpo-
rated into the current version of the program, i.e., A may be ro-
tated to a user specified Q according to the orthogonal procru-
stes transformation (SCHÖNEMANN, 1966). 
Since most users might prefer correlated components, the 
program allows to decide for an oblique Tin (9) according to 
the simple loadings criterion (JENNRICH and SAMPSON, 1966) or 
as per HENDRICKSON and WHITE'S (1964) promax. FinaIly, the 
program provides an option for an approximate oblique pro-
crustes transformation (cf. MULAIK, 1972). 
It should be stressed, however, that the procedure outlined 
so far, i.e., first deriving A according to (8) and then computing 
B as per (6), is just one of several possible versions of the same 
basic RCA paradigm. That is, in CFM we have to start with the 
regression pattern A because there is no B which could define 
the new variates (components) as linear combinations of the 
observed variables. In RCA, on the other hand, there is such a 
B, and in some cases it might be just as reasonable and useful to 
start with Band then find Aas per (5), rather than vice versa. 
The program therefore offers an additional option to input an 
orthogonal or oblique B specified on the basis ofhunches or so-
me other statistical paradigm. In principle, one RCA is as good 
as the other, and the user may compare both solutions by com-
paring the reduced rank residual covariance matrices Ein (3). 
Limitations: The present version accepts data for up to 35 va-
riables with no restriction in number of cases. Redimensioning 
may be easily done, however, due to dynamic subroutine di-
mensioning. This version requires a core storage of roughly 
42K for loading and roughly 35K for running. 
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Programming language : FORTRAN IV. The program has 
been written and checked on a DEC-system 10. Internal checks 
are available by option (cf. equations (8) and (4); furthermore 
A and B jointly satisfy A'B = I). 
Availability: Rolf Langeheine, IPN atthe University of Kiel, 
Olshausenstr. 40-60, D-2300 Kiel 1. A detailed documentation 
is given in the comment of the program. Copies may be loaded 
on magnetic tape or DEC-tape free of charge. 
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NACHRICHTEN UND BERICHTE 
Grundlagenseminar 
»Telemetrie- und 
Fernwirktechnik« 
Vom 2. bis 6. 11. 1981 veranstaltet der Arbeitskreis Telemetrie 
e. V. ein Seminar mit Praktikum, das sich schwerpunktmäßig 
mit Telemetrie- und Fernwirktechnik im gesamten Bereich des 
technischen Messens vom Sensor bis zum Computer befaßt. 
Eine kleine Themenauswahl : Aufbau und Struktur von Tele-
metrie- und Fernwirksystemen, Einführung in die Technik der 
Puls-Code-Modulation (PCM), Modulationstechniken zur 
Übertragung digitaler Daten, Übertragungsmittel in Teleme-
trie und Fernwirktechnik, Magnetbandaufzeichnung, compu-
tergestützte Meßdatenerfassung und -auswertung. 
Der Unkos!enbeitrag beläuft sich auf DM 600.-. 
Anmeldung und we.itere Informationen 
Arbeitskreis Telemetrie 
Frau Gersing 
Dorfstraße 36 
8031 Hochstadt 
Tel. (08153) 1708 
Telemetrie-Konferenz 
1982 
Der Arbeitskreis Telemetrie e. V. veranstaltet vom 10. bis 14. 
Mai 1982 im Kongreßzentrum Garmisch-Partenkirchen zum 
sechsten Mal die »Telemetrie-Konferenz« (Symposium mit 
Ausstellung). 
Die Vortragsthemen können das gesamte Gebiet des »tech-
nischen Messens« (vom Sensor bis zum Computer im Zusam-
menhang mit Telemetrie- und Fernwirkanlagen) umfassen und 
sollen möglichst praxisnah über die Funktion und Anwendung 
moderner Meßtechnik berichten. 
Als typische Anwendungsbereiche gelten: Maschinenbau, 
Fahrzeugbau, Kraftwerkbau, Bergbau, Energiewirtschaft, 
Stahlindustrie, Wehrtechnik, Exploration, Geophysik, Raum-
fahrt, Umweltforschung, Biologie und Chemie, Pharmakolo-
gie, Biophysik und biomedizinische Technik. 
Einsendeschluß für eine Vortragsanmeldung (inkl. Kurzfas-
sung des vorgesehenen Beitrags auf maximal zwei DIN-A 4-
Seiten) ist der 30. 11. 1981. Da wiederum ein Tagungsband er-
scheint, müssen die endgültigen Manuskripte bis spätestens 
1. 3.1982 vorliegen. 
Informationen 
Arbeitskreis Telemetrie 
Frau Gersing 
Dorfstraße 36 
8031 Hochstadt 
Tel. (08153) 1708 
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BUCHBESPRECHUNGEN 
KURzROCK, R.: 
Tropische Landwirtschaft 
Schriftenreihe der RIAS-Funkuniversität 
Forschung und Information; Bd. 25 
1979,156 S., DM 19,80 
Colloquium Verlag, Berlin 
Vor dem Hintergrund einer jährlich um 2 % steigenden WeItbevölke-
rung und einer in vielen Entwicklungsländern rückläufigen Nahrungs-
mittelerzeugung ist jede Publikation zu begrüßen, die Lösungsvor-
schläge aufzeigt. 
Neben deutschen Autoren kommen in diesem Sammelband vor allem 
holländische Forscher zu Wort, die in den Ländern der Dritten Welt ge-
arbeitet haben. Ihre Beiträge - ursprünglich Teil einer Sendefolge über 
Agrarwissenschaften - entstanden als Resultat der Zusammenarbeit 
zwischen RIAS Berlin und der Niederländischen Landwirtschaftsuni-
versität (Landbouwhogeschool) in Wageningen. 
Ein Blick auf das Inhaltsverzeichnis beweist die Breite der Probleme, 
die in dem Buch angesprochen werden: 
- Ökologie und Landwirtschaft 
Agrarwissenschaftliche Forschung in den Tropen: 
Zur Rolle der Landbouwhogeschool, 
Wageningen / Niederlande 
Aspekte landwirtschaftlicher Produktionsquellen 
Probleme der Vermittlung 
landwirtschaftlicher Techniken und agrarpolitischer Zielvorstel-
lungen in den Entwicklungsländern 
Tropische Bodennutzungssysteme 
Landwirtschaftsplanung und Entwicklungsplanung 
Probleme der Mechanisierung tropischer Landwirtschaften 
Tropische Bewässerungstechnologie 
Pflanzenzüchtung 
Tropische Tierproduktion und Tierhaltung 
Zukunftsaspekte landwirtschaftlicher Entwicklungshilfe 
Integrierte ländliche Entwicklung als Konzept der Entwicklungs-
politik 
Die Probleme werden an konkreten Beispielen abgehandelt, die von 
den Autoren selbst in Entwicklungsländern bearbeitet wurden. Dabei 
werden Arbeitsvorhaben aus folgenden Ländern eingehend bespro-
chen :. 
Äthiopien, Indonesien, Kamerun, Kenia, Nigeria, Surinam, Vietnam. 
Das Buch kann allen empfohlen werden, die sich mit dem tropischen 
Landbau in Studium, Lehre und Forschung beschäftigen. Re. 
WOLF,G.K. 
Klinische Forschung mittels verteilungsunabhängiger Methoden 
Med. Informatik und Statistik Bd. 24 
1980,141 S., DM 29,-
Springer-Verlag, Berlin - Heidelberg - New York 
Die Darstellung der Motivation für die Beschäftigung mit und die Ver-
wendung von verteilungsunabhängigen Methoden speziell in der Me-
dizin ist recht gut. Bei den anschließend behandelten erweiterten Me-
thoden ist es trotz eingestreuter Beispiele nicht immer leicht, die klare 
Linie : Fragestellung - Hypothese - Test - Interpretation zu erkennen. 
Es ist offenbar doch schwierig, sich einmal konsequent von der Va-
rianzanalyse zu trennen. - Insgesamt liegt hier eine Abhandlung vor, 
die durchaus stimulierend wirken könnte. Ge. 
PRECHT, M. und VOlT, K. 
Mathematik tür Nichtmathematiker Teil 1 
2. verb. u. erw. Auflage 
1981,162 S., DM 19,80 
R. Oldenbourg Verlag, München 
Das Erscheinen der 2. Auflage nur 3 Jahre nach der I. Auflage kenn-
zeichnet die Notwendigkeit aber gleichzeitig auch die Zweckmäßigkeit 
der gewählten Darstellungsform. 
Die erste Auflage wurde ergänzt durch weitere Aufgaben sowie Hin-
weise zur statistischen Fehlerbehandlung direkt gemessener Größen 
und ein im Anhang aufgenommenes Kapitel» Einführung in die Wahr-
scheinlichkeitsrechnung« . 
EDV in Medizin und Biologie 3/ 1981 
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Erfreulich ist, daß die Probleme numerischer Genauigkeit, insbe-
sondere bei der Verwendung von Computern, immer wieder angespro-
chen werden. 
Insgesamt eine gute Einführung für Studenten, die nicht Mathema-
tikstudieren. Ge. 
KRIEDEL, T. 
Effizienzanalysen von Gesundheitsprojekten 
Diskussion und Anwendung auf Epilepsieambulanzen 
Med. Informatik und Statistik Bd. 23 
1980,287 S., DM 41,50 
Springer-Verlag, Berlin - Heidelberg - New York 
In dieser Arbeit wird der Versuch unternommen, eine verbesserte Me-
thode zur Erfolgsmessung medizinischer Programme für Wirtschaft-
lichkeitsuntersuchungen zu entwickeln und damit den volkswirtschaft-
lichen Nutzen von Epilepsieambulanzen zu bestimmen. Hierzu wer-
den zunächst die grundsätzlichen Probleme der Durchführung von 
Kosten-, Wirksamkeits- und Nutzen-Kosten Analysen dargestellt. 
Daran schließt sich die Erörterung der bisher verwendeten Ansätze zur 
Gesundheitsmessung an, die ergibt, daß das Verwenden von »Health 
Status Indexes« die meisten Vorzüge hat. Auf Basis dieses Ansatzes 
wird eine Methode zur besseren Effektivitätsmessung entwickelt, mit 
der unter Verwendung eines Markov-Modells dann der Erfolg von 
Epilepsieambulanzen quantifiziert wird. Diese Daten bilden die 
Grundlage einer Nutzen-Kosten Analyse der in der Psychiatrie-En-
quete enthaltenen Vorschläge zum Aufbau von Epilepsieambulanzen. 
JACKSON, M.A. : 
Grundsätze des Programmentwurfs 
3. überarbei~ete Auflage 
(Deutsche Ubersetzung: W. George, R. Schäfer und G. Weber) 
1981,289 S., DM 58,-
S. Toeche - Mittler Verlag, Darmstadt 
Ge. 
Der Leitsatz des Buches, daß Programme immer einfach sein können 
und sollten, selbst wenn die Aufgaben, die sie lösen, komplex sind, 
kann voll unterstrichen werden. Die Schwierigkeiten bei der Program-
mierung, die vielfach in der mangelnden Kommunikation zwischen 
Auftragsgebern, Systemspezialisten und Programmierern begründet 
sind, werden offen angesprochen. Als Hilfsmittel wird in der vorliegen-
den Darstellung konsequent die strukturierte Programmierung be-
. nutzt. Die Struktur der Daten und Probleme steht vielfach im Mittel-
punkt der einzelnen behandelten Probleme. Als Programmiersprache 
wird auf CO BO L zurückgegriffen. 
Für Programmierer, die Grundkenntnisse in COBOL besitzen und ge-
willt sind, das Buch nicht nur zu lesen sondern durchzuarbeiten, ist das 
vorliegende Buch ein ausgezeichnetes Lehrbuch. 
EDV in Medizin und Biologie 3/ 1981 
JESDINSKY, H.J. und WEIDTMAN, V. (Hrsg.) 
Modelle in der Medizin 
Theorie und Praxis 
Med. Informatik und Statistik Bd. 22 
1980,786 S., DM 89,-
Springer-Verlag, Berlin - Heidelberg - New Y ork 
Der vorliegende Band enthält die ungekürzten Referate der 23. Jahres-
tagung der GMDS. Die Fülle der zum Teil ausgezeichneten Beiträge 
sollte eigentlich solche Tagungsbände zu einer Pflichtlektüre für jeden 
Wissenschaftler machen. Es ist daher auch nicht möglich und auch 
kaum sinnvoll, in einer kurzen Besprechung einige Arbeiten besonders 
hervorzuheben. Ge. 
EHLERs, c.T. und KLAR, R. 
Informationsverarbeitung in der Medizin 
Wege und Irrwege 
Medizinische Informatik und Statistik Bd. 16 
1980,796 S., DM 84,-
Springer-Verlag, Berlin - Heidelberg - N ew Y ork 
Der erst relativ spät vorgelegte Bericht über die 22. Jahrestagung der 
GMDS ist eine kritische Bestandsaufnahme. Eine Lektüre mehr als 4 
Jahre nach der Tagung ist aber dennoch nicht uninteressant. So erkennt 
man doch heute noch deutlich, welche Entwicklungen realisierbar wa-
ren und welche nicht verwirklicht wurden. Der immer noch enorme 
technische Fortschritt erschwert die Beschäftigung mit der EDY. Der 
Tagungsband kann aber helfen, daß aus einigen aufgezeigten Fehlent-
wicklungen in analogen Situationen leichter die zweckmäßigen Konse-
quenzen gezogen werden. Ge. 
ENGELs,H. 
Numerical Quadrature and Cubature 
1980,441 S.,.f 32.00 
Academie Press, London 
Die Notwendigkeit für numerische Quadraturen und Cubaturen zeigt 
sich in den Anwendungen immer wieder. Dabei sind es u . a. Probleme, 
die analytisch nicht lösbar sind, oder aber auch Probleme, bei denen 
die numerische Lösung, insbesondere unter Verwendung von Compu-
ter, schneller gefunden werden kann. In vielen Fällen ist der Zugriff auf 
bestimmte Integralwerte erforderlich, die entweder umfangreichen Ta-
bellen zu entnehmen oder aber numerisch zu berechnen sind. Es ist das 
Verdienst des Autors, daß er dieses interessante Gebiet urrifassend und 
klar dargestellt hat. Die Hinweise auf entsprechende Computerpro-
gramme und Algorithmen sind gleichfalls sehr hilfreich. Ge. 
