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1INTRODUCTION
Taking measurements and using measuring devices are ubiquitous in commerce and scien-
tific activities today. Inter-laboratory studies (especially so-called Key-Comparisons) are
conducted to ensure measurement capability for commerce, evaluate national and interna-
tional equivalence of measure, and validate measurement devices and measurement methods
or standard materials. A common protocol employed in many inter-laboratory studies is
for a pilot lab to prepare materials or objects to be measured and deliver them to partici-
pating labs. The labs proceed to take measurements and report the results to the pilot lab
which performs a statistical analysis. An overarching goal of many inter-laboratory studies
is to establish a reference value for some measurand (the underlying quantity subject to
measurement).
In these studies, it is not unusual for one or more labs to report measurements that are
unlike the majority. There is no consensus on how to handle these unusual measurements
in a statistical analysis. Most methods, in one way or another, attempt to determine if
each laboratory should be classified as an “outlier” and discard measurements from those
labs that are so classified. The practice of excluding particular measurement results with-
out substantive reasons is discouraged by Toman and Possolo (2009). In fact, they state,
“the most deviant measurement result can very well be the one that lies closest to the
measurand’s true value.” In Key-Comparison studies, the concept of outlying laboratories
must be treated even more delicately. For these, discarding outlying measurements is often
politically untenable.
There is a need to develop methodologies for the analysis of inter-laboratory studies that
2model the potential existence of laboratory outliers in a way that doesn’t let them domi-
nate the estimation of a measurand. The development of such methodologies is the general
theme of this dissertation.
Three research papers comprise this dissertation. The first article develops methods that
can be used to accommodate outlying laboratories in the analysis of inter-laboratory data.
In the second, we extend a method developed in the first to analyze a multivariate inter-
laboratory data set. The final article employs a method developed in the first to establish
a reference particle size distribution.
The first paper proposes four modifications to the hierarchical Bayes models found in Toman
(2007) and Possolo and Toman (2007). To accommodate the potential existence of labo-
ratory outliers we model laboratory means with Bayesian mixtures. MCMC algorithms
needed to approximate posterior distributions of model parameters given data are devel-
oped. Methods of handling the so-called label switching that occurs when using finite
mixtures are proposed.
The second paper employs a model developed in the first article to analyze data from a
National Institute of Standards and Technology (NIST) sponsored inter-laboratory study
conducted to benchmark the concentrations of 15 trace elements in marine mammals. The
potential benefits of a multivariate analysis of this type of data over independent univariate
analyses are investigated through a simulation study.
The final paper employs methods developed by Leyva-Estrada and Vardeman (2006) and
the first article to analyze data coming from a round-robin study administered to establish
a reference particle size distribution for cement. We compare the performance of Bayes
procedures using Bayesian mixtures on the observation level as opposed to the laboratory
level in the proposed hierarchical models.
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4USING MIXTURES TO MODEL OUTLIERS IN
INTER-LABORATORY STUDIES
A paper submitted to Accreditation and Quality Assurance (ACQUAL)
Garritt L. Page and Stephen Vardeman
Abstract
Inter-laboratory studies (especially so-called Key-Comparisons) are conducted to ensure
measurement capability for commerce and to evaluate both national and international equiv-
alence of measurement. In these studies, a reference value of some measurand (the under-
lying quantity subject to measurement) is developed and results for all labs are compared
to this single value. How to determine the reference value is not completely obvious if there
are observations and/or labs that could be considered outliers. Since ignoring results from
one or more participating laboratories is untenable in practical terms, developing methods
that are robust to the possibility that a small fraction of the labs produce observations
unlike those from the others is critical. This paper outlines two Bayesian methods of an-
alyzing inter-laboratory data that have been proposed in the literature and suggests three
modifications of one that are more robust to outliers. A simulation study is conducted to
compare the five methods.
1 Introduction
Inter-laboratory studies (especially so-called Key-Comparisons) are conducted to ensure
measurement capability for commerce and to evaluate both national and international equiv-
5alence of measurement. In these studies, a reference value of some measurand (the under-
lying quantity subject to measurement) is developed and results for all labs are compared
to this single value. How to determine the reference value is not completely obvious if there
are observations and/or labs that could be considered outliers. Since ignoring results from
one or more participating laboratories is untenable in practical terms, developing methods
that are robust to the possibility that a small fraction of the labs produce observations
unlike those from the others is critical. This paper outlines two Bayesian methods of an-
alyzing inter-laboratory data that have been proposed in the literature and suggests three
modifications of one that are more robust to outliers. A simulation study is conducted to
compare the five methods.
2 Models and Bayes Procedures
This section describes two models that have been proposed to analyze inter-laboratory data
and three modifications of one. Then, details of methods to obtain posterior distributions
are provided.
2.1 Gaussian Lab Model
Toman (2007) propose the following Bayesian hierarchical model for inter-laboratory data,
that we refer to as the Gaussian-lab model (GLM). Let Yij denote measurement j taken by
laboratory i, with i = 1, . . . , L and j = 1, . . . , Ni. We suppose that
µ|m, v2 ∼ N(m, v2), (prior distribution of µ) (m and v2 need to be specified)
δi|µ, τ2i ind∼ N(µ, τ2i ), (laboratory mean model)
and Yij |δi, σ2i ind∼ N(δi, σ2i ), (data model or likelihood)
where µ is the measurand, δi is the mean for the ith laboratory, σ2i is the corresponding
within laboratory variance, and τ2i accounts for variability due to systematic lab effects often
referred to as “Type B” uncertainty. The bottom level of the hierarchy is the data model
(sometimes referred to as the likelihood), the middle level is the laboratory means model,
and the top level is the prior distribution of the measurand. The parameters of the prior
6distribution denoted by the latin letters m and v2 need to be specified by an analyst using
this model. (The practice of using latin letters to represent parameters whose values are
specified by an analyst continues through out this document.) If there is knowledge of the
most probable location and/or uncertainty about the measurand (µ), then this knowledge
is incorporated in the model through m and v2. Toman (2007) points out that because τ2i
represents the variability due to systematic effects, the Yij ’s aren’t informative in evaluating
it. Uncertainty due to systematic effects influences all observations in the experiment. Thus,
each participating lab calculates and provides a value for τ2i following the protocol outlined
in the Guide to the Expression of Uncertainty in Measurement (GUM) (ISO, 1993) which
is widely used for quantifying uncertainty in the physical sciences. Finally, conditional
independence within and between laboratories is assumed at both levels of the hierarchy.
2.1.1 Posterior Distribution of GLM
Let s2i be the laboratory i sample variance (an estimate of σ
2
i ). Under the conditions that
v2 →∞ and σ2i is much smaller than τ2i (which is often the case in inter-laboratory studies)
Toman (2007) argues that for fixed τ21 , τ
2
2 , . . . , τ
2
L the posterior distribution of µ given the
Yij ’s is approximately Gaussian with
mean µp =
∑L
1 y¯i(τ
2
i + s
2
i /Ni)
−1∑L
1 (τ
2
i + s
2
i /Ni)−1
and standard deviation sp =
1√∑L
1 (τ
2
i + s
2
i /Ni)−1
.
Therefore, µp can be used as an estimate for µ and hence, the reference value. The above
model and approximate posterior are appealing because µp is the reference value identified
in the GUM.
2.2 t-lab Model
It is known that parameter estimates in Gaussian models are typically highly influenced by
outliers. This suggests that using a Gaussian distribution to model the lab means when one
or more of the laboratories are potentially unlike the majority could prove to be problematic
in estimating µ. Gelman et al. (2004), among others, suggest using a t-distribution as a
robust alternative to the Normal. The t distributions can accommodate occasional extreme
7observations since they have heavier tails than the Normal distribution. The literature is
rich with examples of using the t as a robust alternative to the Normal (see for example
(Choy and Smith, 1997), Pinheiro et al. (2001), Fru¨hwirth-Schnatter (2006)). Section 7 of
Possolo and Toman (2007) provides an example of using a t-distribution to model lab means
in an inter-laboratory study setting. They propose the following model which will here be
referred to as the t-lab model (TLM) .
µ|m, v2 ∼ N(m, v2), (prior distribution of µ) (m and v2 need to be specified)
τ2|aτ , bτ ∼ IG(aτ , bτ ), (prior distribution of τ2) (aτ and bτ need to be specified)
σ2i |aσ, bσ iid∼ IG(aσ, bσ), (prior distribution of σ2i ) (aσ and bσ need to be specified)
ν|aν , bν ∼ DU(aν , bν), (prior distribution of ν) (aν and bν need to be specified)
δi|µ, τ, ν iid∼ tν(µ, τ2), (laboratory mean model)
and Yij |δi, σ2i ind∼ N(δi, σ2i ) (data model or likelihood),
where IG(a, b) denotes an Inverse Gamma distribution with mean 1/(b(a − 1)) for a > 1
and b > 0, DU(a, b) denotes the the discrete uniform distribution on {a, a + 1, . . . , b} and
tν(µ, τ2) is a scaled(τ2) and shifted(µ) t-distribution with ν degrees of freedom. Notice that
unlike what is the case in the TLM there is a single measure of between - lab variation (τ2)
that is not treated as “known”, fixed, or user-supplied but rather as an unobserved variable
(that thus, has a posterior distribution). Here the bottom level of the hierarchy is the data
model and the second level is the model for the laboratory means. All other levels of the
hierarchy are prior distributions whose parameters are denoted by latin letters and hence,
are specified by the analyst. These values should be selected so the prior distributions are
representative of current knowledge or are diffuse.
For the TLM model, there is no simple description of the posterior distribution of µ. There-
fore, the distribution is approximated via simulation, using MCMC in some fashion. (Details
of the MCMC algorithm used here will be given in the next section.) Then, using the pos-
terior distribution we can get an estimate of µ to use as the reference value. This estimate
is usually obtained through an ergodic average from the Monte Carlo samples of µ
82.2.1 MCMC algorithm for TLM
Usually MCMC is implemented via the Gibbs sampling algorithm (see Geman and Geman
(1984)), the Metropolis-Hastings(M-H) algorithm (see Metropolis et al. (1953) and Hastings
(1970)) or some hybrid, and where possible we follow this practice.
One could use the M-H algorithm and simulate draws from the TLM posterior by using
the t-density directly. But because the corresponding Gibbs sampler is often easier to
implement we use the scaled mixture of normals representation of the t-distribution. That
is, we restate the TLM in the form
µ|m, v2 ∼ N(m, v2),
τ2|aτ , bτ ∼ IG(aτ , bτ ),
σ2i |aσ, bσ iid∼ IG(aσ, bσ),
ν|aν , bν ∼ DU(aν , bν),
λi|ν iid∼ IG(ν/2, 2/ν),
δi|µ, τ, λi ind∼ N(µ, λiτ2), and
Yij |δi, σ2i ind∼ N(δi, σ2i ).
Now, because
tν(δi;µ, τ2) =
∫ ∞
0
N(δi;µ, λiτ2)IG(λi; ν/2, 2/ν)dλ,
inferences on µ are unchanged by introducing the auxilliary variables {λi}Li=1. Under this
specification we can now use a Gibbs sampler to obtain draws from the posterior distribution
of all the parameters, except for ν, by cycling through the complete conditionals of each
parameter on an individual basis. (For more details on the complete conditionals see Choy
and Smith (1997).) For ν, the complete conditional is not of a standard parametric form,
but under the DU(aν , bν) prior we know that the conditional probability mass function for
ν is
p(ν|{δi}, µ, σ, τ, {λi},y) ∝
L∏
i=1
tν(δi|µ, τ2)I[ν∈N∩(aν ,bν)]
Since ν is discrete we can simulate its conditional by
91. calculating the above for each ν = aν , . . . , bν given current values of other parameters,
2. normalizing the values from step 1 into probabilities by dividing each one by the sum
of all the values obtain in step 1, and
3. drawing ν from this discrete distribution.
So a full posterior simulator proceeds by sampling through all the complete conditional
distributions.
2.2.2 Hyper prior parameter selection
Values must be assigned to all prior distribution parameters. In the absence of expert or
prior knowledge the goal is to typically specify values for the parameters that make the
prior distributions diffuse. Where possible, we use values that produce prior distributions
as diffuse as those outlined in Possolo and Toman (2007). This leads to aν = 2 and bν = 140.
Also assigning aτ = aσ = 2.0001 and bτ = bσ = 1.0001 gives flat inverse gamma distributions
that have means of 1 and coefficient of variations of about 100 for τ2, σ21, . . . , σ
2
J . Finally,
we assign m = 0 and v2 = 106. Table 1 contains a summary of the hyper prior parameters
used in what follows.
Table 1 Hyper prior parameter values for the TLM
Parameter m v2 Parameter a b
µ 0 106 τ2 2.0001 1.0001
σ2i 2.0001 1.0001
ν 2 140
2.3 Two Component Mixture t-Lab Model
Preliminary computations comparing interval estimates for the parameter µ common to the
GLM and TLM models based on µp and sp in the first case and the posterior distribution
of µ in the second case suggested that neither method is completely satisfactory in the
presence of outlying laboratories. Intervals based on µp and sp fail to cover with anything
close to nominal probabilities. Bayes intervals based on the TLM model can be extremely
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wide/uninformative. This motivates the search for a methodology that can handle outlying
labs without sacrificing either coverage probability or interval length. To this end, consider
the following modification of the TLM which we will call the two component mixture t-lab
model (2CMTLM). For this model we suppose
µ|mµ, v2µ ∼ N(mµ, v2µ),
τ2|aτ , bτ ∼ IG(aτ , bτ ),
σ2i |aσ, bσ iid∼ IG(aσ, bσ),
ν|aν , bν ∼ UN(aν , bν),
pi|api, bpi ∼ Beta(api, bpi),
ξ|mξ, v2ξ ∼ N(mξ, v2ξ ),
δi|µ, ξ, τ2, pi, ν ind∼ pitν(µ+ ξ, τ2) + (1− pi)tν(µ, τ2), and
Yij |δi, σ2i ind∼ N(δi, σ2i ).
Laboratory means are modeled with a mixture of t-distributions where the laboratories
come from an outlier (typically “rare”) group with probability pi. In this way, the mean of
a laboratory from the outlier group is not straightway used to estimate a reference value,
rather the mean is adjusted by ξ before being used to characterize µ. Chapter 7.2 of
Fru¨hwirth-Schnatter (2006) suggests using a finite mixture of normals to model outlying
observations. Here, we are using a mixture of t-distributions to model means of outlying
labs (which are in the second level of a hierarchy). Notice, that ν is assumed to come from
a continuous Uniform distribution (UN) instead of a discrete Uniform. This change from
the TLM model is made for computational reasons and doesn’t much alter inference for µ.
2.3.1 MCMC algorithm for 2CMTLM
As in the TLM model, MCMC simulation is used to approximate the posterior distribution
of the measurand, µ. In the 2CMTLM the conditional distribution of δi is a mixture of
t distribution’s. In order to utilize a Gibbs sampling algorithm it is common practice to
interpret the mixture as a missing data problem (see Gelman et al. (2004) and Jasra et al.
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(2005)) by introducing latent/auxilliary variables
γi =
 1 if the i
th lab is an “outlier”
0 if the ith lab isn’t an “outlier”
with Pr(γi = 1|pi, µ, ξ, τ2) = pi and Pr(γi = 0|pi, µ, ξ, τ2) = 1 − pi. Then we assign a
Beta-Binomial hierarchical structure to the γi’s and represent the t-distributions as scaled
mixtures of Normals (as we did with the TLM) and obtain
µ|mµ, v2µ ∼ N(mµ, v2µ),
τ2|aτ , bτ ∼ IG(aτ , bτ ),
σ2i |aσ, bσ iid∼ IG(aσ, bσ),
ν|aν , bν ∼ UN(aν , bν),
λi|ν iid∼ IG(ν/2, 2/ν),
pi|api, bpi ∼ Beta(api, bpi),
γi|pi iid∼ Ber(pi),
ξ|mξ, v2ξ ∼ N(mξ, v2ξ ),
δi|µ, ξ, τ2, pi, ν, γi ind∼
[
N(µ, λiτ2)
]1−γi [N(µ+ ξ, λiτ2)]γi , and
Yij |δi, σ2i ind∼ N(δi, σ2i ).
Note that if we marginalize the conditional distribution of δ over γ then we are left with
the mixture of t-distributions. Augmenting the model with λ and γ serves the purpose
of facilitating computation, because we are now able to use a Gibbs sampler. But their
presence doesn’t affect the joint posterior distribution of the parameters of interest. Thus,
an MCMC simulation from the joint posterior distribution can be had via Gibbs sampling
by cycling through the complete conditionals of all parameters, with the exception of ν, for
which an M-H step is used.
2.3.2 Hyper prior parameter selection
Hyperparameters common to the TLM and the 2CMTLM are assigned the same values. It
remains to assign appropriate values to mξ, v2ξ , api, and, bpi. The prior values for pi where
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chosen to center the probability of a laboratory being an outlier at 0.1 with a variance of
0.00091. Making an outlier “rare” is recommended in Verdinelli and Wasserman (1991). In
order to make the prior on ξ flat we assume that mξ = 0 and v2 = 105. See Table 2 for a
summary of the parameter values used for the 2CMTLM.
Table 2 Hyper prior parameter values for the 2CMTLM
Parameter m v2 Parameter a b
µ 0 106 τ2 2.0001 1.0001
ξ 0 105 σ2i 2.0001 1.0001
ν 2 140
pi 1 9
2.3.3 Label Switching for 2CMTLM
A challenge in a Bayesian mixture analysis is the so called “label switching” problem, caused
by the invariance of the mixture distribution to the relabeling of components. That is,
p(δ|µ, ξ, pi, τ2) =
L∏
i=1
{
pitν(δi;µ+ ξ, τ2) + (1− pi)tν(δi;µ, τ2)
}
(1)
produces the same value if we label µ1 = µ and pi1 = (1− pi) or if we label µ1 = µ+ ξ and
pi1 = pi. So using an ergodic average of the simulated draws from the posterior of µ obtained
from a Gibbs sampler would not produce a useful estimate of µ. A few solutions to this
problem have been offered in the literature (see Jasra et al. (2005) for a review of the work).
We seek a method of identifying the location of the “majority” scaled t distribution such
that at each iteration of the Gibbs sampler the components of (1) are correctly “relabeled”
if necessary. We approach this using a “relabeling algorithm” like that of Stephens (2000).
For the tth iteration of the MCMC algorithm we would like the simulated draw from the
marginal posterior distribution of the measurand to be either µ(t) or µ(t) + ξ(t) depending
on how the mixture is labeled by the algorithm. To do this, we assess the likelihood that
each δ(t)i is drawn from t-distributions centered at µ
(t) and µ(t) + ξ(t). We then choose to
“relabel” the components according to which centered t-distribution most likely produces
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the majority of δ(t)i ’s.
More precisely, at every tth iteration of the MCMC algorithm we
1. compute
P
(t)
1 =
L∑
i=1
(1− pi(t))φ(δ(t)i ;µ(t), λ(t)i τ2(t))
(1− pi(t))φ(δ(t)i ;µ(t), λ(t)i τ2(t)) + pi(t)φ(δ(t)i ;µ(t) + ξ(t), λ(t)i τ2(t))
P
(t)
2 =
L∑
i=1
pi(t)φ(δ(t)i ;µ
(t) + ξ(t), λ(t)i τ
2(t))
(1− pi(t))φ(δ(t)i ;µ(t), λ(t)i τ2(t)) + pi(t)φ(δ(t)i ;µ(t) + ξ(t), λ(t)i τ2(t))
where φ(·;m, v) is the normal density with mean m and variance v,
2. compute M (t) = max(P (t)1 , P
(t)
2 ),
3. let µ∗ denote the “re-labelled” measurand
µ∗(t) =
 µ
(t) if P (t)1 = M
(t)
µ(t) + ξ(t) if P (t)2 = M
(t)
We then use an ergodic average on the simulated draws of µ∗ as an estimate of the measur-
and.
2.4 Three Component Mixture t-Lab Model
Often in large inter-laboratory studies there is more than one laboratory that might be con-
sidered an outlier. Moreover, there could potentially be two types of outlying laboratories
with one group being farther from the majority of the labs (or on the other side of the
majority) than the other. With this in mind, we formulate a model that allows for three
types of laboratories: The majority and two potentially distinct smaller groups that are
different from the majority. Consider the following modification of the 2CMTLM which we
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will call the three component mixture t-lab model (3CMTLM). We suppose:
µ|mµ, v2µ ∼ N(mµ, v2µ),
τ2|aτ , bτ ∼ IG(aτ , bτ ),
σ2i |aσ, bσ iid∼ IG(aσ, bσ),
ν|aν , bν ∼ DU(aν , bν),
pi|api, bpi, cpi ∼ Dir(api, bpi, cpi) with
∑3
g=1 pig = 1,
ξ|mξ, v2ξ ∼ N(mξ, v2ξ ),
ζ|mζ , v2ζ ∼ N(mζ , v2ζ ),
δi|µ, ξ, ζ, τ2,pi, ν iid∼ pi1tν(µ, τ2) + pi2tν(µ+ ξ, τ2) + pi3tν(µ+ ζ, τ2), and
Yij |δi, σ2i ind∼ N(δi, σ2i ),
We are now modeling the laboratory means with a three component mixture of t-distributions
each with ν degrees of freedom. The means of laboratories that belong to outlying groups
are adjusted by ξ or ζ before being used to characterize the measurand µ. We follow common
practice (Fru¨hwirth-Schnatter (2006)) and assign a Dirichlet (Dir(a, b, c)) prior distribution
to pi, which is a vector of the classification probabilities. The rest of the model is similar
to the 2CMTLM. Once again, all Latin letters are constants whose values are assigned by
the scientist. The posterior distribution of µ is approximated using MCMC. The algorithm
is detailed next.
2.4.1 MCMC algorithm for 3CMTLM
We approach the problem of constructing a Markov Chain whose stationary distribution is
the joint posterior as we did with the 2CMTLM. That is, for each laboratory we augment
the parameter vector with a λi which allows us to characterize the t-distributions in the
three component mixture as a scaled mixture of normals. Then we assign an IG(ν/2, 2/ν)
prior distribution to λi where ν is the degrees of freedom of the t-distributions. Next, to
facilitate the simulation of the classification probabilities we introduce γi which can be
regarded as a component label vector. each γi = [γ1i, γ2i, γ3i] is a vector that consists of
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a one and two zeros with γgi = 1 indicating that δi comes from the gth component with
g = 1, 2, 3. To complete the model augmentation we assign a multinomial prior to the
component labels γi. The number of trials for the multinomial is one with probabilities pi.
Note that integrating out the component indicators of the conditional likelihood gives us
our original model, so complicating the model doesn’t change inference made on µ which is
of primary interest. Under the structure described above the 3CMTLM becomes:
µ|mµ, v2µ ∼ N(mµ, v2µ),
τ2|aτ , bτ ∼ IG(aτ , bτ ),
σ2i |aσ, bσ iid∼ IG(aσ, bσ),
ν|aν , bν ∼ UN(aν , bν),
λi|ν iid∼ IG(ν/2, 2/ν),
pi|api, bpi, cpi ∼ Dir(api, bpi, cpi),
γi|pi iid∼ Multi(1;pi1, pi2, pi3) with
∑3
g=1 pig = 1,
ξ|mξ, v2ξ ∼ N(mξ, v2ξ ),
ζ|mζ , v2ζ ∼ N(mζ , v2ζ ),
δi|µ, ξ, ζ, τ2, pi, ν,γi ind∼
[
N(µ, λiτ2)
]γ1i [N(µ+ ξ, λiτ2)]γ2i [N(µ+ ζ, λiτ2)]γ3i , and
Yij |δi, σ2i ind∼ N(δi, σ2i ),
where Multi(1; a, b, c) is a Multinomial distribution for one trial. This more complicated
model facilitates the use of a Gibbs sampler. ν is the only parameter whose conditional
isn’t of recognizable form, which leads to using an M-H step for updating it. It is straight
forward to simulate from p(µ, ξ, ζ, τ2,σ2, ν,pi, δ,λ, {γi}Li=1|y) by cycling through the com-
plete posterior conditionals on an individual basis using the Gibbs sampler and a M-H step.
2.4.2 Hyper prior parameter selection
For the parameters of prior distributions that are common to the 3CMTLM and 2CMTLM
we use the same values as before. We make the prior distribution of ζ diffuse by assigning
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Table 3 Hyper prior parameter values for the 3CMTLM
Parameter m v2 Parameter a b c
µ 0 106 τ2 2.0001 1.0001 -
ξ 0 105 σ2i 2.0001 1.0001 -
ζ 0 105 ν 2 140 -
pi 10 5 1
mζ = 0, v2ζ = 10
6. Now, it is reasonable to expect that one outlier component weight
should be smaller than the other and both should be smaller than the “majority” weight.
We incorporate this idea in the model by letting api = 10, bpi = 5, and cpi = 1. Thus, the prior
distribution for pi has a mean of (0.625, 0.3125, 0.0625) and a variance of (0.014, 0.013, 0.003).
See Table 3 for a summary of the hyper prior values used for the 3CMTLM
2.4.3 Label Switching for 3CMTLM
Much like what was true in the 2CMTLM, in the 3CMTLM
p(δ|µ, ξ, ζ, pi, τ2) =
L∏
i=1
{
pi1tν(δi;µ, τ2) + pi2tν(δi;µ+ ξ, τ2) + pi3tν(δi;µ+ ζ, τ2)
}
is invariant to permutations of the 2-dimensional entries of [(pi1, µ), (pi2, µ+ ξ), (pi3, µ+ ζ)].
To ensure that summarizing the simulated draws from the Gibbs algorithm provides some-
thing informative about µ we attempt to “relabel” the components of the mixture where
necessary. We use a procedure very similar to that outlined for the 2CMTLM.
At every tth iteration of a MCMC chain we
1. compute P (t)g =
∑L
i=1
pi
(t)
g φ(δ
(t)
i ;µ
(t)
g ,λ
(t)
i τ
2(t))P3
`=1 pi
(t)
` φ(δ
(t)
i ;µ
(t)
` ,λ
(t)
i τ
2(t))
with g = 1, 2, 3 and µ1 = µ, µ2 = µ + ξ, µ3 = µ + ζ and where φ(·;m, v) is the
normal density with mean m and variance v,
2. compute M (t) = maxg P
(t)
g , and
3. let µ∗ denote the “re-labelled” measurand, then set
µ∗(t) = µ(t)g if P
(t)
g = M (t)
17
We then use the posterior distribution of µ∗ to make inferences on the measurand.
2.5 Partially Specified Two Component Mixture Model
When using a finite mixture to model outlying laboratories, one must take great care in
assuring that label switching is handled properly. A solution to the label switching problem
must be considered on a model-to-model basis. An effective methodology that doesn’t
require a case-by-case analysis of this problem would be highly desirable. To this end, we
propose to model the lab means with a mixture of a t-distribution and a Uniform, where
the uniform is completely specified. That is:
µ|mµ, v2µ ∼ N(mµ, v2µ),
τ2|aτ , bτ ∼ IG(aτ , bτ ),
σ2i |aσ, bσ iid∼ IG(aσ, bσ),
ν|aν , bν ∼ UN(aν , bν),
pi|api, bpi ∼ Beta(api, bpi),
δi|µ, τ2, pi, ν ind∼ pitν(µ, τ2i ) + (1− pi)UN(aδ, bδ), and
Yij |δi, σ2i ind∼ N(δi, σ2i ).
Note that the uniform component of the mixture is fully specified since we are assigning
values to aδ and bδ. The rest of the model is like the 2CMTLM. By fully specifying one of
the components of the mixture, we avoid having to deal with the label switching problem.
Choosing “good” values for aδ and bδ must be done with care, as making the interval (aδ, bδ)
too narrow will result in excluding some Labs from the “majority” component that belong
there, and making (aδ, bδ) to wide will result in including some Labs in the “majority”
component that don’t belong there.
2.5.1 MCMC algorithm for PSMTLM
We approach constructing an MCMC chain that simulates the joint posterior of the PSMTLM
exactly as with the 2CMTLM. That is, we introduce a latent classification variable γi,
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represent the t-distribution as a mixture of normals by introducing λi and assigning an
IG(ν/2, 2/ν) prior to λi. This modifies the PSMTLM in the following way.
µ|mµ, v2µ ∼ N(mµ, v2µ),
τ2|aτ , bτ ∼ IG(aτ , bτ ),
σ2i |aσ, bσ iid∼ IG(aσ, bσ),
ν|aν , bν ∼ UN(aν , bν),
λi|ν iid∼ IG(ν/2, 2/ν),
pi|api, bpi ∼ Beta(api, bpi),
γi|pi iid∼ Ber(pi),
δi|µ, τ2, pi, ν, γi ind∼
[
N(µ, λiτ2)
]γi [UN(aδ, bδ)]1−γi , and
Yij |δi, σ2i ind∼ N(δi, σ2i ).
Unlike what was true for the 2CMTLM, augmenting the PSMTLM with γ and λ doesn’t
provide complete conditionals for δi that are of recognizable form. Therefore, an M-H step is
used to update each of the δi’s and ν. The joint posterior can be approximated via a hybrid
of a Gibbs sampler and an M-H algorithm by cycling through the complete conditionals of
(δ,σ2,γ, pi,λ, ν, τ2, µ) on an individual basis.
3 Simulation Study
To assess the performance of the Bayesian procedures, we perform a simulation study. The
study consists of generating a data set that is representative of a inter-laboratory study, then
using the generated data to estimate µ by computing credible intervals using the posterior
distributions obtained from the five models outlined in Section 2, then repeating the whole
process many times. The performance of the Bayesian procedures are compared in terms
of credible interval widths and empirical coverage probabilities.
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3.1 Generation of Data Sets
In this study we generate data under the assumptions of the data model and laboratory
means model of the GLM and the TLM. First consider the data model combined with the
lab means model of the GLM as a data generating mechanism. That is, after specifying
values for µ, τ2i , and σ
2
i randomly draw δi’s from N(µ, τ
2
i ). Then for each δi randomly draw
N values from N(δi, σ2i ). This produces a data set with L labs and N observations for each
lab. The same procedure outlined for the GLM can be followed using the TLM except ν
must be fixed and δi is drawn from tν(µ, τ2). To include an outlying laboratory in a data
set, we randomly select a δi and set its value to µ± kτ for some constant k. To include an
“extreme” outlier, we randomly select a δi and set its value to µ ± 2kτ for the same k as
before.
When generating data sets under the data model and lab means model of the GLM we
assign the same value to σ2i and the same value for τ
2
i for all i. Under the data and lab
means models of the TLM we use the same values for σ2i and τ
2 for all i and these values
are the same as those for the the GLM. We use a real inter-laboratory data set to get a
rough idea of a realistic value for τ2/σ2. The values of σ2 = 1/4 and τ2 = 25/16 are used.
The same data set indicates that µ = 30 is reasonable for the variance ratio we use. We
arbitrarily fix ν to be 10. Finally, when computing µp and sp (the center and variance of
the approximate posterior distribution under the GLM) we use the same value of τ2 that
is used to generate data. (This gives the Bayes procedures under the GLM a potential
advantage when comparing them to the Bayesian procedures under the other models.)
3.2 Versions of Procedures Compared
We did a four-factor simulation study and compare the credible intervals obtained from the
posterior distributions of µ for the GLM, TLM, 2CMTLM, 3CMTLM, and PSMTLM. The
four factors with their levels are:
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1. The basic model assumptions that generate the data (the data model and lab means
model under the GLM and the TLM).
2. The number of laboratories in the study (5, 10 and 20).
3. The number of observations per laboratory (3, 5, and 10).
4. The number of outlying laboratories present (none, one, and three with one being
“extreme”).
Under each scenario 5000 data sets were generated, and for each one five posterior distribu-
tions of µ corresponding to the five models outlined were obtained. From these five posterior
distributions five credible intervals were computed and were compared in terms of interval
width and coverage relative frequency. The GLM posterior distribution of µ is obtained
after computing mp and sp. The TLM, 2CMTLM, 3CMTLM, and PSMTLM posterior
distributions for µ were approximated with 20,000 simulated MCMC draws after a burn-in
period of 30,000 and thinning of 5. Convergence of the chains was assessed using the gibbsit
function in the statistical software R (R Development Core Team (2008)) from Raftery and
Lewis (1992). For a few data sets under each scenario the MCMC algorithms were run
and, for each convergence was confirmed. For the remaining MCMC chains convergence
was assumed, although this wasn’t explicitly checked.
3.3 Results
The results from the simulation study (5000 simulated data sets) are presented in tables
and figures below. In the tables the header N represents the number of observations per
laboratory. The column “cp” is the the percent of data sets that produce 95% credible in-
tervals that contain the “true” µ (which in this study is 30). The columns “ciwid” provide
the median credible interval width across the 5000 data sets. The column ‘Data Generating
Process’ indicates under which data model and lab mean model the data sets were gener-
ated, and the column ‘Num. of Labs’ indicates the number of participating laboratories.
The “Bayes Procedure” column indicates which procedure was used to estimate µ. In the
figures the effect of increasing the number of participating laboratories on credible region
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area and precent coverage can be seen in each panel. the effect of increasing the number
of observations per laboratory is seen by comparing panels bottom to top and the effect of
the data generating mechanism can be seen comparing panels left to right. The area of the
circles are proportional to median 95% credible region area.
The next three sections detail the results of the simulation study. Generally it doesn’t
appear that increasing the number of observations per laboratory much change the results
concerning µ. This is a potentially somewhat surprising result. Nevertheless, in what follows
we don’t discuss this further.
3.3.1 No Outliers
First we compare the performance of the Bayesian procedures based on the five models
when no laboratories are outliers. Table 4 and Figure 1 provide a summary of the results.
For the most part, the five methods give comparable answers. The ∆PSMTLM gives the
smallest median credible interval length while maintaining coverage probabilities that are
fairly comparable to the coverage probabilities from the four other methods. As expected,
∆GLM maintains the nominal coverage probability when the lab means are drawn from
a normal distribution, but does not when lab means come from a t-distribution. It is
interesting that of all the methods, only for ∆PSMTLM do the coverage probabilities fail to
increase as the number of laboratories increase. For all five procedures the median credible
interval length decreases as the number of laboratories increases with ∆3CMTLM having
the slowest rate of decrease. Overall, when an inter-laboratory study produces data with no
outlying labs the answers one gets by using Bayes procedures based on more complicated
models (here the mixtures) differ little from those obtained from Bayes procedures for
simpler models (the GLM and the TLM).
3.3.2 One Outlier
The results from the simulation study with one outlying laboratory are summarized in
Table 5 and Figure 2. Here we see a shortcoming of ∆GLM, since the coverage prob-
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Table 4 Results from the simulation study when none of the labs are out-
liers. The column “cp” is the percent of data sets that produce 95%
credible intervals that contain the value 30. The column “ciwid” is
the median credible interval width across the 5000 generated data
sets.
N = 3 N = 5 N = 10
Data
Generating
Process Num of Labs
Bayes Proce-
dure cp ciwid cp ciwid cp ciwid
GLM
5
∆GLM 0.9482 2.2440 0.9506 2.2246 0.9458 2.2085
∆TLM 0.9114 2.0011 0.9090 1.9742 0.9012 1.9829
∆2CMTLM 0.9112 2.0038 0.9062 1.9780 0.9002 1.9860
∆3CMTLM 0.9178 2.0494 0.9112 2.0149 0.9044 2.0169
∆PSMTLM 0.9106 1.9860 0.9034 1.9412 0.8976 1.9499
10
∆GLM 0.9512 1.5875 0.9462 1.5735 0.9542 1.5617
∆TLM 0.9242 1.4911 0.9184 1.4680 0.9240 1.4878
∆2CMTLM 0.9254 1.4962 0.9194 1.4768 0.9246 1.4970
∆3CMTLM 0.9478 1.6971 0.9370 1.6784 0.9384 1.6819
∆PSMTLM 0.9166 1.4246 0.9084 1.3947 0.9146 1.4292
20
∆GLM 0.9460 1.1228 0.9508 1.1126 0.9440 1.1043
∆TLM 0.9238 1.0857 0.9318 1.0778 0.9264 1.0754
∆2CMTLM 0.9274 1.1018 0.9356 1.0951 0.9312 1.0923
∆3CMTLM 0.9758 1.7074 0.9764 1.6959 0.9716 1.6849
∆PSMTLM 0.9078 1.0065 0.9136 1.0009 0.9108 1.0216
TLM
5
∆GLM 0.9214 2.2438 0.9214 2.2247 0.9136 2.2085
∆TLM 0.9054 2.1109 0.9020 2.1039 0.8980 2.1107
∆2CMTLM 0.9076 2.1148 0.9036 2.1043 0.8988 2.1158
∆3CMTLM 0.9118 2.1715 0.9074 2.1527 0.9020 2.1579
∆PSMTLM 0.9038 2.0770 0.8934 2.0470 0.8916 2.0701
10
∆GLM 0.9218 1.5873 0.9258 1.5736 0.9172 1.5617
∆TLM 0.9204 1.5906 0.9228 1.5976 0.9202 1.5914
∆2CMTLM 0.9204 1.5994 0.9242 1.6090 0.9188 1.6001
∆3CMTLM 0.9458 1.8250 0.9400 1.8281 0.9392 1.8074
∆PSMTLM 0.9026 1.4928 0.9072 1.4938 0.9060 1.5106
20
∆GLM 0.9216 1.1228 0.9140 1.1126 0.9202 1.1043
∆TLM 0.9322 1.1783 0.9290 1.1738 0.9308 1.1629
∆2CMTLM 0.9378 1.1996 0.9352 1.1987 0.9364 1.1850
∆3CMTLM 0.9778 1.8247 0.9758 1.8066 0.9770 1.7609
∆PSMTLM 0.9116 1.0688 0.9074 1.0765 0.9184 1.0960
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Figure 1 Plot of the results from the simulation study with no outlying
laboratories. The effect of increasing the number of participat-
ing laboratories on credible region area and precent coverage can
be seen in each panel. the effect of increasing the number of
observations per laboratory is seen by comparing panels bottom
to top and the effect of the data generating mechanism can be
seen comparing panels left to right. The area of the circles are
proportional to median 95% credible region area.
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Table 5 Results from the simulation study where one lab was randomly
selected to be an outlier. The column “cp” is the percent of data
sets that produce 95% credible intervals that contain the value 30.
The column “ciwid” is the median credible interval width across
the 5000 generated data sets.
N = 3 N = 5 N = 10
Data
Generating
Process Num of Labs
Bayes Proce-
dure cp ciwid cp ciwid cp ciwid
GLM
5
∆GLM 0.2300 2.2432 0.2270 2.2245 0.2178 2.2085
∆TLM 0.9546 4.7503 0.9590 4.7555 0.9636 4.7618
∆2CMTLM 0.9466 4.1554 0.9480 4.2229 0.9478 4.2407
∆3CMTLM 0.9372 3.3332 0.9402 3.3843 0.9422 3.3835
∆PSMTLM 0.9250 2.7089 0.9224 2.6580 0.9196 2.6445
10
∆GLM 0.5332 1.5877 0.5418 1.5734 0.5268 1.5617
∆TLM 0.9654 2.4785 0.9678 2.4684 0.9612 2.4450
∆2CMTLM 0.9498 2.1872 0.9436 2.1732 0.9452 2.1556
∆3CMTLM 0.9514 1.8789 0.9410 1.8657 0.9434 1.8514
∆PSMTLM 0.9276 1.5720 0.9128 1.5467 0.9194 1.5597
20
∆GLM 0.7510 1.1228 0.7416 1.1127 0.7384 1.1043
∆TLM 0.9456 1.3441 0.9466 1.3253 0.9456 1.3251
∆2CMTLM 0.9402 1.2421 0.9412 1.2239 0.9452 1.2249
∆3CMTLM 0.9646 1.4887 0.9698 1.4729 0.9674 1.4753
∆PSMTLM 0.9106 1.0452 0.9130 1.0371 0.9186 1.0613
TLM
5
∆GLM 0.2606 2.2444 0.2448 2.2244 0.2428 2.2085
∆TLM 0.9486 4.8366 0.9486 4.8450 0.9586 4.8285
∆2CMTLM 0.9424 4.3520 0.9414 4.3863 0.9460 4.3780
∆3CMTLM 0.9378 3.6174 0.9378 3.6250 0.9406 3.6206
∆PSMTLM 0.9194 2.9244 0.9152 2.8665 0.9166 2.8160
10
∆GLM 0.5436 1.5873 0.5268 1.5734 0.5236 1.5617
∆TLM 0.9596 2.5899 0.9594 2.5886 0.9642 2.5796
∆2CMTLM 0.9430 2.3870 0.9442 2.3996 0.9528 2.4028
∆3CMTLM 0.9438 2.0722 0.9454 2.0850 0.9530 2.0825
∆PSMTLM 0.9096 1.6574 0.9122 1.6493 0.9206 1.6865
20
∆GLM 0.7160 1.1228 0.7218 1.1126 0.7246 1.1043
∆TLM 0.9472 1.4515 0.9492 1.4452 0.9522 1.4329
∆2CMTLM 0.9452 1.3877 0.9478 1.3775 0.9446 1.3689
∆3CMTLM 0.9696 1.6384 0.9716 1.6279 0.9716 1.6083
∆PSMTLM 0.9102 1.1092 0.9146 1.1162 0.9190 1.1432
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Figure 2 Plot of the results from the simulation study with one outlying
laboratory. The effect of increasing the number of participating
laboratories on credible region area and precent coverage can be
seen in each panel. the effect of increasing the number of obser-
vations per laboratory is seen by comparing panels bottom to top
and the effect of the data generating mechanism can be seen com-
paring panels left to right. The area of the circles are proportional
to median 95% credible region area.
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abilities for this procedure are far below the nominal 95% coverage probability while the
coverage probability associated with the ∆TLM, ∆2CMTLM, ∆3CTMLM, ∆PSMTLM are
relatively close to nominal. When only considering procedures based on the models with
t-distributions, ∆PSMTLM produces the shortest median length among the four, but has
the lowest coverage probability. As expected, the outlying laboratory’s effect diminishes
as the number of laboratories increases. It is interesting that the coverage probability for
∆PSMTLM remains relatively unchanged across the scenarios. Overall, when an inter-
laboratory study produces data with an outlying lab ∆3CMTLM and ∆PSMTLM perform
quite well in balancing coverage probability and interval length.
3.3.3 Three Outliers
Table 6 and Figure 3 provide a summary of the simulation results when two laboratories
were outliers and a third was an “extreme” outlier. Note that the situation when there are
5 labs is extreme, as more than half of the labs are outliers. Hence, the credible intervals are
very uninformative. Here ∆3CMTLM and ∆PSMTLM have comparable median credible
interval lengths and coverage probabilities across the four scenarios. The same holds true
for ∆TLM and ∆2CMTLM. The former duo has shorter credible intervals compared to
the latter regardless of the number of laboratories. In contrast, the latter duo has higher
coverage probabilities compared to the former for all scenarios except that when the number
of laboratories is 5. Generally speaking, it appears that using ∆PSMTLM or ∆3CMTLM
to analyze data from inter laboratory studies produces coverage probabilities and credible
interval widths at least as favorable to those from the ∆GLM, ∆TLM, and ∆2CMTLM.
But this advantage diminishes as the number of laboratories increases.
4 Conclusions
In an inter-laboratory study setting, completely ignoring results from one or more par-
ticipating laboratories is usually untenable in practical terms. Because of this, we have
attempted to develop a methodology that even in cases involving outlying labs produces
credible intervals that maintain a roughly 95% coverage probability while remaining infor-
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Table 6 Results from the simulation study where two labs were randomly
selected to be outliers with one additional lab being an “extreme”
outlier. The column “cp” is the percent of data sets that produce
95% credible intervals that contain the value 30. The column
“ciwid” is the median credible interval width across the 5000 gen-
erated data sets.
N = 3 N = 5 N = 10
Data
Generating
Process Num of Labs
Bayes Proce-
dure cp ciwid cp ciwid cp ciwid
GLM
5
∆GLM 0.4938 2.2438 0.4902 2.2245 0.5000 2.2085
∆TLM 0.5174 11.0550 0.5162 10.8755 0.5220 11.6814
∆2CMTLM 0.5112 10.7651 0.5076 10.8040 0.5154 10.8615
∆3CMTLM 0.7710 10.5477 0.7616 10.4862 0.7530 10.3532
∆PSMTLM 0.8274 10.4045 0.8438 10.3947 0.8598 10.4306
10
∆GLM 0.4860 1.5875 0.4928 1.5734 0.4962 1.5617
∆TLM 0.9712 5.5118 0.9694 5.4620 0.9702 5.4598
∆2CMTLM 0.9802 5.6292 0.9800 5.5971 0.9782 5.5866
∆3CMTLM 0.9372 2.3480 0.9386 2.2789 0.9332 2.3480
∆PSMTLM 0.9344 2.1174 0.9292 2.0193 0.9276 2.1075
20
∆GLM 0.4844 1.1227 0.4956 1.1127 0.4918 1.1043
∆TLM 0.9646 1.5067 0.9568 1.4822 0.9618 1.4722
∆2CMTLM 0.9684 1.6370 0.9648 1.6037 0.9706 1.5967
∆3CMTLM 0.9402 1.2047 0.9324 1.2073 0.9438 1.1985
∆PSMTLM 0.9252 1.1176 0.9112 1.1124 0.9264 1.1359
TLM
5
∆GLM 0.4896 2.2438 0.4994 2.2246 0.4986 2.2084
∆TLM 0.5266 11.3023 0.5356 11.7595 0.5302 11.7453
∆2CMTLM 0.5164 10.8294 0.5206 10.9034 0.5226 10.8969
∆3CMTLM 0.7692 10.6200 0.7472 10.4274 0.7290 10.3460
∆PSMTLM 0.8218 10.4397 0.8282 10.3880 0.8340 10.4282
10
∆GLM 0.4858 1.5874 0.4752 1.5734 0.4814 1.5617
∆TLM 0.9594 5.6309 0.9596 5.6082 0.9622 5.6177
∆2CMTLM 0.9704 5.7514 0.9714 5.7400 0.9732 5.7537
∆3CMTLM 0.9412 2.8038 0.9420 2.8089 0.9492 2.8962
∆PSMTLM 0.9210 2.3358 0.9290 2.3043 0.9318 2.4207
20
∆GLM 0.4630 1.1228 0.4776 1.1127 0.4632 1.1043
∆TLM 0.9656 1.6132 0.9576 1.5899 0.9558 1.5738
∆2CMTLM 0.9712 1.8004 0.9620 1.7681 0.9622 1.7499
∆3CMTLM 0.9462 1.3545 0.9444 1.3483 0.9396 1.3406
∆PSMTLM 0.9206 1.1880 0.9126 1.1913 0.9204 1.2168
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Figure 3 Plot of the results from the simulation study with three outlying
laboratories with one being “extreme”. The effect of increasing
the number of participating laboratories on credible region area
and precent coverage can be seen in each panel. the effect of
increasing the number of observations per laboratory is seen by
comparing panels bottom to top and the effect of the data gener-
ating mechanism can be seen comparing panels left to right. The
area of the circles are proportional to median 95% credible region
area.
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mative. We proposed the 2CMTLM, 3CMTLM, and PSMTLM as three alternatives to using
t distributions as the basis for a Bayes analyses. Then we conducted a simulation study
that compared the Bayesian procedures based on five models (the GLM, TLM, 2CMTLM,
3CTMLM, and PSMTLM). We found that the Bayes procedures under the 3CMTLM and
the PSMTLM produce results comparable to those under the GLM and the TLM when no
outliers are present and usually have better coverage probability with smaller interval widths
when outliers were present. But advantages that accompany ∆3CMTLM and ∆PSMTLM
diminish as the size of the inter-laboratory study increases.
Focusing on the Bayes procedures under the PSMTLM and 3CMTLM, the former produces
shorter median credible intervals but the later has better coverage probability in the ma-
jority of the scenarios. Considering the difficulties in applying the methods, ∆PSMTLM
doesn’t require one to address the issue of label switching but does require careful selection
of an appropriate range for the uniform distribution of the outlier component of the mix-
ture. The analyst should carefully weigh the advantages and disadvantages of both methods
before making an analysis decision.
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ANALYSIS OF TRACE ELEMENTS IN MARINE MAMMALS
A paper to be submitted to Metrologia
Garritt L Page and Stephen Vardeman
Abstract
An annual inter-laboratory study sponsored by the National Institute of Standards and
Technology (NIST) and the National Oceanic and Atmospheric Administration (NOAA) is
conducted to help benchmark and improve quality of data gathered on the marine environ-
ment. The ability to accurately determine trace elements in necessary to assess their impact
on animal health and nutrition. The 2005 inter-laboratory comparison exercise for trace
elements in marine mammals produced data with some characteristics that made estab-
lishing trace element reference values difficult. Among them were the presence of outliers,
values below limits of detection, and completely missing values. This paper discusses a
Bayesian hierarchical model developed to rationally incorporate these potential difficulties
in a multivariate setting.
1 Introduction
The National Institute of Standards and Technology (NIST) administers an annual inter-
laboratory study meant to help marine organizations benchmark and improve the quality of
analytical data gathered on the marine environment, and in particular measurements of the
presence of trace elements in marine mammals. In the 2005 study, NIST prepared quality
control materials derived from fresh-frozen marine mammal livers and distributed them to
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33 laboratories. Each laboratory was instructed to divide its quality control sample into 5
aliquots and on each measure concentrations of 15 trace elements (Ag, As, Cd, Co, Cs, Cu,
Fe, Hg, Mn, Mo, Rb, Se, Sn, V and Zn) expressed in µg/g. The raw measurement results
were reported to NIST, who then performed a statistical analysis. One goal of the analysis
was to establish a reference value for each of the 15 trace elements. (All lab measurements
were subsequently to be compared to these reference values.)
Some characteristics of the data produced in the study made establishing reference val-
ues difficult. Among them were the presence of outliers, values below limits of detection,
and completely missing values. Typically, analysis of this type of inter-laboratory data
is approached one trace element at a time using random effects modeling. This was how
NIST originally analyzed these data (see Christopher et al. (2007)). In addition, the char-
acteristics of the data that made analysis difficult were handled primarily by discarding
data from laboratories that didn’t completely comply with the outlined protocol and data
values classified as outliers through the use of a control sample and an outlier detection
metric. Recently, Rukhin (2007) extended the random effects models and methods used
to analyze multivariate inter-laboratory data one component at a time, to a multivariate
random effects model using a (restricted) maximum likelihood method. The method didn’t
address missing/censored observations or outlying laboratories. The purpose of this paper
is two-fold: first to investigate the benefits of a Bayesian multivariate analysis of data like
these, and then to demonstrate how to accommodate outliers in a formal Bayesian statisti-
cal analysis.
The paper is organized as follows: Section 2 discusses the marine mammal data in more
detail. Section 3 details a Bayesian statistical model that is employed in the estimation
of a reference vector. Section 4 discusses an MCMC algorithm that is used in our Bayes
analysis. Section 5 details a small simulation study to compare multivariate and univariate
analyses. In Section 6 we estimate reference values for the 15 trace elements in the marine
mammal data set. Finally, conclusions are drawn in Section 7.
34
2 Marine Mammal Inter-Laboratory Data
In the 2005 NIST-sponsored inter-laboratory study of trace elements in marine mammals,
NIST prepared fresh-frozen marine mammal liver quality control materials that were cryo-
genically pulverized, homogenized, and bottled using established techniques (see Christo-
pher et al. (2007) for more details and references). All 33 participating institutions were
sent a glass jar containing approximately 8-10 g of the frozen material. The process of
distributing the material was assumed to be such that the original state of the material
was preserved. Each lab was asked to keep the material in an environment that would
preserve its authenticity and to divide the material into five aliquots. Each aliquot was to
be analyzed for 15 trace elements (Ag, As, Cd, Co, Cs, Cu, Fe, Hg, Mn, Mo, Rb, Se, Sn, V
and Zn) using in-house analytical techniques. The results of the analyses were submitted
to NIST.
Of the 33 institutions, only 9 followed protocol and reported 5 observation vectors. The ac-
tual numbers of observation vectors reported by various laboratories ranged from 1 to 10. In
addition, 24 of the institutions reported vectors with missing values. There were two types
of missing observations. The first type occurred when an institution took a measurement of
a particular trace element on some but not all of the aliquots. This type of missingness will
be here referred to as Type 1. A more common type occurred when an institution measured
the same subset of the trace elements on each aliquot. This type of missingness will be here
referred to as Type 2. To give an idea of the range of the prevalence of missing values for
particular trace elements, copper (Cu) was measured 95% of the time while, cesium (Cs)
was only measured 46% of the time. Institutions 3 and 4 were unique in that they took
measurements on 10 aliquots. For these institutions, measurements were taken for a fixed
subset of trace elements on the first 5 aliquots. On the last 5, a different subset of trace
elements had measured values. A few trace elements were measured on both the first five
aliquots and the second five at these laboratories. Preliminarily, we only considered the
first five measurement vectors from each of these labs.
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Five laboratories reported results that were not concentrations but rather upper bounds for
actual concentrations. Corresponding concentrations were thought to be below a level which
the measuring technique could detect. These observations were treated as left-censored.
Only five trace elements (Ag, As, Co, Mo, and V) had left-censored values and the cen-
soring occurred at four institutions, with one reporting left-censored values on four trace
elements. Only one lab reported results for a trace element that were a combination of read
and left-censored concentrations.
Ultimately, one may think of each observation vector reported to NIST as having entries
that were real numbers, were blank, or represented upper bounds on concentrations
In addition to the complications addressed above, a few of the participating labs reported
measurements for particular trace elements that were unlike those of the majority of labs.
This was perhaps to be expected, as the institutions were instructed to take measurements
using “accepted in-house analytical procedures.” In fact, some labs reported concentrations
for some trace elements that are radically different from the majority. As an example,
Figure 1 provides side-by-side box-plots of the measurement results for the trace element
copper (Cu). Notice that institution 18’s measurements are much higher than the majority.
Simply discarding outlying measurements is often politically untenable in the analysis of
data from inter-laboratory studies, so we model their potential existence and incorporate all
data in our analysis, but in a way that doesn’t let outliers dominate the ultimate inferences.
3 A Bayesian Model
In this section we discuss a Bayesian hierarchical model that we use in the estimation of a
reference vector. We first briefly present an overview of the model in its entirety and then
provide more details of each model component in later sections. Our approach to handling
missing/censored values is similar to that found in Lockwood et al. (2004).
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Figure 1 Side-by-side box-plots for all laboratories that took copper mea-
surements.
Let yij be the jth complete vector of trace element measurements taken (at least in the-
ory) by the ith lab. As mentioned above, some of the components of the actually ob-
served vectors are missing or left-censored. For notational convenience we partition yij into
(yoij ,y
c
ij ,y
m1
ij ,y
m2
ij ) where y
o
ij denotes the fully observed components of the measurement
vector, ycij denotes the vector of upper bounds for the censored measurements, y
m1
ij and
ym2ij denote the Type 1 and Type 2 missing values. Note that the actual order of the trace
element values in a raw observation vector is the same for each lab. The case-to-case re-
ordering implicit in this notation (that groups together the observed, censored, and missing
sections of an observation vector) is solely for notational convenience and should not be
taken “literally” or cause confusion. ym2ij corresponds to trace elements for which the lab
failed to report any values. We don’t include these subvectors in our analysis, so the di-
mension of the measurement vectors varies from lab to lab. The effect of not incorporating
these missing values will be apparent in displays (1) and (2) in what follows, and will be
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discussed in more detail in later sections.
We adopt a hierarchical model with
(yoij ,y
c
ij ,y
m1
ij )|δi,Σi ind∼ MVNdi(δi,Σi) with Σi = diag(ψi)Qidiag(ψi) (1)
(δoi , δ
m2
i )|µ,T , g,h, γi ind∼ [MVN15(µ,T )]γi [UN15(g,h)]1−γi with T = diag(φ)V diag(φ) (2)
Qi|A iid∼ InvWishart(dfQ,A) (3)
ψik|mψ, s2ψ iid∼ LogN(mψ, s2ψ) (4)
γi|pi iid∼ Ber(pi) (5)
V |B ∼ InvWishart(dfV ,B) (6)
φk|mφ, s2φ iid∼ LogN(mφ, s2φ) (7)
pi|api, bpi ∼ Beta(api, bpi) (8)
µ|m,S ∼ MVN15(m,S), (9)
where j = 1, . . . , ni (typically ni = 5 but ranges from 1 to 10) and the dimension of the
ith lab’s measurement vector is the integer 1 ≤ di ≤ 15. (Note that if all labs had followed
protocol there would be no missing values and di would be 15 for all i.) In displays (1) and
(2), diag(ψi) and diag(φ) are diagonal matrices with the elements of vectors ψi and φ as
diagonal values. Roman letters in displays (1) through (9) denote values of parameters for
prior distributions that need to be specified. We briefly discuss our choice of prior distribu-
tions in Section 3.3. Here UN denotes a multivariate uniform distribution on a rectangle in
R15.
If y were fully observed, inference on the model parameters (and in particular the reference
value µ) would be based on a posterior distribution with density p(θ|y) ∝ p(y|θ)g(θ) where
θ = (δ,Q,ψ,γ,µ,V ,φ,pi) and g(·) denotes the joint prior density. Here we condition on
the observed data, yo, and our knowledge of the mechanism behind the unobserved data.
If we assume that the missing observations are “missing at random” (see Gelman et al.
(2004)) and that the threshold values for censored data are set before data collection, the
missingness mechanism can be thought of as “ignorable” (Rubin (1976)). Under these
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conditions we get a posterior distribution with density
p(θ,ym1 ,yc|yo) ∝ p(yo|ym1 ,yc,θ)p(ym1 ,yc|θ)g(θ). (10)
We discuss an MCMC algorithm that may be used to approximate the posterior distribution
in Section 4.
3.1 Likelihood
The data model of display (1) is a joint MVN density for vectors whose dimensions vary lab
to lab, and treated as a function of the parameters provides a likelihood. We assume each
institution has a unique mean vector (δi) and covariance matrix (Σi). Common practice
might be to adopt a conjugate inverse-Wishart prior for Σi. But this prior specification
has been shown to be highly restrictive (see Gelman and Hill (2007) and Barnard et al.
(2000)). Therefore, we follow the suggestions of Gelman and Hill (2007) and decompose Σi
as diag(ψi)Qidiag(ψi). Assigning prior distributions to ψi and Qi provides a more flexi-
ble prior specification than assigning an inverse-Wishart prior directly to Σi. ψi and Qi
individually have no interpretation, but the within-lab variance for the kth trace element
measurements is σ2k = Σkk = ψ
2
kQkk and the within-lab covariance between the k
th and `th
trace element measurements is Σk` = ψkψ`Qk`.
As mentioned above, values below limits of detection and missing values complicate the
likelihood. The factor in the likelihood corresponding to the jth measurement vector coming
from the ith lab has the form
p(yij |δi,Σi) =
∫
Dij
φ(yoij ,y
c
ij ,y
m1
ij |δi,Σi)dycijdym1ij
=
∫
Dij
φ(ycij ,y
m1
ij |yoij , δi,Σi)φ(yoij |δi,Σi)dycijdym1ij
= φ(yoij |δi,Σi)
∫
Dij
φ(ycij ,y
m1
ij |yoij , δi,Σi)dycijdym1ij
= φ(yoij |δi,Σi)P
[
(ycij ,y
m1
ij ) ∈ Dij |yoijδi,Σi
]
where φ denotes the MVN density and Dij is an “interval” in Euclidean space of dimension
the number of left-censored and completely missing values. (Dij is a cartesian product of
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infinite and semi-infinite intervals. For left-censored components, the upper end-points are
limits of detection. For components of yij that are completely missing Dijk = (−∞,∞).)
Under the assumption of conditional independence of observation vectors, the likelihood is
p(y|δ,Σ) =
33∏
i=1
ni∏
j=1
∫
Dij
φ(yoij ,y
c
ij ,y
m1
ij |δi,Σi)dycijdym1ij
=
33∏
i=1
ni∏
j=1
φ(yoij |δi,Σi)P
[
(ycij ,y
m1
ij ) ∈ Dij |yoijδi,Σi
]
Calculating P
[
(ycij ,y
m1
ij ) ∈ Dij |yoijδi,Σi
]
can be difficult. We are able to avoid directly
evaluating this probability by using data augmentation as defined in Tanner and Wong
(1987) to “impute” missing/censored values as in Hopke et al. (2001). Section 4 provides
more details.
3.2 Hierarchical Structure for Outliers
Display (2) in the model summary is a partially specified finite mixture model as outlined
by Page and Vardeman (2008). Since we don’t include Type 2 missing values in the analysis,
the mean vectors (δi) are divided into two sub-vectors. Let δoi denote the vector of means
for trace elements coming from the ith lab whose reported values are fully observed, left
censored, or missing of Type 1, and δm2i denote the vector of means for trace elements whose
values are Type 2 missing. As for the observation vectors, the implicit reordering of the
elements of the δi’s is solely for notational convenience and shouldn’t be taken “literally.”
By modeling δi with a two-component mixture distribution we are able to accommodate
measurements that are unlike the majority. We use a general covariance matrix, T , for
the variances and covariances of the δi’s. As with Σi, we decompose T into a product,
diag(φ)V diag(φ), which allows for a more flexible prior specification on the variances and
covariances of trace element means than is possible using an inverse-Wishart prior for T .
The variance of the kth trace element mean is τ2k = Tkk = φ
2
kVkk and the covariance between
the kth and `th trace element means is Tk` = φkφ`Vk`. We use a beta-Bernoulli model
(display (5) and display (8)) to complete the classification portion of the mixture modeling.
Note that the γi’s are latent in that they are not directly observed. The posteriors of
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parameters might be of interest, as they provide the posterior probabilities that the ith lab
produces outliers. Finally, the trace element reference vector is µ, which is the parameter
of principal interest.
3.3 Prior Distributions
Displays (3), (4), (6), (7), (8), and (9) of the model description all concern prior dis-
tributions whose parameter values need to be specified by the analyst. We first discuss
the selection of parameter values for prior distributions associated with mean vectors and
covariance matrices. Then we discuss the selection of values for g and h found in display (2).
We follow the suggestions of Gelman and Hill (2007) and set the inverse-Wishart degrees
of freedom to dfQ = dfV = di + 1 and the scale matrices to A = B = Idi . We chose values
for mψ,mφ, s2ψ and s
2
φ so that the prior distributions for ψik and φk with a mean of 1. This
is attractive because with ψik ≡ 1 and φk ≡ 1 for all i and k, the multivariate model would
reduce to one where the prior distributions for the covariance matrices are inverse-Wishart.
A diffuse prior specification for ψik and φk is computationally not feasible. Choosing large
values for s2ψ and s
2
φ leads to sampling large values for ψik and φk in an MCMC algorithm.
This can lead to sampling nearly singular matrices for T and Σi. In addition, large values
for ψ and φ makes the MCMC algorithm more liberal in its classification of labs as outliers,
which in turn inflates the variance components of Σ and T . To avoid this situation we use
values of s2ψ and s
2
φ so that the prior variance of φk is 1 and ψik is 1/2. To µ, we assign a
MVN prior centered at m = 0 and with covariance matrix S = 10000I15.
Specifying values for gk and hk requires care. The size of the support of the uniform
component of the mixture strongly affects how the institutions are classified in MCMC
iterations. Making the support of the uniform component of the mixture wide here doesn’t
necessarily provide a prior that is “non-informative.” Our approach is to choose hk values
1.1 times the maximums across institutions for trace element measurements and gk values
0.1 times the corresponding minimums. Finally, we make the prior probability of a lab
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being an outlier relatively small by using api = 9 and bpi = 1.
4 MCMC algorithm
In this section we give details of an MCMC algorithm that produces random draws from a
posterior (10). We utilize the data augmentation technique of Tanner and Wong (1987) and
multiple imputation of Hopke et al. (2001), which divides the algorithm into three parts
which are repeated in an iterative fashion. This is:
1. Given a θ and a yc, generate ym∗ from p(ym∗|θ,yc,yo).
2. Given a θ and ym∗, generate yc∗ from p(yc∗|θ,ym∗,yo) where ym∗ is from 1.
3. Generate θ∗ from p(θ∗|ym∗,yc∗,yo), where ym∗, yc∗ are from 1. and 2.
Tanner and Wong (1987) show that under some reasonable conditions the Markov Chain
has stationary distribution p(θ,ym,yc|yo).
Cycling through steps 1 and 2 above is fairly straightforward since p(ym|θ,yc,yo) and
p(yc|θ,ym,yo) are respectively MVN and truncated MVN densities. If sampling missing
and censored values is done one coordinate at a time, then the sampling can be done using
univariate Normal and truncated univariate Normal distributions. As we have said, the
present modeling depends on the threshold values for censored data being known prior to
data collection. If this isn’t the case, the presence of censored data introduces a difficult
logical, philosophical, and modeling problem. In light of this, even though in truth we don’t
know threshold values (they are known to NIST but were not made available to us), for
each trace element for which any lab records censored data we use the minimum read value
across all labs as a threshold applicable to all labs reporting results below a limit of detection
Obtaining draws from θ can be done component-by-component using Gibbs and Metropolis-
Hastings steps. The complete conditional of δi has a MVN or a truncated MVN density
depending on the value of γi. Thus, a Gibbs step can be used to update the δi’s. For Qi
42
and Vi the inverse-Wishart distribution is conjugate. This enables the use of a Gibbs step.
For ψi and φ, a Metropolis-Hastings step is required. We update ψi and φ by updating the
ψik and φk on a component-by-component basis. The priors we use for with γ, µ, and pi are
conjugate, which enables the use of a Gibbs step when updating them. For each MCMC
iteration, prior to updating the µ and φ vectors and the V matrices, values for the δm2i are
sampled using conditional properties of MVN distributions.
5 Simulation Study
Traditionally, analysts have treated d-dimensional data from inter-laboratory studies with
d univariate analyses. Such analyses ignore the (potentially strong) correlations that may
exist between the d measurements taken across aliquots from a fixed jar of material, and
the correlations that may exist across jars (or labs) of the d measurement means taken on
different jars (by different labs). As these correlations move away from zero, presumably
the benefits (in terms of precision of determination of the reference vector) of using a multi-
variate analysis increase. What isn’t completely clear is how the presence of outliers affects
the advantages that accompany a multivariate analysis. The simulation study we present
in this section attempts a modest investigation of this topic.
We employed a simplified (no missing or censored observations) bivariate version of the
model in Section 3 to generate data sets, and for each one performed a multivariate analy-
sis and two univariate analyses (one for each of the two components). The multivariate and
univariate procedures were compared in terms of coverage rates and areas of credible regions
for µ (credible regions are discussed in section 5.2). The hope was that the results from
this simple bivariate simulation generalize in qualitative terms to inter-laboratory studies
of dimension d.
We first describe how data sets used in the simulation study were generated. Then we
describe the Bayes models and procedures.
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5.1 Generating Data Sets
We used a bivariate “fully observed” version of the model described in Section 3 as a data
generating mechanism. We fixed values for matrices Σ and T along with vector µ and used
them to generate mean vectors δi and then observation vectors Yij . Three factors each with
three levers were employed in a small factorial study. The factors along with their levels
are listed below.
1. The matrices used for Σ were
Σ1 =
 0.5 0.0
0.0 2.0
 , Σ2 =
 0.5 0.5
0.5 2.0
 , and Σ3 =
 0.5 0.9
0.9 2.0
 .
2. The matrices used for T were
T1 =
 1.0 0.0
0.0 4.0
 , T2 =
 1.0 1.0
1.0 4.0
 , and T3 =
 1.0 1.8
1.8 4.0
 .
3. The values 015 ,
2
15 , and
4
15 were used for the ratio of the number of outlying labs to
the total number of labs.
The number of labs was 15. The goal in choosing this was to balance the study’s com-
putational burden against having data sets that contained enough information to estimate
covariances. The number of observations per lab was chosen to be 5, as in the marine
mammal data set. It is typical in inter-laboratory studies that the number of observations
per lab is small and we recognize from the beginning that 5 (and 15) observations do not
provide much information for estimating covariance parameters.
In simulation scenarios involving outliers, either 2 or 4 labs were randomly selected to gen-
erate outliers. For these laboratories, one component of the lab mean vector was randomly
selected to be outlying. (Hence, in this simulation study it was only possible for one of the
two kinds of measurements for a lab to be different from the majority.) The value µk + 6τkk
was used as an outlying mean (where µk denotes the kth component of the bivariate lab
mean vector µ, and τkk denotes the square root of the kth diagonal element of T ). Finally,
we set µ′ = (5.0, 30.0). Figure 2 provides an example of two simulated data sets with four
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outlying laboratories under two different covariance matrix specifications.
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Figure 2 Example of data generated under two scenarios. In both plots
there are 15 laboratories with five observations in each. Four of
the labs were randomly selected to be outliers. The points in the
left plot were generated using Σ1 and T1. The points in the right
plot were generated using Σ2 and T3.
5.2 Bayes Models and Procedures
We briefly describe the multivariate and univariate procedures that were compared. These
were procedures based on posteriors (approximated via MCMC) for two Bayes models.
These hierarchical models have elements in the following lists.
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Multivariate Bayes Model
(Let yij be the jth bivariate measurement vector taken by the ith laboratory.)
yij |δi,Σi ind∼ MVN2(δi,Σi) with Σi = diag(ψi)Qidiag(ψi),
δi|µ,T ,γ ind∼ [MVN2(µ,T )]γi [UN(g,h)]1−γi with T = diag(φ)V diag(φ),
Qi|A iid∼ InvWishart(2 + 1,A),
ψik|s2ψ ind∼ LogN(mψ, s2ψ),
γi|pi iid∼ Ber(pi),
V |B ∼ InvWishart(2 + 1,B),
φk|s2φ ind∼ LogN(mφ, s2φ),
pi|a, b ∼ Beta(api, bpi),
µ|m,S ∼ MVN2(m,S).
This model is a simplified version of the model described completely in Section 3. One
slight modification is that we used values for hk that were 1.9 times the maximums across
institutions for generated trace element measurements instead of 1.1.
Univariate Bayes Models
(The following model elements were used separately for the components k = 1, 2 of the
bivariate data vectors.)
yij |δi, σ2i ind∼ N(δi, σ2i ),
δi|µ, τ2, pi, γi ind∼
[
N(µ, τ2)
]γi [UN(aδ, bδ)]1−γi ,
σ2i |mσ, s2σ iid∼ LogN(mσ, s2σ),
γi|pi iid∼ Ber(pi),
pi|api, bpi ∼ Beta(api, bpi),
τ2|mτ , s2τ ∼ LogN(mτ , s2τ ),
µ|mµ, v2µ ∼ N(mµ, v2µ).
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Essentially these univariate models were introduced and described by Page and Vardeman
(2008). One difference here is that instead of using inverse-Gamma distributions for the
priors on τ2 and σ2i , we used log-Normal distributions. This was done because when ex-
perimenting with inverse-Gamma priors, the posterior distributions of τ2 and σ2i seemed to
depend heavily on the parameters selected for the priors. This was not the case when using
log-Normal priors for τ2 and σ2.
Values used for parameters of prior distributions in the Bayes multivariate model are those
described in Section 3. Parameters in the univariate Bayes models that have counterparts in
the multivariate Bayes model received the same values. For σ2 and τ2 we used log-Normal
distributions with a median of one and coefficient of variation of 100.
5.3 Simulation Study Details
Under each of the nine data generating scenarios, 1000 data sets were generated. For each,
the two posterior distributions of µ corresponding to the multivariate Bayes model and
independent univariate Bayes models were obtained. From these two posterior distributions,
95% credible regions were computed and compared in terms of area and coverage frequency.
Under the independent univariate Bayes models, the credible region for µ was a rectangle
formed as the product of two
√
0.95 × 100% credible intervals, one for µ1 and one for µ2.
Computing the area for this credible region was straightforward. Finding credible regions
and their areas under the multivariate Bayes model is discussed in the next section. Under
both models, the posterior distributions for µ were approximated with 20,000 simulated
MCMC draws after a burn-in of 40,000 iterations. Convergence of the chains was assessed
graphically for a few data sets under each scenario. As 40,000 MCMC iterates were adequate
to produce burn-in for all chains examined, we assumed that number was adequate for the
unexamined ones as well.
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5.4 Multivariate Credible Regions
We next describe approaches to computing credible regions and associated areas using
draws from an MCMC algorithm based on a multivariate Bayesian model. The first is
computationally expensive but could be used in practice (where only a single region based
on a real data set is needed, not many such corresponding to many simulated data sets).
The second method is based on approximating the posterior distribution of the parameters
of interest with a MVN distribution.
5.4.1 Approximate Highest Posterior Density Sets
Let θ ∈ Θ be a generic parameter vector from some Bayesian model. Partition this vector
into θ = (θ1,θ2) where a credible region is desired for θ1 (this corresponds to a representa-
tion Θ = Θ1 ×Θ2). To find a 1 − α level credible region one needs to know the marginal
posterior density of θ1. We approximate this function using Monte Carlo . Let θ(t) be a
tth MCMC draw from pi(θ|y) (the posterior distribution of θ), then the marginal posterior
density of θ1 can be approximated as
fT (θ1) =
1
T
T∑
t=1
pi(θ1,θ
(t)
2 |y)
∝ 1
T
T∑
t=1
f(y|θ1,θ(t)2 )p(θ1,θ(t)2 )
≈
∫
f(y|θ1,θ2)p(θ1,θ2)dθ2
Now let fα denote the α quantile of the T values fT (θ
(t)
1 ). Then an approximate highest
posterior density (1− α)100% credible region is
CαfT = {θ1 : fT (θ1) > fα}
and for low-dimensional problems, contour plotting (based on repeated evaluation of fT (·))
might be used to represent and understand the nature of CαfT . (In our examples we set
α = 0.05.) But this is not a practical methodology for simulation study.
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5.4.2 Multivariate Normal Approximations to a Posterior
As the number of parameters in a model and/or the number of MCMC draws increase,
computing as in Section 5.4.1 becomes prohibitively expensive. What follows is another
approach based on approximating the posterior distribution of θ1 with a MVN distribution.
If pi(θ1|y) is the marginal posterior density of θ1, then Cα ⊂ Θ1 such that P (θ1 ∈ Cα|y) =∫
Cα
pi(θ1|y)dθ1 = 1− α is a (1− α)100% credible region for θ1. Let θ˜1 and Sθ1 denote the
posterior mean vector and covariance matrix of θ1 (approximated by finding the sample
quantities from the MCMC iterates θ(t)1 ). Then if θ1|y ∼ MVN(θ˜1, Sθ1) we get (θ1 −
θ˜1)′S−1θ1 (θ1 − θ˜1) ∼ χ2d. Thus, a (1− α)100% credible region under the assumption that is
θ1|y is MVN is
CαMVN =
{
θ1 : (θ1 − θ˜1)′S−1θ1 (θ1 − θ˜1) < χ21−α,d
}
,
where χ21−α,d is the 1 − α quantile of the χ2 distribution with d degrees of freedom (the
dimension of θ1). (In the simulation study we set α = 0.05.)
The CαMVN region is bounded by an ellipsoid
(θ1 − θ˜1)′S−1θ1 (θ1 − θ˜1) = χ21−α,d. (11)
There is no guarantee that this ellipsoid actually contains (1− α)% of the MCMC iterates
corresponding to θ1 and indeed represents a (1−α)% credible set for θ1. One way to ensure
that the ellipsoid in display (10) contains (1− α)% of θ1’s MCMC draws is to “stretch” it
by decreasing α until the corresponding ellipse contains the desired proportion of MCMC
draws. One may search numerically for an α∗ that when used in display (10) in place of α,
the resulting ellipsoid contains the desired proportion of θ1 MCMC iterates.
Volumes of the ellipsoids (11) follow from simple analytic geometry. In the simulation study
we used areas of credible regions to compare procedures. So we give details for computing
areas of an ellipse in the d = 2 case here.
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For the 2-dimensional case, the CαMVN region is bounded by the ellipse
(θ1 − θ˜1)′S−1θ1 (θ1 − θ˜1) = χ21−α,2. (12)
The area of a two-dimensional ellipse is piab where a and b be are the lengths of its semi-
major and semi-minor axes. For ellipse (12), these lengths are determined by the eigenvalues
of Sθ1 , say λ1 and λ2. The area is then
pi
√
λ2χ21−α,2
√
λ1χ21−α,2 = piχ
2
1−α,2
√
λ2
√
λ1
= piχ21−α,2|Sθ1 |1/2.
5.4.3 Example of Credible Region Areas
To demonstrate the two methods of producing credible sets found in Sections 5.4.1 and
5.4.2, consider the following simple bivariate hierarchical model.
yi
iid∼ MVN2(µ,Σ)
µ ∼ MVN2(m,S)
Σ ∼ InvWishart(df,A),
from which we generate 5 data points using µ = (5, 30) and
Σ =
 1 1.25
1.25 2.0
 .
The posterior distributions for µ and Σ under this model can be easily approximated using
Gibbs sampling. After a sufficient number of MCMC draws have been obtained, the Monte
Carlo marginal density function for µ is
fT (µ) =
1
T
T∑
t=1
n∏
i=1
p(yi;µ,Σ(t))p(µ)p(Σ(t)).
With values assigned to m, S, df , and A intended to produce diffuse priors, we ran a Gibbs
sampler until 10,000 MCMC draws were obtained.
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Figure 3 The upper left plot provides contour lines produced using fT (·).
The upper right plot provides contour lines from a MVN density.
The bottom left plot displays the MCMC iterates that approxi-
mate the joint marginal posterior of µ. The red points are ele-
ments of CαfT . The bottom right plot provides credible regions
that were obtained using methods from Section 5.4.2
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Figure 3 displays credible regions for µ made using the methods of Sections 5.4.1 and 5.4.2.
The top two plots of Figure 3 depict contour lines coming from fT (·) and a MVN density
whose mean vector and covariance matrix were the sample mean and covariance matrix
from the MCMC iterates µ(t). The bottom left plot displays the 10,000 MCMC draws used
to approximate the marginal posterior of µ. The red points are the MCMC iterates that
are members of CαfT . In the bottom right plot the red ellipse corresponds to display (12)
with α = 0.05. The blue ellipse corresponds to display (12) with α∗ = 0.031 where α∗ was
chosen to provide a 95% credible region. The areas of both were found using methods from
Section 5.4.2. It appears that in this case the posterior distribution of µ is flatter than its
MVN approximation. Only 93.5% of the MCMC iterates are contained by ellipse (12) made
with α = 0.05.
5.5 Results of the Simulation Study
The results from the simulation study are presented graphically in Figure 4 and in table
format in Table 1. Recall that in this simulation study we used a simplified bivariate ver-
sion of the model described in Section 3 as a data generating mechanism to generate 1000
bivariate data sets for nine scenarios described in Section 5.1. Then, under each scenario,
the models described in Section 5.2 were employed to estimate a bivariate reference vector
for each of the 1000 generated data sets. Next, under both models and for each generated
data set, a 95% credible region was computed for µ. For the two-independent-univariate
procedure, a 95% credible region was the rectangular region formed as the product of the
two univariate
√
0.95 × 100% credible intervals. For the multivariate procedure the meth-
ods of section 5.4.2 were employed. The median area of the 95% credible regions and the
fraction of them that contained the point (5, 30) are used to compare the multivariate and
two-independent-univariate procedures.
In Table 1, the header Tcor indicates which of the three T matrices was used to gener-
ate data. The same is true for Σcor. The column “Outliers” indicates the fraction of the
laboratories that had outlying measurements. The column “cp” gives the the fraction of
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Figure 4 Plot of the results from the simulation study. The effect of in-
creasing the fraction of outlying laboratories on credible region
area and precent coverage can be seen in each panel. the effect of
increasing ρt is seen by comparing panels bottom to top and for
ρs by comparing panels left to right. The area of the circles are
proportional to median 95% credible region area.
53
estimated 95% credible regions that contain the “true” µ. The column “area” provides the
median credible region area across the 1000 data sets.
In Figure 4 the number of labs (out of 20) whose measurements were generated to be out-
lying is on the horizontal axis. The fraction of the 95% credible regions (out of 1000) that
contained (5, 30) is on the vertical axis. ρt and ρs denote the correlations in T and Σ that
were used to generate the data sets. Thus, the effect of increasing ρt can be seen by com-
paring the panels from left to right and the effect of increasing ρs can be seen by comparing
panels from bottom to top. The areas of the circles on the graph are proportional to median
credible region areas. So small circles indicate that the corresponding procedure produced
small credible regions on average. The opposite holds true for larger circles.
From Figure 4 it appears that as ρt increases the credible regions from multivariate pro-
cedures of Section 5.4.2 contained (5, 30) more often and were more “informative.” This
result was expected. Alternatively, an increase in ρs did not cause the credible regions from
the multivariate procedure to contain (5, 30) more often or to shrink in area. This very
well could be traceable to the small with-in lab sample size. Also (as expected) increas-
ing ρt and ρs didn’t alter the effect introducing outliers had on the independent-univariate
procedure. When ρt = 0, introducing outliers decreased the percent coverage more for the
multivariate procedure than for the corresponding independent-univariate procedure. This
is likely traceable to how the procedures classified outlying labs. For the independent uni-
variate procedures, misclassifying a laboratory only affected the variance of one component
of the measurement vector, while in the multivariate setting the whole covariance matrix
was altered. When misclassification occurred in MCMC iterations the determinant of T
increased making the algorithm more liberal in terms of the measurements it included in
the “majority” component. Table 1 shows that the independent-univariate procedure’s rate
for classification of outlying labs remained constant regardless of changes in the correla-
tions, and hence credible region area remained relatively constant for a given fraction of
outliers. As ρt increased, the multivariate procedure was more reliable in its classification
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Table 1 Results from the simulation study. 1000 data sets were generated
for each scenario.
UV MV
Tcor Σcor Outliers cp area cp area
0.0
0.0
0/15 0.924 3.274 0.916 2.876
2/15 0.938 4.222 0.913 3.840
4/15 0.937 7.649 0.906 8.687
0.5
0/15 0.949 3.320 0.930 2.907
2/15 0.942 4.136 0.924 3.940
4/15 0.948 7.640 0.910 8.579
0.9
0/15 0.934 3.339 0.896 2.926
2/15 0.940 4.195 0.930 4.052
4/15 0.948 7.382 0.912 8.579
0.5
0.0
0/15 0.941 3.344 0.922 2.726
2/15 0.931 4.059 0.918 3.496
4/15 0.936 7.580 0.925 8.028
0.5
0/15 0.939 3.385 0.915 2.631
2/15 0.943 4.118 0.919 3.329
4/15 0.939 7.680 0.919 7.927
0.9
0/15 0.933 3.329 0.919 2.497
2/15 0.928 3.993 0.913 3.233
4/15 0.938 7.871 0.925 8.331
0.9
0.0
0/15 0.947 3.348 0.943 2.145
2/15 0.952 4.044 0.952 2.594
4/15 0.943 7.775 0.953 6.674
0.5
0/15 0.936 3.351 0.940 1.904
2/15 0.947 4.104 0.936 2.284
4/15 0.965 8.235 0.958 5.187
0.9
0/15 0.950 3.294 0.939 1.530
2/15 0.963 4.156 0.949 1.896
4/15 0.952 8.406 0.938 3.128
of laboratories.
Generally speaking the 95% credible rectangular region formed as the product of the two
univariate
√
0.95× 100% credible intervals from the two-independent-univariate procedure
contained the point (5, 30) more often than the credible regions estimated using a multi-
variate procedure. On average the area of the rectangular credible regions were no slightly
smaller than the area of the elliptical credible regions, except when ρt = 0.9 or when there
were four outlying laboratories. Also, the introduction of labs whose measurements were
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outliers adversely impacted the multivariate procedures more then the two-independent-
univariate procedure.
From this simulation study, it appears that even in the presence of outliers, ρt needs to be
fairly strong (greater than 0.8) before the benefits of a multivariate analysis outweigh the
modeling complications the analysis introduces.
6 Results of the Marine Mammal Trace Element Analysis
We return to the motivating problem of establishing reference values for the 15 trace el-
ements measured in the marine mammal inter-laboratory study. Using the methodology
developed in this paper we estimate reference values for each of the 15 trace elements and
compare them to reference value estimates using 15 independent univariate analyses. For
the 15 independent-univariate procedure, all missing observations were discarded prior to
employing the univariate Bayes analysis described in Section 5.2.
For the 15 independent-univariate analyses, MCMC chains were run until 10,000 posterior
draws were available after a burn-in of 40,000 iterations. For the multivariate analysis,
five MCMC chains were run using different starting values for 50,000 iterations. After dis-
carding the first 48,000 iterations as burn-in, pooling iterates from the five chains, 10,000
MCMC draws from the joint posterior distribution were available. We note here that the
convergence diagnostic of Gelman and Rubin (1992) indicated that the convergence of the
MCMC chain corresponding to the marginal posterior of µ5 (trace element Cs) might be
questionable.
Table 2 contains the estimated reference values from both analyses. The estimated reference
values were very similar for all 15 trace elements. Under the multivariate procedure, the
marginal 95% credible intervals were wider for all trace elements than those produce in the
corresponding univariate analysis. In fact, the multivariate procedure put non-negligible
posterior probability on the event that the concentration of element Co is negative. This
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Table 2 Estimated reference values for the 15 trace elements in the marine
mammal dataset. There were 15 independent univariate analyses
performed to obtain the 15 values under UV PostMean colummn.
One multivariate analysis was performed to obtain the values un-
der MV PostMean. Values under the 0.95L and 0.95U columns
are bounds of marginal 95% credible intervals.
UV MV
Element Post.Mean 0.95L 0.95U Post.Mean 0.95L 0.95U
Ag 0.468 0.446 0.491 0.469 0.440 0.498
As 0.288 0.264 0.313 0.285 0.257 0.313
Cd 0.219 0.208 0.230 0.215 0.193 0.237
Co 0.011 0.009 0.012 0.015 -0.003 0.036
Cs 0.029 0.027 0.031 0.028 0.015 0.041
Cu 5.206 5.055 5.355 5.199 4.975 5.432
Fe 355.507 346.474 364.091 355.036 343.373 367.073
Hg 3.632 3.505 3.764 3.596 3.435 3.731
Mn 3.144 3.056 3.234 3.126 3.008 3.243
Mo 0.388 0.376 0.401 0.391 0.368 0.412
Rb 1.184 1.149 1.220 1.177 1.154 1.203
Se 3.337 3.104 3.582 3.488 3.143 3.845
Sn 0.061 0.054 0.067 0.065 0.047 0.082
V 0.046 0.039 0.054 0.043 0.027 0.060
Zn 31.145 30.473 31.795 30.139 27.148 33.079
might be due to how the MCMC algorithm classified laboratory 23. This laboratory was
not classified as an outlier even though it produced measurements of Co that were roughly
20 times larger than the majority. Including laboratory 23 in the estimation of µ4 most
likely inflated the variability of the estimate.
To compare the posterior precision associated with the two reference vector estimates,,
we computed the volume of the 15-dimensional credible regions corresponding to both
estimates. For the kth independent univariate analysis we found Lk and Uk such that
P (Lk ≤ µk ≤ Uk|y) = (0.95)1/15. Then the volume of the credible region was
Vuv =
15∏
k=1
(Uk − Lk). (13)
For the 15-dimensional ellipsoid, methods of 5.4.2 were employed to ensure the 15-dimensional
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ellipsoid contained 95% of the MCMC iterates, and then the volume was
Vmv =
2pid/2
dΓ(d/2)
(χ21−α∗,d)
d/2|Sµ|1/2 (14)
where d = 15 is the dimension of the ellipsoid and Sµ is a sample covariance matrix com-
puted using MCMC iterates coming from the marginal posterior distribution of µ. Using
equations (13) and (14) the credible region volume for the 15 independent univariate anal-
yses was 5.23e−14 and for the multivariate analysis 7.18e−11. So here the 15-dimensional
rectangular region was much smaller than the 15-dimesional ellipsoidal region . This is
presumably due to small posterior correlations. The posterior means for each of the covari-
ance parameters in T were computed. It turned out that the largest mean correlation (in
absolute value) was only 0.38. In a way consistent with the results of the simulation study,
it thus perhaps wasn’t surprising that the 15 independent univariate procedures estimated
the reference vector more precisely than the multivariate procedure.
7 Conclusions
A principal goal in the analysis of inter-laboratory data is establishing a reference value. We
have developed a Bayesian methodology that can be used in the analysis of data coming
from inter-laboratory studies that are multivariate. Through this methodology a refer-
ence vector can be estimated in the presence of outlying laboratories and missing/censored
values. We conducted a small simulation study to investigate the influence that outlying
laboratories have on the reference vector estimate using the methodology we developed,
and for independent univariate analyses. We found that when there is strong correlation
(greater than 0.8) the reference vector estimate obtained from a multivariate analysis may
be more precise than when using independent univariate analysis.
8 Future Considerations
ym2ij were not included in the likelihood of Section 3.1. Instead of treating these as unknowns
and conditioning on them (as we did with ycij and y
m1
ij ) we essentially “marginalized” over
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them. It might be interesting to investigate changes in the performance of the multivariate
procedures when including Type 2 missing data in the likelihood.
The entire mean vector for labs classified as outliers was treated as random scatter. Even
though it was often the case that only one or two of the mean vector components were
different from the majority. It might be beneficial to classify lab means as outliers on a
component-by-component basis.
The variances in Σi and T for different components were dramatically different. It was
not completely clear how the large disparity in size of variance components affected the
variability of the mean estimates for other components. Often in high dimensional data
analysis, predictors are standardized. Standardizing the observations for each trace element
might be something to consider here. But it isn’t obvious how this should be done.
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A BAYESIAN APPROACH TO ESTABLISHING A REFERENCE
PARTICLE SIZE DISTRIBUTION IN THE PRESENCE OF
OUTLIERS
A paper To be submitted to Metrologia
Garritt L. Page and Stephen Vardeman
Abstract
The ASTM committee C01.25.01 sponsored an inter-laboratory that was conducted to es-
tablish a cement reference particle size distribution. Twenty-one laboratories participated
in the study with each reporting a cement particle size distribution estimated from a sam-
ple of standard cement. A few laboratories reported cement particle size distributions that
were unlike the majority. This paper develops a method of establishing a reference cement
particle size distribution that models the potential that a few laboratories may have mea-
surements unlike the rest in a natural and principled way. The methodology is based on a
multivariate Normal structure that is completely characterized with four parameters.
1 Introduction
An ASTM committe sponsored a round-robin test to measure the particle size distribu-
tion (PSD) of cement. One of the objectives of the round-robin was to “Establish a sin-
gle calibration curve that represents the average distribution for all methods inclusive.”
A complication of estimating a reference PSD using the data from the round-robin was
the existence of (statistically) outlying laboratories. Ferraris et al. (2002) used an ad hoc
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method to identify and discard results from outlying labs before analysis and a bootstrap
approach to estimate a reference PSD. We approach the analysis of the round-robin data
from a Bayesian perspective outlined by Leyva-Estrada and Vardeman (2006). In addition,
instead of discarding results from what appear to be outlying laboratories, we model their
potential existence using the methodologies outlined by Page and Vardeman (2008).
In this paper we develop four Bayesian procedures that can be used to estimate a reference
PSD in the presence of outliers. To compare the four procedures we conduct a small simu-
lation study. We use the procedures that perform well in the simulation study to estimate
reference PSDs for the motivating problem and compare them to the reference PSD from
the NIST analysis.
We remark here that in the present setting, the term “particle size distribution” or “PSD”
is a bit of a misnomer. It has the natural meaning of frequency distribution of size across
particles. What is really under discussion is the cumulative weight fraction of the material
as a function of particle size. Regardless, PSD is standard terminology in this area and we
use it throughout this discussion.
2 Round-Robin Particle Size Distribution Data
ASTM committee C01.25.01 sponsored a round-robin to measure the particle size distribu-
tion (PSD) of cement. 21 laboratories participated in the round-robin and each one used
its own (local) most commonly employed method for characterizing the complete PSD. The
technique most commonly used in this study was laser diffraction, with 15 laboratories
using the wet version of the method and 2 using the dry version. Other methods used
were sieving (1 lab), electrical zone sensing (2 labs), and scanning electron microscopy (1
lab). For details on the methods used see Ferraris et al. (2002). In order to establish a
reference PSD, standard cement SRM 114p was sent to each lab to be analyzed. Each lab
reported its measurement method and the cumulative PSD it produced. The round-robin
administrators summarized the measured cumulative PSDs using 15 particle size intervals.
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The data as received in the round-robin can be found in Appendix A. For the remainder of
this document we will refer to this data set as the “NIST data set.”
3 Models and Bayes Procedures for PSDs
In this section we describe four Bayesian models that might be used to produce posteriors
and therewith estimate a reference PSD in the presence of outliers. Likelihoods are devel-
oped. Two have a hierarchical structure that is discussed. Prior distributions are outlined.
Then we discuss methods of estimating a reference PSD based on the appropriate posteriors.
3.1 Likelihoods
We approach the modeling of particle weight fractions as outlined by Leyva-Estrada and
Vardeman (2006). We proceed to summarize the parts of their modeling that are required
in the present analysis. For more background concerning what follows, the reader is referred
to the Leyva-Estrada and Vardeman (2006) paper.
We remark here that the multivariate Normal models identified in Leyva-Estrada and Varde-
man (2006) are there justified as limiting distributions for renewal processes employed to
describe sampling variation in supposedly random selection of particles from a large uni-
verse into a smaller specimen that is used to represent that universe. They have the virtue
of providing parameterizations of fairly high-dimensional mean vectors and covariance ma-
trices in terms of a very few interpretable characteristics of the universe of particles being
sampled. The use of these models in the present round-robin context might be criticized on
the basis that the original sampling context is not so germane here. This is more a measure-
ment error context than a sampling context. However, the models do provide multivariate
Normal models with a small number of parameters and heritage specifically related to the
particle size problem. So we will investigate their utility in the present context, recognizing
that some lack of fit is not only possible, but perhaps even likely.
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3.1.1 Multivariate Normal Models for Particle Weight Fractions
Let particle size and weight be denoted by S and W respectively. Suppose that there
are k particle size intervals [Ci−1, Ci) for i = 1, . . . , k where C0 < C1 < · · · < Ck. Let
p1, p2, . . . , pk be the corresponding specimen weight fractions. Then, from the assumption
that log(S) ∼ N(µs, σ2s) together with E[W |S = s] = κsη and E[W 2|S = s] = κ′s2η, for
some constant η, we get 
p1
p2
...
pk

∼˙ MVN(pi,Σ) (1)
as a limiting result for the generation of specimens via random sampling of particles up to
a fixed total weight. pi and Σ are functions of four parameters (µs, σ2s , η, τ). The mean
vector is
pi =

pi1
pi2
...
pik

for pii =
Φ
(
logCi−µ∗s
σs
)
− Φ
(
logCi−1−µ∗s
σs
)
Φ
(
logCk−µ∗s
σs
)
− Φ
(
logC0−µ∗s
σs
)
where Φ(·) denotes the cdf of a standard Normal distribution and µ∗s = µs + ησ2s . The
variances and covariances in Σ are
Cov(pi, pu) = τ

pii(1− pii)γ∗i + pi2i
[
k∑
`=1
pi`γ
∗
` − γ∗i
]
for i = u
piipiu
[
k∑
`=1
pi`γ
∗
` − γ∗i − γ∗u
]
for i 6= u
with
γ∗i = e
η(µ∗s+0.5ησ2s)
Φ
(
logCi−(µ∗s+ησ2s)
σs
)
− Φ
(
logCi−1−(µ∗s+ησ2s)
σs
)
Φ
(
logCi−µ∗s
σs
)
− Φ
(
logCi−1−µ∗s
σs
) .
pii is the fraction of log-Normal mass that lies in the ith particle size interval, and the
covariance pattern is vaguely similar to a multinomial covariance structure. µ∗s and σ2s are
the mean and variance of the log particle sizes, τ is a scaling factor for the covariance matrix,
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and η can be thought of as potentially characterizing the “shape of average particles.” Under
the assumptions stated above, the cumulative weight fraction up to size s is
CW (s;µ∗s, σ
2
s) =
Φ
(
log s−µ∗s
σs
)
− Φ
(
logC0−µ∗s
σs
)
Φ
(
logCk−µ∗s
σs
)
− Φ
(
logC0−µ∗s
σs
) . (2)
Note that the multivariate distribution specified in (1) is singular (the pii’s are constrained
to sum to 1). Consider, for an arbitrary choice of k − 1 of the k weight fractions,
p˜ = the (k − 1)-dimensional sub-vector of p.
Then p˜ has a non-singular MVNk−1 distribution. The mean vector and covariance matrix of
this distribution can be made using the appropriate (k−1) entries of pi and (k−1)× (k−1)
sub-matrix of Σ.
Now if we adopt the approximate MVN assumptions for a lab’s reported particle size distri-
bution and assume that results taken from different labs are independent, then a likelihood
function based on the weight fraction vectors is
Lp˜(µ∗s, σ
2
s , η, τ) =
L∏
j=1
f(p˜j |µ∗s, σ2s , η, τ)
where f(p˜j |µ∗s, σs, η, τ) denotes the appropriate MVNk−1 pdf for the jth lab’s results.
We remark that a short-coming of this multivariate Normal modeling of weight fraction
vectors p˜ is the fact that it always assigns some positive probability to the event that one
or more of the coordinates of p˜ are negative or that their sum is larger than 1.0. For some
combinations of parameter values, this probability is negligible. Where it is not, this will
be a source of model infidelity.
3.1.2 Multivariate Normal Models for Log Ratios of Particle Weight Frac-
tions
A way of addressing the possibility that a multivariate Normal model for p assigns non-
neglible probability to negative weight fractions is to instead model as multivariate Normal
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a vector of log ratios of (k − 1) elements of p to a kth arbitrarily chosen (fixed) element of
p. For example, we could fix the first particle weight fraction as a base and consider the
model
q =

log p2 − log p1
log p3 − log p1
...
log pk − log p1

∼˙ MVNk−1(δ,∆)
where
δ =

δ2
δ3
...
δk

with δi = log pii − log pi1 i = 2, . . . , k
and the entries of ∆ are
Cov(qi, qu) = τ

1
pii
γ∗i +
1
pi1
γ∗1 for i = u
1
pi1
γ∗1 for i 6= u
(These moments follow from a “delta method” approximation based on the earlier modeling
for p.) If we use this modeling for log ratios of weight fractions and assume that results
from different labs are independent, then letting h(qj |µ∗s, σs, η, τ) denote the appropriate
MVNk−1 pdf for the jth lab’s results, the likelihood function based on the log weight fraction
ratios is
Lq(µ∗s, σ
2
s , η, τ) =
L∏
j=1
h(qj |µ∗s, σ2s , η, τ)
3.2 Bayesian Models
Let g(µ∗s, σ2s , η, τ) be a joint (prior) density for the parameters µ∗s, σ2s , η, τ . Then the posterior
distribution for the parameters given the p˜j or qj has density
g(µ∗s, σ
2
s , η, τ |p˜1, p˜2, . . . , p˜L) ∝ Lp˜(µ∗s, σ2s , η, τ)g(µ∗s, σ2s , η, τ)
or
g(µ∗s, σ
2
s , η, τ |q1, q2, . . . , qL) ∝ Lq(µ∗s, σ2s , η, τ)g(µ∗s, σ2s , η, τ).
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Except for σ2s , we employ the prior specifications used by Leyva-Estrada and Vardeman
(2006). We assume a priori independence between parameters and that µ∗s ∼ N(0, 1000),
η ∼ UN(0, 3), and τ ∼ Exp(0.001). (Here 0.001 is the mean of the exponential distribution
and 1000 is the variance of the Normal distribution.) For σ2s we use an IG(0.01, 0.01) prior.
An inverse-Gamma with small shape and scale parameters is commonly used as an approx-
imately “non-informative” prior specification for Normal variance parameters.
The posterior distributions may be approximated using Markov Chain Monte Carlo (MCMC)
techniques. Using the MCMC samples, approximate posterior distributions for parametric
functions, t(µ∗s, σ2s , η, τ), are readily available (including CW (·), for example). Further, ap-
proximate posterior predictive distributions are available for an additional weight fraction
vector pnew.
3.3 Modeling Outlying Laboratories with a Mixture Distribution
Plots of the NIST data set indicate that a few laboratories might be considered “outliers”
(see Figure 1), in that their cumulative weight fraction functions look substantially different
from the majority. Instead of discarding the measurements from these laboratories we model
their potential presence using a partially specified mixture distribution as outlined by Page
and Vardeman (2008). We consider two different ways of using the mixture idea.
1. We can model the observation vectors (p˜ or q) using a two-component mixture.
2. We can model (µ∗s, σ2s) with a two-component mixture.
The first method requires modifying the likelihoods described in the previous section. The
second requires adding a hierarchical structure to the likelihoods. In the next two sections
we more fully describe the two models and corresponding Bayes procedures. We also in-
clude details of MCMC algorithms that may be used to approximate the joint posterior
distributions for these mixture models.
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Figure 1 The raw cumulative weight fractions produced in the round-robin
administered to measure the particle size distribution of cement.
3.3.1 Mixtures at the Observation Level
Modeling p˜ and q with a two-component mixture requires modifying the likelihoods de-
scribed in the previous section. The models with likelihoods that are two-component mix-
tures will be referred to as “first level partially specified mixtures models” and are denoted
as FLPMp˜ when using observed weight fraction vectors and FLPMq when using observed
log ratios of weight fractions. The precise assumptions we will use under the two versions
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of the “first level” mixtures are presented below side-by-side.
FLPMp˜ Version FLPMq Version
p˜j
iid
∼˙ ρMVNk−1(pi,Σ) + (1− ρ)MVUN(G,H), qj
iid
∼˙ ρMVNk−1(δ,∆) + (1− ρ)MVUN(G,H),
µ∗s ∼ N(0, 1000), µ∗s ∼ N(0, 1000),
σ2s ∼ IG(0.01, 0.01), σ2s ∼ IG(0.01, 0.01),
η ∼ UN(0, 3), η ∼ UN(0, 3),
τ ∼ Exp(0.001), and τ ∼ Exp(0.001), and
ρ ∼ Beta(9, 1), ρ ∼ Beta(9, 1),
where MVUN(G,H) denotes a multivariate Uniform distribution on a (k− 1)-dimensional
rectangle defined by lower limits inG and upper limits inH. A lab’s particle weight fraction
vector either comes from a multivariate Normal distribution or is considered random scatter.
We discuss our method of selecting entries of vectors G and H in the next sub-section.
3.3.1.1 MCMC Algorithm with Mixtures at the Observation Level Let us
here focus attention on the mixture part of the model, since constructing a Markov Chain
for µ∗s, σ2s , η, and τ may be done using a rudimentary Metropolis algorithm. As is common
with finite mixtures in a Bayesian setting (see for example Gelman et al. (2004) and Jasra
et al. (2005)), for each lab we introduce a latent classification variable
ζj =
 1 if the j
th lab is not an “outlier”
0 if the jth lab is an “outlier”.
The ζj ’s could potentially be of interest, as their posterior distributions provide poseterior
probabilities of individual lab measurements being outliers. We assign a beta-Binomial
structure to the ζ’s. For example, under FLPMp˜ the mixture part of the model becomes
p˜j
ind
∼˙ [MVNk−1(pi,Σ)]ζj [MVUN(G,H)]1−ζj ,
ζj
iid∼ Ber(ρ), and
ρ ∼ Beta(9, 1).
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An MCMC algorithm that provides samples from g(µ∗s, σ2s , η, τ, ζ, ρ|p˜1, p˜2, . . . , p˜L) (the joint
posterior distribution) can be had by updating each parameter on an individual basis using
Gibbs steps for ζj ’s and ρ and, as suggested, Metropolis steps for the other parameters.
The posterior distributions of the ζj ’s depend heavily on G and H. Hence, values for G
and H must be selected with care. We use the ith entries gi = minj p˜ji and hi = maxj p˜ji
respectively as starting values for G and H and then “tune” the parameters by respectively
subtracting and adding the same constant to each element of the initial G and H until the
MCMC algorithm correctly classifies laboratories when using simulated data that are rep-
resentative of the NIST data set. (The same method was used when modeling q.)
The starting values for µ∗s and σ2s must also be chosen carefully. If the starting value for µ∗s
is far from the center of the log(Ci)’s, or if the starting value for σ2s is small, then numerical
issues are encountered. In our experience, our MCMC algorithm for FLPMq is much more
stable than that for FLPMp˜.
3.3.1.2 Estimating a Reference PSD For the FLPM models, estimating a refer-
ence PSD is fairly straightfoward. Evaluating CW (Ci) for each MCMC draw of µ∗s and σ2s
provides MCMC iterates from the posterior distribution of the approximate mean cumula-
tive weight fraction up to size Ci. Computing the empirical mean or median of these iterates
provides an estimate for the mean cumulative weight fraction up to size Ci, characterizing
the PSD.
3.3.2 Mixtures at the Laboratory Level
Under the second mixture modeling possibility, we apply a hierarchical model structure to
the model parameters µ∗s and σ2s . Models employing a hierarchical structure to account for
oultying labs will be referred to as “second level partially specified mixture models” and are
denoted as SLPMp˜ when using observed weight fraction vectors and SLPMq when using
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observed log ratios of weight fraction vectors. The precise assumptions we employ under
the two versions of the “second level” mixtures are presented below side-by-side.
SLPMp˜ Version SLPMq Version
p˜j
ind
∼˙ MVNk−1(pij ,Σj), qj
ind
∼˙ MVNk−1(δj ,∆j),
µ∗sj
iid∼ ρN(µ, λ2) + (1− ρ)UN(g1, h1), µ∗sj iid∼ ρN(µ, λ2) + (1− ρ)UN(g1, h1),
σ2sj
iid∼ ρIG(α, β) + (1− ρ)UN(g2, h2), σ2sj iid∼ ρIG(α, β) + (1− ρ)UN(g2, h2),
η ∼ UN(0, 3), η ∼ UN(0, 3),
τ ∼ Exp(0.001), τ ∼ Exp(0.001),
ρ ∼ Beta(9, 1), ρ ∼ Beta(9, 1),
α ∼ UN(0.001, 50), α ∼ UN(0.001, 50),
β ∼ UN(0.001, 50), β ∼ UN(0.001, 50),
λ2 ∼ IG(0.1, 0.1), and λ2 ∼ IG(0.1, 0.1), and
µ ∼ N(0, 1000), µ ∼ N(0, 1000).
Under these model specifications, data-model parameters pi, Σ, δ, and ∆ are lab-specific.
For each laboratory µ∗sj and σ
2
sj (note that these two parameters completely specify CW (s))
come from a “majority” distribution or are random scatter. Uniform distributions are used
as priors for α and β because distributions that place too much mass on small values for
these parameters (e.g. IG(0.01, 0.01)) make the MCMC algorithm perform poorly. This
is because small values for α and β make the MCMC iterates of σ2sj very volatile. This
volatility then percolates to the MCMC iterates of λ2 and µ and the entire algorithm be-
comes numerically unstable. Uniform prior distributions allow the possibility that α and β
are occasionally small while avoiding this performance difficulty. Prior distributions for µ
and λ2 are common “non-informative” priors for Normal means and variances.
With SLPM models we assume the same basic kind of multivariate Normal structure for
observations from outlying labs and non-outlying labs. This is not the case for the FLPM
models, where no multivariate Normal structure is associated with outlying laboratory
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measurements.
3.3.2.1 MCMC Algorithm with Mixtures at the Laboratory Level Even
though in this case the mixture distribution is at the level of parameters, a Metropolis algo-
rithm is still used to update µ∗sj , σ
2
sj , η, and τ . Here, we update µ
∗
sj and σ
2
sj simultaneuosly.
Since these two parameters are highly dependent (according to the posterior) this approach
improves the efficiency of the algorithm. Latent classification variables for each lab with a
beta-Binomial structure are introduced to handle the mixtures in the algorithm. Updating
α and β is done using Metropolis steps. µ and λ2 are updated using Gibbs steps. The pos-
terior distributions of latent classification variables aren’t nearly as sensitive to parameter
values of the Uniform distribution component of the mixtures for the SLPM models as for
the FLPM models. The sensitivity of a reference PSD estimate to changes of the values for
g1, g2, h1, and h2 was found to be negligible provided that say, g1 < 0, h1 > 15, g2 < 1, and
h2 > 10.
3.3.2.2 Estimating a Reference PSD How to estimate a reference PSD isn’t as
obvious when using the SLPM models as it is for the FLPM models. Here the parameters
µ∗sj and σ
2
sj are lab-specific. The approach that we use is to draw µ
∗
s,new’s and σ
2
s,new’s
from their respective posterior predictive distributions and plug them into expression (2)
to produce predicted mean PSDs. Such a mean PSD might be thought of as coming from
a “new” laboratory regardless of the technique used to characterize the complete PSD. As
the posterior predictive distributions of lab-specific parameters here are likely to be more
diffuse than the posterior distributions for (µ∗s, σ2s) in the FLPM models, we can expect
more posterior variation to be associated with the predicted mean PSD’s for these second
level models than for the single mean PSD from the first level models. In both cases, a
mean over the simulated draws for the iterates becomes the estimated reference PSD.
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4 Simulation Study
To investigate the performance of the four procedures we ran a small simulation study. The
study consisted of generating many data sets that were representative of an inter-laboratory
study focused on formulating a reference PSD, and for each data set estimating a reference
PSD using the four procedures described in Section 3. A discrepancy measure was computed
that compares values that were used to generate data sets and the mean estimated reference
cumulative PSD’s. Further, a value used to assess the “precision” of each procedure’s PSD
estimate was computed.
4.1 Generating Data Sets
This section contains details on three methods used to generate particle weight fraction
data. The 15 weight intervals of the NIST data set were used throughout.
We generated data sets so that the four procedures were compared in two cases where two
of the procedures might have had an “advantage” over the other two, and in a case where
no advantage seemed a priori likely. The first method of data generation used the modeling
of Section 3.1.1. This might give the procedures utilizing p˜ an inherent advantage over the
procedures using q in estimating a reference cumulative PSD. The second method used the
modeling of Section 3.1.2 and might provide an advantage for the q-based procedures. The
third method used something besides these two models and seemingly should provide no
advantage to any of the procedures. We now describe the three methods used to generate
data sets in more detail.
4.1.1 Using the NIST Data Set and Fitted p˜ MVN Model to Generate Data
Sets
The first method we used to generate data sets might provide an advantage in estimating
a reference PSD to the procedures using the p˜ likelihood over those using the q likelihood.
Under the p˜ specification of a likelihood in Section 3.1.1, we obtained µˆ∗s, σˆ2s , ηˆ, τˆ (maxi-
mum likelihood estimates for (µ∗s, σ2s , η, τ)) using the NIST data set (excluding labs that
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were classified as outliers in the NIST analysis). µˆ∗s, σˆ2s , ηˆ, τˆ were used to produce pˆi and
Σˆ. Then particle weight fraction vectors were generated using pˆi and Σˆ as parameters of a
multivariate Normal distribution. If by chance a generated weight fraction vector contained
a coordinate that was negative or had coordinates summing to more than 1.0, the entire
vector was discarded and another sampled. (So in truth, we sampled from a truncated
multivariate Normal model.) To generate measurements coming from outlying laboratories,
10 was added to µˆ∗s and σˆ2s prior to computing pˆi and Σˆ using the fitted parameters from
the fit of the NIST data set. Then the process just described was used to generate outlying
weight fraction vectors. This method of generating data will be referred to as the p˜ data
generating mechanism (p˜-dgm). Figure 2 provides an example of a data set for 10 labora-
tories generated using the p˜-dgm and the fifth weight interval as a base.
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Figure 2 10 cumulative particle weight fraction functions generated using
the p˜-dgm. The left plot is an example where no outliers are
present. In the right plot three PSDs from the left plot were
randomly selected to be outliers. These three labs were given
a particle weight fraction distribution simulated using a fitted
“outlier” mean and covariance.
74
4.1.2 Using the NIST Data Set and Fitted q MVN Model to Generate Data
Sets
This method of generating data sets might provide an advantage in estimating a reference
PSD to procedures using the q likelihood compared to those using p˜ likelihood. Maximum
likelihood estimates for (µ∗s, σ2s , η, τ) were computed using the q specification of a likeli-
hood and the NIST data set (excluding labs that the NIST analysis classified as outliers).
Then maximum likelihood estimates δˆ and ∆ˆ were obtained and used as parameters of a
multivariate Normal distribution from which vectors of log ratios of weight fractions were
generated. The process used to generate outlying laboratories described in the previous
section was then used here as well. This method of generating vectors of particle weight
fractions is referred to as the q data generating mechanism (q-dgm). Figure 3 provides an
example of a data set for 10 laboratories generated using the q-dgm and the fifth weight
interval as a base.
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Figure 3 10 cumulative particle weight fraction functions generated using
the q-dgm. The left plot is an example where no outliers are
present. In the right plot three PSDs from the left plot were
randomly selected to be outliers. These three labs were given
a particle weight fraction distribution simulated using a fitted
“outlier” mean and covariance.
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4.1.3 Using the NIST Data Set and Unrestricted MVN Models to Generate
Data Sets
The final method of generating weight fraction vectors should not provide an inherent
advantage to any of the procedures. First, the NIST data set was converted from weight
fractions to log ratios of weight fractions with the fifth weight interval as the reference. Then,
after discarding observations from laboratories that were considered outliers in the NIST
analysis and laboratories that had any weight fraction entries that were 0, an empirical mean
vector (q¯) and covariance matrix (Sq) were computed. (Sq was computationally singular so
to make it computationally non-singular we added 1e-06 to the diagonal entries.) Then q¯
and Sq were used as parameters of a multivariate Normal distribution from which q vectors
were generated. To generate measurements from an outlying laboratory, the process just
described was applied to data from labs treated as outlying in the NIST analysis. This
method of generating vectors of particle weight fractions is referred to as the empirical data
generating mechanism (e-dgm). Figure 4 provides an example of a data set representing 10
laboratories that was generated using the e-dgm.
4.2 Results of Simulation Study
For each method of generating data sets, 1000 data sets representing 20 PSDs were gener-
ated. For the data sets that were to have outliers, 5 of the PSDs were randomly selected
and were assigned “outlier” PSDs. When generating data sets using the q-dgm and p˜-dgm
the fifth weight interval was used as a base. For each data set, four posterior distributions
for some kind of “majority” cumulative PSD function were obtained via MCMC methods.
These MCMC draws were used to obtain four reference PSD estimates. The fifth weight
interval was used as a base in the estimation of a reference PSD for all four procedures.
Values for G,H, g1, g2, h1, and h2 were found using methods found in sections 3.3.2.1 and
3.3.1.1 separately for each data generating method. The results of the simulation study are
presented in Table 1.
In Table 1 the column “datgen” refers to the method that was used to generate vectors
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Figure 4 10 cumulative particle weight fraction functions generated using
the e-dgm. The left plot is an example where no outliers are
present. In the right plot three PSDs from the left plot were
randomly selected to be outliers. These three labs were given
a particle weight fraction distribution simulated using a fitted
“outlier” mean and covariance.
of weight fractions. The column “outlier” indicates whether measurements from outlying
labs were included when generating vectors of weight fractions. To produce a kind of total
squared bias of a procedure’s PSD estimate, we computed a squared discrepancy value
15∑
i=1
[
CW (Ci)− 1
D
D∑
d=1
ĈW d(Ci)
]2
. (3)
Here CW (Ci) is the ith cumulative sum of the components of the mean vector that gener-
ated the data and d is an index for the D = 1000 data sets that were generated. ĈW d(Ci)
is the ith component of an estimated reference cumulative PSD coming from the dth data
set. The estimate was produced using methods from Section 3.3.1.2 for FLPM procedures
and from Section 3.3.2.2 for SLPM procedures. (In all cases, sample means of iterates rep-
resenting posteriors were used.) This value can be found under the column header “sqdis.”
To assess how well the algorithms classified as outliers vectors of particle size weight fractions
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that were unlike the majority, we computed
20∑
j=1
I[E(ζj |p) < 0.1] (4)
for each data set. For a data set with no laboratories producing outlying measurements,
this value should be close to zero and it should be close to 5 for those that do contain
laboratories producing outlying measurements. The average of these values across all 1000
data sets can be found under the header “class.”
To assess the “precision” of each procedure’s PSD estimate, we computed
15∑
i=1
 1
D − 1
D∑
d=1
[
ĈW d(Ci)− 1
D
D∑
d=1
ĈW d(Ci)
]2 12 (5)
This provides a measure of how variable the PSD estimates were across the 1000 data sets.
(Note that just as in the description of the squared discrepancy value, how ĈW d(Ci) was
computed depends on the procedure being considered.) This value can be found under the
header “totsd.”
From Table 1 it appears that the FLPMq procedure performed best, on average, in estimat-
ing a reference PSD regardless of how the data were generated. For the SLPM methods,
SLPMp˜ was less variable than SLPMq (according to “totsd”) but was more biased than
SLPMq (according to “sqdis”) regardless of the method used to generate data. It was a
bit unexpected that method SLPMp˜ performed most poorly at estimating a cumulative
PSD in terms of “sqdis” when the p˜-dgm was used to generate the data sets. This might
be a result of the fact that we discarded weight fraction vectors that contained negative
weight fractions when generating data sets (therefore actually sampling from a truncated
multivariate normal distribution).
The results in the “class” column provide evidence that labs are classified as “outliers”
differently by the four procedures. When using e-dgm it was possible (and occurred fairly
often) that one or more of the five weight fraction vectors generated to be outliers employing
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methods from section 4.1.3 were in fact not outliers. Therefore we were not surprised that
“class” was less than 5 for all procedures. Occasionally FLPMp˜ completely miss-classified
all 20 laboratories. That is, the 15 weight vectors that were not generated to be outliers
were classified as such and the 5 weight vectors generated to be outliers were not classified
as such. This explains why the entries of the column “class” for FLPMp˜ were larger than
5 and the large values for “totsd” under q-dgm and p˜-dgm.
Table 1 Results from the simulation study. 1000 data sets were gener-
ated for each data generating scenario. The values under the
header “sqdis” were computed using display (3) and those under
the header “totsd” were computed using display (5). The values
under the header “class” were computed by evaluating display (4)
for each generated data set and averaging.
FLPMq FLPMp˜ SLPMq SLPMp˜
datgen outlier sqdis totsd class sqdis totsd class sqdis totsd class sqdis totsd class
p˜-dgm
No 0.005 0.157 1.014 0.005 0.099 0.274 0.042 0.125 0.005 0.409 0.070 0.000
Yes 0.044 0.317 1.979 0.055 1.484 7.469 0.072 0.230 2.296 0.477 0.130 3.285
q-dgm
No 0.000 0.156 0.005 0.001 0.126 1.105 0.036 0.080 0.001 0.415 0.076 0.013
Yes 0.000 0.197 5.003 0.009 0.990 6.470 0.060 0.161 3.719 0.489 0.140 3.539
e-dgm
No 0.021 0.290 0.856 0.022 0.183 0.986 0.055 0.163 0.137 0.277 0.146 0.501
Yes 0.020 0.201 2.556 0.022 0.322 2.363 0.055 0.237 0.636 0.309 0.216 1.250
Overall, the procedures using the log weight fraction ratios are preferable to those using the
weight fractions directly. The former aren’t built on a model with the undesirable charac-
teristic that there is positive probability of producing a negative weight fraction. Also, the
MCMC algorithm that approximates the joint posterior distribution of the parameters is
more stable using log weight fraction ratios than when using weight fractions directly. And
from the simulation study it appears that the q-based procedures are no worse at estimating
a reference PSD than the p˜-based procedures. Therefore, we proceed to analyze the NIST
data set using the q procedures.
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5 Reference PSD from the Analysis of the NIST Data Set
In this section we use the FLPMq and SLPMq procedures to establish reference cumulative
PSDs from the NIST data set, and compare them to the reference cumulative PSD produced
by the NIST analysis.
Table 2 The posterior means and bootstrap mean are reference PSD esti-
mates. The former are based on the q procedures and the later
on the NIST analysis. Simulation standard errors are provided for
the q-based estimates and a 95% bootstrap interval for the NIST
estimate. (Note that the simulation standard errors are not meant
to be compared to the 95% bootstrap intervals.)
NIST Bootstrap Analysis
FLPMq SLPMq (Excluding Outlying Labs)
Particle Size Posterior Simulation Posterior Simulation Bootstrap 95% Bootstrap
(µm) Mean Std Err Mean Std Err mean interval
[0, 1) 0.0154 0.0001 0.0877 0.0009 0.078 (0.055, 0.104)
[1, 1.5) 0.0352 0.0002 0.1246 0.0010 0.114 (0.087, 0.141)
[1.5, 2) 0.0594 0.0002 0.1586 0.0011 0.138 (0.111, 0.164)
[2, 3) 0.1136 0.0003 0.2194 0.0012 0.186 (0.160, 0.212)
[3, 4) 0.1694 0.0003 0.2721 0.0012 0.228 (0.202, 0.253)
[4, 6) 0.2738 0.0004 0.3593 0.0013 0.299 (0.275, 0.321)
[6, 8) 0.3638 0.0004 0.4288 0.0014 0.360 (0.337, 0.383)
[8, 12) 0.5042 0.0003 0.5335 0.0014 0.461 (0.442, 0.481)
[12, 16) 0.6053 0.0003 0.6091 0.0013 0.548 (0.530, 0.566)
[16, 24) 0.7368 0.0002 0.7119 0.0012 0.694 (0.674, 0.716)
[24, 32) 0.8158 0.0002 0.7791 0.0010 0.799 (0.780, 0.822)
[32, 48) 0.9017 0.0001 0.8622 0.0007 0.919 (0.905, 0.935)
[48, 64) 0.9446 0.0001 0.9118 0.0005 0.968 (0.959, 0.978)
[64, 96) 0.9837 0.0000 0.9685 0.0002 0.993 (0.988, 0.997)
[96, 128) 1.0000 1.0000 0.996 (0.993, 0.999)
A difficulty that arose when analyzing the NIST data set using the q procedures was that
−∞ was an entry in some of the observed log particle weight ratio vectors. Some labs had
particle size intervals with an observed weight of 0. The entries associated with log particle
weight ratios of −∞ were simply excluded from consideration. Hence, the dimension of the
MVN distribution in display (1) was not the same for all labs. For example, laboratory L
reported a 0 weight for the first particle size interval. So for laboratory L the number of
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coordinates of δ employed was 13 instead of 14 with the first coordinate being removed, and
the ∆ employed had dimensions 13×13 with the first row and column of the full covariance
matrix being removed. The 5th weight fraction was used as the base throughout.
We computed simulation standard errors to assess computational “precision” of the es-
timated reference PSDs. These measure the precision of the MCMC-based estimates as
representing their theoretical posterior means. There are many methods that could be
employed to compute simulation standard errors. We used the so-called “consistent batch
means estimate” (see Flegal et al. (2008)). Details follow.
Divide the T MCMC iterates into a batches of equal size b (T = ab). The a batches are
assumed to be approximately independent. We are interested in estimating a posterior
mean using ĈW (Ci), an MCMC sample average. Keep in mind that we have proposed two
estimators for a reference cumulative PSD (one under the FLPMq procedure and another
under the SLPMq procedure). We are using ĈW (Ci) to denote both of them. In addition,
in the notation that follows, under the SLPM analysis µ∗(t)s and σ
2(t)
s denote µ
∗(t)
s,new and
σ
2(t)
s,new respectively. Now, define the rth batch mean as
CW r(Ci) =
1
b
rb∑
t=(r−1)b+1
CW (Ci;µ∗(t)s , σ
2(t)
s ) for r = 1, . . . , a.
Then the batch means simulation standard error associated with ĈW (Ci) is
sei =
√√√√ ba−1∑ar=1 [CW r(Ci)− ĈW (Ci)]2
T
. (6)
If a and b are appropriately chosen functions of T , then quantity (6) can be a consistent
estimator of the simulation standard error associated with ĈW (Ci) (see Jones et al. (2006)).
Often a and b are taken to be bN/bc and b√Nc respectively. The values coming from the
computation of sei are reported in Table 2 under the header “Simulation Std Err.”
Posterior distributions in the FLPMq and SLPMq models were approximated using 15,000
MCMC iterates. These were obtained by pooling iterates from three chains with widely
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separated (but carefully selected) starting values. Each chain was run for 10,000 iterations
with the first 5,000 being discarded as burn-in. Using the MCMC iterates and methods
discussed in Section 3 we estimated reference cumulative PSDs. The corresponding simula-
tion standard errors for both the FLPMq and SLPMq procedures were computed as above.
Table 2 also contains the reference PSD estimate and 95% bootstrap intervals from the
NIST analysis. It should be noted here that simulation standard errors listed in Table 2
are not to be compared to the widths of the 95% bootstrap intervals. They do not portray
the same type of uncertainty. The simulation standard errors will go to zero as the number
of MCMC iterates increase while the widths of the bootstrap intervals will not converge to
zero for large numbers of bootstrap samples. The three different reference PSD estimates
can be seen in Figure 5.
0 1 2 3 4 5
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Log Particle size [µm]
C
um
ul
at
iv
e 
W
ei
gh
t F
ra
ct
io
n
NIST
FLPMq
SLPMq
Figure 5 The estimated reference PSDs under FLPMq and SLPMq analy-
ses developed in this paper and the NIST bootstrap analysis. For
the NIST analysis, nine labs were considered to be outliers and
their measurements were not included. The gray lines are the raw
cumulative PSDs for all labs in the round-robin
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Table 3 The posterior probabilities that labs are not outliers are under the
headers FLPMq and SLPMq. How the NIST analysis classified
outliers is under the NIST header
Lab NIST FLPMq SLPMq Lab NIST FLPMq SLPMq
A Yes 1.000 0.997 N Yes 0.001 0.982
B Yes 0.031 0.978 O No 1.000 0.999
C No 1.000 0.987 Q No 1.000 0.997
D No 1.000 0.997 R Yes 0.000 0.399
F No 1.000 0.925 S No 1.000 0.991
G No 1.000 0.998 T Yes 1.000 0.986
H No 0.990 0.997 U Yes 0.820 0.994
I No 1.000 0.868 V No 1.000 0.997
J Yes 0.983 0.995 W Yes 0.623 0.995
K No 1.000 0.997 X No 1.000 0.992
L Yes 0.043 0.946
The estimated cumulative PSD using FLPMq is comparable to the NIST estimate from
about the sixth log particle size interval on. For the first 5 log particle size intervals, the
FLPMq estimated cumulative PSD runs below the NIST estimate. The reference PSD es-
timated from the SLPMq procedure is similar to the NIST estimate for small particle sizes
but is quite different for large particle sizes. It appears that the two Bayes methods esti-
mated the tails of the PSD differently. Not surprisingly, the simulation standard errors were
smaller, on average, for the PSD estimated under FLPMq than for that estimated under
SLPMq.
It would be unreasonable to expect the PSDs estimated using FLPMq and SLPMq to agree
perfectly with the estimated PSD from the NIST Bootstrap analysis. Although the likeli-
hoods described in Section 3 allow a variety of PSD shapes, they are less flexible than forms
produced by the Bootstrap approach used in the NIST analysis. Having said that, the three
estimated cumulative PSD curves aren’t too dissimilar, and the FLPMq and SLPMq models
accommodate outlying laboratories in a natural and principled way.
It might be of interest to compare how each lab was classified under the three procedures.
Information in this direction can be found in Table 3. If the entry in the “NIST” column is
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“Yes” then the corresponding laboratory was treated as an outlier in the NIST analysis. The
opposite holds true for “No” entries. The columns FLPMq and SLPMq provide the posterior
probabilities that laboratories were not outliers. (Perfect agreement between the NIST and
Bayes analyses would pair “Yes” with 0 entries and “No” with 1.0 entries.) We again refer
the reader to Figure 1 as a basis for qualitatively judging how a lab might be classified.
Lab R is probably the most obviously outlying laboratory. The FLPMq produced posterior
probability 1 that Lab R was an outlier, while SLPMq had posterior probability 0.6. The
remainder of the laboratories had small probabilities of being outliers under SLPMq. The
labs that the NIST analysis and the FLPMq procedure classified differently are labs A and
J. The NIST analysis classified them as outliers but the FLPMq procedure did not.
6 Conclusions
We proposed four parametric Bayes methods that could be used to establish a reference
PSD in the presence of outliers in inter-laboratory studies. These methods consisted of
using a multivariate Normal likelihood characterized by four parameters for modeling PSD’s
and two-component partially specified mixtures for accommodating outlying labs. Two-
component mixtures were used on the observation level for two of the procedures, and on
the laboratory level for the other two. We also conducted a small simulation study that
compared the performance of the four procedures in estimating a reference PSD in the
presence of outlying laboratories and used the two q-based procedures to analyze the NIST
data set. We found that the estimated cumulative PSD’s were not exactly like the one
produced in the NIST analysis, but were similar to it and each other. The procedures
developed in this paper have the virtue of rationally treating outliers.
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