An important objective of Internet traffic Engineering is to facilitate reliable network operations by providing proper QoS to different services through mechanisms which will enhance network integrity and achieve network survivability. Current Internet architecture is distributed in nature, interconnected by Internet Service Providers (ISPs), where a central goal of each service provider is to enhance emergent properties of their own network by providing better service qualities with strong emphasis on economic considerations. Hence, service providers aim at getting the best result based upon economic considerations and governed by their network wide policies. In this paper we present a scheme in which Autonomous System (AS) relationships are central to any policy decision imposed by individual ISPs. Based on these policy relationships, we propose a framework which is expected to match the need for better QoS, uniform Internet wide service management and contribute efficiently towards traffic engineering. This paper presents an integrated approach to traffic engineering, routing and policy mechanisms for better management of QoS over the Internet.
Introduction
With the massive deployment of applications over the Internet in recent years and the need to manage them efficiently with a desired Quality of Service (QoS), the current Internet must shift from a Best Effort (BE) model to a service oriented model. Services requiring higher QoS currently have to satisfy their applications with the BE model, as there is no practical way of providing end-to-end flow based guarantees. This is due to the fact that the current Internet is decentralized in managing traffic flows between various Autonomous System (AS) domains; involving functions such as: inter-domain routing, load balancing, traffic engineering, etc. Also due to the heterogeneous and independent policy mechanisms used by individual ASs (designed and implemented for their own benefits), end-toend QoS path setup for various traffics is a complex task. Each ISP then uses their traffic engineering measures to balance traffic flows, both for incoming and outgoing traffic .
Current Internet Traffic Engineering relies on proper routing parameter configuration of both Intra and Inter Domain routing protocols , such as Border Gateway Protocol (BGP) (Interior BGP within the domain, and Exterior BGP between domains), in order to configure the routers across various domains. Due to rich policy features supported by BGP, it is considered the most important routing protocol for inter-domain traffic . Hence it is the industry de-facto standard Exterior Gateway Protocol, in spite of several drawbacks such as: complex decision process for path determination, inability to collect global policy on routing from other domains, difficulty with route flapping, and higher convergence delay. These drawbacks of BGP are due to its distributed nature of operation. Also, because BGP can be used to enforce network level policies involving routing decisions by different ASs, a minor error in configuring these parameters may result in disastrous consequences.
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In this paper our aim is to extract AS level policies based on business relationships and Service Level Agreements (SLAs), and then apply BGP based traffic engineering techniques for efficient management of traffic over the Internet. Section two presents AS level policies and their relationship, while Section three describes BGP based traffic engineering approach by identifying the parameters which have a direct impact on the AS relationship given in section two. We present our proposed framework in section four with traffic engineering as the central component. Section five concludes the paper with future directions.
AS relationships and their effect on network wide policy
Current Internet with more than 14,000 Autonomous Systems (ASs) reflects the tremendous growth, both in size and complexity, since its commercialization. These ASs may be classified in different categories based on number of users they serve such as: Internet Service Providers (ISPs), organizations such as Corporations and Universities with their own administrative domains, etc. Based on the property of each AS and their inter connection strategies in the Internet, it is also important to develop different routing policies to influence routing decisions for certain traffic to achieve desired end-to-end QoS.
In [5] , the author classifies the types of routes that may appear in BGP routing tables based upon the relationships between the ASs, and presents a heuristic algorithm giving the degree of connectivity by inferring AS relationships from BGP routing tables. Based on network properties, connectivity between domains, and traffic transportation principles, these ASs may be classified [5] under the following categories: Stub, Multi-homed and Transit ASs.
A stub AS is usually an end user's internal network. One of the most important properties of stub networks is that hosts in a stub network never carry traffic for other networks (i.e. no transit service). Multi-homed ASs have connections to more than one ISP for protecting against failure in one of its ISP connections, as well as offering load balancing between multiple ISPs. Transit ASs are multi-homed due to multiple connections with other service providers, and carry remote (i.e. transit) traffic, and may also carry local traffic. Such networks are the ISPs located within the top three tiers of the Internet hierarchy (tier1, tier2, tier3). Transit networks play an important role in terms of supporting QoS, load balancing using traffic engineering, and fault management across a whole range of Internet services. Also these transit networks must work co-operatively with a standard policy set to support QoS across the Internet. ASs can also be classified based upon various business relationships as well as contractual agreements. These relationships and agreements between the ASs play an important role to support end-to-end QoS and are fundamental to our research in this paper. They are classified as following:
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a. Customer-Provider relationship: in a customer-provider relationship scenario, a customer buys services (network connectivity and service support) from its provider which is typically an ISP. Similarly, a tier3 ISP would buy some services from their upstream tier2 service provider, etc. Network architecture supporting customer-provider relationship must address issues in relation with Service Level Agreements (SLA) enforced between the customer and its providers.
b. Peer-to-Peer relationship: two A Ss offering connectivity between their respective customers without exchange of any payments are said to have a peering relationship. Hence these two ASs agree to exchange traffic between their respective customers free of charge. Such relationship and agreement between two ASs would mutually benefit both, perhaps because roughly equal amounts of traffic flow between them. Peer-to-Peer relationship may turn into customer-provider if one party depends more heavily on the interconnection arrangement than the other one [7] . Hence, ASs must monitor on a regular basis the amount of traffic flowing into their regions from their peers. c. Sibling relationship: Sibling relationship may be established between two or more ASs if they are closely placed to each other. In this situation, the relationship allows the administrative domains to provide connectivity to the rest of the Internet for each other. Also sometimes called mutual transit relationship, they are used to provide backup connectivity to the Internet for each other. Sibling relationship between ASs may also be used for load balancing among various services.
In order to design a new Internet architecture based on above AS properties and their relationship, it is important that the architecture must first of all support them and then derive related policies to enforce them across the Internet. Such an objective will then be able to address the following issues when deployed across the Internet:
1. Resource management with multiple service support 2. End-to-End QoS for individual services 3. Load Balancing 4. Fault management 5. Overlay routing 6. Security related to information sharing between ASs Using BGP, an ISP may set its own administrative policy to carry traffic for its own customer as well other ISPs customers (as a peer or transit provider). Though such an approach works reasonably well for most of the ISPs individually to satisfy their personal objectives and maximize their profits, it does not address the impact of such an approach on a global scale. Achieving end-to-end QoS for any application requires uniform and constant resource allocation throughout the path traveled between various domains. Hence our proposed framework is designed to Before presenting the architecture, the following section presents a few BGP approaches for policy enforcement between ASs. We have tried to present those policy issues and how BGP is currently configured based on AS relationships as mentioned above.
BGP and its support for Internet Traffic Engineering
Border Gateway Protocol (BGP-4) [6] was a simple path-vector protocol when first developed, and the main purpose of BGP was to communicate path level information between ASs so as to control route selection process between them. Using such path level announcements by neighbors, an AS decides which path to use in order to reach specific prefixes. One of the main reasons ASs use BGP for Inter-domain routing is to enable their own policies to be communicated to their neighbors and subsequently across the whole Internet. A few traffic engineering strategies based on policy issues are outlined below:
Use of local preference to influence path announcement:
In a customer-provider relationship, providers prefer routes learned from their customers over routes learned from peers and providers when routes to the same prefix are available. In order to implement such a policy (prefer customer route advertisements) using the local preference attribute, ISPs in general must assign higher local preference value to the path for a given prefix learned from their customer. In [8] , the authors describe assigning a non-overlapping range of local preference values to each type of peering relationships between ASs and mention that local preference be varied within each range to perform traffic engineering between them. The local preference attribute in BGP influences traffic engineering measures by controlling outgoing traffic from an AS.
Use of AS path pre-pending and Multi Exit Discriminator (MED) attributes to influence transit and peering relationships:
ISPs may influence the amount of incoming traffic to load balance on different links connected to their neighbors. Such a scheme can be implemented by selectively exporting routes to their neighbors. BGP makes use of the AS path pre-pending technique where an ISP can apply its own AS number multiple times and announce the path to its neighbor. Because BGP decision process [3] selects lowest AS path length, such a technique will then force the neighbor to choose another path if available instead of the pre-pended AS path announced by the neighbor. But such a scheme is often setup manually on a trial and error basis. In our model we propose to use AS path pre-pending only when the relationship is peer-to-peer. Also, ISPs having multiple links to other ISPs can use the MED attribute in order to influence the link that should be used by the other ISP to send its traffic toward a specific destination. However, use of MED attribute must be negotiated before hand 
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Use of community attribute for route export to neighbors:
ISPs have been using the BGP community attributes for traffic engineering and providing their customers a finer control on the redistribution of their routes [9] . Internet Assigned Numbers Authority (IANA) typically assigns a block of 65536 community values to each AS, though few of them are used to perform community based traffic engineering. Using these attributes, by tagging them into the AS path announcement, an ISP may ask its neighbor or customer to perform a set of actions on the AS path when distributing that path from its neighbor [11, 14] . By doing so, ISPs are able to control their incoming traffic in a better way. However, because community based attributes are yet to be standardized, there is a need for uniform structure in these attributes in order to apply them in the Internet. Also, because each community attribute value requires a filter for each supported community in the BGP router, such a process will add more complexity to an already fragile BGP and increase the processing time of the BGP message [3] . We define a new community based attribute, the "policy attribute", which can be used by neighbors to get further information on QoS support by their announced path. Such a community attribute will be used in our future research for policy co-ordination between neighboring domains and is not discussed in this paper.
In summary, AS relationships play an important role in the Internet connectivity and contribute significantly towards designing a new architecture for the Internet. BGP based traffic engineering can be made more scalable by carefully selecting and configuring the attributes based on business relationships between various ASs. We present a framework using such policy issues in Inter-domain routing and traffic engineering in the next section.
Policy based traffic engineering framework
Our proposed framework is based upon the fact that ISPs must communicate with their neighbors to get a fair picture about which relationships they must hold with them in order to apply specific traffic engineering policies at their respective domains. At the same time ISPs must also protect themselves against route instabilities and routing table growth which may otherwise occur due to misconfigurations or problems in other ISPs. The overall components of the architecture are presented below, where our aim is to achieve a scalable solution for deployment over the Internet. 
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Proposed Framework integrating AS policy with traffic engineering
The entire architecture is represented as a 3 layer model and in this paper we mainly consider our fra me work at layer-2, the middle layer which holds necessary components describing how network policies can be included in traffic engineering. Also, our prior discussions on AS relationships in section 2 revealed that such relationships are important to consider for supporting proper QoS in the Internet. But obtaining data on ISP relationship is a difficult task, as no ISP reveals such data to their competitors. Hence we propose to use a measurement based approach where an ISP collects and ranks ASs based on the frequency of their presence in the routing table. A heavily used AS in the path list is one where some kind of traffic engineering should be applied if selected for next hop forwarding. For example the decision of selecting local preference is very mu ch local to an ISP in order to balance its outgoing traffic (selecting the path to forward to the next ISP). On the other hand, an AS which is used less frequently is less congested and has a better chance to support QoS resources [15] .
Traffic Engineering Mapper (TEM) has a repository that holds AS relationships and the hierarchy for interconnectivity between various ASs. TEM is responsible for directing those relationships to the Attribute Selector as well maintaining a list of those attributes once selected. Because the routing table holds information regarding import and export policy filters, as well the attributes associated with them, TEM also investigates their validity in the ISP routing base. One of the export rules which the TEM must enforce is directing the provider to send all routes that the provider knows from its neighbors. Similarly TEM must ensure other peer or provider routes are not sent while sending routes to a provider or peer (i.e. just send customer routes). TEM is an essential comp onent of our architecture.
Finally the decision on traffic engineering is taken by the Load Balancing module which receives necessary inputs regarding which attributes are to be applied and to which paths they should be applied. The policy database holds p olicy information regarding how the AS may change routing for its own domain. Also included in the policy database is information on list of remote ASs which are customers of this AS, and pricing structures imposed by the SLAs of its providers. Such information is given to the load balancing module which then takes a final decision on traffic engineering. The process is the same for both importing and exporting a route between neighboring ISPs. Several efforts on finding right solution to BGP based traffic engineering and Autonomous system relationships have been explored in the past [1, 3, 5, [8] [9] [10] [11] [12] 14] . While most of the authors describe the drawbacks of BGP in the first instance and then propose their schemes on better management of BGP for traffic engineering, our approach is somewhat the reverse. In our proposed framework we have considered the relationship issue between ISPs as the central module in defining necessary traffic engineering policies for the Internet.
Based on our framework, we have performed a few preliminary experiments to investigate the effect of AS relationship policies on Traffic Engineering. The experiments are conducted using OPNET Modeler 11.0. In our simulation experiments two different ASs are connected to each other through their respective ISPs using simple, multi-home, peering and sibling relationships. Both network convergence and throughput with and without policies are to be investigated, and a preliminary finding is that with polic ies the network convergence becomes slower, but the overall throughput improves.
Conclusion and Future work
In this paper we have investigated various relationship issues between ASs and how to use them for resource control over the Internet. Current Internet connectivity between ASs is quite comple x because of heterogeneous policy structure which sometimes forces Internet traffic to travel through a back door, affecting the AS's own traffic and downgrading business relationships with its customers. Such approaches may look good for those ASs trying to adopt a backdoor strategy for forwarding their traffic , but can result in disastrous consequences for others. In this paper our effort has been to propose a framework which can address load balancing based on AS relationships, resource management through selecting proper traffic engineering attributes, and provide support for end-to-end QoS over the Internet.
Our future work in this area of research will be to explore the validity of our proposed model along with other components of our architecture. We also aim to investigate the significance of our architecture addressing issues such as fault management, policy based overlay routing, and security related to information sharing between ASs.
