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Abstract
Biological matter is constantly perturbed by thermal fluctuations, chemical solvents
and mechanical forces, and preserving its stability is a collective effort of a multitude
of delicate, inter- and intramolecular bonds. The free-energy landscape of these bonds
can be explored via single-molecule experiments and extensive computer simulations,
where the bond is repeatedly stretched to sample the stochastic distribution of its yield
force. The direct comparison of experimental and numeric data is challenging, because
simulations require high pulling speeds to observe unbinding in a reasonable amount of
computation time, whereas experiments are bound to the opposite limit of slow pulling
speeds by instrumental restrictions. The objective of this thesis is to bridge this gap, by
developing an analytically tractable theory of single-molecule force spectroscopy.
Conventional theories of forcible bond breaking rely on reaction-rate theory to compute
escape rates that characterize the unbinding process, but they are limited to low forces
and quasistatic protocols. To circumvent these limitations, we derive an integral equation
for the bond’s first-passage time distribution that is exact for all forces. We then proceed
to construct an approximate analytic solution of this equation that remains exact in
the asymptotic limits of fast and slow pulling. Our results do not only improve upon
established models, but are moreover directly amenable to Bayesian data analysis methods,
resulting in an optimal tool for analyzing both experimentally measured and numerically
generated rupture force distributions.
Furthermore, our model can be extended to account for so-called catch-slip behavior,
which has been observed for certain biological bonds that play an important role for the
adhesion of cells, bacteria and platelets. Unlike “normal” slip bonds, these bonds initially
strengthen with increasing load. Such a generalization allows us to successfully reproduce
the non-monotonic mean lifetimes and multimodal rupture force distributions associated
with catch-slip bonds. Again, the range of validity of our results exceeds that of existing
models by orders of magnitude.
Finally, we discuss potential deviations from our model that might arise at extreme
pulling speeds. These could, for example, result from various hidden degrees of freedom
(referred to in short as “modes”), which would be averaged out and remain hidden at
slow pulling speeds, but bear significantly on the observed bond kinetics at high speeds.
We analyze and categorize how these modes affect pertinent experimental observables,
such as the force spectra and the rupture force distribution, and show how to integrate
them analytically into our model in two opposing asymptotic limits. Intriguingly, these
asymptotic results become unconditionally exact at high pulling speeds, thus providing
us with a microscopically consistent theory of rapid force spectroscopy.
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Chapter 1
Introduction
Weak macromolecular bonds are vital for the stabilization of biomatter and play a cru-
cial role in many biological processes on the mesoscopic scale. Among other functions,
they preserve the three-dimensional tertiary structure of proteins against thermal fluc-
tuations [1] and serve as glue between biopolymers in polymer networks [2, 3]. In the
form of ligand-receptor complexes, they also provide cells and microorganisms with the
means for controlled surface adhesion [4]. However, the stability of these bonds is mostly
limited to biological conditions, and harsh environments, such as extreme pH-levels,
high temperatures and critical concentrations of organic solvents, weaken the bonds and
eventually lead to their failure [5]. Heating the sample or adding denaturants can result
in a global, irreversible denaturation in the system, since the unfolded molecules tend to
form unspecific aggregates, instead of reforming the previously broken bonds in the right
order. As a familiar everyday experience, one may mention the boiling of eggs or frying
of meat.
A more localized and controlled unfolding or unbinding is achieved with the help of
dynamic force spectroscopy (DFS), a single-molecule manipulation technique that induces
a premature failure of the otherwise metastable bond via mechanical loading [6–9]. By
repeatedly exposing the bond to external forces, one can induce a series of unbinding
events and thereby sample their stochastic distributions. These distributions are both
bond-specific and protocol dependent, and reflect the underlying free-energy landscape of
the bond, e.g. the funnel-like intramolecular potential of proteins [10]. In particular, DFS
experiments allow investigation of certain properties of the free-energy landscape that are
inaccessible to ensemble measurements [11]. For example, while ensemble measurements
only grant access to thermodynamic quantities like free-energy differences ∆G between
bound and unbound states, the analysis of measured rupture force distributions (RFDs),
i.e. the distribution of observed forces at which the bond fails, yields the threshold energy
of activation ∆E separating the states. Furthermore, proteins that are unfolded at extreme
forces may explore other regions of their binding landscape than if they were denatured
with conventional methods [11, 12]. A schematic graphic explaining the procedure of a
DFS experiment and the corresponding data acquisition process is presented in Figs. 1.1a-c
on the following page.
When comparing DFS data to molecular dynamics simulations mimicking experimental
situations, the problem arises that the experiments are realized on timescales, which are
many orders of magnitude larger than what is manageable on modern computers [13].
This obstacle can partially be overcome by increasing the rate at which the force is ramped
1
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Figure 1.1: Dynamic force spectroscopy in a nutshell. a) The macromolecule of interest,
represented here by an immunoglobulin-binding domain [14], is tightly anchored on one
end to a substrate, while attached to a force transducer, possibly using an interposing
polymer linker to facilitate the binding, on the other. Moving the transducer at a steady
speed v results in a force that is ramped up linearly in time at a (up to small fluctuations)
constant loading rate F˙ ∝ v. b) The applied force F (t) gradually increases, until it
reaches a certain rupture-force value Frpt, at which the bond disintegrates and the force
rapidly drops back to zero. c) Repeated bond rupture demonstrates that the measured
rupture forces are distributed and the specific shape of the underlying RFDs, denoted by
p(F, F˙ ), changes with the loading rate. d) The comparison of experimentally observed
(circles) and simulated (squares) mean rupture forces 〈F 〉(F˙ ) for the muscle protein
titin shows that these techniques probe separate time regimes, corresponding to different
limiting scenarios of bond rupture. Data reproduced from Refs. [6, 13, 15].
up in the simulation, in order to accelerate the dissociation process. But since the rupture
events are sensitive to the applied pulling speed, this will naturally lead to results that
cannot be directly compared with experimental data (see Fig. 1.1d). This problem has
spurred the development of new theories aiming to bridge the gap between the timescales
of experiments and simulations, especially since most state-of-the-art models are limited
to the slow-pulling limit of experiments.
This chapter introduces the core concepts needed to describe the forcible rupture of
thermally stable bonds, theoretically. We shall investigate the reaction kinetics of a single
bond, made up of two metastable states with a single transition pathway between them,
and rely on the methods of reaction-rate theory to compute the associated transition rate.
The reader will in the process become familiar with the so-called Kramers rate and the
notion of first-passage times. Finally, we touch upon a few well-established theoretical
models of force-induced bond breaking and discuss their limitations, before a unified
analytic theory of DFS for high and low loading rates is developed in the next chapter.
2
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unimolecular systems bimolecular systems

 

Figure 1.2: Conformational changes of proteins can be seen as transitions of a unimolec-
ular system from a folded to an unfolded state. In contrast to bimolecular systems, the
number of molecules in such systems is conserved. Adapted from Ref. [16].
1.1 No external forces: Single bond kinetics
Transitions between discrete states, such as a bound and an unbound one, lie at the
heart of every chemical reaction. It therefore comes to no surprise that they have been
thoroughly studied long before the dawn of single-molecule manipulations. The kinetics of
state transitions is captured by empirical differential equations, known as rate equations [5],
which can be used to model the evolution of both unimolecular (A∗ 
 A) and bimolecular
(AB 
 A + B) systems (see Fig. 1.2). For example, consider an ensemble of particles
in a two-state system: the numbers Nb and Nu of particles in the bound (“b”) and the
unbound (“u”) state vary in time and their population dynamics reads [17–19]
N˙b(t) = −kb→u(t)Nb(t) + ku→b(t)Nu(t) , (1.1a)
N˙u(t) = −ku→b(t)Nu(t) + kb→u(t)Nb(t) , (1.1b)
where kb→u(t) and ku→b(t) are the transition rates from the bound to the unbound
state and vice versa. For a unimolecular system, we can identify Nb(t)/NA = [A∗] and
Nu(t)/NA = [A] with the concentrations of the system’s two species and NA denoting
Avogadro’s number. Taking the equilibrium ensemble average 〈 . 〉 of Eqs. (1.1) then gives
〈N˙b/u(t)〉 ≡ 0 ∀t and we retrieve the detailed balance relation [17, 19, 20]
ku→b(t)
kb→u(t)
=
[A∗]
[A]
≡ Keq
that defines the equilibrium constant Keq characterizing ensemble measurements. Bi-
molecular systems can be treated similarly.
Equations (1.1) describe a closed system, where the particles can only move between
the two states and no “leaks” are allowed, and thus they must be mass conserving [19],
N˙b(t) + N˙u(t) = 0 =⇒ Nb(t) +Nu(t) = N = const .
Here, N is the total number of particles in the system. The relation above can be used to
decouple Eqs. (1.1), leading to a single rate equation,
S˙i(t) = −[ki→j(t) + kj→i(t)]Si(t) + kj→i(t) , (1.2)
with Si(t), the so-called survival function, being formally defined as the fraction Ni(t)/N
of particles in the state i ∈ {b, u}. When interpreted as a kinetic reaction equation for
a single particle, however, the solution Si(t) to Eq. (1.2) is the probability to find the
3
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particle in the state i at a time t. Due to the simplicity of the system, the probability of
finding the particle in the state j is then Sj(t) = 1−Si(t). Equation (1.2) hence describes
the kinetics of a single reversible two-state bond.
Although Eq. (1.2) is solvable, its formal solution being [18]
Si(t) = Si(0) e
−K(t,0) +
∫ t
0
dτ kj→i(τ) e−K(t,τ) , (1.3)
K(t, t′) =
∫ t
t′
dτ [ki→j(τ) + kj→i(τ)] ,
explicit expressions for the transition rates are still needed to make specific predictions. If
both rates are sufficiently small to suppress transitions followed by immediate recrossings,
Eq. (1.2) can be simplified to only allow for transitions from state i to state j. This
approximation results in the expression
S˙(t) ≈ −k(t)S(t) , S(0) = 1 =⇒ k(t) ≈ − S˙(t)
S(t)
(1.4)
that can be used to compute kb→u(t) and ku→b(t), separately. Eq. (1.4) becomes exact
whenever recrossings back into the initial state become irrelevant, e.g. when investigating
first-passage time statistics [17, 18, 21] (discussed in Sec. 1.1.2 on page 7) or for forced
transitions, where the external load biases the rate kinetics and eliminates any chance of
reforging the bond [9, 22]. In what follows, we shall profit from the simplicity of Eq. (1.4)
by concentrating on escapes out of a bound state, while neglecting rebinding effects,
unless stated otherwise.
1.1.1 Reaction-rate theory and the Kramers rate
In various practical cases, computing the escape rate k(t) out of a metastable state boils
down, according to Eq. (1.4), to determining the survival function S(t). This is the
task of reaction-rate theory [17], where the escape process is modeled as the stochastic
motion of a virtual particle, diffusing in a multidimensional free-energy landscape. The
corresponding survival function is then given by
S(t) =
∫
Rn
d~v
∫
Ω⊂Rn
d~xW (~x,~v, t) , (1.5)
where Ω denotes the bound state and W (~x,~v, t) is the probability distribution function
(PDF), describing the adjoint probability W (~x,~v, t) d~x d~v to find the particle in [~x, ~x+d~x]
with a velocity in the range of [~v,~v + d~v] at a time t. In the context of bond attributes, ~x
can be interpreted as an n-tuple of collective coordinates or order parameters [10], such
as the fraction of native contacts in a protein or the molecular extension, measuring
deviations from the bound state’s energy minimum.
To proceed analytically from this point onward, two simplifications are commonly
made. First, it is assumed that there is a clear separation between the timescales on which
~x and ~v equilibrate, rendering the particle’s motion overdamped1 and thus justifying the
ansatz [23]
W (~x,~v, t) ∝W (~x, t) e−βm|~v|2/2 , (1.6)
1Here, we fixate on reactions and conformational transitions in the liquid phase, where the friction
can approximately be described by Stokes’ law, thus circumventing any discussions regarding the energy-
diffusion limit [17, 23] and the turnover problem [17].
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i.e. for all practical purposes, W (~x,~v, t) is assumed to decompose into the diffusion-
limited PDF W (~x, t) and a Maxwell-Boltzmann distribution. Secondly, the bound and
the unbound state of the multidimensional potential are assumed to be separated by a
single, high saddle point, such that the escape rate is well-defined in the overdamped limit
underlying Eq. (1.6) [24]. As shown in Ref. [25], the second assumption even implies that
the multidimensional dynamics can be projected onto a single, effective reaction coordinate
x, perpendicular to the separatrix between the two states, because the escape rate in a
one-dimensional potential of mean force V (x) along x is identical to the multidimensional
rate for any system where the latter is well-defined. The validity of such a reduced,
one-dimensional description has been confirmed by simulations [26, 27] and, recently, even
in experiments [28] of protein folding. The survival function (1.5) therefore reduces to
the one-dimensional construct [21]
S(t) =
∫ xt
−∞
dxW (x, t) , (1.7)
where the interval (−∞, xt] of integration defines the bound state and xt is the position of
the transition state. Of course, a multidimensional energy landscape offers the possibility
of having many different reaction pathways, which could each dominate the rate kinetics
under different conditions [12, 29, 30], but a completely generic description limits the
analysis, in most cases, to computationally expensive simulations and thus goes beyond
the scope of this thesis. In the following, we shall adopt the popular notion that external
forces tend to “select out” a single reaction path along the pulling direction [7] and
hence restrict our discussion solely to one-dimensional processes, where the reaction
coordinate x roughly coincides with the molecular expansion. This may seem like an
oversimplification [31], but it has been shown to be appropriate (at least) in the high-force
regime [29] (for a case with two reaction pathways, see Sec. 2.4 on page 39).
The PDF W (x, t) satisfies the Smoluchowski equation [21, 32, 33],
∂W (x, t)
∂t
= D
∂
∂x
[
βV ′(x) +
∂
∂x
]
W (x, t) = LˆS(x)W (x, t) , (1.8)
where D is the diffusion coefficient, V (x) is a static potential (possibly the potential
of mean force that results when an underlying higher-dimensional energy landscape is
projected onto the reaction coordinate) and LˆS(x) is the Smoluchowski operator, which
can, conveniently, be rewritten as
LˆS(x) = D
∂
∂x
e−βV (x)
∂
∂x
eβV (x) .
If we interpret Eq. (1.8) as a continuity equation,
∂W (x, t)
∂t
= −∂j(x, t)
∂x
(1.9)
with a probability flux j(x, t) that must vanish at infinity, we can integrate it across the
bound state, resulting in
j(xt, t)− j(x→ −∞, t)︸ ︷︷ ︸
=0
=
∫ xt
−∞
dx
∂j(x, t)
∂x
= −
∫ xt
−∞
dx
∂W (x, t)
∂t
(1.7)≡ −S˙(t) , (1.10)
5
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Figure 1.3: Graphic representation of Laplace’s method. Since the values of the integrals
in Eq. (1.11) are mainly determined by two narrow regions around x ≈ xb and x ≈ xt,
respectively, the static potential V (x), which drops spontaneously to infinity beyond
the absorbing boundary at x = x∞, can be expanded to second order around these
coordinates, creating two distinct parabolas (red dashed lines). The integration limits
can then be expanded to infinity, making it possible to analytically evaluate the integrals.
and thus associate −S˙(t) with the flux j(xt, t) through the transition state. In combination
with Eq. (1.4), this relation defines the escape rate k(t) as the outgoing flux j(xt, t) over
the (normalized) population S(t) of the bound state [17].
Returning to our problem of computing the survival function and, ultimately, the
escape rate, the flux j(x, t) can be read off Eq. (1.8) and, by rearranging the separate
parts of the Smoluchowski operator, we get
j(x, t) = −D e−βV (x) ∂
∂x
eβV (x)W (x, t) =⇒ W (x, t) = e
−βV (x)
D
∫ x∞
x
dy j(y, t) eβV (y)
if x∞ is a point of no return, at which eβV (x)W (x, t) vanishes. Mathematically, the
condition eβV (x∞)W (x∞, t) ≡ 0 implies that there is an absorbing boundary at x = x∞ [33]
(see Fig. 1.3). According to Eq. (1.7), integrating the PDF W (x, t) results in the following
expression for the survival function,
S(t) =
1
D
∫ xt
−∞
dz e−βV (z)
∫ x∞
z
dy j(y, t) eβV (y) . (1.11)
If j(x, t) is approximately constant2 along the reaction coordinate, we can pull it out of
the integral in Eq. (1.11) and obtain the so-called Kramers rate [23],
k(t) =
j(xt, t)
S(t)
≈ D
[ ∫ xt
−∞
dz e−βV (z)
∫ x∞
z
dy eβV (y)
]−1
≡ kKramers . (1.12a)
Formally, this argument requires an influx of probability to continuously replenish the
weight lost through the sink at x = x∞ [17], but it turns out to be a decent approximation
in the quasistatic limit, i.e. for steep barriers whose heights ∆E = V (xt) − V (xb) are
much larger than the thermal energy scale. In this limit, the main contribution to the
2In the literature, one mostly finds remarks that the flux is considered (quasi-)stationary, i.e. j(x, t) ∼
j(x). However, the continuity equation then requires that ∂xj(x) ≡ 0 or, equivalently, j(x) = const must
also hold.
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Table 1.1: List of escape rates for archetypal potentials Vn(x) of order n + 2. They
only depend on two characteristic parameters: the barrier height ∆E and the distance
∆xb = xt − xb between the bound state’s minimum at x = xb and the separatrix at
x = xt (see Fig. 1.3 on the preceding page).
Vn(x) = ∆E
[
x− xb
∆xb
]2[2 + n
n
− 2
n
x− xb
∆xb
]n
rate expression
Vcusp(x) =
{
V0(x) , x < xt
−∞ , otherwise kcusp =
2Dβ∆E
∆x2b
√
β∆E
pi
e−β∆E
Vcubic(x) = V1(x) kcubic =
3Dβ∆E
pi∆x2b
e−β∆E
Vbiquadratic(x) = V2(x) kbiquadratic =
2
√
2Dβ∆E
pi∆x2b
e−β∆E
first integral in Eq. (1.11) comes from the vicinity x ≈ xb of V (x)’s minimum, whereas
the second integral is dominated by the region surrounding the transition state coordinate
xt [23]. In this limit, one can use Laplace’s method to evaluate the integrals in Eq. (1.11),
leading to (see also Fig. 1.3)
S(t) ≈ 1
D
∫ ∞
−∞
dz e−β[V (xb)+|V
′′(xb)|(z−xb)2/2]
∫ ∞
−∞
dy j(y, t) eβ[V (xt)−|V
′′(xt)|(y−xt)2/2]
=
2pij(xt, t)
Dβ
√|V ′′(xb)||V ′′(xt)| eβ[V (xt)−V (xb)] ,
from which the rate directly follows by forming the flux-over-population ratio j(xt, t)/S(t),
kKramers ≈ Dβ
√|V ′′(xb)||V ′′(xt)|
2pi
e−β∆E . (1.12b)
This form of the Kramers rate is solely valid for smooth barriers [17, 23].
Table 1.1 collects Kramers rates for some model potential landscapes. They were
computed using Eq. (1.12b), except for the “cusp” rate kcusp, because the second derivative
of Vcusp(x) diverges in x = xt. Instead, kcusp was derived from Eq. (1.12a), where V (x)
in the second integral was expanded to first order around the transition coordinate.
1.1.2 Connection to mean first-passage times
A closely related problem to finding the escape rate out of a bound state through a
separatrix, is determining the time it takes the particle to leave the bound state for the
first time. The first-passage time distribution (FPTD) p(t) coincides with −S˙(t) and thus
also with the flux j(xt, t) [21, 32–34], and its first moment, the mean first-passage time
(MFPT)
T =
∫ ∞
0
dt t p(t) = −
∫ ∞
0
dt t S˙(t) = t S(t)
∣∣∣∣∞
0
+
∫ ∞
0
dt S(t) =
∫ ∞
0
dt S(t) , (1.13)
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gives the mean lifetime of the bond. The boundary terms in Eq. (1.13) vanish because of
the initial condition S(0) = 1 and the assumption that limt→∞ t S(t) = 0. It can be shown
that T is a solution to the following inhomogeneous differential equation [21, 32, 33],
Lˆ†S(x0)T (x0) = −1 , Lˆ†S(x) = D eβV (x)
∂
∂x
e−βV (x)
∂
∂x
, (1.14)
with the boundary condition T (xt) ≡ 0, where x0 denotes the initial position of the particle.
In the multidimensional case, this equation would be a partial differential equation, but
for one-dimensional processes it can be solved directly by integration [21, 32],
T (x0) = 1
D
∫ xt
x0
dz eβV (z)
∫ z
−∞
dy e−βV (y) . (1.15)
Notice the resemblance to the Kramers rate (1.12a): for x∞ ≡ xt they are almost identical,
as can be verified by integrating the reciprocal of Eq. (1.12a) by parts [17],
D
kKramers
∣∣∣∣
x∞=xt
=
[ ∫ z
z0
dy e−βU(y)
] ∫ xt
z
dy eβU(y)
∣∣∣∣xt
−∞
−
∫ xt
−∞
dz
(− eβU(z) ) ∫ z
z0
dy e−βU(y)
=
∫ xt
−∞
dz eβU(z)
∫ z
−∞
dy e−βU(y)
(1.15)
= DT (x0 → −∞) .
Sending the initial condition to infinity is somewhat peculiar and only leads to a finite
MFPT for potentials that diverge faster than quadratically, as x → −∞. However, in
the quasistatic limit, the MFPT becomes independent of x0 and we thus get the special
result3 kKramers|x∞=xt ∼ 1/T for an absorbing boundary placed on the very spot of the
separatrix.
A specific potential for which x∞ ≡ xt holds is the cusp potential, defined in Tab. 1.1
on the preceding page. Due to its simple structure (essentially, it is a cut-off parabola),
the integrals in Eq. (1.15) are (more or less) analytically tractable, giving [35]
Tcusp(x0) = pi∆x
2
b
4Dβ∆E
[
φ
(√
β∆E)− φ(∆x0
∆xb
√
β∆E
)]
,
where we have introduced the compact notation ∆xb = xt − xb and ∆x0 = x0 − xb, as
well as the function
φ(z) = erfi(z) +
2√
pi
∫ z
0
dy ey
2
erf(y) , φ(0) = 0 , (1.16)
based on the imaginary error function erfi(z) = erf(iz)/i. Assuming Boltzmann-distributed
initial conditions, we arrive at an exact expression for the MFPT for all barrier heights
∆E [35],
Tcusp = 2
√
β∆E
pi∆x2b
∫ ∆xb
−∞
d∆x0
e−β∆E[∆x0/∆xb]2
1 + erf
(√
β∆E)T (x0) . (1.17)
In Fig. 1.4 on the next page, this expression is compared to the Kramers estimate kcusp,
found in Tab. 1.1. For very large values of β∆E they are indistinguishable, whereas in
the strong-noise limit, i.e. for thermal energies comparable to the activation energy, we
observe a breakdown of the quasistatic approximation behind the analytic expression
kcusp.
3For absorbers in the unbound state, the relation kKramers ∼ 1/2T holds, since it is equally probable
to return to the bound state and to enter the unbound state when positioned at x = xt [21, 34].
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∼ exp ([β∆E ]−1.22)
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Figure 1.4: Quality of the quasistatic approximation. The product of the
exact MFPT Tcusp from Eq. (1.17) and the approximate expression kcusp =
2D(β∆E)3/2pi−1/2∆x−2b e−β∆E , which can be derived via Eq. (1.12a), is independent
of the parameters D and ∆xb and is thus evaluated here, numerically, for different values
of β∆E (symbols). For sufficiently high barriers, the deviation of kcusp from the MFPT
can be compensated, e.g. with an empirically determined exponential factor (solid blue
line).
1.2 Forced transitions: Phenomenological theories
In the virtual-particle picture of reaction-rate theory, an external force F acting on the
static bond potential V (x) will result in a tilted (effective) free-energy landscape,
U(x, F ) = V (x)−∆xF , (1.18a)
where ∆x = x− xb. It should be noted that the linear term −∆xF in Eq. (1.18a) is not
yet well adapted to the common setup used in actual experiments, which employ linkers
acting as force transducers. These can be modeled (to a first approximation) as harmonic
springs, which alter the energetics as follows,
U(x, y) = V (x) +
1
2
κ(y − x)2 = V (x) + 1
2
κ(∆x)2 − κ(y − xb)∆x+ c(y) . (1.18b)
Here, y denotes the equilibrium position of the spring that is directly imposed by external
means and c(y) is an x-independent function that does not affect the escape kinetics [16]:
it thus becomes apparent that Eq. (1.18a) can only substitute for (1.18b) in the soft-
spring limit, i.e. for sufficiently small κ 4 [36, 37]. We shall, for better clarity, restrict
our discussion below to this limit, but a detailed discussion of stiff actuators is given in
Sec. 2.3.1 on page 33.
The lowered energy barrier of U(x, F ) has, in combination with the fact that the
Kramers rate decreases exponentially with the barrier height, encouraged the use of
4At first, it may seem more appropriate to associate the condition ∆x  ∆y = y − xb with the
soft-spring limit, rather than the numerical value of κ. However, if the bond and the force transducer
are regarded as two springs attached in series, then V ′′(xb)∆x = κ(∆y − ∆x) ≈ κ∆y must hold for
∆x ∆y. This leads to the condition V ′′(xb)/κ ≈ ∆y/∆x 1 or, equivalently, to κ V ′′(xb).
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various ad hoc phenomenological rate expressions [4, 38, 39]. The Bell rate
kBell(F ) = k0 e
β∆xbF , (1.19)
which was originally proposed by Tobolsky & Eyring [40] to treat the kinetic failure
of rubber-like substances under external stresses, but later introduced by Bell [38] in a
biological context, is a famous example of said simplified rates. Although it completely
neglects the force-dependent deformations of the underlying potential, the Bell rate has
over the years become a prevalent choice for modeling complex systems, such as ensembles
of molecular motors [41] and crosslinked biopolymer networks [42]. Its popularity can
most likely be attributed to its low number of fit parameters (k0 and ∆xb) and to the fact
that its functional form is completely independent of the bond potential’s specific shape.
However, one usually does not measure the unbinding rate in single-molecule experi-
ments, but rather (shortened) bond lifetimes and rupture forces. The former are obtained
under force-clamp conditions [43–47], where a constant applied load is used to destabilize
the bond and thus lower its lifetime to experimentally observable times. In principle,
this yields the force-dependent lifetime distribution p(t, F ) = −S˙(t), which is equivalent
to the FPTD in an effective potential (1.18a), but practitioners have adopted the habit
of presenting their data in terms of its average value, namely the MFPT T (F ), instead.
Alternatively, one can also apply a monotonic5, dynamic force-protocol F (t) [6, 15, 48–51]
and measure the force at which the bond yields. The resulting RFD p(F, F˙ ) can be
identified with the FPTD p(t, F˙ ) via [52]
p(F, F˙ )dF = p
(
t(F ), F˙
)
dt ≡ −S˙(t)dt , (1.20)
where F˙ = dF/dt denotes the loading rate. Ideally, the force is ramped up linearly in
time, resulting in F (t) = F˙ t with a constant F˙ [48–50], but that is not always feasible in
practice [8, 15, 51, 53–55].
Since constant force assays can essentially be treated with the first-passage time
theory covered in the previous section, we shall in the remainder of this chapter focus on
force-ramp protocols.
1.2.1 The Bell-Evans model
For the single irreversible bond, whose reaction kinetics obeys the rate equation (1.4),
relation (1.20) can be used to deduce a general integral expression for the RFD [7, 22, 56,
57],
p(F, F˙ ) =
k
(
t(F )
)
F˙ (F )
S
(
t(F )
)
=
k(F )
F˙ (F )
exp
(
−
∫ F
0
df
k(f)
F˙ (f)
)
, (1.21)
where we introduced the formal solution S(t) of Eq. (1.4) in the second step. The
force dependence of the loading rate F˙ takes into account the possible non-linearities of
F (t) that might arise in experiments, as mentioned above. Among other things, these
result from flexible polymer linkers [52, 58], which are often utilized in experiments to
facilitate the binding between the macromolecule of interest and a substrate or force
transducer [54, 55, 59, 60]. The integral in Eq. (1.21) becomes analytically tractable when
using the Bell rate (1.19) and if the loading rate is considered approximately constant [61],
pBell(F, F˙ ) =
k0
F˙
exp
(
β∆xbF − k0
β∆xbF˙
[
eβ∆xbF −1]) . (1.22)
5the protocol needs to be invertible for t(F ) to be well-defined
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In the literature, this usage of the Bell rate is commonly referred to as the Bell-Evans
model [58, 62–65], but its advocates do, in general, not encourage the analysis of measured
RFDs with Eq. (1.22). Instead, they suggest that the most probable rupture force F ∗,
i.e. the peak position or mode of the distribution, should be obtained by fitting a normal
Gaussian distribution to the experimental histograms [7, 49]. The mode is specified
by ∂F p(F, F˙ )|F=F ∗ ≡ 0, which results in k(F ∗) = F˙ (F ∗)∂F ln
(
k(F )/F˙ (F )
)|F=F ∗ for
the general case (1.21) [22, 66], but when using the Bell rate and F˙ = const, the
aforementioned transcendental equation can be solved to give [7]
F ∗Bell(F˙ ) =
1
β∆xb
ln
(
β∆xbF˙
k0
)
. (1.23)
This linear dependence on ln(F˙ ) has been observed in various dynamic force spectroscopy
experiments [6, 15, 50, 67]. There have even been reports of multiple discrete slopes
[β(xit − xb)]−1, i = 1, 2, . . . , measured in single systems [49, 68], ranging over several
orders of magnitude, which have been interpreted as cascades of barriers with coordinates
xit [7, 22, 49, 66]. This explanation, however, has been second-guessed in recent years,
since more complex loading rate dependencies of the mode (or the mean rupture force)
have been deduced from microscopic theories [69, 70] and models accounting for rebinding
effects [71].
Also note that requiring the existence of a well-defined maximum of the RFD limits
the application of the model somewhat. It might therefore seem natural to prefer the
mean rupture force (MRF) [72]
〈F 〉Bell(F˙ ) =
∫ ∞
0
df fpBell(f, F˙ ) =
ek0/β∆xbF˙
β∆xb
E1
(
k0
β∆xbF˙
)
(1.24a)
∼
{
F˙ /k0 , F˙  k0/β∆xb
F ∗Bell(F˙ )− γ/β∆xb , otherwise
, (1.24b)
to F ∗Bell(F˙ ). Here, γ = 0.577 . . . is the Euler-Mascheroni constant and E1(z) is the
exponential integral, defined as [73]
E1(z) =
∫ ∞
z
dy
e−y
y
.
Indeed, the first moment is often more analytically tractable than the mode, especially
when complex expressions for p(F, F˙ ) are considered. Yet, some argue that the most
probable value should be favored over the mean, because it is less sensitive to statistical
outliers, which may be recorded when multiple bonds or non-specific interactions are
broken [74]. An alternative would be to estimate the occurrence of these unwanted inter-
actions and to remove them manually from the measured data. Non-specific interactions
can be identified using control experiments and mainly arise at low forces, which is why
it is common practice to ignore this low-force regime when such interactions become
significant [75]. Some multiple rupture events can already be recognized as such because
their force-extension curves reveal multiple rupture forces. Others, however, remain
hidden due to a limited experimental time resolution and must be assessed via their
occurrence statistics [76–78]: since the magnitude of the measured rupture force is mostly
higher for multiple than single bonds [75], it is possible to estimate how many of the
highest measured rupture forces must be excluded from the data analysis to eliminate (or
at least drastically reduce) the effect of these unwanted binding events.
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Figure 1.5: The effects of rebinding on the mean rupture force 〈F 〉(F˙ ). a) The rebinding
rate ku→b(F ) can be determined from the characteristics of the potential in the unbound
state, i.e. the barrier of height ∆E ′ and the distance ∆xu = xu − xt, using an appropriate
theoretical model, e.g. the Bell rate (1.19). b) Including rebinding in the bond dynamics
results in higher MRF values in the slow-pulling limit (symbols and blue solid line) than
for an irreversible system (red dashed line), as shown here for ∆xu = 2∆xb = 2 nm,
ku→b0 = 2kb→u0 = 2 s−1 and β−1 = 4 pN nm. However, as F˙ →∞, the unbinding rate
kb→u(F ) suppresses ku→b(F ) and 〈F 〉(F˙ ) ∼ ln (F˙ ) (green dot-dashed line).
1.2.2 Extending the Bell-Evans model’s range of validity
As mentioned above, the Bell-Evans model is limited to F˙ & k0/β∆xb when the mode
F ∗ of the measured RFDs is analyzed as a function of (the natural logarithm of) the
loading rate F˙ . This restriction can be overcome to some extent by considering the
mean value 〈F 〉, instead. For sufficiently low loading rates, however, rupture events are
measured at such low forces that rebinding effects might become relevant. This is the
case whenever ku→b0 > kb→u0 and the lifetime 1/ku→b0 inside the unbound state is well
below the experimental time resolution.
Friddle, Noy & De Yoreo [71] argued that, as long as the rebinding rate dominates the
population dynamics in Eq. (1.2), no unbinding event will be observed. However, as the
value of the unbinding rate kb→u(F ) increases monotonically with the applied external
force, whereas the rebinding rate ku→b(F ) decreases, there must exist a characteristic
force F = Feq at which kb→u(Feq) ≡ ku→b(Feq) [16, 22, 71]. For the following Bell rates6,
kb→u(F ) = kb→u0 e
β∆xbF , ku→b(F ) = ku→b0 e
−β∆xuF ,
where ∆xu = xu − xt is the distance from the unbound state’s minimum to the transition
state, as depicted in Fig. 1.5a, this characteristic force is given by
Feq =
ln(Keq)
β(∆xu + ∆xb)
∝ ∆G
xu − xb .
6It should be mentioned that Friddle et al. did, in fact, not use these explicit rates, but instead relied
on certain “Bell-like” rate expressions also used in Ref. [22], which arise from a heuristic inclusion of force
transducer effects. To keep the current discussion on track, we have refrained from such an imprecise
description at this point and deferred the treatment of stiff actuators to Sec. 2.3.1 on page 33. Although
our choice of rates alters the parameter dependency of Feq slightly, it does not affect the functional form
of the final result, Eq. (1.25).
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In the second step, detailed balance was used to relate the equilibrium constant Keq to
the binding free energy ∆G = V (xu)− V (xb) = ∆E −∆E ′ (see Fig. 1.5a on the facing
page) via Keq ∝ eβ∆G. Finally, to compute the MRF, the lower limits of the integrals
in Eqs. (1.21) and (1.24a) must be raised to F = Feq, due to rebinding effects below the
characteristic force, resulting in [71]
〈F 〉revBell(F˙ ) = Feq +
ek
b→u(Feq)/β∆xbF˙
β∆xb
E1
(
kb→u(Feq)
β∆xbF˙
)
. (1.25)
This expression is compared to the numerical evaluation of 〈F 〉rev, using the exact
solution (1.3), in Fig. 1.5b.
For higher loading rates, where the weight of the RFDs shifts to higher force values,
the predictions of the Bell-Evans model start to deviate from experimental data. Measured
rupture forces become normally distributed, with an ever increasing variance σ(F˙ )2 for
F˙ →∞ [49, 77], whereas pBell(F, F˙ ) stays asymmetric with an asymptotically constant
variance,
σBell(F˙ )
2 =
∫ ∞
0
df
(
f − 〈F 〉Bell
)2
pBell(f, F˙ )
F˙k0/β∆xb∼ pi
2
6β2∆x2b
. (1.26)
These shortcomings of the Bell-Evans model can be traced to the crude simplifications
behind the Bell rate (1.19), e.g. the complete negligence of the fact that the width of
the bound state shrinks under external forcing. To overcome this drawback, Sekatskii,
Benedetti & Dietler [63] derived a first-order correction to the Bell rate that takes into
account the missing force dependence of the effective potential’s extrema. In order to do
so, they used a generalized version of the Kramers rate (1.12b), where the static potential
V (x) has been replaced by the effective potential of Eq. (1.18a),
k(F ) ≈
Dβ
√∣∣U ′′(xmin(F ), F )∣∣∣∣U ′′(xmax(F ), F )∣∣
2pi
e−β
[
U
(
xmax(F ),F
)
−U
(
xmin(F ),F
)]
,
(1.27)
with xmin(F ) and xmax(F ) being the force-dependent extrema of U(x, F ). These can be
computed by expanding V (x) to the third order,
V (x) ∼
{
V (xb) + a(x− xb)2 + b(x− xb)3 +O(x4) , x→ xb
V (xt)− c(x− xt)2 + d(x− xt)3 +O(x4) , x→ xt
,
for a, c > 0 and b, d otherwise unrestricted, and solving U ′(x, F ) = 0. The resulting
force-dependent extrema of the effective potential are then given by
xmin(F ) = xb +
a
3b
[√
1 +
3bF
a2
− 1
]
Fa2/3|b|∼ xb + F
2a
,
xmax(F ) = xt +
c
3d
[
1−
√
1 +
3dF
c2
]
Fc2/3|d|∼ xt − F
2c
,
finally resulting in the rate [63]
kSBD(F ) = (1 + µF )kBell(F ) , (1.28)
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where all quadratic and higher-order force terms have been neglected. This correction to
the Bell rate has three parameters: k0, ∆xb and the constant µ = 3b/4a2 + 3d/4c2 that
can have an arbitrary sign. Notice, however, that for sufficiently large forces and µ < 0,
the rate may become negative and thus unphysical, leading to the restriction |µ|F  1.
In analogy to the treatment of the Bell rate in the previous section, the most probable
rupture force can now be computed for kSBD(F ), reading
F ∗SBD(F˙ )
|µ|F1∼ 1
β∆xb + 2µ
ln
(
(β∆xb + µ)F˙
k0
)
.
This expression indicates that analyzing data using Eq. (1.23) of the Bell-Evans model
will result in shifted values of the true parameters ∆xb and k0 [63].
Although a comprehensive analysis of data from molecular dynamics simulations and
experiments might give a rough estimate of µ’s value [79], it is conversely impossible
to draw any conclusions about the potential’s shape from a known value of µ, due to
its complicated dependency on the parameters {a, b, c, d}. Furthermore, as Sekatskii et
al. were forced to limit their expansion to the first order in F to reduce the number of
parameters in the model, their results do not reveal any “new physics”: neither the mode
F ∗SBD(F˙ ) nor the variance σSBD(F˙ )
2 of the underlying RFD are qualitatively different from
their Bell-Evans counterparts. Therefore, to move beyond the well-known 〈F 〉(F˙ ) ∼ ln(F˙ )
regime, while keeping the number of model parameters low, a full microscopic treatment
of the escape out of a tractable potential shape must be considered.
1.3 Forced transitions: Microscopic models
In the quasistatic limit, the escape rate generally has the form [80]
k(F ) = Ω(F ) e−β∆E(F ) ,
where Ω(F ) is the intramolecular attempt frequency to break the bond and ∆E(F ) =
U
(
xmax(F ), F
)−U(xmin(F ), F ) denotes the effective barrier height. The Bell rate (1.19)
and the Sekatskii-Benedetti-Dietler (SBD) model result (1.28) can both be regarded as
low-order approximations to this general expression. It is per se not difficult to improve
upon these models by expanding Ω(F ) and ∆U(F ) to higher-order polynomials in F , but
that can easily lead to an overparameterization with somewhat non-intuitive parameters
(such as µ from the SBD model). Therefore, to proceed analytically, the potential’s shape
must be restricted to include as few parameters as possible.
The archetypal potentials
Vn(x) = ∆E
[
∆x
∆xb
]2[2 + n
n
− 2
n
∆x
∆xb
]n
,
introduced in Tab. 1.1 on page 7, are an adequate choice, since they are solely defined by
their barrier height ∆E and the width ∆xb of the bound state. Alternatively, one could
consider a piecewise continuous potential based on similarly few parameters, as done
in Ref. [81]. These potentials can be plugged into Eq. (1.27) or some other generalized
expression to compute the associated force-dependent Kramers rate and the RFDs then
follow from Eq. (1.21). In the remainder of this chapter, we shall review a few theories
that build on this strategy and discuss their properties and limitations and the associated
problems that arise in the limit of extreme forces and loading rates.
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1.3.1 The Dudko-Hummer-Szabo model
Hummer & Szabo [82] and Dudko, Filippov, Klafter & Urbakh [83] independently treated
the forced escape out of Vn(x) for a fixed n by determining the associated Kramers rate.
While Hummer & Szabo considered a cusp-shaped potential,
Vcusp(x) =
{
V0(x) = ∆E(∆x/∆xb)2 , x < xt
−∞ , otherwise , (1.29)
Dudko et al. concentrated on the escape over a smooth barrier, represented by the
linear-cubic potential
Vcubic(x) = V1(x) = ∆E
[
∆x
∆xb
]2[
3− 2 ∆x
∆xb
]
.
In both cases all rebinding effects were neglected, although rebinding can only be fully
ignored when using the cusp potential, due to the steep drop beyond x = xt. They later
merged their results, along with results from the Bell-Evans model, by introducing a new
fit parameter ν to switch comfortably between the three models. Their expressions for
the escape rate and the associated RFD under a constant loading rate F˙ read [36]
kDHS(F ) = k0
[
1− F
Fc
]1/ν−1
eβ∆E[1−(1−F/Fc)
1/ν ] , (1.30a)
pDHS(F, F˙ ) =
kDHS(F )
F˙
exp
(
− k0
β∆xbF˙
[
eβ∆E[1−(1−F/Fc)
1/ν ]−1]) . (1.30b)
Here, ν = 1 corresponds to the Bell-Evans model, whereas ν = 1/2 and ν = 2/3
characterize the results for the cusp and linear-cubic energy profiles, respectively. Next to
∆E and ∆xb, the rate of spontaneous unbinding k0 is, just like in the Bell-Evans model,
treated as a fit parameter, although de facto it is determined by {D,∆E ,∆xb, ν}, because
k0 is the force-free Kramers rate of the potential under consideration, given in Tab. 1.1
on page 7. The range of validity of expressions (1.30) is limited from above by the critical
force Fc = ∆E/ν∆xb, where kDHS(F ) (incorrectly) vanishes. This short-coming originates
from the quasistatic assumption β∆E(F )  1 used to compute the Kramers rate. At
some point it is no longer justified, because the force-dependent energy barrier ∆E(F )
vanishes as F → Fc (see Figs. 1.6a,b on page 17). But even though Fc marks a clear
upper bound for the quasistatic approximation, it is not the most stringent one: already
for forces greater than Finf, where kDHS(F ) has an inflection point, Eq. (1.30a) starts to
deviate from the rate’s true form, which is monotonically increasing and convex for all
forces.
The force dependence of kDHS(F ) for ν ∈ {1/2, 2/3, 1} is depicted in Fig. 1.6c. They
only coincide for forces on the order of Fth = (β∆xb)−1 or less, where the deformation
of the underlying free-energy landscape is negligible. In this regime, all three rates are
essentially equal, whereas at higher forces the bond potential’s shape, which is roughly
determined by the parameter ν, leads to a clear distinction between them.
Regarding the first two moments of pDHS(F, F˙ ), Garg [56] was the first to study the
mean and variance of the RFD (1.30b) in the vicinity of F ≈ Fc, but it was Friddle [70]
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who computed the moments’ full analytic forms,
〈F 〉DHS(F˙ ) = Fc
(
1−
[
1− e
k0/β∆xbF˙
β∆E E1
(
k0
β∆xbF˙
)]ν)
, (1.31)
σDHS(F˙ )
2 ≈
(
β∆xb
[
1 +
k0
β∆xbF˙
])−2[
1− e
k0/β∆xbF˙
β∆E E1
(
k0
β∆xbF˙
)]2ν−2
. (1.32)
While the expression for the MRF condenses to Eq. (1.24a) for low loading rates, as
visualized in Fig. 1.6d on the facing page, the F˙ →∞ limit reveals behavior not present
in the Bell-Evans model [36, 56], namely,
〈F 〉DHS(F˙  k0/β∆xb) ∼ Fc
(
1−
[
1− 1
β∆E ln
(
β∆xbF˙
k0
)
+
γ
β∆E
]ν)
,
σDHS(F˙  k0/β∆xb)2 ∼ pi
2
6β2∆x2b
[
1− 1
β∆E ln
(
β∆xbF˙
k0
)
+
γ˜
β∆E
]2ν−2
,
with γ˜ ≈ 1.064 7. The MRF thus grows non-linearly in ln(F˙ ) at intermediate loading rates
until F˙ reaches the critical loading rate F˙c ∝ k0eβ∆E/β∆xb ∼ DFc/(∆xb)2 [65], where
the quasistatic approximation can no longer hold and the above expressions eventually
become imaginary. At variance with the prevailing practice, Dudko, Hummer & Szabo
did not recommend fitting the MRF or the mode, but instead argued in favor of fitting
the reciprocal escape rate (1.30a) to experimental data [36, 84]. The rationale behind
this procedure is that the escape rate is independent of F˙ in the quasistatic limit and
furthermore coincides with the force-dependent MFPT, i.e. k(F ) ≡ T (F )−1. Measured
MFPTs and escape rates from force-clamp and force-ramp experiments, collected at
different forces and loading rates, should therefore collapse onto a single master curve, as
long as the bond is reasonably well described as a quasistatic two-state system [84].
All in all, the Dudko-Hummer-Szabo (DHS) model is applicable in a much broader
range of forces than the Bell-Evans model, but this improved applicability comes at a
price: in contrast to the Bell rate, the computation of a Kramers rate requires information
about the free-energy landscape’s specific shape in the barrier region and at the bottom of
the metastable basin. One might therefore argue that the DHS model is just as inaccurate
as the Bell-Evans model, because the bond potential is in most cases neither cusp-shaped
nor linear-cubic, and the apparent improvement is thus mostly academic. In response to
such critique, Dudko et al. pointed out that it is always possible to expand a potential to
third order around its inflection point, from which a set of “apparent” parameters can
be extracted that will characterize the potential and are for many potentials essentially
the same as the true parameters ∆E and ∆xb [36]. This does, however, not mean that
the ν = 1/2 case of the DHS model is redundant. Its linear dynamics coincides with the
deterministic motion asymptotically dominating the rapid loading regime, irrespective
of the underlying potential. The cusp potential thus makes it possible to overcome the
technical hurdles that underlie the limitation of the quasistatic conditions, as we shall see
below.
7The observant reader might notice that the Euler-Mascheroni constant γ, which should emerge from
expanding the exponential integral in σDHS(F˙ )2, has ad hoc been replaced by γ˜. This is because Friddle’s
expression for the variance is only an approximation that slightly deviates from the variance’s exact
asymptotic form, originally computed by Garg [56] and shown here.
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Figure 1.6: Range of validity for the Dudko-Hummer-Szabo model. a,b) An external
force F tilts the stationary free-energy landscape V (x) (here depicted as a linear-cubic and
a cusp-shaped potential, respectively), resulting in a lowered effective barrier separating
the bound and unbound states. For F < Fc, the barrier remains finite (blue region), but
the width of the bound state contracts with increasing force, as the potential’s extrema
move towards each other (black dotted lines). Beyond the critical force Fc (red region),
the barrier is flattened out, making it possible to transition freely into the unbound state.
c) A comparison between the phenomenological Bell rate (green dot-dashed line) and
the DHS rates for ν = 1/2 (blue solid line) and ν = 2/3 (red dashed line) reveals that
they only coincide at low forces (this region is enlarged in the inset), while becoming
strongly dependent on the underlying free-energy potential’s shape, otherwise. Although
the microscopically accurate rates remain positive for all forces below Fc, the inflection
point, located at F = Finf, marks the lower bound of a force range, where the analytically
calculated rates start to deviate from their true values. d) At low loading rates, the
MRF takes values on the order of Fth = (β∆xb)−1 and below, where the predictions of
the Bell-Evans and DHS models (same color coding as in the previous subfigure) are
indistinguishable. Expression (1.31) cannot take real values above F = Fc, resulting in
the drastic cut-off at the respective critical forces.
1.3.2 The Hummer-Szabo model
Besides discussing quasistatic escape events out of the cusp potential (1.29), Hummer &
Szabo [82] also treated the limit of extreme loading rates, where two simplifications occur.
First, the mean lifetime T (F˙ → ∞) = T∞ of the bond can be identified with the time
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it takes the virtual particle to reach the transition state, i.e. we have x(t = T∞) ∼ xt
in terms of the particle’s position x(t). Secondly, its motion is essentially deterministic,
such that we can safely replace x(t) by its mean 〈x(t)〉. The position is a solution to the
Langevin equation
1
Dβ
x˙(t) = −U ′(x, F ) + ξ(t) , 〈ξ(t)〉 = 0 , 〈ξ(t)ξ(t′)〉 = 2
Dβ2
δ(t− t′) , (1.33)
with Gaussian noise ξ(t). Equation (1.33) is linear inside the bound state for cusp
potentials and therefore solvable with conventional methods. Inverting 〈x(T∞)〉 ∼ xt then
leads to
T∞ = T (F˙ →∞) ∼ Fc
F˙
+
∆xb
DβFc
[1 +W (− e−(1+DβF 2c /∆xbF˙ ))] ,
where W (z) denotes the solution of the equation z = W eW that one often refers to as
the Lambert W function [85]. Furthermore, they argued that this lifetime is an upper
bound for the survival function, above which it should vanish, i.e. S(t > T∞) ≡ 0. This
translates into the following expression for the MRF [82],
〈F 〉HS(F˙ ) (1.13)= F˙
∫ ∞
0
dt S(t) ≡
∫ F˙T∞
0
df exp
(
− k0
β∆xbF˙
[
eβ∆E
(
1−[1−f/Fc]1/2
)
−1]) ,
(1.34)
where S(t) is the quasistatic survival function, read off Eqs. (1.30a) and (1.30b). Expres-
sion (1.34) is, just like predictions of the DHS model, accurate for low and intermediate
loading rates, but it also captures a previously inaccessible regime of deterministic escape,
where x(t) grows ballistically with time [86],
x˙(t) ∼ 〈x˙(t)〉 = DβF˙ t =⇒ ∆x(t) ∼ DβF˙
2
t2 . (1.35)
In this regime, the MRF becomes completely independent of k0 and ∆E and scales
algebraically in F˙ ,
〈F 〉(F˙ ) ∼ F˙T∞ =
√
F˙
2∆xb
βD
. (1.36)
Free of all restrictions plaguing quasistatic theories, Eq. (1.34) has been used to analyze
data both from steered molecular dynamics simulations [87] and high-speed unfolding
experiments [88] on the muscle protein titin. However, its integral form is somewhat
less-than-ideal for data fitting, because numerical integrations are time-consuming and
prone to errors if not handled properly. Furthermore, the parameters cannot be restricted
by other observables, e.g. the corresponding variance, because Hummer & Szabo did
neither try to estimate the explicit form of the RFD itself nor its higher-order moments.
Contrary to the MRF, these should still depend on the barrier height in the F˙ →∞ limit
and could therefore be of relevance to determine the value of ∆E in systems that follow
different reaction pathways at high forces than at low ones [30, 89]. This ∆E-dependency
at high loading rates originates from the distribution of initial positions x0 prior to loading
and is thus independent of the fluctuations in x(t). Hence, we conclude that even though
the Hummer-Szabo (HS) model is able to predict the MRF’s behavior at extreme loading
rates, it still does not provide a satisfying mechanism for analyzing high-speed force
spectroscopy data.
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1.4 Chapter summary & thesis overview
In this chapter, we have reviewed the standard model for a weak macromolecular bond,
where the bond is assumed to only comprise two states, e.g. a bound and an unbound one,
connected by a single pathway (Sec. 1.1 on page 3). If rebinding is neglected, which is a
reasonable assumption in the context of forcible bond breaking, the reaction kinetics is
described by the first-order rate equation (1.4). The rate can, in the absence of external
forces, then be evaluated by reaction-rate theory. For forced transitions (Sec. 1.2 on
page 9), the observables of interest are the RFDs p(F, F˙ ) and the accompanying force
spectra 〈F 〉(F˙ ). According to the Bell-Evans model, these can be computed analytically
with the use of a phenomenological expression for the unbinding rate and theories based on
this approach have been fairly successful in analyzing DFS data. However, such a simplistic
approach only holds for low loading rates F˙ , because the phenomenological expressions
are unable to resolve the deformations of the forcibly tilted free-energy landscape. These
need to be taken into account at higher loading rates. For specific potential shapes,
the associated force-dependent Kramers rates can be computed analytically (Sec. 1.3 on
page 14). The DHS model follows this strategy and can correctly describe bond breaking at
intermediate loading rates F˙ < F˙c, but is unfortunately restricted to quasistatic conditions
and thus incompatible with the high-speed regime typically assessed in full-scale molecular
dynamics simulations. In this regime, extreme forces act on the system and render the
escape process virtually deterministic, thus making it amenable to an analytic description,
as long as one sticks with the cusp potential (1.29). The HS model exploits this fact to
derive an expression for the MRF that holds for both fast and slow force-ramp protocols.
The remainder of this thesis is structured as follows. In chapter 2, we build on the
results of this chapter and develop a systematic theory of bond breaking that holds for
arbitrary forces and loading rates. In this formalism, the escape rate and the associated
RFD are analytically tractable for linear force-ramps and can be generalized to mimic
various experimental situations, such as stiff force transducers and bonds with non-
monotonic force dependencies. Chapter 3 deals with intramolecular degrees of freedom,
which might affect the unfolding kinetics of complex macromolecules at high loading rates,
and presents a way to account for these in a manner that generalizes the main results of
chapter 2 to non-Markov processes. Finally, chapter 4 gives a brief summary of the whole
thesis followed by the appendix, where a few laborious calculations and technical details
for the numerics have been stowed away to improve the thesis’s readability.
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Chapter 2
A unified theory of forcible bond
rupture
The previous chapter revealed that computing Kramers-like force-dependent escape rates
for specific types of potential wells gives improvements compared to the Bell-Evans model.
However, to obtain those rates analytically, certain approximations must be made that
render the resulting expressions useless for forces around and above Fc. It thus becomes
clear that the problem must be treated via some other formalism that does not rest on
the same assumptions as the Kramers rate does. One possibility is to explicitly solve
either the Smoluchowski equation (1.8) or, more generally, the Fokker-Planck equation
(FPE) [33]
∂W (x, t | x0)
∂t
=
∂
∂x
[
−A(x, t) +D ∂
∂x
]
W (x, t | x0) ≡ LˆFP(x, t)W (x, t | x0) , (2.1a)
using the initial condition
W (x, 0 | x0) = δ(x− x0) . (2.1b)
In order to apply the simplified rate equation (1.4), we are particularly interested in the
solution Wx∞(x, t | x0) ∀x0 < x∞ of Eqs. (2.1), with respect to the boundary conditions
Wx∞(x∞, t | x0) = Wx∞(x→ −∞, t | x0) = 0 , (2.2)
where the index x∞ reminds us that we have an absorbing boundary at x = x∞. The
survival function S(t | x0) can then be computed from the PDF by integrating it with
respect to the reaction coordinate over the bound state, according to Eq. (1.7), and finally
the flux and rate follow from Eqs. (1.4) and (1.10). However, solving Eqs. (2.1) can, in
practice, be a cumbersome task and does in most cases not lead to any viable analytic
results when solved for the absorbing boundary condition (2.2).
In what follows, we shall instead introduce a convenient method, which relates the
sought-after solution Wx∞(x, t | x0) of the boundary value problem to the solution
W ∗(x, t | x0) in absence of the boundary, and use it to derive an integral equation for the
escape flux jx∞(xt, t | x0). This equation holds when utilizing, among others, the cusp
potential (1.29) and is therefore also applicable in the rapid-pulling limit for the same
reason why the HS model holds in this limit, i.e. the resulting linear dynamics coincide
with the ballistic motion at extreme loading rates. Furthermore, we shall demonstrate
that an approximate solution of our flux integral equation, which holds for both fast
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and slow pulling, can be constructed, from which the associated RFD can be determined
analytically using Eq. (1.20). The resulting unified theory is an ideal tool for Bayesian
methods of data analysis and, by applying it to Brownian dynamics simulations, is
revealed to be a vast improvement on established DFS models. Finally, we use our theory
to mimic certain frequently occurring experimental situations and provide an extension of
the model that includes an additional escape pathway to account for the non-monotonic
force behavior observed in so-called catch-slip bonds.
2.1 The renewal approach
The formal “boundary-free” solution of Eqs. (2.1), which results from solving the FPE (2.1a)
with respect to the natural boundary conditions W ∗(x→ ±∞, t | x0) = 0, reads
W ∗(x, t | x0) = exp
(∫ t
0
dτ LˆFP(x, τ)
)
δ(x− x0) (2.3)
and can be related to the above mentioned boundary value problem as follows: instead of
relying on the boundary conditions (2.2) to account for the absorber stationed at x = x∞,
one can alternatively make allowance for it by adding a sink term σ(x, t | x0) < 0 to the
right-hand side of Eq. (2.1a) [90],
∂W (x, t | x0)
∂t
= LˆFP(x, t)W (x, t | x0) + σ(x, t | x0) . (2.4)
As a result, the solution Wx∞(x, t | x0) to Eq. (2.4) can be written as a superposition of
the homogeneous solution (2.3) and a particular solution, giving
Wx∞(x, t | x0) = W ∗(x, t | x0) +
∫ t
0
dτ exp
(∫ t
τ
dτ ′ LˆFP(x, τ ′)
)
σ(x, τ | x0) ,
where the sink has the functional form σ(x, t | x0) = −δ(x − x∞)jx∞(x∞, t | x0). This
claim can be substantiated by arguing that the sink must absorb anything reaching the
point x = x∞ for the first time, but, according to Eq. (1.10), the FPTD coincides with the
escape flux jx∞(x∞, τ | x0). Therefore, defining W ∗(x, t | x′, t′) analogous to W ∗(x, t | x0)
finally leads to
Wx∞(x, t | x0) = W ∗(x, t | x0)−
∫ t
0
dτ W ∗(x, t | x∞, τ)jx∞(x∞, τ | x0) (2.5)
for x0, x < x∞. Equation (2.5) is known as the renewal equation [91]. It can be read as
a prescription for constructing the sought-after solution Wx∞(x, t | x0) by subtracting
all events, where the virtual particle reaches x = x∞ at some time 0 < τ < t and then
returns to a point x in the bound state at a time t, from the boundary-free distribution
W ∗(x, t | x0) [92] (see Figs. 2.1a,b on the facing page).
At first sight, Eq. (2.5) seems less-than-ideal to determineWx∞(x, t | x0), because next
to the boundary-free PDF one also needs information about the first-passage statistics
at the boundary. However, the flux jx∞(x∞, τ | x0) becomes synonymous with the
barrier flux jxt(xt, τ | x0) whenever x∞ ≡ xt, as is the case when, for example, the cusp
potential (1.29) is considered. This fact can be exploited for determining the escape flux.
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Figure 2.1: A graphical representation of the idea behind the renewal equation (2.5)
and the corresponding flux balance. a) The sought-after PDF Wxt(x, t) must satisfy
the absorbing boundary condition Wxt(xt, t) ≡ 0. b) It can be constructed from the
boundary-free propagator W ∗(x, t) by removing all trajectories (red) that reach x = xt at
some previous time t′ < t. c, d) The flux jxt(xt, t) flowing into the absorber is equivalent
to the flux arriving at x = xt and thus greater than the net flux j∗(xt, t) crossing xt in
the boundary-free situation. Adapted from Refs. [65, 86].
2.1.1 An integral equation for the barrier flux
For the special case that the absorbing boundary is located in the transition state,
differentiating Eq. (2.5) with respect to time gives
∂Wxt(x, t | x0)
∂t
=
∂W ∗(x, t | x0)
∂t
− d
dt
∫ t
0
dτ W ∗(x, t | xt, τ)jxt(xt, τ | x0)
= −∂j
∗(x, t | x0)
∂x
+
∫ t
0
dτ
∂j∗(x, t | xt, τ)
∂x
jxt(xt, τ | x0)
−W ∗(x, t | xt, t)︸ ︷︷ ︸
=δ(x−xt)
jxt(xt, t | x0) , (2.6)
where we used the continuity equation (1.9) in the second step to introduce the (boundary-
free) flux j∗(x, t | x0) into the equation. An integration over the bound state then results
in
jxt(xt, t | x0)
(1.10)
= 2
∫ xt
−∞
dx
(
− ∂Wxt(x, t | x0)
∂t
− δ(x− xt)jxt(xt, t | x0)
)
= 2j∗(xt, t | x0)− 2
∫ t
0
dτ j∗(xt, t | xt, τ)jxt(xt, τ | x0) (2.7)
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where we integrated over “half” of the δ-distribution in the first step1. Equation (2.7)
was originally derived in a more general context for a moving boundary xt = xt(t) by
Ricciardi, Sacerdote & Sato [93]. The prefactor of 2 might seem unintuitive at first, but
its rationale becomes clearer when looking at the purely diffusive case of A(x, t) ≡ 0:
while j∗(xt, t | x0) is the time-dependent flux of particles crossing xt, jxt(xt, t | x0) can be
seen as the flux of particles that arrive at x = xt during the time interval [t, t+ dt], either
while crossing the boundary or just before being diffusively scattered back into the bound
state. It thus becomes clear that diffusion contributes twice as much to jxt(xt, t | x0)
than it does to j∗(xt, t | x0) [65], as depicted in Figs. 2.1c,d on the previous page. In
fact, this special case of free diffusion on the interval (−∞, xt) is one of few that can be
solved analytically, e.g. using the method of images [95]. The propagator Wxt(x, t | x0)
in presence of an absorber at x = xt is then constructed from the boundary-free PDF
W ∗(x, t | x′, t′) =
√
1
4piD(t− t′) exp
(
− (x− x
′)2
4D(t− t′)
)
and a “mirror” distribution, centered around x = 2xt − x0, as follows,
Wxt(x, t | x0) = W ∗(x, t | x0)−W ∗(x, t | 2xt − x0) .
The associated escape flux
jxt(xt, t | x0) = −∂x[W ∗(x, t | x0)−W ∗(x, t | 2xt − x0)]|x=xt ≡ 2j∗(xt, t | x0)
coincides with the solution of Eq. (2.7), because in this case j∗(xt, t | xt, t′) ≡ 0 ∀t, t′ [86].
Generally, however, the integral kernel j∗(xt, t | xt, t′) does not vanish. Instead,
it diverges like (t− t′)−1/2 for t′ → t, which can be traced back to the short-time
behavior of W ∗(x, t | xb, t′) and its derivatives. This weak singularity rules out the use of
customary methods to solve Eq. (2.7) [93] and makes numerical solutions computationally
expensive [94]. To neutralize it, one can exploit the insensitivity of the barrier flux to the
precise functional form of the drift component, which is due to the absorbing boundary
condition Wxt(xt, t | x0) ≡ 0. One can, for example, add a factor of 2g(t)Wxt(xt, t | x0)
to the right-hand side of Eq. (2.7), using an arbitrary continuous function g(t), without
violating the equality sign. This results in a generalized version of Eq. (2.7), originally
credited to Buonocore, Nobile & Ricciardi [94] and then later rederived in Refs. [65, 86],
jxt(xt, t | x0) = 2ψ(xt, t | x0)− 2
∫ t
0
dτ ψ(xt, t | xt, τ)jxt(xt, τ | x0) , (2.8a)
where the effective flux
ψ(xt, t | x′, t′) = j∗(xt, t | x′, t′) + g(t)W ∗(xt, t | x′, t′)
(2.1a)
= [A(xt, t) + g(t)]W
∗(xt, t | x′, t′)−D ∂
∂x
W ∗(x, t | x′, t′)
∣∣∣∣
x=xt
was introduced to tighten the expression. If we demand that g(t) should be chosen such
that it regularizes ψ(xt, t | xt, t′) at short times, then g(t) can uniquely be determined
via the criterion
lim
t′→t
ψ(xt, t | xt, t′) != 0 ,
1To soothe mathematically inclined readers with whom this lax treatment of the δ-distribution may
not sit well, it should be noted that it conforms to the argument used in Refs. [93, 94], which states that
it is equally probable to get immediately absorbed and to relax to the bound state in the limit x0 → xt.
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which results in g(t) = −A(xt, t)/2 [96] for the processes that are relevant for this chapter.
We thus obtain the following optimal effective flux,
ψ(xt, t | x′, t′) =
[
1
2
A(x, t)−D ∂
∂x
]
W ∗(x, t | x′, t′)
∣∣∣∣
x=xt
, (2.8b)
which is solely dependent on W ∗(x, t | x′, t′). This indicates that the above described
formalism is best applied to the cusp potential (1.29), because the associated boundary-free
solution is simply the well-known propagator of the Ornstein-Uhlenbeck process.
2.1.2 An approximate solution
Equation (2.8a) is a Volterra integral equation of the second kind [94] and only solvable for
a few special cases [94, 97] that are, unfortunately, not of much interest here. In principle,
it can be solved numerically, e.g. by approximating the integral via the trapezoidal
rule [94],
jxt(xt,∆t | x0) = 2ψ(xt,∆t | x0) ,
jxt(xt, n∆t | x0) = 2ψ(xt, n∆t | x0) + 2∆t
n−1∑
i=1
ψ(xt, n∆t | xt, i∆t)jxt(xt, i∆t | x0) ,
but this can become tiresome if one wants to fit the theory to experimental data. Therefore,
it is useful to make certain approximations to the equation to attain a more convenient
analytic solution.
The structure of Eq. (2.8a) is very intuitive: its left-hand side is the distribution of first-
passage times jxt(xt, t | x′, t′), while the first term on the right-hand side, 2ψ(xt, t | x′, t′),
includes not only the first passage times, but also the second, third, etc. Therefore, one
must correct for these multiple passages with the help of the second term. For extreme
loading rates F˙  F˙c, the bond fails on very short times and multi-crossing events become
highly unlikely, because in this deterministic limit the drift due to the external load is so
strong that it makes re-entering the bound state virtually impossible. This leads to the
approximate solution
jxt(xt, t | x0)|F˙F˙c ≈ 2ψ(xt, t | x0)
F˙F˙c∼ A(xt, t)W ∗(xt, t | x0) (2.9)
for high loading rates, where the drift dominates over the diffusive flux. The associated
survival function is, according to Eq. (1.10), obtained by integration using the initial
condition S(0 | x0) = 1,
S(t | x0)|F˙F˙c ≈ 1−
∫ t
0
dτ jxt(xt, τ | x0)|F˙F˙c ,
and the escape rate follows from the flux-over-population ratio.
For small loading rates F˙  F˙c that comply with the quasistatic limit, one might
also assume that the approximation behind Eq. (2.9) holds, because the energy barrier
exponentially suppresses explorations of the region around x = xt, but the situation is
a bit more complicated than that. In this limit, like in Kramers’ original quasistatic
computation [23], the escape flux is practically identical to the escape rate kqs(t). This,
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however, implies that S(t | x0)|F˙F˙c ∼ S(0 | x0) = 1, which contradicts the presumption
that Eq. (2.9) is applicable, because the effective flux
2ψ(xt, t | x0) F˙F˙c∼ −D∂W
∗(x, t | x0)
∂x
∣∣∣∣
x=xt
≡ kqs(t) > 0 , (2.10)
unlike the boundary-free flux j∗(x, t | x0), does not vanish in the quasistatic limit.
To mend these shortcomings, we shall replace jxt(xt, t | x0) with j∗(xt, t | x0) in the
survival function to construct a rate expression that holds for both high and low loading
rates,
k(t | x0) ≈ 2ψ(xt, t | x0)
[
1−
∫ t
0
dτ j∗(xt, τ | x0)︸ ︷︷ ︸
=S∗(t|x0)
]−1
.
This rate, in combination with the solution of Eq. (1.4), leads to the following improved
expression for the flux,
jxt(xt, t | x0) = k(t | x0) exp
(
−
∫ t
0
dτ k(τ | x0)
)
≈ 2ψ(xt, t | x0)
S∗(t | x0) exp
(
−
∫ t
0
dτ
2ψ(xt, τ | x0)
S∗(τ | x0)
)
=
2ψ(xt, t | x0)
S∗(t | x0) exp
(
−
∫ t
0
dτ
S˙∗(τ | x0)−D∂xW ∗(x, τ | x0)|x=xt
S∗(τ | x0)
)
= 2ψ(xt, t | x0) exp
(
−
∫ t
0
dτ
[
−D∂xW
∗(x, τ | x0)|x=xt
S∗(τ | x0)︸ ︷︷ ︸
∼kqs(τ)
])
. (2.11)
For F˙  F˙c, the exponential term does not contribute to jxt(xt, t | x0), because in this
limit bond rupture occurs at fairly short times. This is due to ∂xW ∗(x, t→ 0 | x0) = 0,
which results from the initial condition (2.1b), and ensures that Eq. (2.11) effectively
reduces to Eq. (2.9) at high loading rates. At late times, the function being integrated
in the exponent becomes independent of the initial position x0, because the bond has
had sufficient time to equilibrate prior to rupture, and reveals itself to be the quasistatic
rate (2.10). We can thus write Eq. (2.11), without loss of generality, in the following form,
jxt(xt, t) =
∫ xt
−∞
dx0Winit(x0)jxt(xt, t | x0) ≈ 2ψ(xt, t) exp
(
−
∫ t
0
dτ kqs(τ)
)
. (2.12)
where we draw the initial positions x0 from a Boltzmann distribution Winit(x0). Conse-
quently, our computation of jxt(xt, t) boils down to evaluating
ψ(xt, t) =
∫ xt
−∞
dx0Winit(x0)ψ(xt, t | x0)
(2.8b)
=
[
1
2
A(xt, t)−D ∂
∂x
] ∫ xt
−∞
dx0Winit(x0)W
∗(x, t | x0)︸ ︷︷ ︸
≡W ∗(x,t)
∣∣∣∣
x=xt
, (2.13)
because the quasistatic rate kqs(t) follows from the effective flux (2.13) in the slow-pulling
limit (see Eq. (2.10)). Finally, the associated “thermalized” rate k(t) can be read off the
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right-hand side of Eq. (2.12), after expanding the prefactor and exponent by S∗(t)−1 and
−ln (S∗(t)), respectively, giving us the expression
k(t) ≈ 2ψ(xt, t)
S∗(t)
= 2ψ(xt, t)
(
1−
∫ t
0
dτ
[
A(xt, τ)−D ∂
∂x
]
W ∗(x, τ)
)−1∣∣∣∣
x=xt
. (2.14)
2.2 Application to linear force-ramp protocols
We have already pointed out that the cusp potential (1.29) is ideally suited for the
above developed theory, because the associated propagator W ∗(x, t | x′, t′) is analytically
tractable. Therefore, in what follows, we shall exclusively consider V (x) = ∆E(∆x/∆xb)2
∀∆x < ∆xb, unless stated otherwise.
2.2.1 Escape out of a cusp potential
The motion of a virtual particle inside the cusp potential is described by the Langevin
equation (1.33), which reads
1
Dβ
x˙(t) = − Fc
∆xb
[x(t)− xb] + F (t) + ξ(t) (2.15)
for x(t) ∈ (−∞, xt), with F (t) = F˙ t and Fc = 2∆E/∆xb. The solution of Eq. (2.15) can,
for example, be obtained via Laplace transforms, resulting in
∆x(t) = x(t)− xb = ∆x0C(t)− ∆xb
Fc
∫ t
0
dτ C˙(t− τ)[F (τ) + ξ(τ)] ,
where x0 = x(0) denotes the initial position of the process, ∆x0 = x0 − xb and
C(t) = e−DβFct/∆xb
is the (normalized) autocorrelation function of x(t). Due to the linearity of Eq. (2.15),
the Gaussian nature of ξ(t) is inherited by x(t) and the associated boundary-free PDF
is thus fully characterized by the process’s mean and variance. Consequently, it has the
following functional form (see Eq. (A.3) in appendix A.1 on page 83),
W ∗(x, t | x0) =
√
β∆E
pi(∆xb)2[1− C(t)2] exp
(
− β∆E [∆x− Φ(t, F˙ )−∆x0C(t)]
2
(∆xb)2[1− C(t)2]
)
,
with a force-response function
Φ(t, F˙ ) = ∆xb
[
F (t)
Fc
− F˙
F˙c
[1− C(t)]
2β∆E
]
,
where F˙c = DFc/(∆xb)2, as introduced in Sec. 1.3.1 on page 15. It is a solution of the
Fokker Planck equation (2.1a) for A(x, t) = Dβ[F (t)− Fc∆x/∆xb] and can be used to
construct the effective flux
ψ(xt, t)
(2.13)
= D
[
β[F (t)− Fc]
2
− ∂
∂x
]
W ∗(xt, t) ≈ DβFc
2
[
1 +
F (t)
Fc
− 2Φ(t, F˙ )
∆xb
]
W ∗(xt, t) ,
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where the approximation in the second step follows from using
W ∗(xt, t) =
∫ ∆xb
−∞
d∆x0
√
β∆E
pi(∆xb)2
2 e−β∆E(∆x0/∆xb)2
1 + erf(
√
β∆E)︸ ︷︷ ︸
≡Winit(x0)
W ∗(xt, t | x0)
β∆E1∼
√
β∆E
pi(∆xb)2
e−β∆E[1−Φ(t,F˙ )/∆xb]
2
.
The force-dependent escape rate k(F, F˙ ) is obtained by transforming k(t, F˙ ) of Eq. (2.14)
via the inversion t(F ) = F/F˙ . To do so, we first evaluate∫ t
0
dτ
[
A(xt, t)−D ∂
∂x
]
W ∗(x, τ)
∣∣∣∣
x=xt
≈
∫ t
0
dτ DβFc
[
F (τ)
Fc
− Φ(τ, F˙ )
∆xb
]
︸ ︷︷ ︸
≡Φ˙(τ,F˙ )
W ∗(xt, τ)
=
1
2
erf
(√
β∆E)︸ ︷︷ ︸
∼1
−1
2
erf
(√
β∆E
[
1− Φ(t, F˙ )
∆xb
])
.
and then the rate simply follows as
kBSK(F, F˙ ) ≈ kcusp
[
1 +
F
Fc
− 2Φ(F, F˙ )
∆xb
]
2 eβ∆E
(
1−[1−Φ(F,F˙ )/∆xb]2
)
1 + erf
(√
β∆E [1− Φ(F, F˙ )/∆xb]
) (2.16a)
with Φ(F, F˙ ) ≡ Φ(t(F ), F˙ ). Notice that Eq. (2.16a) is equivalent to the Kramers cusp-rate
kcusp in Tab. 1.1 on page 7 for F = 0 and reduces to
kBSK(F, F˙ )
F˙F˙c∼ 2ψ(xt, t(F ))|F˙F˙c ≈ kcusp[1− FFc
]
eβ∆E
(
1−[1−F/Fc]2
)
≡ kqs(F )
in the quasistatic limit, due to Φ(F, F˙ )/∆xb|F˙F˙c ∼ F/Fc. It can thus be identified with
the DHS rate (1.30a) for ν = 1/2 and k0 ≡ kcusp at low loading rates. Finally, we can
put all of these results together to form, on the one hand, the associated escape flux
jxt(xt, t) ≡ −S˙(t) via Eq. (2.12) and, on the other, the RFD p(F, F˙ ) using Eq. (1.20),
pBSK(F, F˙ ) =
dt
dF
jxt(xt, t) ≈
kcusp
F˙
[
1 +
F
Fc
− 2Φ(F, F˙ )
∆xb
]
eβ∆E
(
1−[1−Φ(F,F˙ )/∆xb]2
)
× exp
(
− kcusp
β∆xbF˙
[
eβ∆E
(
1−[1−F/Fc]2
)
−1
])
. (2.16b)
Analogous to the escape rate (2.16a), the DHS cusp-result (1.30b) is retrieved from
Eq. (2.16b) in the quasistatic limit. To distinguish our results from the ones presented in
the previous chapter, we shall refer to them as the Bullerjahn-Sturm-Kroy (BSK) model.
In Fig. 2.2 on the next page, we compare Eq. (2.16b) for different loading rates to
distributions obtained from Brownian dynamics simulations (see appendix B.1 on page 89
for a detailed description of the simulation procedure) and demonstrate its superiority
over the Bell-Evans and DHS models. At low and high loading rates, our analytic solution
becomes asymptotically exact and only displays sizable errors near the critical loading
rate F˙c. In this troublesome region, Eq. (2.16b) takes on negative values (not shown in
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Figure 2.2: The rupture force distribution as a function of the loading rate (increasing
from left to right in units of pN s−1), as predicted by three different theoretical models
(solid lines) and plotted on top of numerical data from Brownian dynamics simulations
(shaded areas), where escape out of the cusp potential (1.29) was simulated using the
parameters D = 1000 nm2 s−1, β∆E = 10, ∆xb = 1 nm and β−1 = 4 pN nm. a) The BSK
result (2.16b) is asymptotically exact for high and low loading rates and only exhibits
sizable errors in the vicinity of F˙c = DFc/(∆xb)2 = 8× 104 pN s−1. Since the MRF varies
by orders of magnitude for F˙  F˙c, we use double-logarithmic scaling for F˙ ≥ 107 pN s−1.
b) The Bell model does not depend on the potential’s specific shape and should thus
be applicable when setting k0 ≡ kcusp. However, Eq. (1.22) already fails at fairly low
loading rates and neither captures the width nor the position of the most probable rupture
force. c) Although a vast improvement on the Bell model, the DHS expression (1.30b) for
ν = 1/2 only holds in the quasistatic regime F˙  F˙c and takes negative values for F > Fc
(not shown in figure), which results in the RFD no longer being normalized. Adapted
from Ref. [65].
Fig. 2.2a), which results in pBSK(F, F˙ ∼ F˙c) not being normalized. This fact becomes
crucial when computing the MRF 〈F 〉(F˙ ): to eliminate the unphysical zero-crossings of
pBSK(F, F˙ ), we can, for example, consider [65]
〈F 〉(F˙ ) =
(∫ ∞
0
df p(f, F˙ )Θ
(
p(f, F˙ )
))−1 ∫ ∞
0
df f p(f, F˙ )Θ
(
p(f, F˙ )
)
, (2.16c)
where the Heaviside-function Θ(z) cuts off the erroneous excursions of p(F, F˙ ). Equa-
tion (2.16c) can be compared to the MRF (1.34) of the HS model, as depicted in Fig. 2.3.
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Figure 2.3: The mean rupture forces of the numerical (black symbols) and analytic
distributions presented in Fig. 2.2 on the preceding page. For very low loading rates,
i.e. F˙  kcusp(β∆xb)−1 = 6.48 pN s−1, the MRF grows linearly in F˙ (since we neglected
rebinding entirely), whereas in the deterministic regime F˙  F˙c it scales algebraically,
according to Eq. (1.36). Only the predictions of the BSK (blue solid line) and HS (red
dashed line) models are meaningful at high loading rates, because the DHS model (orange
double dot-dashed line) cannot take values above F = Fc and the Bell-Evans model (green
single dot-dashed line) greatly underestimates the MRF in this regime. Adapted from
Ref. [86].
Although the MRF’s functional form differs greatly between the models, Eqs. (1.34) and
(2.16c) give almost indistinguishable results, because they were both derived for the same
underlying free-energy landscape, namely the cusp potential (1.29).
2.2.2 Comparison to other potential shapes
Figure 2.2 reveals that the RFDs become more symmetric with increasing F˙ . This is due to
the barrier being flattened almost instantaneously at extreme loading rates F˙  F˙c, such
that the virtual particle is ballistically driven into the unbound state and we observe for
the most part a distribution proportional to the Gaussian initial condition Winit(x0). The
width of Winit(x0) is approximately given by the curvature of the free-energy landscape
around x = xb, which for the cusp potential (1.29) is a fixed quantity solely determined
by the parameters ∆E and ∆xb. However, this dependency is not universal and thus
restricts the application of Eq. (2.16b) in the rapid-pulling limit to a very specific class of
potentials.
To amend these shortcomings, we manually alter the width of Winit(x0), which results
in the following boundary-free one-point PDF,
W ∗(xt, t)
β∆E1∼
∫ ∞
−∞
d∆x0
√
µβ∆E
pi(∆xb)2
e−µβ∆E(∆x0/∆xb)
2
W ∗(xt, t | x0)
=
√
β∆E
pi(∆xb)2w(t)
e−β∆E[1−Φ(t,F˙ )/∆xb]
2/w(t) ,
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with a function
w(t) = 1 +
[
1
µ
− 1
]
C(t)2
characterizing its width. Here, µ > 0 2 can be regarded as an additional fit parameter
that only affects the RFD for F˙  F˙c, because C(t) vanishes in the quasistatic limit. The
MRF (2.16c) remains, of course, completely unaffected. If we repeat the calculation from
the previous section with our modified W ∗(xt, t) and express the time dependence of w(t)
via F and F˙ , we end up with the generalized expression
pBSK(F, F˙ ) ≈ kcusp
F˙
√
w(F/F˙ )
[
2− w(F/F˙ )
w(F/F˙ )
+
F
Fc
− 2Φ(F, F˙ )
∆xbw(F/F˙ )
]
× exp
(
β∆E
[
1− [1− Φ(F, F˙ )/∆xb]
2
w(F/F˙ )
]
− kcusp
β∆xbF˙
[
eβ∆E
(
1−[1−F/Fc]2
)
−1
])
, (2.17)
which has all the same features as the distribution (2.16b), except that its width can be
tuned, independently of ∆E and ∆xb, using the fourth parameter µ for extreme loading
rates.
To assess the practical performance of Eq. (2.17), we shall use it to fit Brownian
dynamics simulation data that we generate for a free-energy landscape different from the
cusp potential (1.29). The (truncated) linear-cubic potential
Vcubic(x) =
{
∆E(∆x/∆xb)2[3− 2∆x/∆xb] , x < x∞
−∞ , otherwise (2.18)
is an example of such a landscape, where the truncation at x = x∞ has been introduced
to simplify the simulation procedure: just like for the cusp potential, we numerically
integrate the underlying equation of motion up to the point, where the process x(t)
reaches x = x∞ and then read out the corresponding lifetime. A more rigorous, but also
somewhat time-consuming approach would be to analyze the simulation trajectories x(t)
for a continuous linear-cubic potential and determine the instant of time, where x(t) stops
fluctuating inside a localized interval and suddenly diverges. For quasistatic protocols,
the two methods give virtually the same results, because in this limit the time difference
between reaching x = xt and x∞ is negligible in comparison to the dwell time inside the
bound state. This is, however, no longer the case for F˙  F˙c, where the escape process
becomes essentially deterministic and is described by Eq. (1.35), i.e. the time it takes to
move the distance ∆x reads
t ∼
√
2∆x
DβF˙
.
It thus becomes apparent that setting the “goal line” at x = x∞ > xt, rather than at the
transition state xt, results in an overestimation of the first-passage time and hence the
associated rupture force at high loading rates. We must therefore truncate the potential
as close to xt as possible to avoid any biases. At the same time, however, we must also
allow for oscillations on the barrier top, which prohibits us from placing x∞ directly on
the transition state coordinate.
To fit our data, we rely on a method originally used by Getfert & Reimann [98] to
analyze RFDs that employs maximum likelihood inference to find the optimum parameters
2Actually, µ ≥ 1/2 must hold, otherwise pBSK(0, F˙ ) becomes negative, according to Eq. (2.17).
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for a global fit to the data, instead of imposing some arbitrary measure of fit quality, such as
the squared residual. The method, which is rooted in Bayesian data analysis and we shall
refer to as the maximum likelihood method (MLM) hereinafter, boils down to maximizing
the likelihood p(q, {F˙}|{F}) with respect to the parameter tuple q = {D,β∆E ,∆xb, µ},
where p(q, {F˙}|{F}) represents the probability that q contains optimal parameters to
describe a data set of rupture forces {F} = {Fj}j=1,...,Ni , measured for the loading rates
{F˙} = {F˙i}i=1,...,M . According to Bayes’ theorem, the posterior density p(q, {F˙}|{F})
can be decomposed into a product of the prior distribution p(q, {F˙}) and the sampling
distribution p({F}|q, {F˙}) [99],
p(q, {F˙}|{F}) = p(q, {F˙})p({F}|q, {F˙})
p({F}) ∝ p(q, {F˙})p({F}|q, {F˙}) ,
where the sampling distribution is simply given by
p({F}|{D,β∆E ,∆xb, µ}, {F˙}) =
M∏
i=1
Ni∏
j=1
pm(Fj |{D,β∆E ,∆xb, µ}, F˙i) , (2.19)
because the rupture forces Fi are all statistically independent. Here, pm(Fj |q, F˙i) denotes
some theoretical prediction for the RFD. In general, one must estimate the functional
form of the prior distribution, e.g. by assuming that p(q, {F˙}) is either uniformly or
logarithmically distributed, as done in Ref. [100], but Getfert & Reimann exploited the fact
that for a large total number N1 + · · ·+NM of considered rupture forces, p({F}|q, {F˙})
becomes a sharply peaked Gaussian centered around the optimal value qmax [99]. Hence,
the prior distribution p(q, {F˙}) can be considered approximately constant and it becomes
apparent that maximizing p(q, {F˙}|{F}) corresponds to maximizing the expression (2.19)
and vice versa.
Considering twelve different loading rates in a range from 1 pN s−1 to 1011 pN s−1, for
each of which we sampled 104 rupture forces, we used the BSK result (2.17) to evaluate
Eq. (2.19) and maximized the resulting expression within the following region of parameter
space,
300 < D [nm2 s−1] < 3000 , 3 < β∆E < 30 , 0.3 < ∆xb [nm] < 3 , 1 < µ < 9 .
This yielded the set of best-fit parameters qmax = {D = 762 nm2 s−1, β∆E = 11.2,∆xb =
1.1 nm, µ = 5.7} (see appendix B.2 on page 89 for further details of the fitting procedure
and an error estimation). The quality of this fit is visualized in Fig. 2.4 on the facing
page, where Eq. (2.17) is plotted on top of the numerical data. At first, it may come
as a surprise that the fitted µ deviates from its “expected” value, µ = 3, which can be
read off the Taylor expansion of Eq. (2.18), and it is tempting to speculate whether this
discrepancy is due to some unexpected coupling between the parameters. However, it
turns out that this is not the case, but rather that the other fit parameters are insensitive
to the precise value of µ. For example, fixing its value at µ = 1 or µ = 3 would lead to
parameters comparable to those obtained for a variable µ, although the higher values of
µ are better at reproducing the RFD’s variance, as seen in Fig. 2.4.
2.3 More realistic modeling of the experimental situation
Up until now, we have restricted our discussion to linear force-ramps, where the external
forcing is solely taken into account with a term −∆xF in the effective free-energy landscape
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Figure 2.4: Fitting numerical data from Brownian dynamics simulations (shaded areas)
using the Bullerjahn-Sturm-Kroy model’s prediction (2.17). The data was obtained by
simulating the escape out of the truncated linear-cubic potential (2.18), with an absorbing
boundary at x∞ = 1.5 nm and otherwise the same parameters as in Fig. 2.2 on page 29,
and fitted globally via MLM. The resulting best-fit parameters read D = 762 nm2 s−1,
β∆E = 11.2, ∆xb = 1.1 nm and µ = 5.7 (solid lines), but comparable parameters can
also be obtained using only three parameters and fixing µ ≡ 1 (dashed lines). Adapted
from Ref. [65].
U(x, F ) (see Eq. (1.18a)). However, most transducers used in experiments, e.g. optical
tweezers [59], AFM cantilevers [88] or biomembranes [49], are more accurately modeled
by harmonic springs and thus give rise to landscapes similar to the one in Eq. (1.18b).
These springs have an equilibrium position y that is directly imposed by external means
(see Fig. 2.5 on the next page) and alter the Langevin equation (2.15) as follows,
1
Dβ
x˙(t) = − Fc
∆xb
∆x(t)−κ[∆x(t)−∆y(t)]+ξ(t) ≡ −χ Fc
∆xb
∆x(t)+κ∆y(t)+ξ(t) . (2.20)
Here, χ = 1+κ∆xb/Fc, κ is the spring constant of the force transducer and ∆y(t) = y−xb
for a pre-described extension protocol y = y(t). Furthermore, intervening polymer tethers
are sometimes introduced between the macromolecule of interest and the actuator to
suppress rebinding events [22, 66] and non-specific interactions [1, 64]. Their use normally
also leads to a softer effective pulling device, composed of the tether and transducer
connected in series [66]. However, these linker molecules usually have highly non-linear
force-extension relations [58], which is why their effect on the free-energy landscape can
only partially be accounted for, before one must forfeit analytic tractability [101]. In
the following, we shall investigate to what extent these experimental features can be
implemented in the BSK model.
2.3.1 Spring-like force transducers & force fluctuations
Although the inclusion of a harmonic force transducer does not introduce any non-
linearities in the Langevin equation (2.20), the difficulty arises how to properly define the
rupture force. By comparing Eq. (2.20) to the linear-ramp situation (2.15), one might
naively come to the conclusion that F (t) ≡ κy(t) [16, 22], but this expression strictly only
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Figure 2.5: Schematic illustration of bond breaking using a spring-like force transducer
with a base positioned at x = y. In the quasistatic limit of slow displacements ∆y = vt,
the system composed of the bond, depicted here as a blue sphere fixed in a cup, and
the attached actuator can be regarded as a set of springs connected in series, with an
effective spring constant [V ′′cusp(xb)−1 + κ−1]−1 ≡ κ/χ. The reaction coordinate x(t) then
fluctuates around the minimum 〈x〉 of the effective potential Vcusp(x) + κ(∆x−∆y)2/2
(green). As v →∞, the bond is driven deterministically toward the unbound state with
∆x ∝ t2 (see Sec. 1.3.2 on page 17) and thus we end up with the asymptotic force definition
F (t) = κ(vt−∆x) ∼ κvt for extreme pulling speeds. Adapted from Refs. [65, 102].
holds in the soft-spring limit χ ≈ 1 3 [37]. Instead, we shall consider the actual applied
force F (t) = κ[∆y(t)−∆x(t)], which fluctuates prior to rupture around its average value
F¯ (t) = κ[∆y(t)−∆x¯(t)] ≡ κv
(
t− χ− 1
χ
[
t− 1− C(t)
χDβFc/∆xb
])
(2.21)
for a force transducer pulled with a constant speed v, i.e. ∆y(t) = vt [102]. Here, the
mean bond extension ∆x¯(t) is the deterministic solution of Eq. (2.20) with Boltzmann-
distributed initial positions x0 and
C(t) = e−χDβFct/∆xb .
If the time resolution is high enough to determine the exact instance during which x(t)
reaches the transition state xt, the rupture force is given by F (t) = κ(vt−∆xb) [65, 82].
This is, however, rarely the case, since in both simulations and experiments some sort
of low-pass filtering is either intentionally or unintentionally (e.g. due to a finite time
resolution) applied to “smooth out” the force fluctuations [65, 102]. Therefore, we shall
make no distinction between F (t) and its average F¯ (t) in what follows.
Asymptotically, Eq. (2.21) reduces to
F¯ (t) ∼
{
κvt , t ∆xb/χDβFc
κvt/χ , otherwise
,
3At a first glance, this limit might seem to imply κ  Fc/∆xb, simply because χ = 1 + κ∆xb/Fc.
However, Maitra & Arya [37] demonstrated that this condition does not suffice to retrieve the Bell rate in
the F  Fc limit. Instead, they found out that the soft-spring limit is actually characterized by the much
stronger requirement κ 2/β(∆xb)2, which guarantees equilibration of the bond with the transducer.
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where ∆xb/χDβFc is the relaxation time of the bond. If the bond ruptures on timescales
much larger than ∆xb/χDβFc, then the escape process is quasistatic and the system
resembles two springs connected in series with an effective spring constant κ/χ [37], see
Fig. 2.5. In the opposite case, the bond has no time to thermalize before it fails and its
elasticity becomes negligible relative to the viscous friction, as discussed for the HS model
in Sec. 1.3.2 on page 17. These two limits are accessible for low and high pulling speeds,
respectively, and the resulting force is simply a linear function of time, thus making the
inversion t(F ) ∝ F trivial. For intermediate speeds, however, the full inverse function
t(F ) =
W
(
[χ− 1] eχ−1C(χF/κv))
χDβFc/∆xb
+
χF
κv
− χ− 1
χDβFc/∆xb
(2.22)
must be taken into consideration. The Lambert W function, defined in Sec. 1.3.2, can be
approximated by [103]
W (z) ≈ ln(1 + z)
[
1− ln
(
1 + ln(1 + z)
)
2 + ln(1 + z)
]
to speed up the numerics, if necessary.
Analogous to Eqs. (2.16) and (2.17), we can compute the rate k(t, v) and the FPTD
p(t, v) from the Langevin equation (2.20), giving on the one hand
kBSK(t, v) ≈ χ
3/2kcusp√
w(t)
[
2− w(t)
w(t)
+
κvt
χFc
− 2Φ(t, v)
∆xbw(t)
]
× 2 e
β∆E
(
1−χ[1−Φ(t,v)/∆xb]2/w(t)
)
1 + erf
(√
χβ∆E/w(t)[1− Φ(t, v)/∆xb]
) (2.23a)
and, on the other,
pBSK(t, v) ≈ χ
3/2kcusp√
w(t)
[
2− w(t)
w(t)
+
κvt
χFc
− 2Φ(t, v)
∆xbw(t)
]
eβ∆E
(
1−χ[1−Φ(t,v)/∆xb]2/w(t)
)
× exp
(
− χ
3/2kcusp
β∆xbκv
[
eβ∆E
(
1−χ[1−κvt/χFc]2
)
− eβ∆E(1−χ)
])
, (2.23b)
with the response function
Φ(t, v) = ∆xb
[
κvt
χFc
− κv∆xb
χ2DβF 2c
[1− C(t)]
]
.
Finally, kBSK(F, v) follows from plugging Eq. (2.22) into (2.23a) and the corresponding
RFD can be read off Eq. (1.20),
pBSK(F, v) =
[
d
dt
F¯ (t)
]−1
pBSK
(
t(F ), v
) (2.21)
=
χ
κv
pBSK
(
t(F ), v
)
1 + (χ− 1)C(t(F )) . (2.23c)
It can easily be verified that Eqs. (2.23) reduce to Eqs. (2.16) and (2.17) in the appropriate
limits, χ = µ ≡ 1 and χ ≡ 1, respectively.
In Fig. 2.6 on the next page, we explore how the different force definitions affect
the MRF as a function of the apparent loading rate κv, which replaces the prescribed
loading rate F˙ as a meaningful control parameter in the transducer setup. First, we
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Figure 2.6: The mean rupture force, evaluated using the mean first-passage time T and
four distinct force definitions. Equation (2.23b) was used to numerically compute T for
κ = 300 pN nm−1, µ = 1 and otherwise the same parameters as in Fig. 2.2 on page 29.
The mean force F¯ (t) (blue solid line), given by Eq. (2.21), interpolates between κvt
(green single dot-dashed line) and κvt/χ (red dashed line) at high and low loading rates,
respectively, and the corresponding MRFs (see legend entries) do the same. They are all
strictly positive for arbitrary parameter choices and values of κv. Only the not-so-practical
definition κ(vt−∆xb) (orange double dot-dashed line) becomes negative at sufficiently
low values of κv, but serves as a decent approximation to F¯ (t) for intermediate and high
speeds (besides a shift of −κ∆xb in the v →∞ limit).
compute the MFPT T associated with the FPTD (2.23b) and then we plug the result
into different rupture force definitions, such as the mean value F¯ (t) and the asymptotic
expressions F¯ (t)|v→0 ∼ κvt/χ and F¯ (t)|v→∞ ∼ κvt, to obtain the MRF. We also consider
the force at the “exact moment of rupture”, F (t) = κ(vt−∆xb), which can be regarded as
a lower bound to the fluctuating force in a small time interval around the time of rupture.
Although this last force definition does not exactly go well with the common practice of
declaring the maximum of the measured force trace as the rupture force, it nevertheless
outperforms the high-speed asymptote as an approximation to F¯ (t) at intermediate and
high pulling speeds.
2.3.2 The inclusion of polymer linkers
Polymer tethers affect the RFD in two ways: on the one hand, they lead to a force-
dependent loading rate F˙ (F ) and, on the other, they alter the escape rate k(F, F˙ ). The
former results from the fact that the linker has a force-dependent end-to-end distance
l(F ) that enters the effective spring constant of the system, thus giving [58, 101]
F˙ (F ) = κeff(F )v =
[
∆xb
Fc
+
dl(F )
dF
+
1
κ
]−1
v ≡ κv
[
χ+ κ
dl(F )
dF
]−1
(2.24)
when considering the cusp potential (1.29) in the quasistatic limit. This expression reduces
to F˙ = κv/χ for l(F ) = const, but the precise functional form of l(F ) depends on the
polymer model being used. For a freely jointed chain (FJC) with a Kuhn length b, it
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is given by the Langevin function lFJC(F ) = L[coth(βbF ) − (βbF )−1] [104], while for
the wormlike chain (WLC) model it must be deduced from the force-extension relation
F (l) = (4βlp)
−1[4l/L + (1 − l/L)−2 − 1] [105], where lp denotes the persistence length
and L is the total length of the tether in both models. Dudko, Hummer & Szabo [84]
proposed the following rational approximation,
dlWLC(F )
dF
≈ 2βlpL(1 + βlpF )
3 + 5βlpF + 8(βlpF )5/2
,
which interpolates between the high- and low-force limits.
Equation (2.24) can be plugged into Eq. (1.21) to obtain, in a first approximation,
the effect of polymer linkers on the RFD, but for a more rigorous treatment one must
also consider the influences on k(F, F˙ ). Maitra & Arya [101] analyzed the escape rate’s
dependence on the tether length L and the force transducer’s stiffness κ, numerically.
To make analytic progress, they suggested that one could treat the polymer linker as a
harmonic spring with a force-dependent spring constant [dl(F )/dF ]−1 in the quasistatic
limit, which corresponds to replacing χ in the Langevin equation (2.20) by
χ(F ) = 1 +
κ∆xb
Fc
[
1 + κ
dl(F )
dF
]−1
.
This ansatz allows us to compute, in a straightforward fashion, the following quasistatic
expression for the RFD,
pBSK(F, v)
(1.21)∼ k(F )
κv
[
χ+ κ
dl(F )
dF
]
exp
(
−
∫ F
0
df
k(f)
κv
[
χ+ κ
dl(f)
df
])
, (2.25a)
where the associated rate is given by [65]
kBSK(F ) = χ(F )
3/2kcusp
[
1− F
Fc
]
eβ∆E
(
1−χ(F )[1−F/Fc]2
)
. (2.25b)
Equations (2.25) complement nicely the results in Ref. [101], which are tailored to the
linear-cubic potential, but if we try to expand them to the rapid-pulling regime, we
run into various difficulties that essentially originate from the non-linear nature of the
polymer. For example, if we generalize the force definition (2.21) by replacing κ with
κeff(F ) = [κ
−1 + dl(F )/dF ]−1, we end up with a transcendental equation for the force,
which cannot be solved in closed-form to construct the time-dependent spring coefficient
κeff(t) ≡ κeff
(
F (t)
)
needed to modify the Langevin equation (2.20). Therefore, this
approximation does not go well with the integrals leading up to the effective flux (2.13) or
the associated RFD. Alternatively, one could obtain κeff(t) directly by replacing dl(F )/dF
with F ′
(
∆xb(t)−∆x′(t)
)−1, where ∆x′(t) = x′(t)−xb and x′(t) denotes the (stochastic)
position of the polymer end that is attached to the force transducer, but this will only result
in a non-linear equation of motion whose associated PDF is not analytically tractable.
Only if the linker is more or less spring-like, i.e. dl(F )/dF ≈ const, we can apply the
results from the previous section by replacing κ with an effective spring constant in the
main equations.
In Fig. 2.7 on the following page, we evaluate Eq. (2.25a) for a FJC linker with
varying Kuhn length b. At small b, the shape of the RFD looks fairly regular, and it can,
in general, be hard to distinguish from its soft-spring counterpart (2.16b). This limit
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Figure 2.7: The effects of an interposed freely jointed chain linker on the shape of the
rupture force distribution, using κ = 100 pN nm−1, κv = 104 pN s−1 and two different
tether lengths L, besides the parameters of Fig. 2.2 on page 29. a) For short tethers,
L = 10 nm, the peak of the RFD (2.25a) wanders to lower forces with increasing Kuhn
length b, while the distribution slowly develops a second peak that creeps towards high
forces. b) At intermediate lengths, L = 25 nm, the second peak is not as pronounced,
thus resulting in a high-force tailed RFD for some values of b. The corresponding plots
for WLC linkers with variable persistence lengths are qualitatively the same.
pertains to stiff force transducers, for which κ [dl(F )/dF ]−1 ∀F ≤ Fc holds, whereas
at higher values of b the compliance dl(F )/dF is of the same order of magnitude as κ−1
and thus contributions from both components must be regarded when computing the
loading rate (2.24).
2.3.3 High-force tails & multiple modes in experimental RFDs
Finally, it should be mentioned that the characteristic, slightly asymmetric shape of
the RFD at low loading rates, predicted by the above-mentioned theoretical models
that rely on the single two-state bond picture, is not always observed in experiments.
Instead, broad distributions with tails of high rupture forces are measured, especially
for ligand-receptor complex dissociations [22, 48, 50]. Although this phenomenon has
been modeled in various ways [22, 58, 62, 106–108], none of these extended theories
require modifications of the escape-rate calculation itself and, consequently, they can all
be evaluated in a straightforward fashion using the results of the BSK model.
A broadening of the RFD can, for example, be achieved by introducing heterogeneities
in one or more of the system parameters, such as the polymer tether’s contour length [58]
or the parameters characterizing the binding potential [106]. For a fuzzy parameter
z with a statistical distribution W (z), the resulting heavy-tailed RFD p∗BSK(F, F˙ ) can
then be constructed from our known prediction pBSK(F, F˙ , z) in the form of a product
distribution,
p∗BSK(F, F˙ ) =
∫ ∞
0
dzW (z)pBSK(F, F˙ , z) .
A similar expression arises if one argues that the broadening grows out of measurement
errors [107].
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Another crop of theories assumes that the reaction kinetics of the (irreversible) single
two-state bond is too simplistic and suggests making certain alterations to the rate
equation (1.4). These include taking into account multiple-bond rupture events [62] and
allowing for rebinding effects [108], which would imply that the corresponding FPTD
is given by the derivative of expression (1.3). In both cases, the necessary rates can
be deduced from the BSK results, e.g. follows the rebinding rate from the unbinding
rate kBSK(F, F˙ ) by setting ∆xb → −∆xu and ∆E → ∆E ′ (see Fig. 1.5 on page 12 for a
graphic explanation of these parameters). More drastic modifications are needed when
intermediate states, separated by a cascade of energy barriers, are introduced between
the initial bound state and the unbound one, because inserting N intermediate states
requires Eq. (1.4) to be replaced by [22]
S˙b(t) = −kb→1(t)Sb(t) + k1→b(t)S1(t) ,
S˙1(t) = −[k1→b(t) + k1→2(t)]S1(t) + kb→1(t)Sb(t) + k2→1(t)S2(t) ,
...
S˙N (t) = −[kN→N−1(t) + kN→u(t)]SN (t) + kN−1→N (t)SN−1(t) + ku→N (t)Su(t) ,
S˙u(t) = −ku→N (t)Su(t) + kN→u(t)SN (t) .
These additional states result in a multimodal RFD that may pass off as a broadened,
single modal RFD whenever the distribution’s local maxima are located too close to each
other to be properly resolved. However, it should be noted that multiple modes are not
exclusively produced by intermediate states, since Eq. (2.25a) can also produce bimodal
RFDs for certain parameter sets (see Fig. 2.7b on the facing page).
2.4 Additional pathways: Catch-slip bonds
The multidimensional nature of the free-energy landscape has up until now been completely
disregarded, assuming the existence of a single, well-defined reaction coordinate, as
discussed in Sec. 1.1.1 on page 4. Nevertheless, other reaction pathways might very well
exist, which are either in direct competition or more preferable under certain situations,
e.g. at high forces [30, 89]. Let us therefore consider a multidimensional landscape with
multiple pathways over distinctive saddle points, such that the escape rate ki through
the ith pathway is well defined when the others are being “blocked”. The explicit form of
the escape rate kΣ, which arises when all the pathways are accessible at the same time,
is in general unknown, but progress can be made by approximating it as a sum of the
individual pathway rates,
kΣ ≈
∑
i
ki , (2.26)
where each rate can be associated with an appropriate reaction coordinate, according to
Ref. [25]. Equation (2.26) is exact as long as all the single-pathway rates are sufficiently
low to suppress events in which a virtual particle explores two or more transition states
before finally escaping to the unbound state. This system can still be described as a
two-state bond whenever the pathways all lead straight to the same unbound state without
any stopovers in intermediate states.
However, an externally applied force can tilt the free-energy landscape in such a way
that the otherwise clearly separated pathways start to interfere and may thus violate the
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Figure 2.8: The (reduced) free-energy landscape of a catch-slip bond. a) The two
escape pathways are characterized by their reaction coordinates, x(c) and x(s), along
which one can construct potentials of mean force VPMF(x) (blue solid lines). An applied
force ~F gets projected onto these reaction coordinates, resulting in an effective tilt
±c±∆xF (red solid lines) that affects the landscape (green dashed line) along each
reaction coordinate differently, depending on the force’s specific direction. b) The
coordinate-specific transitions can be mapped onto a single coordinate x, where a virtual
particle can either escape over the catch barrier at x = x(c)t , located on the left side of
the bound state’s minimum, or over the slip barrier at x = x(s)t on the right. Adapted
from Refs. [102, 109].
conditions required for the ansatz (2.26) to hold. A special case, where this difficulty does
not pose a problem, is one of two (more or less) opposing pathways and a force that is
perpendicular to neither of them (see Fig. 2.8a). The projected force onto the reaction
coordinates then lowers the potential barrier along one pathway, while raising the other,
causing opposite force dependencies in the associated escape rates. The rate that grows
with increasing force is referred to as a slip rate and is of the same type as those discussed
in this work up until now, whereas the diminishing one is known as a catch rate [39, 110].
In combination, they represent a so-called catch-slip bond that displays, next to the
expected slip events, a catch regime, where the lifetime of the bond initially grows with
the applied force up to a certain characteristic value, F = Fchar [110]. For forces beyond
Fchar, the bond eventually exhibits “normal” slip behavior. Catch-slip bonds have been
observed in various microbiological systems: mostly between adhesion molecules and their
ligands [44, 46, 111–113], but also in crosslinkers [45] and filamentous biopolymers [47].
In the following, we develop an analytically tractable, microscopic catch-slip bond
model using Eq. (2.26). To simplify matters, we “glue” together the catch and slip reaction
coordinates to form a single coordinate x, along which a virtual particle can escape in
one direction via the catch pathway and in the opposite direction using the slip pathway,
as depicted in Fig. 2.8b. To exploit the BSK results from this chapter, we model the
resulting free-energy landscape V (x) by a double-cusp potential,
V2cusp(x) =
{
∆E(s)(∆x/∆x(s))2 , x(c)t < x < x(s)t
−∞ , otherwise . (2.27)
Here, x(c)t and x
(s)
t stand for the transition states of the catch and slip pathway, respectively,
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and the catch barrier height is given by ∆E(c) ≡ ∆E(s)(∆x(c)/∆x(s))2. In the presence
of an external force, we neglect the prefactors resulting from the projection of the force
onto the reaction coordinates (see Fig. 2.8a) and employ a uniform tilt −∆xF along the
common coordinate x.
Since a non-monotonic force dependency of the bond’s lifetime is a clear indication
for catch-slip behavior, many researchers prefer static force-clamp protocols to dynamic
ones and therefore we shall discuss them, next to the familiar force-ramps and linearly
moving springs, as well.
2.4.1 Force-clamp & constant-displacement protocols
The catch-slip rate is, according to Eq. (2.26), approximately defined as
k(c-s)(t, F ) ≈ k(c)(t, F ) + k(s)(t, F ) . (2.28)
Since we have x(c)t − xb = −∆x(c) < 0 by design, the catch barrier height increases
monotonically with F and thus we can safely replace k(c)(t, F ) with its quasistatic
counterpart, k(c)(F ). The slip rate’s force dependence, however, is opposite to that of
the catch rate. The corresponding barrier therefore decreases as a function of F , until
the quasistatic approximation eventually breaks down. Only for small forces does the
quasistatic limit hold, where the catch-slip rate becomes temporally constant, and the
solution of the rate equation (1.4) reads S(t) ∼ e−[k(c)(F )+k(s)(F )]t. We can use this result
to compute the mean lifetime via Eq. (1.13) [102, 109, 114],
T (F  F (s)c ) ∼
∫ ∞
0
dt e−[k
(c)(F )+k(s)(F )]t ≡ 1
k(c)(F ) + k(s)(F )
. (2.29a)
Here, the single-pathway rates of the double-cusp potential (2.27) have the functional
form
k(c,s)(F ) = k
(c,s)
0
[
1± F
F
(c,s)
c
]
eβ∆E
(c,s)[1−(1±F/F (c,s)c )2] , (2.29b)
with the spontaneous dissociation rates k(c,s)0 = DβF
(c,s)
c
√
β∆E(c,s)/pie−β∆E(c,s)/∆x(c,s)
and the critical forces F (c,s)c = 2∆E(c,s)/∆x(c,s). Notice that F (c)c is the absolute value of
the negatively valued critical force needed to tear the catch barrier down and thus not
“critical” in the same sense as F (s)c [102].
At extreme forces F  F (s)c , virtually all transitions to the unbound state go through
the slip pathway. In this limit, we can make analytic progress with the ansatz used by
Hummer & Szabo [82] to treat dynamic protocols at high pulling speeds (see Sec. 1.3.2 on
page 17). It implies that the mean lifetime is readily given by inverting the deterministic
equation 〈x(T )〉 ∼ x(s)t ,
T (F  F (s)c ) ∼ −
∆x(s)
DβF
(s)
c
ln
(
1− F
(s)
c
F
)
F→∞∼ ∆x
(s)
DβF
, (2.29c)
and thus reveals an algebraic decay of the mean lifetime under extreme loading [102].
To obtain an expression for the exact mean lifetime of the bond, valid for all forces
F , we must consider a differential equation identical to Eq. (1.14), where V (x) has been
replaced by U(x, F ) and the boundary conditions have been modified to allow for escape
in two directions. This first-passage problem is well-known [32] and can be solved directly
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Figure 2.9: The mean lifetime of a catch-slip bond under constant load using the
parameters β−1 = 4 pN nm, β∆E(c) = 5, β∆E(s) = 10, D = 1000 nm2 s−1 and ∆x(s) =
1 nm, which corresponds to setting ∆x(c) ≈ 0.707 nm. The asymptotic expressions (red
single dot-dashed line and orange double dot-dashed line) match our (virtually) exact
solution T (F ) ∼ T (xb, F ) (solid blue line) remarkably well for high and low external forces,
respectively, and only deviate significantly in the vicinity of F (s)c = 80 pN. The slight
discrepancy at low forces is a finite-barrier-size effect, due to computing the analytic rates
k(c,s)(F ) in the high-barrier limit. It vanishes as β∆E(c,s) →∞. The phenomenological
expression TBell(F ) (green dashed line) already breaks down around the characteristic
force Fchar = 11.72 pN and does not capture the power-law decay at strong forces. The
inset shows the maximum of the mean lifetime in a linear plot. Adapted from Ref. [102].
via integration, because our escape process is only one-dimensional. Using the conditions
T (x(c)t , F ) = T (x(s)t , F ) = 0, we get
T (F ) = 2
∆x(s)
√
β∆E(s)
pi
∫ ∆x(s)
−∆x(c)
d∆x0
e−β∆E(s)(∆x0/∆x(s))2
erf(
√
β∆E(c)) + erf(
√
β∆E(s))
T (x0, F )
for Boltzmann-distributed initial positions x0. For β∆E(c,s)  1, we can drop the
integral over the initial condition in the above equation and just set ∆x0 ≡ 0. This
approximation holds for arbitrary F , because at small forces the bond has enough time
to equilibrate before it ruptures, while in the high-force limit the virtual particle is pulled
deterministically out of the bound state and only its initial mean position 〈x0〉 = xb is
then of importance. We therefore get an asymptotically exact explicit expression for the
mean lifetime [102],
T (F ) β∆E
(c,s)1∼ T (xb, F ) = pi(∆x
(s))2
4Dβ∆E(s)
[
erfi(A2)− erfi(A1)
erfi(A3)− erfi(A1) [φ(A3)− φ(A2)]
−erfi(A3)− erfi(A2)
erfi(A3)− erfi(A1) [φ(A2)− φ(A1)]
]∣∣∣∣
x0=xb
, (2.30)
where the function φ(z) is approximately defined by Eq. (1.16) in the limit β∆E(c,s)  1
and the following abbreviations have been employed for better clarity,
A1,3 = ∓
√
β∆E(c,s)
[
1± F
F
(c,s)
c
]
, A2 =
√
β∆E(s)
[
∆x0
∆x(s)
− F
F
(s)
c
]
.
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In Fig. 2.9 on the preceding page, we compare the asymptotic expressions (2.29) and
the practically exact Eq. (2.30) to a prediction by Pereverzev et al. [109, 114], who made
use of the phenomenological Bell rate (1.19),
TBell(F ) = 1
k
(c)
0 e
−β∆x(c)F +k(s)0 eβ∆x
(s)F
. (2.31)
This expression decays exponentially, whereas Eq. (2.30) vanishes algebraically as F →∞,
according to Eq. (2.29c). A further short-coming of Eq. (2.31) is its failure to predict the
correct position Fchar of the mean lifetime’s maximum (see inset of Fig. 2.9), which is
due to the Bell rate’s limited validity, as can best be seen when comparing the solutions
of ∂FT (F )|F=Fchar = 0 and k(c)(Fchar) = k(s)(Fchar). Both should deliver the same result
for Fchar, but the model by Pereverzev et al. predicts that the maximum of Eq. (2.31)
lies in Fchar ∝ ln
(
k
(c)
0 ∆x
(c)/k
(s)
0 ∆x
(s)) [109], whereas setting the two Bell rates equal
and solving for Fchar gives Fchar ∝ ln
(
k
(c)
0 /k
(s)
0
)
. In contrast, the BSK model remains
consistent regarding the above-mentioned equations, as a numerical inspection confirms
using the quasistatic Eqs. (2.29a) and (2.29b) evaluated with, for example, the same
parameters as in Fig. 2.9.
Extending the main results of this section to mimic various experimental intricacies is,
in principle, straightforward and analogous to the discussion in Sec. 2.3 on page 32. For
example, in the quasistatic limit, we can simply evaluate Eq. (2.29a) using the following
rate expressions [102],
k(c,s)(F ) = χ3/2k
(c,s)
0
[
1± F
F
(c,s)
c
]
eβ∆E
(c,s)[1−χ(1±F/F (c,s)c )2] , (2.32)
where the χs can also be regarded as force dependent if one wants to take the effects
of interposed polymer linkers into account. For extreme forces, the situation gets even
simpler, because in this case the device and linker stiffnesses no longer play a role for the
mean lifetime and we retrieve the result for force-clamp protocols [102],
T (F  χF (s)c ) ∼ −
∆x(s)
χDβF
(s)
c
ln
(
1− χF
(s)
c
F
)
F→∞∼ ∆x
(s)
DβF
.
In both of these asymptotic scenarios, we exploited the fact that the mean applied force
F¯ (∆y) = −κ[∆y −∆x¯(t)] is a well-defined function solely dependent on ∆y for forces
much higher or lower than F (s)c , i.e. when the timescales on which the bond breaks and
thermalizes are clearly separated. This translates to
F¯ (∆y) ∼
{
κ∆y/χ , 0 ≤ F  F (s)c
κ∆y , F  χF (s)c
. (2.33)
However, for intermediate forces, the exact force-dependent mean lifetime can no longer
be deduced from T (∆y), because in this case T (F ) obeys a more complex differential
equation than Eq. (1.14). We can therefore only transform the exact mean lifetime
T (∆y) = ∆x
(s)
2D
√
pi
χβ∆E(s)
∫ ∆x(s)
−∆x(c)
d∆x0
e−χβ∆E(s)(∆x0/∆x(s))2
erf(
√
χβ∆E(c)) + erf(
√
χβ∆E(s))
×
[
erfi(B2)− erfi(B1)
erfi(B3)− erfi(B1) [φ(B3)− φ(B2)]−
erfi(B3)− erfi(B2)
erfi(B3)− erfi(B1) [φ(B2)− φ(B1)]
]
,
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where the coefficients are given by B1,3 = ∓
√
χβ∆E(c,s)(1 ± κ∆y/χF (c,s)c ) and B2 =√
χβ∆E(s)(∆x0/∆x(s) − κ∆y/χF (s)c ), into a force-dependent function in the two limits
of Eq. (2.33) [102].
2.4.2 Force-ramp & constant-speed protocols
Contrary to most force spectroscopy experiments, research on catch-slip bonds did in the
past not regularly involve dynamic protocols. However, the measured RFDs are in fact
distinct from distributions of pure slip bonds: at low loading rates, where both pathways
are more or less equally favorable, the RFDs display, next to the slip-pathway peak at
high forces, a considerable contribution at low forces, which steadily decreases as the
loading rate is ramped up [111]. To capture this behavior in a mathematical model, let
us construct a catch-slip rate for dynamic protocols, similar to the one in Eq. (2.28), by
replacing k(c,s)(t, F ) with k(c,s)
(
F (t), F˙
)
. If we plug this rate into Eq. (1.21), we obtain
the following expression for the two-pathway RFD,
p(c-s)(F, F˙ ) =
k(c)(F, F˙ ) + k(s)(F, F˙ )
F˙ (F )
exp
(
−
∫ F
0
df
k(c)(f, F˙ ) + k(s)(f, F˙ )
F˙ (f)
)
. (2.34)
Here, the catch rate k(c)(F, F˙ ) can be replaced by its quasistatic counterpart, k(c)(F ),
for the same reasons as given in the previous section. Since the rates for static and
dynamic loading are indistinguishable in the quasistatic limit [84], we can directly employ
the catch rate from Eq. (2.29b) also for the force-ramp scenario, whereas the BSK
expression (2.16a) must be used for the slip rate to ensure applicability at extreme
loading rates. The associated single-pathway RFDs, p(c)(F, F˙ ) = p(c-s)(F, F˙ )|k(s)(F,F˙ )=0
and p(s)(F, F˙ ) = p(c-s)(F, F˙ )|k(c)(F )=0, are respectively given by Eq. (2.16b) and a slightly
modified version of the DHS result (1.30b), where ∆xb must be replaced by −∆x(c) to
account for the transition state being located on the left of the bound state’s minimum,
p(c)(F, F˙ ) =
k(c)(F )
F˙
e(β∆x
(c)F˙ )−1[k(c)(F )/(1+F/F (c)c )−k(c)0 ] . (2.35)
These single-pathway distributions can be used to recast Eq. (2.34) into the following
form for F˙ = const [102],
p(c-s)(F, F˙ ) = F˙ p(c)(F, F˙ )p(s)(F, F˙ )[k(c)(F )−1 + k(s)(F, F˙ )−1] . (2.36)
Equation (2.36), in combination with Eqs. (2.16a), (2.16b), (2.29b) and (2.35), is
compared to distributions obtained from Brownian dynamics simulations in Fig. 2.10 on the
next page. The two-pathway distribution p(c-s)(F, F˙ ) displays sizable errors near the same
critical loading rate F˙c = DF
(s)
c /(∆x(s))2 as the single-pathway slip distribution (2.16b)
does, which should come to no surprise, because p(c-s)(F, F˙ ) ∝ p(s)(F, F˙ ). Finally, it is
noteworthy to mention that in the rapid-pulling limit, the catch pathway can be neglected
and p(c-s)(F, F˙  F˙c) ∼ p(s)(F, F˙ ). Although this fact may not seem immediately obvious
when examining Eq. (2.36), it follows directly from Eq. (2.34) if one acknowledges that
k(s)(F, F˙  F˙c) k(c)(F ).
The above scheme can now be generalized in various ways. For example, if the
underlying free-energy landscape deviates strongly from the double-cusp potential con-
sidered above, a new parameter µ that alters the width of the initial distribution can
be introduced, as detailed in Sec. 2.2.2 on page 30. This procedure only affects the rate
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Figure 2.10: The catch-slip rupture force distribution (solid lines) as a function of the
loading rate (increasing from left to right with the dimension pN s−1), plotted on top of
numerical data from Brownian dynamics simulations (shaded areas), where escape out of
the double-cusp potential (2.27) was simulated using the same parameters as in Fig. 2.9
on page 42. At low loading rates, the shape of the predicted distribution (2.36) evolves
from shoulder-like to peaked, as observed in experiments [111]. For higher pulling speeds,
the catch pathway becomes negligible and the RFD becomes essentially Gaussian. Only
for loading rates on the order of F˙c = DF
(s)
c /(∆x(s))2 (= 8× 104 pN s−1 for our choice of
parameters) does our approximate expression (2.36) exhibit sizable errors. Adapted from
Ref. [102].
and RFD along the slip pathway, where Eqs. (2.16a) and (2.16b) (which otherwise would
enter Eq. (2.36)) must be replaced by Eq. (2.17) and the accompanying rate expression.
For spring-like force transducers, the situation becomes a little more complicated, because
in this case Eq. (2.36) has to be replaced by [102]
p(c-s)(F, v) =
χ
κv
p(c)
(
t(F ), v
)
p(s)
(
t(F ), v
)
1 + (χ− 1)C(t(F ))
[
1
k(c)(t, v)
+
1
k(s)(t, v)
]
to account for the non-linear inversion t(F ), defined in Eq. (2.22). Equations (2.23a)
and (2.23b) are good approximations to k(s)(t, v) and p(s)(t, v), respectively, while the
catch rate k(c)(t, v) ≡ k(c)(F = κvt/χ) can be read off from the quasistatic Eq. (2.32),
and
p(c)(t, v) = k(c)(t, v) e[k
(c)(t,v)/(1+κvt/χF
(c)
c )−k(c)(0,v)]/β∆x(c)κv .
Here, we have neglected any non-linearities arising from the use of interposed polymer
linkers, since their inclusion would restrict the discussion to the quasistatic limit, just like
in the single-pathway case of Sec. 2.3.2 on page 36. In this limit, they can be accounted
for by replacing k(F ) in Eq. (2.25a) by k(c-s)(F ) = k(c)(F ) + k(s)(F ), where the k(c,s)(F )
are defined by Eq. (2.29b) using a force-dependent χ.
2.5 Chapter summary
Starting from the renewal equation (2.5), we have derived an exact integral equation for
the FPTD, describing the escape over an energy barrier out of a bound state (Sec. 2.1 on
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page 22). Its solution can be used to construct RFDs for common experimental protocols,
such as linear force-ramps or linearly moving harmonic springs, that hold for arbitrary
loading rates and pulling speeds. In fact, these monotonic driving protocols allowed us
to construct a first-order approximation to the exact solution, which neglects multiple
barrier crossings and thus becomes asymptotically exact at high and low forces, albeit for
very different reasons: in the low-force limit, thermal fluctuations are small in comparison
to the barrier height and crossing-events are thus extremely rare, whereas at high forces
the system is driven deterministically out of the bound state with virtually no chance of
returning back. We have referred to this formalism as the BSK model throughout the
chapter.
For the cusp potential (1.29), we exploited the fact that our above mentioned ap-
proximation becomes analytically tractable and obtained various analytic expressions
for the RFD accounting for a variety of experimental setups and protocols, such as
fixed-rate pulling of interposed polymer linkers and spring-like force transducers (Sec. 2.3
on page 32). If the loading rate F˙ is kept constant (Sec. 2.2 on page 27), our results
reduce to the predictions of the DHS model in the quasistatic limit F˙  F˙c, while also
giving excellent predictions at extreme loading rates. They only display sizable errors
in a narrow range around the critical loading rate F˙c. Although the use of a predefined
underlying free-energy landscape may seem to limit the applicability of our results for
data analysis, we have shown that this is actually not the case by successfully fitting our
results to simulation data for the escape out of a linear-cubic potential using Bayesian
methods of data analysis.
Finally, we addressed some issues regarding the presence of multiple competing path-
ways in microbiological systems (Sec. 2.4 on page 39). In this context, we focused on a
special situation, where the system can exit the bound state through two (opposing) tran-
sition pathways. Since the escape rates, associated with each pathway, have different force
dependencies and dominate the transition statistics at high and low forces, respectively,
the resulting lifetime T (F ) of these so-called catch-slip bonds differs qualitatively from
that of “ordinary” slip bonds in that it displays non-monotonic behavior. We adopted the
results of the BSK model to capture this behavior in a simple analytic model that holds
for arbitrary forces and loading rates.
All in all, we have demonstrated that the BSK model is a powerful and accurate tool
for analyzing and comparing DFS data from a wide range of experiments and simulations.
As technological advances keep pushing experimentally realizable protocols to ever higher
pulling speeds, where the rupture takes place on very short timescales, the question arises
if other intramolecular degrees of freedom (besides the molecule’s extension x) might
be driven out of equilibrium and thereby affect the bond-breaking process at such high
speeds. This is the topic of the next chapter.
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Internal degrees of freedom &
memory effects
For the development of the BSK model in the previous chapter, we assumed that the
virtual Brownian particle, which effectively describes the bond dynamics, moves very
slowly compared to the correlation time of the thermal forces acting on it. This is an
assumption commonly made, which implies that the underlying process is Markovian,
i.e. one can make predictions about the process’s future realizations based solely on its
present state [32]. Markov processes allow for the use of the Langevin equation (1.33)
with a δ-correlated noise ξ(t), as well as the associated FPE of the form (2.1a) [21, 32, 33].
However, dynamic force protocols at extreme pulling speeds may violate this assumption.
Indeed, some experimental and numeric evidence, such as reports of non-exponential
conformational fluctuation dynamics in proteins [115–119], actually seems to suggest that
the Markov-constraints behind Eqs. (1.33) and (2.1a) need to be relaxed. This gives rise
to so-called non-Markov processes, which have a “memory” of their history that needs to
be accounted for [21].
One method of obtaining a non-Markov process, originally proposed by Montroll &
Weiss [120], is commonly referred to as a continuous-time random walk (CTRW). The
strategy is to tweak the jump statistics of a random walker by varying the time it takes it
to perform each jump, but relevant temporal memory effects are produced when these
times are algebraically distributed [121, 122]. The resulting process then exhibits weak
ergodicity breaking [123], i.e. it does not satisfy the ergodic hypothesis, which otherwise
ensures that time and ensemble averages converge in the long-time limit [91]. CTRWs
have been proposed to arise in self-similar systems, in single proteins, and crowded
environments, and lead to a rich formalism [121] that can be grasped using the techniques
of fractional calculus [124]. In fact, recent computational studies indicate that the internal
dynamics of folded proteins resembles a non-ergodic CTRW [125].
Alternatively, the noise ξ(t) in the Langevin equation (1.33) can be considered “colored”,
i.e. its power spectral density Sξξ(ω) = F
(〈ξ(t)ξ(0)〉)(ω) is, unlike for δ-correlated noise,
not a constant but a function of ω. Here, F(f(t))(ω) denotes the Fourier transform of
the function f(t). If one insists that the process still obeys detailed balance, then the
Langevin equation (1.33) has to be replaced by a so-called generalized Langevin equation
(GLE) [21]
mx¨(t) + U ′(x, t) +
∫ t
0
dτ Λ(t− τ)x˙(τ) = Ξ(t) , (3.1)
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with a time-dependent friction force that depends on the history of the velocity and
is thus said to have an intrinsic “memory” of the environment. The integral kernel
Λ(t) then characterizes the memory of both friction and noise Ξ(t), according to the
fluctuation-dissipation theorem (FDT) [126],
〈Ξ(t)Ξ(t′)〉 = 1
β
Λ(|t− t′|) . (3.2)
The GLE formalism, pioneered by Mori [127] and Zwanzig [128], is commonly used
to model viscoelastic systems [122] and arises naturally when many-body systems of
interacting particles are reduced to describe only a few relevant coordinates [21, 122],
e.g. when considering the effective motion of a single monomer in a polymer chain [129, 130].
The multidimensional nature of a protein’s free-energy landscape is a clear indication for
the presence of intramolecular degrees of freedom, but to what extent they might affect
the unfolding kinetics under external forces is still somewhat unclear, especially in the
rapid-pulling limit.
Although CTRWs and GLE dynamics are not mutually exclusive and, in fact, most
likely to co-exist in almost every macromolecular system that exhibits state transitions,
we shall focus in this chapter on the latter, due to their potential influence at high loading
rates. We extend the main results of the BSK model by systematically introducing
additional degrees of freedom (or modes) to our reactive system. By doing so, we will
encounter a non-Markovian boundary value problem that is, in general, immensely difficult
to solve, but can be analyzed in a few analytically tractable asymptotic limits that are
characteristic for some specific types of modes. Finally, we shall demonstrate that, in the
rapid-pulling limit, our results from said asymptotic limits provide a full description of
the unbinding problem. To begin with, we shall give a concise overview of the various
mathematical tools that are at our disposal when treating non-Markov processes with
intrinsic memory.
3.1 Additional degrees of freedom
In the last two chapters, we have often referred to the notion of a bond being represented
by a virtual particle, diffusing in a free-energy landscape along a reaction coordinate. To
include memory effects in this description, let us expand the free-energy landscape to the
second order along additional coordinates labeled yi that are perpendicular to the main
axis x. The Langevin equation (1.33) is then replaced by the following set of equations,
1
Dxβ
x˙(t) + U ′(x, t) =
N∑
i=1
κi[yi(t)− x(t)] + ξx(t) , (3.3a)
1
Diβ
y˙i(t) = κi[x(t)− yi(t)] + ξi(t) , (3.3b)
where κi > 0 denotes the coupling constant of the ith harmonic mode to the reaction
coordinate x and ξx(t) and ξi(t) are independent Gaussian noises with the following
properties,
〈ξx(t)ξx(t′)〉 = 2
Dxβ2
δ(t− t′) , 〈ξi(t)ξj(t′)〉 = 2
Diβ2
δijδ(t− t′) , (3.3c)
〈ξx(t)ξi(t′)〉 = 0 , 〈ξx(t)〉 = 〈ξi(t)〉 = 0 . (3.3d)
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Equations (3.3) can, on the one hand, be understood as a virtual particle’s anisotropic
(due to the direction-dependent diffusion coefficients) equations of motion in an N + 1
dimensional free-energy landscape. On the other, they can be seen as describing the
motion of a central x-particle, which is confined by the potential U(x, t) and coupled to
N other freely diffusing particles. The process
(
x(t), {yi(t)}
)
is a multivariate Markov
process and can be made non-Markovian by eliminating the yi-coordinates, as shown
below.
3.1.1 The generalized Langevin equation
We are not particularly interested in the explicit evolution of the yis, but rather in their
indirect effect on the reaction coordinate. Therefore, we can first solve Eq. (3.3b),
yi(t) = yi,0 e
−t/τi +
1
τi
∫ t
0
dτ e−(t−τ)/τi x(τ) +Diβ
∫ t
0
dτ e−(t−τ)/τi ξi(τ)
= (yi,0 − x0) e−t/τi +x(t)−
∫ t
0
dτ e−(t−τ)/τi x˙(τ) +Diβ
∫ t
0
dτ e−(t−τ)/τi ξi(τ)
with yi,0 = yi(0), and then plug this result into Eq. (3.3a) to obtain an equation, which
solely describes motion along the x-coordinate,
1
Dxβ
x˙(t) + U ′(x, t) +
∫ t
0
dτ K(t− τ)x˙(τ) = ξ(t) + ξx(t) . (3.4a)
Here, we have introduced the relaxation times τi = (Diβκi)−1 and the abbreviations
K(t) =
N∑
i=1
κi e
−t/τi︸ ︷︷ ︸
=ki(t)
, ξ(t) =
N∑
i=1
ki(t)(yi,0 − x0)︸ ︷︷ ︸
=ξ0(t)
+
N∑
i=1
Diβ
∫ t
0
dτ ki(t− τ)ξi(τ)︸ ︷︷ ︸
=ξy(t)
to tighten our expression. Equation (3.4a) is an overdamped version of the GLE (3.1) with
a memory kernel Λ(t) = K(t) + 2(Dxβ)−1δ(t) and colored noise Ξ(t) = ξ(t) + ξx(t). The
Markovian part 2(Dxβ)−1δ(t) of the kernel ensures that the process is also overdamped
at short times, where friction originating from the memory has yet to build up.
At a first glance, it may seem inappropriate to include the deterministic term ξ0(t) to
the noise ξ(t), because, on the one hand, it results in the bias
〈ξ(t)〉 =
N∑
i=1
ki(t)〈(yi,0 − x0)〉 ≡ ξ0(t) , (3.4b)
where 〈ξy(t)〉 = 0, since 〈ξi(t)〉 vanishes. On the other, it seems to violate the FDT, as
can be seen by comparing
〈ξ(t)ξ(t′)〉 = 〈ξ0(t)ξ0(t′)〉+ 〈ξ0(t)ξy(t′)〉︸ ︷︷ ︸
=0
+ 〈ξy(t)ξ0(t′)〉︸ ︷︷ ︸
=0
+ 〈ξy(t)ξy(t′)〉
=
N∑
i=1
N∑
j=1
ki(t)kj(t
′)〈(yi,0 − x0)(yj,0 − x0)〉+ 1
β
[K(|t− t′|)−K(t+ t′)]
= ξ0(t)ξ0(t
′) +
1
β
[K(|t− t′|)−K(t+ t′)] (3.4c)
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to Eq. (3.2). Yet, the naive conclusion that the noise should therefore be solely made of
ξy(t) can also not hold, as a closer inspection of Eq. (3.4c) reveals, and we are left to
wonder if a system described by Eqs. (3.3) can satisfy the FDT at all. Zwanzig [128] solved
this puzzle by realizing that the equilibrium condition behind the fluctuation-dissipation
theorem extends to the initial state of the modes, i.e. next to taking the ensemble average
〈·〉 the initial positions yi,0 − x0 should also be Boltzmann-distributed,
〈ξ(t)ξ(t′)〉 =
N∑
i=1
N∑
j=1
ki(t)kj(t
′)〈(yi,0 − x0)(yj,0 − x0)〉︸ ︷︷ ︸
=δij/βκi
+ 〈ξy(t)ξy(t′)〉
=
1
β
N∑
i=1
ki(t)ki(t
′)
κi︸ ︷︷ ︸
=ki(t+t′)
+
1
β
[K(|t− t′|)−K(t+ t′)] = 1
β
K(|t− t′|) . (3.5)
Therefore, equilibrated modes do neither give rise to spurious (proportional to K(t+ t′))
nor permanent (dependent on the value of ξ0(t)) displacements of x, and, in the following,
we shall prefer Eq. (3.5) over the more general expression (3.4c), unless stated otherwise.
3.1.2 The associated generalized Fokker-Planck equation
In the Markovian case, a process’s stochastic properties are captured by a Langevin
equation, while its probabilistic description is given by the FPE (2.1a). We have already
seen that a non-Markov process results from the use of a GLE and thus the question
arises if one can describe the statistics of such a process by constructing a corresponding
generalized Fokker-Planck equation (GFPE)1? Such generalizations are, in general, hard
to come by, because, unlike their Markovian counterparts, non-Markovian (conditional)
PDFs depend on the process’s whole history and can therefore always be related to
higher-order distributions via an infinite hierarchy of coupled balance equations [131],
W (x, t | x′, t′) =
∫
R
dx′′W (x, t | x′′, t′′;x′, t′)W (x′′, t′′ | x′, t′) ,
W (x, t | x′′, t′′;x′, t′) =
∫
R
dx′′′W (x, t | x′′′, t′′′;x′′, t′′;x′, t′)W (x′′′, t′′′ | x′′, t′′;x′, t′) ,
...
This fact renders W (x, t | x′, t′) and its FPE-like evolution equation somewhat ill-defined.
An illustrative example of non-Markovian memory effects is given in Fig. 3.1 on the
facing page, where two processes both pass through x′ at a time t′ > 0, but do not
converge to the same conditional PDF W (x, t | x′, t′). The reason for this mismatch is a
hidden dependency on the initial distribution Winit(x0), which does not become apparent
until one considers the relation [131]
W (x, t | x′, t′) =
[ ∫ ∞
−∞
dx0W (x
′, t′ | x0)Winit(x0)
]−1
×
∫ ∞
−∞
dx0W (x, t | x′, t′;x0)W (x′, t′ | x0)Winit(x0) . (3.6)
Of course, Eq. (3.6) becomes trivial for Markov processes, because the Markov property [32,
91] allows us to pull W (x, t | x′, t′;x0)|Markov ≡W (x, t | x′, t′) out of the integral.
1often also referred to as a non-linear FPE
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W (x, t | x′, t′;x′0)
W (x, t | x′, t′;x0)
t = 0
t = t′
x0 x
′ x′0
x
Figure 3.1: History dependence of non-Markov processes. The conditional PDF
W (x, t | x′, t′) is, in general, not well-defined for processes with memory because it
depends (among other things) on the underlying initial distribution Winit(x0), as eluci-
dated by Eq. (3.6). Non-Markov processes starting in different initial positions x0 do
not necessarily evolve into the same PDF W (x, t | x′, t′). Only for Markov processes can
W (x, t | x′, t′;x0) ≡W (x, t | x′, t′) hold ∀x0. Adapted from Ref. [131].
Although it may seem futile to proceed from this point onward, there actually exists
a special case where a GFPE and its solution can be constructed: one can exploit the
fact that Eq. (3.4a) is a linear function in x(t) whenever U(x, t) is parabolic, as done in
Refs. [132, 133]. The Gaussian nature of ξ(t) is then passed on to x(t), which is therefore
fully characterized by its first two moments, and a GFPE can be reverse-engineered from
the resulting conditional PDF W (x, t | x′, t′). Furthermore, Gaussianity ensures that
x(t) is, in fact, completely described by said PDF, as long as the FDT (3.5) holds [133].
Then W (x, t | x′, t′) or, equivalently, W (x, t | x′, t′;x0) can be computed from the one-
and two-point joint conditional distributions W (x′, t′ | x0) and W (x, t;x′, t′ | x0) [134],
W (x, t | x′, t′;x0) = W (x, t;x
′, t′ | x0)
W (x′, t′ | x0) ,
which are well-known for Gaussian processes, and a short computation reveals
W (x, t | x′, t′;x0) =
√
1
2piσx,x(t)2[1− ρx,x′(t, t′)2] exp
(
− 1
2[1− ρx,x′(t, t′)2]
×
[
∆x− 〈∆x(t)〉
σx,x(t)
− ∆x
′ − 〈∆x(t′)〉
σx′,x′(t′)
ρx,x′(t, t
′)
]2)
. (3.7)
Here, we have introduced the notation ρx,x′(t, t′) = σx,x(t)−1σx′,x′(t′)−1σx,x′(t, t′)2 to
tighten our expression. The dependence on the initial position x0 is solely confined to the
averages 〈∆x(t)〉 and 〈∆x(t′)〉, and vanishes for Boltzmann-distributed initial conditions.
To explicitly compute the functions 〈∆x(t)〉, σx,x(t) and ρx,x′(t, t′) entering Eq. (3.7),
we need to focus on a specific problem. Therefore, let us consider a process x(t), satisfying
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Eq. (3.4a) for the free-energy landscape
U(x, t) = ∆E
[
∆x
∆xb
]2
−∆xF (t) ≡ Fc
2∆xb
(∆x)2 −∆xF (t) ,
with initially equilibrated modes. Formally, it is given by the expression
∆x(t) = ∆x0C(t) + Φ(t)− ∆xb
Fc
∫ t
0
dτ C˙(t− τ)[ξ(τ) + ξx(τ)] , (3.8a)
C(t) = L−1
(
(Dxβ)
−1 + K˜(s)
Fc/∆xb + s[(Dxβ)−1 + K˜(s)]
)
, C(0) = 1 , (3.8b)
Φ(t) = −∆xb
Fc
∫ t
0
dτ C˙(t− τ)F (τ) , (3.8c)
which we can use to compute the following moments and correlations (we refer the readers
who are interested in the detailed calculations to appendix A.1 on page 83),
〈∆x(t)〉 = 〈∆x0〉C(t) + Φ(t) ,
σx,x(t)
2 =
〈
[∆x(t)− 〈∆x(t)〉]2〉 = 〈(∆x0 − 〈∆x0〉)2〉C(t)2 + ∆xb
βFc
[1− C(t)2] ,
σx,x′(t, t
′)2 =
〈
[∆x(t)− 〈∆x(t)〉][∆x(t′)− 〈∆x(t′)〉]〉
=
〈
(∆x0 − 〈∆x0〉)2
〉
C(t)C(t′) +
∆xb
βFc
[C(|t− t′|)− C(t)C(t′)] .
If the process’s initial position x0 is Boltzmann-distributed, we have 〈∆x0〉 = 0 and〈
(∆x0 − 〈∆x0〉)2
〉
= ∆xb/βFc and the PDF (3.6) consequently reads
W (x, t | x′, t′) =
√
βFc
2pi∆xb[1− C(t− t′)2]
× exp
(
− βFc
(
[∆x− Φ(t)]− [∆x′ − Φ(t′)]C(t− t′))2
2∆xb[1− C(t− t′)2]
)
. (3.9)
In the absence of external forces, the right-hand side of Eq. (3.9) only depends on the time
interval t− t′ and W (x, t | x′, t′) thus describes a stationary process [133]. Furthermore,
it can be shown that the PDF (3.9) describes a Markov process if and only if C(t) =
C(t− t′)C(t′) holds [133]. However, this relation is only satisfied if C(t) is exponential,
which, in turn, limits the kernel’s functional form to either K(t) ∝ δ(t) or K(t) ≡ 0,
according to Eq. (3.8b). For any other memory kernel, Eq. (3.9) thus describes a non-
Markov process.
To compute the GFPE associated with the solution (3.9), let us consider the following:
we know that a Gaussian distribution W (z, t) with mean 〈z(t)〉 and variance σz,z(t)2
satisfies the equation
∂W (z, t)
∂t
= − ∂
∂z
[
∂〈z(t)〉
∂t
− 1
2
∂σz,z(t)
2
∂t
∂
∂z
]
W (z, t) , W (z, t) ∝ exp
(
− [z − 〈z(t)〉]
2
2σz,z(t)2
)
.
Furthermore, let us assume that the mean has the functional form 〈z(t)〉 = a(t)z′ + b(t)
with an arbitrary reference point z = z′. We can then eliminate the coordinate z′ from
the FPE above via
∂〈z(t)〉
∂t
=
a˙(t)
a(t)
[〈z(t)〉 − b(t)] + b˙(t) .
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Exploiting the fact that ∂zW (z, t) = −σz,z(t)−2[z − 〈z(t)〉]W (z, t) and therefore also
〈z(t)〉∂zW (z, t) = ∂z[zW (z, t)] + σz,z(t)2∂2zW (z, t) holds, we obtain
∂W (z, t)
∂t
= − ∂
∂z
(
a˙(t)
a(t)
[
〈z(t)〉 − b(t) + a(t) b˙(t)
a˙(t)
]
− 1
2
∂σz,z(t)
2
∂t
∂
∂z
)
W (z, t)
= − ∂
∂z
(
a˙(t)
a(t)
[
z − b(t) + a(t) b˙(t)
a˙(t)
]
+
[
a˙(t)
a(t)
σz,z(t)
2 − 1
2
∂σz,z(t)
2
∂t
]
∂
∂z
)
W (z, t) .
Reading the functions a(t) and b(t), and the variance off Eq. (3.9) finally results in
∂W (x, t | x′, t′)
∂t
= −∆xb
βFc
C˙(t− t′)
C(t− t′)︸ ︷︷ ︸
=D(t−t′)
∂
∂x
(
βFc
∆xb
[
∆x+
C(t− t′)2
C˙(t− t′)
∂
∂t
Φ(t)
C(t− t′)
]
+
∂
∂x
)
W (x, t | x′, t′) , (3.10a)
where we have introduced the time-dependent diffusion coefficient D(t− t′) to underscore
the similarity to the Smoluchowski equation (1.8), evaluated for the free-energy landscape
U(x, t) considered here. Especially in the absence of external forces, the similarity between
the two equations is startling, as best seen when Eq. (3.10a) is rewritten in the following
form,
∂W (x, t | x′, t′)
∂t
=
D(t− t′)
Dx
LˆS(x)W (x, t | x′, t′) + ∆xb
Fc
[
C(t− t′) ∂
∂t
1
C(t− t′)
×
∫ t
0
dτ C˙(t− τ)F (τ)
]
∂W (x, t | x′, t′)
∂x
, (3.10b)
using the stationary Smoluchowski operator LˆS(x) = D∂x e−βFc(∆x)
2/2∆xb ∂x e
βFc(∆x)2/2∆xb .
The above equation also reveals that, in contrast to the Markovian case, an external
driving force F (t) does not enter the drift coefficient linearly, but rather gets “filtered” in
a complex way that mirrors the non-Markovian nature of the process.
Yet another way of presenting Eq. (3.10a), which is often seen in the literature [132, 135–
139], is obtained by setting t′ equal to zero,
∂W (x, t | x0)
∂t
= D(t)
∂
∂x
(
βFc
∆xb
[
∆x− ∆xb
βFc
Φ˙(t)
D(t)
− Φ(t)
]
+
∂
∂x
)
W (x, t | x0) . (3.10c)
This representation, however, is rather unfortunate, because Eq. (3.10c) is also the FPE
of the following non-stationary, Gaussian, Markov process [133],
1
D(t)β
x˙(t) = − Fc
∆xb
∆x+
Φ˙(t)
βD(t)
+
Fc
∆xb
Φ(t) + ξ(t) ,
〈ξ(t)〉 = 0 , 〈ξ(t)ξ(t′)〉 = 2
D(t)β2
δ(t− t′) ,
which should be contrasted with Eqs. (3.4a) and (3.5). The form (3.10c) can therefore
lead to severe problems in practice, e.g. when a non-Markovian system is inadvertently
substituted for a Markov process with a similar PDF, as we shall see in Sec. 3.2.1 on
page 57.
Finally, it should be stressed that the GFPEs (3.10) were derived under very specific
initial conditions, i.e. for noises satisfying Eq. (3.5) and Boltzmann-distributed initial
positions x0, and are, apart from that, exclusively valid for Gaussian processes. Their use
is therefore much more restricted than what is customary for ordinary FPEs.
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3.1.3 N + 1 dimensional Markovian description
If one refrains from immediately eliminating the non-reactive coordinates yi(t), the
Langevin equations (3.3) describe an N + 1 dimensional Markov process
~x(t) =
(
x(t), y1(t), y2(t), . . . , yN (t)
)T
that evolves according to the following equation of motion,
D−1β−1~˙x(t) = −M∆~x(t) + ~F (t) + ~ξ(t) , (3.11)
〈~ξ(t)〉 = 0 , 〈~ξ(t)~ξT (t′)〉 = 2D−1β−2δ(t− t′) ,
where ∆~x(t) = ~x(t)−(xb, xb, . . . , xb)T , D = diag(Dx, D1, D2, . . . , DN ) denotes the diago-
nal diffusion matrix, ~F (t) =
(
F (t), 0, 0, . . . , 0
)T and ~ξ(t) = (ξx(t), ξ1(t), ξ2(t), . . . , ξN (t))T
are external and stochastic forces, respectively, and
M =

−[Fc/∆xb +∑Ni=1 κi] κ1 κ2 · · · κN
κ1 −κ1 0 . . . 0
κ2 0 −κ2 . . . 0
...
. . .
...
κN 0 0 . . . −κN

is a coupling matrix. Equation (3.11) can be used to simulate non-Markov processes
because they remain embedded in the multidimensional Markov process and can thus
be extracted by simply ignoring the irrelevant degrees of freedom. One does not even
need to know the exact underlying Markov process, as demonstrated in Ref. [140],
where the GLE dynamics of a power-law memory kernel was embedded into fairly low-
dimensional Markovian systems without any considerable loss of precision over many
orders of magnitude.
The solution ∆~x(t) to Eq. (3.11) can be obtained using the same methods as in the
one-dimensional case, giving
∆~x(t) = e−DβMt ∆~x0 +
∫ t
0
dτ e−DβM(t−τ)[Dβ ~F (τ) + Dβ~ξ(τ)]
= e−DβM(t−t
′)
[
e−DβMt
′
∆~x0 +
∫ t′
0
dτ e−DβM(t
′−τ)[Dβ ~F (τ) + Dβ~ξ(τ)]
]
+
∫ t
t′
dτ e−DβM(t−τ)[Dβ ~F (τ) + Dβ~ξ(τ)]
≡ e−DβM(t−t′) ∆~x(t′) +
∫ t
t′
dτ e−DβM(t−τ)[Dβ ~F (τ) + Dβ~ξ(τ)] .
This expression provides the Kramers-Moyal coefficients [32, 33, 91] needed to compute
the associated FPE,
∂W (~x, t | ~x0)
∂t
= Dx
∂
∂x
[
βU ′(x, t)−
N∑
i=1
κi(∆yi −∆x) + ∂
∂x
]
W (~x, t | ~x0)
+
N∑
i=1
Di
∂
∂yi
[
κi(∆yi −∆x) + ∂
∂yi
]
W (~x, t | ~x0)
≡ LˆFP(x, {yi})W (~x, t | ~x0) . (3.12)
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Since Eqs. (3.3) are linear, the solution to Eq. (3.12) is a multivariate Gaussian of the
following functional form,
W (~x, t | ~x′, t′) =
√
1
(2pi)n+1|Σ(t, t′)| e
−[∆~x−〈∆~x(t,t′)〉]TΣ−1(t,t′)[∆~x−〈∆~x(t,t′)〉]/2 ,
where we have introduced the average position
〈∆~x(t, t′)〉 = e−DβM(t−t′) ∆~x(t′) +
∫ t
0
dτ e−DβM(t−τ) Dβ ~F (τ)
− e−DβM(t−t′)
∫ t′
0
dτ e−DβM(t
′−τ) Dβ ~F (τ)
=

µx,x(t− t′)[∆x(t′)− Φx(t′)] + Φx(t) +
∑N
i=1 µx,i(t− t′)[∆yi(t′)− Φi(t′)]
µ1,x(t− t′)[∆x(t′)− Φx(t′)] + Φ1(t) +
∑N
i=1 µ1,i(t− t′)[∆yi(t′)− Φi(t′)]
µ2,x(t− t′)[∆x(t′)− Φx(t′)] + Φ2(t) +
∑N
i=1 µ2,i(t− t′)[∆yi(t′)− Φi(t′)]
...
µN,x(t− t′)[∆x(t′)− Φx(t′)] + ΦN (t) +
∑N
i=1 µN,i(t− t′)[∆yi(t′)− Φi(t′)]
 ,
with
Φz(t) = Dxβ
∫ t
0
dτ µz,x(t− τ)F (τ) ,
and the covariance matrix
Σ(t, t′) =
〈
[∆~x− 〈∆~x(t, t′)〉][∆~x− 〈∆~x(t, t′)〉]T 〉
=
∫ t−t′
0
dτ
∫ t−t′
0
dτ ′ e−DβMτ Dβ〈~ξ(t− τ)~ξT (t− τ ′)〉Dβ e−MTDβτ ′
= 2
∫ t−t′
0
dτ e−DβMτ D e−M
TDβτ
=

σx,x(t− t′)2 σx,1(t− t′)2 σx,2(t− t′)2 . . . σx,N (t− t′)2
σ1,x(t− t′)2 σ1,1(t− t′)2 σ1,2(t− t′)2 . . . σ1,N (t− t′)2
σ2,x(t− t′)2 σ2,1(t− t′)2 σ2,2(t− t′)2 . . . σ2,N (t− t′)2
...
. . .
...
σN,x(t− t′)2 σN,1(t− t′)2 σN,2(t− t′)2 . . . σN,N (t− t′)2
 ,
which is symmetric, i.e. σi,j(t)2 ≡ σj,i(t)2, to tighten our expression. Notice that σx,x(t)2
denotes here the x-variance for unrelaxed modes and might therefore differ from the
variance computed in the previous section.
Finally, we can integrate out of W (~x, t | ~x′, t′) the irrelevant degrees of freedom, such
as the yis and the Boltzmann-distributed (initial) positions y′i, which corresponds to the
use of equilibrated modes at t = t′. This gives us
W (x, t | x′, t′) =
∫
RN
N∏
i=1
d∆y′i
√
βκi
2pi
e−βκi(∆y
′
i−∆x′)2/2
∫
RN
N∏
j=1
d∆yjW (~x, t | ~x′, t′)
=
√
1
2piσ˜x,x(t− t′)2 exp
(
−
(
[∆x− Φx(t)]− [µ˜x,x(t− t′)∆x′ − Φ˜(t, t′)]
)2
2σ˜x,x(t− t′)2
)
(3.13)
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with ∆y′i = y
′
i − xb and the following effective moments and response function,
µ˜x,x(t) = µx,x(t) +
N∑
i=1
µx,i(t) , σ˜x,x(t)
2 = σx,x(t)
2 +
N∑
i=1
(βκi)
−1µx,i(t)2 ,
Φ˜(t, t′) = µx,x(t− t′)Φx(t′) +
N∑
i=1
µx,i(t− t′)Φi(t′) .
Equation (3.13) agrees with the non-Markovian result (3.9) for either t′ = 0 or F (0 ≤ t <
t′) ≡ 0, as one convinces oneself of by explicitly comparing the two PDFs for a specific
kernel K(t). To do so, we need analytic expressions for the averages µx,x(t) and µx,i(t),
and the variance σx,x(t)2, but they can be written as functions of C(t) and ki(t) = κie−t/τi
(see appendix A.2 on page 85 for a detailed derivation),
µx,x(t) = − ∆xb
DxβFc
C˙(t) , µx,i(t) = Dx
∫ t
0
dτ βki(t− τ)µx,x(τ) , (3.14)
σx,x(t)
2 =
∆xb
βFc
[1− C(2t)] . (3.15)
The function µi,x(t) needed to compute Φi(t) can simply be read off the following average,
〈∆yi(t)〉 = ∆yi,0 e−t/τi +Di
∫ t
0
dτ βki(t− τ)〈∆x(τ)〉 = ∆x0 Di
Dx
µx,i(t)︸ ︷︷ ︸
=µi,x(t)
+ . . . ,
where ∆yi,0 = yi,0 − xb. The slight discrepancy between Eqs. (3.13) and (3.9) for t′ > 0
results from the fact that the modes were equilibrated at t = t′ and not in the memory’s
origin, at t = 0. Although this detail may be disregarded in the absence of external forces
(at least up to the point t′), it leads to inconsistencies for F (0 ≤ t < t′) 6= 0, because
in this case the modes can no longer be considered equilibrated at t = t′. Instead, the
higher order joint probability W (~x, t; ~x′, t′; ~x0) is needed to correctly account for mode
equilibration at t = 0, which should lead to a functional form for the reduced PDF that
coincides with Eq. (3.9) at all times.
3.2 Non-Markovian rate kinetics: No external forces
The escape kinetics of non-Markov processes is essentially determined by the same
quantities as in the Markovian limit, namely the reactive flux and the escape rate. The
main difference is that for processes with intrinsic memory, these quantities are governed
by the ratios between the modes’ relaxation times τi and the system’s other relevant
timescales, such as the MFPT T . These ratios measure the importance of the modes’
relaxation for the escape process. For most practical purposes, it suffices to distinguish
between equilibrated and unrelaxed modes, i.e. whether Eq. (3.5) effectively holds or not.
Modes in the former category relax very quickly and are therefore also referred to as
“fast”. They only affect the value of the diffusion coefficient, which results in a constant,
well-defined escape rate with a corresponding FPTD that displays, just like its Markovian
counterpart, an exponential decay. This is, however, no longer the case for unrelaxed
“slow” modes, whose relaxation times are on the same order or greater than the MFPT.
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Figure 3.2: “Fast” and “slow” modes in the virtual-particle picture, where the yi-
coordinates of Eqs. (3.3) are interpreted as the positions of particles (orange), harmonically
coupled to the reactive particle (blue). Each mode’s relaxation time τi is determined
by the stiffness κi of the spring and the diffusion coefficient Di of the attached particle,
where the latter is visually represented by its Stokes-radius, Ri ∝ D−1i . a) Fast decaying
modes, characterized by stiff springs (κi  V ′′(xb)) and Rx/Ri  1, can be integrated
out, resulting in a reduced diffusion coefficient compared to Dx, due to the additional
drag from the modes. In this case, the N + 1 particle system can be treated like a single
particle with R > Rx (light blue sphere). b) Slowly decaying modes correspond to large
particles being coupled to the reactive particle via soft springs and can effectively be
subsumed into its static confinement potential V (x).
For systems in this category, the associated coupling potentials can be considered more
or less static, which leads to a contribution to the effective free-energy landscape that
then becomes dependent on the initial configurations yi,0 − x0. An average over multiple
realizations of such systems thus results in a non-exponential FPTD. For a graphical
description of the two mode categories in terms of coupled virtual particles, see Fig. 3.2.
All in all, non-Markovian escape out of a bound state is a very rich problem, even
in the absence of external forces. It is therefore instructive to focus, for the time being,
on static free-energy landscapes and investigate how fast and slow modes affect the
first-passage statistics, before introducing perturbations in the form of external forces
that may influence the dominating timescales.
3.2.1 Established methods & their limitations
The fact that non-Markovian conditional PDFs are history-dependent and, in general,
ill-defined renders many of the techniques, which we used in the last two chapters to
treat the escape problem, unsuitable. For example, if one tries to apply the renewal
equation (2.5) to non-Markov processes, it becomes apparent that the conditional PDF
W (x, t | x′, t′) does not suffice as an integral kernel because it cannot guarantee that
the process only takes values x < x∞ at all times prior to t′ 2. These sort of non-local
conditions often arise for non-Markovian boundary value problems, as we shall see below,
but analytic progress can be made when using smooth barriers, where the escape rate
can be computed in the same manner as the Kramers rate (1.12b). First, the free-energy
2This does, however, not mean that it is impossible to formally construct a renewal equation for
non-Markovian processes, as we shall discuss further in Sec. 3.3.2 on page 69.
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potential landscape is expanded to second order around the basin’s minimum, as well as
in the barrier region,
V (x)|x≈xb ∼ V (xb) +
|V ′′(xb)|
2
∆x2 , V (x)|x≈xt ∼ V (xt)−
|V ′′(xt)|
2
(x− xt)2 .
Secondly, we use the formalism introduced in Sec. 3.1.2 on page 50 to construct a GFPE,
which describes the probabilistic flow across the barrier and can thus be used to read off
the associated reactive flux [136]. For equilibrated modes, for example, the GFPE in the
vicinity of x ≈ xt reads
∂W (x, t | x0)
∂t
= D(t)
∂
∂x
[
− β|V ′′(xt)|(x− xt) + ∂
∂x
]
W (x, t | x0) , (3.16)
where the time-dependent diffusion coefficient D(t) is defined as
D(t) =
1
β|V ′′(xt)|
C˙(t)
C(t)
, C(t) = L−1
(
Λ˜(s)
sΛ˜(s)− |V ′′(xt)|
)
,
and converges to D∞ for a finite Λ˜(0), as t → ∞. Hence, we can apply the reaction-
rate theory result (1.12b) in this limit by replacing D with D∞ to obtain the following
quasistatic escape rate,
k(t)
(1.12b)
=
D∞β
√|V ′′(xb)||V ′′(xt)|
2pi
e−β∆E =
D∞
Dx
kKramers ≡ kGH , (3.17a)
where kKramers ∝ Dx denotes the Kramers rate of the process x(t) in the absence of
the modes, i.e. for κi ≡ 0 ∀i. A more general version of the overdamped rate kGH was
originally derived by Grote & Hynes [141], whilst taking into account inertia effects, but
kGH can be regarded as a long-time asymptote of the time-dependent rate [142]
k(t) =
D(t)
Dx
kKramers , k(t→∞) ∼ kGH . (3.17b)
Caution should be exercised when using this expression to characterize first-passage time
events, because k(t) is directly proportional to the reactive flux through the transition
state and can oscillate or even become negative under certain circumstances [142]. Our
limited use of Eq. (3.17b) in this chapter is solely restricted to parameter regimes, where
D(t) > 0 ∀t and the rate converges to its asymptotic value kGH on timescales much
smaller than the bond’s lifetime, as is apparent from the FPTD’s purely exponential
decay in Fig. 3.3 on page 60. Therefore, in what follows, we shall continue using the
time-dependent expression (3.17b), although its use is strictly safe only in the long-time
limit.
Equation (3.17b) can be derived from the GFPE (3.16) by removing the time-dependent
diffusion coefficient via a temporal transformation t→ t∗, such that ∂t = [D(t)/Dx]∂t∗ .
The resulting ordinary FPE then gives rise to the following rate equation,
S˙(t∗) = −kKramersS(t∗) ⇐⇒ S˙(t) = −D(t)
Dx
kKramersS(t)
!
=−k(t)S(t) ,
which defines us the time-dependent rate (3.17b). The associated FPTD is given by
p(t) = k(t) exp
(
− kKramers
Dxβ|V ′′(xt)|
∫ t
0
dτ
C˙(τ)
C(τ)
)
= k(t)C(t)−kKramers/Dxβ|V
′′(xt)| . (3.18)
58
3.2. NON-MARKOVIAN RATE KINETICS: NO EXTERNAL FORCES
At a first glance, it may seem trivial to carry the above scheme over to the cusp po-
tential (1.29), as attempted by Goychuk & Hänggi in Ref. [138] for a power-law kernel.
Starting from the GFPE (3.10c) in absence of external forces, where
D(t) = − 1
β|V ′′cusp(xt)|
C˙(t)
C(t)
, C(t) = L−1
(
Λ˜(s)
sΛ˜(s) + |V ′′cusp(xt)|
)
, (3.19)
one can make the same time transformation as mentioned above to arrive at an ordinary
FPE, which must then be solved with respect to an appropriate absorbing boundary
condition to determine the rate of escape. Since the original problem is non-Markovian,
the absorbing boundary condition should also be non-Markovian (even after transforming
t → t∗) and therefore non-local in time [143], i.e. unlike for Markov processes, where
the Markov property requires the conditions only to depend on the process’s present
state, non-Markovian boundary conditions must hold for all times prior to the current
observation, back to the point that sets the memory’s origin. Goychuk & Hänggi, however,
overlooked this fact and treated the problem using the Markovian absorbing boundary
condition (2.2), which leads to a time-dependent rate of the form (3.17b) and the FPTD3
pcusp(t) = k(t)C(t)
kcusp/Dxβ|V ′′cusp(xt)| , (3.20)
where kcusp is defined in Tab. 1.1 on page 7. Although these results seem to nicely mirror
the smooth-barrier case, this crude approximation to the true boundary value problem
is not generally valid, as explored to some extent in Ref. [144] for a two dimensional
non-Markov diffusion process. In fact, since every GFPE can be read as the FPE for
an associated Markov process (see Sec. 3.1.2 on page 50), it follows that solving it with
respect to a Markovian boundary condition leads to a solution for the Markov process
and not the non-Markov one. This problem does not arise when considering free-energy
landscapes that take finite values ∀x, with either a parabolic or non-parabolic barrier, as
discussed in Refs. [145, 146] (albeit with a different formalism, since the GFPE can only
be constructed for parabolic potentials), because in that case we can shift the boundary
condition to infinity in x.
To support our claims, we compare in Fig. 3.3 on the following page Eq. (3.18) from
the Grote-Hynes (GH) theory and the heuristic result (3.20) to simulation data for, on
the one hand, the truncated linear-cubic potential (2.18) and, on the other, the cusp
potential (1.29). The data was generated by repeatedly integrating the coupled Eqs. (3.3)
using a single mode, i.e. N = 1 and therefore Λ(t) = κ1e−t/τ1 + 2(Dxβ)−1δ(t), with
varying values of τ1 and βκ1. Each run lasted up to the point where the virtual particle
reached x = x∞ for the first time. The autocorrelation functions needed to evaluate
Eqs. (3.18) and (3.20) both have the functional form
C(t) =
[
cosh
(
Bt
τ1
)
− A
2 − 2A− 4B2
4B
sinh
(
Bt
τ1
)]
e−At/2τ1 ,
A = 1 +Dxτ1(βκ1 + β|V ′′(xt)|) , B =
√
A2/4−Dxβ|V ′′(xt)|τ1 ,
where |V ′′(xt)| is a placeholder for either |V ′′cusp(xt)| = 2∆E/(∆xb)2 or −|V ′′cubic(xt)| =
−6∆E/(∆xb)2, depending on the considered potential. As expected, the FPTD expres-
sion (3.20) miserably fails to describe the escape out of the cusp potential for most
3Although Goychuk & Hänggi did not explicitly compute the FPTD, they did determine S(t) =
p(t)/k(t), which can be read off Eq. (3.20) and evaluated for Λ(t) ∝ |t|−α to show that their result indeed
coincides with Eqs. (3.17b) and (3.20).
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Figure 3.3: First-passage time distributions associated with the time-dependent Grote-
Hynes rate expression (3.17b) for the linear-cubic potential (2.18) (left column) and the
cusp potential (1.29) (right column), evaluated for a single-mode kernel with a) τ1 = 10−6 s
and βκ1 = 103 nm−2, b) τ1 = 10−3 s and βκ1 = 1 nm−2, and c) τ1 = 10−3 s and
βκ1 = 10 nm
−2. Theoretical predictions (solid lines) are plotted on top of numerical
data from Brownian dynamics simulations (shaded areas), using the same parameters
as in Fig. 2.4 on page 33. a) For modes with extremely short relaxation times τ1, GH
theory seems to provide a decent fit for both potentials. b,c) At intermediate mode
relaxation times, however, it is no longer applicable to the cusp potential, as best seen by
the utter failure of Eq. (3.20) to reproduce the trend of the corresponding simulation data.
c) Furthermore, the precision of the GH expression (3.18) for the linear-cubic potential
also decreases when the memory’s strength becomes sufficiently high.
parameter sets; only for sufficiently short τ1 does it provide a decent match, because in
this limit the GLE dynamics becomes asymptotically Markovian (this is discussed in
more detail in the next section). However, the GH prediction (3.18) for the linear-cubic
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Figure 3.4: Quality of the Grote-Hynes rate (3.17a) in comparison to the exact mean first-
passage time that follows from Eq. (3.21), evaluated for the linear-cubic potential (2.18)
and a single-mode kernel. Their product is plotted using τ1 = 10−3 s and different values
of βκ1 (in units of nm−2). As the memory strengthens, the potential’s anharmonicity
plays an increased role and broadens the range of barrier heights β∆E , where kGH suffers
substantially from a loss of accuracy.
potential is certainly not flawless either, as an inspection of the special case τ1 = 10−3 s,
βκ1 = 10 nm
−2 of fairly strong memory demonstrates. Here, the anharmonicities in the
potential affect the escape rate in such a way that the approximations behind Eqs. (3.17)
break down, even though β∆E  1 still holds. This discrepancy between analytic theory
and numerics was also observed in Refs. [140, 147] and clearly presents an unforeseen
upper limit to the GH model.
The quality of the GH rate (3.17a) as a function of the barrier height can be read
off Fig. 3.4, where we compare kGH to the exact MFPT for different values of βκi. The
MFPT can be computed, irrespective of the related boundary conditions, by going over
to the multidimensional Markovian description and use the operator LˆFP(x, {yi}) from
the FPE (3.12) to set up an inhomogeneous partial differential equation for T (see also
Sec. 1.1.2 on page 7),
Lˆ†FP(x0, {yi,0})T (x0, {yi,0}) = −1 , T (x∞, {yi,0}) ≡ 0 , (3.21)
where the adjoint Fokker-Planck operator has the explicit form
Lˆ†FP(x, {yi}) = Dx eβV (x)
N∏
i=1
eβκi(x−yi)
2/2 ∂
∂x
e−βV (x)
N∏
j=1
e−βκj(x−yj)
2/2 ∂
∂x
+
N∑
i=1
Di e
βκi(x−yi)2/2 ∂
∂yi
e−βκi(x−yi)
2/2 ∂
∂yi
.
The dependence on the initial conditions can be eliminated by distributing them appro-
priately; the escape rate out of the cusp potential (1.29), for example, is given by the
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inverse MFPT with Boltzmann-distributed x0 and yi,0s,
T −1cusp =
[ ∫ ∆xb
−∞
d∆x0
√
β∆E
pi(∆xb)2
2 e−β∆E(∆x0/∆xb)2
1 + erf(
√
β∆E)
×
∫
RN
N∏
i=1
d∆yi,0
√
βκi
2pi
e−βκi(∆yi,0−∆x0)
2/2 T (x0, {yi,0})
]−1
. (3.22a)
The main drawback of this method is that we only obtain the first moment of the FPTD,
which may be sufficient to construct p(t) for fast decaying modes, such as
pexact(t)|τiT = T −1cusp e−t/Tcusp , (3.22b)
but for slow modes and force-driven unbinding events higher moments are also required.
Furthermore, the solution T (x0, {yi,0}) of Eq. (3.21) can, in general, only be obtained
numerically, which makes this method ill-suited for data fitting. In order to obtain some
analytic results for the cusp potential, we must therefore concentrate on specific situations,
where the escape kinetics asymptotically reduces to a Markovian one and, hence, becomes
analytically tractable. We have already mentioned one of those situations, namely the
limit τi → 0, but calculations with unrelaxed modes do also provide viable results in the
opposite limit, τi →∞, as we shall see below.
3.2.2 Markovian limits of fast & slowly decaying modes
Up until now, we have not paid much attention to unrelaxed modes, i.e. modes that
satisfy τi & T and are thus seemingly anchored at their initial positions yi,0 on short
timescales. For τi  T , they even hinder escape out of the bound state by contributing
to the effective energy barrier that needs to be overcome. The asymptotics of this limit
can be grasped, mathematically, by assuming that τi →∞ holds for these modes. This
reduces the frozen mode components ki(t) of an integral kernel K(t) to [142]
ki(t) = κi e
−t/τi τi→∞∼ κi
and a GLE of the form (3.4a), with a kernel composed entirely of such modes, to
1
Dxβ
x˙(t) + V ′(x) +
N∑
i=1
κi[x(t)− yi,0] =
N∑
i=1
1
τi
∫ t
0
dτ ξi(τ)︸ ︷︷ ︸
∼0
+ξx(t) . (3.23)
Equation (3.23) describes a Markov process in the effective potential V (x)+
∑N
i=1κi(∆x−
∆yi,0)
2/2, which can be plugged into Eq. (1.12a) to compute the corresponding Kramers
rate. It can be calculated analogous to the DHS rates in Sec. 1.3.1 on page 15, where the
force protocol F (t) gets replaced by
∑N
i=1κi∆yi,0 and the effective barrier height
∆Eeff = ∆E +
N∑
i=1
1
2
κi(∆xb)
2
substitutes for the initial height ∆E . For the cusp potential (1.29), we thus get
k(t)
τi→∞∼ k({yi,0}) ≈ kcusp|∆E=∆Eeff
[
1−
N∑
i=1
κi∆xb∆yi,0
2∆Eeff
]
× exp
∆Eeff
1− [1− N∑
i=1
κi∆xb∆yi,0
2∆Eeff
]2 . (3.24)
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Notice that the rate (3.24) remains positive only for
∑N
i=1κi∆yi,0 ≤ 2∆Eeff/∆xb. The
convergence of the following expression for the associated FPTD is nevertheless guaranteed,
because the harmonic coupling suppresses extreme values of yi,0 exponentially,
p(t)
τi→∞∼
∫ ∆xb
−∞
d∆x0
√
β∆E
pi(∆xb)2
2 e−β∆E(∆x0/∆xb)2
1 + erf(
√
β∆E)
×
∫
RN
N∏
i=1
d∆yi,0
√
βκi
2pi
e−βκi(∆yi,0−∆x0)
2/2 k({yi,0}) e−k({yi,0})t
≈
∫
RN
N∏
i=1
d∆yi,0
e−(∆yi,0)2/2[(∆xb)2(2β∆E)−1+(βκi)−1]√
2pi[(∆xb)2(2β∆E)−1 + (βκi)−1]
k({yi,0}) e−k({yi,0})t . (3.25)
However, to counteract numerical errors when evaluating Eq. (3.25), it may be necessary to
shift the integration boundaries of ∆yi,0 to lower values in such a way that the rate (3.24)
never takes negative values.
The opposite limit, τi → 0, is also well-defined and can be attributed to modes that
not only relax on timescales well below the MFPT, but more specifically on timescales
much shorter than the process’s transition time Ttrans, i.e. the small amount of time
it takes the process (on average) to transition over the barrier from the bound to the
unbound state [148, 149]. This time, along with the usually more significant mean time
Tdwell spent in the bound state prior to the transition, makes up the MFPT as follows,
T = Ttrans + Tdwell β∆E1∼ Tdwell .
A kernel of N such instantaneously decaying modes is asymptotically given by [142]
K(t) =
N∑
i=1
κi e
−t/τi ≡
N∑
i=1
1
Diβτi
e−t/τi τi→0∼
N∑
i=1
2
Diβ
δ(t) ,
for which the GLE (3.4a) reduces to
[
1
Dxβ
+
N∑
i=1
1
Diβ
]
x˙(t) + V ′(x) =
N∑
i=1
2(yi,0 − x0)
Diβ
δ(t) +
N∑
i=1
ξi(t) + ξx(t) . (3.26)
Besides the term proportional to the initial configurations yi,0 − x0, Eq. (3.26) is equiv-
alent to the Langevin equation (1.33) with an effective diffusion coefficient Deff =
(D−1x +D
−1
1 +D
−1
2 + · · ·+D−1N )−1 and a corresponding random force ξeff(t) = ξx(t) +
ξ1(t) + ξ2(t) + · · ·+ ξN (t). Due to the instantaneous equilibration, however, said term is
completely negligible, as can best be seen by comparing the moments of
∆x(t) =
[
∆x0 +Deff
N∑
i=1
∆yi,0 −∆x0
Di
]
C(t)− (∆xb)
2
2∆E
∫ t
0
dτ C˙(t− τ)ξeff(τ) ,
which is the solution of Eq. (3.26) with C(t) = e−2Deffβ∆Et/(∆xb)2 , using the cusp poten-
tial (1.29), to the moments associated with Eq. (1.33): in the limit τi → 0, the moments
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Figure 3.5: The single-mode first-passage time distribution in the non-trivial Markovian
limits of slow and fast mode relaxation times. Theoretical predictions (solid lines) are
plotted on top of numerical data from Brownian dynamics simulations (shaded areas)
for different values of βκ1 and otherwise the same parameters as were used in Fig. 2.2
on page 29. a) For τ1 = 10 s with βκ1 = 0.1 (left), 1 (middle) and 10 nm−2 (right), our
mode can be regarded as frozen and the resulting non-exponential FPTDs are fairly well
described by Eq. (3.25). Only for κ1 = 10 nm−2 is the distribution’s tail too broad to
be sufficiently sampled, thus forcing us to re-normalize our theoretical prediction to fit
the data. b) The mode relaxes instantaneously when τ1 = 10−6 s (βκ1 = 102, 103 and
104 nm−2 from left to right), which allows for a single-rate description. The FPTD is
thus asymptotically given by Eq. (3.27). In both limits, we considered cases that clearly
distinguish themselves from the trivial Markovian result (3.28) (black dashed lines).
of these two processes become identical as a short calculation reveals,
〈∆x(t)〉 =
[
〈∆x0〉+Deff
N∑
i=1
1
Di
〈∆yi,0 −∆x0〉︸ ︷︷ ︸
=0
]
C(t) = 〈∆x0〉C(t) ,
〈
[∆x(t)− 〈∆x(t)〉]2〉 = 〈(∆x0 − 〈∆x0〉)2〉+D2eff N∑
i=1
1
D2i
〈(∆yi,0 −∆x0)2〉︸ ︷︷ ︸
=Diτi∼0
C(t)2
+
[
(∆xb)
2
2∆E
]2 ∫ t
0
dτ C˙(τ)
∫ t
0
dτ ′ C˙(τ ′)〈ξeff(t− τ)ξeff(t− τ ′)〉
=
〈
(∆x0 − 〈∆x0〉)2
〉
+
(∆xb)
2
2β∆E [1− C(t)
2] .
The escape rate out of a cusp potential in the presence of instantaneously decaying modes
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Figure 3.6: The partition of the κi-Di-parameter space into different regimes, according
to the respective dominant mode categories, where the black diagonals represent contour
lines of constant mode relaxation times τi. Analytic and semi-analytic predictions for the
first-passage time distribution p(t) (solid lines) are plotted on top of numerical data from
Brownian dynamics simulations (shaded areas). a) If the intrinsic memory, which builds
up during the time it takes the process to leave the bound state, is small in comparison to
the Stokesian friction affecting the reactive particle, then the corresponding mode can be
considered negligible (blue), as a comparison to the Markovian result (3.28) (black dashed
line) confirms. b) For τi  Ttrans, the mode decays instantaneously (red) with the effective
diffusion coefficient Deff. c) On intermediate timescales, Ttrans < τi  T (orange), p(t)
still relaxes exponentially, but for d) τi ∼ T , the initial positions yi,0 start to lag behind
and the distribution becomes non-exponential. In both of these cases, the FPTD is not
analytically tractable, but must be obtained by solving Eq. (3.21) numerically. e) As
τi →∞, the modes become essentially frozen (green), resulting in an ill-defined escape
rate and thus a heavy-tailed, non-exponential p(t) (just like in Fig. 3.5 on the preceding
page, Eq. (3.25) has to be re-normalized).
thus reads k(t) ∼ kcusp|D=Deff and the corresponding FPTD is simply given by
p(t)
τi→0∼ kcusp e−kcuspt
∣∣
D=Deff
. (3.27)
In Fig. 3.5 on the facing page, we verify the validity of Eqs. (3.25) and (3.27) in the
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appropriate limits via comparison to numerical data, which was obtained for different
values of βκ1 and two relaxation times τ1 that correspond to frozen and instantaneously
relaxing modes, respectively. In both cases, βκi was chosen such that the modes are far
from being negligible, i.e. the resulting FPTDs are distinct from the purely Markovian
case,
p(t) = kcusp e
−kcuspt . (3.28)
Negligible modes make up a category of their own and are characterized by sufficiently
soft springs, κi  2∆E/(∆xb)2, and extremely large diffusion coefficients, Di  Dx. To
summarize how the parameter space is divided up between the categories, we present in
Fig. 3.6 on the previous page a diagram highlighting the regimes that are respectively
dominated by frozen, instantaneously decaying and negligible modes. These Markovian
special cases restrict the parameter space from both above and below, such that there
only remains a narrow strip of parameter combinations for so-called intermediate modes,
whose escape kinetics for the cusp potential (1.29) cannot be treated analytically.
3.3 Forced non-Markovian transitions
After establishing how memory friction affects the escape rate over a static energy
barrier, it is now time to analyze what impact external forces have on the non-Markovian
bond kinetics. For smooth barriers, we could repeat the calculation leading to either
of the two expressions (3.17a) or (3.17b) for a time-dependent free-energy landscape
U(x, t) = V (x)−∆xF (t), but since the above mentioned computation is based on the
Kramers formalism it would only hold for quasistatic loading protocols. Furthermore, GH
theory only remains valid for moderate spring stiffnesses, as discussed in Sec. 3.2.1 on
page 57. We shall thus in the remainder focus on the cusp potential (1.29) in order to
access the rapid-pulling regime and restrict our discussion mostly to the asymptotic cases
of frozen and instantaneously decaying modes.
From the previous chapter, we know that an applied force destabilizes the bond and
lowers its lifetime, i.e. the MFPT is a decreasing function of F . Therefore, modes with
relaxation times τi  T (0) > T (F ) ∀F > 0 will not be influenced by external forces,
whereas sufficiently high forces might transform fast modes with τi  T (0) into slow
modes by pushing the MFPT down below the mode’s relaxation time. Hence, we shall
first discuss frozen modes, whose behavior should be unaffected by external forces, before
moving on to the more complex situation of intermediate and instantaneously decaying
modes. Even though all the theoretical refinements that were introduced in the previous
chapter to describe more closely the complex experimental situation can be applied here
again, we shall for better clarity concentrate in the following solely on the simplest case,
namely linear force ramps F (t) = F˙ t.
3.3.1 Frozen modes
A system coupled to N frozen modes is asymptotically described by the Langevin
equation (3.23), where we can use the x-components of the term proportional to x(t)−yi,0
to construct, in combination with V ′(x) = 2∆E∆x/(∆xb)2, an effective static potential
term. The yi,0-components can then be stowed away with the external force F (t) in an
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effective force term, resulting in a Langevin equation
1
Dxβ
x˙(t) +
2
(∆xb)2
[
∆E +
N∑
i=1
κi(∆xb)
2
2
]
︸ ︷︷ ︸
=∆Eeff
[x(t)− xb] = F (t) +
N∑
i=1
κi∆yi,0︸ ︷︷ ︸
=Feff(t,{yi,0})
+ξx(t)
of the exact same form as Eq. (2.15). We can therefore adopt the Markovian results
of Sec. 2.2.1 on page 27 for a linear force ramp F (t) = F˙ t to compute a yi,0-dependent
expression for the RFD,
p(F, F˙ , {yi,0}) ≈ kcusp|∆E=∆Eeff
F˙
[
1 +
Feff(F, {yi,0})
Fc,eff
− 2Φ(F, F˙ , {yi,0})
∆xb
]
× eβ∆Eeff
(
1−[1−Φ(F,F˙ ,{yi,0})/∆xb]2
)
× exp
(
− kcusp|∆E=∆Eeff
β∆xbF˙
[
eβ∆Eeff
(
1−[1−Feff(F,{yi,0})/Fc,eff]2
)
− eβ∆Eeff
(
1−[1−Feff(0,{yi,0})/Fc,eff]2
) ])
, (3.29a)
with the critical force Fc,eff = 2∆Eeff/∆xb and
Φ(F, F˙ , {yi,0}) = ∆xb
[
Feff(F, {yi,0})
Fc,eff
− F˙∆xb
DxβF 2c,eff
(
1− e−DxβFc,effF/∆xbF˙ )] .
After averaging over the initial positions yi,0, we finally get
pslow(F, F˙ ) ≈
∫
RN
N∏
i=1
d∆yi,0
e−[∆yi,0]2/2[∆xb(βFc)−1+(βκi)−1]√
2pi[∆xb(βFc)−1 + (βκi)−1]
p(F, F˙ , {yi,0}) , (3.29b)
where we have used the same approximation as in Eq. (3.25) to eliminate the integral
over the x0-coordinate.
Apart from the yi,0-dependence that is solely confined to the effective force term
Feff(F, {yi,0}), Eq. (3.29a) strongly resembles the BSK result (2.16b), evaluated for
∆E = ∆Eeff. In fact, these two expressions become synonymous in the rapid-pulling
limit F˙  F˙c,eff ≡ F˙c|∆E=∆Eeff , because the RFD only takes significant values at forces
much greater than
∑N
i=1κi∆yi,0 under extreme loading rates and therefore we have
Feff(F, {yi,0}) ∼ F . For F˙  F˙c,eff, only the higher moments of p(F, F˙ ) get affected by
the average over the initial positions, whereas the MRF remains indistinguishable from
its Markovian counterpart for β∆E  1, due to 〈yi,0〉 = xb ∼ 〈x0〉. Hence, it seems that
the presence of frozen modes, which generally have a drastic effect on the FPTD in the
force-free case, may be hard to detect experimentally, unless higher moments of the RFDs
are properly resolved at low loading rates.
In Fig. 3.7a on the following page, we justify our above claims by comparing Eqs. (3.29)
and (2.16b), where the latter is evaluated using ∆E = ∆Eeff, to simulation data for a
single frozen mode, with βκ1 = 1 nm−2 and τ1 = 10 s. The associated MRF, which follows
from Eq. (2.16c), is depicted in Fig. 3.8 on page 69.
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Figure 3.7: The rupture force distribution under the influence of different modes, as a
function of the loading rate (increasing from left to right in units of pN s−1). Theoretical
predictions (lines) are plotted on top of numerical data (shaded areas) for the escape out
of the cusp potential (1.29) with the same parameters as in Fig. 2.2 on page 29. a) The
RFD in the presence of a frozen mode, characterized by βκ1 = 1 nm−2 and τ1 = 10 s,
is nicely captured by Eqs. (3.29) (solid lines), whereas b) an instantaneously decaying
mode with βκ1 = 104 nm−2 and τ1 = 10−6 s requires the use of Eq. (3.32) (solid lines).
The data can also, partially, be described using the Markovian result (2.16b) of the BSK
model (dashed lines), evaluated using either ∆E = ∆Eeff or D = Deff, depending on the
mode’s relaxation time. c) The functional form of a RFD for intermediate modes, such
as the one used here with βκ1 = 100 nm−2 and τ1 = 10−2 s, is generally unknown, but in
the rapid-pulling limit it coincides with Eq. (3.32).
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Figure 3.8: Mean rupture forces associated with the data (symbols) and theory (lines)
presented in Fig. 3.7 on the preceding page and computed via Eq. (2.16c). The Markovian
approximation (blue solid line) is representative for the case with only negligible hidden
modes. It provides a lower bound for the rupture forces and is similar in shape to the
MRF obtained with frozen modes (squares and green single dot-dashed line). The MRFs
for instantaneously decaying (circles and red dashed line) and intermediate (pentagons
and orange double dot-dashed line) modes both display new regimes, characterized by
two additional inflection points besides the one sitting in the vicinity of F˙ = F˙c. The
critical loading rate for each type of mode (F˙c ≈ 7273, 8.4× 104 and 792 pN s−1 for in-
stantaneously decaying, frozen and intermediate modes, respectively) was computed using
the corresponding effective diffusion coefficients and barrier heights. For the intermediate
modes, we evaluated F˙c with the Deff provided by the theory for instantaneously decaying
modes to get a rough estimate.
3.3.2 Intermediate & instantaneously decaying modes
As discussed in Sec. 3.2.2 on page 62, the equation of motion for a system with instanta-
neously decaying modes is asymptotically given by the Langevin equation (1.33), with an
effective diffusion coefficient Deff and a corresponding noise term ξeff(t). However, the
validity of Eq. (1.33) is only guaranteed for τi  Ttrans  T , where∫ t
0
dτ K(t− τ)x˙(τ) ≈ x˙(t)
∫ ∞
0
dτ K(τ)
!
=
1
Deffβ
x˙(t) (3.30)
approximately holds. Yet, applied forces shorten the dwell time Tdwell(F ) and therefore
also the MFPT T (F ), until the escape becomes deterministic and T (F ) ∼ Ttrans(F )
eventually shrinks below τi for sufficiently high forces and loading rates. In this limit, the
approximation (3.30) greatly underestimates the value of Deff, because for F, F˙ →∞ the
escape occurs long before the system can build up the amount of memory that corresponds
to what Eq. (3.30) predicts.
To rectify this discrepancy, we recall that the GFPE (3.10a) is just as successful as the
Langevin equation (1.33) in describing the effects that instantaneously decaying modes
have on the force-free escape process (see Fig. 3.3a on page 60). However, to be able to
access the rapid-pulling regime, we would need some way to generalize the BSK formalism
and thus also the renewal equation (2.5) for x∞ ≡ xt, which can only be done formally,
69
CHAPTER 3. INTERNAL DEGREES OF FREEDOM & MEMORY EFFECTS
leading to the somewhat opaque expression [150, 151]
Wxt(x, t | x0) = W ∗(x, t | x0)−
∫ t
0
dτ Wxt
(
x, t | jxt(xt, τ | x0);x0
)
jxt(xt, τ | x0) .
Here, the integral kernel Wxt
(
x, t | jxt(xt, τ | x0);x0
)
represents the probability of our
process to reach x at a time t under the condition that it started in x0 and did not cross
xt prior to τ . Its functional form is governed by the sink term σ(x, t | x0) in Eq. (2.4),
which for non-Markov processes is just as hard to determine as the absorbing boundary
conditions it represents. Therefore, to make analytic progress, we reset the process’s
memory each time the process reaches x = xt, i.e. we replace Wxt
(
x, t | jxt(xt, τ | x0);x0
)
with the solution W ∗(x, t | xt, τ) to the GFPE (3.10a), which is given by Eq. (3.9). This
approximation is equivalent to the Wilemski-Fixman approximation (WFA), as pointed
out by Campos & Méndez in Ref. [150], even though their observation may not seem
obvious at a first glance, because in the literature the WFA mostly arises in the context
of many-body problems [90]. The equivalence becomes clearer if we consider the following
renewal equation for the N + 1 dimensional Markov process ~x(t), discussed in Sec. 3.1.3
on page 54,
Wxt(x, t | ~x0) = W ∗(x, t | ~x0)−
∫ t
0
dτ
∫
RN
N∏
i=1
dyt,iW
∗(x, t | ~xt, τ)jxt(~xt, τ | ~x0) ,
where we have already eliminated the yi-dependency via integration: the WFA assumes
that the absorbing boundary does not affect the distribution of the yt,i-coordinates, which
implies, mathematically, that
jxt(~xt, τ | ~x0) ≈Winit({yt,i})jxt(xt, τ | ~x0)
approximately holds and we obtain the same renewal equation as with memory resetting.
Of course, the WFA is only a reasonable approximation when the memory kernel of
interest is sufficiently short-lived, such as for instantaneously decaying modes.
With the help of the WFA, it is now straightforward to derive the corresponding
integral equation (2.8a) for the cusp potential (1.29), where the effective flux takes the
explicit form
ψ(x, t | x′, t′) = −D(t− t′)
(
βFc
∆xb
[
∆x+
C(t− t′)2
C˙(t− t′)
∂
∂t
Φ(t)
C(t− t′)
]
+
∂
∂x
)
W ∗(x, t | x′, t′)
+g(t)W ∗(x, t | x′, t′) . (3.31)
In the limit t′ → t and in the absence of external forces, the weak short-time singularity
in Eq. (3.31) vanishes for the same value of g(t) as in the Markovian case, namely
g(t) = DxβFc/2∆xb, because of D(0) ≡ Dx. However, this leads to a quasistatic escape
rate
kqs
(2.10)∼ 2ψ(x, t→∞) ≈ DxβFc
∆xb
W ∗(x, t→∞)
that is identical to the Kramers rate kcusp, whereas we would expect it to coincide with
the result for instantaneously decaying modes, kcusp|D=Deff . It is also worth mentioning
that, unlike for Markov processes, g(t) = DxβFc/2∆xb does not give rise to an optimal
flux with the functional form (2.8b) when plugged into Eq. (3.31) along with F (t) ≡ 0.
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To enforce the emergence of the desired rate constant, it suffices to alter g(t) in
such a way that one of its components is proportional to D(t − t′), because D(t − t′)
converges to Deff in the long-time limit. Hence, we make the requirement that g(t) =
g1(t) +D(t− t′)g2(t). A brief calculation,
lim
t′→t
ψ(xt, t | xt, t′) =
[
Φ˙(t)
2
+ g1(t)
]
lim
t′→t
W (xt, t | xt, t′)
− βFc
∆xb
[
∆xb
2
− ∆xb
βFc
g2(t)− Φ(t)
2
]
lim
t′→t
D(t− t′)W (xt, t | xt, t′) ,
then reveals that by choosing g1(t) = −Φ˙(t)/2 and g2(t) = βFc/2− βFcΦ(t)/2∆xb, we
can eliminate the integral kernel’s singularity and obtain the following expression, which
is in accordance with Eq. (2.8b),
ψ(xt, t) ≈ D(t)βFc
2
[
1− Φ(t)
∆xb
+
1
D(t)βFc
∂Φ(t)
∂t
]
W ∗(xt, t) ,
after Boltzmann-distributing the initial condition. To compute the exponential correction
needed to construct the probability flux (2.12), we exploit the fact that a Markovian
description, using the Langevin equation (1.33) with D = Deff, is asymptotically correct
in the quasistatic limit (see Sec. 3.2.2 on page 62) and thus end up with the following
expression for the RFD,
pfast(F, F˙ ) ≈ kcusp
F˙
D(F )
Dx
[
1− Φ(F, F˙ )
∆xb
+
F˙
D(F )βFc
∂Φ(F, F˙ )
∂F
]
eβ∆E
(
1−[1−Φ(F,F˙ )/∆xb]2
)
× exp
(
− kcusp|D=Deff
β∆xbF˙
[
eβ∆E
(
1−[1−F/Fc]2
)
−1
])
, (3.32)
where the force-dependent diffusion coefficient D(F ) ≡ D(t(F )) is given by Eq. (3.19)
and
Φ(F, F˙ ) = ∆xb
[
F
Fc
− 1
Fc
∫ F
0
df C(f)
]
.
Equation (3.32) can be compared to a similar result obtained by Kappel et al. [152] for
a single overdamped mode with Di = Dx, where the non-Markovian PDF W ∗(x, t) was
essentially used to evaluate Eq. (1.12a) to obtain the associated quasistatic Kramers rate.
Our equation can be considered a generalization of Kappel’s theory, because it allows
for the use of arbitrary memory kernels K(t) and diffusion coefficients Di, and is also
applicable in the rapid-pulling limit.
In Fig. 3.7 on page 68, we compare Eq. (3.32) to simulation data obtained for a single
instantaneously decaying mode and an intermediate mode, respectively. The data for the
former can be adequately fitted with the BSK model expression (2.16b) using D = Deff at
low and intermediate loading rates, but Eq. (3.32) is needed in the rapid-pulling limit to
account for the reduced friction due to memory, as T (F )|F˙→∞ → 0. Although Eq. (3.32)
was tailored for instantaneously decaying modes, it also holds for intermediate modes in
the rapid-pulling limit F˙ →∞, where the bond dynamics becomes deterministic and the
non-Markovian boundary value problem reduces to solving 〈∆x(T∞)〉 = ∆xb inside the
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bound state. This equation can be rewritten as a transcendental function of 〈F 〉(F˙  F˙c),
given by
∆xb = −∆xb
Fc
∫ 〈F 〉
0
df f
∂C(F )
∂F
∣∣∣∣
F=〈F 〉−f
=⇒
∫ 〈F 〉
0
df C(f) = 〈F 〉 − Fc (3.33)
for linear force ramps F (t) = F˙ t, and is numerically much more efficient than Eq. (2.16c).
The importance of determining 〈F 〉(F˙ ) in the rapid-pulling limit is visualized in
Fig. 3.8 on page 69, where the MRFs of the simulation data from Fig. 3.7 are compared
to Eq. (2.16c). Unlike for the BSK model, where 〈F 〉(F˙ ) grows proportionally to F˙ 1/2
beyond F˙c, the MRF for instantaneously decaying and intermediate modes displays two
additional inflection points at loading rates much greater than F˙c, before T∞ drops below
τ1 and 〈F 〉(F˙ ) finally converges to the well-known ballistic F˙ 1/2-regime. Hence, this new
intermediate regime is where fast decaying modes make their presence felt and it should
be easily accessible via high-speed DFS and molecular dynamics simulations.
3.3.3 Multimodal kernels
Up until now, we have restricted our discussion to kernels only made up of a single
mode, where we distinguished between frozen, intermediate, instantaneously decaying
and negligible modes, depending on the system’s parameters (see Fig. 3.6 on page 65).
However, most real-world systems are multimodal and even though each mode on its
own might be considered negligible, they can collectively build up a significant memory.
Hence, as a precaution, we shall in the remainder of this chapter always consider the
system’s full modal spectrum, unless stated otherwise.
As a first attempt to develop tools for the analysis of forced escape problems in the
presence of multiple modes, we shall combine our results from the previous two sections
to describe systems composed of N frozen and M instantaneously decaying modes, while
the remaining parameters of the model are otherwise in no way restricted. Such a system
is governed by the equations
1
Dxβ
x˙(t) +
2
(∆xb)2
[
∆E +
N∑
i=1
κ
(f)
i (∆xb)
2
2
]
︸ ︷︷ ︸
=∆Eeff(N)
[x(t)− xb] +
∫ t
0
dτ
M∑
j=1
κ
(i)
j e
−(t−τ)/τj
︸ ︷︷ ︸
=K(t−τ,M)
x˙(τ)
= F (t) +
N∑
i=1
κ
(f)
i ∆yi,0︸ ︷︷ ︸
=Feff(t,{yi,0},N)
+ ξ(t,M) + ξx(t)︸ ︷︷ ︸
=Ξ(t,M)
, (3.34a)
〈Ξ(t,M)〉 = 0 , 〈Ξ(t,M)Ξ(t′,M)〉 = 1
β
K(|t− t′|,M) + 2
Dxβ2
δ(t− t′) , (3.34b)
where we have specified if the coupling constants κi belong to a frozen (“f”) or instanta-
neously decaying (“i”) mode. For quasistatic pulling, Eq. (3.34a) reduces to the Langevin
equation
1
Deff(M)β
x˙(t) +
2∆Eeff(N)
(∆xb)2
= Feff(t, {yi,0}, N) + ξeff(t,M)
with 〈ξeff(t,M)〉 = 0 and 〈ξeff(t,M)ξeff(t′,M)〉 = 2δ(t − t′)/Deff(M)β2. Applying the
concepts and approximations that lead to the analytic expressions of pslow(F, F˙ ) and
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pfast(F, F˙ ) in the previous two sections, we obtain an autocorrelation function and a
diffusion coefficient of the form,
C(F ) = L−1
(
(Dxβ)
−1 + K˜(s,M)
Fc,eff(N)/∆xb + s[(Dxβ)−1 + K˜(s,M)]
)(
t(F )
)
,
D(F ) = − F˙∆xb
βFc,eff(N)
∂ ln
(
C(F )
)
∂F
,
that finally lead to the following expression for the RFD of our mixed system,
pmulti(F, F˙ ) ≈
∫
RN
N∏
i=1
d∆yi,0
e−(∆yi,0)2/2[∆xb(βFc)−1+(βκ
(f)
i )
−1]√
2pi[∆xb(βFc)−1 + (βκ
(f)
i )
−1]
kcusp|∆E=∆Eeff(N)
F˙
D(F )
Dx
×
[
1− Φ(F, F˙ , {yi,0})
∆xb
+
F˙
D(F )βFc,eff(N)
∂Φ(F, F˙ , {yi,0})
∂F
]
× eβ∆Eeff(N)
(
1−[1−Φ(F,F˙ ,{yi,0})/∆xb]2
)
exp
(
− kcusp|∆E=∆Eeff(N),D=Deff(M)
β∆xbF˙
×
[
eβ∆Eeff(N)
(
1−[1−Feff(F,{yi,0},N)/Fc,eff]2
)
− eβ∆Eeff(N)
(
1−[1−Feff(0,{yi,0},N)/Fc,eff]2
) ])
, (3.35)
with Φ(F, F˙ , {yi,0}) being defined as before, i.e.
Φ(F, F˙ , {yi,0}) = − ∆xb
Fc,eff(N)
∫ F
0
df
∂C(F − f)
∂F
Feff(f, {yi,0}, N) .
Now, the large amount of parameters entering Eq. (3.35) makes it, on the one
hand, difficult to unambiguously fit the model to empirical data and, on the other,
computationally expensive to run it in a fit routine, such as the MLM of Sec. 2.2.2 on
page 30, because of all the integrals that have to be evaluated numerically. Therefore,
to simplify matters, we shall exploit the fact that on short timescales, i.e. on timescales
much shorter than the longest relaxation time, a kernel of multiple fast relaxing modes
may resemble a power law [129, 130, 140]
K(t→ 0) ∼ t
−α
DαβΓ(1− α) ,
with a generalized diffusion coefficient of dimension [Dα] = nm2s−α, where 0 < α ≤ 1 and
Γ(z) denotes the Γ-function. In this limit, the frozen modes that are potentially present
in the system only affect the critical force Fc,eff(N), because the short-time limit coincides
with the F˙ →∞ limit, where Feff(F, {yi,0}, N) ∼ F . Furthermore, since the κ(f)i s entering
Fc,eff(N) cannot be specified any further, we shall omit in the following the N -dependence
altogether and regard Fc,eff ≡ Fc,eff(N) as a single fit parameter. Finally, the equivalence
of the above mentioned two limits also allows us to employ Eq. (3.33) to compute the
MRF at high loading rates, where we only need to replace Fc with Fc,eff, given that we
know the functional form of the autocorrelation function C(t). Unfortunately, its Laplace
transform is of the form
L(C(t))(s) = D−1x +D−1α sα−1
βFc,eff/∆xb + s(D
−1
x +D
−1
α sα−1)
(3.36a)
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that cannot be transformed back to temporal space in any usable form for an arbitrary
value of α. Nevertheless, we can draw certain conclusions about C(t)’s general trend,
based on its asymptotics. For example, the long-time (s → 0) behavior of Eq. (3.36a)
reads
C(t→∞) ∼ L−1
(
sα−1
DαβFc,eff/∆xb + sα
)
(t) = Eα
(
− DαβFc,efft
α
∆xb
)
, (3.36b)
where Eα(z) ≡ Eα,1(z) denotes the two-parameter Mittag-Leﬄer function [153]
Eβ,γ(z) =
∞∑
n=0
zn
Γ(βn+ γ)
, L(tβn+γ−1 E(n)β,γ(±atβ))(s) = n! sβ−γ(sβ ∓ a)n+1 ,
which commonly arises in systems involving anomalous diffusion [130, 138, 154, 155],
i.e. with a mean square displacement 〈x(t)2〉 ∝ tα. In the opposite limit (s → ∞), the
autocorrelation function resembles the Markov result,
C(t→ 0) ∼ e−DxβFc,efft/∆xb , (3.36c)
as long as Dα & Dx holds. For strong memory the situation is more involved: the
asymptotics of Eq. (3.36a) for Dα  Dx become clearer if we rewrite L
(
C(t)
)
(s) using,
on the one hand, the geometric series and, on the other, Newton’s binomial series,
L(C(t))(s→∞) = 1
s
∞∑
n=0
[
− βFc,eff/∆xb
D−1α sα +D−1x s
]n
=
1
s
∞∑
n=0
[
− A
sα
]n[ 1
1 +DαD
−1
x s1−α
]n
=
1
s
∞∑
n=0
[
− A
sα
]n ∞∑
k=0
(
n+ k − 1
n− 1
)[
− Dα
Dx
s1−α
]k
,
where A = DαβFc,eff/∆xb. The sum over n can be truncated after an arbitrary number
of terms, depending on the precision needed, and a transformation of the first Ntrunc
terms back to temporal space gives
C(t→ 0) ≈ L−1
(
1
s
− A
sα+1
∞∑
k=0
[
− Dα
Dx
s1−α
]k
︸ ︷︷ ︸
=(Dx/Dα)(Dx/Dα+s1−α)−1
+
A2
s2α+1
∞∑
k=0
(k + 1)
[
− Dα
Dx
s1−α
]k
︸ ︷︷ ︸
=(Dx/Dα)2(Dx/Dα+s1−α)−2
− A
3
s3α+1
∞∑
k=0
(k + 1)(k + 2)
2
[
− Dα
Dx
s1−α
]k
︸ ︷︷ ︸
=(Dx/Dα)3(Dx/Dα+s1−α)−3
± . . .
)
(t)
= 1 +
Ntrunc∑
n=0
1
n!
[
− DxβFc,efft
∆xb
]n+1
E
(n)
1−α,nα+2
(
− Dxt
1−α
Dα
)
. (3.36d)
Equations (3.36) are plotted in Fig. 3.9 on the facing page for two different values of Dα
to demonstrate how C(t) can effectively be replaced by its asymptotes.
Expression (3.36d) can now be plugged into Eq. (3.33) to obtain an equation for the
MRF in the rapid-pulling regime,
DxβF
2
c,eff
∆xbF˙
=
Ntrunc∑
n=0
1
n!
[
− DxβFc,eff〈F 〉
∆xbF˙
]n+2
E
(n)
1−α,nα+3
(
− Dx〈F 〉
1−α
DαF˙ 1−α
)
. (3.37a)
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Figure 3.9: The autocorrelation function C(t) for a power-law memory kernel, evaluated
using α = 1/2 and otherwise the same parameters as in Fig. 2.2 on page 29. Its exact form
(symbols) follows from numerically transforming Eq. (3.36a) pointwise back to temporal
space by summing up the associated Gaver functionals with accelerated convergence using
Wynn’s ρ-algorithm [156]. a) For Dα & Dx (here Dα = Dx), C(t) displays an exponential
decay at short times (red dashed lines), while resembling a Mittag-Leﬄer function in the
long-time limit (blue solid lines). Generally, the short-time behavior of C(t) is given by
Eq. (3.36d) (green dot-dashed lines), which we evaluated in both subfigures for Ntrunc = 8.
b) However, as Dα → 0 (here Dα = 10−3Dx), the region of validity of Eq. (3.36c) shrinks
rapidly, while Eqs. (3.36b) and (3.36d) seem to jointly cover the whole autocorrelation
function. The inset emphasizes the behavior of C(t) and its asymptotes at short times.
Its solution, 〈F 〉(F˙ ), interpolates between the ballistic limit 〈F 〉(F˙ →∞) ∝ F˙ 1/2 and an
intermediate regime, corresponding to the regime observed for instantaneously decaying
and intermediate modes, discussed in the previous section. This new regime arises due to
the long-time behavior of C(t) and is thus a solution of the transcendental equation (3.33),
where Eq. (3.36b) determines the functional form of C(F ),
Fc = 〈F 〉 −
∫ 〈F 〉
0
df C(f)
F˙&F˙c∼ 〈F 〉
[
1− Eα,2
(
− DαβFc,eff〈F 〉
α
∆xbF˙α
)]
. (3.37b)
Furthermore, since the intermediate regime grows as the value of Dα decreases, it follows
for sufficiently small values of Dα that Eα,2(z → 0) in the above equation can be expanded
to the first order, revealing a power-law behavior of the MRF,
〈F 〉(F˙ & F˙c)|Dα→0 ∼
(
Γ(α+ 2)∆xb
Dαβ
)1/(α+1)
F˙α/(α+1) . (3.37c)
The solutions of Eqs. (3.37) are plotted in Fig. 3.10 on the next page for two different
values of Dα, next to the single-mode MRFs for a negligible and an instantaneously
decaying mode, which are obtained by evaluating Eq. (2.16c) using Eqs. (2.16b) and
(3.32), respectively.
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Figure 3.10: The asymptotes of the mean rupture force 〈F 〉(F˙ ) for a power-law memory
kernel with α = 1/2, Ntrunc = 4 and a variable value for Dα, as well as the parameters
used in Fig. 3.8 on page 69. a) For Dα = 10−3Dx, the MRF (blue solid lines) converges
towards the rapid-pulling result 〈F 〉 ∝ F˙ 1/2 for asymptotically high loading rates, whereas
for intermediate F˙ & F˙c it approaches the solution of Eq. (3.37b) (red dashed lines). b) As
the value of Dα is further decreased (here Dα = 10−4Dx), a power-law regime, described
by Eq. (3.37c), emerges at intermediate loading rates. To provide some comparison
to single-modal theories, we have plotted next to the power-law results also the MRFs
predicted by the theories for negligible (green dot-dashed lines) and fast decaying (orange
double dot-dashed lines) modes, seen in Fig. 3.8.
3.4 Chapter summary
All the various extensions of the BSK model, introduced in the previous chapter to
capture even the most complex experimental situations observed in DFS, do not affect
the nature of its underlying stochastic dynamics. Hence, they are unable to grasp the
effects that a molecule’s hidden degrees of freedom, which we have referred to here as
“modes”, might potentially have on its bond kinetics. These should become relevant at
extreme pulling speeds, i.e. when the rupture takes place on timescales comparable to,
for example, protein shape fluctuations.
We have accounted for overdamped modes in our model by coupling additional
coordinates to the reaction coordinate x, which results in an N + 1 dimensional Markov
process that serves as an embedding of our desired process (Sec. 3.1 on page 48). The
latter can be extracted via coordinate elimination, leaving us with a non-Markov process
best described by the one-dimensional GLE (3.4a) or, when discussing motion in a
harmonic binding potential, a GFPE. However, the BSK model requires the use of an
absorbing boundary condition and since non-Markovian boundary value problems are, in
general, very hard to define, we reduced our discussion to the limiting cases of frozen and
instantaneously decaying modes, where the relevant boundary conditions can be regarded
as Markovian (Sec. 3.2 on page 56). This leaves us with a narrow strip in parameter space,
characterizing so-called intermediate modes, which, unfortunately, cannot be treated in
the BSK framework for quasistatic force-protocols. However, for F˙  F˙c, it turns out
that these modes are amenable to the same analytic theory as instantaneously decaying
modes.
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To clarify the measurable differences between systems with negligible modes, i.e. es-
sentially Markovian systems, and systems influenced by diverse modes, we analyzed the
corresponding force spectra 〈F 〉(F˙ ) (Sec. 3.3 on page 66). Apart from shifting the values
of either the diffusion coefficient D or the barrier height ∆E , the presence of fast modes,
such as intermediate and instantaneously decaying modes, results in an enriched structure
of 〈F 〉(F˙ & F˙c), compared to the Markovian case. Frozen modes, however, only seem
to affect the higher moments of the RFDs. Finally, we proposed computing the MRF
in the rapid-pulling limit via the transcendental equation (3.33), which holds for any
memory kernel K(t). We used it to predict the force spectra for a multimodal kernel
that resembles a power law with exponent α on short timescales, thus circumventing the
parameter-heavy description that follows from considering arbitrary kernels accounting
for N  1 “hidden” modes.
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Chapter 4
Conclusions & outlook
In this thesis, we have developed a generic model of forcible bond rupture, commonly
referred to in the literature as the BSK model (and extensions thereof), to interpret
dynamic force spectroscopy measurements for a broad range of pulling speeds. The theory
allows for the simultaneous analysis of data acquired from single-molecule experiments
and atomistic simulations, as it yields exact results both in the quasistatic limit, covered
by conventional theories, and the rapid pulling limit [100, 157], where said theories fail.
At the heart of the BSK model lies the reaction-rate theory ansatz to model the
transition from the bound to the unbound state by a virtual particle, diffusing in a
one-dimensional free-energy landscape. In contrast to established theories of forcible bond
rupture that follow well-trodden paths when computing the transition rate, our model
takes a fresh look at the problem: after deriving an integral equation for the probability
flux jxt(xt, t) out of the bound state (−∞, xt], we use a cusp-like binding potential to
construct an approximate expression for jxt(xt, t), which becomes asymptotically exact
in the limits of fast and slow pulling. The pertinent observable, namely the rupture
force distribution, finally follows via an appropriate transformation t → F (t). The
theory can be generalized to account for various experimental intricacies, such as force
fluctuations resulting from spring-like force transducers. Even the (approximate) inclusion
of interposed polymer linkers is achievable in the quasistatic limit.
Although the BSK model’s analytic tractability results, in part, from the fact that it
is one dimensional, i.e. the complete transition dynamics is projected down to a single
reaction coordinate, it does not exclude the co-existence of multiple well-separated, yet
competing, pathways. In fact, for the special case of two pathways going in opposite
directions, we obtain a model that qualitatively describes the non-monotonic force
dependency observed in so-called catch-slip bonds that are thought to play a crucial role
in various biological processes. Our predictions for static and dynamic force protocols
nicely reproduce distinctive features observed in experiments and can be generalized to
setups involving spring-like force transducers and interposed polymer tethers, analogous
to the single-pathway theory.
We also explored ways to incorporate the multidimensional nature of the bond’s
free-energy landscape by allowing for diffusion along additional coordinates perpendicular
to the reactive coordinate. These hidden degrees of freedom (or modes) can alter the
reaction dynamics in different ways, depending on their relaxation times τi: while “fast”
(or “equilibrated”) modes relax on timescales much shorter than the mean escape time and
therefore only affect the numeric value of the escape rate, “slow” (or “unrelaxed”) modes
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lead to a dependency of the system’s initial conditions that produces non-exponential
ensemble kinetics. Although such a generalization gives rise to a non-Markovian boundary
value problem, which cannot be treated analytically for arbitrary modes, we were able
to reduce the problem, on the one hand, to an effective Markov process for virtually
“frozen” modes (τi →∞) and, on the other, to an approximate pseudo non-Markovian
description for instantaneously decaying modes (τi → 0). The latter description is even
applicable to intermediate modes in the limit of extreme loading rates F˙ , because the
escape dynamics becomes essentially deterministic for F˙  F˙c. Our asymptotic results
reveal that the presence of hidden modes gives rise to a new intermediate regime in the
mean rupture force 〈F 〉(F˙ ), absent for Markov processes. It sets in for loading rates larger
than the critical value F˙c and is followed by a ballistic regime 〈F 〉 ∝ F˙ 1/2. In the new
regime, the mean rupture force displays two additional inflection points and can even
emulate power-law behavior, if the number of additional degrees of freedom is sufficiently
high and their coupling to the reaction coordinate fairly strong. Hence, with a careful
analysis of data measured in the rapid-pulling limit, one may be able to confirm the
effects that additional degrees of freedom have on the bond kinetics, by identifying the
above mentioned characteristics.
Overall, our model is simple to implement, due to its analytic tractability, and
can be used in combination with the powerful maximum likelihood method by Getfert
& Reimann [98], as we have demonstrated extensively with comparisons to numeric
simulations. This method is based on Bayesian data analysis and uses maximum likelihood
inference to find the model parameters most likely to underlie the measured data for
a given model, instead of trying to optimize for some arbitrary quantity as done, for
example, using the method of least squares. The maximum likelihood method is the
ideal companion for our theory, since it straightforwardly extends to heterogeneous data
sets, such as those obtained from experiments and simulations, that usually encompass
differing force transducer stiffnesses or loading protocols.
Still, the BSK model or its generalizations presented here are by no means perfect.
As mentioned above, non-linear behavior of polymer tethers can theoretically be taken
into account in the quasistatic regime with an approximation originally proposed by
Maitra & Arya [101], which replaces the polymer by a spring with a force-dependent
spring constant. However, if we extend this idea to the rapid-pulling limit, we obtain a
transcendental equation for the mean force F¯ (t) acting on the bond that can only be
solved numerically. To facilitate an analytical description, it might therefore be worthwhile
to introduce further simplifications, yet it remains unclear what form these will eventually
take. Finally, at extreme loading rates, it may be relevant to consider the dynamics of
force propagation within the polymer [158, 159], which makes this problem all the more
interesting (albeit even more challenging).
Another potentially promising way to extend the present work would be to take into
account temporal memory effects, originating from local trapping events (typically with
algebraically distributed trapping times) that lead to a continuous-time random walk
(CTRW). Generalized Langevin dynamics and CTRWs are based on mutually independent
physical mechanisms and can therefore be freely superimposed; one could, for example,
either combine CTRWs with the memory-free BSK model or our asymptotic results for
instantaneously decaying and frozen modes. To do so, one could exploit functional scaling
relations, similar to the one found in Refs. [154, 160], which express probability distribution
functions of CTRWs in terms of their Markovian analogues. These transformations affect
all kinetic processes, e.g. mode relaxations and state transitions [160], and could therefore
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be directly applied to the survival functions and first-passage time distributions presented
in this thesis. The main drawback of this approach is that it operates in Laplace space,
which might restrict its usage to asymptotic limits, where the Laplace transforms of
SBSK(t) and pBSK(t) are still analytically tractable.
Finally, it would be methodologically interesting to tackle the above mentioned non-
Markovian boundary value problem more rigorously. One way to do that would be to
determine the effective one-dimensional reaction coordinate of the otherwise multidimen-
sional system, whose direction is given by a superposition of eigenvectors along the x- and
yi-axes, and then project the multidimensional dynamics onto it. For a continuous (static)
free-energy landscape, Berezhkovskii & Szabo [25] showed that the one-dimensional escape
rate out of a potential of mean force along this specific reaction coordinate is not only
identical to the exact escape rate, i.e. the multidimensional equivalent of the Kramers
rate, but also that it is smaller than the rate constants along any other coordinate of the
system. Hence, one could either try to derive or, at least, postulate similar results for
our multidimensional cusp potential to reduce the original boundary value problem to an
optimization problem. The advantage of such an approach, given that it is applicable, is
that it results in an effective diffusion coefficient and potential of mean force, which can
then be plugged into the BSK model. And although it remains immensely difficult to
estimate what complications may arise when considering dynamic protocols, it should be
noted that there exist some alternatives concerning the reduction of multidimensional
systems onto a single, effective coordinate [145, 146], which one might fall back on, if
necessary. In any case, it will remain interesting to see whether it is possible to fill the
gap left by the methods presented in this thesis to, hopefully, one day construct a theory
of non-Markovian bond kinetics that is applicable to arbitrary modes.
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Appendix A
Moments & correlations
This appendix collects a few, somewhat involved, analytic computations of the various
moments and correlations needed to evaluate the non-Markovian PDF (3.9), as well as
the projected distribution (3.13). The results of appendix A.1 are also applicable to the
Markovian case; one only needs to set Λ(t) ≡ 2δ(t)/Dβ.
A.1 Equilibrated modes
Starting from the overdamped version of the GLE (3.1),
V ′(x) +
∫ t
0
dτ Λ(t− τ)x˙(τ) = F (t) + Ξ(t) , (A.1a)
〈Ξ(t)〉 = 0 , 〈Ξ(t)Ξ(t′)〉 = β−1Λ(|t− t′|) , (A.1b)
with Gaussian noise Ξ(t) and an external force protocol F (t), we obtain for the parabolic
potential V (x) = ∆E(∆x/∆xb)2 ≡ Fc(∆x)2/2∆xb the following solution,
∆x(t) = x(t)− xb = ∆x0C(t)− ∆xb
Fc
∫ t
0
dτ C˙(t− τ)[F (τ) + Ξ(τ)] , (A.1c)
where x0 = x(0) is the initial position of the process and ∆x0 = x0 − xb, the normalized
autocorrelation function of x(t) is given by
C(t) = L−1
(
Λ˜(s)
Fc/∆xb + sΛ˜(s)
)
(t) , C(0) = 1 , (A.1d)
and f˜(s) = L(f(t))(s) denotes the Laplace transform of the function f(t). Since Ξ(t) is
Gaussian and Eq. (A.1a) is linear when using a parabolic V (x), then x(t) is also Gaussian
and its PDF can be computed from the process’s mean and cross-correlation,
〈∆x(t)〉 = 〈∆x0〉C(t)− ∆xb
Fc
∫ t
0
dτ C˙(t− τ)F (τ) ≡ 〈∆x0〉C(t) + Φ(t) ,
〈∆x(t)∆x(t′)〉 = 〈[∆x0C(t) + Φ(t)][∆x0C(t′) + Φ(t′)]〉
+
(∆xb)
2
βF 2c
∫ t
0
dτ C˙(t− τ)
∫ t′
0
dτ ′ C˙(t− τ ′)Λ(|τ − τ ′|) .
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As described in Ref. [133], the integral above can be evaluated in Laplace space,
L
(∫ t
0
dτ C˙(t− τ)
∫ t′
0
dτ ′ C˙(t′ − τ ′)Λ(|τ − τ ′|)
)
(s, s′) =
∫ ∞
0
dt e−st
∫ ∞
0
dt′ e−s
′t′
×
∫ ∞
0
dτ C˙(t− τ)Θ(t− τ)
∫ ∞
0
dτ ′ C˙(t′ − τ ′)Θ(t′ − τ ′)Λ(|τ − τ ′|) =
∫ ∞
0
dτ e−sτ
×
∫ ∞
τ
dt e−s(t−τ)
∫ ∞
0
dτ ′ e−s
′τ ′
∫ ∞
τ ′
dt′ e−s
′(t′−τ ′) C˙(t− τ)C˙(t′ − τ ′)Λ(|τ − τ ′|)
=
∫ ∞
0
dτ e−sτ
∫ ∞
0
d∆t e−s∆t
∫ ∞
0
dτ ′ e−s
′τ ′
∫ ∞
0
d∆t′ e−s
′∆t′ C˙(∆t)C˙(∆t′)Λ(|τ − τ ′|)
= L(C˙(t))(s)L(C˙(t))(s′) ∫ ∞
0
dτ e−sτ
∫ ∞
0
dτ ′ e−s
′τ ′ Λ(|τ − τ ′|)
≡ L(C˙(t))(s)L(C˙(t))(s′)L(Λ(|t− t′|))(s, s′) , (A.2)
where we have introduced the Laplace double-transform L(f(t, t′))(s, s′) that transforms
t→ s and t′ → s′. The Laplace transform of f(|t− t′|) is given by
L(f(|t− t′|))(s, s′) = ∫ ∞
0
dτ ′ e−(s+s
′)τ ′
∫ ∞
0
dτ e−s(τ−τ
′) f(|τ − τ ′|)
=
∫ ∞
0
dτ ′ e−(s+s
′)τ ′
[
f˜(s) +
∫ 0
−τ ′
d∆τ e−s∆τ f(|∆τ |)
]
=
1
s+ s′
(
f˜(s) +
∫ ∞
0
dτ ′
[
e−s
′τ ′ f(|τ ′|)− ∂
∂τ ′
e−(s+s
′)τ ′
×
∫ 0
−τ ′
d∆τ e−s∆τ f(|∆τ |)
])
=
f˜(s) + f˜(s′)
s+ s′
and can be used to evaluate Eq. (A.2). Using Λ˜(s)L(C˙xx(t))(s) = −FcC˜(s)/∆xb, as well
as L(C˙xx(t))(s) = sC˜(s)− C(0), results in
L
(∫ t
0
dτ C˙(t− τ)
∫ t′
0
dτ ′ C˙(t′ − τ ′)Λ(|τ − τ ′|)
)
(s, s′)
= L(C˙(t))(s)L(C˙(t))(s′)Λ˜(s) + Λ˜(s′)
s+ s′
=
Fc
∆xb
C˜(s)[1− s′C˜(s′)] + C˜(s′)[1− sC˜(s)]
s+ s′
=
Fc
∆xb
[
C˜(s) + C˜(s′)
s+ s′
− C˜(s)C˜(s′)
]
or, equivalently,
(∆xb)
2
βF 2c
∫ t
0
dτ C˙(t− τ)
∫ t′
0
dτ ′ C˙(t′ − τ ′)Λ(|τ − τ ′|) = ∆xb
βFc
[C(|t− t′|)− C(t)C(t′)] .
We can now evaluate the above-mentioned moments,
〈∆x(t)〉 = 〈∆x0〉C(t) + Φ(t) ,
σx,x(t)
2 =
〈
[∆x(t)− 〈∆x(t)〉]2〉 = 〈[∆x0 − 〈∆x0〉]2〉C(t)2 + ∆xb
βFc
[1− C(t)2] ,
σx,x′(t, t
′)2 =
〈
[∆x(t)− 〈∆x(t)〉][x(t′)− 〈∆x(t′)〉]〉
=
〈
[∆x0 − 〈∆x0〉]2
〉
C(t)C(t′) +
∆xb
βFc
[C(|t− t′|)− C(t)C(t′)] ,
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and construct, on the one hand, the one-point PDF
W (x, t | x0) =
√
1
2piσx,x(t)2
exp
(
− [∆x− 〈∆x(t)〉]
2
2σx,x(t)2
)
and, on the other, the two-point joint PDF
W (x, t;x′, t′ | x0) = 1
2piσx,x(t)σx′,x′(t′)
√
1− ρx,x′(t, t′)2
× exp
(
− 1
2[1− ρx,x′(t, t′)2]
[
[∆x− 〈∆x(t)〉]2
σ2x,x(t)
+
[∆x′ − 〈∆x(t′)〉]2
σ2x′,x′(t
′)
−2ρx,x′(t, t
′)[∆x− 〈∆x(t)〉][∆x′ − 〈∆x(t′)〉]
σx,x(t)σx′,x′(t′)
])
,
where ρx,x′(t, t′) = σx,x(t)−1σx′,x′(t′)−1σx,x′(t, t′)2 is the Pearson correlation coefficient.
The associated conditional probabilityW (x, t | x′, t′;x0) is defined as their ratio and given
by Eq. (3.7) in the main text.
It can be verified that ρx,x′(t, 0) ≡ 0, which reduces W (x, t | x′, 0;x0) to W (x, t | x0).
Moreover, Eq. (3.7) can be further simplified by Boltzmann-distributing ∆x0, in which
case 〈∆x0〉 ≡ 0 and 〈(∆x0)2〉 ≡ ∆xb/βFc that leads to σx,x(t)2 ≡ ∆xb/βFc ∀t and
ρx,x′(t, t
′) ≡ C(|t− t′|). The thermalized conditional PDF is thus given by
W (x, t | x′, t′) =
√
βFc
2pi∆xb[1− C(t− t′)2]
× exp
(
− βFc
(
[∆x− Φ(t)]− [∆x′ − Φ(t′)]C(t− t′))2
2∆xb[1− C(t− t′)2]
)
, (A.3)
where the force-response function Φ(t) reduces to
Φ(t) = −∆xb
Fc
∫ t
0
dτ C˙(t− τ)F (τ) = ∆xb
[
F (t)
Fc
− F˙
Fc
∫ t
0
dτ C(τ)
]
for linear force ramps F (t) = F˙ t. Notice that only in the Markovian case is W (x, t | x′, t′)
a real propagator; for non-Markovian processes with equilibrated modes and Boltzmann-
distributed initial conditions, this is only the case when t = t′ coincides with the origin of
the memory [131].
A.2 Unrelaxed modes
Let us now consider an overdamped system with unrelaxed modes, described by Eqs. (3.4),
1
Dxβ
x˙(t) + V ′(x) +
∫ t
0
dτ K(t− τ)x˙(τ) = F (t) + ξ0(t) + ξy(t)︸ ︷︷ ︸
=ξ(t)
+ξx(t) , (A.4a)
〈ξ(t)〉 = ξ0(t) , 〈ξx(t)〉 = 0 , 〈ξ(t)ξ(t′)〉 = ξ0(t)ξ0(t′) + 〈ξy(t)ξy(t′)〉 , (A.4b)
〈ξx(t)ξx(t′)〉 = 2
Dxβ
δ(t− t′) , 〈ξy(t)ξy(t′)〉 = 1
β
[K(|t− t′|)−K(t+ t′)] , (A.4c)
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where V (x) is the same as in the previous section. The solution to Eq. (A.4a) is given
by Eqs. (A.1c) and (A.1d) for a memory kernel Λ(t) = K(t) + 2(Dxβ)−1δ(t) and colored
noise Ξ(t) = ξ(t) + ξx(t). To compute the average and variance of the process x(t), we
must use the identity
− ∆xb
Fc
∫ t
0
dτ C˙(t− τ)K(τ) = C(t) + ∆xb
DxβFc
C˙(t) , (A.5)
which follows from the definition (A.1d) of C(t). The mean of x(t) can be read directly
off Eq. (A.1c)
〈∆x(t)〉 = ∆x0C(t)− ∆xb
Fc
∫ t
0
dτ C˙(t− τ)[F (t) + ξ0(t)] = ∆x0
[
C(t)
+
∆xb
Fc
∫ t
0
C˙(t− τ)K(τ)
]
+ Φ(t) +
N∑
i=1
yi,0
∫ t
0
dτ ki(t− τ)
[
− ∆xb
Fc
C˙(τ)
]
(A.5)
= ∆x0
[
− ∆xb
DxβFc
C˙(t)
]
︸ ︷︷ ︸
=µx,x(t)
+Φ(t) +
N∑
i=1
yi,0Dx
∫ t
0
dτ βki(t− τ)µx,x(τ)︸ ︷︷ ︸
=µx,i(t)
,
whereas the covariance is defined as
σx,x′(t, t
′)2 = 〈∆x(t)∆x(t′)〉 − 〈∆x(t)〉〈∆x(t′)〉
=
(∆xb)
2
F 2c
∫ t
0
dτ C˙(t− τ)
∫ t′
0
dτ ′ C˙(t− τ ′)[〈ξy(τ)ξy(τ ′)〉+ 〈ξx(τ)ξx(τ ′)〉]
=
(∆xb)
2
βF 2c
∫ t
0
dτ C˙(t− τ)
∫ t′
0
dτ ′ C˙(t− τ ′)[Λ(|τ − τ ′|)−K(τ + τ ′)] .
The first integral was already computed in the previous section and the second one is,
just like the first one, evaluated in Laplace space: in analogy to Eq. (A.2), we have
L
(∫ t
0
dτ C˙(t− τ)
∫ t′
0
dτ ′ C˙(t′ − τ ′)K(τ + τ ′)
)
(s, s′) = L(C˙(t))(s)L(C˙(t))(s′)
×L(K(t+ t′))(s, s′) ,
where the Laplace double-transform of K(t+ t′) is given by
L(K(t+ t′))(s, s′) = ∫ ∞
0
dt′ e−s
′t′
∫ ∞
0
dt e−stK(t+ t′) =
∫ ∞
0
dt′ e−(s
′−s)t′
×
∫ ∞
0
dt e−s(t+t
′)K(t+ t′) =
∫ ∞
0
dt′ e−(s
′−s)t′
(
K˜(s) +
∫ 0
t′
dτ e−sτ K(τ)
)
=
K˜(s)
s′ − s −
1
s′ − s
∫ ∞
0
dt′
(
e−s
′t′ K(t′) +
∂
∂t′
e−(s
′−s)t′
∫ 0
t′
dτ e−sτ K(τ)
)
=
K˜(s)− K˜(s′)
s′ − s .
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Using L(C˙(t))(s) = sC˜(s)−C(0) and a Laplace-transformed version of the identity (A.5),
K˜(s)L(C˙(t))(s) = −FC˜(s)/∆xb − (Dxβ)−1L(C˙(t))(s), results in
L
(∫ t
0
dτ C˙(t− τ)
∫ t′
0
dτ ′ C˙(t′ − τ ′)K(τ + τ ′)
)
(s, s′)
= L(C˙(t))(s)L(C˙(t))(s′)K˜(s)− K˜(s′)
s′ − s =
Fc
∆xb
C˜(s)[1− s′C˜(s′)]− C˜(s′)[1− sC˜(s)]
s′ − s
− 1
Dxβ
L(C˙(t))(s)L(C˙(t))(s′)− L(C˙(t))(s)L(C˙(t))(s′)
s′ − s
=
Fc
∆xb
[
C˜(s)− C˜(s′)
s′ − s − C˜(s)C˜(s
′)
]
,
which can be transformed back to temporal space, leading to
(∆xb)
2
βF 2c
∫ t
0
dτ C˙(t− τ)
∫ t′
0
dτ ′ C˙(t′ − τ ′)K(τ + τ ′) = ∆xb
βFc
[C(t+ t′)− C(t)C(t′)] .
The moments of x(t) for unrelaxed modes thus read
〈∆x(t)〉 = ∆x0µx,x(t) + Φ(t) +
N∑
i=1
yi,0µx,i(t) ,
σx,x(t)
2 =
∆xb
βFc
[1− C(2t)] , σx,x′(t, t′)2 = ∆xb
βFc
[C(|t− t′|)− C(t+ t′)] ,
and can finally be plugged into Eq. (3.7) of the main text to compute the corresponding
PDF. The functions µx,x(t) and µx,i(t) are defined in Eq. (3.14).
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Appendix B
Numerics
In this thesis, we have extensively used Brownian dynamics simulations to verify our
analytic results. Here, we provide technical details on their execution, as well as on the
implementation of the MLM fitting procedure.
B.1 Simulations
The numerical data presented in chapters 2 and 3 can be generated by directly integrating
the Langevin equations (1.33) and (3.11), respectively, using a stochastic Euler scheme.
This means that, for example, Eq. (1.33) is replaced by the discretized equation
xn+1 = xn −DβU ′(xn, Fn)∆t+
√
2D∆tWn , n ∈ N0 = N ∪ {0} ,
where Fn = F (n∆t) and Wn denotes a random normal variable, drawn from a Gaussian
distribution with unit-variance. While the Wns are generated using the Box-Muller
transform, the initial positions x0 are drawn from a Boltzmann distribution. The process
is iterated up to the point where it (or, in the multidimensional case, its first coordinate)
crosses the absorbing boundary, located at x = x∞, for the first time. This first-passage
time then gets read out and the procedure is repeated. Each numerical FPTD or,
equivalently, RFD presented in this thesis is the result of 104 runs.
The time step ∆t used in the simulations must be chosen such that ∆t (x∞ − xb)2/D
holds in the one-dimensional case. For non-Markov processes, D is a placeholder for
the largest diffusion coefficient, i.e. D = max({Dx, D1, D2, . . . , DN}). Therefore, when
sampling the FPTD for slow and fast modes in the absence of external forces, we chose
∆t = 10−8 s, whereas the time step was varied for dynamic force protocols. Table B.1 on
the next page gives an overview of the time steps used for each loading rate.
B.2 Data fitting
As described in Sec. 2.2.2 on page 30, we fitted the BSK model to rupture forces generated
for the linear cubic potential (2.18), using the MLM by Getfert & Reimann. This amounts
to maximizing expression (2.19) or, equivalently, the following construct with respect to
the parameter tuple q = {D,β∆E ,∆xb, µ},
p∗({F} | q, {F˙}) =
[
M∑
i=1
Ni
]−1 M∑
i=1
Ni∑
j=1
ln
(
pBSK(Fj | q, F˙i)
)
. (B.1)
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Table B.1: The different time steps used for sampling RFDs under various loading rates.
loading rate F˙ [pN s−1] time step ∆t [s]
100, 101 10−7
102, 103 10−8
104, 105 10−9
106 10−10
107, 108 10−11
109, 1010 10−12
1011 10−13
Here, pBSK(F, F˙ ) is given by Eq. (2.17), M = 12 and F˙i increases from 100 to 1011 pN s−1.
In principle, Ni should be chosen 104 ∀i, but since it is generally uncommon to measure
104 rupture forces per loading rate, we have varied this number to show the robustness of
our fit.
In Tab. B.2, we have collected the optimal parameters qmax that maximize Eq. (B.1)
for four different values of Ni. The maximization was performed using Mathematica’s
built-in optimizer NMaximize in the allowed parameter range mentioned in Sec. 2.2.2.
Alternatively, one can exploit the model’s low number of parameters and simply use
brute force to uniformly sample the whole parameter space. The parameters’ standard
deviations can be read off the covariance matrix of p({F} | q, {F˙}), which is given by [98]
Σ =

σ2D,D σ
2
D,β∆E σ
2
D,∆xb
σ2D,µ
σ2β∆E,D σ
2
β∆E,β∆E σ
2
β∆E,∆xb σ
2
β∆E,µ
σ2∆xb,D σ
2
∆xb,β∆E σ
2
∆xb,∆xb
σ2∆xb,µ
σ2µ,D σ
2
µ,β∆E σ
2
µ,∆xb
σ2µ,µ
 =
[
M∑
i=1
NiH(q = qmax)
]−1
, (B.2)
where H(q) denotes the Hessian matrix of p({F} | q, {F˙}).
Table B.2: Best-fit parameters obtained for different values of Ni when fitting the BSK
model to RFDs, generated for the linear cubic potential using the same parameters as in
Fig. 2.2 on page 29. The uncertainty is given by the parameters’ standard deviation.
Ni D [nm
2 s−1] β∆E ∆xb [nm] µ
10 781± 43 11.00± 0.22 1.12± 0.06 6.30± 1.93
100 761± 13 11.11± 0.07 1.10± 0.02 6.21± 0.60
1000 772± 3 11.22± 0.02 1.128± 0.004 5.81± 0.18
10000 762.2± 0.8 11.173± 0.007 1.117± 0.001 5.68± 0.05
90
Bibliography
[1] D. Leckband, “Measuring the forces that control protein interactions,” Annual
Review of Biophysics and Biomolecular Structure, vol. 29, pp. 1–26, 2000.
[2] A. R. Bausch and K. Kroy, “A bottom-up approach to cell mechanics,” Nature
Physics, vol. 2, no. 4, pp. 231–238, 2006.
[3] M. Gralka and K. Kroy, “Inelastic mechanics: A unifying principle in biomechanics,”
Biochimica et Biophysica Acta, vol. 1853, no. 11B, pp. 3025–3037, 2015.
[4] C. Zhu, G. Bao, and N. Wang, “Cell mechanics: Mechanical response, cell adhesion,
and molecular deformation,” Annual Review of Biomedical Engineering, vol. 2, no. 1,
pp. 189–226, 2000.
[5] IUPAC, Compendium of Chemical Terminology. Blackwell Scientific Publications,
2. ed., 1997.
[6] M. Carrion-Vazquez, A. F. Oberhauser, S. B. Fowler, P. E. Marszalek, S. E. Broedel,
J. Clarke, and J. M. Fernández, “Mechanical and chemical unfolding of a single
protein: A comparison,” Proceedings of the National Academy of Sciences, vol. 96,
no. 7, pp. 3694–3699, 1999.
[7] E. Evans, “Looking inside molecular bonds at biological interfaces with dynamic
force spectroscopy,” Biophysical Chemistry, vol. 82, no. 2-3, pp. 83–97, 1999.
[8] H. Clausen-Schaumann, M. Seitz, R. Krautbauer, and H. E. Gaub, “Force spec-
troscopy with single bio-molecules,” Current Opinion in Chemical Biology, vol. 4,
no. 5, pp. 524–530, 2000.
[9] R. Merkel, “Force spectroscopy on single passive biomolecules and single biomolecular
bonds,” Physics Reports, vol. 346, no. 5, pp. 343–385, 2001.
[10] J. N. Onuchic and P. G. Wolynes, “Theory of protein folding,” Current Opinion in
Structural Biology, vol. 14, no. 1, pp. 70–75, 2004.
[11] A. Borgia, P. M. Williams, and J. Clarke, “Single-molecule studies of protein folding,”
Annual Review of Biochemistry, vol. 77, no. 1, pp. 101–125, 2008.
[12] G. Stirnemann, S. Kang, R. Zhou, and B. J. Berne, “How force unfolding differs
from chemical denaturation,” Proceedings of the National Academy of Sciences,
vol. 111, no. 9, pp. 3413–3418, 2014.
[13] M. Rief and H. Grubmüller, “Force spectroscopy of single biomolecules,”
ChemPhysChem, vol. 3, no. 3, pp. 255–261, 2002.
91
BIBLIOGRAPHY
[14] A. Achari, S. P. Hale, A. J. Howard, G. M. Clore, A. M. Gronenborn, K. D. Hardman,
and M. Whitlow, “1.67-Å X-ray structure of the B2 immunoglobulin-binding domain
of streptococcal protein G and comparison to the NMR structure of the B1 domain,”
Biochemistry, vol. 31, no. 43, pp. 10449–10457, 1992.
[15] M. Rief, M. Gautel, F. Oesterhelt, J. M. Fernández, and H. E. Gaub, “Reversible
unfolding of individual titin immunoglobulin domains by AFM,” Science, vol. 276,
no. 5315, pp. 1109–1112, 1997.
[16] R. W. Friddle, “Theoretical models in force spectroscopy,” in Dynamic Force Spec-
troscopy and Biomolecular Recognition (A. R. Bizzarri and S. Cannistraro, eds.),
ch. 3, pp. 93–132, CRC Press, 1. ed., 2012.
[17] P. Hänggi, P. Talkner, and M. Borkovec, “Reaction-rate theory: Fifty years after
Kramers,” Reviews of Modern Physics, vol. 62, no. 2, pp. 251–342, 1990.
[18] P. Talkner, “Statistics of entrance times,” Physica A, vol. 325, no. 1-2, pp. 124–135,
2003.
[19] D. Chandler, “Statistical mechanics of isomerization dynamics in liquids and the
transition state approximation,” Journal of Chemical Physics, vol. 68, no. 6, pp. 2959–
2970, 1978.
[20] P. Robert, A.-M. Benoliel, A. Pierres, and P. Bongrand, “What is the biological
relevance of the specific bond properties revealed by single-molecule studies?,”
Journal of Molecular Recognition, vol. 20, no. 6, pp. 432–447, 2007.
[21] R. Zwanzig, Nonequilibrium Statistical Mechanics. Oxford University Press, 1. ed.,
2001.
[22] E. Evans and P. M. Williams, “Dynamic force spectroscopy,” in Physics of Bio-
Molecules and Cells. Physique des biomolécules et des cellules (F. Flyvbjerg,
F. Jülicher, P. Ormos, and F. David, eds.), vol. 75 of Les Houches - Ecole d’Ete de
Physique Theorique, ch. 4, pp. 145–204, Springer-Verlag, 2002.
[23] H. A. Kramers, “Brownian motion in a field of force and the diffusion model of
chemical reactions,” Physica, vol. 7, no. 4, pp. 284–304, 1940.
[24] J. S. Langer, “Statistical theory of the decay of metastable states,” Annals of Physics,
vol. 54, no. 2, pp. 258–275, 1969.
[25] A. Berezhkovskii and A. Szabo, “One-dimensional reaction coordinates for diffusive
activated rate processes in many dimensions,” Journal of Chemical Physics, vol. 122,
no. 1, p. 014503, 2005.
[26] N. D. Socci, J. N. Onuchic, and P. G. Wolynes, “Diffusive dynamics of the reaction
coordinate for protein folding funnels,” Journal of Chemical Physics, vol. 104, no. 15,
pp. 5860–5868, 1996.
[27] W. Zheng and R. B. Best, “Reduction of all-atom protein folding dynamics to
one-dimensional diffusion,” Journal of Physical Chemistry B, vol. 119, no. 49,
pp. 15247–15255, 2015.
92
BIBLIOGRAPHY
[28] K. Neupane, A. P. Manuel, and M. T. Woodside, “Protein folding trajectories can
be described quantitatively by one-dimensional diffusion over measured energy
landscapes,” Nature Physics, vol. 12, no. 7, pp. 700–703, 2016.
[29] R. B. Best, E. Paci, G. Hummer, and O. K. Dudko, “Pulling direction as a reaction
coordinate for the mechanical unfolding of single molecules,” Journal of Physical
Chemistry B, vol. 112, no. 19, pp. 5968–5976, 2008.
[30] Z. T. Yew, M. Schlierf, M. Rief, and E. Paci, “Direct evidence of the multidimen-
sionality of the free-energy landscapes of proteins revealed by mechanical probes,”
Physical Review E, vol. 81, no. 3, p. 031923, 2010.
[31] D. E. Makarov, “Perspective: Mechanochemistry of biological and synthetic
molecules,” Journal of Chemical Physics, vol. 144, no. 3, p. 030901, 2016.
[32] C. W. Gardiner, Handbook of Stochastic Methods for Physics, Chemistry and the
Natural Sciences. Springer-Verlag, 2. ed., 1985.
[33] H. Risken, The Fokker-Planck Equation. Springer-Verlag, 2. ed., 1989.
[34] P. Talkner, “Mean first passage time and the lifetime of a metastable state,”
Zeitschrift für Physik B, vol. 68, no. 2-3, pp. 201–207, 1987.
[35] B. U. Felderhof, “Escape by diffusion from a parabolic well across a parabolic
barrier,” Physica A, vol. 387, no. 8-9, pp. 1767–1785, 2008.
[36] O. K. Dudko, G. Hummer, and A. Szabo, “Intrinsic rates and activation free energies
from single-molecule pulling experiments,” Physical Review Letters, vol. 96, no. 10,
p. 108101, 2006.
[37] A. Maitra and G. Arya, “Model accounting for the effects of pulling-device stiffness
in the analyses of single-molecule force measurements,” Physical Review Letters,
vol. 104, no. 10, p. 108301, 2010.
[38] G. I. Bell, “Models for the specific adhesion of cells to cells,” Science, vol. 200,
no. 4342, pp. 618–627, 1978.
[39] M. Dembo, D. C. Torney, K. Saxman, and D. Hammer, “The reaction-limited
kinetics of membrane-to-surface adhesion and detachment,” Proceedings of the Royal
Society of London B, vol. 234, no. 1274, pp. 55–83, 1988.
[40] A. Tobolsky and H. Eyring, “Mechanical properties of polymeric materials,” Journal
of Chemical Physics, vol. 11, no. 3, pp. 125–134, 1943.
[41] S. Klumpp and R. Lipowsky, “Cooperative cargo transport by several molecular
motors,” Proceedings of the National Academy of Sciences, vol. 102, no. 48, pp. 17284–
17289, 2005.
[42] L. Wolff, P. Fernández, and K. Kroy, “Inelastic mechanics of sticky biopolymer
networks,” New Journal of Physics, vol. 12, no. 5, p. 053024, 2010.
[43] W. J. Greenleaf, M. T. Woodside, E. A. Abbondanzieri, and S. M. Block, “Passive
all-optical force clamp for high-resolution laser trapping,” Physical Review Letters,
vol. 95, no. 20, p. 208102, 2005.
93
BIBLIOGRAPHY
[44] B. T. Marshall, M. Long, J. W. Piper, T. Yago, R. P. McEver, and C. Zhu, “Direct
observation of catch bonds involving cell-adhesion molecules,” Nature, vol. 423,
no. 6936, pp. 190–193, 2003.
[45] B. Guo and W. H. Guilford, “Mechanics of actomyosin bonds in different nucleotide
states are tuned to muscle contraction,” Proceedings of the National Academy of
Sciences, vol. 103, no. 26, pp. 9844–9849, 2006.
[46] S. Rakshit, Y. Zhang, K. Manibog, O. Shafraz, and S. Sivasankar, “Ideal, catch, and
slip bonds in cadherin adhesion,” Proceedings of the National Academy of Sciences,
vol. 109, no. 46, pp. 18815–18820, 2012.
[47] C. Lee, J. Lou, K. Wen, M. McKane, S. G. Eskin, S. Ono, S. Chien, P. A. Rubenstein,
C. Zhu, and L. V. McIntire, “Actin depolymerization under force is governed by
lysine 113:glutamic acid 195-mediated catch-slip bonds,” Proceedings of the National
Academy of Sciences, vol. 110, no. 13, pp. 5022–5027, 2013.
[48] E.-L. Florin, V. T. Moy, and H. E. Gaub, “Adhesion forces between individual
ligand-receptor pairs,” Science, vol. 264, no. 5157, pp. 415–417, 1994.
[49] R. Merkel, P. Nassoy, A. Leung, K. Ritchie, and E. Evans, “Energy landscapes of
receptor-ligand bonds explored with dynamic force spectroscopy,” Nature, vol. 397,
no. 6714, pp. 50–53, 1999.
[50] D. A. Simson, M. Strigl, M. Hohenadl, and R. Merkel, “Statistical breakage of single
protein A-IgG bonds reveals crossover from spontaneous to force-induced bond
dissociation,” Physical Review Letters, vol. 83, no. 3, pp. 652–655, 1999.
[51] P. E. Marszalek, H. Lu, H. Li, M. Carrion-Vazquez, A. F. Oberhauser, K. Schulten,
and J. M. Fernández, “Mechanical unfolding intermediates in titin modules,” Nature,
vol. 402, no. 6757, pp. 100–103, 1999.
[52] C. Friedsam, A. K. Wehle, F. Kühner, and H. E. Gaub, “Dynamic single-molecule
force spectroscopy: Bond rupture analysis with variable spacer length,” Journal of
Physics: Condensed Matter, vol. 15, no. 18, pp. S1709–S1723, 2003.
[53] M. Rief, J. Pascual, M. Saraste, and H. E. Gaub, “Single molecule force spectroscopy
of spectrin repeats: Low unfolding forces in helix bundles,” Journal of Molecular
Biology, vol. 286, no. 2, pp. 553–561, 1999.
[54] C. Bustamante, J. C. Macosko, and G. J. L. Wuite, “Grabbing the cat by the tail:
Manipulating molecules one by one,” Nature Reviews Molecular Cell Biology, vol. 1,
no. 2, pp. 130–136, 2000.
[55] K. C. Neuman and A. Nagy, “Single-molecule force spectroscopy: Optical tweezers,
magnetic tweezers and atomic force microscopy,” Nature Methods, vol. 5, no. 6,
pp. 491–505, 2008.
[56] A. Garg, “Escape-field distribution for escape from a metastable potential well
subject to a steadily increasing bias field,” Physical Review B, vol. 51, no. 21,
pp. 15592–15595, 1995.
94
BIBLIOGRAPHY
[57] E. Evans and K. Ritchie, “Dynamic strength of molecular adhesion bonds,” Bio-
physical Journal, vol. 72, no. 4, pp. 1541–1555, 1997.
[58] C. Ray, J. R. Brown, and B. B. Akhremitchev, “Correction of systematic errors
in single-molecule force spectroscopy with polymeric tethers by atomic force mi-
croscopy,” Journal of Physical Chemistry B, vol. 111, no. 8, pp. 1963–1974, 2007.
[59] M. D. Wang, H. Yin, R. Landick, J. Gelles, and S. M. Block, “Stretching DNA with
optical tweezers,” Biophysical Journal, vol. 72, no. 3, pp. 1335–1346, 1997.
[60] W. J. Greenleaf, M. T. Woodside, and S. M. Block, “High-resolution, single-molecule
measurements of biomolecular motion,” Annual Review of Biophysics and Biomolec-
ular Structure, vol. 36, no. 1, pp. 171–190, 2007.
[61] S. Izrailev, S. Stepaniants, M. Balsera, Y. Oono, and K. Schulten, “Molecular
dynamics study of unbinding of the avidin-biotin complex,” Biophysical Journal,
vol. 72, no. 4, pp. 1568–1581, 1997.
[62] C. Gu, A. Kirkpatrick, C. Ray, S. Guo, and B. B. Akhremitchev, “Effects of
multiple-bond ruptures in force spectroscopy measurements of interactions between
fullerene C60 molecules in water,” Journal of Physical Chemistry C, vol. 112, no. 13,
pp. 5085–5092, 2008.
[63] S. K. Sekatskii, F. Benedetti, and G. Dietler, “Dependence of the most probable
and average bond rupture force on the force loading rate: First order correction to
the Bell–Evans model,” Journal of Applied Physics, vol. 114, no. 3, p. 034701, 2013.
[64] A. Noy and R. W. Friddle, “Practical single molecule force spectroscopy: How to
determine fundamental thermodynamic parameters of intermolecular bonds with
an atomic force microscope,” Methods, vol. 60, no. 2, pp. 142–150, 2013.
[65] J. T. Bullerjahn, S. Sturm, and K. Kroy, “Theory of rapid force spectroscopy,”
Nature Communications, vol. 5, no. 7, p. 4463, 2014.
[66] E. Evans, “Probing the relation between force, lifetime, and chemistry in single
molecular bonds,” Annual Review of Biophysics and Biomolecular Structure, vol. 30,
pp. 105–128, 2001.
[67] M. Rief, M. Gautel, A. Schemmel, and H. E. Gaub, “The mechanical stability of
immunoglobulin and fibronectin III Domains in the muscle protein titin measured
by atomic force microscopy,” Biophysical Journal, vol. 75, no. 6, pp. 3008–3014,
1998.
[68] E. Evans, A. Leung, D. Hammer, and S. Simon, “Chemically distinct transition
states govern rapid dissociation of single L-selectin bonds under force,” Proceedings
of the National Academy of Sciences, vol. 98, no. 7, pp. 3784–3789, 2001.
[69] Y.-J. Sheng, S. Jiang, and H.-K. Tsao, “Forced Kramers escape in single-molecule
pulling experiments,” Journal of Chemical Physics, vol. 123, no. 9, p. 091102, 2005.
[70] R. W. Friddle, “Unified model of dynamic forced barrier crossing in single molecules,”
Physical Review Letters, vol. 100, no. 13, p. 138302, 2008.
95
BIBLIOGRAPHY
[71] R. W. Friddle, A. Noy, and J. J. De Yoreo, “Interpreting the widespread nonlinear
force spectra of intermolecular bonds,” Proceedings of the National Academy of
Sciences, vol. 109, no. 34, pp. 13573–13578, 2012.
[72] C. Gergely, J.-C. Voegel, P. Schaaf, B. Senger, M. Maaloum, J. K. H. Hörber, and
J. Hemmerlé, “Unbinding process of adsorbed proteins under external stress studied
by atomic force microscopy spectroscopy,” Proceedings of the National Academy of
Sciences, vol. 97, no. 20, pp. 10802–10807, 2000.
[73] N. M. Temme, “Exponential, logarithmic, sine, and cosine integrals,” in NIST
Handbook of Mathematical Functions (F. W. J. Olver, D. W. Lozier, R. F. Boisvert,
and C. W. Clark, eds.), ch. 6, pp. 149–158, Cambridge University Press, 2010.
[74] P. M. Williams, “Analytical descriptions of dynamic force spectroscopy: Behaviour
of multiple connections,” Analytica Chimica Acta, vol. 479, no. 1, pp. 107–115, 2003.
[75] E. Evans, K. Halvorsen, K. Kinoshita, and W. P. Wong, “A new approach to analysis
of single-molecule force measurements,” in Handbook of Single-Molecule Biophysics
(P. Hinterdorfer and A. Oijen, eds.), ch. 20, pp. 571–589, Springer-Verlag, 1. ed.,
2009.
[76] C. Capo, F. Garrouste, A.-M. Benoliel, P. Bongrand, A. Ryter, and G. I. Bell,
“Concanavalin-A-mediated thymocyte agglutination: A model for a quantitative
study of cell adhesion,” Journal of Cell Science, vol. 56, no. 1, pp. 21–48, 1982.
[77] D. F. J. Tees, R. E. Waugh, and D. A. Hammer, “A microcantilever device to
assess the effect of force on the lifetime of selectin-carbohydrate bonds,” Biophysical
Journal, vol. 80, no. 2, pp. 668–682, 2001.
[78] B. B. Akhremitchev, “Immobilization and interaction strategies in DFS of biomolec-
ular partners,” in Dynamic Force Spectroscopy and Biomolecular Recognition (A. R.
Bizzarri and S. Cannistraro, eds.), ch. 4, pp. 133–162, CRC Press, 1. ed., 2012.
[79] F. Pincet and J. Husson, “The solution to the streptavidin-biotin paradox: The
influence of history on the strength of single molecular bonds,” Biophysical Journal,
vol. 89, no. 6, pp. 4374–4381, 2005.
[80] M. Evstigneev and P. Reimann, “Dynamic force spectroscopy: Optimized data
analysis,” Physical Review E, vol. 68, no. 4, p. 045103, 2003.
[81] L. B. Freund, “Characterizing the resistance generated by a molecular bond as it
is forcibly separated,” Proceedings of the National Academy of Sciences, vol. 106,
no. 22, pp. 8818–8823, 2009.
[82] G. Hummer and A. Szabo, “Kinetics from nonequilibrium single-molecule pulling
experiments,” Biophysical Journal, vol. 85, no. 1, pp. 5–15, 2003.
[83] O. K. Dudko, A. E. Filippov, J. Klafter, and M. Urbakh, “Beyond the conventional
description of dynamic force spectroscopy of adhesion bonds,” Proceedings of the
National Academy of Sciences, vol. 100, no. 20, pp. 11378–11381, 2003.
96
BIBLIOGRAPHY
[84] O. K. Dudko, G. Hummer, and A. Szabo, “Theory, analysis, and interpretation
of single-molecule force spectroscopy experiments,” Proceedings of the National
Academy of Sciences, vol. 105, no. 41, pp. 15755–15760, 2008.
[85] R. Roy and F. W. J. Olver, “Elementary functions,” in NIST Handbook of Mathe-
matical Functions (F. W. J. Olver, D. W. Lozier, R. F. Boisvert, and C. W. Clark,
eds.), ch. 4, pp. 103–134, Cambridge University Press, 2010.
[86] S. Sturm, J. T. Bullerjahn, and K. Kroy, “Intramolecular relaxation in dynamic
force spectroscopy,” European Physical Journal Special Topics, vol. 223, no. 14,
pp. 3129–3144, 2014.
[87] E. H. Lee, J. Hsin, M. Sotomayor, G. Comellas, and K. Schulten, “Discovery through
the computational microscope,” Structure, vol. 17, no. 10, pp. 1295–1306, 2009.
[88] F. Rico, L. Gonzalez, I. Casuso, M. Puig-Vidal, and S. Scheuring, “High-speed
force spectroscopy unfolds titin at the velocity of molecular dynamics simulations,”
Science, vol. 342, no. 6159, pp. 741–743, 2013.
[89] P. I. Zhuravlev, M. Hinczewski, S. Chakrabarti, S. Marqusee, and D. Thirumalai,
“Force-dependent switch in protein unfolding pathways and transition-state move-
ments,” Proceedings of the National Academy of Sciences, vol. 113, no. 6, pp. E715–
E724, 2016.
[90] G. Wilemski and M. Fixman, “General theory of diffusion-controlled reactions,”
Journal of Chemical Physics, vol. 58, no. 9, pp. 4009–4019, 1973.
[91] N. G. van Kampen, Stochastic Processes in Physics and Chemistry. North-Holland
Personal Library, Elsevier, 3. ed., 2007.
[92] A. J. F. Siegert, “On the first passage time probability problem,” Physical Review,
vol. 81, no. 4, pp. 617–623, 1951.
[93] L. M. Ricciardi, L. Sacerdote, and S. Sato, “On an integral equation for first-
passage-time probability densities,” Journal of Applied Probability, vol. 21, no. 2,
pp. 302–314, 1984.
[94] A. Buonocore, A. G. Nobile, and L. M. Ricciardi, “A new integral equation for
the evaluation of first-passage-time probability densities,” Advances in Applied
Probability, vol. 19, no. 4, pp. 784–800, 1987.
[95] S. Chandrasekhar, “Stochastic problems in physics and astronomy,” Reviews of
Modern Physics, vol. 15, no. 1, pp. 1–89, 1943.
[96] V. Giorno, A. G. Nobile, L. M. Ricciardi, and S. Sato, “On the evaluation of first-
passage-time probability densities via non-singular integral equations,” Advances in
Applied Probability, vol. 21, no. 1, pp. 20–36, 1989.
[97] Z. Hu, L. Cheng, and B. J. Berne, “First passage time distribution in stochastic
processes with moving and static absorbing boundaries with application to biological
rupture experiments,” Journal of Chemical Physics, vol. 133, no. 3, p. 034105, 2010.
97
BIBLIOGRAPHY
[98] S. Getfert and P. Reimann, “Optimal evaluation of single-molecule force spectroscopy
experiments,” Physical Review E, vol. 76, no. 5, p. 052901, 2007.
[99] A. Gelman, J. B. Carlin, H. S. Stern, D. B. Dunson, A. Vehtari, and D. B. Rubin,
Bayesian Data Analysis. Texts in Statistical Science, CRC Press, 3. ed., 2014.
[100] J. Zhou, C. Aponte-Santamaría, S. Sturm, J. T. Bullerjahn, A. Bronowska, and
F. Gräter, “Mechanism of focal adhesion kinase mechanosensing,” PLoS Computa-
tional Biology, vol. 11, no. 11, p. e1004593, 2015.
[101] A. Maitra and G. Arya, “Influence of pulling handles and device stiffness in single-
molecule force spectroscopy,” Physical Chemistry Chemical Physics, vol. 13, no. 5,
pp. 1836–1842, 2011.
[102] J. T. Bullerjahn and K. Kroy, “Analytical catch-slip bond model for arbitrary forces
and loading rates,” Physical Review E, vol. 93, no. 1, p. 012404, 2016.
[103] S. Winitzki, “Uniform approximations for transcendental functions,” in Computa-
tional Science and Its Applications - ICCSA 2003 (V. Kumar, M. L. Gavrilova,
C. J. K. Tan, and P. L’Ecuyer, eds.), vol. 2667 of Lecture Notes in Computer Science,
pp. 780–789, Springer-Verlag, 2003.
[104] W. Kuhn and F. Grün, “Beziehungen zwischen elastischen Konstanten und Dehnungs-
doppelbrechung hochelastischer Stoffe,” Kolloid-Zeitschrift, vol. 101, no. 3, pp. 248–
271, 1942.
[105] J. F. Marko and E. D. Siggia, “Stretching DNA,” Macromolecules, vol. 28, no. 26,
pp. 8759–8770, 1995.
[106] M. Raible, M. Evstigneev, F. W. Bartels, R. Eckel, M. Nguyen-Duong, R. Merkel,
R. Ros, D. Anselmetti, and P. Reimann, “Theoretical analysis of single-molecule
force spectroscopy experiments: Heterogeneity of chemical bonds,” Biophysical
Journal, vol. 90, no. 11, pp. 3851–3864, 2006.
[107] J. Husson and F. Pincet, “Analyzing single-bond experiments: Influence of the
shape of the energy landscape and universal law between the width, depth, and
force spectrum of the bond,” Physical Review E, vol. 77, no. 2, p. 026108, 2008.
[108] Z. Tshiprut, J. Klafter, and M. Urbakh, “Single-molecule pulling experiments:
When the stiffness of the pulling device matters,” Biophysical Journal, vol. 95, no. 6,
pp. L42–L44, 2008.
[109] Y. V. Pereverzev, O. V. Prezhdo, M. Forero, E. V. Sokurenko, and W. E. Thomas,
“The two-pathway model for the catch-slip transition in biological adhesion,” Bio-
physical Journal, vol. 89, no. 3, pp. 1446–1454, 2005.
[110] W. E. Thomas, V. Vogel, and E. V. Sokurenko, “Biophysics of catch bonds,” Annual
Review of Biophysics, vol. 37, no. 1, pp. 399–416, 2008.
[111] E. Evans, A. Leung, V. Heinrich, and C. Zhu, “Mechanical switching and coupling
between two dissociation pathways in a P-selectin adhesion bond,” Proceedings of
the National Academy of Sciences, vol. 101, no. 31, pp. 11281–11286, 2004.
98
BIBLIOGRAPHY
[112] T. Yago, J. Lou, T. Wu, J. Yang, J. J. Miner, L. Coburn, J. A. López, M. A. Cruz,
J.-F. Dong, L. V. McIntire, R. P. McEver, and C. Zhu, “Platelet glycoprotein Ibα
forms catch bonds with human WT vWF but not with type 2B von Willebrand
disease vWF,” Journal of Clinical Investigation, vol. 118, no. 9, pp. 3195–3207,
2008.
[113] F. Kong, A. J. García, A. P. Mould, M. J. Humphries, and C. Zhu, “Demonstration
of catch bonds between an integrin and its ligand,” Journal of Cell Biology, vol. 185,
no. 7, pp. 1275–1284, 2009.
[114] Y. V. Pereverzev, O. V. Prezhdo, W. E. Thomas, and E. V. Sokurenko, “Distinctive
features of the biological catch bond in the jump-ramp force regime predicted by
the two-pathway model,” Physical Review E, vol. 72, no. 1, p. 010903, 2005.
[115] M. Lim, T. A. Jackson, and P. A. Anfinrud, “Nonexponential protein relaxation:
Dynamics of conformational change in myoglobin,” Proceedings of the National
Academy of Sciences, vol. 90, no. 12, pp. 5801–5804, 1993.
[116] Y. Jia, A. Sytnik, L. Li, S. Vladimirov, B. S. Cooperman, and R. M. Hochstrasser,
“Nonexponential kinetics of a single tRNAPhe molecule under physiological condi-
tions,” Proceedings of the National Academy of Sciences, vol. 94, no. 15, pp. 7932–
7936, 1997.
[117] H. Yang, G. Luo, P. Karnchanaphanurach, T.-M. Louie, I. Rech, S. Cova, L. Xun,
and X. S. Xie, “Protein conformational dynamics probed by single-molecule electron
transfer,” Science, vol. 302, no. 5643, pp. 262–266, 2003.
[118] W. Min, G. Luo, B. J. Cherayil, S. C. Kou, and X. S. Xie, “Observation of a
power-law memory kernel for fluctuations within a single protein molecule,” Physical
Review Letters, vol. 94, no. 19, p. 198302, 2005.
[119] P. Setny, R. Baron, P. M. Kekenes-Huskey, J. A. McCammon, and J. Dzubiella,
“Solvent fluctuations in hydrophobic cavity-ligand binding kinetics,” Proceedings of
the National Academy of Sciences, vol. 110, no. 4, pp. 1197–1202, 2013.
[120] E. W. Montroll and G. H. Weiss, “Random walks on lattices II,” Journal of Mathe-
matical Physics, vol. 6, no. 2, pp. 167–181, 1965.
[121] R. Metzler and J. Klafter, “The random walk’s guide to anomalous diffusion: A
fractional dynamics approach,” Physics Reports, vol. 339, no. 1, pp. 1–77, 2000.
[122] I. M. Sokolov, “Models of anomalous diffusion in crowded environments,” Soft
Matter, vol. 8, no. 35, pp. 9043–9052, 2012.
[123] Y. He, S. Burov, R. Metzler, and E. Barkai, “Random time-scale invariant diffusion
and transport coefficients,” Physical Review Letters, vol. 101, no. 5, p. 058101, 2008.
[124] K. B. Oldham and J. Spanier, The Fractional Calculus, vol. 111 of Mathematics in
Science and Engineering. Academic Press, 1974.
[125] X. Hu, L. Hong, M. D. Smith, T. Neusius, X. Cheng, and J. C. Smith, “The dynamics
of single protein molecules is non-equilibrium and self-similar over thirteen decades
in time,” Nature Physics, vol. 12, no. 2, pp. 171–174, 2016.
99
BIBLIOGRAPHY
[126] R. Kubo, “The fluctuation-dissipation theorem,” Reports on Progress in Physics,
vol. 29, no. 1, pp. 255–284, 1966.
[127] H. Mori, “Transport, collective motion, and Brownian motion,” Progress of Theoret-
ical Physics, vol. 33, no. 3, pp. 423–455, 1965.
[128] R. Zwanzig, “Nonlinear generalized Langevin equations,” Journal of Statistical
Physics, vol. 9, no. 3, pp. 215–220, 1973.
[129] D. Panja, “Generalized Langevin equation formulation for anomalous polymer dy-
namics,” Journal of Statistical Mechanics: Theory and Experiment, no. 2, p. L02001,
2010.
[130] J. T. Bullerjahn, S. Sturm, L. Wolff, and K. Kroy, “Monomer dynamics of a wormlike
chain,” Europhysics Letters, vol. 96, no. 4, p. 48005, 2011.
[131] P. Hänggi and H. Thomas, “Time evolution, correlations, and linear response of
non-Markov processes,” Zeitschrift für Physik B, vol. 26, no. 1, pp. 85–92, 1977.
[132] S. A. Adelman, “Fokker-Planck equations for simple non-Markovian systems,” Jour-
nal of Chemical Physics, vol. 64, no. 1, pp. 124–130, 1976.
[133] R. F. Fox, “The generalized Langevin equation with Gaussian fluctuations,” Journal
of Mathematical Physics, vol. 18, no. 12, pp. 2331–2335, 1977.
[134] M. C. Wang and G. E. Uhlenbeck, “On the theory of the Brownian motion II,”
Reviews of Modern Physics, vol. 17, no. 2-3, pp. 323–342, 1945.
[135] J. T. Hynes, R. Kapral, and M. Weinberg, “Microscopic theory of Brownian motion.
III. The nonlinear Fokker-Planck equation,” Physica A, vol. 81, no. 4, pp. 509–521,
1975.
[136] S. Okuyama and D. W. Oxtoby, “The generalized Smoluchowski equation and non-
Markovian dynamics,” Journal of Chemical Physics, vol. 84, no. 10, pp. 5824–5829,
1986.
[137] J. T. Hynes, “Outer-sphere electron-transfer reactions and frequency-dependent
friction,” Journal of Physical Chemistry, vol. 90, no. 16, pp. 3701–3706, 1986.
[138] I. Goychuk and P. Hänggi, “Anomalous escape governed by thermal 1/f noise,”
Physical Review Letters, vol. 99, no. 20, p. 200601, 2007.
[139] Y. Zheng, P. Li, N. Zhao, and Z. Hou, “Kinetics of molecular transitions with
dynamic disorder in single-molecule pulling experiments,” Journal of Chemical
Physics, vol. 138, no. 20, p. 204102, 2013.
[140] I. Goychuk, “Viscoelastic subdiffusion: from anomalous to normal,” Physical Review
E, vol. 80, no. 4, p. 046125, 2009.
[141] R. F. Grote and J. T. Hynes, “The stable state picture of chemical reactions. II.
Rate constants for condensed and gas phase reaction models,” Journal of Chemical
Physics, vol. 73, no. 6, pp. 2715–2732, 1980.
100
BIBLIOGRAPHY
[142] D. Kohen and D. J. Tannor, “Phase space distribution function formulation of the
method of reactive flux: Memory friction,” Journal of Chemical Physics, vol. 103,
no. 14, pp. 6013–6020, 1995.
[143] S. Chaudhury and B. J. Cherayil, “Approximate first passage time distribution
for barrier crossing in a double well under fractional Gaussian noise,” Journal of
Chemical Physics, vol. 125, no. 11, p. 114106, 2006.
[144] J.-H. Jeon, A. V. Chechkin, and R. Metzler, “First passage behaviour of fractional
Brownian motion in two-dimensional wedge domains,” Europhysics Letters, vol. 94,
no. 2, p. 20008, 2011.
[145] E. Pollak, “Variational transition state theory for activated rate processes,” Journal
of Chemical Physics, vol. 93, no. 2, pp. 1116–1124, 1990.
[146] A. N. Drozdov, “Theory of non-Markovian activated rate processes for an arbitrarily
shaped potential barrier,” Physical Review E, vol. 58, no. 3, pp. 2865–2875, 1998.
[147] J. E. Straub, M. Borkovec, and B. J. Berne, “Shortcomings of current theories
of non-Markovian activated rate processes,” Journal of Chemical Physics, vol. 83,
no. 6, pp. 3172–3174, 1985.
[148] G. Hummer, “From transition paths to transition states and rate coefficients,”
Journal of Chemical Physics, vol. 120, no. 2, pp. 516–523, 2004.
[149] H. S. Chung, J. M. Louis, and W. A. Eaton, “Experimental determination of upper
bound for transition path times in protein folding from single-molecule photon-by-
photon trajectories,” Proceedings of the National Academy of Sciences, vol. 106,
no. 29, pp. 11837–11844, 2009.
[150] D. Campos and V. Méndez, “Two-point approximation to the Kramers problem
with coloured noise,” Journal of Chemical Physics, vol. 136, no. 7, p. 074506, 2012.
[151] T. Guérin, N. Levernier, O. Bénichou, and R. Voituriez, “Mean first-passage times
of non-Markovian random walkers in confinement,” Nature, vol. 534, no. 7607,
pp. 356–359, 2016.
[152] C. Kappel, N. Dölker, R. Kumar, M. Zink, U. Zachariae, and H. Grubmüller,
“Universal relaxation governs the nonequilibrium elasticity of biomolecules,” Physical
Review Letters, vol. 109, no. 11, p. 118304, 2012.
[153] I. Podlubny, Fractional Differential Equations, vol. 198 of Mathematics in Science
and Engineering. Academic Press, 1999.
[154] R. Metzler, E. Barkai, and J. Klafter, “Anomalous diffusion and relaxation close
to thermal equilibrium: A fractional Fokker-Planck equation approach,” Physical
Review Letters, vol. 82, no. 18, pp. 3563–3567, 1999.
[155] A. A. Tateishi, E. K. Lenzi, L. R. da Silva, H. V. Ribeiro, S. Picoli, Jr., and R. S.
Mendes, “Different diffusive regimes, generalized Langevin and diffusion equations,”
Physical Review E, vol. 85, no. 1, p. 011147, 2012.
101
BIBLIOGRAPHY
[156] P. P. Valkó and J. Abate, “Comparison of sequence accelerators for the Gaver
method of numerical Laplace transform inversion,” Computers & Mathematics with
Applications, vol. 48, no. 3-4, pp. 629–636, 2004.
[157] S. Posch, C. Aponte-Santamaría, R. Schwarzl, A. Karner, M. Radtke, F. Gräter,
T. Obser, G. König, M. A. Brehm, H. J. Gruber, R. R. Netz, C. Baldauf, R. Schnep-
penheim, R. Tampé, and P. Hinterdorfer, “Mutual A domain interactions in the
force sensing protein von Willebrand factor,” Journal of Structural Biology, vol. 197,
no. 1, pp. 57–64, 2017.
[158] B. Obermayer and E. Frey, “Tension dynamics and viscoelasticity of extensible
wormlike chains,” Physical Review E, vol. 80, no. 4, p. 040801, 2009.
[159] O. Otto, S. Sturm, N. Laohakunakorn, U. F. Keyser, and K. Kroy, “Rapid internal
contraction boosts DNA friction,” Nature Communications, vol. 4, no. 4, p. 1780,
2013.
[160] R. Metzler and J. Klafter, “Kramers’ escape problem with anomalous kinetics: non-
exponential decay of the survival probability,” Chemical Physics Letters, vol. 321,
no. 3-4, pp. 238–242, 2000.
102
Acknowledgements
Many people have supported me, either directly or indirectly, and lent their hand during
my work on this thesis, for which I want to use the opportunity to express my gratitude.
First and foremost, I would like to thank my advisor, Prof. Dr. Klaus Kroy, for
entrusting me with this project at the beginning of my PhD. Even though it was somewhat
out of step with the rest of the group’s work, he was able to anticipate its success and
gave me free rein to explore the theoretical aspects of dynamic force spectroscopy. He
was always a source of promising solutions if I needed assistance and his keen insight into
the physics at hand helped me spot the weak points in my arguments.
Secondly, I am truly indebted to my “partner in crime”, colleague and dear friend,
Sebastian Sturm, with whom I developed the Bullerjahn-Sturm-Kroy model. Our close
collaboration was very fruitful and, even though I sometimes had to struggle to keep up
with his highly precise analytic train of thought, I really enjoyed working with him. His
dry humor and unquenchable thirst for coffee helped us get through many stressful, yet
memorable, hours at the institute.
Also, a special thanks goes out to the present and former members of our workgroup
for the pleasant and creative atmosphere they provided. Marc Lämmel was a trusting
colleague, who regularly helped me clear the bureaucratic hurdles that we encountered
when applying for scholarships and funding. I also enjoyed his company during our many
trips to the annual DPG-conferences, along with Anne Meiwald, Sven Auschra, Daniel
Rings and Stefano Steffenoni. Furthermore, I would like to acknowledge Gianmaria Falasco
for our interesting discussions and our unforgettable stay in Leuven, Belgium, where we
participated in an international summer school. I am indebted to Constantin Huster and
Sebastian Sturm for their critical remarks on previous versions of this manuscript.
Outside the working hours, I enjoyed the company of a great number of dear friends,
whose names are too many to list here, but there is one person in particular whom I would
like to thank: Enno Keßler. He is a supportive friend, who always had a sympathetic
ear to my problems and opened his home to me during the time I regularly commuted
between Berlin and Leipzig.
Last but not least, I would like to extend my sincerest thanks to my girlfriend, Bergdís
Inga Brynjarsdóttir, and my parents for their never-failing patience and continuous
encouragement throughout the years. This accomplishment would not have been possible
without them.
103
