This paper presents a fully automated procedure for controller synthesis for a general class of multi-agent systems under coupling constraints. Each agent is modeled with dynamics consisting of two terms: the first one models the coupling constraints and the other one is an additional bounded control input. We aim to design these inputs so that each agent meets an individual high-level specification given as a Metric Interval Temporal Logic (MITL). Furthermore, the connectivity of the initially connected agents, is required to be maintained. First, assuming a polyhedral partition of the workspace, a novel decentralized abstraction that provides controllers for each agent that guarantee the transition between different regions is designed. The controllers are the solution of a Decentralized Robust Optimal Control Problem (DROCP) for each agent. Second, by utilizing techniques from formal verification, an algorithm that computes the individual runs which provably satisfy the high-level tasks is provided.
provide an automatic controller synthesis method of a general class of coupled multi-agent systems under high-level tasks with timed constraints. Compared to existing works on multiagent planning, the proposed approach considers dynamically coupled multi-agent systems under timed temporal specifications in a distributed way.
In our previous work [19] , we treated a similar problem, but the under consideration dynamics were linear couplings and connectivity maintenance was not guaranteed by the proposed control scheme. Furthermore, the procedure was partially decentralized, due to the fact that a product Wighted Transition System (WTS) was required, which rendered the framework computationally intractable. Due to space constraints, a more detailed version of this paper that contains: omitted definitions, examples for definitions, extra figures, proofs of lemmas/theorems, and omitted calculations, can be found in [20] .
II. NOTATION AND PRELIMINARIES
Given a set S, denote by |S| its cardinality, by S N = S × · · ·×S its N -fold Cartesian product, and by 2 S the set of all its subsets. Given the sets S 1 , S 2 , their Minkowski addition is defined by S 1 ⊕ S 2 = {s 1 + s 2 : s 1 ∈ S 1 , s 2 ∈ S 2 }; I n ∈ R n×n stands for the identity matrix. The notation x is used for the Euclidean norm of a vector x ∈ R n ; B(c, r) = {x ∈ R 2 : x − c ≤ r} is the disk of center c ∈ R 2 and r ∈ R >0 . The minimum and maximum absolute value of eigenvalues and the singular values of a matrix A ∈ R n×n are denoted by λ min (A) and σ max (A), respectively. Consider two sets A, B ⊆ R n . Then, the Pontryagin difference is defined by A ∼ B = {x ∈ R n : x + y ∈ A, ∀ y ∈ B}. An atomic proposition σ is a statement that is either True or False. Definition 1. A Weighted Transition System (WTS) is a tuple (S, S 0 , Act, −→, d, Σ, L) where S is a finite set of states; S 0 ⊆ S is a set of initial states; Act is a set of actions; −→⊆ S × Act × S is a transition relation; d :−→→ R ≥0 is a map that assigns a positive weight to each transition; Σ is a finite set of atomic propositions, and L : S → 2 Σ is a labeling function.
Definition 2.
A timed run of a WTS is an infinite sequence r t = (r(0), τ(0))(r (1) , τ(1)) . . ., such that r(0) ∈ S 0 , and for all μ ≥ 1, it holds that r(μ) ∈ S and (r(μ), α(μ), r(μ + 1)) ∈−→ for a sequence of actions α(1)α (2) . . . with α(μ) ∈ Act, ∀ μ ≥ 1. The time stamps τ (μ), μ ≥ 0 are inductively defined as: 1) τ (0) = 0; 2) τ (μ + 1) = τ (μ) + d(r(μ), α(z), r(z + 1)), ∀ z ≥ 1. Every timed run r t generates a timed word w(r t ) = (w(0), τ(0)) (w(1), τ(1)) . . . over the set 2 Σ where w(μ) = L(r(μ)), ∀ μ ≥ 0 is the subset of atomic propositions that are true at state r(μ).
The syntax of Metric Interval Temporal Logic (MITL) over a set of atomic propositions Σ is defined by the grammar
where σ ∈ Σ, and , ♦, and U are the next, eventually, always and until temporal operators, respectively; I ⊆ R ≥0 is a non-empty timed interval. For preliminaries background regarding Timed Words, Weighted Transition Systems, MITL semantics and Timed Büchi Automata (TBA), we refer the reader to [20, Sec. II, p. 2].
III. PROBLEM FORMULATION
Consider a system of N agents, with V = {1, . . . , N}, N ≥ 2, operating in a closed and bounded workspace W ⊆ R 2 . Let x i : R ≥0 → W denote the position of each agent in the workspace at time t ∈ R ≥0 . Each agent is equipped with a sensor device that can sense omnidirectionally. Let the disk B(x i (t), r) model the sensing zone of agent i at time t ∈ R ≥0 , where r ∈ R >0 is the sensing radius. The sensing radius is the same for all the agents. Let also h > 0 denote the constant sampling period of the system. It is assumed that each agent i, is able to measure its own position and all agents' positions that are located within agent's i sensing zone without any delays.
Define the agent's i neighboring set at time t 0 is defined by
The control design for every agent i should guarantee that it remains connected with all its neighbors j ∈ N i , for all times.
The coupled dynamics of each agent are given in the form:
where f : W × W Ni → W , is a nonlinear function representing the coupling between agent i and its neighbors i 1 , . . . , i Ni . The notationx i = [x i1 , . . . , x i N i ] ∈ W Ni is used for the vector of the neighbors of agent i, and u i : R ≥0 → R 2 , i ∈ V is the control input of each agent. We assume that there exists a positive constant u max such that:
Our goal is to control the multi-agent system (1) so that each agent obeys a given individual specification. Atomic tasks are captured through a finite set of atomic propositions
which means that the agents do not share any atomic propositions. Each position x i of each agent i ∈ V is labeled with atomic propositions that hold there. Initially, a labeling function Λ i : W → 2 Σi , is introduced for each agent i ∈ V which maps each state x i ∈ R 2 with the atomic propositions Λ i (x i ) which hold true at x i i.e., the subset of atomic propositions that hold for agent i in position x i . Define also by Λ(x) = i∈V Λ i (x) the union of all the labeling functions. Assumption 2. There exists a partition D = {D } ∈I of the workspace W which respects the labeling function Λ i.e., for all D ∈ D it holds that Λ(x) = Λ(x ), ∀ x, x ∈ D . This assumption, intuitively, and without loss of generality, means that the same atomic propositions hold at all the points that belong to the same region of the partition.
In order to fill the workspace with as less states as possible, we assume that the regions D , ∈ I of the partition D are hexagons with side length R. Define also for each agent i a labeling function L i : D → 2 Σi , which maps every region of the partition D to the subset of the atomic propositions which hold true there. Furthermore, we assume that a time step T > h > 0 is given.
The trajectory of each agent i is denoted by
The trajectory x i (t) is associated with a unique sequence r t xi = (r i (0), τ i (0))(r i (1), τ i (1)) . . ., of regions that the agent i crosses, where for all μ ≥ 0 it holds that:
The time stamp τ i (0) = t 0 = τ i (0), i ∈ V models the initial starting time of the agents. The time stamps τ i (μ), μ ≥ 1 model the exact time in which the agent i crosses the boundary of the regions r i (μ−1) and r i (μ). The time stamps τ i (μ) model a time instant in which agent i is in the region r i (μ) of the workspace. The specification task ϕ i given as an MITL formula over the set of atomic propositions Σ i , represents desired tasks that are imposed to each agent i ∈ V. We say that a trajectory x i (t) satisfies a formula ϕ i given in MITL over the set Σ i , and we formally write x i (t) |= ϕ i , ∀t ≥ 0, if and only if there exists a relaxed timed word w t i that complies with x i (t) and satisfies ϕ i according to the semantics of MITL in [20, Sec. II, p.3]. Problem 1. Given N agents operating in the bounded workspace W ⊆ R 2 , their initial positions
, their dynamics as in (1), a time step T > h > 0, N task specification formulas ϕ 1 , . . . , ϕ N expressed in MITL over the sets of atomic propositions Σ 1 , . . . , Σ N , respectively, a partition of the workspace into hexagonal regions {D } ∈I with side length R as in Assumption 2 and the labeling functions Λ 1 , . . ., Λ N , L 1 , . . ., L N , assign control laws u 1 , . . ., u N to each agent 1, . . . , N, respectively, such that the connectivity between the agents that belong to the neighboring sets N 1 , . . . , N N is maintained, as well as each agent fulfills its individual MITL specification ϕ 1 , . . . , ϕ N , respectively, i.e.,
IV. PROPOSED SOLUTION A. Discrete System Abstraction 1) Workspace Geometry:
Consider an enumeration I of the regions of the workspace, the index variable ∈ I and the given time step T . The time step T models the time duration that each agent needs to transit between two neighboring regions of the workspace. Consider also a timed sequence S = {t 0 , t 1 = t 0 + T, . . . , t k = t 0 + kT, . . . }, k ∈ N, which models the time stamps in which the agents are required to occupy different neighboring regions. For example, if at time t k agent i occupies region D , at the next time stamp t k + T is required to occupy a neighboring region of D . The agents are always forced to change region at the next time stamp of the sequence S. Let us define the mapping P : V ×N → D, which denotes the fact that the agent i ∈ V,
, ∈ L we denote one and only one out of the six neighboring regions of region P (i, k). Define also byP (i, k) the union of all the six neighboring regions of region P (i, k), i.e.,P (i, k) = ∈L P (i, k, ), with |P (i, k)| = 6. A graphical example for the abstraction technique that will be adopted in this paper is presented in Fig. 1 . By employing this procedure, we are able to: 1) synchronize the agents so that each of them knows at every time step T its position in the workspace as well as the region that occupies; 2) know which controller brings each agent in its desired region for any possible choice of controllers of its corresponding neighbors. We will hereafter present a formal approach of this procedure.
2) Decentralized Controller Specification: Consider a time interval [t k , t k + T ]. We state here the specifications that a decentralized feedback controller u i (x i ,x i ) needs to guarantee so that agent i has a well-defined transition between two neighboring regions within the time interval
(S1) The controller needs to take into consideration the dynamics (1) and the constraints that are imposed by the bounds of the Assumption 1.
(S2) Agent i should move from one region P (i, k) ∈ D to a neighboring region P (i, k, ), without intersecting other regions, irrespectively of which region its neighbors are moving to. Thus, since the duration of the transition is T , it is required that
The neighbors of agent i will move also to exactly one of their corresponding neighboring regions.
3) Error Dynamics: Let us define by x i,k, ,des the geometrical center of the desired region P (i, k, ) that agent i needs to occupy at time t k + T . Define also by e i (t) =
, the error which the controller u i needs to guarantee to become zero in the time interval t ∈ [t k , t k + T ]. Then, the error dynamics are given by:
at time t k = t 0 + kT , depicted by green, red and blue color, respectively. Their corresponding neighboring regionsP (i, k),P (j 2 , k) and P (j 1 , k, ), ∀ ∈ {4, 5, 6}, respectively, are also depicted. P (i, k, 6) = D des is the desired region in which agent i needs to move at time T by applying a decentralized control law of the form u i (x i , x j 1 , x j 2 ).
4) State Constraints: Define the set
∈ L}, as the set that captures the state constraints of agent i. The first constraint in the set X i stands for the connectivity requirement of agent i with all its neighbors; the second one stands for the requirement each agent to transit from one region to exactly one desired neighboring region. In order to translate the constraints that are dictated for the state x i (t) into constraints regarding the error state e i (t) from (2), define the sets E i = X i ⊕ (−x i,k, ,des ), i ∈ V. 5) Control Design: This subsection concerns the control design regarding the transition of agent i to one neighboring region P (i, k, ), for some ∈ L. The abstraction design, however, concerns all the neighboring regionsP (i, k), for which we will discuss in the next subsection.
The timed sequence S consists of intervals of duration T . Within every time interval [t k , t k + T ], each agent needs to be at time t k in region P (i, k) and at time t k + T in a neighboring region P (i, k, ), ∈ L. We assume that T is related to the sampling time h according to: T = mh, m ∈ N. Therefore, within the time interval [t k , t k +T ], there exists m + 1 sampling times. By introducing the notation t kz t k + zh, ∀z ∈ M {0, . . . , m}, we denote by {t kz } z∈M the sampling sequence within the interval [t k , t k + T ]. Note that t k 0 = t k and t km = t k + T . The indexes k, z stands for the interval and for the sampling times within this interval, respectively. As it will be presented hereafter, at every sampling time t kz , z ∈ M, each agents solves a DROCP.
Our control design approach is based on Nonlinear Model Predictive Control (NMPC). NMPC has been proven to be efficient for systems with nonlinearities and state/input constraints. For details about NMPC we refer the reader to [21] - [24] . We propose here a sampled-data NMPC with decreasing horizon in order to design a controller that respects the desired specifications and guarantees the transition between regions at time T . In the proposed sampled-data NMPC, an open-loop Decentralized Robust Optimal Control Problem (DROCP) is solved at every discrete sampling time instant t kz , z ∈ M, based on the current error state information e i (t kz ). The solution is an optimal control signal u i (t), for t ∈ [t kz , t kz + T z ], where T z is defined as follows.
Definition 4.
A decreasing horizon policy is defined by:
This means that at every time sample t kz , z ∈ M in which the DROCP is solved, the horizon is decreased by a sampling time h. The specific policy is adopted in order to enforce the controllers u i to guarantee that agent i will reach the desired neighboring region at time T ; (3) implies also that
The open-loop input signal is applied in between the sampling instants and is given by the solution of the following DROCP:
, which is defined as:
The DROCP has as inputs the terms k, x i (t),x i (t), P (i, k), , x i,k, ,des , for time t ∈ [t kz , t kz +T z ]. We will explain hereafter all the terms appearing in the DROCP problem (4a)-(4d). By hat(·) we denote the predicted variables (internal to the controller), corresponding to the system (2) i.e.,ê i (·) is the solution of (4b) driven by the control inputû i (·) : [t kz , t kz + T z ] → U i with initial conditionê i (t kz ) = e i (t kz ). The set E i s−t kz is a subset of E i and will be explicitly defined later. The term F i : E i × U i → R ≥0 , stands for the running cost, and is chosen as
are the terminal penalty costs and terminal sets, respectively, and are used to enforce the reachability of agent i to the desired neighboring region. The terminal cost is chosen as: V i (e i ) = e i P i e i , where P i is positive definite.
The solution of the nominal model (2) at time s ∈ [t kz , t kz + T z ], starting at time t kz from an initial condition e i (t kz ), applying a control input u i : [t kz , s] → U i is denoted by e i (s; u i (·), e i (t kz )), s ∈ [t kz , t kz +T z ]. The predicted state of the system (2) at time s ∈ [t kz , t kz + T z ] is denoted bŷ e i (s; u i (·), e i (t kz )), s ∈ [t kz , t kz + T z ], and it is based on the measurement of the state e i (t kz ) at time t kz , when a control input u i (·; e i (t kz )) is applied to the system (2) for the time period [t kz , s]. The solution of the DROCP (4a)-(4d) at time t kz provides an optimal control input denoted bŷ u i (t; e(t kz )), for t ∈ [t kz , t kz + T z ]. It defines the open-loop input that is applied to the system until the next sampling instant t k z+1 :
Define an admissible control input as:
For the given hexagonal regions with side length R, the radius of the inscribed circle is given by r h √ 3 2 R. Thus, an upper bound of the norm of differences between the actual position x j and the estimated positionx j of the agent's i neighbors states, is given by x j −x j ≤ 2r h = √ 3R, j ∈ N i , due to the fact that each agent can transit at most to a neighboring region, according to the constraint set X i . Lemma 1. In view of Assumptions 1, the difference between the actual state e i (s) e i (s; u i (s; e i (t kz )), e i (t kz )) at time s ∈ [t kz , t kz + T z ] and the predicted statê e i (s; u i (s; e i (t kz )), e i (t kz )) at the same time under the same control law u i (s; e i (t kz )), starting at the same initial state
Proof. The proof can be found in [20, App III, p. 14] .
The satisfaction of the state constraint along the prediction horizon depends on the future evolution of the neighboring agents trajectories. Under Assumptions 1 on Lipschitz continuity and the bounds of the nominal model, respectively, it is possible to compute a bound on the future effect of the disturbance on the system as is given by Lemma 1. Then, by considering this effect on the state constraint of the nominal prediction, it is possible to guarantee that the evolution of the real state of the system will be admissible all the time. In view of the latter, the state constraint set E of the standard NMPC formulation, is being replaced by a restricted constrained set E i s−t kz ⊆ E i in (4c). The authors in [24] , [25] have considered such a Robust NMPC formulation. The restricted constrained set is then defined as
For the feasibility and convergence proofs of the DROCP the following assumptions are required. 
Proof. The proof can be found in [20, App. V, p. 15] .
Once the set Φ i is computed, the terminal constraint set E i is given by the following. Supposing that Assumption 3 holds. Then, by choosing the terminal set as: E i = {e i ∈ R 2 : V i (e i ) ≤ α i,2 }, with α 2,i ∈ (0, α 1,i ), we guarantee the following: 1) E i ⊆ P (i, k, ), i.e. the terminal set is a subset of the desired neighboring region; 2) for all e i ∈ Φ i it holds that g i (e i , κ i (e i )) ∈ E i . Lemma 3. Let s ≥ t kz . The difference between two estimated trajectoriesê i (s; u i (·), e i (t k z+1 )),ê i (s; u i (·), e i (t kz )) at time s, starting from from initial points t k z+1 , t kz , respectively, under the same control input u i (·), is upper bounded
Proof. The proof can be found in [20, App. VII, p. 16].
Theorem 1. Suppose that Assumptions 1-3 hold. If the DROCP is feasible at time t k , then, the closed loop system (2) of agent i, under the control input (5), starting its motion at time t k = t 0 + kT from region P (i, k), is Input to State Stable (ISS) (for ISS see [26] ) and its trajectory converges to the admissible positively invariant terminal set E i exactly
Proof. The proof can be found in [20, App. VIII, p. 16].
Assumption 3 is common in the NMPC literature. Many methodologies on how to compute Φ i and controllers u f,i = κ i (e i ), if they exist, have been proposed. We refer the reader to [22] , [27] . Regarding the initial feasibility, numerical tools (e.g. [23] ) can be utilized in order to solve the DROCP and check if the problem is feasible at time t k .
The termρ i , i ∈ V gives an upper bound on the deviation of the trajectories of the neighboring agents of agent i from their real values. If this bound is satisfied, agent i can transit between the corresponding two neighboring regions, provided the DROCP is feasible at time t k . Remark 1. It should be noted that, due to the nonlinear coupling terms f i (x i ,x i ) and the desired connectivity specifications, some of the DROCPs for k ∈ N might not have a feasible solution. Let i ∈ V, k ∈ N, ∈ L represent an agent i that at time step t k = t 0 + k T is desired to transit from region P (i , k ) to region P (i , k , ).
, has no solution, then there does not exist admissible controller that can drive agent i from P (i , k ) to P (i , k , ). Our goal, through the proposed approach, is to seek all the possible solutions of the DROCP, which implies to seek for all possible transitions that will form later the individual WTS T i of each agent. In this way, the resulting WTS T i will capture the coupling dynamics (1) and the transition possibilities of agent i in the best possible way. for p ∈ List do p is a region of the List; 8: for ∈ L do 9: t ← Sampling(t k , t k + T ); 10: for t kz ∈ t, z ∈ M do For all samples 11:
UpdateStates(x i ,x i ); 13: if (u i ) kz = ∅ then controller; 14: Flag = True; search next region; 15: break; 16: end if 17: end for 18: if Flag = False then 19:
Transit(p, ) ← u i ; 21: List ← List ∪ P (i, k, ) end for 29: end while each sampling time t kz , z ∈ M, each agent exchanges information about its new state with its neighbors and simulates the dynamics (2) . Between the sampling times the estimation x i is considered to be a disturbance, as discussed earlier.
Algorithm 1 provides the off-line procedure in order to generate the transition relation for each agent. At time t 0 each agent i calls the algorithm in order to compute all possible admissible controllers to all possible neighboring regions of the workspace. The term Transit, which is the output of the algorithm, is a matrix of control input sequences for all pairs of neighboring regions in the workspace, initialized at sequences of zeros. List is a set of regions which is updated in such way that it guarantees that all regions of the workspace will be checked for all possible transitions. The function Point2Region(·) maps the point x i (t k ) to the corresponding region of the workspace. The function Sampling(·) takes as input the interval [t k , t k + T ] and returns the m + 1 samples of this interval. The notation (u i ) kz stands for the z-th element of the vector u i . The function OptSolve(k, x i (t),x i (t), p, ) solves the DROCP and the function UpdateStates(x i ,x i ) updates the states of agent i and its neighbors after every sampling time. If the OptSolve function does not return a solution, then there does not exist an admissible control input that can drive agent i to the desired neighboring region. After utilizing Algorithm 1, the WTS of each agent is defined as follows. Definition 6. The motion of each agent i ∈ V in the workspace is modeled by the WTS
is the set of states of each agent; S init i = P (i, 0) ⊆ S i is a set of initial states defined by the agents' initial positions x i (t 0 ) ∈ P (i, 0) in the workspace; Act i is the set of actions containing the union of all the admissible control inputs u i ∈ U i that are a feasible solution to the DROCP and can drive agent i between neighboring regions; −→ i ⊆ S i × Act i × S i is the transition relation. We say that (P (i, k), u i , P (i, k, )) ∈−→ i , k ∈ N, ∈ L if there exist an admissible controller u i ∈ Act i which at step k drives the agent i from the region P (i, k) to the desired region P (i, k, ). Algorithm 1 gives the steps how the transition relation can be constructed. d i :−→ i → R ≥0 , is a map that assigns a positive weight (duration) to each transition. The duration of each transition is exactly equal to T ; Σ i , is the set of atomic propositions; L i : S i → 2 Σi , is the labeling function.
The individual WTSs of the agents will allow us to work directly in the discrete level and design sequences of controllers that solve Problem 1. Every WTS T i , i ∈ V generates timed runs and timed words of the form r t i = (r i (0), τ i (0)) (r i (1), τ i (1)) . . ., w t i = (w i (0), τ i (0)) (w i (1), τ i (1)) . . ., respectively, over the set 2 Σi with w i (μ) = L i (r i (μ)), τ i (μ) = μT, ∀ μ ≥ 0. The transition relation −→ i along with the output of the Algorithm 1, i.e, Transit(·), allows each agent to have all the necessary information in order to be able to make a decentralized plan in the discrete level that is presented hereafter.
B. Controller Synthesis
The proposed controller synthesis procedure is described with the following steps: 1) N Timed Büchi Automata (TBA) A i , i ∈ V that accept all the timed runs satisfying the corresponding specification formulas ϕ i , i ∈ V are constructed. For construction of TBA, see [20, Sec. II, p. 3]; 2) A Büchi WTS T i = T i ⊗ A i (see [20, Def. 15, p. 12] is constructed for every i ∈ V. The accepting runs of T i are the individual runs of T i that satisfy the corresponding MITL formula ϕ i , i ∈ V; 3) The abstraction procedure allows to find an explicit feedback law for each transition in T i . Therefore, an accepting run (define it by r t i ) in T i that takes the form of a sequence of transitions is realized in system (1) via the corresponding sequence of feedback laws. For a detailed explanation of the aforementioned 3-step controller synthesis procedure and a graphical illustration of the proposed framework we refer the reader to [20, Sec. IV, p.6]. Proposition 1. The obtained solution from Steps 1-3, if one found, gives a sequence of admissible controllers u 1 , . . . , u N that guarantees the satisfaction of the formulas formulas ϕ 1 , . . . , ϕ N of the agents 1, . . . , N respectively, governed by dynamics as in (1) . Thus, we solved Problem 1.
V. CONCLUSIONS AND FUTURE WORK
A systematic method of both decentralized abstractions and controller synthesis of a general class of coupled multi-agent systems has been proposed in which timed temporal specifications are imposed to the system. The solution involves a repetitive solving of an DROCP for every agent and for every desired region in order to build decentralized Transition Systems that are then used in the derivation of the controllers that satisfy the timed temporal formulas. Future work includes further computational improvement of the proposed decentralized abstraction method.
