Finding the densest sphere packing in d-dimensional Euclidean space R d is an outstanding fundamental problem with relevance in many fields, including the ground states of molecular systems, colloidal crystal structures, coding theory, discrete geometry, number theory, and biological systems.
I. INTRODUCTION
There has been great interest in understanding the packings of hard (i.e. nonoverlapping) particles because they serve as useful models for a variety of many-particle systems arising in the physical and biological systems, such as liquids [1, 2] , glasses [3] [4] [5] , crystals [6] [7] [8] , granular media [9] [10] [11] [12] , and living cells [13] . One outstanding problem is to find the densest packing of identical spheres in d-dimensional Euclidean space R d . This seemingly simple problem has proved to be a challenge for all but the most simple systems; it was not until 2005 that a proof was successfully presented to confirm the centuries-old Kepler conjecture [14] , which states that the densest packing of spheres in three dimensions is the face-centered cubic lattice. For d ≥ 4, there are no proofs for the densest sphere packings, although for d = 8 and d = 24 they are almost surely the E 8 and Leech lattices, respectively [15] .
Interestingly, these two lattices have also been used to construct 10-and 26-dimensional string theories, respectively [16, 17] .
In recent years, high-dimensional dense sphere packings have attracted the attention of physicists because of the insights they offer about condensed-phase systems in lower dimensions [5, 12, [18] [19] [20] . It is noteworthy that the general problem of finding the densest sphere packings in R d (and other spaces) is directly relevant to making data transmission over communication channels resistant to noise [21, 22] and of intense interest in discrete geometry and number theory [22, 23] . The densest sphere packing problem is also deeply linked to the covering, quantizer, number variance, and kissing number problems, with which it shares the best known solutions in a variety of dimensions [22, 24, 25] . Clever analytical methods have been used to discover dense packings in high dimensions (i.e., d ≥ 4) but this approach becomes less efficient as d increases, especially because lessons learned in lower dimensions cannot be used to construct packings in higher dimensions [22, 26] .
Numerical methods have only recently emerged to discover the densest packings in highdimensional spaces. One such method devised by Kallus, Elser, and Gravel [19] , is based on the "divide and concur" framework in which a dense arrangement of overlapping spheres is gradually relaxed until none of the spheres overlap. Another method formulated by Andreanov and Scardicchio [20] takes advantage of the fact that all densest lattice packings are also perfect lattices (defined precisely in Sec. IV), which are finite in number [22] . The densest lattice packings can therefore be obtained by randomly exploring the space of perfect lattices. The efficiency of both algorithms plummets as d grows larger, preventing them from being effectively used in very high dimensions [27] .
In the past twenty years, the Lubachevsky-Stillinger (LS) algorithm [28] has served as a standard for generating dense packing of various shaped hard particles in two and three dimensions [29] [30] [31] . However, since the LS algorithm is based on a particle-growth molecular dynamics simulation, it is extremely computationally costly to use it to generate jammed dense packings with high numerical accuracy, especially as d grows beyond three dimensions. A recent improvement on the LS algorithm is the Torquato-Jiao (TJ) algorithm [32] , which replaces the molecular dynamics with an optimization problem that is solved using sequential linear programming. In particular, the density φ of a sphere packing (fraction of space covered by the spheres) within an adaptive fundamental cell subject to periodic boundary conditions is maximized. The design variables are the sphere positions (subject to nonoverlap), and the shape and size of the fundamental cell. The linear programming solution of this optimization problem becomes exact as the packing approaches the jamming point [12] . The TJ algorithm has been found to be a very powerful packing protocol to generate both maximally-dense packings (global maxima) and disordered jammed packings (local maxima) with a large number of identical spheres (per fundamental cell) across space dimensions [12] as well as maximally dense binary sphere packings [33, 34] .
In this paper, we specialize the TJ algorithm to the restricted problem of finding the densest lattice sphere packings in high dimensions. In a lattice packing, there is only one sphere per fundamental cell [35] . Even this limited problem for d ≥ 4 brings considerable challenges; its solution has been proven only for d ≤ 8 [49] and d = 24 [15] , and it is closely related to the shortest-vector problem, which is of NP-hard complexity [36] . Additionally, most of the densest known sphere packings for d ≤ 48 are lattice packings [22, 26] . Tackling the lattice problem is thus a necessary first step prior to attempting to solve the much more complicated general problem of finding the densest periodic packings. A periodic packing of congruent particles is obtained by placing a fixed configuration of N particles where N > 1 with in one fundamental cell of a lattice, which is then periodically replicated without overlaps.
The outline of the rest of the paper is as follows: Sec. II describes the implementation of the TJ algorithm for the special case of lattice sphere packings. In Sec. III we motivate the choices that we make for the initial conditions and relevant parameters in order the various problems across dimensions. In Sec. IV, we apply the TJ algorithm for 2 ≤ d ≤ 19, and show that it is able to rapidly and reliably discover the densest known lattice packings without a priori knowledge of their existence. The TJ algorithm is found to be appreciably faster than previously published algorithms [19, 20] . We also demonstrate that the suboptimal-lattice solutions (i.e., the local maxima "inherent structures") are particularly interesting because they reveal features of the "density" landscape. In Sec. V, we close with some concluding remarks and a discussion about possible improvements and other applications of the TJ algorithm.
II. APPLICATION OF THE TJ ALGORITHM TO FINDING THE DENSEST LATTICE SPHERE PACKINGS
The basic principle behind the TJ algorithm [32] resides in the fact that finding the densest sphere packing can be posed as an optimization problem with a large number of nonlinear constraints (such as nonoverlap conditions between pairs of particles) which can be solved by solving a series of linear approximations of the original problem. Its solution eventually converges toward a local or global optimum. While global optimality cannot be guaranteed, it has been shown that the TJ algorithm frequently reaches the globally densest packings [32] . The TJ algorithm was formulated for the general problem of finding dense periodic sphere packings. Here we describe its implementation for the special case of determining the densest lattice sphere packings, which reduces the problem to optimizing the shape and size of the fundamental cell, since no sphere translations are involved. It is interesting to note that the TJ algorithm can be viewed as a hard-core analog of a gradient descent in the space of lattices for energy minimizations for systems of particles interacting with soft potentials as described by Cohn, Kumar, and Schürmann [38] .
Before explaining the numerical details of the TJ algorithm, we need to define some 
where n j are the integers (j = 1, 2, . . . , d) and we denote by n the corresponding column vector with such components. Using the generator matrix M Λ , whose columns are the basis vectors, allows us to explicitly write the lattice set:
One useful property of M Λ is that its determinant is equal (up to a sign) to the volume of the lattice fundamental cell. We can then write the lattice packing density φ as the ratio of the volume occupied by spheres of diameter D to the volume of the fundamental cell:
where
is the d-dimensional volume of a sphere of radius R and Γ(n) is the Euler gamma function.
The problem of finding the densest lattice packing of spheres in d dimensions can be expressed as:
under the constraint that all non-zero lattice vectors M Λ n, n ∈ Z d \ {0}, are at least as long as D.
For this problem, the Torquato-Jiao algorithm consists of the following four steps:
1. Randomly create a generator matrix M Λ according to some stochastic process.
2. For a given influence sphere radius R I > D, find all of the non-zero lattice vectors it
3. Solve a linearized version of a problem, for which the objective is to maximize φ (equivalent to minimizing | det M Λ |) and the constraints are that none of the vectors calculated in step 2 become shorter than D.
4. Consider whether the algorithm has converged to a lattice that is a stable maximum in φ (either the densest lattice packing or a local maximum inherent structure [37] ).
If it is the former, repeat the procedure starting from step 2. If it is the latter, the solution has converged to a local or global optimum and the procedure is terminated.
In what follows, we provide a more detailed explanation of these four steps.
A. Initialization
There are many possible methods to initialize the generator matrix M Λ . Any candidate procedure must both satisfy the minimal length constraint and adequately sample the space of all lattices. The former is trivially satisfied by rescaling the matrix if the minimal length constraint is violated. In order to satisfy the latter condition, we mainly use Gaussian initial lattices, in which each coefficient of their generator matrix M Λ is an independent normal variable N(0, σ 2 ) with a variance σ 2 . These matrices have the property that each of their lattice vectors (columns of M Λ ) have independent orientations with no given preference for any particular direction. To compare this against a different initialization method, we also consider initial lattices for which M Λ is the sum of the generator matrix of a specific lattice
Appendix A for the definitions of these lattices) and one of a Gaussian initial lattice.
B. Finding short vectors
Finding all of the vectors for an arbitrary lattice that are within a small given radius R I from the origin is a complex problem in high dimensions. Indeed, the problem of finding the shortest lattice vector for a given lattice Λ grows superexponentially with d and is in the class of NP-hard (nondeterministic polynomial-time hard) problems [36] . One efficient method to solve this problem can be found in Ref. 39 . The influence sphere radius R I can be any value larger than the sphere diameter D, and may vary from one iteration to the next.
It is found that the algorithm is largely insensitive to the value chosen for R I , which is to be contrasted to the results for periodic packings, where larger R I values favor the densest packings over inherent structures [32] . Since the computational cost of this and the following steps quickly increases with R I , we opt to use the nearly minimal value R I = 1.1D.
C. Solving the linearized problem
The only linearized problem variables in the case of the implementation of the TJ algorithm in the case of a lattice packing are the coefficients of the d × d symmetric strain tensor ε [40] . The modified generator matrix is then
The constraint that a vector originally at position v = M Λ n remains at least as large as D can then be written as
This constraint is linearized by dropping the term that is quadratic in ε:
It should be noted that the term (v ⊤ ε ⊤ εv) that has been dropped is non-negative, which means that every set of variables that satisfies inequality (7) also satisfies inequality (6). This is different from the equivalent constraints for periodic packings, for which the quadratic term may be negative due to the interaction between the lattice deformation and the particle displacements. This avoids the necessity of either adding a constant term to the constraint or rescaling the system if spheres are found to overlap, which is the case for the general periodic packing problem [32] .
Additionally, extra constraints must be added to prevent vectors that could be outside the influence sphere from becoming shorter than D:
where the length of the vector has been chosen as its smallest possible value (R I ). A simple yet robust method to ensure that inequality (8) is satisfied for all vectors outside of the influence sphere is to bound the lowest eigenvalue of ε from below by −λ. There are multiple ways to write linear constraints on ε such that its eigenvalues are all larger than −λ. One such way is given by
Finally, the determinant of the modified generator matrix (assuming that det
where I is the d-dimensional identity matrix. The linearized density φ is thus
where φ 0 is the density for the initial generator matrix M Λ and we used the fact that the density is inversely proportional to the fundamental cell volume. We can see from the above relation that maximizing the lattice density is equivalent to minimizing the trace of the strain tensor ε. Unlike the linearized constraints (7), (9) and (10), which are conservative in that as long as they are satisfied the nonlinearized constraints will always be satisfied, the objective function (12) may have the wrong sign due to the nonlinear term having an unknown sign. In the situation where the updated lattice has a larger determinant than the original matrix, we halve ε (multiple times if necessary) to ensure a lower updated determinant. This prevents the algorithm from oscillating between multiple lattices and forces it to eventually converge.
D. Convergence criterion
The algorithm is considered to have converged if the sum of the squared coefficients of ε is below a small threshold value (10 −12 for this paper). This is numerically equivalent to saying that all lattices in the neighborhood of the current lattice are less dense. This resulting lattice is therefore a local density maximum ("inherent structure" or "extreme" lattice, as elaborated in Sec. IV B). Such a lattice is also strictly jammed, since any possible deformation requires an increase in the volume of its fundamental cell [11, 41, 42] .
III. STUDY OF PARAMETERS AND INITIAL CONDITIONS
The ability of TJ algorithm to discover the densest lattice packings can potentially be affected by the influence sphere radius R I , the lowest eigenvalue of the strain matrix λ, and by the choice of the initial lattice. This section is dedicated to the study of their impact on the algorithm and to explain our choices for them in the following sections.
The TJ algorithm is deterministic [43] , and therefore the initial lattice fully controls the resulting final lattice for given parameters R I and λ. For example, employing initial lattices that are very close to the known densest lattice, not surprisingly, results in a very high success rate in obtaining that lattice. On the flip side, it would almost certainly never be able to discover a hypothetical denser lattice. It would therefore be misguided to use configurations that are near the known densest lattice as the initial conditions. However, allowing initial lattices that are very bad packers could result in a low success rate or a large convergence time for success. Thus, good choices for initial lattices involve a delicate balance between their diversity and an ability to relax quickly to dense lattices. Table I shows numerical results in 13 dimensions. The initial lattices are taken from four different distributions, using six different influence sphere radii. The TJ algorithm typically succeeds at generating the densest known lattice packing with a high probability.
However, it has a relatively lower success rates for the cases d = 13 and d ≥ 17. We thus purposely choose the 13-dimensional case to probe the best choices for the initial conditions and algorithmic parameters because of its abnormally low success rate in comparison to cases As can be seen in Table I , the different initial conditions that we have used result in similar success rates. We therefore use the Gaussian initial condition to generate the initial lattices for all subsequent calculations, since it lacks both the potential bias that the D d + noise and Z d + noise initial conditions share, and it does converge much faster than the invariant distribution.
The main parameter influencing the efficiency of the TJ algorithm is the influence sphere radius R I , which can either be fixed or vary from one iteration to the next. A radius that is too large leads to a large number of extra constraints for the linear program, greatly increasing its complexity. By contrast, if R I is too close to D, then the constraints on the shear matrix ε will be too restrictive [see Eqs. (8), (9) and (10)]. This, in turn, only allows the lattice to deform very slowly, thereby requiring many iterations before convergence. A compromise between both is to use a variable R I , such that the number of vectors inside the sphere of influence stays relatively constant, thus initially allowing a fast convergence when φ is small, without needing numerous constraints when φ gets close to its maximum.
We use the following rough approximation to select R I :
Number of constraints ∼ 1 2
where the factor of one-half comes from the observation that for every vector v in a lattice, there is another one of identical length −v which does not need to be explicitly constrained.
A final parameter that can be modified is how much the lattice is allowed to deform at every iteration. As a test case, we divide the value of λ by 10 to check whether an increased value of R I provides benefits other than allowing larger strain matrices.
From Table I , we can see that increasing R I does not increase the success rate (it actually negatively affects it), while it significantly increases the run time. Therefore, the following calculations will be done using a small influence sphere radius of R I = 1.1D. We attempted to adjust R I as a function of dimension d to improve success rates for large d, but this proved to be fruitless. The radius R I only weakly impacts the success rate, but its value has a dramatic influence on the time per trial, which gets multiplied by 400 when R I is increased from 1.1D to 2.0D. Therefore, one should decide on a choice of R I so as to prioritize a faster execution speed over an increased probability of reaching the densest lattice packing.
IV. RESULTS
Here we describe the results we obtain by applying the TJ algorithm to find the densest lattice packings in dimensions 2 through 19. We compare our results with those obtained in previous investigations [19, 20] . We also provide the frequency of time that the TJ algorithm finds local versus the densest known global maxima.
A. Finding the densest lattice packings
We have applied the TJ algorithm for dimensions d = 2 through d = 19, and found the densest currently known lattice packing for each of them. The algorithm is robust in that it converges rapidly to the optimal solutions in most dimensions. Not surprisingly, except for the trivial d = 2 and d = 3 cases, it does not reach the optimal solution for all initial conditions. Therefore, even though the probabilities of finding the densest packing on the first attempt was high (greater than 19% for d ≤ 12 and 14 ≤ d ≤ 16), we typically needed multiple trials (i.e., different random initial conditions) to guarantee that the densest lattice packings were among these. Consequently, the quality of such a global optimization algorithm is preferably measured using the time required per successful trial instead of simply the time per trial or the success rate. Table II sphere radius R I = 1.1D and the initial lattices are generated using the Gaussian initial condition.
See Appendix A for the definitions of the various lattices. The comments in Table I average time required per successful trial. We determine whether we achieved the densest known packings primarily by comparing the packing density φ and the kissing number Z (the number of spheres that are in contact with any given sphere) with published data [22, 26] .
Additionally, we calculate theta series (the generating functions for the number of vectors with specific lengths in the lattices [22] ) up through the first few coordination shells. Table II ).
The fact that the TJ algorithm was unable to find any denser lattice packings than the densest known lattice packings reinforces the evidence that these are indeed the densest One particular aspect of the success rates shown in Table II 
B. Inherent structures
The TJ algorithm is intrinsically a local density maximization algorithm. As such, it can, and often does, converge locally to the densest lattice packing associated with a given initial configuration, i.e., an inherent structure [32] , that are not necessarily the global maxima.
These local maxima are analogous to the inherent structures of a continuous potential. The study of these inherent structures are of fundamental interest in their own right because they offer insight about the nature of topography of the "density" landscape and understanding the frequency of their occurrence could potentially lead to improvements on the algorithm.
One interesting property of the density landscape associated with the lattice packing problem is that all of its inherent structures are extreme lattices, i.e., they are both perfect The cause of this reduction and whether the symmetry of the inherent structure is lower than that of the ground state or some other effect is still unknown and warrants further investigation.
As seen in Table III , some inherent structures are degenerate in the sense that multiple lattices share the same packing density. A peculiar property that these degeneracies share is that their appearance rate is far from constant. For example, it goes from 9.24% for the Λ min 12 to a mere 0.03% for the Λ max
12
. Since both of these are laminated lattices, why does one occurs more frequently than the other? One possible reason is that for all these degeneracies but one, the lattices with smaller kissing number are more likely to be generated. In the case of Λ min 12 and Λ max
, their kissing numbers are respectively 624 and 648. This is consistent with previous work which has shown that for packings with many particles per fundamental cell, the TJ algorithm has a propensity to generate isostatic packings from random initial conditions, where the number of interparticle contacts is equal to the number of degrees of freedom of the problem [32] . Figure 1 shows that as the dimensionality increases, the inherent-structure densities tend to become concentrated around a specific value instead of being spread over a range of pos- sible densities. This concentration tendency is caused by the rapid increase in the number of such low-density inherent structures for large d, which eventually overwhelms the algorithmic bias toward high-density lattices. This explains the dramatic reduction in success rates in Table II 
V. CONCLUSIONS AND DISCUSSION
In this paper, we have shown that the Torquato-Jiao algorithm is able to quickly find the densest known lattice packings for d ≤ 19. The TJ algorithm is found to be orders of magnitude faster than the previous state-of-the-art lattice packing methods [19, 20] . This makes the TJ algorithm the fastest current numerical method to generate the densest lattice packings in high dimensions.
While we limited our present study to d ≤ 19, the TJ algorithm can be employed to generate dense lattice packings in higher dimensions at greater computational cost. We expect that dimensions d = 20 and d = 21 would be manageable with more computing resources, but improvements to the algorithm would be required to study d ≥ 22. One possible approach to increase the likelihood of generating a dense lattice packing for d ≥ 22 would be to include ad hoc methods in between the TJ-algorithm steps that favor denser packings, such as thermal equilibration of the system (e.g., via Monte Carlo methods to solve the "adaptive shrinking cell" optimization problem [51, 52] ) or relaxation under pair potentials known to favor high-density configurations. Another possibility would be to combine the strengths of the TJ algorithm with those of other lattice packing methods. The ability of the TJ algorithm to quickly generate extreme lattices (the inherent structures) could be used as a starting point for an algorithm that performs an exhaustive search in the space of perfect lattices [20] . Moreover, its efficiency in finding locally-densest lattice packings from arbitrary initial conditions could be used to rapidly obtain such packings starting from intermediate-density packings generated using other methods [19] . As d increases from one, the first dimension in which the densest known packing that is not a Bravais lattice (periodic packing with a multiple-particle basis) is d = 10, which has a basis of 40. Since the TJ algorithm was successfully used to obtain the densest known packings for d ≤ 6 with a large multiple-particle basis (up to a basis of 729 for d = 6) [32] , it would be interesting to explore whether the TJ algorithm could be used to discover currently unknown denser non-lattice packings in 10 dimensions or higher.
For d ≥ 17 dimensions, the TJ algorithm mainly produces lattices that have both a low packing density and a minimal kissing number, while still being locally densest, revealing a richer and more complex density landscape than in most dimensions less than 17. This phenomenon could possibly be exploited to quickly generate low-density extreme lattices in very high dimensions. Since these lattices are strictly jammed and have the minimal kissing number to ensure mechanical stability, they can be considered to be the lattice analogs to the maximally random jammed packings (disordered local-maxima inherent structures) that have been generated using the TJ algorithm with many particles per fundamental cell [32] .
Such configurations could be generated in much higher dimensions than those considered in this paper, since the requirement of reaching the ground state would be removed, and the TJ algorithm is less resource-intensive when generating suboptimal kissing configurations 
where x ik denotes the components of a lattice vector, subject to the following conditions
x i1 − x j1 ≡ x i2 − x j2 ≡ x i3 − x j3 mod 3 i, j ∈ {1, · · · , 6}, and (A6)
x 1k + x 2k + x 3k + x 4k + x 5k + x 6k ≡ 0 mod 3 k ∈ {1, 2, 3}.
This lattice can be generalized to other dimensions in the range 6 ≤ d ≤ 18 by requiring that K d is the densest section of K d+1 which either contains or is contained in K 12 and taking is associated with a positive eutactic coefficient β i > 0 such that the norm of any vector x can be written as:
A lattice is a local maximum in density (i.e., an inherent structure) if and only if it is an extreme lattice, which is both perfect and eutactic [48] . There are 1, 1, 1, 2, 3, 6, 30, and 2408
extreme lattices for d = 1 through d = 8, respectively [49, 50] .
