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Microgrids are being considered as a solution for implementing more reliable and 
flexible power systems compared to the conventional power grid. Various factors, such as 
low system inertia, might make the task of microgrid design and operation to be 
nontrivial. In order to address the needs for operational flexibility in a simpler manner, 
this dissertation discusses modular approaches for design and operation of microgrids. 
This research investigates Active Power Distribution Nodes (APDNs), which is a 
storage integrated power electronic interface, as an interface block for designing modular 
microgrids. To perform both voltage/current regulation and energy management of 
APDNs, two hierarchical control frameworks for APDNs are proposed. The first 
framework focuses on maintaining the charge level of the embedded energy storage at the 
highest available level to increase system availability, and the second framework focuses 
on autonomous power sharing, and storage management. The detailed design process, 
control performance and stability characteristics are also studied. The performance is also 
verified by both simulation and experiments. The control approaches enable application 
of APDNs as a power router realizing distributed energy management. The decentralized 
 viii 
configuration also increases modularity and availability of power networks by preventing 
single point-of-failures. 
The advantages of using APDNs as a connection interface inside a power network 
are discussed from an availability perspective by performing a comparison using 
Markov-based availability models. Furthermore, the operation of APDNs as power 
buffers is explored and the application of APDNs enabling modular implementation of 
microgrids is also studied. APDNs enable the system expansion process—i.e. connecting 
new loads to the original system—to be performed without modifying the configuration 
of the original system. The analysis results show that a fault-tolerant microgrid with an 
open architecture can be realized in a modular manner with APDNs. APDNs also enable 
simplified selectivity planning for system protection. 
The effect of modular operation on microgrids is also studied by using an inertia 
index. The index not only provides insights on how system performance is affected by 
modular operation of modular microgrids, but is also used to develop a simpler operation 
strategy to mitigate the effect of plug and play operations. 
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Chapter 1. Introduction 
1.1 MICROGRIDS 
The development of power electronics and storage technology enabled the advent 
of microgrids with advanced functionalities compared to conventional power systems. 
Examples include systems that have both directly connected generators and inverter-
interfaced sources [1], power networks for data centers [2], power systems with 
renewable energy sources [3], and electric ships [4]. To verify and enhance the 
performance of microgrids, various demonstration sites are also reported worldwide [5], 
[6]. 
According to [7], microgrids can be defined as the following. 
“A microgrid is a group of interconnected loads and distributed energy resources 
within clearly defined electrical boundaries that acts as a single controllable entity with 
respect to the grid. A microgrid can connect and disconnect from the grid to enable it 
operate in both grid-connected or island-mode” [7]. 
 
Fig. 1.1. Example of a general microgrid 
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As implied from the definition, examples of benefits by operating a microgrid 
compared to conventional centralized power systems include higher operational 
flexibility, and improved system availability. For instance, the local loads could be 
operated by the sources without being affected by the state of the main electric grid. 
Based on the flexibility, furthermore, it is possible to optimize the operation of the system 
through proper control.  
However, there are several challenges with microgrid operation. The smaller 
system inertia value [8], and relatively small size of microgrids [9] are examples of such 
challenges. Microgrids are expected to have high participation of sources and loads 
equipped with power electronic interfaces (PEIs) [10], [11]. Although PEIs are effective 
for connecting different type of sources and loads to build a microgrid, these interfaces 
can also be a cause of stability issues in a power network. Stability issues can be 
attributed to the limited inertia of PEIs compared to synchronous generators [12]. In 
addition, the negative incremental input impedance behavior observed at the terminals of 
tightly regulated converters [13] is also a known factor that affects microgrid stability.  
Microgrids can also be exposed to significant power imbalances between sources 
and loads [10]. For example, the power output of renewable sources can be affected by 
external conditions, such as passing clouds affecting photovoltaic arrays. Considering 
power system stability is highly linked to the power balance [14], this power imbalance 
can also cause stability problems. The relatively small size of microgrids may increase 
the difficulty of handling stability issues caused by this imbalance. This power imbalance 
can also be a major factor that can make the system expansion design process—e.g. 
connecting future loads to the microgrid as shown in Fig. 1.2—to be nontrivial, making 
difficult to realize microgrids with open architectures.  
 3 
 
Fig. 1.2. Examples of factors affecting microgrid stability 
 
1.2 POWER NETWORK AVAILABILITY 
Higher level of availability is one of the key benefits of microgrids. Highly 
available power supply is also essential for power systems of critical facilities such as 
hospitals [15], military bases [16], [17], and data centers [2]. Vehicles and aircrafts 
should also be designed so that the performance of safety critical functions is not affected 
by failures at the power distribution level [18], [19]. The interest for implementing a 
highly available power distribution grid has continuously increased after experiencing 
extensive black-outs during natural disasters [20]. These extensive and long outages often 
happen with relatively minor damage in power grids, suggesting an important fragility 
particularly in the distribution portion of the grids [21]. These power distribution issues 
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originate in the primarily centralized power generation architecture of power grids—few 
large power plants serve many more small loads—and the lack of power path redundancy 
in most sub-transmission and distribution-level circuits. 
Traditional mitigation strategies to handle this issue include tree trimming 
programs, and use of underground infrastructure. Another approach is planning of aerial 
power distribution architectures with alternative power paths, such as ring or laddered 
configurations. However, circuit protection coordination and selectivity planning in these 
configurations is usually very complex, particularly as more distributed generation 
technologies are deployed at the distribution level of power grids. Moreover, series faults 
cannot be easily detected with only fuses or circuit breakers and it is difficult to achieve 
an effective current interruption using conventional circuit protection devices in dc power 
architectures. These issues are expected to be more prevalent as interest in using 
microgrids and dc power systems to achieve higher availability grow, supported by the 
increased use of power electronic interfaces [4], [22] as exemplified in Fig. 1.3.  
 
 
Fig. 1.3. Example of a Power Distribution Architecture 
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Therefore, it is evident that improving power distribution reliability and 
availability in a more cost effective way than burying infrastructure and with an increased 
deployment of power electronic interfaces will be the focus receiving increased attention 
in the future. Hence, it is expected that power electronic circuit performance is one of the 
key factors affecting power distribution availability in future power grids.  
 
1.3 RESEARCH DIRECTION 
To have higher operational flexibility, microgrids are likely to experience change 
in the configuration. Possible examples include connection of future loads or 
addition/removal of power sources. Because of the previously discussed challenges of 
microgrids, design and operation of microgrids to accommodate these configuration 
changes might be nontrival, making the realization of microgrids with open architectures 
a difficult problem. This can limit the operational flexibility of microgrids, which is one 
of the main characteristics and benefits of operating a microgrid. Therefore, it is 
necessary to seek approaches that enable modular design and operation of microgrids that 
can maximize operational flexibility—i.e. plug-and-play operation. 
This study considers a storage integrated power electronic interface, named as 
Active Power Distribution Node (APDN), as a modular interface block for design and 
operation of modular microgrids. The conceptual diagram of an APDN is shown in Fig. 
1.4. By having multiple interface ports that have bidirectional power flow capability and 
embedded energy storage, APDNs are able to increase both operational flexibility and 
availability of power networks. This dissertation studies the operation principle and 
characteristics of APDNs. The research, furthermore, proposes two hierarchical control 
strategies for APDN control and its application as an interface block for modular 
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microgrids. The advantages and design considerations of using APDN as a connection 
interface for microgrids are also explored.  
This research also studies the effect of modular operation on the performance of 
microgrids. This dissertation studies an approach using an inertia index. The considered 
index provides insights on how the microgrid performance could be affected by source 






Fig. 1.4. Conceptual block diagram of an APDN  
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1.4 LITERATURE REVIEW AND CONTRIBUTIONS 
This section reviews the literature on the topics relevant to the research conducted 
in this dissertation. The contributions and achievements of this study compared to 
previous work are also introduced. 
1.4.1 Integrated Power Electronic Interface 
Integrated power electronic interfaces can be realized by multi-port circuit 
topologies. Representative multi-port circuit topologies include parallel connected 
converters [23], interleaved converters [24], multiple input converters [25], multiple 
output converters [26], and multiple input-multiple output converters [27]. These 
topologies differ from each other depending on which component is shared among 
different interface ports and whether the interface ports can transfer power 
simultaneously or in a time-multiplexed manner. These multi-port circuit topologies 
could be used to implement a modular microgrid architecture. For example, Fig. 1.5 
shows a microgrid implemented using a multiple input converter [25]. The modular 
configuration enables to accommodate the changes in the number of sources by simply 
adding or removing input cells as shown in Fig. 1.5. 
While most of the previous studies on microgrids consider connecting sources and 
loads to the main bus through separate single-input single-output (SISO) converters, it is 
beneficial to consider implementing a microgrid using a power electronic interface 
integrated with multiple bidirectional ports. Such an integrated interface can show 
potential benefits such as higher operational flexibility, and system availability [27], [28], 
[29]. It can also enable realizing microgrids with an open modular architecture. In 
addition, the number of power conversion stages can be minimized so that efficiency can 




Fig. 1.5. Example of a Microgrid implemented with a Multi-Input Converter 
Such an integrated interface can also perform a role as a power router [30], in the sense 
that the power flow of each input/output port can be actively controlled. Furthermore, a 
modular design approach for microgrids can be developed by using the integrated 
interface as a building block. 
Several studies proposed a power electronic interface that can be used as a power 
router for microgrids. For example, [31] considers using a solid-state transformer (SST) 
as a power router. The microgrid design based on using a SST for connecting ac sources 
and dc loads are presented with simulation results [31]. A multiple-input multiple-output 
(MIMO) converter that has ports with bi-directional power flow capability using a SEPIC 
topology is introduced in [29]. The operation principle and its application for microgrids 
are also introduced [29]. Although [29] discusses application of the interface for building 
a highly available power network, the interface can also be used to perform power 
routing between the connected sources and loads based on the proposed time-
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multiplexing switching scheme. Different type of integrated interfaces that can also be 
used as a power router of a microgrid can be found from the research results on 
converters with multiple interface ports [32], [33]. The study of [32] proposed a dc 
MIMO interface for dc transmission systems. Each interface port is connected to a 
common ac bus through a LCL filter. Reference [33] introduces a resonant MIMO power 
converter with a high frequency link. The power of each input leg is transferred to the 
output leg in a sequential manner through a pair of an inductor and a capacitor. 
Compared to these previously mentioned interfaces, the interface studied in this 
research, APDNs, has the advantages of both energy storage in terms of resiliency and 
power electronics circuits in term of flexible control. APDNs not only perform power 
routing but also can work as a power buffer that can handle instantaneous power 
imbalance between sources and loads thanks to its embedded energy storage. In addition, 
the energy storage can be used as a secondary power source when the source is not 
available, thus, providing some limited failure ride through capabilities. Furthermore, 
APDNs enable open architecture designs because in case the microgrid hardware 
configuration needs to be modified—e.g. addition or removal of interface modules—such 
modifications could be easily addressed in a modular fashion. 
 
1.4.2 Control of Multi-Port Power Electronic Interfaces 
Controllers for multi-port topologies should consider additional objectives other 
than regulation performance, such as load sharing between different ports. Examples of 
control frameworks proposed for multi-port topologies include droop [34], master-slave 
[35], and average current [36] control. Among these approaches, droop control can 
perform both power sharing between different sources and voltage regulation by sensing 
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local variables only [37]. Droop control application examples are reported for both ac [1], 
[37] and dc systems [3], [38], [39]. The droop laws of both systems are shown in Fig. 1.6, 
1.7, and 1.8. In case of dc systems (Fig. 1.6), the droop law can be designed so that the 
voltage reference value droops as the current increases. The droop law for ac systems 
(Fig. 1.7 (a)) can also be designed in a similar fashion as shown in Fig. 1.7(b). It is worth 
to note that the droop law for ac systems depends on the cable characteristics (i.e. R/X 
ratio). Instead of the P-f, Q-V droop law, in case the cable is highly resistive, the reverse 
droop law should be considered as shown in Fig. 1.8 [40] 
Droop control is used to perform both voltage regulation and power sharing 
between different energy sources in a microgrid [39]. The power sharing ratio between 
sources is determined by the droop slope of each source. Although high droop gains can 
improve the accuracy of power sharing [41], the stability margin decreases as the droop 
gain increases [38], [41]. A supplementary loop for the linear droop law was developed to 
ensure system stability even with high gains in [41]. Alternative approaches for 
improving droop control load sharing performance include adaptive droop laws that 
depend on the load power level [42], or compensators that shapes the output impedance 
[43], [44].  
Microgrids can be controlled by using a hierarchical control framework [37], [45], 
which includes decentralized control for distributed generation sources and voltage 
regulation. This framework has a control hierarchy in which the primary level establishes 
load sharing between different sources according to a droop law, and a higher level 
adjusts the voltage deviation caused by the droop law of the primary level controller or 
control the power flow between the microgrid and an utility gird tie. Instead of the 
voltage, studies that consider restoration of frequency or minimizing voltage unbalance 









(b) Droop Curve (V-I) 
Fig. 1.6. Droop Law for dc Microgrids 
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(a) System Configuration 
 
(b) Droop Curve (P-f) 
 
(c) Droop Curve (Q-E) 
Fig. 1.7. Droop Law for ac microgrids (Inductive) 
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(a) System Configuration 
 
(b) Droop Curve (P-E) 
 
(c) Droop Curve (Q-f) 
Fig. 1.8. Droop Law for ac microgrids (Resistive) 
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While a droop based decentralized control approach has been typically considered 
in the hierarchical control framework [37], studies that use distributed control approaches 
for microgrid control were also reported [46]-[52]. Satisfactory performance of both load 
sharing and voltage regulation could be achieved based on the communication of local 
information between different units—e.g. generation units or interface modules. 
Examples of the communicated information include the current [46], [47], and the output 
voltage [47]. The use of distributed cooperative control approaches were also reported for 
modular converters [48], [49] and microgrids [50]-[52]. For example, reference [50] 
studies the application of cooperative control for current sharing in parallel connected dc 
converters. A cooperative control framework for modular converters that could be 
applied with different communication link topologies between the individual modules is 
proposed in [49]. For dc microgrids, a control approach is developed so that each unit is 
equipped with a control law that uses data of neighboring units to perform both voltage 
and current regulation [50]. The application of distributed control was also reported for ac 
microgrids [51], [52].  
Since APDNs could be viewed as an interface that is a composition of identical 
interface modules, this research studies a decentralized [53] hierarchical control approach 
for APDNs. Although droop control has been studied in the past in many applications 
[38], [39], [41]-[44], their use to control distribution-level power electronic circuits with 
embedded energy storage seem to not have been sufficiently explored in the past. 
Compared to the full-state feedback approach [27], the proposed approach of this 
study is able to both control power flow and perform storage management in a 
decentralized manner through droop control. It should be noted that a centralized power 
management algorithm [54] is not required to perform storage management. Hence, the 
control approach increases modularity, and reduces communication burden between 
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interface modules. As a result, potential single point of failures for the entire system are 
avoided. The considered control approaches could also be effectively used for both 
operation modes of the interface module—i.e. input module and output module. The 
control approach provides a method to either enable autonomous load sharing between 
input modules or provide active damping to handle constant power loads that might be 
connected in series to an output module. The control framework of this study also 
performs management functions for the embedded energy storage that is directly 
connected to every interface module as shown in Fig. 1.4. Although studies on interfaces 
that have a battery directly connected to the power stage have been reported in the past, 
these studies have limitations such as not discussing regulation of battery voltage [55], 
[56], or considering only a single power source [57]. This research explores both battery 
current and voltage regulation which are commonly needed for batteries.  
 
1.4.3 System Availability and Power Electronics Interface 
A typical approach for quantifying reliability performance of a power electronic 
interface is by using the part count technique based on failure rate data from handbooks 
[58]-[60]. The failure rate of each component is calculated by considering various factors 
such as quality grade, device ratings, electrical stress, and environmental conditions [61]. 
To achieve a more realistic prediction of failure rates, approaches of using actual or 
simulated environment data for calculating the operation conditions were also reported 
[62], [63]. By using the calculated failure rate of each component (e.g., power switches, 
and capacitors), it is possible to evaluate the reliability performance of power converters 
for various applications, such as grid connected PV systems [64], hybrid electric vehicles 
[65], wind power systems [62], and aircraft systems [66]. 
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However, component failure rates—i.e. reliability—provide limited information 
about system performance. Instead, availability should be considered as a metric for 
quantifying how systems perform [28]. This is based on the fact that a typical power 
system can be viewed as a repairable system consisting of multiple components. 
Availability includes the effect of not only failure rates, but also repair rates, which are 
affected by external factors such as maintenance policy, logistics, and system architecture 
[28]. This notion of availability can be explained with an extreme example in which if a 
perfect maintenance policy is applied—i.e. a system is repaired as soon as a fault is 
detected and a fault is detected as soon as a fault happens—it is possible to have a system 
with high availability using components with low reliability. Examples of calculating 
power system availability are reported for applications such as microgrids [28] and PV 
systems [67]. 
This dissertation discusses the advantages of using APDN, which is a storage 
integrated power electronic interface, as a connection interface inside a power network 
from an availability point of view in a quantitative manner by performing a comparison 
using Markov-based availability models. The advantages of both power electronic 
interface and embedded energy storage are demonstrated through availability analysis 
and cost analysis.  
 
1.4.4 Stability of Microgrids 
In order to ensure stable operation of microgrids, various studies have been 
performed on microgrid stability [68], [69]. Figure 1.9 shows examples of research topics 




Fig. 1.9. Research Topics Related to Stability of Microgrids 
Most of the studies focus on performing an analysis on how system parameters 
can affect system stability or developing a control law or an energy management policy 
to ensure system stability. Examples of parameters that affect microgrid stability include 
droop gains [1], [70], controller gains [71], and the resistance/inductance of connection 
cables [72]. Results of [70] show that the system becomes unstable as the frequency 
droop gain increases. Based on eigenvalue analysis, it was shown that system damping is 
affected by the controller gains of a constant power load [71]. 
To ensure stable operation of microgrids, control law development for power 
electronic interfaces has also been a major research topic [73]. Examples of proposed 
control approaches include droop laws using the derivative of power [42], adding 
supplementary control loops [41], and modifying the output impedance characteristics of 
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the power electronic interface [74]. While the linear droop law (e.g., P-f, Q-V for 
inductive grid and P-V, Q-f for resistive grid) is the most popular approach considered for 
droop control, the use of alternative droop laws could improve the transient response [12] 
or enable using higher droop gains [41] with an objective to enhance the load sharing 
performance. Based on the fact that the output impedance of a power electronic converter 
could be modified by the control law, approaches that change the output impedance 
characteristics to be either more resistive [75] or inductive [45] are considered so that 
droop laws could be more effectively used without being affected by the coupling 
between active power and reactive power. The output impedance is changed by 
introducing a virtual impedance term in the control loop as shown in Fig. 1.10. Instead of 
a fixed value, a time-variant virtual impedance could also be considered to ensure safe 
operation during mode transitions or start-up process [37].  
 
 
Fig. 1.10. Block diagram for virtual impedance implementation 
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From a system level perspective [76], [77], topics such as exploring stability 
indicators of microgrids, and development of energy management algorithms to reduce 
the power imbalance at the system level have also been reported. Based on the fact that 
bus voltage or system frequency provides information regarding system stability [9], 
[77], it is possible to switch the operation mode or manage the load based on the level of 
the voltage and frequency. For example, reference [78] uses the dc bus value to perform 
transitions between different operation modes to ensure power balance of a modular PV 
power system with energy storage. In order to minimize power imbalances between the 
sources and the loads, approaches of storage installation [76] and load shedding [79] have 
been reported. 
 
1.5 ORGANIZATION OF DISSERTATION 
This dissertation is organized as follows. Chapter 2 introduces the configuration 
and operation states of the APDN. A control strategy for power regulation and energy 
management is also proposed. Chapter 3 introduces a hierarchical control approach for an 
APDN with a hybrid embedded energy storage. Chapter 4 discusses aspects from a 
system point of view by considering APDNs as a system connection interface. The focus 
of discussion is on system availability and study of using APDN as an interface block 
that enables modular design of microgrids. Chapter 5 studies the effect of plug and play 
operation in modular microgrids. An inertia index is defined to predict the change in the 
microgrid performance. Finally, Chapter 6 concludes the dissertation by summarizing the 




Chapter 2. Active Power Distribution Nodes (APDNs) 
2.1 CONFIGURATION AND CHARACTERISTICS 
As shown in Fig. 2.1, an APDN consists of a power electronic circuit with 
multiple bidirectional interface modules and an embedded energy storage. Each interface 
module has one of its ports connected to the embedded energy storage for back up and 
power buffering functions. The other port can be connected to various components, such 
as power sources, loads or energy storage. Each interface module operates either in buck 
or boost mode depending on the power flow direction [27].  
The embedded energy storage can be of any type depending on application needs, 
such as high energy density and high power density [80]. In this study, a hybrid parallel 
connection of a battery and a capacitor is considered for embedded energy storage as 
shown in Fig. 2.1. This hybrid configuration is known to have advantages because the 
capacitor can balance transient power differences and reduce excessive cycling that 
affects battery life [30]. It is worth to note that the level of improvement in performance 
(e.g., providing higher peak power, lower level of power loss) by considering a hybrid 
energy embedded energy storage differs depending on how the energy storage is 
configured [81].  
The embedded energy storage can be connected either directly or indirectly to the 
dc-link as shown in Fig. 2.2. For example, a flywheel storage system should be connected 
through a power electronic interface to the dc-link. Although indirect connection may 
increase control flexibility and protection capability of the storage device, it may also act 
as a single point of failure. In case of a sudden power imbalance, the direct connection 
may show faster response compared to the indirect connection. In addition, direct 
connection can save the costs for extra power electronics and controllers. A more detailed 




















(b): Indirect Connection 
Fig. 2.2. Options of Embedded Energy Storage Connection within APDN 
Compared to other integrated power electronic interfaces, the embedded energy 
storage enables the APDN to work as a power buffer. Although the voltage/current of 
each interface module is tightly regulated and the interface modules are connected in 
series, with proper control the embedded energy storage works as a mechanism to prevent 
the dc-link stage voltage from experiencing oscillations caused by constant power loads 
[13]. The embedded energy storage can also address unbalances between sources and 
loads. For the configuration in Fig. 2.1, the power balance relationship between sources, 
loads, and energy storage can be written as 
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= 𝑃𝑆 − 𝑃𝐿 = ∆𝑃                                     (2.1) 
 
where Vdc is the voltage of the dc-link stage, E is the energy of the battery, Ps is the 
source power and PL is the load power. Rewriting (2.1), 
 
𝐶 ∙ 𝑉𝑑𝑑 ∙ ∆𝑉𝑑𝑑 + ∆𝑑 = ∆𝑃 ∙ ∆𝑑                                         (2.2) 
 
∆𝑉𝑑𝑑 =
∆𝑃 ∙ ∆𝑑 − ∆𝑑
𝐶 ∙ 𝑉𝑑𝑑
                                                (2.3) 
 
Equation (2.3) shows that the direct connection of the battery to the dc-link stage 
ensures that if the source power is higher than the load power (∆P>0), the battery will 
absorb the energy (∆E>0). In case that ∆P<0, the battery will handle the difference so 
that ∆E<0. Thus, it can be seen from (2.3) that the variation of the dc-link voltage, which 
can be considered as an indicator of power balance of a system [9], is minimized. Hence, 
unbalancing issues can be addressed by installing an embedded energy storage that can 
handle long term power differences. Therefore, the energy storage devices in the APDN 
act as a distributed component analogous to rotors of large synchronous generators in 
conventional power grids and the relationship between frequency and power imbalances.  
As shown in Fig. 2.3, APDNs acting as power buffers can perform a role 
analogous to that of Internet data routers by being placed in key nodes of a power 
distribution architecture. While data routers manage bit rate differences between the 
network and the user by using data storage, power buffers can handle power mismatch 
between sources and loads by utilizing energy storage [30]. As power buffers, APDN can 
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increase operational flexibility by decoupling the dynamics between sources and loads 
[4]. Such a decoupling also enables a modular approach for system planning and 
expansion [8]. Furthermore, selectivity planning in advanced power architectures for 
system protection can be performed in a simplified manner by using APDN compared to 
conventional approaches [4]. To perform roles of power routers, APDNs should be 
designed to have multiple interface paths and handle power flow differences among 
power distribution paths. For example, the power variation in renewable sources could 









2.2 SYSTEM MODEL 
Since an APDN is a parallel connection of multiple interface modules, it is 
beneficial to find the system model of a single interface module. Although the interface 
module can operate either in buck mode or boost mode, a modeling approach introduced 
in [83] can be used to derive a single unified model regardless of its operation mode. 
Consider interface module #1 of Fig. 2.1 for modeling purposes. The control input is the 
switch connected in parallel with the capacitor of each interface module. In case of 
interface module #1, the control is applied by controlling the duty cycle of switch Q11. 
Switching of Q12 is done in a complementary manner with respect to Q11. 





















+ (1 − 𝑞)𝑖𝐿1                                 (2.6) 
 
where iL1 is the current through inductor L1, vC1 and vCm is the voltage across capacitor C1 
and Cm, respectively, Rb is the internal resistance of the battery, Eb and E1 are the open 
circuit voltage level of the battery and voltage level of the input source and q is the 
switching function of Q11. 
By applying state-space averaging to (2.4)-(2.6), and by defining the state variable 
vector as 𝒙� = [𝑥�1 𝑥�2 𝑥�3]𝑇 = [𝚤̂𝐿1 𝑣�𝐶1 𝑣�𝐶𝐶]𝑇, and the control input as 𝒖� = �?̂?1�, 
the small-signal model of an interface module can be expressed as 
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𝒙�̇ = 𝑨𝒙� + 𝑩𝒖�                                                         (2.7) 
 

























 , 𝑩 = [𝑉𝐶𝐶/𝐿1 0 −𝐼𝐿1/𝐶𝐶]𝑇 , 𝑪 = 𝐈  (the 
identity matrix), and 𝑫 = [0 0 0]𝑇, VCm and IL1 are the values of the voltage across 
Cm and current through L1 at the equilibrium point. It should be noted that ?̂?1is the 
perturbed duty ratio of switch Q11 around Deq, which is the duty ratio at the equilibrium 
point. 
The transfer function matrix between the control input and three outputs can be 
found as  
 









                (2.9) 
 
where s is the Laplace transform operator, ÎL(s), V�C1(s), V�Cm(s), and D�1(s) are the 
small-signals of inductor current, outer capacitor voltage, embedded storage capacitor 
voltage, and duty cycle of Q11, respectively.  
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2.3 SYSTEM ANALYSIS 
The APDN is a multiple-input multiple-output (MIMO) system with a modular 
configuration. In order to take full advantage of this modular configuration, this study 
considers a decentralized control approach for such MIMO system. While the full-state 
feedback approach uses information of state variables of every interface module to 
generate a control signal for each interface module [27], the considered decentralized 
approach controls each interface module by using information of its own interface 
module. Prior to applying a decentralized control approach, it is necessary to verify 
whether the considered system can be controlled in such a manner [84]. In this research, 
applicability of the decentralized approach is checked by using the concept of 
“Decentralized Integral Controllability (DIC) [85].” A plant with DIC property can be 
controlled to be stable by a decentralized controller with integral action in each 
decentralized control loop [85]. A sufficient condition of a plant having a DIC property is 
[85] 
 
𝜎� �[𝐆(𝟎) − 𝐆𝐝(𝟎)]𝐆𝐝−𝟏(𝟎)� < 1                                   (2.10) 
 
where G(s) is the transfer function matrix of the system, Gd(s) is a diagonal matrix whose 
diagonal elements consists of the diagonal elements of G(s), and 𝜎�(𝑨) is the maximum 
value of the singular value of a matrix A.  
Considering that the battery resistance varies depending on the battery state of 
charge [86], (2.10) was evaluated with different battery resistance values. Figure 2.4 
shows that (2.10) is satisfied for different values of battery resistance values, where Rb is 
the resistance value and Ro is the measured nominal resistance value. This result shows 
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that it is possible to perform voltage or current regulation of an interface module by using 
a decentralized approach. 
 
 
Fig. 2.4. Plot of maximum singular value for checking condition (2.10) 
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2.4 OPERATION STATE AND CONTROL 
Evidently, the APDN should be operated so that connected loads are powered. 
Furthermore, the embedded energy storage should also be able to handle the power 
imbalance between sources and loads at all time scales. The stored energy can be used to 
handle power mismatches caused by loads with fast dynamics—e.g. pulsed power 
loads—or sources with slow dynamics—e.g. fuel cells. The energy storage device can 
also power the load when the source is not available. When there is a power imbalance 
between sources and loads, either the energy of the embedded storage is discharged to the 
load or the embedded energy storage is charged with the surplus energy.  Hence, the 
state of charge of the embedded energy storage is critical for operating the APDN as a 
power buffer. In case the energy storage is fully charged—e.g. a battery is floated—the 
battery voltage is regulated so the sum of the source power matches the sum of the load 
power. 
Advantages of the APDN can be fully realized by considering not only voltage or 
current regulation performance of each interface module, but also energy management. 
Therefore, this research proposes a control approach to perform both variable regulation 
and energy management of APDNs. The controller has a hierarchical structure with two 
levels: interface module (lower) level and APDN system (higher) level. While the lower 
level controller performs variable regulation, the higher level controller generates 
reference commands for the lower level controller with an objective to ensure that the 
load is powered and the charge level of the embedded energy storage remains as high as 
possible. The operation principles of the APDN and details of the considered control 
approach follows. 
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2.4.1 Operation States of APDN 
The system operation states of an APDN are defined depending on the state-of-
charge (SOC) of the embedded energy storage and the difference between available 
power and required power. As Fig. 2.5 shows, four operations states—e.g. Charging 
state, Balanced state, Discharging state, and Degraded state—are defined. If the input 
power is higher than the output power and the SOC is lower than its maximum limit, the 
APDN is in the Charging state. At this state, the input interface modules are controlled to 
power loads and charge the embedded energy storage. The system controller generates 
the required command value for the interface module controller. The input power flow 





                                                   (2.11) 
 
where pSOC is the output of the battery current controller, pload is the load power, N is the 
number of interface ports acting as input, and Vin is the input voltage of the input 
interface module. Calculation method for both pload and pSOC is indicated in the next 
section. In case the input voltage of the interface modules are different, or to designate a 
different power value for each interface module, the current reference for the jth input 





                                            (2.12) 
 
where vj is the input voltage of the jth input module, and Kj is the power sharing ratio used 
to distribute the power between different input modules. 
 31 
Once the embedded energy storage is fully charged—e.g. a battery is floated—the 
input ports regulate the voltage at the embedded energy storage so the APDN naturally 
enters the Balanced state in which the sum of input power equals the sum of output 
power. For the APDN of Fig. 2.1, the battery voltage should be regulated at the float 
voltage to keep the battery fully charged. Therefore, the system controller forces the 
interface module controller to voltage control mode and regulates the battery voltage at 
float voltage as 
 
𝑣𝑏𝑙𝑏∗ = 𝑉𝑓𝑙𝑙𝑙𝑏                                                       (2.13) 
 
where Vfloat is the float voltage of a battery (e.g. 2.25V/cell for valve-regulated lead-acid 
batteries). 
In case the input power cannot supply enough power to the load, the APDN 
operates either in Discharging state or in Degraded state. If the SOC level of the 
embedded energy storage is higher than the pre-defined minimum level (SOCmin of Fig. 
2.5), the APDN is in Discharging state and allows the stored energy to be discharged so 
that all the load can still be powered. In order to avoid early loss of life for batteries due 
to cycling and deep discharges, the SOCmin value should be higher than the minimum 
SOC limit value, SOClim, specified by manufacturers [87]. It should be noted that 
selection of the SOCmin value and the SOClim value is different. While the SOClim value is 
linked to the life-cycle of batteries, the SOCmin value is related to system availability. If 
the SOC level of the embedded energy storage falls below the SOCmin value, the system 
transits to the Degraded state. At this state, only critical loads are powered, while the 
other loads are cut off. Possible examples of critical loads vary depending on the 
application. For example, in an electric vehicle, the criticality level of electrical devices 
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for braking and steering functions are higher than that of devices performing functions 
that simply increase the convenience of passengers [18]. Other examples of load 
criticality classifications are also reported for naval ships [88]. The Degraded state 
continues until input power exceeds output power and the embedded energy storage 
transits into the Charging state or until the SOC reaches SOClim when even critical loads 
are disconnected. Although the necessity of considering the Degraded state might vary 
depending on system requirements (e.g., cost, size, and regulations), this study defined 
this state as various power systems consider priority based load shedding to ensure that 





Fig. 2.5. APDN system Operation States 
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2.4.2 Interface Module Control 
As seen in the previous section, the interface modules are required to control 
either current or voltage depending on the operation state of APDN and the role of each 
interface module. Figure 2.6 shows a schematic for an interface module controller. The 
controller switches between voltage mode and current mode depending on the regulation 
objective of each interface module. The difference between the two modes is how the 
reference of the current controller is generated. Similar to the approach in [89], the output 
of the controller is reset whenever a mode transition is made so that a smooth transition 
between different modes is performed. Details and alternative approaches that ensure a 
smooth transition between different operation modes are introduced in [57], [89], [90]. 
Based on the system analysis result of Section 2.3, each interface module is controlled by 




= 𝑖𝑘∗ − 𝑖𝑘                                                             (2.14) 
 




= 𝑣𝑘∗ − 𝑣𝑘                                                            (2.16) 
 
𝑖𝑘∗ = 𝐾𝑣𝑐 ∙ (𝑣𝑘∗ − 𝑣𝑘) + 𝐾𝑣𝑖 ∙ 𝜑2𝑘                                            (2.17) 
 
where ik* is the current reference, ik is the measured current, dk is the duty ratio of the 
interface module k, 𝜑1𝑘 is the state of the current controller, vk* is the voltage reference, 
vk is the measured voltage, 𝜑2𝑘 is the state of the voltage controller, and Kcp, Kci, Kvp, 
and Kvi are the controller gains of the current controller and the voltage controller.  
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In this study, the controller gains are selected so that the bandwidth of the current 
loop is set as 1/10th of the switching frequency. To ensure that the outer voltage loop and 
the inner current loop are decoupled from each other, the bandwidth of the voltage loop is 
set as 1/5th of the current control loop. The bandwidths are selected so that different loops 
are not affected by other control loops and the switching process. The controller gains of 
each loop are selected so that each control loop is stable by ensuring the specified 
bandwidth is met, and the loop gains of each control loop have a sufficient phase 
margin—i.e. larger than 45°. Specific details of calculating the required controller gains 
that ensure stability for given specification are discussed in [91]-[93]. It should be noted 
that the proposed control framework can be applied with different controller gains 
depending on system parameter values and operational needs, such as robustness against 
system parameter uncertainty. 
 
 
Fig. 2.6. Interface Module Control Diagram 
 
2.4.3 System Level Controller 
The overall diagram of the proposed approach structure is shown in Fig. 2.7.  
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Fig. 2.7. Overall Control Diagram of APDN 
The system level controller supervises the interface module controller by 
generating reference values and ensures the embedded energy storage is charged by 
monitoring the SOC level. The system level controller consists of the load power 
calculator, the storage manager and the state trigger. The interface module controllers 
operate according to the command received from the system level controller. In case a 
different control approach is considered for state variable regulation of the interface 
modules, the output of the system controller can be used as a command for such interface 
module controller. For example, the control law of [27] can be considered to achieve 
robust regulation performance against input voltage disturbance and parameter 
uncertainties, such as load resistance value. Explanation on the components of the system 
level controller follows. 
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The load power calculator, (A) in Fig. 2.7, calculates the load power by adding 
the load power (or output power) of each interface module as  
 





                                        (2.18) 
 
where M is the number of interface ports acting as output, pj, vCj and iLj are the output 
power, capacitor voltage and inductor current of the jth output interface module.  
Similar to power measurement schemes that are commonly used for ac microgrids 
[94], a first order low pass filter could be applied to (2.18) in order to minimize the effect 





= −𝑝𝑓 + 𝑝𝑙𝑙𝑙𝑑                                               (2.19) 
 
where τ is the time constant of the low pass filter, pload is the measured load power value, 
(2.18), and pf is the filtered load power value. In case the approach of direct measurement 
of load power is not desirable, the load power command generated from the power 
system operator can be used, depending on the availability of load power information of 
the central power network controller. 
The storage manager, (B) in Fig. 2.7, is a battery current controller that regulates 
the battery current so that the battery is charged according to the pre-defined charge rate 
specified by the manufacturer. As shown in Fig. 2.8, the output of the storage manager is  
 
𝑝𝑆𝑆𝐶 = 𝑉𝑏 ∙ �𝐾𝑠𝑐(𝐼𝑏∗ − 𝑖𝑏) + 𝐾𝑠𝑖 ��𝐼𝑏∗ − 𝑖𝑏(𝜏)�𝑑𝜏�                (2.20) 
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where Ksp and Ksi are the controller gains of the battery current controller, Ib* is the 
battery current reference, ib is the battery current, and Vb is the terminal voltage of the 
battery. A limiter is placed at the output of the storage manager to limit abrupt changes 
during system state transition. 
 
 
Fig. 2.8. Block Diagram of Storage Manager 
 
The state trigger, (C-1) and (C-2) of Fig. 2.7, generates a signal either to transit 
the input interface module to voltage mode if the SOC level is SOCmax or a load shedding 
command to cut off non-critical loads if the SOC level is SOCmin. For practical issues, a 
hysteresis band is set around the SOCmax and SOCmin values to prevent chattering between 
system states as the SOC level becomes close to SOCmin and SOCmax [95]. 
To reduce the complexity caused by implementing a SOC estimation method and 
since the focus of this study is not on algorithms to determine SOC, this research 
estimates the SOC level by using a simple approach previously reported in [96] and 
represented by 
 






                                           (2.21) 
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where Q is the SOC level, Q0 is the SOC level at t=t0, ∆Q is the change of SOC level 
during time period [to, t], C is battery capacity, and ib is the battery current. 
The method of (2.21), which is also known as Ah counting [97], can be easily 
implemented in a digital controller by adding the battery current of the present sampling 
period to the sum of the previous sampling period. 
 
2.4.4 Design Considerations 
This section provides a discussion on practical considerations regarding the 
considered control approach. Based on the fact that the embedded energy storage is 
directly connected to the interface modules, it is still possible to generate a power 
reference command for the input modules without the load power information. Since the 
battery current implicitly depends on the difference between the source power and the 
load power, the power flow of the APDN can still be managed without acquiring the 
explicit load power information. Nevertheless, since the acquisition of load power 
information is independent to the dynamics of the energy storage and the storage 
manager, the robustness of the APDN performance against load variation can be 
improved by adding the load power information in the source power command 
calculation process. Hence, this study uses the load power information as shown in (2.11) 
and (2.12) so that the performance of the storage management functions—e.g., regulation 
of battery current—is affected less by sudden load changes compared to the approach that 
does not utilize the load power information.  
Furthermore, the proposed control approach ensures that the charge level of the 
battery is not affected by losses present in practical circuits. When the battery current is 
regulated, the input modules are controlled to receive sufficient power from external 
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power sources to power both the load (including losses) and charge the battery. A change 
in the power loss would be reflected in the actual battery current level, and the output of 
the storage manager would show a variation as a response to such change. When the 
battery voltage is regulated (e.g. when floating the battery), the regulation performed by 
the input interface modules ensure that the external power sources handle the power loss. 
This operation characteristic is essential to prevent excessive cycling of the battery, 
which is used as embedded energy storage in this study. 
Considering that the SOC level of a battery determines the operation state of the 
APDN, acquisition of the SOC level information is essential. Different SOC estimation 
methods have been proposed by previous studies [97], [98], such as using battery 
resistance information, measurement of acid density, or implementing a state-estimator. 
The SOC estimation method used in this study (i.e., Ah counting) was chosen because of 
its simplicity. Although the Ah counting method is commonly used [97], the accuracy of 
the SOC estimation value can be affected by errors in battery current measurement. The 
measurement error, furthermore, can worsen the estimation performance with a longer 
integration period as the error accumulates during the integration process. Hence, this 
study also uses the battery voltage information to reduce the effect that could be caused 
by using only the battery current based estimation. In case the battery voltage level 
reaches the float voltage level or the minimum voltage level specified by the 
manufacturer [57], the state trigger performs the required state transition identical as if 
the SOC level reached the specified limit values. This ensures that the battery is properly 
managed even when the estimation based on battery current is not correct. By using the 
battery voltage information, both overcharging and undercharging the battery could be 
prevented regardless of the accuracy level of SOC estimation. In case the battery voltage 
reaches its lower operational limit value, for instance, the battery can be disconnected 
 40 
based on the measured battery voltage level by using standard equipment, such as a low 
voltage battery disconnect (LVBD). As the battery voltage level reaches its upper limit 
value as a result of continuous charging, the battery voltage is regulated at a float level so 
that the battery is not being damaged by overcharging. Hence, the approach considered in 




2.5 SIMULATION RESULTS 
The performance of the interface module controller and the system controller was 
verified with simulations based on a model implemented using parameters of Table 2.1.  
 
System Parameter Value (Units) 
Input Source 10 V 
Capacitance (C1-C4) 470 uF 
Inductance (L1-L4) 320 uH 
Embedded Energy Storage Lead-Acid Battery: 28 V, 5 Ah 
Capacitor: 1 mF 
Battery Resistance 0.33 Ω 
Switching Frequency 20 kHz 
Table 2.1. System Parameter Values 
2.5.1 Interface Module Control 
Figure 2.9 shows the simulated regulation performance of the interface module 
controller. It can be seen that voltage and current responses track both step-up and step-
down commands. To verify that the coupling effect between different interface modules 
can be handled with the proposed interface module control approach, only one of the 
interface modules is subject to a command change with a 20 ms interval. It can be seen 
that a change in one interface module does not affect the behavior of other interface 
modules. This supports the system analysis result showing that the voltage and current of 








Fig. 2.9. Performance of Interface Module Controller (Simulation) 
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2.5.2. System Level Control 
Figure 2.10 shows the simulation results of the overall system controller. Until 
t=0.5 s, both load and battery receive enough power for loads powering and battery 
charging. The battery current reference value is set as 3 A. At t=0.5 s, both a load power 
increase and a limit to the source power is applied. As the input power cannot meet the 
demand, the system transits to Discharging state to keep the load powered. This 
discharge continues until the SOC level decreases to the SOCmin value, which is set as 
74% as an example in this study. Once the SOC level decreases to this value, part of the 
load is cut off to maintain the SOC level. As soon as part of the load is shed, the system 
re-enters Charging state. The limit applied to the source power leads to a limited battery 
charging rate. For example, it can be seen that the battery current during this period is 
maintained at 1.3A, which is lower than the specified charging current, 3A. Once the 
limit on the source power is removed at t=2 s, the battery is charged at full rate, and the 
system still operates in Charging state. Although the load shedding was activated at 74%, 
the shed load is recovered back at t=2.25 s, which is the instant that the SOC increases 
back to 76%. It should be noted that the hysteresis band placed around the SOCmin value 
is 2%. Although the load power is increased at t=3 s, the charging current is maintained 
at 3 A by increasing the input power. Figure 2.10 (c) shows the corresponding rise in the 
SOC level. 
Load shedding can also be performed based on operational needs. For example, 
Fig. 2.11 shows the simulation results of the system controller, and performing load 
shedding at the instant of t=0.5s. While in Fig. 2.10 the load shedding was performed 
based on the requirements of the battery requirements, in Fig. 2.11 load shedding is 
performed at t=0.5 s due to operational needs. Compared to the waveforms of Fig. 2.10, 
it can be seen that the battery does not experience discharging, and SOC value continues 
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to increase. It can be seen that from t=0.5s to t=1.25s, the input power is lower than the 
load power in Fig. 2.10, whereas the input power is higher than the load power in Fig. 
2.11. This difference results in different operation states of the APDN—i.e. Discharging 
state in Fig. 2.10 and Charging state in Fig. 2.11. 
It should be noted there is a possibility of transient peaks to be observed in the 
battery current when a state transition is made from the Discharging state to the Charging 
state. Such peak is caused by the output of the storage manager, Fig. 2.8. While the 
APDN operates in Discharging state, the storage manager continuously receives an error 
signal between the battery current reference and the actual battery current. Once the 
APDN transits to Charging state, the accumulated error during the discharging period is 
added to the reference. In this study, the peak was mitigated by resetting the output of the 
storage manager when the system is required to make a state transition. Alternatively, the 
peaking can be handled by choosing a relatively small limit value for the limiter placed at 
the output of the storage manager. Still, such current peaks are relatively commonly 
observed in this same situation—i.e. at the time when the battery starts to charge—in 























 2.6 EXPERIMENT RESULTS 
To verify the performance experimentally, a prototype was implemented in 
hardware. The block diagram of the experiment setup is shown in Fig. 2.12, and the 
system parameters of Table 2.1 were used. Both system control and interface module 
control were programmed in a floating point digital controller, TMS320F28335 of Texas 
Instruments. The interface module controller, the load power calculator, and the storage 
manager were implemented in a 20 μs interrupt system, while the mode trigger logic 
operates as a background task for SOC level comparison. The digital controller calculates 
the reference command for each interface module within the interrupt period by using the 




Fig. 2.12. Block Diagram of Experimental Setup 
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Figure 2.13 shows the regulation performance of the interface module regulator. 
The input current of the input interface modules responded to a 1 A step command within 
1 ms with a slight overshoot. It can also be seen that the output interface module voltage 
is not affected by the control action of the input controller. This response waveform 
shows that the state variables of an interface module can be controlled without being 
affected by the operation of a different interface module. Based on the DIC property, 
which was verified in Section 2.3, the integral controller of each interface module 
controller enables this response characteristic. 
 
 
Fig. 2.13. Experimental Waveforms of Interface Module Control 
 
Scope traces in Fig. 2.14 show how the system controller responds to an increase 
of load power. The system controller forces the APDN to stay in Charging state so that 
battery can still be charged and also power the load. It can be seen that not only the 
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voltage and current of the interface modules are regulated, but the battery current is also 
being regulated so that the charging process is not disturbed by the load power variation. 
Although the battery goes through a short transient discharge, the system controller 
performs energy management so that sufficient input power is supplied to the APDN. The 
system controller increased the current reference of the input interface module, from 1 A 
to 1.5 A, so that the system can handle the load power increase. Although the response 
characteristics—e.g. overshoot, response time—of the waveform can differ depending on 
the controller gain values, it can be seen that the proposed control framework can 




Fig. 2.14. Response Waveforms to a load increase 
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The experimental waveforms during state transition from the Discharging state to 
the Charging state are shown in Fig. 2.15. A limit is applied to the input current reference 
value to emulate a situation where the load power is larger than the available input power. 
Although the output of the storage manager keeps increasing to supply power for both 
load powering and battery charging, the actual inductor current of the input module does 
not increase but is regulated at a constant value set by the applied limiter. Hence, the 
APDN is in the Discharging state, which causes the SOC value of the battery to 
continuously decrease. To prevent the SOC value being lower than SOCmin, part of the 
load is shed. In this study, a load shedding logic is implemented so that switches of the 
output module are forced to turn off. As a result, the output voltage connected to the load 
decreases to zero as shown in the load voltage waveform of Fig. 2.15. Once the load 
power is decreased as the result of load shedding, it can be seen that the battery current 
changes its polarity from positive (discharging) to negative (charging) so that the SOC 
value can increase. 
 
Fig. 2.15. Waveforms during state transition as a response to load shedding 
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2.7 CONCLUSION 
This chapter introduced the configuration, characteristics, and operation states of 
the APDN. By having bidirectional power flow capability and embedded energy storage, 
APDNs are able to increase both operational flexibility and availability of power 
networks. The embedded energy storage can minimize potential power interruptions 
experienced by the load. To verify the operational use of the embedded energy storage, a 
two-level hierarchical hybrid controller, lower level for voltage/current regulation and 
higher level for energy management, was designed to ensure that the loads are powered 
and also the embedded energy storage charge level is maintained at the highest available 
level. The considered control approach maximizes the advantages of inherent hardware 
modularity which contributes to improve availability by reducing the mean downtime 
when a failure occurs. The details of the considered control approach and related practical 
design considerations are also discussed. Control performance and energy management 




Chapter 3. Decentralized Hierarchical Control of APDNs 
3.1 CONTROL AND ANALYSIS OF A GENERALIZED APDN 
3.1.1 Control Requirements 
An APDN control should consider both power flow control between interface 
modules and embedded energy storage management. Although it is possible to implement 
a centralized control scheme for power flow control, a decentralized control framework 
that uses only local variables of each interface module eliminate single points of failure 
and can achieve a more modular system design. Figure 3.1 shows that an APDN will 
typically be realized with a modular approach, which is preferable for maintenance 
purposes. In addition, the APDN should also perform management functions for 
embedded energy storage. For example, most storage should not be exposed to either 
over-charged or under-charged conditions. The required management functions vary 
depending on the storage technology. For instance, batteries require charge rate control 
and a float state for long term storage [96]. 
 
 
Fig. 3.1. Conceptual block diagram of an APDN 
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3.1.2 Hierarchical Control Approach 
As shown in Fig. 3.2, the main components of the proposed control structure are 
the primary control loop and the secondary controller [37]. The primary control loop 
performs power sharing between different input interface modules. Once power sharing is 
established, an additional control loop is introduced by the secondary controller to 
regulate either voltage or current of the embedded energy storage. In other words, the 
secondary controller is mainly dedicated to storage management. Details of each control 




Fig. 3.2. General Block Diagram of Hierarchical control 
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1) Primary Control 
The primary control consists of two components: the droop control law and the 
dual loop regulator [37]. Droop control, which is a common approach for paralleling 
multiple power sources [34], is used to perform static load sharing between different 
interface modules without communication between modules. This control is implemented 
by making the voltage reference to decrease as the power output increases. In addition to 
this action, an additional droop could also be added by using a virtual impedance. One 
reason for the addition of a virtual (resistive) impedance is to achieve stable operation in 
the presence of constant power loads [13], [99], [100]. It is noting that there is a strong 
link between power and voltage for resistive networks as it is the likely case of 
microgrids [9]. This link is analogous to the one observed between power and frequency 
in conventional, mostly inductive, ac power grids. Hence, such virtual impedance could 
also increase the effective resistance value so that the considered linear P-V droop law 
could be applied more effectively.  A virtual droop resistance can be implemented by 
subtracting a quantity that is proportional to the output current from the original voltage 
command. The command value, 𝑣𝑐𝑝𝑖∗ , generated from the considered primary control 
approach is 
 
𝑣𝑐𝑝𝑖∗ (𝑑) = 𝑑∗ − 𝑛 ∙ (𝑝(𝑑) − 𝑃∗) − 𝑅𝑑𝑖𝑙(𝑑)                          (3.1) 
 
where E* is the reference voltage, p is the measured power output of the interface 
module, P* is the reference power, n is the droop gain, Rd is the virtual droop resistance, 
and io is output current of the interface module.  
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While the droop law generates a voltage reference, the dual loop regulator 
regulates the power flow according to the voltage reference. The regulator consists of a 
fast inner current control loop and outer voltage control loop [37]. 
 
2) Secondary Control 
The secondary control is used to regulate a variable of interest. The regulation 
variable, x, could be selected depending on specific needs. Possible candidates for the 
regulation variable for the secondary controller are the voltage of the embedded energy 
storage or the power flow of interface modules. The output of the secondary controller, 
𝑣𝑠𝑠𝑑∗  , can be written as  
 
𝑣𝑠𝑠𝑑∗ (𝑑) = 𝐾𝑃2�𝑋∗ − 𝑥(𝑑)� + 𝐾𝐼2 ��𝑋∗ − 𝑥(𝜏)�𝑑𝜏
𝑏
0
                          (3.2) 
 
where KP2 and KI2 are the controller gains of the secondary controller, x is the regulation 
variable of the secondary controller, and X* is the reference of x. 
 
3) Overall Control Structure 
As shown in Fig. 3.2, the output of the secondary controller is added as a 
reference value of the primary controller. Therefore, the overall control command that the 
dual loop regulator receives is the sum of control commands from the primary control 
and the secondary control. 
 
 56 
3.1.3 Performance Analysis using a Generalized Configuration 
This section performs performance analysis of the proposed hierarchical control 
framework for a generally configured APDN. For an initial analytic description of APDN 
operation, it will be assumed that there are two input modules and one output module. In 
addition, the dual loop regulator is assumed to be designed fast enough so that the output 
voltage of each interface module tracks the voltage command perfectly, Vo=V*. For the 
considered APDN configuration, the feedback signal used for the dual loop regulator (vo 
in Fig. 3.2) would be the common dc-link voltage (Vdc in Fig. 3.3).  
 
 
Fig. 3.3. Configuration of a generalized APDN for analysis purposes 
 
If only primary control is applied to both input modules, and using the assumption 
of a fast dual loop regulator, the configuration represented in Fig. 3.3 leads to  
 
𝑉𝑑𝑑 = 𝑉1∗ = 𝑑∗ − 𝑛1(𝑃1 − 𝑃1∗) − 𝑅𝑑1𝐼𝑙1                                   (3.3) 
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𝑉𝑑𝑑 = 𝑉2∗ = 𝑑∗ − 𝑛2(𝑃2 − 𝑃2∗) − 𝑅𝑑2𝐼𝑙2                                 (3.4) 
 
where Vdc is the dc link voltage, V1* and V2* are the output of each interface module.  
From (3.3) and (3.4), the dc-link voltage can be written as  
 
𝑉𝑑𝑑 = 𝑑∗ −
1
2
{𝑛1∆𝑃1 + 𝑛2∆𝑃2 + 𝑅𝑑1𝐼𝑙1 + 𝑅𝑑2𝐼𝑙2} = 𝑑∗ − ∆𝑉1              (3.5) 
 
where ∆𝑃1 = 𝑃1 − 𝑃1∗ and ∆𝑃2 = 𝑃2 − 𝑃2∗ are the differences between the actual and 
reference power value of each input module. 
As shown in (3.5), the common dc-link voltage deviates from the original 
reference value E* by an amount of ∆𝑉1. It could be seen that the deviation depends on 
the virtual droop resistance, and the interface module output power. The secondary 
controller could be used to remove this deviation by setting the dc-link voltage as the 
regulation variable of the secondary controller. This secondary controller is written as 
 
𝑉𝑠𝑠𝑑∗ (𝑠) = 𝐺𝑠𝑠𝑑(𝑠) ∙ �𝑑∗(𝑠) − 𝑉𝑑𝑑(𝑠)�                                      (3.6) 
 
where Gsec(s) is the transfer function of the secondary controller.  
The reference value of each interface module with the secondary controller 
becomes 
 
𝑉𝑗∗(𝑠) = 𝑑∗(𝑠) − 𝑛𝑗𝑃𝑗(𝑠) + 𝑛𝑗𝑃𝑗∗(𝑠) − 𝑅𝑑𝑗𝐼𝑙𝑗(𝑠) + 𝑉𝑠𝑠𝑑∗ (𝑠)                (3.7) 
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where the subscript  j represents input module j (j=1,2). 
Similar to the process for deriving (3.5), the dc link voltage with secondary 
control could be represented by 
 





{𝑛1∆𝑃1 + 𝑛2∆𝑃2 + 𝑅𝑑1𝐼𝑙1 + 𝑅𝑑2𝐼𝑙2}           (3.9) 
 
It can be seen that the voltage deviation ∆V2(s) can be minimized by designing the 
secondary controller to satisfy |𝐺𝑠𝑠𝑑(𝑠)| ≫ 1. This secondary controller restores the dc-
link voltage to the reference, E*. The well-known PI controller in (3.2) could satisfy such 
objective. Based on this principle, control approaches that use a secondary controller to 
improve load sharing performance [46] or employ multiple secondary controllers with 
different regulation variables to enhance both load sharing performance and voltage 
regulation [47] were proposed for micro-grids. 
In this study, the secondary controller is used to regulate current or voltage of the 
embedded energy storage. It is worth noting, however, that the secondary control might 
cause energy imbalances issues depending on the configuration of the embedded energy 
storage and the secondary controller. To illustrate this point, consider a case in which all 
power input and output of an APDN are regulated with a secondary controller to follow a 
power reference value, Pj*, dispatched from a central controller [40]. By setting the 
interface module power, Psj, as the regulation variable of one of the regulated 
input/output modules, the secondary controller for this case could be written as 
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𝑣𝑗∗(𝑑) = 𝐾𝑃𝑗�𝑃∗ − 𝑝𝑠(𝑑)� + 𝐾𝐼𝑗 � (𝑃∗ − 𝑝𝑠(𝜏))𝑑𝜏
𝑏
0
                       (3.10) 
 
where v*j is the command of the secondary controller, KPj and KIj are the controller gains 
of the secondary controller, P* is the power reference value, and ps is the power of an 
interface module.  
Similar to the process of deriving (3.5) and (3.8), the dc-link voltage could be 
written as  
 
𝑉𝑑𝑑(𝑠) = 𝑑∗(𝑠) − ∆𝑉3(𝑠)                                            (3.11) 
 




��𝑛1 + 𝐺𝑠𝑠𝑑(𝑠)�∆𝑃1(𝑠) + �𝑛2 + 𝐺𝑠𝑠𝑑(𝑠)�∆𝑃2(𝑠) + 𝑅𝑑1𝐼𝑙1(𝑠) + 𝑅𝑑2𝐼𝑙2(𝑠)�. 
However, in practice, the dc-link voltage of (3.11) will not reach a steady-state 
value. This issue can be explained in the following way. According to Fig. 3.3, ideally the 
total input power should equal the sum of embedded energy storage power and the load 
power as 
 
𝑝𝑠1(𝑑) + 𝑝𝑠2(𝑑) = 𝑝𝐶(𝑑) + 𝑝𝐿(𝑑)                                   (3.12) 
 
where pS1 and pS2 are the power output of interface module #1 and #2, pc is the embedded 
energy storage power, and pL is the load power.  
In real applications, losses, measurement tolerances and other factors will always 
make (3.12) to not be verified. As a result, the embedded storage power is either positive 
or negative. In both cases, the dc-link voltage is not steady [101]. In steady state, this 
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issue is solved by having the power reference of each module P* in (3.1) acting as a 
parametric input to the droop law in Fig. 3.4. As a result, the droop controller will act 
sharing the differences between the algebraic sum of the total desired dispatched powers 
P* and the actual algebraic sum of input or output power of the APDN modules. Still, 
power imbalances will exist during transients or when the power in all modules is 
intentionally regulated (e.g. based on (3.10)) so that there is a difference between total 
power input and power output in the APDN. Such problems originating from power 
imbalance are addressed by using an embedded energy storage which is capable to handle 
both short and long-term power differences. Since it is desired to handle long-term power 
differences and short-term (e.g. transients) power imbalances, in this research, a parallel 
connection of a battery and an ultra-capacitor is used for embedded energy storage as 





(a) APDN Configuration 
 
 
(b) Proposed Control Approach 
Fig. 3.4. Proposed configuration and control design for APDN 
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3.2 PROPOSED HIERARCHICAL CONTROL OF APDN 
Based on the previous analysis, this section introduces a hierarchical approach for 
controlling APDN to satisfy two major objectives: power sharing and energy storage 
management. In this study, the APDN with a configuration shown in Fig. 3.4 (a) is 
considered. This APDN uses a bi-directional buck-boost converter for the interface 
module. This converter operates in boost mode when the interface module operates as an 
input, and in buck mode as an output. As mentioned in the previous section, the 
embedded energy storage is a parallel connection of an ultra-capacitor and a battery. This 
type of hybrid storage is able to handle power balancing without significantly affecting 
battery life-cycle [102]. In some applications of APDNs, flywheels could be used instead 
of ultracapacitors. The dc-link voltage is given by the battery voltage value because 
batteries are directly connected across the dc-link. To perform decentralized power flow 
control and embedded storage management, this study proposes the hierarchical control 
approach shown in Fig. 3.4 (b). While the structure of the control law is identical for all 
interface modules, parameters such as the virtual droop resistance and the droop gain 
could be set differently. This difference affects the power sharing ratio between the 
interface modules [34], [47]. The primary control performs load sharing between input 
interface modules using the droop law in (3.1). In this study, the most inner loop of the 
dual loop regulator is designed to control the inductor current. The virtual droop 
resistance is implemented by subtracting a quantity proportional to the inductor current 
from the original voltage reference value [99]. As the interface module has bi-directional 
power flow capability, it is possible that an interface module could operate as an output 
module connected to a constant power load. In such case, the additional droop 
implemented by the virtual droop resistance could be effectively used to deal with the 
adverse dynamics of constant power loads [100]. Hence, the virtual droop resistance term 
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could be commonly used for both input and output modules. In addition to power sharing, 
the battery current or battery voltage should also be controlled for management purposes 
[96]. Hence, in this research, a hybrid controller that switches between two different 
configurations is considered for the secondary controller. The two control laws could be 
expressed in the form of (3.2) with different regulation variables: either the battery 
voltage or the battery current. As a result, the proposed overall control law can be written 
as 
 
𝑣∗(𝑑) = 𝑣1∗(𝑑) + 𝑣2∗(𝑑)                                             (3.13) 
 







⎧ 𝐾𝑃2𝐶�𝐼𝑏∗ − 𝑖𝑏(𝑑)� + 𝐾𝐼2𝐶 ��𝐼𝑏∗ − 𝑖𝑏(𝜏)�𝑑𝜏
𝑏
0
 ∶ 𝐶𝐶𝐶𝐶𝐶𝑛𝑑 𝐶𝐶𝑛𝑑𝐶𝐶𝐶
𝐾𝑃2𝑉�𝑉𝑏∗ − 𝑣𝑏(𝑑)� + 𝐾𝐼2𝑉 ��𝑉𝑏∗ − 𝑣𝑏(𝜏)�𝑑𝜏
𝑏
0
 ∶ 𝑉𝐶𝐶𝑑𝑉𝑉𝐶 𝐶𝐶𝑛𝑑𝐶𝐶𝐶
    (3.15) 
 
where v* is the overall control command, v1* is the output of primary controller, v2* is the 
output of the secondary controller, KP2C and KI2C are the controller gains of the secondary 
battery current controller, KP2V and KI2V are the controller gains of the secondary battery 
voltage controller, ib and Ib* are the battery current and its reference, and vb and Vb* are 




3.3 STABILITY ANALYSIS 
Similar to dc systems with constant power loads [13], [99], [100], tightly 
regulated interface modules might affect the stability of the APDN depending on 
embedded energy storage configuration, control parameter settings, and operation 
conditions. In this section, system stability is verified by performing a stability analysis to 
a system with worst case conditions. The considered conditions are: 
 
1) Considering that the negative dynamic impedance of constant power loads is a 
well known cause for instability of interconnected power electronic systems 
[13], [99], [100], the output interface modules are assumed to act as constant 
power loads. 
2) As the battery of the proposed embedded energy storage would contribute to 
mitigate constant-power loads instabilities in the dc-link stage [13], only 
capacitors are used as the embedded energy storage. 
3) It is assumed that only one interface module operates as an input module, 
while the remaining modules operate as an output module. This condition is 
based on the fact that the overall input impedance of the output modules seen 
from the common dc-link stage decreases as the number of output modules 
increases [103]. 
 
The equivalent small-signal circuit of the APDN with the above assumptions is 
shown in Fig. 3.5. As each output interface module is assumed to act as an instantaneous 
constant power load, each output interface module is represented as a parallel connection 
of a resistor and current source. The value of this resistor and current source is known to 








(b) Overall APDN 
Fig. 3.5. Equivalent small-signal model of APDN 
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                      (3.16) 
 
where Zo(s) is the output impedance of input modules seen from the dc-link, and Zin(s) is 
the input impedance of output modules seen from the dc-link. As Zo(s)/Zin(s) is the loop 
gain of (3.16), (3.16) is stable if |𝑍𝑙(𝑠)| ≪ |𝑍𝑖𝑖(𝑠)| is satisfied. This condition ensures 
that the critical point (-1, 0) is not encircled in the Nyquist diagram of the loop gain 
[104].  
The overall input impedance seen from the common dc-link, Zin(s), is a parallel 
connection of each output interface module as 
 
𝑍𝑖𝑖(𝑠) = 𝑍𝑖𝑖,𝑠𝑒,1(𝑠)//𝑍𝑖𝑖,𝑠𝑒,2(𝑠)//𝑍𝑖𝑖,𝑠𝑒,3(𝑠)                      (3.17) 
 
𝑍𝑖𝑖,𝑠𝑒,𝑖(𝑠) = 𝑅𝐶𝑃𝐿,𝑖 = −
𝑉𝑑𝑑2
𝑃𝐶𝑃𝐿,𝑖
                                  (3.18) 
 
where Zin,eq,i (s), RCPL,i, and PCPL,i are the input impedance, small-signal resistance, and 
load power of output interface #i, respectively. As there is only one input interface 
module, the overall output impedance, Zo(s), is identical to the output impedance of the 
input interface module, Zo,eq(s).  
By assuming that the inner control loop dynamics of the dual loop regulator is 
sufficiently faster than the outer control loop dynamics of the dual loop regulator—e.g. 
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the current tracks the reference perfectly—the output impedance of the input module 




𝑠𝐶𝐶�1 + 𝑅𝑑𝐺𝑃(𝑠)� + 𝐷�𝐺𝑃(𝑠) + 𝐷�𝐺𝑃(𝑠)𝐺𝑠(𝑠)
                   (3.19) 
 
where Rd is the virtual droop resistance, GP(s) is the transfer function of the primary level 
voltage controller, GS(s) is the transfer function of the secondary controller, Cm is the 
capacitance value of the embedded energy storage, and  𝐷� = 1 − 𝐷 with D being the 
duty cycle at the equilibrium point. Figure 3.6 shows the bode plot of the minimum value 
of Zin(s) and Zo(s), using the parameters in Table 3.1. As Fig. 3.6 shows, |𝑍𝑙(𝑠)| is 
smaller than the minimum value of |𝑍𝑖𝑖 (𝑠)|. Hence, stability of the considered worst 
case situation is verified. 
The output impedance of the input module with only primary control is also 
shown in Fig. 3.6. If a PI controller is used for the voltage control loop of the dual loop 
regulator, the output impedance of the input interface module with the primary control 
only is expressed as 
 
𝑍𝑙1(𝑠) =
�𝑅𝑑𝑘𝑐 + 1�𝑠 + 𝑅𝑑𝑘𝑖
�𝐶𝐶 + 𝐶𝐶𝑅𝑑𝑘𝑐�𝑠2 + �𝐶𝐶𝑅𝑑𝑘𝑖 + 𝐷�𝑘𝑐�𝑠 + 𝐷�𝑘𝑖
                 (3.20) 
 
where Rd is the droop resistance, kp is the gain of the proportional controller, ki is the gain 
of the integral controller, and Cm is the capacitor value of the embedded energy storage. 
Figure 3.6 shows that the output impedance in the frequency range of interest is 
resistive only when the primary controller is applied; thus, showing the contribution of 
the virtual droop resistance in order to damp the effect of the constant-power load. 
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However, a higher virtual droop resistance results in shifting the output impedance closer 
to the input impedance. Therefore, the virtual droop resistance value should satisfy the 
condition  
 
𝑅𝑑 < 𝐷� ∙ �𝑍𝑖𝑖,𝐶𝑖𝑖 − 𝛿�                                            (3.21) 
 
where Zin,min is the minimum value of Zin(s), and δ, which determines the stability margin 
[104], is a design parameter that should be selected to ensure that Zo(s) is sufficiently 
lower than Zin,min. Factors that can affect the value of δ include the dc-link capacitance 
value, and controller gains of the dual loop regulator [103]. 
As shown in Fig. 3.6, the output impedance effectively decreases when the 
secondary controller is active. This decrease in output impedance shows that the dc-link 
voltage response is affected less by the load current changes compared to the case when 
only primary control is applied. 
In this study, the impedance based analysis is performed to address modular 
operation (i.e., plug-and-play) of interface modules in an effective and simpler manner 
[105]. Observations on large signal stability characteristics of APDN could be found 
from previous studies on stability characteristics of microgrids with constant power loads 
[13], [106]. Such characteristics include existence of different operation regions (i.e., 
collapse, and limit cycle oscillations), effect of system parameter values, and conditions 












*. Dashed line: Minimum Value of Input Impedance of Output Module 





3.4 SIMULATION RESULTS 
To verify the operation and performance of the proposed control approach, a 
simulation was performed using the parameters in Table 3.1. The simulation results are 
shown in Fig. 3.7. In this simulation, it is assumed that there are two input interface 
modules. 
The APDN should be controlled so that both the load is powered and the battery 
current is regulated at a constant value, which is assumed to be 0.4 A. Until t=1s, only 
the interface module #1 supplies the power to both power the load and charge the battery. 
During this period, the battery is regulated to its reference value, 0.4A. As soon as 
interface module #2 becomes active at t=1s, the two interface modules share the power 
required for both the load and battery charging according to the preset ratio given by the 
virtual droop resistances. The current of source #1 is 0.6 A, and the current of source #2 
is 0.3 A. As in the previous period, the battery current is regulated to the reference value. 
When the load is increased at t=2s, the current of both input modules increased as a 
response to this load change. It is worth noting that the current sharing ratio between the 
two interface modules is the same as in the previous period according to the droop law 
settings. In addition, the battery current is regulated at 0.4 A as in the previous condition. 
Once the load is reduced back at t=3s, the current of both interface modules decrease 
accordingly. Although one of the power sources—i.e. module #1—is disconnected from 
the APDN at t=4s, the proposed control approach ensures that the remaining input 
interface module—i.e. module #2—provides enough power for both operating the load 
and charging the battery at the specified charging rate. Although undershoots and 
overshoots are observed in the battery current waveforms during the transients, it can be 
seen that in steady state the battery current is regulated to its reference value, 0.4 A, and 
that load sharing is performed based on the settings given by the droop law. 
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Fig. 3.7. Simulation Waveforms of Inductor Current of Interface Modules (Top) and 
Battery Current (Bottom) 
System Parameter Value (Units) 
Input Source 20 V 
Capacitance (C1-C4) 470 uF 
Inductance (L1-L4) 320 uH 
Embedded Energy Storage Lead-Acid Battery: 25 V, 5 Ah 
Capacitor: 1 mF 
Switching Frequency 20 kHz 
Virtual Droop Resistance Rd1=0.1 Ω / Rd2=0.2 Ω 
Droop Gain n=0.01 
Table 3.1. System Parameter Values 
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3.5 EXPERIMENT RESULTS 
The performance of the proposed control approach is verified by an experiment 
using a hardware prototype. Figure 3.8 shows the block diagram of the experiment setup. 
In addition to the proposed APDN configuration, two sources and two resistors are 
connected to a single APDN. SW #1 and SW #2 are used to emulate loss of a power 
source, while SW #3 is used to introduce load power variation. The control algorithm is 
implemented on a digital signal processor, TMS320F28335 of Texas Instruments. The 
system parameters are listed in Table 3.1. A PI controller was used for both primary 
control and secondary control. Waveforms of the input interface module input currents 
and the battery current during the experiment process are shown in Fig. 3.9. To verify 
that the proposed control framework performs both power control and storage 
management in a decentralized manner, a sequence of various events was performed. 
Details of the events and operation of the proposed controller can be explained as 
follows. 
 
Fig. 3.8. Block Diagram of the experiment setup 
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Fig. 3.9. Waveforms of Inductor current (Top) and Battery current (Bottom) 
1) Period #1: Initially, only power source #1 and load #1 are connected to the 
APDN. During this period, the APDN is required to power the load and 
charge the embedded energy storage at a constant rate. It can be seen that the 
battery current is regulated to a reference value of 0.4 A. This regulation is 
performed by the secondary controller of interface module #1. 
 
2) Period #2: At t=190 ms, power source #2 is also connected to the APDN by 
closing SW #2. The current of each interface module is 600 mA and 350 mA. 
Hence, both sources are supplying power into the dc link. The power sharing 
ratio between the two sources (1.71:1) approximates the ratio of the virtual 
resistance values between the input modules listed in Table 3.1, which is 2:1. 
The mismatch between the two ratios could be explained by losses in a 
practical circuit [47]. Such issues could be addressed by increasing the slope 
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of the droop law [46]. In addition, the power sharing ratio depends not only on 
the virtual resistance value but also on other values, such as the droop gain 
and power level. It is also worth to note that the output of the secondary 
controller could also affect the power sharing performance. Similar to [51], 
placing a limiter at the output of the secondary controller not only could 
minimize the effect of the secondary controller to the power sharing 
performance, but also ensures that the output of the interface module or the 
connected power source does not exceed its maximum ratings. Although, the 
battery current shows an overshoot during the power-on transient of power 
source #2, the battery current recovers back to the reference value within 30 
ms. 
 
3) Period #3: At t=370 ms, the load power is increased by closing SW #3. As a 
response to this load increase, the current of both input interface modules 
simultaneously increases to 800 mA and 450 mA. The power sharing ratio 
between the two sources is 1.77:1. The current increase of both interface 
modules ensures that the increased load is powered, and also the battery 
current is regulated to its reference value by the secondary controller. 
 
4) Period #4: At t=470 ms, the load power is reduced back to the original value 
of period #2, by opening SW #3. It can be seen that the inductor current of 
both input modules decreases back to 600 mA and 350 mA, which is same as 
in period #2. Although the source power is decreased, the battery current is 
regulated to its reference value. The secondary controller ensures that battery 
current regulation is not interrupted by the load power change.  
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5) Period #5:  At t=550 ms, power source #1 is disconnected from the APDN 
by opening SW #1. While the current of interface module #1 decreased to 
zero, the current of interface module #2 increased to 1 A so that the load is not 
interrupted and the battery is still being charged with a constant battery 
current. Although there is a slight undershoot during the turn-off transient, the 
battery current recovers to its reference value within 70 ms. 
 
The waveforms of each period confirm that the proposed control framework can 
supply power and perform energy storage management for both single source and 
multiple source connections. When multiple power sources are available, the power is 
shared between different sources according to the pre-set droop parameters as shown in 
period #2, #3, and #4. The waveforms during period #1 and #5 show that the proposed 
control can both power the load and charge the storage from a single power source. 
The interface module current waveforms during the transition from period #4 to 
#5 show that the proposed control approach can handle sudden loss of power source. 
Although the power of interface module #1 decreased to zero, the increased power of 
interface module #2 ensures that the loads are powered and the battery charging process 
is not interrupted by the sudden power loss of source #1. In addition, the current increase 
in interface module #2 and the current decrease in interface module #1 during the 
transition from period #1 to #2, shows that the APDN can perform load sharing between 
multiple sources as soon as an additional source is connected. 
The performance of the storage management capabilities can be verified with 
Figs. 3.9 and 3.10. The waveforms from period #2 through period #4 of Fig. 3.9 show 
that the secondary controller regulates the battery current without being interrupted by 
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load changes. Although the current level of interface modules change depending on the 
load power level, the battery current is regulated to its reference value during transients.   
An additional experiment was performed to verify the performance of battery 
voltage regulation. Figure 3.10 shows the waveform of the battery voltage and current 
during the transition of the secondary controller from battery current control mode to 
battery voltage control mode. The battery voltage is used as the transition condition [57], 
[96]. It can be observed that the battery voltage is being regulated at 27 V, once the 
battery voltage based secondary controller is activated at t=80 ms. The gradual decrease 
of battery current confirms the transition to this mode. This control is performed by the 









This chapter explored control strategies for APDNs using a decentralized 
hierarchical control approach. Considering the role of APDNs as a power router inside a 
microgrid, the control approach has a two-level hierarchy such that the primary level 
performs load sharing using droop control, and the secondary level performs embedded 
energy storage management. The effect of considering different regulation variables for 
the secondary level and embedded energy storage configurations is also studied. Stability 
is studied by imposing challenging operation conditions on the APDN, and the proposed 
design is verified by both simulation and an experimental set-up. The key highlights of 
the control approach are 1) performing both load sharing and embedded energy storage 
management in a decentralized manner, 2) similar control approach could be considered 
regardless of the operation mode of the interface module (i.e. input, output), 3) 
implementing both battery voltage and battery current regulation, and 4) possible to 





Chapter 4. APDN and System Design 
4.1 FEATURES OF APDNS AS A CONNECTION INTERFACE 
The attractive features of using APDN can be discussed by comparing a 
conventional power system to an APDN-based system as shown in Fig. 4.1. From an 
availability point of view, APDNs realize more fault tolerant power architectures [4]. 
While the load of Fig. 4.1 (a) can be powered by the source only through path #1, the 
same load can be powered by using either path A or B in Fig. 4.1 (b). It is also possible to 
use both paths with a controllable power flow in each path. As the power flow can be 
shared between different paths, the stress that an individual device may experience can be 
lower compared to single path operation. Furthermore, the load can be powered as long 
as at least one path is operational. In other words, a fault of one of the paths does not lead 
to a system failure in an APDN-based system. Active power distribution nodes allow for 
a simple detection of series faults and for interrupting dc currents because currents are 
inherently limited. Moreover, circuit protection coordination and selectivity can be easily 
planned and adjusted in real time. In addition, the embedded energy storage can operate 
as a back-up source by discharging the energy to the load, which is shown as Path C of 
Fig. 4.1 (b). Since considerable amount of power system failures are caused at the 
distribution level of power network, APDNs could be placed at major distribution nodes 
so that the embedded energy storage could reduce the effect of distribution level faults 
[4], particularly during natural disasters when distribution level faults are the most 
common source of long power outages. The APDN has a modular configuration, which is 
favorable for maintenance [28], thus, improving availability by reducing the mean down 
time. Because of this modular approach, a rectifier/inverter can be easily added in case an 
ac power distribution circuit is desired. These properties make APDN a possible 
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candidate as a building block for implementing meshed type power networks, which can 





(b) : APDN based 
Fig. 4.1. Diagram of a microgrid 
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From a control perspective, the battery of the embedded energy storage alleviates 
the burden of operating tightly regulated converter loads—e.g. instantaneous constant 
power loads. This feature was introduced in [13], which shows that connecting energy 
storage directly to system buses can be a possible solution for stability issues caused by 
instantaneous constant power loads. The embedded energy storage can also decouple 
different dynamic responses among sources and loads, as the embedded energy storage 
works as a power buffer that handles the power mismatches. System expansion planning 
can be performed using a modular approach, as the APDN can decouple the dynamics of 
the original system and the expanded system [8]. Instead of re-designing the power 
network configuration or developing a new system energy management strategy to ensure 
overall power balance, the expanded system can be connected to the original system by 
using APDNs. This feature is favorable for mobile platforms—e.g. aircrafts and ships—
as such systems are in need for power network expansion either to replace mechanical 
systems with electrical systems [18], [107] or to install state-of-art equipment for higher 
performance, such as radars and display systems [108]. Furthermore, the embedded 
energy storage ensures that source power and load power is matched even during extreme 
cases, such as complete loss of external source power. As system stability is closely 
linked to power balance of the power network, the embedded energy storage of APDNs 
improve the robustness of the power network against power imbalances by increasing 
system “inertia” of the network in a distributed manner [8]. 
  
 81 
4.2 SYSTEM AVAILABILITY AND CONNECTION INTERFACE 
Consider a constrained power system, such as a microgrid. Although for 
simplicity the discussion mostly focuses on a dc power distribution architecture, the 
analysis and conclusions can still be applied to ac systems by considering an inverting 
interface in ac ports. For the purpose of the analysis in this study, the proposed power 
system is said to be in failed state if the load cannot be powered [28]. Nevertheless, if 
there are several loads, then the analysis can be applied to each particular load or group 
of loads connected to the same circuit. Various factors such as system architecture [20], 
configuration [28], and operation profile of sources and loads [109] could affect the 
probability that a system is in failed state. In addition, connection and protection devices 
in the power distribution network can also affect system availability. Representative 
examples of such connection and protection devices are circuit breakers and fuses. Their 
function is to minimize the effect of system faults by isolating the fault from rest of the 
system [110]. It should be noted that, however, system failures can also be caused by 
these devices. For example, accidental tripping can result in an unnecessary power 
outage, which affects system availability. Likewise, a circuit breaker or fuse that fails to 
act during a short circuit may lead to undesirable low voltages that may make loads to 
fail. Consider also that power electronic interfaces can perform active power flow control 
and also may be used for implementing system protection [14], [111].  
This research considers three types of connection and protection devices, and 
compares the availability of each approach. As shown in Fig. 4.2, the considered 
approaches are circuit breakers, power electronic interfaces, and an energy storage 
integrated power electronic interface. The availability model for each connection 





(a) Circuit Breaker 
 
 
(b)Power Electronic Interface 
 
 
(c) Storage Integrated Power Electronic Interface 
Fig. 4.2. Considered connection interface options. 
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4.2.1 Circuit Breakers 
In this study, the circuit breaker is modeled as a series connection of a breaker and 
a conductor. Therefore, both components should be healthy for the circuit breaker to be in 
operational state. The breaker represents the internal breaking device or contact that 
intentionally interrupts the current flow, and the conductor represents the connection 
mean between the breaking device and the rest of the circuit, which includes an internal 
connection and any conductor that the circuit breaker is expected to protect. The 
inclusion of the conductor in this model allows to represent the failure mode in which the 
circuit breaker fails to open when a fault occurs in the conductor—that is, although the 
breaking device and a conductor are modeled from an electric perspective as two separate 
devices connected in series, from an availability modeling perspective, they both form a 
single integrated system.  
A Markov-based availability model for the circuit breaker is shown in Fig. 4.3 (a), 
originally developed by Krishnamurthy and Kwasinski in [112]. As shown in Fig. 4.3 (a), 
the circuit breaker model has four states SCB={00,01,10,11}. Each state is represented as 
a two bit binary number, where each bit corresponds to either operating state (0), or failed 
state (1). The most significant bit (MSB) represents the state of the conductor connected 
and protected by the circuit breaker. As both the breaker and the conductor should not be 
in fail state, only state “00” is the operational state of the circuit breaker. The transitions 
between these states are governed by the failure and repair rates of the breaker and the 
conductor. The failure modes that can be explained from Fig. 4.3 (a) are as the following. 
The transition from state ‘00’ to ‘11’ represents the event when the conductor fails, and 
also the circuit breaker fails to open. The transition from state ‘00’to ‘10’ represents the 
event when the conductor fails and the breaker succeeds to open—i.e., this is the typical 
case of a circuit breaker acting due to a short circuit in the cable it is protecting. Although 
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the breaker is operational, the overall system made of the circuit breaker and conductor is 
considered to be in fail state because the load cannot be powered. The transition from 
‘10’ to ‘11’ explains the evolved failure mode such that the breaker eventually fails 
before the fault that led to cable failure is repaired. A transition from ‘01’ to ‘11’ 
represents, for example, a case when the cable fails after the circuit breaker fails—e.g. a 
technician damaging the cable after the circuit breaker failed. The availability of the 
circuit breaker is the probability that the Markov process in Fig. 4.3 (a) is in the 
state ’00.’ Hence, the unavailability of the circuit breaker can be calculated as [28] 
 
𝑈𝐶𝐶 = 1 − 𝐴𝐶𝐶 = 1 − 𝜋00                                            (4.1) 
 
where ACB is the system availability, and π00 is the steady state probability that the system 
is in the state ‘00’. 
In order to find the steady state probability distribution π over the state space SCB, 




= 𝝅𝑻𝑸 = 𝟎                                                  (4.2) 
 
where πT=[ π00  π01  π10  π11] is the steady state probability that the system is in a 
certain state, and Q is the transition probability matrix constructed by using the state 
transition rates of Fig. 4.3 (a) as 
 
𝑸 = �
−𝜆𝐶 0 (1 − 𝜌)𝜆𝐶 𝜌𝜆𝐶
𝜇𝐶 −𝜇𝐶−𝜆𝐶 0 𝜆𝐶
𝜇𝐶 0 −𝜇𝐶−𝜆𝐶 𝜆𝐶
0 𝜇𝐶 𝜇𝐶 −𝜇𝐶−𝜇𝐶
�                          (4.3) 
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where λC is the failure rate of the conductor, ρ is the circuit breaker failure to open 
probability, μC is the repair rate of the conductor, λB is the failure rate of the breaker, and 
μB is the repair rate of the breaker. 
While most of the factors in (4.3) are represented by the failure rate and repair 
rate of either the breaker or the conductor, the circuit breaker failure to open probability, 




(a) Circuit Breaker 
 
(b) Power Electronic Interface 
Fig. 4.3. State transition diagram of connection interfaces 
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4.2.2 Power Electronic Interface 
Considering the increased penetration of power electronic interfaces [4], [22], it is 
worth considering the use of power converters as a connection interface and for circuit 
protection. A power electronic interface can provide more flexibility for connecting 
different types of sources and loads. The state transition diagram for a power electronic 
interface is shown in Fig. 4.3 (b). In this study, a two state model is considered for a 
given power electronic interface—i.e. a circuit module. It is assumed that the system is in 
operational state only if all components of the power electronic interface are healthy. 
Therefore, the failure rate of the system can be found based on the “parts count” 




                                                              (4.4) 
 
where λPE is the failure rate of the power electronic interface, and λi is the failure rate of 
the ith component of the power electronic interface. 
Similar to the circuit breaker case, unavailability of the configuration in Fig. 4.3 
(b) can be calculated as 
 
𝑈𝑃𝑃,𝐶� = 1 − 𝐴𝑃𝑃,𝐶� = 1 − 𝜋0                                            (4.5) 
 
where 𝐴𝑃𝑃,𝐶�  is the system availability in the absence of a battery—i.e., the ratio between 
the mean up time and the mean time between failures—and π0 is the probability that the 
system is in the operational state ‘0’. For the considered two state model, the 






                                                 (4.6) 
 
where μPE and λPE are the repair rate and failure rate of the system. 
 
4.2.3 Storage Integrated Power Electronic Interface 
Energy storage can also be considered for improving availability [20], [28]. As 
seen in Fig. 4.2 (c), energy storage delays load interruption by discharging the stored 
energy to the load even when the power transfer path through the power electronic 
interface on the source side is not available. Although this approach may be considered 
similar to approaches of installing hold-up capacitors [28], system availability can be 
improved by considering storage with higher energy density and longer autonomy, such 
as batteries. The availability of this configuration can be calculated by using the system 
unavailability of the original system without energy storage, repair rate of the original 
system, and storage discharge time as [20] 
 
𝐴𝑃𝑆 = 𝐴𝐿𝐼𝐴𝑆𝐼 = 𝐴𝐿𝐼�1 − 𝑈𝑃𝑃,𝐶�𝐶−𝜇𝑃𝑃𝑇𝐵�                           (4.7) 
 
where APS is the availability of the overall system, ALI is the availability of the load side 
interface, ASI is the availability of the source side interface, 𝑈𝑃𝑃,𝐶�  is the unavailability of 
the source side interface without energy storage, μPE is the repair rate of the power 
electronic interface, and TB is the battery backup time or the storage discharge time, 
which depends on the source and load profile. In case the battery is directly connected to 
the load, ALI needs to be made equal to 1 in (4.7). Further details of availability 
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calculation for a system connected with energy storage, such as the source side interface 
of Fig. 4.2 (c), are described in [20]. 
 
4.2.4 Availability Comparison 
The unavailabilities of the considered interface options of Fig. 4.2 (Configuration 
details shown in Table 4.1) are plotted in Fig. 4.4 using typical failure rate parameters 









Case Configuration Details Remarks 
A Circuit Breaker with ρ=1 Fig. 4.2(a) 
B Circuit Breaker with ρ=0 Fig. 4.2(a) 
C Power Converter Fig. 4.2(b) 
D Storage Integrated Power Converter Fig. 4.2(c) 
E Storage Integrated Power Converter with 
direct load connection 
Fig. 4.2(c) without load side 
interface 
Table 4.1. Considered Interface Configurations 
 
 








[28] based on [58] Diode 0.27 
Capacitor 0.60 
Inductor 1.13×10-3 [63] based on [58] 
Table 4.2. Failure Rate Data 
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By comparing the results between case A, B and C, unavailability of the power 
electronic interface is lower than that of the circuit breaker case. Even with the 
assumption that the circuit breaker never fails to open—i.e. ρ=0—Fig. 4.4 shows that in 
general a power electronic interface has lower unavailability compared to circuit 
breakers. Evidently, more or less complex circuit topologies may affect this evaluation—
e.g. addition of an ac inverting interface may slightly increase the total failure rate—but, 
similarly, different operational conditions may also affect circuit breaker reliability. For 
example, it is expected that circuit breakers in dc systems would have a relatively high 
failure to open probability and circuit breakers may not be able to detect “per-se” series 
(high-impedance) faults both in ac and dc systems. The plot of the solid lines—i.e. 
system availability with energy storage—shows that higher availability can be achieved 
by using a battery with higher backup time. This is evident by comparing the results of 
case C and case E. Although the same power electronic interface is used for both cases, 
the energy of the storage device can be used to power the load so system availability can 
be increased. The effect of the energy storage device on system availability can also be 
understood by comparing the results between case B and case D. It can be seen that the 
availability of case D increases as the battery backup time becomes longer, and even 
becomes higher than that of case B representing an ideal circuit breaker. Hence, lower 
availability of power electronic interfaces with respect to the presented base line cases—
e.g. caused by a higher part count—can be overcome by installing energy storage with 
longer autonomy whereas lower availability in circuit breakers originated in alternative 
operational conditions cannot be offset with any simple approach. Motivated by these 
observations, it is worth considering a storage-integrated power electronic interface as a 
connection interface to improve availability of a power network. 
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4.2.5 Cost Analysis 
Because cost can be a major decision factor for a trade-off study during the 
system design process, a simplified cost analysis is also performed for the considered 
configurations. This analysis is performed by comparing the sum, Ci, of the material cost, 
CM,i, and the downtime cost, CDT,i, of the ith configuration of Table 4.1 as 
 
𝐶𝑖 = 𝐶𝑀,𝑖 + 𝐶𝐷𝑇,𝑖                                                        (4.8) 
 
𝐶𝑀,𝑖 = �
𝛼                 i= cases A and B
𝛼𝑋                          i = Case C
2𝛼𝑋 + 𝛽               i = Case D
𝛼𝑋 + 𝛽                  i = CaseE
                                      (4.9) 
 
𝐶𝐷𝑇,𝑖 = 𝑀𝐷𝑀𝑖 ∙ 𝑌                                                    (4.10)  
 
where α is the circuit breaker cost, X is the ratio of the power electronic cost to the circuit 
breaker cost, β is the storage cost, Y ($/hrs) is the unit downtime cost, and MDT is the 
mean down time. Although a more comprehensive cost analysis can be performed by 
including additional costs, such as replacement cost, maintenance cost, storage cost and 
depreciation cost, a simplified cost function (4.8) is used to gain preliminary insights on 
the benefit of using storage integrated power electronic interfaces as a connection 
interface for applications that require high level of availability—i.e. applications with 
high downtime cost.  
Figure 4.5 shows the total cost with different configurations. For the case with a 
low downtime cost (Fig. 4.5 (a)), it is obvious that the system cost of a storage integrated 
power electronic interface (D) is higher than other cases. This can be explained by the 
cost of the additional power electronic circuits and the energy storage. This trend, 
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however, becomes reversed as the downtime cost becomes higher, as shown in Fig. 4.5 
(b). It can be seen that the system cost of configuration B becomes comparable to 
configuration D, and even exceeds the cost of configuration D when a higher downtime 
cost is considered. This comparison result shows the benefits of installing energy storage 
as a distributed source for critical loads that are sensitive to availability issues. It should 
be noted that configuration B represents an ideal circuit breaker (ρ=0), and the cost will 
be closer to configuration A by considering practical cases. Although the actual value of 
downtime cost is application dependent, a recent study shows that the average value for a 
data center is about 474,480 $/hrs [114], which validates the range of downtime cost 
considered in this study. It should be noted that the results of Fig. 4.5 can differ 
depending on various factors, such as storage type, manufacturing quantity, and 
maintenance policy. However, the analysis results show that the burden of higher initial 
cost of storage integrated power electronic interfaces could be compensated by reducing 





(a) Lower Downtime Costs 
 
 
(b) Higher Downtime Costs 
Fig. 4.5. Cost Analysis with different downtime costs (α=200, X=2, β=1,000) 
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4.3 APDN OPERATION AS A POWER BUFFER 
Maintaining power balance between sources and loads is critical to power system 
stability [9], [14]. Compared to conventional power systems, which have relatively high 
inertia constants established by directly connected synchronous generators with large 
rotors, the effect of power imbalance can be more challenging for microgrids. Moreover, 
loads in power grids are many and relatively very small compared to the generators 
whereas in microgrids loads are few and with a power that could be comparable to those 
of the generators. Moreover, considering that sources with different dynamics can be 
connected to microgrids, it is possible that the source output cannot meet the 
instantaneous load demand. For example, the output of a renewable generation source can 
be limited by the weather conditions. A dynamic load profile—e.g. pulsed loads—can 
also be a cause of power imbalances. 
The embedded energy storage of the APDN can act as a power buffer to handle 
power imbalances [30], [115]. The energy of the APDN can be rapidly discharged to the 
load so that the performance of the load is not affected by the source dynamics. Since the 
embedded energy storage device can provide energy to the load, conversely, the source 
output does not have to be instantly adjusted to handle fast load dynamics. Hence, the 
energy of the embedded energy storage can be used to mitigate power imbalances issues. 
Therefore, APDNs can be used to decouple the different dynamics of sources and the 
loads. Different dynamic responses between loads and sources may be an important issue 
when adding a load with a behavior that was not considered at the time of designing the 
microgrid and installing the local power generators. Thus, this research also focuses on 
using the APDN as a power buffer to perform microgrid design in a modular approach 
with an open architecture.  
 
 95 
4.3.1 Energy Flow Analysis as a Power Buffer 
Consider a case wherein the power demand of the load in a microgrid of Fig. 
4.6(a) has increased.  
It is also assumed that the source has a first order dynamic response, as shown in 








                                           (4.11) 
 
where Ps is the output power of the source, Ps* is the power reference, and τs is the time 
constant of the source. 
If the source is commanded to match the increase of the load power, the energy generated 
from the source can be written as  
 
𝑑𝑠(𝑑) = 𝑃𝑠(𝑑) ∙ 𝑀 = 𝑃∗ ∙ 𝐾 ∙ �1 − 𝐶
−𝑇𝜏𝑠� ∙ 𝑀                          (4.12)  
 
where T is the period length between TS and TF, which is the instant the source power 
matches the load power. Thus, the energy difference during the transient period—i.e., the 
shaded area in Fig. 4.7 (a)—is 
 
𝑑 = 𝑃∗ ∙ 𝑀 ∙ �(1− 𝐾) − 𝐾 ∙ 𝐶−
𝑇

































Fig. 4.7. Example of Source and Load Pattern 
 
In addition to dynamic response mismatches, other possible factors that can affect 
the amount of power difference between source and load include communication latency 
[51], and the control bandwidth of power source controllers. Active power distribution 
nodes can be installed at connection nodes of the power system as shown Fig. 4.6 (b) so 
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that the local power difference can be handled without the need for rapidly adjusting the 
output of the sources. The APDN can handle the power imbalance by discharging the 
energy of (4.13) from the embedded energy storage. Hence, the power imbalance can be 
handled locally by the APDN. A similar observation can also be made by considering a 
case when a dynamic load is connected to a power system. For example, the load can 
have a pulsed pattern as shown in Fig. 4.7 (b). Instead of adjusting the source to meet the 
rapidly changing load profile, the APDN can be used to handle these dynamics so that the 
power balance can be ensured while the source operates in an average output profile. 
It should be noted that the sizing of the embedded energy storage plays a critical 
role for enabling this decoupling between sources and loads. Fig. 4.8 shows a plot of 
required energy that the APDN should supply for different time constants of the source, 
τs, and amplitudes of the step power command, P*. The APDN can operate as a power 
buffer as long as the embedded energy storage has the capability to discharge energy to 
match the power difference. With a first order approximation approach in which 
discharge rates are considered not to affect a linear relationship between stored energy 






                                                          (4.14) 
 
where E is the energy of the embedded energy storage, Ps is the source power, and PL is 






Fig. 4.8. Required Storage Capacity (Assuming K=1, T=4τ) 
 
4.3.2 Backup Power Source 
The discussion on operation of the APDN as a power buffer can also be extended 
for extreme cases, such as complete loss of the source. In this case, the energy of the 
embedded energy storage is discharged so that the load operation is not affected by the 
source. The embedded energy storage of the APDN works as a secondary power source 























4.4 SYSTEM DESIGN APPROACHES USING APDN 
This section introduces two cases of using APDNs for microgrid system design. 
In the first case, the APDN acts as an interface block for performing expansion of 
microgrids. The second case places the APDN near to critical loads to use the stored 
energy as a backup power source.  
 
4.4.1 System Expansion 
Although a microgrid is initially designed to minimize the effect of different 
dynamic response among sources and loads, it is not possible to ensure that such 
imbalance could always be easily addressed, particularly when the microgrid is expanded 
by adding new loads. As the APDN can work as a power buffer, APDNs allow to 
effectively handle power imbalance when the microgrid is expanded. For example, if an 
additional load should be connected to the original microgrid in Fig. 4.6 (a), the 
additional load can be connected to the microgrid through the APDN, as shown in Fig. 
4.9 (a). As will be shown later, the behavior of the new load could affect the stability 
properties of the original system. However, the conventional approach of having the load 
directly connected to the existing system bus may be more challenging if the additional 
load is a constant power load. By using the approaches introduced in past studies—e.g. 
[13], [41], [42], [74]—it is possible to handle stability problems caused by performing 
direct connection of future load to the existing microgrid as shown in Fig. 4.6 (a). 
However, installing additional loads through APDNs with appropriate controls do not 
require such modifications to the original system. Therefore, the microgrid can be 
expanded with a modular approach by using the APDN as a building block, and the 
system can support plug and play operation through the APDN-enabled open 
architecture. 
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4.4.2 System Availability Improvement 
As introduced in [30], APDNs can be used as an interface block for implementing 
a meshed network to achieve higher availability compared to conventional radial 
networks. Single point of failure can be prevented by controlling the power flow of the 
APDN interface modules [115]. A cost effective approach for increasing availability of 
critical loads can also be implemented as shown in Fig. 4.9 (b). By placing an APDN 
next to the critical loads, the operation of such loads may not be interrupted when sources 
fail because once the external power source is lost, the critical loads can still be powered 
by the embedded energy storage being discharged. Although this design approach may 
seem to be similar to simply installing a system level energy storage device, APDNs offer 
other advantages, such as fault protection by utilizing the current limiting capability of 
the power electronic interface [4]. In addition, the power flow can be actively controlled, 


















(a). System Expansion 
 
 
(b). Preventing Loss of Critical Loads 
Fig. 4.9. System Design approaches using APDN 
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4.5 VERIFICATION RESULTS 
To verify the performance of the APDN and demonstrate its effectiveness as a 
power buffer, both simulation and experiments were performed. For simulations, PSIM 
software was used, and the experiments were performed using an experimental prototype. 
The control law and feedback of signals were implemented using a digital signal 
processor, TMS320F28335 of Texas Instruments. FQA44N30 MOSFETs of Fairchild are 
used for power switches, and the embedded energy storage of the APDN was built by 
using two lead-acid batteries and a 1 mF capacitor. 
4.5.1 Response to Power Imbalance 
Figure 4.10 shows the experimental waveform during a discharge process of the 
embedded energy storage as a response to a sudden source power loss. As soon as the 
source is lost and the input current drops to 0 A (Fig. 4.10), the battery current shows a 
polarity reversal showing that the battery starts to discharge. Because of this discharge 
process, the operation of the load is not interrupted by the loss of the source. 
 
 
Fig. 4.10. Response to a Sudden Power Loss 
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4.5.2 Effectiveness of APDN for System Expansion 
To verify the effectiveness of using APDNs for enabling modular expansion of 
microgrids, a simulation was performed assuming a hypothetical expansion of a 
microgrid. It was assumed to connect a constant power load with an operation profile 
represented in Fig. 4.12 (a) to a pre-operating microgrid that has a configuration given in 
Fig. 4.6 (a). The information of the microgrid is provided in Table 4.3. To demonstrate 
the effectiveness of using APDNs for system expansion, two approaches for connecting a 
new load to the existing microgrid is considered: 1) connecting the new load directly to 
the original system (Fig. 4.6 (a)), and 2) connecting the load through the APDN (Fig. 4.9 
(a)). The simulated waveforms of the system bus voltage after connecting the new load 
are shown in Fig. 4.11.  
With the first approach—i.e. direct connection to the system bus—the bus voltage 
experiences oscillations caused by the new load as shown in Fig. 4.11 (a). Furthermore, 
the oscillations increase as the power of the constant power load increases. The peak-to-
peak amplitude of the oscillation is approximately 15 V for a 250 V bus system. If the 
load is connected through the APDN, it can be seen that the bus voltage does not show 
such characteristic, as shown in Fig. 4.11 (b). Compared to Fig. 4.11 (a), the system bus 
voltage is not affected by the increased power level of the new load.  
It should be noted that even with the approach of Fig. 4.6 (a), it is still possible to 
handle the connection of future loads by approaches introduced in [13]. For example, the 
waveform of the bus voltage after modifying the original system is shown in Fig. 4.12 
(b). It can be seen that the oscillations are well damped compared to the original 
waveform of Fig. 4.11 (a). For this improvement, the virtual resistance value of the 
source converter controller was increased by 0.2 Ω, and the output capacitance value of 
the source converter was increased from 1 mF to 3 mF. It is also worth noting that 
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identification of these remedial strategies may not be straightforward or easily 
implementable for microgrids with a complex structure or if the number of dynamic loads 
increases. Compared to experiencing possible difficulties by expanding a microgrid 
through direct connection, the APDN enables a simplified approach for system expansion 






Fig. 4.11. Bus Voltage after system expansion – (a): Direct connection to the main bus 
(Fig. 4.6 (a)), (b): Connection through the APDN (Fig. 4.9 (a)) 
 




































Fig. 4.12. Effectiveness of APDN for system expansion – (a): Profile of connected load, 






Input: 500V, Output: 250V 
Load 
Constant Power Load 
: Regulated DC-DC Converter (500W) 
Expansion New Load 
Constant Power Load with pulsed profile 
Regulated DC-DC Converter (0.5kW~3kW) 
Load Profile shown in Fig. 4.12 (a) 
Table 4.3. Source/Load Characteristics considered for system expansion 


































This chapter discussed the application of APDN as modular interface block for 
implementing modular microgrid. The characteristics of APDN as an interconnection 
interface and a power buffer are explored. The advantages of using APDNs as a 
connection interface inside a power network are studied from an availability point of 
view in a quantitative manner by performing a comparison using Markov-based 
availability models. By having multiple bi-directional interface modules and embedded 
energy storage, APDNs are able to perform as a power buffer to handle power 
imbalances among sources and loads. As a power buffer, the APDN can be used to 
enable local energy management of zones decoupled from the rest of the network. 
Furthermore, such decoupling simplifies expansion planning of microgrids by enabling a 
modular approach based on a sectionalized power distribution architecture. Performance 





Chapter 5. Effect of Modular Operations and Microgrids 
5.1 INTRODUCTION 
Microgrids are being considered as a solution for implementing a resilient power 
network with higher operational flexibility. During the overall operation phase of 
microgrids, the microgrid configuration could change depending on operation needs. 
Examples of such configuration changes include addition or removal of sources, and 
connection of loads with varying dynamics. To achieve high level of operational 
flexibility, it is preferable for microgrids to accommodate such configuration 
modifications with minimized effort. In other words, microgrids should be able to support 
plug and play (PnP) operation [117]. This PnP characteristic can be achieved by 
considering modular implementation or modular operation of microgrids. 
Modular implementation of microgrids can be realized by considering the use of 
modular circuit interfaces. Examples of such interfaces include multiple input converters 
(MICs) [25], and active power distribution nodes (APDNs) [118]. However, the 
advantage of having a modular configuration cannot be truly achieved without the use of 
autonomous or decentralized control approaches. Droop control is a common approach 
that enables decentralized control of microgrids [37] in which the control command for 
each source is generated by using only the local feedback information (e.g., voltage, and 
current) without a centralized controller. Hence, droop control enables modular operation 
of microgrids. 
This chapter studies how a modular operation (i.e., PnP operation) can affect the 
transient performance of system frequency in an inverter-based microgrid. It is 
reasonable to predict that microgrids formed with power electronic interfaces would 
become more popular supported by the increased interest toward using distributed 
generation and renewable power source. Although the inverter-based connection 
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increases operational flexibility and may be preferable for modular operation of 
microgrids, the low inertia characteristics introduce challenges in maintaining stability 
[12]. For instance, consider a modular microgrid power system [67] as shown in Fig. 5.1. 
While the system has an inverter based architecture that is preferable for modular 
operation, it is necessary to study how the system would operate after the source 
configuration is modified. Modifications can occur for various reasons, such as 
maintenance [67] and system expansion [8]. This research considers the use of an inertia 
index based on the analogy between the inertia constant of synchronous generators and 
control parameters of droop controlled inverters [119], [120] to study the effect of 
modular operation on microgrid performance. It is shown that the inertia index value is 
related with the transient response characteristics (e.g., settling time) of the microgrid 




Fig. 5.1. Example of a Modular Microgrid System 
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5.2 INVERTER BASED MICROGRIDS AND INERTIA INDEX 
5.2.1 System Inertia and Stability 
Frequency stability of a power system highly depends on amount of inertia of the 
system. This could be explained using the dynamic equations of the synchronous 












                                                         (5.2) 
 
where H is the inertia constant of the generator, ω is the angular frequency, Pm is the 
mechanical shaft power, Pe is the electrical load power, D is the damping coefficient, J is 
the moment of inertia of the generator, ωm is the synchronous angular velocity of the 
rotor, and Sb is the VA rating of the generator. 
In case of a synchronous generator, rotor provides inertia to the power system so 
that the frequency deviation caused by power imbalances can be minimized. Equation 
(5.1) shows that a power system powered by a synchronous generator with a smaller 
inertia constant value will show a larger df/dt, rate of change of frequency (ROCOF), 
value for a same amount of power imbalance between the source and the load. As the 
overall frequency variation caused by a load disturbance is determined by the ROCOF 
value during transients, the inertia constant, H, plays an essential role so that the 
frequency deviation throughout the power transient period does not exceed frequency 
regulation requirements. For power systems with multiple generators connected, the 





                                                                    (5.3) 
 
where Si is the ratings, and  Hi is the inertia constant of the ith generator, and Sbase is the 
microgrid base ratings. 
While synchronous generators with large inertia are mostly used in conventional 
power systems, distributed generation sources (e.g., photovoltaic, fuel cells, and energy 
storage) are primarily used in microgrids. These distributed generation sources are 
typically connected to a microgrid through power electronic interfaces. High penetration 
of electronically coupled generation sources causes achieving stable operation points in 
microgrids to be more challenging compared to the cases in conventional “stiff” power 
systems. This difficulty can be explained by the fact that power electronic interfaces have 
low inertia compared to synchronous generators [12]. The intermittent nature of 
renewable energy sources, furthermore, increases the risk for the power system to 
experience power imbalances that could affect system stability [8]. 
 
5.2.2 Inverter Control Structure and System Dynamics 
The schematic of an inverter connected to a microgrid is shown in Fig. 5.2, and 
the control structure of the inverter is shown in Fig. 5.3. 
The considered control loop has a cascaded structure with the power control loop 
being the most outer (or slowest) loop and the current loop being the most inner (or 
fastest) loop. Considering its popularity, PI control is considered for both voltage and 
current control [42], [122], [123], and a feedforward term is added to address the 




Fig. 5.2. Schematic of an inverter connected to a microgrid 
 
 
Fig. 5.3. Typical Cascaded Control Structure for a droop controlled inverter 








= 𝐶𝑖𝑒 = 𝑖𝐿𝑒∗ − 𝑖𝐿𝑒                                                 (5.5) 
 
𝑣𝑑∗ = 𝐾𝑖𝑖𝜑𝑖𝑑 + 𝐾𝑐𝑖𝐶𝑖𝑑 − 𝑑𝐿𝑖𝐿𝑒                                    (5.6) 
 
𝑣𝑒∗ = 𝐾𝑖𝑖𝜑𝑖𝑒+𝐾𝑐𝑖𝐶𝑖𝑒 + 𝑑𝐿𝑖𝐿𝑑                                      (5.7) 
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where L is the inductance value of the output filter, 𝜑𝑖𝑑, and 𝜑𝑖𝑒 are the state variables 
of the controller, Kpi and Kii are the controller gains, iLd and iLq are the d-axis and q-axis 
component of the inductor current, ω is the synchronous angular frequency, vd* and vq* 
are the d-axis and q-axis component of the voltage command, iLd* and iLq* are the 
command values of the d-axis and q-axis current. 








= 𝐶𝑣𝑒 = 𝑣𝑙𝑒∗ − 𝑣𝑙𝑒                                                         (5.9) 
 
𝑖𝐿𝑑∗ = −𝑑𝐶𝑣𝑙𝑒 + 𝐾𝑐𝑣𝐶𝑣𝑑 + 𝐾𝑖𝑣𝜑𝑣𝑑 + 𝐻𝑖𝐿𝑑                       (5.10) 
 
𝑖𝐿𝑒∗ = 𝑑𝐶𝑣𝑙𝑑 + 𝐾𝑐𝑣𝐶𝑣𝑒 + 𝐾𝑖𝑣𝜑𝑣𝑒 + 𝐻𝑖𝐿𝑒                          (5.11) 
 
where 𝜑𝑣𝑑, and 𝜑𝑣𝑒 are the controller state variables, Kiv and Kpv are the controller 
gains, H is the feedforward gain, iLd and iLq are the d-axis and q-axis current, and C is the 
capacitance value of the output filter. 
As the control loops of Fig. 5.3 are designed so that the bandwidth of each control 
loop is sufficiently far from others [42], it is reasonable to assume that the system 
dynamics can be characterized by the dynamics of the most outer control loop (i.e., the 
power control loop). As shown in Fig. 5.4, the power control loop consists of the power 
calculation block, power filter block, and the droop law.  
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Fig. 5.4. Block Diagram of Power Control Loop 
 













= −𝑑𝑑𝑃 + 𝑑𝑑𝑃𝐶
                                                (5.12) 
 
where T and ωc are the time constant and cut-off angular frequency of the power filter, P 
is the filtered power value, and Pm is the actual power value.  
With the inverter controlled by the droop law of the form [120] 
 
𝑑∗ = 𝑑0 −𝑚(𝑃 − 𝑃∗)                                             (5.13) 
 
where ω0 is the nominal angular frequency, ω* is the reference of the angular frequency, 
and m is the frequency droop gain, the frequency dynamics of a droop controlled inverter 







� = 𝑃∗ − 𝑃 −
1
𝑚
𝑑                                          (5.14) 
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Equation (5.14) shows that both the time constant of the low pass filter, T, and the 
droop gain, m, affects the stability characteristics of the droop controlled microgrid.. 
 
5.2.3 Inertia Index 
Equation (5.14) shows that the power filter time constant and the droop gain 
affects the transient response of the frequency. Furthermore, a comparison between (5.1) 
and (5.14) shows that the role of the T/m value of droop controlled inverters is analogous 
to that of the inertia constant of synchronous generators [119], [120].  
In order to show that the power filter, (5.12), affects the transient response, a 220 
Vrms/50Hz ac microgrid (i.e. Fig. 5.5 (b)) was simulated using 
MATLAB/SimpowerSystems. The cable impedance is set as Zcable=0.3+j0.1, which has 
non-negligible resistance value as in most cases of microgrids [122]. The control 
parameter values are as the following [42], [122]: L=1.5 mH, C=50 uF, Lc=0.35 mH, m= 
2 × 10−4 rad/s/W, n= 1 × 10−3V/Var, Kpi=10.5, Kii=16,000, Kpv=0.05, Kiv=390, H=0.75. 
Figure 5 (a) shows how the system frequency changes after the load is increased at t=1s 
in the droop controlled microgrid (i.e., Fig. 5(b)). The plot of Fig. 5 (a) was obtained by 
simulating the microgrid, while keeping the system parameters invariant for various 
values of the cut-off frequency of the power filter. As the droop gain is same in all of the 
simulation cases, the steady-state frequency value is the same for all simulation cases. 
However, it could be seen that the microgrid frequency shows a faster decrease to its 
steady-state value as the cut-off angular frequency, ωc, increases.  
Based on the previously discussed analogy (i.e., H of (5.1) and T/m of (5.14)), an 

















where Ti is the time constant, ωci is the cut-off angular frequency of the power filter, mi is 
the droop gain of the ith inverter, and N is the total number of inverters that are connected 





















Fig. 5.5 Frequency and Configuration of Microgrid (Load Increased) 
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5.3 INERTIA INDEX AND MODULAR OPERATION 
The Hinv value is determined not only by the settings of the power control loop 
(e.g., droop gain and time constant of the power filter) but also by the number of inverters 
that are connected. To demonstrate the change in the frequency dynamics, a microgrid 
with a configuration of Fig. 5.6(b) was simulated with different number of inverters (2 
units vs. 3 units) connected. 
Consider a microgird has three sources, and the cut off angular frequency of the 
power filter of each inverter was set as ωc =40 rad/s. For this original configuration, an 
increase in the load power at t=0.5s resulted in a frequency droop from f=49.75 Hz to 
49.63 Hz, as shown in blue line of Fig. 5.6(a), and the ROCOF during this period is 
calculated as 1.2 Hz/s. If one of the inverters are disconnected (i.e., Source 3 of Fig. 
5.6(b)), so that only 2 sources are connected, and if the other parameter values are kept 
the same, then an increase in the load power at t=0.5 s results in a frequency drop from 
f=49.63 Hz to 49.45 Hz, as shown in the red line of Fig. 5.6(a). The ROCOF for this case 
is calculated as 1.8 Hz/s. The difference in the steady-state value can be explained by the 
fact that the power that a single inverter should handle is higher in the 2-unit case 
compared to that in the 3-unit case. It is worth to note the increase in the ROCOF value to 
the identical load increase in the 2-unit case (i.e., configuration after change) compared to 
the 3-unit case (i.e., configuration before change). 
The difference in the ROCOF value can be explained by comparing the inertia 
index of the two configurations. As the power control loop is identical in both the 3-unit 
case and the 2-unit case, the inertia index of the 2-unit configuration is only 2/3 of the 
inertia index of the 3-unit case. This difference results in a response of the microgrid 
frequency as shown in Fig. 5.6(a). 
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Such a difference in the system response could be an obstacle for achieving 
modular operation of microgrids, as a removal of a power source results in changing the 
dynamics of the microgrid frequency. In this case, the system shows a larger ROCOF 
value during transients caused by the same amount of load disturbance. This may result 
in unnecessary operation of protection devices that uses the ROCOF value as a threshold 
value for their activation. For example, the protection or operation strategies (e.g., circuit 
breaker operation or load shedding algorithm) based on the original system settings may 
result in faulty operation and cause unnecessary load shedding or activations of 
protection devices (e.g., circuit breaker, and relays). Although it is possible to solve these 
issues by performing adjustments to the system (e.g., modification of protection devices 
threshold settings [124] and system management algorithms) whenever the configuration 
is changed, such operation strategy would decrease the advantages of operating a 
microgrid in a modular fashion [125]. 
Despite the fact that the frequency deviation at steady-state can be minimized by 
the control input of high level controllers of a microgrid hierarchical control framework 
[37], it is worth to note that the transient response of the microgrid frequency is mostly 
determined by the primary control level, which is the scope of this research. This can be 
explained by the different time scales between controllers at different hierarchical levels 
[37]. Hence, it is beneficial to use the inertia index so that the response characteristics of 
the microgrid frequency during power transients can be studied by simply comparing the 












Fig. 5.6. Frequency and Configuration of a Microgrid (Source Disconnected) 
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5.4 APPLICATION OF INERTIA INDEX 
As the inertial response characteristics of a power system is related to the inertia 
constant (i.e., H in (5.1)), this study considers the use of the inertia index for developing 
an approach to minimize the effect of source configuration modifications on the 
microgrid frequency transient response. As the inertia index is a function of both the 
number of source inverters connected, and the time constant of the power filter, it is 
possible to consider changing the time constant of the power filter when a change in the 
source configuration is detected. Although the power control loop significantly affects the 
microgrid frequency command dynamics as discussed in section 5.2, studies on how the 
time constant of the power filter could affect the system performance [127] is rather 
limited compared to the effect of the droop gain [1], [42], [38], [70] .  
A possible approach to find a new cut off frequency, ωc, that minimizes the effect 
of the change in the value of N is to update the power filter cut off frequency so that the 
inertia index of the original case and the modified case is identical. That is, finding the 







                                                 (5. 16) 
 
where Nb is the number of sources connected to the microgrid before the configuration 
change, ωcb is the cut-off frequency of the power filter before the configuration change, m 
is the droop gain, Na is the number of sources connected to the microgrid after the 
configuration change, and ωca is the cut-off frequency of the power filter after the 
configuration change. 
For the case that was discussed in the previous section (i.e., Fig. 5.6(b)), the new 








                                                (5.17) 
 
where ωca is the updated power filter time constant for the 2-unit case, and m is the 
frequency droop gain. 
In order to verify the effectiveness of this approach, the same microgrid (i.e., Fig. 
5.6(b)) was simulated using the same parameters except the time constant of the power 
filter. Figure 5.7 shows the microgrid frequency when only two units are connected with 
power filters that have different time constant values. In order to mitigate the increased 
ROCOF value caused by the sudden disconnection of sources, the cut-off angular 
frequency of the low pass filter was changed from ωc=40 rad/s to ωc=27 rad/s. It can be 
seen from Fig. 5.7, as a result, that the microgrid frequency shows a slower decrease to 
the new steady-state value by changing the low pass filter time constant. The reduction in 
the inertia constant caused by disconnecting one of the sources is complemented by 
changing the low pass filter time constant to a larger value. By changing the time 
constant of the low pass filter, the ROCOF value decreased from 1.8 Hz/s to 1.2 Hz/s. 
This approach could be considered as a method to improve the stability 
characteristics of an inverter-based microgrid. Similar to a power grid with a large inertia 
constant, a slower frequency change would be desirable when operating an inverter based 
microgrid [126]. In case a frequency deviation happens as a result of power imbalance, it 
would be preferable to have a longer time available to perform corrective actions before 





Fig. 5.7. Microgrid Frequency with different low pass filter characteristics 
Considering that the system inertia changes depending on both the control 
parameters (e.g., droop gain, and power filter time constant) and source configuration, it 
is possible to consider a power control law that updates the time constant of the power 
filter depending on the source configuration as shown in Fig. 5.8. Once a change in the 
source configuration is detected, the power filter time constant can be changed according 
to the virtually stored table in Fig. 5.8. It is worth to note that there are operational 
constraints that the new time constant (or the cut-off frequency) of the power filter should 
satisfy [127]. The time constant should be selected so that the response of the inverter is 
not too slow and also that the inner voltage and current control loop is sufficiently faster 
than the most outer power control loop so that each cascaded control loop does not 
interact with other loops. 
Still, it is possible to consider alternative approaches to minimize the change in 
transient performance caused by the plug and play operation of sources in microgrids. For 


















2 Unit, 40 rad/s
2 Unit, 27 rad/s
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example, it is possible to apply an alternative droop law that includes a transient droop 
term given by [12] 
 





(𝑃 − 𝑃∗)                     (5.18) 
 
where, ms is the static droop gain, and mt1 is the transient droop gain that is active when 
only the df/dt value is large than the preset threshold value. 
However, the control approach of (5.18) has higher level of complexity compared 
to the droop law in (5.13). Although the control approach of (5.18) introduces additional 
inertia to the system [12], further optimization on the controller gains is required to 
achieve satisfactory transient response characteristics (e.g., overshoot, settling time, etc.) 
[128]. In addition, the derivative term in the control law is known to be sensitive to noise 
and the performance of the derivation operation highly depends on the time step settings. 
 
 




This chapter studied the effect of modular operation on transient performance of 
frequency in an inverter based microgrid. Microgrids with high penetration of power 
electronic interfaces are known to have lower inertia compared to conventional power 
grid systems. Such a low inertia imposes challenges for frequency stability in inverter- 
based microgrids. Using the analogy between synchronous generators and droop 
controlled inverters, an inertia index that provides insights on the transient response of 
system frequency is studied. Based on the fact that the inertia index is a function of the 
number of source inverters, the inertia index can be used to study the effects of addition 
or removal of inverters to the microgrid frequency during transients This research also 
studied on how changing the time constant of the power measurement filter could 






Chapter 6. Conclusion 
This dissertation discussed design and operation of modular microgrids with an 
open architecture. As microgrids are expected to accommodate various type of 
configuration changes (e.g., installation of new loads, removal/addition of sources) 
throughout the operation period, it is beneficial to study design and operation approaches 
of microgrids considering modularity (i.e., plug and play operation).  
The use of active power distribution nodes (APDNs) as an interface block that 
enables a modular approach for microgrids is studied in this research. The bi-directional 
multiple-input multiple-output (MIMO) interface of APDNs can enhance power network 
operational flexibility by enabling and controlling multiple power flow paths. The 
embedded energy storage of the APDN can act as a power buffer by handling the power 
mismatch between sources and loads, and perform as a back-up power source during 
power loss. Based on these features of the APDN configuration—i.e. power electronic 
MIMO interface with embedded energy storage—power network planning, expansion, 
and protection coordination for ac, dc, or hybrid networks can be done in a modular 
fashion.  
Considering the operation of APDN as an energy management interface inside a 
microgrid, this research investigated the characteristics of the interface and identified 
operation states of the APDN. As the state of the embedded energy storage plays a 
critical role in the performance of APDN, this research proposed two hierarchical control 
approaches. The first hierarchical controller, lower level for signals and higher level for 
energy management, focuses on maintaining the charge level of the embedded energy 
storage to the highest level to increase system availability. The other hierarchical 
approach considers a hierarchy such that the primary level performs load sharing by 
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using a droop law, and the secondary level manages energy storage in a decentralized 
manner. In order to effectively manage the embedded energy storage, the secondary 
controller switches between current control mode and voltage control mode depending on 
the state of energy storage. The control performance and energy management capability 
of both control approaches was verified by simulation and experiments. It is shown that 
the APDN performs autonomous power sharing between different power sources, and 
storage management, which is critical for using APDN as power routers. The developed 
control approach can also be used as a generalized control framework for storage 
integrated power electronic interfaces.  
Furthermore, this dissertation explored the characteristics of using APDN as a 
connection interface inside a microgrid. By using a Makov-based availability model, it is 
shown that APDNs can improve system availability compared to conventional connection 
interfaces, such as circuit breakers. Although APDNs may have a higher part count 
compared to circuit breakers, availability comparison results show that the embedded 
energy storage of APDNs can outweigh the circuit complexity of APDNs. A simplified 
cost analysis result shows that the benefits of using APDNs increase as the criticality of 
the load increases. Compared to circuit breakers, APDNs are able to effectively handle 
series faults and interrupt dc currents based on the current limiting capability of the 
power electronic interface. Based on the capability of APDNs to handle power 
imbalance, two system design approaches of using APDN for microgrids are also 
introduced. It is shown that the APDN can be placed at major nodes of the microgrid to 
ensure that critical loads are not affected by source conditions. Furthermore, microgrid 
expansion can be performed in a simpler manner by connecting the expanded system 
through APDNs. This characteristic ensures that the operation of both the original system 
and the expanded system is not affected by the dynamics of each other. As a result, 
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APDNs enable open modular architectures for microgrids. The effectiveness of APDNs 
as an interface for microgrid operation and system expansion was also demonstrated. 
Finally, the effect of modular operation on microgrids is also studied. Based on 
the analogy between synchronous generators and droop controlled inverters, an inertia 
index that provides insights on the microgrid frequency transient response is studied. As 
the inertia index is a function of the number of source inverters and the control 
parameters of the power control loop, the inertia index was used to study the effects of 
addition or removal of inverters to the microgrid frequency during transients. 
The results of this dissertation can be used for modular design and operation of 
microgrids. For example, APDNs can be integrated within dc, ac or hybrid ac/dc 
microgrids to perform the roles of a power router and enable distributed power control. 
Furthermore, the proposed APDN, with the discussed hierarchical control approaches, 
can serve as a building block for enabling modular connection and distributed power 
management for future power systems. The APDN-enabled advanced power distribution 
architectures provide more cost effective and comprehensive solution in order to enhance 
power distribution grids availability during extreme events, such as storage, than 
traditional solutions suggested for electric utilities. The observations that are made 
regarding how the removal and addition of modular sources from a microgrid can also be 
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