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METRIC MEASURE LIMITS OF SPHERES AND
COMPLEX PROJECTIVE SPACES
TAKASHI SHIOYA
Abstract. We study the limits of sequences of spheres and com-
plex projective spaces with unbounded dimensions. A sequence of
spheres (resp. complex projective spaces) either is a Le´vy family,
infinitely dissipates, or converges to (resp. the Hopf quotient of) a
virtual infinite-dimensional Gaussian space, depending on the size
of the spaces. These are the first discovered examples with the
property that the limits are drastically different from the spaces in
the sequence. For the proof, we introduce a metric on Gromov’s
compactification of the space of metric measure spaces.
1. Introduction
Gromov [11, §31
2
] developed the metric measure geometry based on
the idea of concentration of measure phenomenon due to Le´vy and
Milman (see [14–17]). This is particularly useful to study a family
of spaces with unbounded dimensions. A metric measure space (or
mm-space for short) is a triple (X, dX , µX), where (X, dX) is a com-
plete separable metric space and µX a Borel probability measure on
X . Gromov defined the observable distance, say d conc(X, Y ), between
two mm-spaces X and Y by the difference between 1-Lipschitz func-
tions on X and those on Y , and studied the geometry of the space
of mm-spaces, say X , with metric dconc. (In [11], the observable dis-
tance function is denoted by H1Lι1.) The observable distance is much
more useful than the Gromov-Hausdorff distance to study a sequence
of spaces with unbounded dimensions. We say that a sequence of mm-
spaces Xn, n = 1, 2, . . . , concentrates to an mm-space X if Xn dconc-
converges to X as n→∞. We have a specific natural compactification,
say Π, of (X , dconc). The space Π consists of pyramids, where a pyramid
is a directed subfamily of X with respect to a natural order relation ≺,
called the Lipschitz order. X ≺ Y holds if there exists a 1-Lipschitz
continuous map from Y to X that pushes µY forward to µX . For a
given mm-space X ∈ X , the set of X ′ ∈ X with X ′ ≺ X is a pyramid,
Date: October 8, 2018.
Key words and phrases. metric measure space, concentration, sphere, complex
projective space, dissipation, Normal law a´ la Le´vy, observable distance, pyramid.
The author is partially supported by a Grant-in-Aid for Scientific Research from
the Japan Society for the Promotion of Science.
1
2 TAKASHI SHIOYA
denoted by PX . We call PX the pyramid associated with X . The space
Π has a natural compact topology such that the map
ι : X ∋ X 7−→ PX ∈ Π
is a topological embedding map. The image ι(X ) is dense in Π and
so Π is a compactification of X . It follows that X ≺ Y if and only if
PX ⊂ PY , namely the Lipschitz order ≺ on X extends to the inclusion
relation on Π. X itself is a maximal element of Π, and a one-point
mm-space corresponds to a minimal element of Π. A sequence of mm-
spaces is a Le´vy family if and only if it concentrates to a one-point
mm-space. A sequence of mm-spaces infinitely dissipates if and only
if the sequence of the associated pyramids converges to the maximal
element X .
It is interesting to study concrete examples of nontrivial sequences of
mm-spaces and their limits (in Π and in X ), where ‘nontrivial’ means
that it neither is a Le´vy family, dissipates, nor -converges, where 
denotes the box distance function on X , which is an elementary metric
on X and satisfies dconc ≤ . We remark that there are very few
nontrivial examples that are studied in detail before. All such known
examples are of the type of product spaces (see [11, §31
2
.49,56]). In
this paper, we study two examples of the non-product type, spheres
and complex projective spaces with unbounded dimensions. Those are
also the first discovered examples of sequence with the property that
the limit space is drastically different from the spaces in the sequence.
We present some definitions needed to state our main theorems. The
precise definitions are given in §4. Let γ∞ be the infinite-dimensional
standard Gaussian measure on R∞. We call Γ∞ := (R∞, ‖ · ‖2, γ∞)
the infinite-dimensional standard Gaussian space, where ‖ · ‖2 denotes
the l2 norm on R
∞ (which takes values in [ 0,+∞ ]). Note that γ∞
is not a Borel measure with respect to the l2 norm (cf. [2, §2.3]) and
that Γ∞ is not an mm-space. Nevertheless we have the associated
pyramid PΓ∞ . We call PΓ∞ the virtual infinite-dimensional standard
Gaussian space. In the same way, we consider the infinite-dimensional
centered Gaussian measure γ∞λ2 with variance λ
2, λ > 0, and define the
virtual infinite-dimensional Gaussian space PΓ∞
λ2
as a pyramid. PΓ∞
λ2
coincides with the scale change of PΓ∞ of factor λ. We consider the
Hopf action on Γ∞λ2 by identifying R
∞ with C∞. The Hopf action is
isometric with respect to the l2 norm and also preserves γ
∞
λ2. The
quotient space Γ∞λ2/S
1 has a natural measure and a metric. We also
have the associated pyramid PΓ∞
λ2
/S1 . Let S
n(r) be the n-dimensional
sphere in Rn+1 centered at the origin and of radius r > 0. We equip
the Riemannian distance function or the restriction of the Euclidean
distance function with Sn(r). We also equip the normalized volume
measure with Sn(r). Then Sn(r) is an mm-space. We consider the
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Hopf quotient
CP n(r) := S2n+1(r)/S1
that has a natural mm-structure induced from that of S2n+1(r) (see
§2.5). This is topologically an n-dimensional complex projective space.
Note that, if the distance function on S2n+1(r) is assumed to be Rie-
mannian, then the distance function on CP n(r) coincides with that
induced from the Fubini-Study metric scaled with factor r.
One of our main theorems in this paper is stated as follows.
Theorem 1.1. Let {rn}∞n=1 be a given sequence of positive real num-
bers, and let λn := rn/
√
n (resp. λn := rn/
√
2n + 1). Then we have
the following (1), (2), and (3).
(1) λn → 0 as n→∞ if and only if {Sn(rn)}∞n=1 (resp. {CP n(rn)}∞n=1)
is a Le´vy family.
(2) λn → +∞ as n→∞ if and only if {Sn(rn)}∞n=1 (resp.
{CP n(rn)}∞n=1) infinitely dissipates.
(3) Assume that λn → λ as n → ∞ for a positive real number λ.
Then, as n → ∞, PSn(rn) (resp. PCPn(rn)) converges to PΓ∞
λ2
(resp. PΓ∞
λ2
/S1).
(1) and (2) both hold for the Riemannian metric (resp. the scaled Fubini-
Study metric) and also for the Euclidean distance function (resp. the
distance induced from the Euclidean). (3) holds only for for the Eu-
clidean distance function (resp. the distance induced from the Euclidean).
Theorem 1.1 is analogous to phase transition phenomena in statisti-
cal mechanics.
If rn is bounded away from zero, then {Sn(rn)}∞n=1 and {CP n(rn)}∞n=1
both have no -convergent subsequence (see Proposition 7.4). The
theorem also holds for any subsequence of {n}. We have the same
statement as in Theorem 1.1 also for real and quotanionic projective
spaces in the same way.
(1) of Theorem 1.1 follows essentially from the works of Le´vy and
Milman. For (1), we give some fine estimates of the observable diame-
ter by using the normal law a` la Le´vy (Theorem 5.2). (2) follows from
a discussion using the Maxwell-Boltzmann distribution law (Proposi-
tion 5.1). (3) is the most important part of the theorem. It follows
from the Maxwell-Boltzmann distribution law that the limit pyramid
of (the Hopf quotient of) spheres contains the (Hopf quotient of) vir-
tual Gaussian space. For the proof of the reverse inclusion, we define
a metric ρ on the space Π of pyramids compatible with the topology
on Π (see Definition 3.4) that satisfies the following theorem.
Theorem 1.2. For any two mm-spaces X and Y , we have
ρ(PX ,PY ) ≤ dconc(X, Y ),
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i.e., the embedding map ι : X ∋ X 7→ PX ∈ Π is 1-Lipschitz continuous
with respect to dconc and ρ.
Applying this theorem, we prove the reverse inclusion.
Note that Gromov [11, §31
2
] gave only the notion of convergence of
pyramids and did not define the topology on Π. Note also that there
exists no metric on Π (strongly) equivalent to dconc. In fact we have
the following as a consequence of Theorem 1.1.
Proposition 1.3. There exist mm-spaces Xn and Yn, n = 1, 2, . . . ,
such that
(1) dconc(Xn, Yn) is bounded away from zero;
(2) the associated pyramids PXn and PYn both converge to a com-
mon pyramid as n→∞.
Acknowledgment. The author would like to thank Professors Takefumi
Kondo and Asuka Takatsu for valuable discussions. He also thanks to
Professors Tomohiro Fukaya and Ayato Mitsuishi for useful comments.
2. Preliminaries
In this section, we give the definitions and the facts stated in [11,
§31
2
]. In [11, §31
2
], many details are omitted. We refer to [8,9,18,19] for
the details. The reader is expected to be familiar with basic measure
theory and metric geometry (cf. [1, 3, 4, 12]).
2.1. mm-Isomorphism and Lipschitz order.
Definition 2.1 (mm-Space). Let (X, dX) be a complete separable met-
ric space and µX a Borel probability measure on X . We call the triple
(X, dX , µX) anmm-space. We sometimes say thatX is an mm-space, in
which case the metric and the measure of X are respectively indicated
by dX and µX .
Definition 2.2 (mm-Isomorphism). Two mm-spaces X and Y are said
to be mm-isomorphic to each other if there exists an isometry f :
supp µX → suppµY such that f∗µX = µY , where f∗µX is the push-
forward of µX by f . Such an isometry f is called an mm-isomorphism.
Denote by X the set of mm-isomorphism classes of mm-spaces.
Any mm-isomorphism between mm-spaces is automatically surjec-
tive, even if we do not assume it. Note that X is mm-isomorphic to
(supp µX , dX, µX).
We assume that an mm-space X satisfies
X = supp µX
unless otherwise stated.
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Definition 2.3 (Lipschitz order). Let X and Y be two mm-spaces. We
say that X (Lipschitz ) dominates Y and write Y ≺ X if there exists a
1-Lipschitz map f : X → Y satisfying
f∗µX = µY .
We call the relation ≺ on X the Lipschitz order.
The Lipschitz order ≺ is a partial order relation on X
2.2. Observable diameter. The observable diameter is one of the
most fundamental invariants of an mm-space.
Definition 2.4 (Partial and observable diameter). Let X be an mm-
space. For a real number α, we define the partial diameter diam(X ;α) =
diam(µX ;α) of X to be the infimum of diamA, where A ⊂ X runs over
all Borel subsets with µX(A) ≥ α and diamA denotes the diameter of
A. For a real number κ > 0, we define the observable diameter of X
to be
ObsDiam(X ;−κ) := sup{ diam(f∗µX ; 1− κ) |
f : X → R is 1-Lipschitz continuous }.
Definition 2.5 (Le´vy family). A sequence of mm-spaces Xn, n =
1, 2, . . . , is called a Le´vy family if
lim
n→∞
ObsDiam(Xn;−κ) = 0
for any κ > 0.
Proposition 2.6. If X ≺ Y , then
ObsDiam(X ;−κ) ≤ ObsDiam(Y ;−κ)
for any κ > 0.
2.3. Separation distance.
Definition 2.7 (Separation distance). LetX be an mm-space. For any
real numbers κ0, κ1, · · · , κN > 0 with N ≥ 1, we define the separation
distance
Sep(X ; κ0, κ1, · · · , κN)
of X as the supremum of mini 6=j dX(Ai, Aj) over all sequences of N +1
Borel subsets A0, A2, · · · , AN ⊂ X satisfying that µX(Ai) ≥ κi for
all i = 0, 1, · · · , N , where dX(Ai, Aj) := infx∈Ai,y∈Aj dX(x, y). If there
exists no sequence A0, . . . , AN ⊂ X with µX(Ai) ≥ κi, i = 0, 1, · · · , N ,
then we define
Sep(X ; κ0, κ1, · · · , κN) := 0.
Lemma 2.8. Let X and Y be two mm-spaces. If X is dominated by
Y , then we have, for any real numbers κ0, . . . , κN > 0,
Sep(X ; κ0, . . . , κN) ≤ Sep(Y ; κ0, . . . , κN ).
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Proposition 2.9. For any mm-space X and any real numbers κ and
κ′ with κ > κ′ > 0, we have
ObsDiam(X ;−2κ) ≤ Sep(X ; κ, κ),(1)
Sep(X ; κ, κ) ≤ ObsDiam(X ;−κ′).(2)
2.4. Box distance and observable distance.
Definition 2.10 (Prokhorov distance). The Prokhorov distance dP (µ, ν)
between two Borel probability measures µ and ν on a metric space X is
defined to be the infimum of ε > 0 satisfying
(2.1) µ(Uε(A)) ≥ ν(A)− ε
for any Borel subset A ⊂ X , where
Uε(A) := { x ∈ X | dX(x,A) < ε }.
The Prokhorov metric is a metrization of weak convergence of Borel
probability measures on X provided thatX is a separable metric space.
Definition 2.11 (me). Let (X, µ) be a measure space and Y a metric
space. For two µ-measurable maps f, g : X → Y , we define meµ(f, g)
to be the infimum of ε ≥ 0 satisfying
µ({ x ∈ X | dY (f(x), g(x)) > ε }) ≤ ε.(2.2)
We sometimes write me(f, g) by omitting µ.
meµ is a metric on the set of µ-measurable maps from X to Y by
identifying two maps if they are equal µ-a.e.
Lemma 2.12. Let X be a topological space with a Borel probability
measure µ and Y a metric space. For any two µ-measurable maps
f, g : X → Y , we have
dP (f∗µ, g∗µ) ≤ meµ(f, g).
Definition 2.13 (Parameter). Let I := [ 0, 1 ) and let X be an mm-
space. A map ϕ : I → X is called a parameter of X if ϕ is a Borel
measurable map such that
ϕ∗L1 = µX ,
where L1 denotes the one-dimensional Lebesgue measure on I.
Any mm-space has a parameter.
Definition 2.14 (Box distance). We define the box distance (X, Y )
between two mm-spaces X and Y to be the infimum of ε ≥ 0 satisfying
that there exist parameters ϕ : I → X , ψ : I → Y , and a Borel subset
I0 ⊂ I such that
|ϕ∗dX(s, t)− ψ∗dY (s, t) | ≤ ε for any s, t ∈ I0;(1)
L1(I0) ≥ 1− ε,(2)
where ϕ∗dX(s, t) := dX(ϕ(s), ϕ(t)) for s, t ∈ I.
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The box distance function  is a complete separable metric on X .
Proposition 2.15. Let X be a complete separable metric space. For
any two Borel probability measures µ and ν on X, we have
((X, µ), (X, ν)) ≤ 2 dP (µ, ν).
Definition 2.16 (Observable distance dconc(X, Y )). Denote by Lip1(X)
the set of 1-Lipschitz continuous functions on an mm-space X . For any
parameter ϕ of X , we set
ϕ∗Lip1(X) := { f ◦ ϕ | f ∈ Lip1(X) }.
We define the observable distance dconc(X, Y ) between two mm-spaces
X and Y by
dconc(X, Y ) := inf
ϕ,ψ
dH(ϕ
∗Lip1(dX), ψ∗Lip1(dY )),
where ϕ : I → X and ψ : I → Y run over all parameters of X and Y ,
respectively, and where dH is the Hausdorff distance with respect to the
metric meL1. We say that a sequence of mm-spaces Xn, n = 1, 2, . . . ,
concentrates to an mm-space X if Xn dconc-converges to X as n→∞.
Proposition 2.17. Let {Xn}∞n=1 be a sequence of mm-spaces. Then,
{Xn} is a Le´vy family if and only if Xn concentrates to a one-point
mm-space as n→∞.
Proposition 2.18. For any two mm-spaces X and Y we have
dconc(X, Y ) ≤ (X, Y ).
2.5. Quotient space. Let X be a metric space and G a group acting
on X isometrically. We define a pseudo-metric on the quotient space
X/G by
dX/G([x], [y]) := inf
x′∈[x],y′∈[y]
dX(x
′, y′), [x], [y] ∈ X/G.
We call dX/G the pseudo-metric on X/G induced from dX . If every
orbit in X of G is closed, then dX/G is a metric.
Assume that we have a Borel measure µX on X . Then, we call the
measure µX/G := pi∗µX the measure on X/G induced from µX , where
pi : X → X/G is the natural projection.
2.6. Pyramid.
Definition 2.19 (Pyramid). A subset P ⊂ X is called a pyramid if it
satisfies the following (1), (2), and (3).
(1) If X ∈ P and if Y ≺ X , then Y ∈ P.
(2) For any two mm-spaces X,X ′ ∈ P, there exists an mm-space
Y ∈ P such that X ≺ Y and X ′ ≺ Y .
(3) P is nonempty and -closed.
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We denote the set of pyramids by Π.
For an mm-space X we define
PX := { X ′ ∈ X | X ′ ≺ X }.
We call PX the pyramid associated with X .
It is trivial that X is a pyramid.
In Gromov’s book [11], the definition of a pyramid is only by (1) and
(2) of Definition 2.19. We here put (3) as an additional condition for
the Hausdorff property of Π.
Definition 2.20 (Weak convergence). Let Pn,P ∈ Π, n = 1, 2, . . . .
We say that Pn converges weakly to P as n → ∞ if the following (1)
and (2) are both satisfied.
(1) For any mm-space X ∈ P, we have
lim
n→∞
(X,Pn) = 0.
(2) For any mm-space X ∈ X \ P, we have
lim inf
n→∞
(X,Pn) > 0.
Theorem 2.21. The set Π of pyramids is sequentially compact, i.e.,
any sequence of pyramids has a subsequence that converges weakly to a
pyramid.
Proposition 2.22. For given mm-spaces X and Xn, n = 1, 2, . . . , the
following (1) and (2) are equivalent to each other.
(1) Xn concentrates to X as n→∞.
(2) PXn converges weakly to PX as n→∞.
Dissipation is an opposite notion to concentration.
Definition 2.23 (Infinite dissipation). Let Xn, n = 1, 2, . . . , be mm-
spaces. We say that {Xn} infinitely dissipates if for any real numbers
κ0, κ1, . . . , κN > 0 with
∑N
i=0 κi < 1, the separation distance
Sep(Xn; κ0, κ1, . . . , κN)
diverges to infinity as n→∞.
Proposition 2.24. Let Xn, n = 1, 2, . . . , be mm-spaces. Then, {Xn}
infinitely dissipates if and only if PXn converges to X as n→∞.
Let X be an mm-space. Denote by L1(X) the quotient of Lip1(X)
by the R-action:
R× Lip1(X) ∋ (t, f) 7→ t+ f ∈ Lip1(X).
The R-action on Lip1(X) is isometric with respect to the metric me.
We denote also by ‘me’ the induced metric on L1(X) from ‘me’. We see
that me([f ], [g]) = inft∈Rme(f + t, g) = me(f + t0, g) for some t0 ∈ R.
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Lemma 2.25. For any two mm-spaces X and Y we have
dGH(L1(X),L1(Y )) ≤ dconc(X, Y ),
where dGH denotes the Gromov-Hausdorff distance function.
Definition 2.26. We say that a pyramid P is concentrated if {L1(X)}X∈P
is dGH-precompact.
Lemma 2.27. Let P be a pyramid. Then the following (1) and (2) are
equivalent to each other.
(1) P is concentrated.
(2) P is the weak limit of {PXn} for some dconc-Cauchy sequence
{Xn} of mm-spaces.
3. Metric on the space of pyramids
The purpose of this section is to define a metric ρ on Π compatible
with weak convergence such that the embedding map
ι : X ∋ X 7−→ PX ∈ Π
is a 1-Lipschitz continuous with respect to dconc on X .
Definition 3.1 (M(N),M(N,R), X (N,R)). LetN be a natural num-
ber andR a nonnegative real number. Denote byM(N) the set of Borel
probability measures on RN equipped with the Prokhorov metric dP ,
and set
M(N,R) := { µ ∈ M(N) | suppµ ⊂ BNR },
where BNR := { x ∈ RN | ‖x‖∞ ≤ R } and ‖ · ‖∞ denotes the l∞ norm
on RN . We define
X (N,R) := { (BNR , ‖ · ‖∞, µ) | µ ∈M(N,R) }.
Note that M(N,R) and X (N,R) are compact with respect to dP
and , respectively.
Definition 3.2 (N -Measurement). Let X be an mm-space, N a nat-
ural number, and R a nonnegative real number. We define
M(X ;N) := { Φ∗µX | Φ : X → (RN , ‖ · ‖∞) is 1-Lipschitz },
M(X ;N,R) := { µ ∈M(X ;N) | suppµ ⊂ BNR }.
We callM(X ;N) (resp.M(X ;N,R)) theN-measurement (resp. (N,R)-
measurement) of X .
The N -measurement M(X ;N) is a closed subset of M(N) and the
(N,R)-measurement M(X ;N,R) is a compact subset of M(N).
The following lemma is claimed in [11, §31
2
] without proof. Since the
lemma is important for the definition of ρ, we give a sketch of proof
(the detailed proof is lengthy and contained in the book [19]).
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Lemma 3.3 ([11, §31
2
]). For given pyramids P and Pn, n = 1, 2, . . . ,
the following (1) and (2) are equivalent to each other.
(1) Pn converges weakly to P as n→∞.
(2) For any natural number k, the set Pn ∩X (k, k) Hausdorff con-
verges to P ∩ X (k, k) as n→∞, where the Hausdorff distance
is induced from the box metric.
Sketch of proof. We prove ‘(1) =⇒ (2)’. Suppose that Pn converges
weakly to P, but Pn ∩ X (k, k) does not Hausdorff converge to P ∩
X (k, k) for some k. We then find a subsequence {Pni} of {Pn} in such
a way that lim infn→∞ dH(Pn∩X (k, k),P∩X (k, k)) > 0. Since X (k, k)
is -compact and by replacing {Pni} with a subsequence, Pni∩X (k, k)
Hausdorff converges to some compact subset P∞ ⊂ X (k, k) different
from P ∩ X (k, k). Since any mm-space X ∈ P∞ is the limit of some
Xi ∈ Pni ∩ X (k, k), i = 1, 2, . . . , the set P∞ is contained in P, so that
P∞ ⊂ P ∩ X (k, k). For any mm-space X ∈ P ∩ X (k, k), there is a
sequence of mm-spaces Xi ∈ Pni -converging to X as i→∞. We are
able to find a sequence of mm-spaces X ′i ∈ X (k, k) with X ′i ≺ Xi that
-converges to X . Since X ′i ∈ Pni ∩ X (k, k), the space X belongs to
P∞. Thus we have P∞ = P ∩ X (k, k). This is a contradiction.
We prove ‘(2) =⇒ (1)’. We assume (2). Let P∞ be the set of the
limits of convergent sequences of mm-spaces Xn ∈ Pn, and P∞ the set
of the limits of convergent subsequences of mm-spaces Xn ∈ Pn. We
have P∞ ⊂ P∞ in general. We shall prove P∞ = P∞ = P.
To prove P ⊂ P∞, we take any mm-space X ∈ P. Since P ∩⋃∞
N=1X (N,N) is -dense in P, there is a sequence of mm-spaces Xi ∈
P∩⋃∞N=1X (N,N) that -converges to X . For each i we find a natural
number Ni with Xi ∈ X (Ni, Ni). By (2), there is a sequence of mm-
spaces Xin ∈ Pn ∩ X (Ni, Ni), n = 1, 2, . . . , that -converges to Xi for
each i. There is a sequence in →∞ such that Xinn -converges to X ,
so that X belongs to P∞. We obtain P ⊂ P∞.
To prove P∞ ⊂ P, we take any mm-space X ∈ P∞. X is approx-
imated by some XN = (R
N , ‖ · ‖∞, µN), µN ∈ M(X ;N). It is easy
to see that for any R > 0 there is a unique nearest point projection
piR : R
N → BNR with respect to the l∞ norm. piR is 1-Lipschitz con-
tinuous with respect to the l∞ norm. Since (piR)∗µN → µN weakly as
R → +∞, X is approximated by some X ′ ∈ X (N,R) with X ′ ≺ X .
By the -closedness of P, it suffices to prove that X ′ belongs to P. It
follows from X ∈ P∞ that there are sequences ni →∞ and Xi ∈ Pni ,
i = 1, 2, . . . , such that Xi -converges to X . We find a sequence of
mm-spaces X ′i with X
′
i ≺ Xi that -converges to X ′. We are also able
to find a sequence X ′′i ∈ X (N,R) such that X ′′i ≺ X ′i for any i and X ′′i
converges to X ′ as i→∞. Since Pni is a pyramid, X ′′i belongs to Pni .
By (2), X ′ is an element of P. We thus obtain P = P∞ = P∞.
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We prove the weak convergence Pn → P. Let us verify the first
condition of Definition 2.20. Take any mm-space X ∈ P. Since X ∈
P∞, there is a sequence of mm-spaces Xn ∈ Pn, n = 1, 2, . . . , that
-converges to X . Therefore,
lim sup
n→∞
(X,Pn) ≤ lim
n→∞
(X,Xn) = 0.
Let us verify the second condition of Definition 2.20. Suppose that
lim infn→∞(X,Pn) = 0 for an mm-space X . It suffices to prove that
X belongs to P. We find a subsequence {Pni} of {Pn} in such a way
that limi→∞(X,Pni) = 0. There is an mm-space Xi ∈ Pni for each
i such that Xi -converges to X as i → ∞. Therefore, X belongs to
P∞ = P.
This completes the proof. 
Definition 3.4 (Metric on the space of pyramids). Define, for a natural
number k and for two pyramids P and P ′,
ρk(P,P ′) := 1
4k
dH(P ∩ χ(k, k),P ′ ∩ χ(k, k)),
ρ(P,P ′) :=
∞∑
k=1
2−kρk(P,P ′).
Note that 1/(4k) in the definition of ρk is necessary for the proof of
Theorem 1.2.
Proposition 3.5. ρ is a metric on the space Π of pyramids that is
compatible with weak convergence. Π is compact with respect to ρ.
Proof. We first prove that ρ is a metric. Since  ≤ 1, we have ρk ≤
1/(4k) for each k and then ρ ≤ 1/4. Each ρk is a pseudo-metric on
Π and so is ρ. If ρ(P,P ′) = 0 for two pyramids P and P ′, then
ρk(P,P ′) = 0 for any k, which implies P = P ′. Thus, ρ is a metric on
Π.
We next prove the compatibility of the metric ρ with weak con-
vergence in Π. It follows from Lemma 3.3 that a sequence of pyra-
mids Pn, n = 1, 2, . . . , converges weakly to a pyramid P if and only if
limn→∞ ρk(Pn,P) = 0 for any k, which is also equivalent to limn→∞ ρ(Pn,P) =
0.
Since Π is sequentially compact (see Theorem 2.21), it is compact
with respect to ρ. This completes the proof. 
The rest of this section is devoted to the proof of Theorem 1.2.
Lemma 3.6. Let X and Y be two mm-spaces. For any natural number
N we have
dH(M(X ;N),M(Y ;N)) ≤ N · dconc(X, Y ),
where the Hausdorff distance dH is defined with respect to the Prokhorov
metric dP .
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Proof. Assume that dconc(X, Y ) < ε for a real number ε. There are two
parameters ϕ : I → X and ψ : I → Y such that
(3.1) dH(ϕ
∗Lip1(X), ψ∗Lip1(Y )) < ε.
Let us prove that M(X ;N) ⊂ BNε(M(Y ;N)). Take any F∗µX ∈
M(X ;N), where F : X → (RN , ‖ · ‖∞) is a 1-Lipschitz map. Setting
(f1, . . . , fN) := F we have fi ∈ Lip1(X) and so fi ◦ϕ ∈ ϕ∗Lip1(X). By
(3.1), there is a function gi ∈ Lip1(Y ) such that me(fi ◦ ϕ, gi ◦ ψ) < ε.
Since G := (g1, . . . , gN) : Y → (RN , ‖ · ‖∞) is 1-Lipschitz, we have
G∗µY ∈ M(Y ;N). We prove dP (F∗µX , G∗µY ) ≤ Nε in the following.
For this, it suffices to prove F∗µX(Bε(A)) ≥ G∗µY (A) − Nε for any
Borel subset A ⊂ RN . Since F∗µX = (F◦ϕ)∗L1 andG∗µY = (G◦ψ)∗L1,
we have
F∗µX(Bε(A)) = L1((F ◦ϕ)−1(Bε(A))), G∗µY (A) = L1((G◦ψ)−1(A)).
It is sufficient to prove
L1((G ◦ ψ)−1(A) \ (F ◦ ϕ)−1(Bε(A))) ≤ Nε.
If we take s ∈ (G ◦ψ)−1(A) \ (F ◦ϕ)−1(Bε(A)), then G ◦ψ(s) ∈ A and
F ◦ ϕ(s) /∈ Bε(A) together imply
‖F ◦ ϕ(s)−G ◦ ψ(s)‖∞ > ε
and therefore
L1((G ◦ ψ)−1(A) \ (F ◦ ϕ)−1(Bε(A)))
≤ L1({ s ∈ I | ‖F ◦ ϕ(s)−G ◦ ψ(s)‖∞ > ε })
= L1
(
N⋃
i=1
{ s ∈ I | |fi ◦ ϕ(s)− gi ◦ ψ(s)| > ε }
)
≤
N∑
i=1
L1({ s ∈ I | |fi ◦ ϕ(s)− gi ◦ ψ(s)| > ε })
≤ Nε,
where the last inequality follows from me(fi ◦ ϕ, gi ◦ ψ) < ε. We thus
obtain dP (F∗µX , G∗µY ) ≤ Nε, so that M(X ;N) ⊂ BNε(M(Y ;N)).
Since this also holds if we exchange X and Y , we have
dH(M(X ;N),M(Y ;N)) ≤ Nε.
This completes the proof. 
Lemma 3.7. Let X and Y be two mm-spaces. Then, for any natural
number N and nonnegative real number R we have
dH(M(X ;N,R),M(Y ;N,R)) ≤ 2 dH(M(X ;N),M(Y ;N)),
where the Hausdorff distance dH is defined with respect to the Prokhorov
metric dP on M(N)
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Proof. Let ε := dH(M(X ;N),M(Y ;N)). For any measure µ ∈M(X ;N,R)
there is a measure ν ∈M(Y ;N) such that dP (µ, ν) ≤ ε. This implies
(3.2) ν(Bε(B
N
R )) ≥ µ(BNR )− ε = 1− ε.
Let pi = piR : R
N → BNR be the nearest point projection. This is 1-
Lipschitz and satisfies pi|BN
R
= idBN
R
. We have pi∗ν ∈ M(Y ;N,R). By
Lemma 2.12 and (3.2), we see dP (pi∗ν, ν) ≤ meν(pi, idRN ) ≤ ε and hence
dP (µ, pi∗ν) ≤ dP (µ, ν) + dP (ν, pi∗ν) ≤ 2ε,
so that M(X ;N,R) ⊂ B2ε(M(Y ;N,R)). Exchanging X and Y yields
M(Y ;N,R) ⊂ B2ε(M(X ;N,R)). We thus obtain
dH(M(X ;N,R),M(Y ;N,R)) ≤ 2ε.
This completes the proof. 
Lemma 3.8. Let X and Y be two mm-spaces, N a natural number,
and R a nonnegative real number. Then we have
dH(PX ∩ X (N,R),PY ∩ X (N,R)) ≤ 2 dH(M(X ;N,R),M(Y ;N,R)).
Proof. The lemma follows from Proposition 2.15. 
Proof of Theorem 1.2. By Lemmas 3.8, 3.6, and 3.7,
dH(PX ∩ X (N,R),PY ∩ X (N,R))
≤ 2dH(M(X ;N,R),M(Y ;N,R))
≤ 4dH(M(X ;N),M(Y ;N)) ≤ 4N dconc(X, Y ),
so that ρk(PX ,PY ) ≤ dconc(X, Y ) for any k. This completes the proof
of the theorem. 
4. Gaussian space and Hopf quotient
In this section we present the precise definitions of the spaces ap-
peared in Theorem 1.1.
For λ > 0, let γnλ2 denote the n-dimensional centered Gaussian mea-
sure on Rn with variance λ2, i.e.,
γnλ2(A) :=
1
(2piλ2)
n
2
∫
A
e−
1
2λ2
‖x‖22 dx
for a Lebesgue measurable subset A ⊂ Rn, where dx is the Lebesgue
measure on Rn and ‖ · ‖2 the l2 (or Euclidean) norm on Rn. We put
γn := γn1 , which is the n-dimensional standard Gaussian measure on
Rn. Note that the n-th product measure of γ1λ2 coincides with γ
n
λ2. We
call the mm-space Γnλ2 := (R
n, ‖ · ‖2, γnλ2) the n-dimensional Gaussian
space with variance λ2. Call Γn := Γn1 the n-dimensional standard
Gaussian space. For k ≤ n, we denote by pink : Rn → Rk the natural
projection, i.e.,
pink (x1, x2, . . . , xn) := (x1, x2, . . . , xk), (x1, x2, . . . , xn) ∈ Rn.
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Since the projection pinn−1 : Γ
n
λ2 → Γn−1λ2 is 1-Lipschitz continuous and
measure-preserving for any n ≥ 2, the Gaussian space Γnλ2 is monotone
increasing in n with respect to the Lipschitz order, so that, as n→∞,
the associated pyramid PΓn
λ2
converges to the -closure of
⋃∞
n=1PΓnλ2 ,
denoted by PΓ∞
λ2
. We call PΓ∞
λ2
the virtual infinite-dimensional Gauss-
ian space with variance λ2. Call PΓ∞ := PΓ∞1 the virtual infinite-
dimensional standard Gaussian space.
Recall that the Hopf action is the following S1-action on Cn:
S1 × Cn ∋ (e
√−1t, z) 7−→ e
√−1tz ∈ Cn,
where S1 is the group of unit complex numbers under multiplication.
Since the projection pi2n2k : C
n → Ck, k ≤ n, is S1-equivariant, i.e.,
pi2n2k (e
√−1tz) = e
√−1tpi2n2k (z) for any e
√−1t ∈ S1 and z ∈ Cn, there exists
a unique map p¯i2n2k : C
n/S1 → Ck/S1 such that the following diagram
commutes:
C
n S
1−−−→ Cn/S1
pi2n2k
y yp¯i2n2k
Ck
S1−−−→ Ck/S1
We consider the Hopf action on Γ2nλ2 by identifying R
2n with Cn. The
Hopf action is isometric with respect to the Euclidean distance and
also preserves the Gaussian measure γ2nλ2 . Let
Γ2nλ2/S
1 = (Cn/S1, dCn/S1 , γ¯
2n
λ2 )
be the quotient space with the induced mm-structure (see §2.5). Note
that this is isometric to the Euclidean cone (cf. [4]) over a complex
projective space of complex dimension n − 1 with the Fubini-Study
metric. Since the map p¯i2n2(n−1) : Γ
2n
λ2/S
1 → Γ2(n−1)λ2 /S1 is 1-Lipschitz
continuous and pushes γ¯2nλ2 forward to γ¯
2(n−1)
λ2 , the quotient space Γ
2n
λ2/S
1
is monotone increasing in n with respect to the Lipschitz order. The
associated pyramid PΓ2n
λ2
/S1 converges to the -closure of
⋃∞
n=1PΓ2n
λ2
/S1 ,
which we denote by PΓ∞
λ2
/S1 . We put PΓ∞/S1 := PΓ∞1 /S1 .
5. Estimate of observable diameter
In this section, we give some estimates of the observable diameters
of spheres and complex projective spaces, which are little extensions of
known results (see [11, 13]).
Let σn denotes the normalized volume measure on the sphere
Sn(r) := { x ∈ Rn+1 | ‖x‖2 = r }
of radius r > 0. For k ≤ n, we consider the restriction of the pro-
jection pin+1k : S
n(r) ⊂ Rn+1 → Rk, which is 1-Lipschitz continuous
with respect to the geodesic distance and also to the restriction of the
Euclidean distance to Sn(r).
METRIC MEASURE LIMITS 15
Recall that weak (resp. vague) convergence of measures means weak-
∗ convergence in the dual of the space of bounded continuous functions
(resp. continuous functions with compact support).
The following is well-known and the proof is elementary.
Proposition 5.1 (Maxwell-Boltzmann distribution law1). For any nat-
ural number k we have
d(pin+1k )∗σ
n
dLk →
dγk
dLk as n→∞,
where σn is the normalized volume measure on Sn(
√
n) and d
dLk means
the Radon-Nikodym derivative with respect to the k-dimensional Lebesgue
measure. In particular,
(pin+1k )∗σ
n → γk weakly as n→∞.
We prove the following theorem, since we find no proof in any liter-
ature.
Theorem 5.2 (Normal law a` la Le´vy; Gromov [11, §31
2
]).
Let fn : S
n(
√
n)→ R, n = 1, 2, . . . , be 1-Lipschitz continuous functions
with respect to the geodesic distance on Sn(
√
n). Assume that, for a
subsequence {fni} of {fn}, the push-forward (fni)∗σni converges vaguely
to a Borel measure σ∞ on R, and that σ∞ is not identically equal to
zero. Then, σ∞ is a probability measure and
(R, | · |, σ∞) ≺ (R, | · |, γ1),
i.e., there exists a 1-Lipschitz continuous function α : R→ R such that
α∗γ1 = σ∞.
Note that there always exists a subsequence {fni} such that (fni)∗σni
converges vaguely to some finite Borel measure on R.
We need some claims for the proof of Theorem 5.2. The following
theorem is well-known.
Theorem 5.3 (Le´vy’s isoperimetric inequality [6,14]). For any closed
subset Ω ⊂ Sn(1), we take a metric ball BΩ of Sn(1) with σn(BΩ) =
σn(Ω). Then we have
σn(Ur(Ω)) ≥ σn(Ur(BΩ))
for any r > 0, where Ur(Ω) denotes the open r-neighborhood of Ω with
respect to the geodesic distance on Sn(
√
n).
We assume the condition of Theorem 5.2. Consider a natural com-
pactification R¯ := R∪{−∞,+∞} of R. Then, by replacing {fni} with a
subsequence, {(fni)∗σni} converges weakly to a probability measure σ¯∞
on R¯. We have σ¯∞|R = σ∞ and σ∞(R) + σ¯∞{−∞,+∞} = σ¯∞(R¯) = 1.
We prove the following
1This is also called the Poincare´ limit theorem in many literature. However,
there is no evidence that Poincare´ proved this (see [5, §6.1]).
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Lemma 5.4. Let x and x′ be two given real numbers. If γ1(−∞, x ] =
σ¯∞[−∞, x′ ] and if σ∞{x′} = 0, then
σ∞[ x′ − ε1, x′ + ε2 ] ≥ γ1[ x− ε1, x+ ε2 ]
for all real numbers ε1, ε2 ≥ 0. In particular, σ∞ is a probability mea-
sure on R and σ¯∞{−∞,+∞} = 0.
Proof. We set Ω+ := { fni ≥ x′ } and Ω− := { fni ≤ x′ }. We have
Ω+ ∪ Ω− = Sni(√ni). Let us prove
Uε1(Ω+) ∩ Uε2(Ω−) ⊂ { x′ − ε1 < fni < x′ + ε2 }.(5.1)
In fact, for any point ξ ∈ Uε1(Ω+), there is a point ξ′ ∈ Ω+ such
that the geodesic distance between ξ and ξ′ is less than ε1. The 1-
Lipschitz continuity of fni proves that fni(ξ) > fni(ξ
′)− ε1 ≥ x′ − ε1.
Thus we have Uε1(Ω+) ⊂ { x′ − ε1 < fni } and, in the same way,
Uε2(Ω−) ⊂ { fni < x′ + ε2 }. Combining these two inclusions implies
(5.1).
It follows from (5.1) and Uε1(Ω+) ∪ Uε2(Ω−) = Sni(
√
ni) that
(fni)∗σ
ni [ x′ − ε1, x′ + ε2 ]
= σni(x′ − ε1 ≤ fni ≤ x′ + ε2) ≥ σni(Uε1(Ω+) ∩ Uε2(Ω−))
= σni(Uε1(Ω+)) + σ
ni(Uε2(Ω−))− 1,
where σni(P ) means the σni-measure of the set of points satisfying
a conditional formula P . The Le´vy’s isoperimetric inequality (Theo-
rem 5.3) implies σni(Uε1(Ω+)) ≥ σni(Uε1(BΩ+)) and σni(Uε2(Ω−)) ≥
σni(Uε2(BΩ−)), so that
(fni)∗σ
ni[ x′ − ε1, x′ + ε2 ] ≥ σni(Uε1(BΩ+)) + σni(Uε2(BΩ−))− 1.
It follows from σ∞{x′} = 0 that σni(Ω+) converges to σ¯∞( x′,+∞ ] as
n→∞. We besides have σ¯∞( x′,+∞ ] = γ1[ x,+∞ ) 6= 0, 1. Therefore,
there is a number i0 such that σ
ni(Ω+) 6= 0, 1 for all i ≥ i0. For each i ≥
i0 we have a unique real number ai satisfying γ
1[ ai,+∞ ) = σni(Ω+).
The number ai converges to x as i → ∞. By the Maxwell-Boltzmann
distribution law (Proposition 5.1),
lim
i→∞
σni(Uε1(BΩ+)) = γ
1[ x− ε1,+∞ )
as well as
lim
i→∞
σni(Uε2(BΩ−)) = γ
1(−∞, x+ ε2 ].
Therefore,
σ∞[ x′ − ε1, x′ + ε2 ] ≥ lim inf
i→∞
(fni)∗σ
ni [ x′ − ε1, x′ + ε2 ]
≥ γ1[ x− ε1,+∞ ) + γ1(−∞, x+ ε2 ]− 1
= γ1[ x− ε1, x+ ε2 ].
The first part of the lemma is obtained.
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The rest of the proof is to show that σ∞(R) = 1. Suppose σ∞(R) < 1.
Then, since σ∞(R) > 0, there is a non-atomic point x′ of σ∞ such
that 0 < σ¯∞[−∞, x′ ) < 1. We find a real number x in such a way
that γ1(−∞, x ] = σ¯∞[−∞, x′ ]. The first part of the lemma implies
σ∞[ x′ − ε1, x′ + ε2 ] ≥ γ1[ x − ε1, x + ε2 ] for all ε1, ε2 ≥ 0. Taking
the limit as ε1, ε2 → +∞, we obtain σ∞(R) = 1. This completes the
proof. 
Lemma 5.5. supp σ∞ is a closed interval.
Proof. supp σ∞ is a closed set by the definition of the support of a
measure. It then suffices to prove the connectivity of supp σ∞. Suppose
not. Then, there are numbers x′ and ε > 0 such that σ∞(−∞, x′ −
ε ) > 0, σ∞[ x′ − ε, x′ + ε ] = 0, and σ∞( x′ + ε,+∞ ) > 0. There is
a number x such that γ1(−∞, x ] = σ∞(−∞, x′ ]. Lemma 5.4 shows
that σ∞[ x′− ε, x′+ ε ] ≥ γ1[ x− ε, x+ ε ] > 0, which is a contradiction.
The lemma has been proved. 
Proof of Theorem 5.2. For any given real number x, there exists a
smallest number x′ satisfying γ1(−∞, x ] ≤ σ∞(−∞, x′ ]. The exis-
tence of x′ follows from the right-continuity and the monotonicity of
y 7→ σ∞(−∞, y ]. Setting α(x) := x′ we have a function α : R → R,
which is monotone nondecreasing.
We first prove the continuity of α in the following. Take any two num-
bers x1 and x2 with x1 < x2. We have γ
1(−∞, x1 ] ≤ σ∞(−∞, α(x1) ]
and γ1(−∞, x2 ] ≥ σ∞(−∞, α(x2) ), which imply
γ1[ x1, x2 ] ≥ σ∞(α(x1), α(x2) ).(5.2)
This shows that, as x1 → a − 0 and x2 → a + 0 for a number a, we
have σ∞(α(x1), α(x2) ) → 0, which together with Lemma 5.5 implies
α(x2)− α(x1)→ 0. Thus, α is continuous on R.
Let us next prove the 1-Lipschitz continuity of α. We take two
numbers x and ε > 0 and fix them. It suffices to prove that
∆α := α(x+ ε)− α(x) ≤ ε.
Claim 5.6. If σ∞{α(x)} = 0, then ∆α ≤ ε.
Proof. The claim is trivial if ∆α = 0. We thus assume ∆α > 0. Since
σ∞{α(x)} = 0, we have γ1(−∞, x ] = σ∞(−∞, α(x) ], so that Lemma
5.4 implies that
σ∞[α(x), α(x) + δ ] ≥ γ1[ x, x+ δ ](5.3)
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for all δ ≥ 0. By (5.2) and (5.3),
γ1[ x, x+ ε ] ≥ σ∞(α(x), α(x+ ε) )
= σ∞[α(x), α(x) + ∆α )
= lim
δ→∆α−0
σ∞[α(x), α(x) + δ ]
≥ lim
δ→∆α−0
γ1[ x, x+ δ ]
= γ1[ x, x+∆α ],
which implies ∆α ≤ ε. 
We next prove that ∆α ≤ ε in the case where σ∞{α(x)} > 0. We
may assume that ∆α > 0. Let x+ := supα
−1(α(x)). It follows from
α(x) < α(x + ε) that x+ < x + ε. The continuity of α implies that
α(x+) = α(x). There is a sequence of positive numbers εi → 0 such
that σ∞{α(x+ + εi)} = 0. By applying the claim above,
α(x+ + εi + ε)− α(x+ + εi) ≤ ε.
Moreover we have α(x+ε) ≤ α(x++εi+ε) and α(x++εi)→ α(x+) =
α(x) as i→∞. Thus,
α(x+ ε)− α(x) ≤ ε
and so α is 1-Lipschitz continuous.
The rest is to prove that α∗γ1 = σ∞. Take any number x′ ∈ α(R)
and fix it. Set x := supα−1(x′) (≤ +∞). We then have α(x) = x′ pro-
vided x < +∞. Since x is the largest number to satisfy γ1(−∞, x ] ≤
σ∞(−∞, x′ ], we have γ1(−∞, x ] = σ∞(−∞, x′ ], where we agree
γ1(−∞,+∞ ] = 1. By the monotonicity of α, we obtain
α∗γ1(−∞, x′ ] = γ1(α−1(−∞, x′ ]) = γ1(−∞, x ] = σ∞(−∞, x′ ],
which implies that α∗γ1 = σ∞ because σ∞ is a Borel probability mea-
sure. This completes the proof. 
Proposition 5.7. Let X be an mm-space. Then, for any real number
t > 0 and κ ≥ 0, we have
ObsDiam(tX ;−κ) = tObsDiam(X ;−κ).
Proof. We have
ObsDiam(tX ;−κ)
= sup{ diam(f∗µX ; 1− κ) | f : tX → R 1-Lipschitz }
= sup{ diam(f∗µX ; 1− κ) | t−1f : X → R 1-Lipschitz }
= sup{ diam((tg)∗µX ; 1− κ) | g : X → R 1-Lipschitz }
= tObsDiam(X ;−κ).
This completes the proof. 
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Corollary 5.8. Let {rn}∞n=1 be a sequence of positive real numbers. If
rn/
√
n→ λ as n→∞ for a real number λ, then
lim
n→∞
ObsDiam(Sn(rn);−κ) = diam(γ1λ2 ; 1− κ) = 2λI−1((1− κ)/2),
for any real number κ with 0 < κ < 1, where I(r) := γ1[ 0, r ]. This
holds for the geodesic distance function on Sn(rn) and also for the
restriction to Sn(rn) of the Euclidean distance function on R
n.
Proof. It suffices to prove the corollary in the case where rn =
√
n,
because of Proposition 5.7. We assume that rn =
√
n.
The corollary for the geodesic distance function follows from the
normal law a` la Le´vy (Theorem 5.2) and the Maxwell-Boltzmann dis-
tribution law (Proposition 5.1).
Assume that the distance function on Sn(
√
n) to be Euclidean. Since
the Euclidean distance is not greater than the geodesic distance, the
normal law a` la Le´vy still holds. Clearly, the projection pin+1k : S
n(
√
n)→
Rk is 1-Lipschitz with respect to the Euclidean distance function. Thus,
the corollary follows from the normal law a` la Le´vy and the Maxwell-
Boltzmann distribution law. This completes the proof. 
Lemma 5.9. Let X be a metric space and G a group acting on X
isometrically. Then, for any two Borel probability measures µ and ν
on X, we have
dP (µ¯, ν¯) ≤ dP (µ, ν),
where µ¯ denotes the push-forward of µ by the projection X → X/G.
Proof. Take any Borel subset A¯ ⊂ X/G and set A := pi−1(A¯), where
pi : X → X/G is the projection. Assume that dP (µ, ν) < ε for a real
number ε. Since pi−1(Bε(A¯)) ⊃ Bε(A), we have
µ¯(Bε(A¯)) = µ(pi
−1(Bε(A¯))) ≥ µ(Bε(A)) ≥ ν(A)− ε = ν¯(A¯)− ε
and therefore dP (µ¯, ν¯) ≤ ε. This completes the proof. 
Denote by ζn the normalized volume measure on CP n(r) with respect
to the Fubini-Study metric. Note that ζn = σ¯
2n+1, where σ¯2n+1 denotes
the push-forward of σ2n+1 by the Hopf fibration S2n+1(r)→ CP n(r).
Proposition 5.10. Let {rn}∞i=1 be a sequence of positive real numbers
such that rn/
√
2n + 1 → λ as n → ∞ for a real number λ. Then, for
any natural number k we have
(p¯i2n+22k )∗ζ
n → γ¯2kλ2 weakly as n→∞,
where p¯i2n+22k : CP
n(rn) ⊂ Cn+1/S1 → Ck/S1 is as in §4 and γ¯2kλ2 the
push-forward of γ2kλ2 by the projection C
k → Ck/S1.
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Proof. By Proposition 5.1, (pi2n+22k )∗σ
2n converges weakly to γ2kλ2 as n→∞. In the following, a measure with upper bar means the push-
forward by the projection to the Hopf quotient. Since (p¯i2n+22k )∗ζ
n =
(p¯i2n+22k )∗σ¯
2n = (pi2n+22k )∗σ
2n, and by Lemma 5.9, we have
dP ((p¯i
2n+2
2k )∗ζ
n, γ¯2kλ2) ≤ dP ((pi2n+22k )∗σ2n, γ2kλ2 )→ 0 as n→∞.
This completes the proof. 
Corollary 5.11. Let {rn}∞i=1 be a sequence of positive real numbers. If
rn/
√
2n+ 1→ λ as n→∞ for a real number λ, then
lim sup
n→∞
ObsDiam(CP n(rn);−κ) ≤ 2λI−1((1− κ)/2),
lim inf
n→∞
ObsDiam(CP n(rn);−κ) ≥ λ diam(([ 0,+∞ ), re− r
2
2 dr); 1− κ).
These inequalities both hold for the scaled Fubini-Study metric and
also for the induced distance function from the Euclidean distance on
S2n+1(rn).
Proof. The upper estimate follows from CP n(rn) ≺ S2n(rn) and Corol-
lary 5.8.
Since p¯i2n+22 : CP
n(rn) ⊂ Cn+1/S1 → C/S1 is 1-Lipschitz, Proposi-
tion 5.10 proves
lim inf
n→∞
ObsDiam(CP n(rn);−κ) ≥ diam((C/S1, γ¯2λ2); 1− κ)
= λ diam(([ 0,+∞ ), re− r
2
2 dr); 1− κ).
This completes the proof. 
We conjecture that
lim
n→∞
ObsDiam(CP n(rn);−κ) = λ diam(([ 0,+∞ ), re− r
2
2 dr); 1− κ)
if rn/
√
2n+ 1→ λ as n→∞.
6. Limits of spheres and complex projective spaces
In this section, we prove Theorem 1.1 by using several claims proved
before. We need some more lemmas.
Lemma 6.1. For any real number θ with 0 < θ < 1, we have
lim
n→∞
γn+1{ x ∈ Rn+1 | θ√n ≤ ‖x‖2 ≤ θ−1
√
n } = 1.
Proof. Considering the poler coordinates on Rn, we see that
γn+1{ x ∈ Rn+1 | ‖x‖2 ≤ r } =
∫ r
0
tne−t
2/2 dt∫∞
0
tne−t2/2 dt
.
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Integrating the both sides of (log(tne−t
2/2))′′ = −n/t2 − 1 ≤ −1 over
[ t,
√
n ] with 0 < t ≤ √n yields
−(log(tne−t2/2))′ = (log(tne−t2/2))′|t=√n − (log(tne−t2/2))′ ≤ t−
√
n.
Integrating this again over [ t,
√
n ] implies
log(tne−t
2/2)− log(nn/2e−n/2) ≤ −(t−
√
n)2
2
,
so that tne−t
2/2 ≤ nn/2e−n/2e−(t−√n)2/2 and then, for any r with 0 ≤
r ≤ √n,∫ √n−r
0
tne−t
2/2 dt ≤ nn/2e−n/2
∫ √n
r
e−t
2/2 dt ≤ nn/2e−n/2e−r2/2.
Stirling’s approximation implies∫ ∞
0
tne−t
2/2 dt = 2
n−1
2
∫ ∞
0
s
n−1
2 e−s ds ≈ √pi(n− 1)n2 e−n−12 .
Therefore,
lim
n→∞
γn+1{ x ∈ Rn+1 | ‖x‖2 ≤ θ
√
n } ≤ lim
n→∞
nn/2e−n/2e−(1−θ)
2n/2
√
pi(n− 1)n2 e−n−12
= 0.
The same calculation leads us to obtain
lim
n→∞
γn+1{ x ∈ Rn+1 | ‖x‖2 ≥ θ−1
√
n } = 0.
This completes the proof. 
For a positive real number t and a pyramid P, we put
tP := { tX | X ∈ P },
where tX := (X, t dX , µX). The following lemma is obvious and the
proof is omitted.
Lemma 6.2. Assume that a sequence of pyramids Pn, n = 1, 2, . . . ,
converges weakly to a pyramid P, and that a sequence of positive real
numbers tn, n = 1, 2, . . . , converges to a positive real number t. Then,
tnPn converges weakly to tP as n→∞.
Proof of Theorem 1.1. (1) follows from Corollaries 5.8 and 5.11.
We prove (2) for Sn(rn). We first assume that rn/
√
n→ +∞ as n→
∞. Take any finitely many positive real numbers κ0, κ1, . . . , κN with∑N
i=0 κi < 1, and fix them. We find positive real numbers κ
′
0, κ
′
1, . . . , κ
′
N
in such a way that κi < κ
′
i for any i and
∑N
i=0 κ
′
i < 1. For any ε > 0,
there are Borel subsets A0, A1, . . . , AN ⊂ R such that γ1(Ai) ≥ κ′i for
any i and
min
i 6=j
dR(Ai, Aj) > Sep((R, γ
1); κ′0, . . . , κ
′
N)− ε.
22 TAKASHI SHIOYA
Without loss of generality we may assume that all Ai’s are open. Let
fn := pi
n
1 |Sn(√n) : Sn(
√
n) → R. Proposition 5.1 tells us that (fn)∗σn
converges weakly to γ1 as n→∞. Since Ai is open,
lim inf
n→∞
σn((fn)
−1(Ai)) ≥ γ1(Ai) ≥ κ′i > κi.
There is a natural number n0 such that σ
n((fn)
−1(Ai)) ≥ κi for any
i and n ≥ n0. Since fn is 1-Lipschitz continuous for the Riemannian
metric and also for the Euclidean distance on Sn(
√
n), we have
dSn(√n)((fn)
−1(Ai), (fn)
−1(Aj)) ≥ dR(Ai, Aj).
Therefore, for any n ≥ n0,
Sep(Sn(
√
n); κ0, . . . , κN) > Sep((R, γ
1); κ′0, . . . , κ
′
N)− ε,
which proves
lim inf
n→∞
Sep(Sn(
√
n); κ0, . . . , κN) ≥ Sep((R, γ1); κ′0, . . . , κ′N) > 0.
Since rn/
√
n→∞ as n→∞,
(6.1) Sep(Sn(rn); κ0, . . . , κN) =
rn√
n
Sep(Sn(
√
n); κ0, . . . , κN)
is divergent to infinity and so {Sn(rn)}∞n=1 infinitely dissipates.
We next prove the converse. Assume that {Sn(rn)} infinitely dis-
sipates and rn/
√
n is not divergent to infinity. Then, there is a sub-
sequence {rn(j)} of {rn} such that rn(j)/
√
n(j) is bounded for all j.
By (6.1), {Sn(j)(√n(j))}j infinitely dissipates. However, for each fixed
κ with 0 < κ < 1/2, ObsDiam(Sn(
√
n);−κ) is bounded for all n by
Corollary 5.8, and, by Proposition 2.9, so is Sep(Sn(
√
n); κ, κ), which
contradicts that {Sn(j)(√n(j))} infinitely dissipates. This completes
the proof of (2).
(2) for CP n(rn) is proved in the same way as for S
n(rn) by using
Proposition 5.10 and Corollary 5.11 instead of Proposition 5.1 and
Corollary 5.8.
We prove (3) for Sn(rn). By Lemma 6.2 and by Γ
n
λ2 = λΓ
n, it
suffices to prove it in the case of rn =
√
n. We assume that rn =
√
n.
Suppose that PSn(√n) does not converge weakly to PΓ∞ as n → ∞.
Then, by the compactness of Π, there is a subsequence {PSni (√ni)}
of {PSn(√n)} that converges weakly to a pyramid P with P 6= PΓ∞ .
It follows from the Maxwell-Boltzmann distribution law (Proposition
5.1) that Γk belongs to P for any k, so that PΓ∞ ⊂ P. We take any
real number θ with 0 < θ < 1 and fix it. It follows from Lemma 6.2
that PSni (θ√ni) converges weakly to θP as i → ∞. Define a function
fθ,n : R
n+1 → Rn+1 by
fθ,n(x) :=
{
θ
√
n
‖x‖2x if ‖x‖2 > θ
√
n,
x if ‖x‖2 ≤ θ
√
n,
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for x ∈ Rn+1. fθ,n is 1-Lipschitz continuous with respect to the Eu-
clidean distance. Let σnθ be the normalized volume measure on S
n(θ
√
n).
We consider σnθ as a measure on R
n+1 via the natural embedding
Sn(θ
√
n) ⊂ Rn+1. From Lemma 6.1, we have
dP ((fθ,n)∗γn+1, σnθ ) ≤ γn+1{ x ∈ Rn+1 | ‖x‖2 < θ
√
n } → 0 as n→∞,
so that the box distance between Sθ,n := (R
n+1, ‖ · ‖2, (fθ,n)∗γn+1) and
Sn(θ
√
n) converges to zero as n → ∞. By Proposition 2.18 and The-
orem 1.2, we have ρ(PSθ,n ,PSn(θ√n))→ 0 as n→∞. Therefore, PSθ,ni
converges weakly to θP as i → ∞. Since Sθ,n ≺ (Rn+1, ‖ · ‖2, γn+1),
we have PSθ,n ⊂ PΓn+1 ⊂ PΓ∞ . We thus obtain θP ⊂ PΓ∞ ⊂ P for
any θ with 0 < θ < 1 and so P = PΓ∞ , which is a contradiction. This
completes the proof of (3) for Sn(rn).
We prove (3) for CP n(rn). The proof is similar to that for S
n(rn).
We may assume that rn =
√
2n + 1. Suppose that PCPn(√2n+1) does
not converge weakly to PΓ∞/S1 as n→∞. Then, by the compactness of
Π, there is a subsequence {CP n(j)(√2n(j) + 1)}j of {CP n(√2n+ 1)}n
that converges weakly to a pyramid P with P 6= PΓ∞/S1 . Proposi-
tion 5.10 proves that Γ2k/S1 ⊂ P for any k and so PΓ∞/S1 ⊂ P. We
take any real number θ with 0 < θ < 1 and fix it. By Lemma 6.2,
P
CPn(j)(θ
√
2n(j)+1)
converges weakly to θP as j → ∞. Let fθ,2n+1 :
Cn+1 → Cn+1 be as above by identifying Cn+1 with R2n+2. fθ,2n+1 is
S1-equivariant and induces a map f¯θ,n : C
n+1/S1 → Cn+1/S1, which is
1-Lipschitz continuous. Let σ2n+1θ be the normalized volume measure
on S2n+1(θ
√
2n+ 1). Since (fθ,2n+1)∗γ2n+2|S2n+1(θ√2n+1) is a constant
multiple of σ2n+1θ , the measure (fθ,2n+1)∗γ2n+2|CPn(θ√2n+1) is also a con-
stant multiple of σ¯2n+1θ , where the upper bar means the push-forward
of a measure by the projection to the Hopf quotient space. We see that
(fθ,2n+1)∗γ2n+2 = (f¯θ,2n+2)∗γ¯2n+2.
By Lemmas 5.9 and 6.1, we have
dP ((f¯θ,2n+2)∗γ¯2n+2, σ¯2n+1θ ) ≤ dP ((fθ,2n+1)∗γ2n+2, σ2n+1θ )→ 0 as n→∞,
so that the box distance between Yθ,n := (C
n+1, ‖ · ‖2, (f¯θ,n)∗γ¯2n+2) and
CP n{θ√2n+ 1} converges to zero as n→∞. The rest of the proof is
same as before. This completes the proof of the theorem. 
7. dconc-Cauchy property and box convergence
In this section, we prove Proposition 1.3 and prove the non-convergence
property for spheres and complex projective spaces with respect to the
box distance.
Proposition 7.1. The virtual infinite-dimensional standard Gaussian
space PΓ∞ is not concentrated.
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Proof. Let ϕn,i : R
n → R, i = 1, 2, . . . , n, be the functions defined by
ϕn,i(x1, x2, . . . , xn) := xi, (x1, x2, . . . , xn) ∈ Rn.
Each ϕn,i is 1-Lipschitz continuous and we have the elements [ϕn,i] of
L1(Γn). For any different i and j,
meγn([ϕn,i], [ϕn,j]) = meγ2([ϕ2,1], [ϕ2,2]) = meγ2(ϕ2,1, ϕ2,2 + t)
for some real number t. If meγ2(ϕ2,1, ϕ2,2 + t) = 0 were to hold, then
ϕ2,1 = ϕ2,2 + t almost everywhere, which is a contradiction. Thus,
meγn([ϕn,i], [ϕn,j]) is a positive constant independent of n, i, and j
with i 6= j. This implies that {L1(Γn)}∞n=1 is not dGH-precompact.
Since Γn ∈ PΓ∞ , the pyramid PΓ∞ is not concentrated. This completes
the proof. 
As a direct consequence of Proposition 7.1, Lemma 2.27, and Theo-
rem 1.1, we have the following.
Corollary 7.2. (1) {Γn}∞n=1 has no dconc-Cauchy subsequence.
(2) If {rn} is a sequence of positive real numbers with rn/
√
n → 1
as n→∞, then {Sn(rn)} has no dconc-Cauchy subsequence.
Proof. (1) follows from Proposition 7.1 and Lemma 2.27.
Theorem 1.1(3) implies that PSn(rn) converges weakly to PΓ∞ as n→
∞, which together with Proposition 7.1 and Lemma 2.27 proves (2) of
the corollary. This completes the proof. 
Proof of Proposition 1.3. Since {Sn(√n)} has no dconc-Cauchy subse-
quence, there exist two subsequences {Xn} and {Yn} of {Sn(
√
n)} such
that infn dconc(Xn, Yn) > 0. Theorem 1.1(3) implies that PXn and PYn
both converge weakly to PΓ∞ . This completes the proof. 
Lemma 7.3. Let Xn and Yn, n = 1, 2, . . . , be mm-spaces such that
Xn ≺ Yn for any n. If {Yn} is -precompact, then so is {Xn}. In
particular, if {Yn} is -precompact and if Xn concentrates to an mm-
space X, then Xn -converges to X.
Proof. Recall (see [11, §31
2
.14] and [19, §4]) that {Yn} is -precompact
if and only if for any ε > 0 there exists a number ∆(ε) > 0 such that
we have Borel subsets Kn1, Kn2, . . . , KnN ⊂ Yn for each n with the
property that
(i) N ≤ ∆(ε);
(ii) diamKni ≤ ε for any i = 1, 2, . . . , N ;
(iii) diam
⋃n
i=1Kni ≤ ∆(ε);
(iv) µYn(
⋃n
i=1Kni) ≥ 1− ε.
We assume that {Yn} is -precompact, and then have Borel subsets
Kni ⊂ Yn satisfying (i)–(iv). Without loss of generality we may assume
that all Kni are compact, since each µYn is inner regular. By Xn ≺ Yn,
we find a 1-Lipschitz continuous map fn : Yn → Xn with (fn)∗µYn =
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µXn. The sets K
′
ni := fn(Kni) are compact and satisfy (i)–(iv), so that
{Xn} is -precompact. The first part of the lemma has been proved.
We prove the second part. Assume that {Yn} is -precompact and
that Xn concentrates to an mm-space X . If Xn does not concentrate
to X , then the -precompactness of {Xn} proves that it has a -
convergent subsequence whose limit is different from X . This contra-
dicts that Xn concentrates to X as n→∞ (see Proposition 2.18). The
proof of the lemma is completed. 
Proposition 7.4. Let {rn}∞i=1 be a sequence of positive real numbers.
If rn is bounded away from zero, then {Sn(rn)}∞n=1 and {CP n(rn)}∞n=1
both have no -convergent subsequence.
Proof. Assume that rn ≥ c > 0 for any natural number n and for a
constant c. We have Sn(c) ≺ Sn(rn) and CP n(c) ≺ CP n(rn). Ac-
cording to [7], the two sequences {Sn(c)} and {CP n(c)} both have no
-convergent subsequence. By Lemma 7.3, {Sn(rn)} and {CP n(rn)}
also have no -convergent subsequence. This completes the proof. 
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