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ABSTRACT
Neuro-dynamic programming is a class of powerful techniques for approximating
the solution to dynamic programming equations. In their most computationally
attractive formulations, these techniques provide the approximate solution only
within a prescribed finite-dimensional function class. Thus, the question that al-
ways arises is how should the function class be chosen? In this dissertation, we
first propose an approach using the solutions to associated fluid and diffusion ap-
proximations. In order to evaluate this approach, we establish bounds on the ap-
proximation errors.
Next, we propose a novel parameterized Q-learning algorithm. Q-learning is a
model-free method to compute the Q-function associated with an optimal policy,
based on observations of states and actions. If the size of a state or a policy space
is too large, Q-learning is often not very practical because there are too many Q-
function values to update. One way to address this problem is to approximate
the Q-function within a function class. However, such methods often require
an explicit model of the system, such as the split sampling method introduced
by Borkar. The proposed algorithm is a reinforcement learning (RL) method, in
which case the system dynamics are not known. This method is designed based
on using approximations of the transition kernel of the Markov decision process
(MDP).
Lastly, we apply the proposed results of value function approximation tech-
niques to several applications. In the power management model, we focus on
the processor speed control problem to balance the performance and energy us-
age. Then we extend the results to the load balancing and the power management
problem of geographically distributed data centers with grid regulation. In the
cross-layer wireless control problem, the network utility maximization (NUM)
and adaptive modulation (AM) are combined to balance the network performance
and transmission power. In these applications, we show how to model the real
problems by using the MDP model with reasonable assumptions and necessary
ii
approximations. Approximations of the value function are obtained for specific
models, and evaluated by getting bounds for the errors. These approximate so-
lutions are then used to construct basis functions for learning algorithms in the
simulations.
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CHAPTER 1
INTRODUCTION
Stochastic dynamic programming and, specifically, controlled Markov chain mod-
els have become key tools for evaluating and designing communication, computer,
and network applications, such as routing and scheduling policies in communica-
tion networks, and power management in computer systems. These tools have
grown in popularity as computing power has increased.
One important problem in stochastic dynamic programming is the average-
cost Markov decision process (MDP) problem and the associated average cost
optimality equation (ACOE). A prototypical example is a queueing network, con-
sisting of a collection of servers, queues, and arriving customers. The scheduling
and routing decision-making problems associated with queueing networks can be
modeled as a stochastic control problem. The cost function in the ACOE might in-
clude customer delay, cost of processing customers, and cost of buffer overflows.
1.1 Motivation
To obtain the optimal policy, we need to compute a solution to the ACOE. A
fundamental issue in many applications is the so-called “curse of dimensional-
ity,” which refers to the fact that the complexity of algorithms for solving dy-
namic programming (DP) equations often grows exponentially with the size of
the underlying state space. Some powerful tools to overcome this difficulty are
neuro-dynamic programming techniques, such as temporal difference learning
(TD-learning) and Q-learning [1]. Most of these techniques are designed to ap-
proximate a solution to a DP equation within a prescribed finite-dimensional func-
tion class. A key determinant of the success of these techniques is the selection
of this function class. Although this question has been considered in specific con-
texts in prior work, these solutions are often either “generic” or highly specific to
the application at hand. For instance, in [2], a vector space of polynomial func-
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tions is used for TD-learning, and a function class generated by a set of Gaussian
densities is used in [3]. However, determining the appropriate function class for
these techniques continues to be more of an art than a science.
1.2 Related Work
This thesis illustrates that a useful function class can be designed using solutions
to highly idealized approximate models. Specifically, the value functions of the
dynamic program obtained under fluid or diffusion approximations of the model
can be used as basis functions that define the function class.
Using the solutions to DP equations for the fluid model or diffusion model as
the approximation of relative value function is related to a number of other ap-
proaches. Fluid-model approximations for value functions in network optimiza-
tion is over 15 years old [4–7], and these ideas are applied in approximate dynamic
programming [8, 9]. The same approach is used in [6] to obtain a TD-learning al-
gorithm for variance reduction in simulation for network models. In [7, 10], it is
shown that under certain conditions, the stability of the discrete-time stochastic
model can be characterized by corresponding properties for the fluid model. This
is an extension of the work in [11,12], which focuses on the fluid model approach
for the stability of queueing networks. In [13], a perturbation of the control policy
for the fluid model and its relaxation is proved to have good performance for con-
trolling the original queueing network. In [8], the solution to the fluid DP equation
is used as part of basis functions for TD-learning in queueing networks. A survey
of diffusion approximations for the single server queue and its generalizations is
given in [14].
Error bounds for parametrized approximations have been constructed in many
prior works. In the discounted-cost problem [15–17], bounds on the value func-
tion and Q-function are established growing as 1/(1−β), where β is the discount
factor, and hence the bound becomes very loose as β ↑ 1. Under certain condi-
tions, the solution to the ACOE can be obtained on letting β ↑ 1 via
h∗(x) = lim
β↑1
[h∗β(x)− h∗β(x0)],
where h∗β is the value function of the discounted-cost problem. See for example
Proposition 4.1.2 in [17]. Hence the case β ∼ 1 is of particular interest in the
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context of this thesis.
Papers addressing bounds without discounting include [17–20]. In the TD(λ)
algorithm for the average-cost problem, where λ ∈ [0, 1) is the trace decay pa-
rameter, a bound growing as 1/(1− αλ) is given with the property that αλ ↓ 0 as
λ ↑ 1 [18]. However, the exact relation of αλ and λ is unknown, so this bound
provides no quantitative information [20]. In the linear programming (LP) algo-
rithm for the average-cost problem [19], a perturbed MDP is constructed with two
parameters, α ∈ (0, 1] and a distribution c over the state space. At each time step,
the state process of the perturbed MDP is sampled randomly according to c with
probability 1 − α. A bound on the average cost growing as 1/(1 − α) is then
established.
Based on whether knowledge of the system dynamics is required, the neuro-
dynamic programming method can be divided into two classes: approximate dy-
namic programming (ADP), where the system dynamics are given, and rein-
forcement learning (RL), where the system dynamics are not required. Many
parameterized Q-learning algorithms are developed based on the ADP approach
[17, 21–23]. The RL approach is important since in many applications, the un-
derlining system dynamics are not given a priori. However, the current RL ap-
proaches of Q-learning method are either too complex, if the state or control space
is large [24, 25], or only work for a special class of problem, such as the optimal
stopping problem [15, 16, 26].
1.3 Contributions of This Thesis
The objective of the proposed research is to develop an architecture of approxi-
mating the value function, and to construct a set of basis functions for the learning
algorithms. The contributions are:
• We propose an architecture to construct basis functions. The main idea
of this approximation scheme is to use idealized models, such as the fluid
model and diffusion model, to approximate the original MDP. This can be
accomplished by first constructing a fluid or diffusion approximation of the
MDP model, and then solving (or approximating) the corresponding DP
equation for the simpler system. The value functions of these simpler sys-
tems can then be used as some of the basis functions used to generate the
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function class used in the TD-learning and Q-learning algorithms. We show
that the use of fluid and diffusion approximations to provide an appropri-
ate basis for neuro-dynamic programming is broadly applicable to a wide
variety of stochastic control problems.
• We construct bounds for the approximation errors of idealized models. We
propose an approach establishing bounds on approximation errors by ex-
ploiting the similarity between the DP equation for the MDP model and the
corresponding DP equation for the fluid or diffusion model. The bounds are
obtained through Taylor series approximations. A first-order Taylor series
approximation is used in a comparison with the fluid model, and a second-
order Taylor series is used when we come to the diffusion model approxi-
mation. We also characterize the relations of bounds between different error
criteria.
• We propose an RL algorithm of parameterized Q-learning. We focus on
the affine parameterization of the Q-function, and show that the basis func-
tion of the Q-function can be constructed by using the basis for the value
function. Our approach is designed to minimize the mean-square Bellman
error based on the stochastic steepest descent method. However, comput-
ing the descent direction requires the knowledge of the transition kernel of
the MDP. Our method employs an approximate descent direction by ap-
proximating the transition kernel. Numeric results show that the proposed
algorithm converges fast with small error.
• We apply the proposed value function approximation techniques to several
applications, including the processor power management model, the load
balancing of data centers with grid regulation, and the cross-layer wireless
control model.
In the power management model, we obtain tight bounds for the errors w.r.t.
the fluid and diffusion approximations, and show that the value functions of
these idealized models are good approximations of the value function of
the original MDP. In the data center model and cross-layer wireless control
model, the state and control variables are multiple dimensional. We obtain
approximations of the value function by using Taylor series approximations
of the DP equation of the MDP, and show that these approximations are as
good as in the simpler one-dimensional power management model.
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In the numeric experiments, both TD-learning and Q-learning converge fast
with basis functions constructed by the proposed architecture. The small
errors indicate that the proposed approach to approximation yields remark-
ably accurate results.
1.4 Outline
The rest of the thesis is organized as follows: The work of value function ap-
proximation via idealized model is presented in Chapter 2. The parameterized
Q-learning algorithm and its properties are presented in Chapter 3. The processor
power management problem is presented in Chapter 4. In Chapter 5, we extended
the work of Chapter 4 from a single processor to data centers with ancillary ser-
vice to the power grid. The cross-layer wireless control problem is presented in
Chapter 6. Conclusions are provided in Chapter 7. All proofs are summarized in
appendices.
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CHAPTER 2
APPROACHES TO APPROXIMATE
DYNAMIC PROGRAMMING
The main question of this thesis is how to approximate solutions to DP equations.
In this chapter, we begin with a review of the MDPs and a brief overview of the
existing algorithms to compute the solution to the DP equations. Then we describe
two criteria to measure the quality of approximations: direct error and Bellman
error. Next, in Section 2.4 we review a particular class of approaches that approx-
imate the solution within a prescribed function class. The performance of these
approximations depends on the selection of the function class. In Section 2.5, we
introduce a key theme of the proposed research: the construction of the function
class is obtained from insights from an idealized model.
2.1 The MDP Model
Throughout, we consider the following MDP model. The state space X is taken to
be R`, or its subset. Let U ⊂ R`u denote the action space, and U(x) ∈ U denote
the set of feasible inputs u for U(t) when X(t) = x. In addition there is an i.i.d.
process W evolving on Rw that represents a disturbance process. For a given
initial condition X(0) ∈ X, and a sequence U evolving on U, the state process X
evolves according to the recursion,
X(t+ 1) = X(t) + f(X(t), U(t),W (t+ 1)), t ≥ 0. (2.1)
This defines an MDP with controlled transition law
Pu(x,A) := P{x+ f(x, u,W (1)) ∈ A}, A ∈ B(X).
The controlled transition law can be interpreted as a mapping from functions
on X to functions on the joint state-action space X×U: For any function h : X→ R
6
we define the transition kernel of the MDP,
Puh (x) = E[h(X(t+ 1))|X(t) = x, U(t) = u]. (2.2)
It is convenient to introduce a generator for the model,
Duh (x) := E[h(X(t+ 1))− h(X(t))|X(t) = x, U(t) = u]. (2.3)
This is the most convenient bridge between the MDP model and any of its approx-
imations.
A cost function c : X×U→ R+ is given. For a given control sequenceU and
initial condition x = X(0), the average cost is given by
ηU(x) = lim sup
n→∞
1
n
n−1∑
t=0
Ex[c(X(t), U(t))], (2.4)
where Ex[h(X(t))] = E[h(X(t))|X(0) = x]. Our goal is to find an optimal
control policy with respect to the average cost. The infimum over allU is denoted
η∗, which is assumed to be independent of x for this model.1
In this thesis, the input is defined by a stationary policy. This means that the
input is defined by state feedback, U(t) = φ(X(t)), t ≥ 0, where φ : X→ U. We
also allow randomization. Then the input is defined by a randomized stationary
policy,
U(t) = φ(X(t), Z(t)), t ≥ 0, (2.5)
where Z is an i.i.d. process, and independent of W .
Under typical assumptions [5, 28], an optimal policy achieving this minimal
average cost can be obtained by solving the ACOE:
min
u∈U(x)
(
c(x, u) + Puh
∗ (x)
)
= η∗ + h∗(x), (2.6)
where the transition kernel Pu is defined in (2.2). The ACOE is a fixed point
equation in the relative value function h∗, and the optimal cost for the MDP η∗ [7].
For any function h : X→ R, the (c, h)-myopic policy is defined as
φh(x) ∈ arg min
u∈U(x)
(
c(x, u) + Puh (x)
)
. (2.7)
1For sufficient conditions see [4, 5, 7, 27].
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The optimal policy is a (c, h∗)-myopic policy, which is any minimizer,
φ∗(x) ∈ arg min
u∈U(x)
(
c(x, u) + Puh
∗ (x)
)
. (2.8)
A related fixed point equation is Poisson’s equation. It is a degenerate version
of the ACOE, in which the control policy is fixed. Assume a stationary policy φ
is given. Let P = Pφ denote the resulting transition kernel of the Markov chain,
and c : X→ R a cost function. Poisson’s equation is defined as
Ph (x) = h(x)− c(x) + η, x ∈ X, (2.9)
where η is the average cost defined in (2.4) with policy φ.
In the following section, we review two common approaches to solve the
ACOE: the value iteration algorithm, or VIA, and the policy iteration algorithm,
or PIA.
2.2 Dynamic Programming Equations
Recall that the ACOE (2.6) is a fixed point equation. Suppose that (h∗, η∗) is one
pair that defines a fixed point. We can always add a constant to obtain a new
solution to the ACOE, so h∗ is not unique. To normalize h∗ we take h∗(x◦) = η∗,
where x◦ is some distinguished state. Denote by T (h) the functional T (h)(x) =
minu∈U(x)
(
c(x, u) + Puh (x)
)− h(x◦). Then the ACOE can be written as
h∗ = T (h∗). (2.10)
The VIA solves the fixed point equation (2.10) based on the successive ap-
proximation method; see [29] for the origins and [7, 30] for more recent relevant
results. The algorithm is initialized with a function V0, and the iteration is given
by
Vn+1(x) = min
u∈U(x)
(
c(x, u) + PuVn (x)
)
, n ≥ 0. (2.11)
For each n ≥ 1, the function Vn can be expressed as
Vn(x) = min
U
Ex[
n−1∑
0
c(X(t), U(t)) + V0(X(n))]. (2.12)
8
Under certain conditions (see [17, 30]), hn(x) := Vn(x) − Vn(x◦) converges to
h∗(x).
However, the computational time complexity in the update step (2.11) isO(|U|·
|X|2). It is high if the size of U or X is large. In the applications considered in this
thesis, we have |X| =∞.
The PIA was first introduced in [31]. It was shown in [32, 33] that the al-
gorithm solves the fixed point equation (2.10) equivalent to the Newton-Raphson
method. The algorithm is initialized with a policy φ0, and then the following
operations are performed in the kth stage of the algorithm:
1. Given the policy φk, find the solution hk to Poisson’s equation Pφkhk =
hk − ck + ηk, where ck(x) = c(x, φk(x)), and ηk is the average cost with
policy φk.
2. Update the policy: φk+1(x) ∈ arg minu∈U(x)
(
c(x, u) + Puh
k (x)
)
.
The PIA also has high computational cost. This is due to the following two
reasons: First, to compute hk we need to solve Poisson’s equation. This can
be viewed as a matrix inversion problem. Its computational time complexity is
O(|X|3). Second, the policy update step has computational time complexity simi-
lar to that of (2.11).
Since solving the DP equation is complex due to the curse of dimensionality,
we use approaches to approximate a solution to the DP equation. We review
standard error criteria in the following section.
2.3 Bellman Error and Inverse Dynamic Programming
The most natural error criterion is the direct error. Let h : X → R be an approxi-
mation of h∗. Define the direct error Ed as
Ed(x) := h∗ (x)− h (x), x ∈ X. (2.13)
However, the direct error is not easy to calculate since h∗ is not known.
Another common error criterion is the Bellman error. For given h : X→ R, it
is defined as
EB(x) = min
u∈U(x)
(
c(x, u) + Puh (x)
)− h(x), x ∈ X. (2.14)
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This is motivated by the associated perturbed cost function,
ch(x, u) = c(x, u)− EB(x) + η, (2.15)
where η ∈ R+ is an arbitrary constant. The following proposition can be verified
by substituting (2.15) into (2.14).
Proposition 1. The triplet (ch, h, η) satisfies the ACOE,
min
u∈U(x)
(
ch(x, u) + Puh (x)
)
= η + h(x).
The solution of the ACOE may be viewed as defining a mapping from one
function space to another. Specifically, it maps a cost function c : X×U→ R+ to
a pair (h∗, η∗). Exact computation of the pair (h∗, η∗) is notoriously difficult, even
in simple models when the state space is large. However, a simpler problem is the
inverse mapping problem: Given a function h and a constant η, find a cost func-
tion ch such that the triplet (ch, h, η) satisfies the ACOE (2.6). The solution of this
problem is known as inverse dynamic programming. If the function ch approxi-
mates c, then, subject to some technical conditions, the resulting (ch, h)-myopic
policy will provide approximately optimal performance. Proposition 1 indicates
that ch defined in (2.15) is a solution to the inverse dynamic programming prob-
lem.
To evaluate how well ch approximates c, we define the normalized error,
Ec(x, u) = |c
h(x, u)− c(x, u)|
c(x, u) + 1
, x ∈ X, u ∈ U. (2.16)
If Ec(x, u) is small for all (x, u), then ch is a good approximation of c.
A bound on the Bellman error will imply a bound on the direct error under
suitable assumptions. In most cases the relative value function may be expressed
using the stochastic shortest path (SSP) representation:
h∗ (x) = min
U
Ex[
τx◦−1∑
t=0
(c(X(t), U(t))− η∗)], (2.17)
where τx◦ = min(t ≥ 1 : X(t) = x◦) is the first return time to a state x◦.
Conditions under which the SSP representation holds are given in [5,7,17,28,34].
The following result establishes bounds on the direct error.
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Proposition 2. Suppose that h∗ and h each admit SSP representations. For the
latter, this means that
h (x) = min
U
Ex[
τx◦−1∑
t=0
(ch(X(t), U(t))− η)],
where ch and η are defined in (2.15), and the corresponding policy is the (ch, h)-
myopic policy. Then, the following upper and lower bounds hold for the direct
error,
Ed(x) ≥Eφ∗x [
τx◦−1∑
t=0
(EB(X(t))− η∗)],
Ed(x) ≤Eφhx [
τx◦−1∑
t=0
(EB(X(t))− η∗)],
where Eφ[h(X(t))] represents the expectation taken over the controlled Markov
chain under policy φ.
The bounds for the direct error in Proposition 2 are derived by using the Bell-
man error and the SSP representation. The details of the proof are given in Ap-
pendix A.1.
2.4 Parameterized Approximation
In this section, we review several approaches to approximate the solution to the DP
equation within a parameterized function class: {hθ}, where θ ∈ Rd is a parameter
vector. We want to choose hθ over θ ∈ Rd to give the best approximation of the
value function. The focus of this section is on TD-learning. Similar ideas are also
applied to Q-learning in Chapter 3.
Approximation of the relative value function will be obtained with respect to
a parameterized function class: F = {hθ : θ ∈ Rd}. In TD-learning a fixed
stationary policy is considered (possibly randomized), and the goal is to find the
parameter θ∗ so that hθ∗ best approximates the solution h to Poisson’s equation
(2.9). In standard versions of the algorithm, the direct error is considered.
TD-learning algorithms are based on the assumption that the given policy is
stabilizing, in the sense that the Markov chain has unique invariant probability
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distribution pi. The mean-square direct error is minimized,
Epi[
(
h(X(0))− hθ(X(0)))2] = ∫ (h (x)− hθ(x))2 pi(dx). (2.18)
In the original TD-learning algorithm, the optimal parameter is obtained through a
stochastic approximation algorithm based on steepest descent. The LSTD (least-
squares TD) algorithm is a Newton-Raphson stochastic approximation algorithm.
TD-learning was first introduced in [35]. The LSTD-learning for the average
cost problem is described in [7, 36].
In this thesis we restrict ourselves to a linear function class. It is assumed
that there are d basis functions, {ψi : X → R, 1 ≤ i ≤ d}, so that F = {hθ :=∑d
i=1 θiψi}. We also write hθ = θTψ. In this special case, the optimal parame-
ter θ∗ is the solution to a least-squares problem, and the LSTD algorithm is fre-
quently much more reliable than other approaches, in the sense that variance is
significantly reduced.
The TD-learning algorithm is used to compute an approximation of the relative
value function for a specific policy. To estimate the relative value function with
the optimal policy, the TD-learning algorithm is combined with PIA. In the kth
stage of the algorithm, the TDPIA algorithm considered replaces the first step in
PIA with an application of the LSTD algorithm, resulting in an approximation
hkTD to the function h
k. The policy in the second step of PIA is then taken to be
φk+1(x) ∈ arg minu∈U(x)
(
c(x, u) + Puh
k
TD(x)
)
.
2.5 Idealized Models
In this section, we introduce approximate models and the corresponding approxi-
mations to the ACOE.
Fluid model
The fluid model associated with the MDP model given in (2.1) is defined by the
ordinary differential equation,
d
dt
x(t) = f(x(t), u(t)), x(0) ∈ X, (2.19)
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where
f(x, u) := E[f(x, u,W (1))]. (2.20)
The fluid model has state x that evolves on X, and input u that evolves on U. The
existence of solutions to (2.19) will be assumed throughout the thesis.
The fluid value function considered in prior work on network models surveyed
in the introduction is defined to be the infimum over all policies of the total cost,
J∗(x) = inf
u
∫ ∞
0
c(x(t), u(t)) dt, x(0) = x ∈ X (2.21)
However, in the general setting considered here, there is no reason to expect that
J∗ is finite-valued.
In this thesis we consider instead the associated perturbed Hamilton-Jacobi-
Bellman (HJB) equation: For given η > 0, we assume we have a solution to the
differential equation,
min
u∈U(x)
(
c(x, u) +DFuJ∗ (x)
)
= η, (2.22)
where DFu is the generator for the fluid model defined as
DFuh (x) = ddth(x(t))
∣∣∣
t=0,u(0)=u,x(0)=x
= ∇h (x) · f(x, u). (2.23)
Given a solution to (2.22), we denote the corresponding policy for the fluid model,
φF∗(x) ∈ arg min
u∈U(x)
(
c(x, u) +DFuJ∗ (x)
)
. (2.24)
In the special case that the total cost (2.21) is finite-valued, and some regularity
conditions hold, this value function will solve (2.22) with η = 0, and φF∗ will be
an optimal policy with respect to total cost [37].
The HJB equation (2.22) can be interpreted as an optimality equation for an
optimal stopping problem for the fluid model. Denote the first stopping time Tη =
min{t : c(x(t), u(t)) ≤ η}, and let K∗η denote the minimal total relative cost,
K∗η(x) = inf
u
∫ Tη
0
(
c(x(t), u(t))− η) dt, (2.25)
where the infimum is over all policies for the fluid model. Under reasonable con-
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ditions this function will satisfy the DP equation,
min
u∈U(x)
(
c(x, u) +DFuK∗η (x)
)
= η.
A typical necessary condition for finiteness of the value function is that the initial
condition x satisfy minu c(x, u) > η.
Let us now investigate the relationship between the MDP model and its fluid
model approximation. It is assumed that J∗ is a smooth solution to (2.22), so that
the following first-order Taylor series expansion is justified: Given X(0) = x,
U(0) = u,
DuJ∗ (x) ≈ E
[∇J∗(X(0))(X(1)−X(0))]
= ∇J∗ (x) · f(x, u)
= DFuJ∗.
(2.26)
A more quantitative approximation is obtained when J∗ is twice continuously
differentiable (C2).
If J∗ is of class C2 then lower and upper bounds on the Bellman error EB are
given in the following proposition, which measures the quality of the approxima-
tion of J∗ to h∗. The proof of Proposition 3 is contained in Appendix A.1.
Proposition 3. Suppose that J∗ is a C2 solution to (2.22). Then, the Bellman
error admits the following bounds for each x:
(i) With φJ∗(x) ∈ arg minu∈U(x)
(
c(x, u) + PuJ
∗ (x)
)
the (c, J∗)-myopic policy,
and ∆X = f(x, φJ∗(x),W (1)),
EB(x) ≥ 12E[∆TX∇2J∗ (X l)∆X ] + η,
where the random variable X l takes value between x and x+ ∆X .
(ii) With φF∗(x) is the policy given in (2.24), and ∆X = f(x, φF∗(x),W (1)),
EB(x) ≤ 12E[∆TX∇2J∗ (Xu)∆X ] + η,
where the random variable Xu takes value between x and x+ ∆X .
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Diffusion model
The diffusion model is a refinement of the fluid model to take into account volatil-
ity. It is motivated similarly, using a second-order Taylor series expansion.
To bring in randomness to the fluid model, it is useful to first introduce a fluid
model in discrete-time. For any t ≥ 0, the random variable denoted ∆(t + 1) =
f(X(t), U(t),W (t+ 1))− f(X(t), U(t)) has zero mean. The evolution ofX can
be expressed as a discrete-time nonlinear system, plus “white noise,”
X(t+ 1) = X(t) + f(X(t), U(t)) + ∆(t+ 1), t ≥ 0. (2.27)
The fluid model in discrete-time is obtained by ignoring the noise,
x(t+ 1) = x(t) + f(x(t), u(t)). (2.28)
This is the discrete-time counterpart of (2.19). Observe that it can be justified
exactly as in the continuous-time analysis: If h is a smooth function of x, then we
may approximate the generator using a first-order Taylor series approximation as
follows:
Duh (x) := E[h(X(t+ 1))− h(X(t)) | X(t) = x, U(t) = u]
≈ h(x+ f(x, u))− h (x)
+ E[∇h(x+ f(x, u)) ·∆(1) | X(0) = x, U(0) = u]
= h(x+ f(x, u))− h (x).
The right-hand side is the generator applied to h, for the discrete-time fluid model
(2.28).
Consideration of the model (2.28) may give better approximation for value
functions in some cases, but we lose the simplicity of differential equations that
characterize value functions in the continuous-time model (2.19).
The representation (2.27) also motivates the diffusion model. Denote the con-
ditional covariance matrix by
Σf (x, u) = E[∆(t+ 1)∆(t+ 1)
T | X(t) = x, U(t) = u] ,
and let b denote an ` × ` “square-root,” b(x, u)b(x, u)T = Σf (x, u) for each x, u.
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The diffusion model is of the form,
dX(t) = f(X(t), U(t)) dt+ b(X(t), U(t)) dN(t), (2.29)
where the process N is a standard Brownian motion on R`.
To justify its form we consider a second-order Taylor series approximation. If
h : X → R is a C2 function, and at time t we have X(t) = x, U(t) = u, then the
standard second-order Taylor series about x+ = x+ f(x, u) gives,
h(X(t+ 1))− h(X(t))
≈∇h (x+) · f(x, u) +∇h (x+) ·∆(t+ 1) + 1
2
∆(t+ 1)T∇2h (x+)∆(t+ 1).
Suppose we can justify a further approximation, obtained by replacing x+ with
x in this equation. Then, on taking expectations of each side, conditioned on
X(t) = x, U(t) = u, we approximate the generator for X by the second-order
ordinary differential operator,
DDuh (x) :=∇h (x) · f(x, u) + 12 trace
(
Σf (x, u)∇2h (x)
)
. (2.30)
This is precisely the differential generator for (2.29).
The minimal average cost η∗ is defined as in the MDP model (2.4), but as a
continuous-time average. The ACOE is expressed as in the case of MDP,
min
u∈U(x)
(
c(x, u) +DDuh∗ (x)
)
= η∗, (2.31)
and h∗ is again called the relative value function.
The solution to the ACOE for the diffusion model is often a good approxima-
tion for the MDP model. Moreover, as in the case of fluid models, the continuous-
time model is more tractable because tools from calculus can be used for compu-
tation or approximation.
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CHAPTER 3
PARAMETERIZED Q-LEARNING
Q-learning is first introduced in Watkins’ thesis [24]. A convergence proof is
presented later by Watkins and Dayan in [25]. The “Q”-function is a function of
both state and control variables. Consequently, if the size of the control space or
state space is too large, Q-learning is not practical because there are too many Q-
function values to update. One way to address this problem is to use a parametric
function class to approximate the Q-function. In this chapter, we propose and
analyze a novel parameterized Q-learning algorithm.
3.1 Introduction
The parameterized Q-learning algorithm has been considered for special classes
of problems. Many works are in the category of ADP, which requires knowledge
of the transition kernel [21–23]. In [21], a parameterized Q-learning algorithm for
deterministic models is proposed. In [22], a parameterized Q-learning algorithm
is introduced for queueing networks. In [23], an approach known as split sampling
is proposed, which is also reviewed in Section 3.4.
Another class of parameterization methods is LP approaches to ADP [19, 38,
39]. De Farias and Roy [39] introduce a linear function class to approximate
the value function of discounted cost based on an LP. They also established error
bounds linking the quality of the approximate value function from the LP, and
the quality of the best approximation within the function class. In [19], the work
in [39] is extended to the average cost problem.
Applying parameterized Q-learning to the class of optimal stopping problems
have been addressed in many works. Tsitsiklis and Van Roy [15] introduce an
algorithm designed to solve optimal stopping problems with discounted cost. An
alternative algorithm of this method is introduced in [26] based on projected value
iteration and least-squares. Exploration issues in the PIA and Q-learning algo-
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rithm are addressed in [16]. However, the optimal stopping problem is a special
MDP that a contraction mapping can be constructed for Q-learning, and how to
apply the RL approach to parameterized Q-learning for a general MDP is still an
open problem.
3.2 Q-learning
Q-learning is a technique to compute the value function associated with the opti-
mal policy rather than a fixed policy [1, 17]. The Q-function for the ACOE (2.6)
is defined as
Q∗(x, u) = c(x, u) + Puh∗ (x), (3.1)
where h∗ is the relative value function defined in Section 2.1, and Pu is the tran-
sition kernel of the MDP defined in (2.2). Denote the minimum of the Q-function
over u by Q∗(x) = minu∈U(x) Q∗(x, u). Substituting this into the ACOE gives
Q∗(x) = min
u∈U(x)
(
c(x, u) + Puh
∗ (x)
)
= h∗(x) + η∗. (3.2)
Substituting h∗ = Q∗ − η∗ into (3.1) gives a fixed point equation similar to the
ACOE,
Q∗(x, u) = c(x, u) + PuQ∗ (x)− η∗. (3.3)
The Q-function can be computed using a variant of the VIA in (2.11). Let
Q0 ≥ 0 denote an initial guess for Q∗, and define inductively for n ≥ 1,
Qn+1(x, u) = c(x, u) + PuQn (x)−Qn(x◦, u◦), (3.4)
where the pair (x◦, u◦) ∈ X× U is arbitrary.
The Q-learning algorithm of Watkins [24, 25] is a stochastic approximation
variant of (3.4) defined through the recursion
Qt+1(X(t), U(t)) =Qt(X(t), U(t)) + at
[
c(X(t), U(t))
+Qt(X(t+ 1))−Qt(X(t), U(t))−Qt(x◦, u◦)
]
,
(3.5)
where the sequence {at} is deterministic and assumed to satisfies the following
18
assumptions [10, 17]: The sequence {at} satisfies 0 < at ≤ 1, t ≥ 0, and∑
t
at =∞,
∑
t
a2t <∞. (3.6)
For Q-learning there is no known algorithm to minimize the direct error de-
fined in (2.13); the successful algorithms consider the Bellman error. LetQθ be an
approximation of Q∗. We extend the Bellman error defined in (2.14) to a function
of two variables to measure the error of Qθ in the fixed point equation (3.3)
Eθ(x, u) = c(x, u) + PuQθ (x)−Qθ(x, u)−Qθ(x◦, u◦), (3.7)
where Qθ(x) = minu∈U(x) Qθ(x, u). If Eθ(x, u) is zero, then the ACOE is solved,
where η∗ = Qθ(x◦, u◦).
Our approach to parameterized Q-learning is to minimize the mean-square
Bellman error over θ ∈ Rd ,
ε(θ) =
1
2
‖Eθ‖2. (3.8)
The norm in (3.8) is the following extension of the ergodic norm defined in
(2.18), for any function g in L2,
‖g‖2 = E[g(X,U)2], (3.9)
where U is assumed to be defined by a randomized stationary policy in (2.5), and
the expectation is in steady state.
Minimizing the mean-square Bellman error (3.8) leads to two difficulties:
First, it may not be a convex optimization problem. Second, it may not lead to an
RL algorithm since estimating the Bellman error needs knowledge of Pu [15,22].
Watkins’ algorithm is not based on gradient descent, so convexity is not an
issue. In fact, the algorithm is convergent under very general conditions [25].
However, this approach requires a complete parameterization, which includes all
possible Q-functions. Consequently, its complexity grows with the size of the
state space. In this chapter, we introduce an RL approach for parameterized Q-
learning, designed by using approximations of the transition kernel Pu.
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3.3 Parameterized Approximation
An affine parameterization of the Q-function is taken of the following form,
Qθ(x, u) = c(x, u) +
d∑
i=1
θiψ
Q
i (x, u), (3.10)
where {ψQi : X× U→ R, 1 ≤ i ≤ d} is a set of basis functions and {θi ∈ R, 1 ≤
i ≤ d} is a set of weights. To simplify the notation, we denote θ = [θ1, · · · , θd]T
and ψQ = [ψQ1 , · · · , ψQd ]T.
The basis ψQ could be constructed by using the basis ψ for h∗ given in Sec-
tion 2.4 via
ψQi (x, u) = Puψi(x), 1 ≤ i ≤ d. (3.11)
If h∗ can be represented as a linear combination of basis functions in {ψi, 1 ≤ i ≤
d}, then comparing the definition of the Q-function in (3.1) and parameterized Q-
function in (3.10) gives that the Q-function is represented as a linear combination
of functions in {Puψi, 1 ≤ i ≤ d} and c.
If the transition kernel Pu in (3.11) is hard to compute or unknown, we con-
struct the basis ψQ by replacing Pu with an approximation. Motivated by the
relationship between generators for the fluid model and MDP in (2.26), we define
the fluid operator P Fu = DFu + I , where DFu is the generator for the fluid model
defined in (2.23), and use it as an approximation of the transition kernel Pu. This
motivates the following choice for a basis:
ψQ(x, u) = P Fu ψ(x) = ψ(x) +∇xψ(x)T · f(x, u), (3.12)
where f is defined in (2.20). In some applications, a tighter approximation of the
transition kernel can be obtained with the diffusion operator, which is defined as
P Du = DDu + I , whereDD is the generator for the diffusion model defined in (2.30).
The parameterized Q-learning algorithms in this thesis can be obtained as
steepest descent. Consider the steepest descent algorithm,
d
dt
θt = −∇θε(θ)|θ=θt , (3.13)
where ε is the mean-square Bellman error defined in (3.8). Assume that exchang-
ing the derivative and expectation can be justified. A descent direction can then
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be expressed as
−∇θε(θ) = −E[Eθ∇θEθ]. (3.14)
We next present an ADP parameterized Q-learning algorithm intended to ap-
proximate the ODE (3.13). We then propose a novel RL approach based on the
ADP approach.
3.4 Approximate Dynamic Programming Approach
We review an ADP approach of parameterized Q-learning known as split sam-
pling [10, 23]. The representation (3.14) is amenable to the construction of a
simulation-based algorithm for ADP. For each t, having obtained values (x, u) =
(X(t), U(t)), we obtain two values of the next state, denotedX(t+1) and X˜(t+1).
These random variables are each distributed according to Pu(x, · ), but condition-
ally independent, given X(t) = x.
We can thus write
E[Eθt∇θEθt ] = E[Bt+1(θt)Φt+1(θt)], (3.15)
where
Bt+1(θt) = c(X(t), U(t)) +Q
θt(X(t+ 1))−Qθt(X(t), U(t))−Qθt(x◦, u◦),
Φt+1(θt) = ∇θt
(
Qθt(X˜(t+ 1))−Qθt(X(t), U(t))−Qθt(x◦, u◦)).
Given these representations, a stochastic approximation of the ODE (3.13) is
given by the recursion,
θt+1 − θt = −atBt+1(θt)Φt+1(θt)
1 +m(θt)
, (3.16)
where m : Rd → R is a weighting function, and the step size {at} satisfies as-
sumptions in (3.6). We choose m such that the right-hand side of (3.16) is Lips-
chitz in θ. That is, for any θ1, θ2, there exists a constant K ≥ 0, such that
|Bt+1(θ1)Φt+1(θ1)
1 +m(θ1)
− Bt+1(θ2)Φt+1(θ2)
1 +m(θ2)
| ≤ K|θ1 − θ2|, t ≥ 0.
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3.5 Reinforcement Learning Approach
The ADP approach cannot be used if the system dynamics are not known, because
we need to generate two samples of the next state in each iteration. This requires
knowledge of Pu. We introduce an RL approach by replacing the transition kernel
Pu in Eθ(x, u) with an approximation.
Denote by P̂u an approximation of Pu; then an approximation of Eθ is defined
as
Êθ(x, u) = c(x, u) + P̂uQθ(x)−Qθ(x, u)−Qθ(x◦, u◦), x ∈ X, u ∈ U.
One way to approximate (3.15) is by approximating∇θEθ with∇θÊθ. This gives
E[Eθ∇θEθ] ≈ E[Eθ∇θÊθ]. (3.17)
The approximation term∇θÊθ is a d-dimensional function on X× U.
We define an RL algorithm based on the approximation in (3.17),
θt+1 − θt = −atBt+1(θt)Φ̂t+1(θt)
1 +m(θt)
, (3.18)
where
Φ̂t+1(θt) = ∇θt
(
P̂uQ
θt(X(t))−Qθt(X(t), U(t))−Qθt(x◦, u◦)). (3.19)
The step size {at} satisfies assumptions in (3.6), and m is a weighting function
chosen such that the right-hand side of (3.18) is Lipschitz in θ.
3.6 Stability and Convergence
Conditions for stability and convergence of the algorithm (3.18) are presented
here. Analysis of the split sampling approach in Section 3.4 can be done using
similar methods. Assume that there exist functions m1 : R→ R and m2 : R→ R
such that the following limits exist and are non-zero,
Eθ∞(x, u) = lim
r→∞
Erθ(x, u)
rm1(r)
, and Êθ∞(x, u) = lim
r→∞
Êrθ(x, u)
rm2(r)
, x ∈ X, u ∈ U.
(3.20)
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Further assume the limit function defined as
F∞(θ) = lim
r→∞
−E[Erθ∇θÊrθ]
rm(rθ)
(3.21)
exists, is non-zero, and Lipschitz in θ.
Define the ODE at infinity as
d
dt
θ = F∞(θ). (3.22)
It is shown in [10] that if the ODE at infinity (3.22) is stable, then under certain
conditions the algorithm (3.18) is stable. The ODE at infinity is used to prove the
following proposition.
Proposition 4. Suppose that there exists ρ < 1 such that ‖E[Eθ∞(∇θEθ∞−∇θÊθ∞)]‖ ≤
ρ‖E[Eθ∞∇θEθ∞]‖ for all θ 6= 0. Then the algorithm (3.18) is stable in the sense that
for any initial condition θ0, we have supn ‖θn‖ <∞ a.s.
Define an ODE model as
d
dt
θ = F (θ), (3.23)
where F (θ) = −E[Eθ∇θÊθ] is the descent direction given in (3.14). In the follow-
ing proposition, we give conditions for the convergence of algorithm (3.18), and
present an error bound when the mean-square Bellman error ε in (3.8) is convex.
Proposition 5. If the assumptions in Proposition 4 hold and in addition the ODE
defined in (3.23) has a unique globally asymptotically equilibrium θ̂∗, then the
algorithm (3.18) has the following properties:
1. θt → θ̂∗ a.s. as t→∞ for any initial condition θ0.
2. If in addition the function ε is convex, we have the following bound:
ε(θ̂∗)− ε(θ∗) ≤ ‖E[Eθ∇θ
(
(Pu − P̂u)Qθ
)|θ=θ̂∗ ]‖‖θ̂∗ − θ∗‖, (3.24)
where θ∗ = arg minθ ε(θ).
3.7 Examples and Simulation
We illustrate the proposed Q-learning algorithm (3.18) with a simple queueing
network, the tandem queue model. More simulation results are given in Chapter 4
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α1 µ1
Station  2
µ2
Figure 3.1: The tandem queue model.
and Chapter 6. The tandem queue model is modeled as a system consisting of two
queues, as shown in Figure 3.1. We only give it a brief description. The details of
this model can be found in [7, 13].
The queue length sequence (X1,X2) and the allocation sequence (U 1,U 2) of
the tandem queue model evolve on Z2+. The queue length process in discrete-time
can be presented by the recursion,
X1(t+ 1) = X1(t)− S1(t+ 1)U1(t) + A(t+ 1),
X2(t+ 1) = X2(t) + S1(t+ 1)U1(t)− S2(t+ 1)U2(t), t ∈ Z+,
(3.25)
where the sequence (S1,S2,A) is i.i.d., and all of these processes take integer
values. In the simulation, S1, S2, andA are i.i.d. Bernoulli with means µ1 = 0.4,
µ2 = 0.5, and α = 0.35, respectively.
Denote x = [x1, x2]T, and u = [u1, u2]T. The fluid model corresponding to the
queue length process (3.25) can be expressed as
d
dt
x(t) = Bu(t) +D,
where
B =
[
−µ1 0
µ1 −µ2
]
, D =
[
α
0
]
.
For the linear cost c(x) = x1 + x2, the fluid value function for the tandem queue
model is a piecewise-quadratic function given as J∗(x) = 1
2
xTR1x in M1 and
J∗(x) = 1
2
xTR2x in M2, where
R1 =
[
20 0
0 10
]
, R2 =
20
3
[
1 1
1 1
]
,
M1 = {x1 ≥ 0.5x2 ≥ 0}, and M2 = {0.5x2 ≥ x1 ≥ 0}.
We use J∗ as a basis function for the value function. For an M/M/1 queue, the
difference between J∗ and the value function h∗ is a linear function [7]. We use
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two linear functions and one piecewise-linear function as refinements to the fluid
value function. Consequently, the basis functions for the value function are taken
as
ψ1(x) = J
∗(x), ψ2(x) = x1, ψ3(x) = x2, ψ4(x) = max(2x1, x2), x ∈ Z2+.
(3.26)
In the simulations, we use the fluid operator P Fu in the basis construction.
Following (3.12), the basis function for Q-function is
ψQ(x, u) = P Fu ψ(x) = ψ(x) +∇xψ(x) · (Bu+D), (3.27)
where ψ is given in (3.26).
We also take P̂u = P Fu in the proposed RL Q-learning algorithm (3.18), and
the vector Φ̂ in (3.19) is
Φ̂t+1(θt) =∇θt
(
P Fu Q
θt(X(t))−Qθt(X(t), U(t))−Qθt(x◦, u◦))
=∇θt
(
Qθt(X(t)) +∇xQθt(X(t)) · (BU(t) +D)
−Qθt(X(t), U(t))−Qθt(x◦, u◦)).
The parameter convergence process obtained after 20,000 iterations of the pro-
posed paramterized Q-learning in (3.18) is given in Figure 3.2 (a). The normalized
Bellman error Ec in (2.16) is given in Figure 3.2 (b), which is found to be smaller
than one.
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Figure 3.2: Simulation results of the parameterized Q-learning for the tandem
queue model. (a) The parameter convergence process. (b) The normalized
Bellman error Ec.
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3.8 Conclusions and Future Work
In this chapter, we propose a parameterized Q-learning algorithm based on RL, in
which the system dynamics are not known. The conditions for the stability and
convergence properties of the proposed algorithm are characterized by using the
ODE method. We also show that error bounds can be obtained based on the error
between the transition kernel and its approximation.
Since the mean square Bellman error may not be convex, the stochastic steep-
est descent method is likely to converge to some local minimum. Consequently,
the learning result of the proposed algorithm could be affected by the initial value.
A way to solve this problem is to combine Q-learning with global optimization
methods, such as simulated annealing and evolutionary algorithms.
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CHAPTER 4
POWER MANAGEMENT MODEL
In this chapter, the power management problem of processors is addressed through
the techniques in the previous chapters.
4.1 Introduction
An important trade-off in modern computer system design is between reducing
energy usage and maintaining good performance, in the sense of low delay. Dy-
namic speed scaling addresses this trade-off by adjusting the processing speed
in response to workload. Initially proposed for processor design [40], dynamic
speed scaling is now commonly used in many chip designs, e.g. [41]. It has re-
cently been applied in other areas such as wireless communication [42]. These
techniques have been the focus of a growing body of analytic research [43–47].
For the purposes of this thesis, dynamic speed scaling is simply a stochastic
control problem – a single server queue with a controllable service rate – and
the goal is to understand how to control the service rate in order to minimize a
weighted sum of the energy cost and the delay cost.
There is a large body of analytic work in the literature studying the dynamic
speed scaling problem, beginning with Yao et al. [48]. Many focus on models
with either a fixed power consumption budget [49–51] or job completion deadline
[43, 52]. In the case where the performance metric is the weighted sum of power
consumption and delay (as in this thesis), a majority of prior research considers
a deterministic, worst-case setting [43, 44]. Most closely related to this thesis
are [45–47], which consider the MDP described in (4.1). However, these papers
do not consider the fluid or diffusion approximations of the speed scaling model;
nor do they discuss the applications of TD-learning and Q-learning.
To begin, we construct an MDP that is described as a single server queue with
a controllable service rate that determines power consumption.
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4.2 The MDP Model
For each t = 0, 1, 2, . . . , let A(t) denote the job arrivals in this time slot, X(t) the
number of jobs in the queue awaiting service, and U(t) the rate of service. The
MDP model is a controlled random walk:
X(t+ 1) = X(t)− U(t) + A(t+ 1), t ≥ 0. (4.1)
The following assumptions on the arrival process are imposed throughout the
chapter.
A1 The arrival process A is i.i.d., its marginal distribution is supported on R+
with finite mean α. In addition, it is assumed that zero is in the support of
its distribution:
P{A(1) = 0} > 0,
and there exists a constant ε0 > 0 such that P{A(1) > ε0} > 0. Moreover,
there exists a constant N > 0 such that P{A(1) < N} = 1.
The assumption that A(t) may be zero is imposed to facilitate a proof that the
controlled Markov model is “x◦-irreducible,” with x◦ = 0 (see [7]).
The cost function is chosen to balance cost of delay with power consumption:
c(x, u) = x+ νP(u), (4.2)
where P denotes the power consumption as a function of the service rate u, and
ν > 0. This form of cost function is common in the literature, e.g., [45–47].
The remaining piece of the model is to define the form of P . Two forms of P
are considered, based on two different applications: processor design and wireless
communication.
For processor design applications, P is typically assumed to be a polynomial.
In earlier work in the literature, P has been taken to be a cubic. The reasoning
is that the dynamic power of complementary metal oxide semiconductor (CMOS)
is proportional to V 2f , where V is the supply voltage and f is the clock fre-
quency [53]. Operating at a higher frequency requires dynamic voltage scaling
(DVS) to a higher voltage, nominally with V ∝ f , yielding a cubic relationship.
However, recent work [46] has found that the dynamic power usage of real chips is
well modeled by a polynomial closer to quadratic. When considering polynomial
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cost, we take a single term,
P(u) = u%, (4.3)
where % > 1, and we focus primarily on the particular case of % = 2.
For wireless communication applications, the form of P(u) differs signifi-
cantly for different scenarios. An additive white Gaussian noise model [42] gives
P(u) = eκu (4.4)
for some κ > 0.
Considered next are fluid and diffusion models to approximate the solution to
the ACOE in this application.
4.3 Value Function Approximations
Here we apply the fluid and diffusion approximations introduced in Section 2.5 to
the power management model, and derive explicit error bounds for the approxi-
mations to the ACOE.
4.3.1 The Fluid Model
Specializing the fluid model given in (2.19) to the case of dynamic speed scaling
(4.1) gives the following continuous-time deterministic model:
d
dt
x(t) = −u(t) + α,
where α is the expectation ofA(t), and the processing speed u(t) and queue length
x(t) are both non-negative.
The total cost J∗(x) defined in (2.21) is not finite for the cost function (4.2)
when P is defined in (4.3) or (4.4). Consider the alternate value function defined
in (2.25), with η = 0 and with the modified stopping time,
T0 := inf
t
{x(t) = 0}.
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This value function is denoted, for x(0) = x ∈ R+, by
K∗(x) = inf
u
∫ T0
0
c(x(t), u(t)) dt, (4.5)
where the infimum is over all input processes for the fluid model. The function
K∗ solves the HJB equation (2.22) with η = 0, and is finite-valued.
For quadratic cost with ν = 1
2
, the cost function is
c(x, u) = x+ 1
2
u2 . (4.6)
By elementary calculus, we obtain
K∗(x) = αx+ 1
3
[(2x+ α2)3/2 − α3]. (4.7)
The following properties of the fluid value function K∗ will be used repeatedly in
the analysis that follows. We note that part (i) of the lemma holds whenever P is
convex and increasing.
Lemma 6. The fluid value functions K∗ in (4.7) has the following properties:
(i) It is convex and increasing.
(ii) Its first derivative is concave and increasing.
(iii) Its second derivative is decreasing and vanishes as x− 12 as x→∞.
Rather than modify the optimization criterion, we can approximate the so-
lution to (2.22) by modifying the cost function c(x, u) so that it vanishes at the
equilibrium (x = 0, u = α). For computation it is simplest to work with modified
cost functions, defined as follows
Polynomial cost cF(x, u) = x+ ν([u− α]+)%,
Exponential cost cF(x, u) = x+ ν[eκu − eκα]+,
(4.8)
where [ · ]+ = max(0, · ). The corresponding fluid value functions are given in
the following.
Part (i) of Proposition 7 exposes a connection between the fluid control policy
and prior results on worst-case algorithms for speed scaling [40].
Proposition 7. The fluid value functions for the speed scaling can be computed
or approximated for general α:
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(i) For polynomial cost, the value function and optimal policy for the fluid model
are given by
J∗(x) = νx
2%−1
%
%2
2%− 1
( 1
ν(%− 1)
) %−1
%
(4.9)
φF∗(x) =
( x
ν(%− 1)
)1/%
+ α. (4.10)
(ii) For exponential cost, the fluid value function satisfies the following upper
and lower bounds: On setting β˜ = νeκα and x˜ = x − β˜, there are constants
C−, C+ such that the following holds whenever x ≥ β˜(e2 + 1),
C− +
κ
2
x˜2
log(x˜)− log(ν)− (κα + 1) ≤ J
∗(x) ≤ C+ + κ
2
x˜2.
To measure the quality of these approximations to the relative value function
h∗, we estimate bounds for the Bellman error (2.14) and direct error (2.13). In
Proposition 12, we first compute the bounds for the Bellman error. They are de-
rived based on Proposition 3. The bounds for the direct error are derived based on
Proposition 2, which requires the SSP representation (2.17) holds for the relative
value function h∗ defined in (2.6) and fluid value function K∗ in (4.5). The proof
for the existence of the SSP representation in Proposition 10 is established based
on Theorem 9.0.4 in [7]. One condition in this theorem is that for each x1 ∈ X,
there exists an x1-irreducible and regular policy. We define the following policy
and show that it satisfies the required properties. Given x1 ∈ X,
φ0(x) = max(x− x1, 0), x ∈ X. (4.11)
In the following proposition, we show that the controlled chain under φ0 is x1-
irreducible.
Proposition 8. Suppose assumption A1 holds; then the controlled chain under φ0
in (4.11) is x1-irreducible.
The regularity of a policy indicates the stability of the controlled MDP [7,54].
In the following proposition we prove that φ0 is regular, by showing that it satisfies
several properties.
Proposition 9. Suppose assumption A1 holds; then the controlled chain under φ0
in (4.11) satisfies the following properties:
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1. Under policy φ0, any bounded set is small: For each N ≥ 1 there exist
T <∞ and ε > 0 such that whenever x ≤ N and t ≥ T ,
P{X(t) = x1 | X(0) = x} ≥ ε. (4.12)
2. Under policy φ0, the controlled chain is aperiodic: There exists T < ∞
such that P{X(t) = x1 | X(0) = x1} > 0 whenever t ≥ T .
3. Under policy φ0, the controlled chain satisfies Poisson’s inequality [7, 30],
which is a relaxation of (2.9): For a constant η¯0 < ∞, and a function
V0 : X→ R+,
cφ0(x) +Dφ0V0 (x) ≤ η¯0, x ∈ X, (4.13)
where cφ0(x) = c(x, φ0(x)).
The following proposition shows that the value function h∗ admits the SSP
representation. The proof is in Appendix A.3.
Proposition 10. Suppose assumptionA1 holds; then there exists a solution (h∗, η∗)
to the ACOE (2.6), and h∗ admits the SSP representation,
h∗ (x) = min
U
Ex
[
τ0−1∑
t=0
{c(X(t), U(t))− η∗}
]
, (4.14)
where the minimum is over all admissible policies, and is obtained by using the
(c, h∗)-myopic policy defined in (2.7).
By Proposition 1, the fluid value function K∗ in (4.5) satisfies the ACOE,
min
u∈U(x)
(
cK
∗
(x, u) +DuK∗ (x)
)
= η, (4.15)
where cK∗ is the inverse dynamic programming solution given in (2.15), and
η ∈ R+ is an arbitrary constant. The following proposition shows that the SSP
representation holds for K∗. The proof is omitted since it is similar to the proof
of Proposition 10.
Proposition 11. Suppose assumption A1 holds; then the SSP representation holds
for K∗,
K∗(x) = min
U
Ex
[
τ0−1∑
t=0
{cK∗(X(t), U(t))− η}
]
,
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where the minimum is over all admissible policies, and is obtained by using the
(c,K∗)-myopic policy defined in (2.7).
In the following proposition, we obtain bounds on the Bellman error and direct
error. We present explicit bounds only for the case of quadratic cost.
Proposition 12. Consider the speed scaling model with cost function (4.6) and
with K∗ the fluid value function given in (4.7). Suppose assumption A1 holds;
then the following hold for the Bellman error of K∗ defined in (2.14) and the
direct error between h∗ and K∗ defined in (2.13):
(i) The Bellman error is non-negative, and grows at rate
√
x, with
lim
x→∞
EB(x)√
x
=
1√
2
.
(ii) The direct error Ed satisfies
Ed(x) ≤ Ed(x) ≤ Ed(x),
where the upper bound grows at most linearly, Ed(x) = O(x), and the lower
bound is independent of x; that is, Ed(x) = O(1).
In particular,
lim
x→∞
EB(x)
c(x, 0)
= lim
x→∞
Ed(x)
K∗(x)
= 0.
The bounds on the Bellman error in (i) imply a bound on the normalized error
defined in (2.16):
lim
x→∞
Ec(x, u) = lim
x→∞
|c(x, u)− cK∗(x, u)|
c(x, u) + 1
= lim
x→∞
|η − EB(x)|
c(x, u) + 1
= 0, for allu ∈ U.
(4.16)
This implies that the inverse dynamic programming solution cK∗ gives a good
approximation of the original cost for large x. The bounds on the direct error
in (ii) imply that the fluid value function is a good approximation of the relative
value function for large x,
lim
x→∞
K∗(x)
h∗ (x)
= 1.
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4.3.2 The Diffusion Model
Following (2.30), the generator for the diffusion model is expressed, for any
smooth function h, by
DDu h = (−u+ α)∇h+ 12σ2A∇2h, (4.17)
where σ2A = E[(A(1)− α)2].
Provided h∗ is monotone, so that ∇h∗ (x) ≥ 0 for all x, the minimizer in
(2.31) can be expressed as
φ∗(x) = ∇h∗ (x) . (4.18)
Substituting (4.18) into (2.31) gives the nonlinear equation,
x− 1
2
(∇h∗ (x))2 + α∇h∗ (x) + 1
2
σ2A∇2h∗ (x)− η∗ = 0. (4.19)
We do not have a closed form expression, but we will show that an approximation
is obtained as a perturbation of K∗η defined in (2.25), with η = η
∗. The constant
η∗ is not known, but the structure revealed here will allow us to obtain the desired
basis for TD-learning and Q-learning.
For any function h : R+ → R, denote the Bellman error for the diffusion
model by
EDB (x) := min
u∈U(x)
(
c(x, u) +DDuh (x)
)
, x ∈ X. (4.20)
The value function K∗ defined in (4.7) is an approximation of h∗ in the sense that
the Bellman error is bounded:
Proposition 13. The function K∗ defined in (4.7) is convex and increasing. More-
over, with h = K∗, the Bellman error for the diffusion has the explicit form,
EDB = 12σ2A(2x+ α2)−
1
2 .
A tighter approximation can be obtained with the “relative value function” for
the fluid model, K∗η . This satisfies a nonlinear equation similar to (4.19),
x− 1
2
(∇K∗η (x))2 + α∇K∗η (x)− η = 0, x > η.
Elementary calculations show that for any constant q > 0 we have the approxima-
tion,
∇K∗η (x) ≈ ∇K∗ (x)− η(2x+ q2)− 12 +O((1 + x)−3/2),
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where K∗ is given in (4.7). We then take the right-hand side for granted in the
approximation∇h (x) :=∇K∗ (x)− η(2x+ q2)− 12 , and on integrating this gives
h (x) = K∗(x)− η
√
2x+ q2 + ηq. (4.21)
The constant is chosen so that h(0) = 0.
We note that this is a reflected diffusion, so that the generator is subject to the
boundary condition ∇h (0) = 0 (Theorem 8.7.1 in [7]). The boundary condition
is satisfied for (4.21) on taking q := η/α.
The resulting approximation works well for the diffusion model. The proof
of Proposition 14 follows from direct computation of the generator applied to the
function h.
Proposition 14. Assume that ∇h(0) ≥ 0. For any η > 0, q > 0, the function h
defined in (4.21) is convex and non-decreasing. Moreover, the Bellman error EDB
is bounded over x ∈ R+, and the following bound holds for large x:
|EDB (x)− η| = O((1 + x)− 12 ).
The function (4.21) also serves as an approximation for the MDP model. The
proof is omitted since it is similar to the proof of Proposition 3.
Proposition 15. The function h defined in (4.21) is an approximate solution to
the ACOE for the MDP model, in the sense that the Bellman error has growth of
order
√
x,
lim
x→∞
EB(x)√
x
=
1√
2
.
The bounds obtained in this section quantify the accuracy of the fluid and
diffusion model approximations. We next apply this insight to design the function
classes required in TD-learning algorithms.
4.4 Experimental Results
The results of the previous section are now illustrated with results from numerical
experiments. We restrict ourselves to the quadratic cost function given in (4.6).
In application to TD-learning, based on a linear function class as discussed in
Section 2.4, the following two-dimensional basis follows from the analysis of the
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fluid and diffusion models,
ψ1(x) = K
∗(x), ψ2(x) = q −
√
2x+ q2, x ≥ 0, (4.22)
where the value function K∗ is given in (4.7). The basis function ψ1 is motivated
by the error bound in Proposition 12, and ψ2 is motivated by Proposition 15. The
parameter η ≥ 0 is fixed, and then we take q = η/α.
The details of the simulation model are as follows: The arrival process A
is i.i.d. on R+, satisfying the assumptions imposed in Section 4.2, although the
boundedness assumption in A1 was relaxed for simplicity of modeling. In the
first set of experiments, the marginal distribution is a scaled geometric random
variable, of the form
A0(t) = ∆A0G(t), t ≥ 1, (4.23)
where G is geometrically distributed on {0, 1, . . . } with parameter pA0 = 0.96,
and ∆A0 is chosen so that the mean α0 is equal to unity:
1 = α0 = ∆A0
pA0
1− pA0
and ∆A0 = 1/24. (4.24)
The variance of A0 is given by
σ2A0 = (
pA0
1− pA0
)2∆2A0 = 1.
In Section 4.4.4 experiments are described in which the variance of the arrival
process was taken as a parameter, to investigate the impact of variability.
4.4.1 Value Iteration
We begin by computing the actual solution to the average cost optimality equa-
tion using VIA (2.11). This provides a reference for evaluating the proposed ap-
proaches for TD-learning and Q-learning.
The approximate solution to the ACOE at stage n is taken to be the normalized
value function hn(x) = Vn(x)− Vn(0), x ∈ X, where Vn is the nth value function
defined in (2.12). The convergence of {hn} to h∗ is illustrated in Figure 4.1. The
error ‖hn+1−hn‖ converges to zero much faster when the algorithm is initialized
using the fluid value function of (4.7).
Shown in Figure 4.2 is a comparison of the optimal policy φ∗, computed nu-
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Figure 4.1: The convergence of value iteration for the quadratic cost function
(4.6).
merically using VIA, and the (c,K∗)-myopic policy, φK∗ ∈ arg minu∈U(x)
(
c(x, u)+
PuK
∗ (x)
)
.
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Figure 4.2: The optimal policy φ∗ compared to the (c,K∗)-myopic policy, φK∗ ,
for the quadratic cost function c(x, u) = x+ 1
2
u2.
4.4.2 TD-learning with Policy Improvement
The first set of experiments illustrates convergence of the TD-learning algorithm
with policy improvement introduced in Section 2.4.
Recall from Proposition 14 that a linear combination of the basis functions
in (4.22) provides a tight approximation to the ACOE for the MDP model. In the
numerical results surveyed here, it was found that the average cost is approximated
by η∗ ≈ 2, and recall that we take α = 1 in all experiments. Hence η = 2 and
q = η/α = 2 were chosen in the basis function ψ2 given in (4.22).
The initial policy was taken to be φ0(x) = min(x, 1), x ≥ 0, and the initial
condition for TD-learning was taken to be θ(0) = (0, 0)T.
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Figure 4.3 shows the estimated average cost in each of the 20 iterations of the
algorithm. The algorithm results in a policy that is nearly optimal after a small
number of iterations.
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Figure 4.3: Simulation result for TDPIA with the quadratic cost function (4.6),
and basis given in (4.22).
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Figure 4.4: Convergence of the two parameters in TD-learning using the basis in
(4.22).
Figure 4.4 shows the estimates of the coefficients obtained after 50, 000 itera-
tions of the LSTD algorithm, after four steps of policy iterations. The value of the
optimal coefficient θ∗1 corresponding to ψ1 = K
∗ was found to be close to unity,
which is consistent with (4.21).
Shown in Figure 4.5 are error plots for the final approximation of h∗ from
TDPIA. Figure 4.5 (a) is the Bellman error – note that it is less than unity for all
(x, u). Figure 4.5 (b) provides a comparison of two approximations to the solution
to the relative value function h∗. It is clear that the approximation hθ∗ obtained
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Figure 4.5: Value functions and normalized error. The samples of arrival process
are generated according to the scaled geometric distribution given in (4.23). (a)
The normalized error Ec. (b) Comparison of the final approximation hθ∗ , the fluid
value function K∗, and the relative value function h∗.
from the TDPIA algorithm closely approximates the relative value function.
To illustrate the results obtained using a generic polynomial basis, identical
experiments were run using
ψ′1(x) = x, ψ
′
2(x) = x
2, x ≥ 0. (4.25)
The experiments were coupled, in the sense that the sample path of the arrival
process was held fixed in experiments comparing the results from the two different
basis sets.
Figure 4.6 shows error plots for the final approximation of h∗ using this quadratic
basis for TD-learning. In (a) we see that the Bellman error is significantly larger
for x > 5, when compared with the previous experiments using the basis (4.22).
Similarly, the plots shown in Figure 4.6 (b) show that the quadratic basis does not
give a good fit for x > 5.
4.4.3 Parameterized Q-learning
The second set of experiments illustrates the parameterized Q-learning introduced
in Section 3.5.
The basis for Q-learning is constructed based on (3.12),
ψQ(x, u) = ψ(x) +∇xψ(x) · (α− u), (4.26)
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Figure 4.6: Value functions and normalized error for the polynomial basis (4.25).
(a) The normalized error Ec. (b) The comparison of the final approximation hθ∗
and the relative value function h∗.
where ψ is the basis function for the value function in (4.22).
A state-control process of 2,000 samples is generated for Q-learning. The
control is set to be
u(t) = min(x(t), x(t)1/2 + sin(0.1t)), t ≥ 0
and the distribution of the state is given in Figure 4.7 (b). The weighting function
is chosen to be m(θ) = ‖θ‖2 so that the right-hand side of (3.18) is Lipschitz in θ.
The parameter convergence process is given in Figure 4.8 (a). Shown in Fig-
ure 4.8 (b) is a comparison of the optimal policy from VIA and the policy from
Q-learning φθ∗(x) = arg minu∈U(x)(Qθ
∗
(x, u)), where θ∗ is the final value ob-
tained from the Q-learning algorithm (3.18). The small difference indicates that
φθ∗ gives a good approximation of the optimal policy.
Shown in Figure 4.7 (a) is a comparison among the value function h∗ from
VIA, the value function hθ∗ = Qθ∗ and the Bellman error EB of hθ∗ . The hθ∗ also
gives a close approximation of the value function.
In Figure 4.9 (a) is the normalized error Ec of hθ∗ with basis in (4.22). As in
TD-learning, we run identical experiments with quadratic basis in (4.25) for Q-
learning. Figure 4.9 (b) shows the error plots for the quadratic basis. Comparing
Figure 4.9 (a) with Figure 4.9 (b) indicates that the error increases significantly
when the basis is not proper.
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Figure 4.7: Simulation results for the power management problem. The plot on
the left (a) compares the Bellman error, the value function hθ∗ , the fluid value
function J∗, and h∗ from the VIA. The plot on the right (b) is the support of the
state.
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Figure 4.8: (a) The parameter convergence process. (b) A comparison of the
policies φ∗ and φθ∗ .
4.4.4 The Impact of Variability
The influence of variability was explored by running the TDPIA with arrival dis-
tributions of increasing variance, and with mean fixed to unity.
The variance σ2A is denoted κ, which is taken as a variable. The specification
of the marginal distribution is described informally as follows: A weighted coin is
flipped. If a head is obtained, then Aκ(t) is a scaled Bernoulli random variable. If
a tail, then Aκ(t) is a realization of the scaled geometric random variable defined
in (4.23). Thus, this random variable can be expressed as
Aκ(t) = (1−B(t))A0(t) +B(t)∆ZZ(t), t ≥ 1, (4.27)
whereA0(t),B(t), andZ(t) are mutually independent,B(t) is a Bernoulli random
41
(a) (b)
Figure 4.9: Normalized error for Q-learning with different basis. (a) Normalized
error obtained by using basis in (4.26). (b) Normalized error obtained by using
quadratic basis (4.25).
variable with parameter %, Z(t) is a Bernoulli random variable with parameter %Z ,
and ∆Z = 1/%Z . Hence the mean of Aκ is unity:
ακ = (1− %)α0 + %%Z∆Z = 1.
The variance of Aκ is a function of the parameters % and %Z :
σ2Aκ = (1− %)σ2A0 + %σ2Z∆Z2 = (1− %) + %(1− %Z)/%Z .
The parameter % was chosen to be 0.9, so that for a given κ = σ2Aκ we obtain,
%Z = 9/(8 + 10κ).
Eight values of κ were considered. To reduce the relative variance, the sim-
ulations were coupled as follows: At each time t, the eight Bernoulli random
variables were generated as follows:
Z1(t) = B1(t),
Zi+1(t) = Zi(t) + (1− Zi(t))Bi+1(t), 1 ≤ i ≤ 7,
where Bi(t) , 1 ≤ i ≤ 8 are mutually independent Bernoulli random variables
with parameters %i. The arrival processes Aκ were then generated by using B
and Z according to (4.27). The parameters %i were chosen such that the eight
variances were 1, 2, 4, 8, 12, 16, 24, and 32.
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The TDPIA was run 1000 times in parallel for these eight systems. Four steps
of policy improvement were performed: In each step of policy iteration, the value
function was estimated with 30, 000 iterations of the LSTD algorithm. The fi-
nal estimation of the coefficients from TDPIA was projected onto the interval
[−20, 20].
Figure 4.10 shows the empirical variance of the final estimates of the coeffi-
cients. The variance for θ2 is much larger than θ1 and increases with the variance
of the arrival process when the variance is larger than 12. This is also indicated by
the histograms of the final estimations of the coefficients given in Figure 4.11.
Let θ¯ denote the mean of the 1000 final estimations of coefficients. A compar-
ison of normalized Bellman errors for hθ¯ is given in Figure 4.12. The normalized
error of hθ¯ is largest when the variance of the arrival process is 32.
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Figure 4.10: The empirical variance obtain from 1000 independent experiments
using TDPIA. The variance of θ2 is far larger than θ1.
4.4.5 Simulations on the Laptop CPU
We implement the proposed speed scaling techniques to control the processing
speed of the CPU on a laptop computer. The operating system is ubuntu 12.04.
The CPU of the computer is Intel Pentium M 1.7 GHz. It has a single processor
with six supporting speeds (1.7 GHz, 1.4 GHz, 1.2 GHz, 1.0 GHz, 0.8 GHz and
0.6 GHz).
We generate a state-control process of 4000 samples. The state and processing
speed of the CPU are sampled every five seconds. The processing speed is normal-
ized relative to the smallest supporting speed of CPU as u(t) = u(t)/0.6GHz.
The parameter convergence process of the parameterized Q-learning algorithm
(3.18) is given in Figure 4.13 (a). Figure 4.13 (b) is the corresponding value
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Figure 4.11: Histograms of coefficients from 1000 simulations of TDPIA with
arrival processes generated according to the parametric family of distributions
given in (4.27).
function hθ∗ = Qθ∗ , where θ∗ is the final value obtained from the Q-learning
algorithm.
We compare the performance of the policy from Q-learning with several pre-
defined power control policies in the operating systems. In the Linux system,
there are four speed scaling policies defined in the CPUfreq subsystem. In the
performance and powersave policies, the CPU is working at the highest and low-
est available speeds respectively. In the ondemand and conservative policies, the
CPU speed is adjusted according to the CPU utilization, while the second one is
adjusted in a more gradual manner.
The performance of different speed scaling policies is compared by playing
the same video file as the workload. Each simulation lasts two hours, and the
results are listed in Table 4.1. In the implementation of speed scaling under the
policy from Q-learning, the processing speed is chosen from the CPU’s supporting
speeds that is closest to φθ∗(x) = arg minu∈U(x)(Qθ
∗
(x, u)). The policy φθ∗ from
Q-learning has the smallest average cost for the cost function defined in (4.6)
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Figure 4.12: Comparison of normalized error with arrival processes generated
according to the parametric family of distributions given in (4.27).
comparing to other policies.
Table 4.1: Simulation Results on Video Play
Policy Avg cost Avg state Avg control
Our policy 5.4085 2.4602 2.3840
Performance 6.2064 2.1925 2.8333
Powersave 6.0792 5.5792 1
Ondemand 5.5109 2.7647 2.2902
Conservative 5.7614 2.5274 2.4836
The influence of the trade-off parameter ν in the cost function defined in (4.2)
on the policy from Q-learning is shown in Figure 4.14 (a). For a given state, the
processing speed is non-increasing with ν. The performance of policies from Q-
learning with different ν and the four predefined power management policies in
the Linux system is compared by playing the same video file as the workload. As
shown in Figure 4.14 (b), the average state increases with ν, while the average
control decreases with ν.
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Figure 4.13: (a) The parameter convergence process of Q-learning. (b) The value
function hθ∗ .
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4.5 Conclusions
We focus on the problem of power management in processors via dynamic speed
scaling in order to illustrate the application of the proposed techniques. We com-
pute the value functions for the fluid and diffusion models as approximations to
the solution to the ACOE. Explicit bounds on approximation error are derived by
applying the analysis tool proposed for fluid and diffusion approximations. It is
shown that the fluid model provides a good fit to the solution to the ACOE, and
subsequent analysis of the diffusion model provides further insight, leading to a
two-dimensional basis for applications in TD-learning and Q-learning. This edu-
cated choice for basis functions leads to fast convergence and almost insignificant
Bellman error.
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CHAPTER 5
DATA CENTER LOAD BALANCING WITH
GRID REGULATION
The focus of Chapter 4 was on power management of a single processor. The main
results are extended in this chapter to a network setting in which a geographically
distributed collection of data centers services a distributed collection of loads.
Along with these extensions, in this chapter a secondary goal is introduced – in
addition to load balancing each data center, the collection of data centers helps to
regulate the grid.
These goals are addressed by using the ADP techniques introduced in [55,56],
as described in the previous chapter, and by taking advantage of geographical
diversity to help mitigate volatility.
5.1 Load Balancing Subject to Volatility from Data
Demand and Power Supply
An internet data center (IDC) is a facility used to house computer systems and
associated components. Due to the rapidly increasing demand for internet services
and cloud computing, the energy consumption of IDCs has become a significant
concern; energy reduction is now an important design consideration [57, 58]. In
2010, data centers were responsible for about 1.3% of all electricity use in the
world, and 2% of all electricity use in the US [59].
The IDCs have to handle requirements from different kinds of customers. For
instance, Google IDCs had to process more than five billion search inquiries every
day in 2012 [60]. The requirements for IDCs of Amazon Web Services are mainly
computation and storage from IT service enterprise firms [61]. The requirements
from IDCs are geographically concentrated [62, 63]. The scale of each source
could be cities or states. The demand in each region of the U.S. is volatile [64], as
is seen in a typical trace from a Google IDC shown in Figure 5.1 (taken from [65]).
Fortunately, the demands at different locations are not closely correlated. Thus,
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if demand is aggregated over a large geographic region, then there is much less
variation in the total.
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Figure 5.1: A trace of workload from a Google IDC.
IDC service providers such as Google and Microsoft have their IDCs located
around the world. For example, Google has thirteen IDCs in total and seven of
them are located in North America. The average transmission delay from source
to IDCs is smaller than the queueing delay in the IDCs if the load is heavy. In
[62, 63], it is claimed that transmission delay is the distance between the source
and IDCs, divided by the speed of 200 km/ms plus a constant (5 ms). They model
the queuing delays using parallel M/G/1/ Processor Sharing queues. When the
service rate is 0.1 ms−1 and the utilization is 0.5, the average queuing delay is 20
ms. This would increase significantly if the utilization goes to one. Consequently
communication delay is not a significant concern under heavy load. This justifies
the pooling of IDC resources across a large geographic region to dynamically
distribute demands to many IDCs [62, 63, 66, 67].
Another way to reduce the cost of energy consumption is to engage in demand
response programs that pay a premium to loads that can be flexible. This flexi-
bility is increasingly important in regions of the world with high penetration of
renewable energy. In some regions of the U.S., there are independent system op-
erators (ISOs) that are mandated by the Federal Energy Regulatory Commission
(FERC) to provide payments for regulation services to help mitigate the impact
of volatile energy from renewables such as wind and solar. FERC orders 755 and
745 are examples of their attempts to provide incentives. In this chapter, any re-
source that is used to help regulate the grid will be called an ancillary service [68].
This chapter argues that IDCs can provide significant ancillary service, provided
the right control algorithms are used.
Renewable energy is an important source of power for IDCs. For example,
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renewable energy is used to power over 30% of the operations for Google [69].
Two of the four regions of the Amazon web service data centers are using 100%
carbon-free power [70]. It is likely that a large part of this clean power is obtained
from hydro-generation, which is highly controllable. The goal of this chapter is
to accommodate a higher penetration of less controllable generation sources, such
as wind or solar.
The provision of ancillary service is simplified by geographic diversity. It is
true that renewable generation shows significant volatility in each region of the
U.S. [71]. Fortunately, just as demands from different locations are not highly
correlated with each other, supply of power from the sun in Texas is not highly
correlated with power from the wind in Oregon. Aggregate volatility over the U.S.
is low, at least at moderate frequency ranges. For this reason, IDCs across the U.S.
can ramp up their computation when energy is available, and ramp down other-
wise, and the overall processing variability will be low. Each IDC operator can be
paid for this regulation through contracts with ISOs or local utility companies.
Figure 5.2 shows a layout of the power grid in United States, showing the en-
visioned interconnected network of generators, IDCs, and data center consumers.
Balancing authorities (BAs) are entities responsible for balancing of generation
and load within the power grid [72]. As shown in Figure 5.3, there are over 100
BAs of varying size in North America [72]. BAs generate regulation signals to
indicate the imbalance between generation and load. In this chapter, we assume
that IDCs are located within the power grid of different BAs, and the correlation
of regulation signals of BAs falls with distance.
Solar Generation
IDC
IDC
Cluster-usage data trace
Wind  Generation
Figure 5.2: IDCs and power grids in the U.S.
This chapter develops algorithms to simultaneously balance loads and con-
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Figure 5.3: Balancing authorities in North America.
tribute to balancing the grid using IDCs. Each IDC will adopt a control algorithm
that is similar to the speed scaling feedback law developed in the previous chapter.
The most important difference is the trade-off to be made between load balancing
to address the volatility of demand from IDCs, and ancillary service to help bal-
ance power in the grid. An IDC at one location of the node will ramp up power
consumption if workload is high, or if power in the grid is high because of greater
energy from wind farms or solar farms.
A number of recent works have explored the potential for flexible loads for
providing ancillary service. These include commercial building thermostatic loads
to provide ancillary service in the time-scale of a few minutes [73] (and references.
therein), commercial building HVAC fans in the time-scale of seconds to nearly
one hour [74–76], electric vehicle charging that can provide ancillary service in
the time-scale of a few hours [73, 77–79], and even pool pumps in the states of
Florida or California [80] to provide ancillary service on longer time-scales.
An early reference is Schweppe et al. [81], where the emphasis is on price
signals to control loads, a viewpoint that persists to this day. It is argued in [71,
80, 82, 83] that this is a disturbance rejection problem that requires more delicate
control approaches.
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Many utilities and ISOs employ demand response programs that use deferrable
loads to reduce peak demand and manage emergency situations. Florida Power
and Light (FPL), for example, has 780,000 customers enrolled in their OnCall
Savings Program in which residential air conditioners, water heaters, and pool
pump systems are automatically controlled when needed [84]. Ancillary service
from Aluminum Company of America (ALCOA) is exercised daily [85].
This chapter argues that IDCs are appropriate for providing ancillary service
in the form of regulation for frequency ranges from 10 to 30 minutes.
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Figure 5.4: (a) BPA regulation signal. (b) Filtered regulation signal.
Shown in Figure 5.4 (a) is a trace of a regulation signal from the Bonneville
Power Administration (BPA) [86]. This is the actual regulation provided from all
sources of ancillary services in the region. Shown in Figure 5.4 (b) is the result
of passing this regulation signal through a low pass filter. An individual IDC will
be able to ramp up and down power consumption to provide some fraction of
regulation in this frequency range.
A number of recent works also studied the problem of reducing the energy cost
of IDCs while maintaining good performance [58, 62, 63]. In [58], a constrained
mixed-integer programming model is proposed to minimize the energy cost under
multiple electricity markets environment with quality of service constraints. The
feasibility of powering IDCs with renewable energy is studied in [63], where load
balancing is shown to save more renewable energy by following the renewable’s
routing. In [62], the load balancing problem of IDCs with renewable power is
studied. A model is proposed to balance the delay cost and energy cost and two
distributed algorithms are introduced to compute the optimal policy.
In this chapter, a MDP model is first introduced for IDCs. The cost function is
designed to balance the energy usage, the imbalance between demand-supply in
the grid, and the performance. To employ the regulation signal so that the control
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can respond to it appropriately, a baseline model [87] is used to first capture the
model without considering the regulation of the grid. The goal of control is to
minimize the average cost, by adjusting the allocation rate from sources to IDCs
and adapting the processing speed of servers in IDCs.
5.2 The MDP Model
We first introduce the MDP model for a collection of IDCs, followed by the opti-
mal control problem and the associated ACOE. Its solution will be approximated
by extending the techniques developed in previous chapters.
5.2.1 Queueing Model
Graph structure The model is an interconnected collection of IDCs and de-
mand, and each IDC has a large number of servers:
• There are N IDCs.
• There are M sources of demand that are serviced by the N IDCs.
• At IDC i, 1 ≤ i ≤ N , there are ni homogeneous servers.
There is a communication link between each source and each IDC. It is assumed
that the capacity for each link is large enough to handle all transmission require-
ments.
Exogenous inputs There are two exogenous inputs for the MDP model, each
multi-dimensional: demand at each source and the power grid regulation signal at
each IDC.
• The arrival process: The job arrival process at source i is Ai. At each time
interval t ≥ 0, Ai(t) is the total demands of clients at that source within the
time interval.
• The regulation process: Each IDC has its individual regulation signal pro-
vided by a local BA. The regulation signal at time t sent to IDC j is denoted
Rj(t), and the stochastic process is denoted Rj .
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Statistics and dynamics To simplify the model, it is assumed that all servers at
the same IDC process jobs at the same rate. At IDC i, the processing rate process
is denoted Ei.
Each source makes decisions in real time about how to distribute its workload
to the N IDCs. Let Pji ∈ [0, 1] be the portion of workload being transmitted to
IDC i from source j. It satisfies the constraints
∑N
i=1 Pji = 1, 1 ≤ j ≤M .
Assume that there is a single queue storing the jobs waiting for service at each
IDC. The queue length process X i, 1 ≤ i ≤ N evolves as
Xi(t+ 1) = Xi(t)− niEi(t) +
M∑
j=1
Pji(t)Aj(t+ 1), t ≥ 0, Xi(0) = xi. (5.1)
The following assumptions are imposed throughout the chapter. The arrival
process Ai, 1 ≤ i ≤ M is i.i.d. with bounded support: there exists a constant
Bi > 0 such that P{Ai(1) < Bi} = 1. Its mean is denoted αi. The regulation
process Ri, 1 ≤ i ≤ N is i.i.d. with bounded support and mean denoted mi.
This completes our description of the MDP model. As with all control models,
this is an idealized representation of the physical system of interest. In particular,
the arrival processes associated with a collection of IDCs will not be i.i.d., or even
stationary. The i.i.d. assumption is imposed to obtain an MDP model, and the
cost function described next will help to gain insight in control design. The sim-
ulation experiments evaluating these control algorithms will be conducted using
real-world data.
5.2.2 The Cost Model
There are many costs to be considered in this system. In the MDP model consid-
ered in this chapter, three costs are singled out: service delay, energy, and power
grid imbalance.
One-step cost function The following one-step cost function is defined to make
trade-offs between the costs of delay, energy, and power grid imbalance,
c =
N∑
i=1
(Di + κsPi + κgIi), (5.2)
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where Di, Pi, and Ii are the delay cost, energy cost, and grid imbalance cost at
IDC i, respectively. The two coefficients κs and κg are the weights for the energy
cost and grid imbalance cost.
Delay costD The delay cost is composed of two parts, the queueing delay inside
the data center and the transport delay from the source to IDCs. Let dij denote
the transport delay from source i to IDC j. The transport delay cost is modeled as
proportional to dij and the allocation rate pij . By Little’s law, the queueing delay
cost at IDC i is modeled as proportional to the queue length xi. The delay cost at
data center i is defined as the sum,
Di = xi + κp
M∑
j=1
pijdij. (5.3)
where κp is the weight to balance the two components of delay.
Energy cost P This cost is intended to approximate the power consumption of
a single server at each data center. The processor is the largest source of power
consumption in the server [88]. Recent work has shown that the dynamic power
usage of a processor is well modeled by a polynomial function of its speed [46,
58, 89]. Here a candidate energy cost at IDC i is given by
Pci (e) = ni(ai + e%i ), (5.4)
where ai represents the idle power of the server.
This is similar to the cost function used in Chapter 4, in which energy usage of
a single processor was assumed to be a quadratic function of its processing rate,
which amounts to % = 2. For IDC servers, the parameter % mostly varies between
2.5 and 3 [58], and % = 3 is the value most commonly used in the literature on
IDC [89]. We will show that for any % > 1, using a Taylor series approximation
will bring us back to the quadratic cost function considered in the previous chapter.
Cost of power grid imbalance I Recall that the control problem faced by the
collection of IDCs is based on consideration of distributed workload, and local
regulation signals.
To model service to the grid, in terms of following a regulation signal, we
require a baseline model. Denote by eb the processing speed that arises from the
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average-cost optimal solution to the MDP model with cost function (5.2), but with
κg = 0. The baseline model is intended to represent behavior of the IDCs without
consideration of the power grid. It is assumed here that the baseline behavior is
given. In practice this may be estimated using a nonlinear filter – this is a topic
for future research.
The power grid imbalance cost at IDC i is defined to penalize the mean-square
error between the power adjustment of the servers and the regulation signal. A
candidate cost function is, thus,
Ici (e, eb) = (Pci (e)− Pci (eb)−Ri)2. (5.5)
However, it will be convenient to approximate this to obtain a cost function that is
tractable in the MDP analysis. In particular, Ici (e, eb) is not a convex function of
e for realistic Pi.
The deviation from eb is denoted er, so that the processing speed at a server is
the sum,
e = eb + er. (5.6)
It is assumed that er  eb, so that a first-order Taylor series approximation is
justified:
e% = (eb + er)% ≈ (eb)% + %(eb)%−1er. (5.7)
Substituting (5.7) into (5.5) shows that Ici (e, eb) is approximately quadratic in
er under these assumptions. We henceforth take the cost function,
Ii(e, eb) := (κ¯ieri − ri)2 , (5.8)
where κ¯i = %ni(ebi)
%−1.
We also apply the approximation in (5.7) on the energy cost. Substituting (5.7)
into (5.4) gives the energy cost,
Pi(e, eb) = κ¯ieri + βi,
where βi = nia+ ni(ebi)
%.
While in practice the baseline model varies with time, its rate of change is
slow compared with the deviation. In the cost model, it is assumed that eb is a
constant, and we only focus on er in the rest of the chapter.
In the rest of the chapter, we focus on the cost function (5.2) in which Ii is
55
defined with % = 3. In the analytical results that follow, it is assumed that there is
only one source of demand.
5.2.3 Optimal Control
The state process for the MDP model is the pair (X,R) in which X(t) is the
vector of queue lengths and R(t) the vector of regulation signals at time t. The
pair is required in the state process definition since the cost is a function of these
variables.
Consequently, in the IDC model, the value function h∗ is a function of both
state and regulation. The ACOE (2.6) is given in the standard form,
η∗ + h∗(x, r) = min
u∈U(x)
(
c(x, u, r) + Puh
∗ (x, r)
)
, x ∈ X . (5.9)
For given h : X→ R, the Bellman error in (2.14) becomes
EB(x, r) = min
u∈U(x)
(
c(x, u, r) + Puh (x, r)
)− h(x, r), x ∈ X. (5.10)
Recall that the regulation signal is assumed to be i.i.d.. This allows us to
reduce the complexity of the ACOE as follows. Let L∗(x) denote the conditional
expectation of h∗, given X = x:
L∗(x) = E[h∗(x,R)]. (5.11)
Then, the ACOE can be expressed
η∗ + h∗(x, r) = min
u∈U(x)
(
c(x, u, r) + PuL
∗ (x)
)
. (5.12)
The VIA can be used to directly compute L∗, and then h∗ can be obtained through
this minimum.
Let L0 denote an initial guess for L∗, and define inductively for n ≥ 1,
(i) Vn+1(x, r) = min
u∈U(x)
(
c(r, u, r) + PuLn (x)
)
(ii) Ln+1(x) = E[Vn+1(x,R)].
(5.13)
It is assumed that VIA converges for this model, for some initial condition V0
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that is convex and monotone. Convergence means that there exists (x0, r0) such
that for each (x, r), the following limits
h∗(x, r) = lim
n→∞
(Vn(x, r)− Vn(x0, r0))
L∗(x) = lim
n→∞
(Ln(x)− Ln(x0))
(5.14)
exist and h∗ is a solution to the ACOE.
Convexity of L∗ is established in the following proposition. In its proof, we
combine VIA and the coupling technique used in Section 4.4.2 to establish the
convex property. The use of VIA to deduce the structural properties of the relative
value function has been used in many works [7,90,91]. Similar properties are also
given in Proposition 18 . The details of the proof are given in Appendix A.4.
Proposition 16. Suppose that the VIA algorithm (5.13) is convergent for some
initial condition L0 which is non-negative valued and convex as a function of x.
Then L∗ is also convex. uunionsq
5.3 Value Function Approximations
We now obtain an approximation of the value function. This approximation is
motivated by the relationship between the generators for fluid model and MDP,
as shown in (2.26). We approximate the generator of the MDP by its first-order
Taylor series expansion, so that the ACOE (5.12) is approximated as
η∗ + h∗(x, r) ∼= min
u∈U(x)
(
c(x, u, r) + L∗(x) +∇L∗(x)Tf(x, u)).
Substituting R for r and taking expectations then gives
η∗ + L∗(x) ∼= E[ min
u∈U(x)
(
c(x, u,R) +∇L∗(x)Tf(x, u))] + L∗(x).
Let K∗ be a solution to the equation,
0 = E[ min
u∈U(x)
(
c(x, u,R) +∇K∗(x)Tf(x, u))], x ∈ X. (5.15)
It will be seen that the function K∗ provides an effective approximation to the
value function, similar to the construction in Chapter 4. However, a solution to
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(5.15) is not easy to calculate. We obtain an approximation for K∗ and test the
quality of this approximation by computing bounds on the Bellman error.
First we bound the Bellman error for a fluid model: For given K : X→ R, the
Bellman error associated with (5.15) is defined as
EF(x) = E[ min
u∈U(x)
(
c(x, u,R) +∇K(x)Tf(x, u))], x ∈ X. (5.16)
This measures the error in the fixed point equation (5.15).
Let K be the approximation of K∗ given by
K(x) =
N∑
i=1
(aixi + bi(xi + ci)
3
2 ), (5.17)
where ai, bi and ci are the constants,
ai =
κsκ¯i − 2κ¯iκgmi − 2κ¯2iκgebi
ni
bi =
4κ¯i
3ni
√
κg
ci =κsβi + κsmi − κs
2
4κg
+
(κsκ¯i − 2κ¯iκgmi − 2κ¯2iκgebi)2
4κ¯2iκg
.
(5.18)
Bounds on the Bellman error are given in the following proposition.
Proposition 17. For K given in (5.17), the following hold for the Bellman error
EF in (5.16) and the Bellman error EB for the MDP model in (5.10):
1. Its Bellman error EF grows at rate√xi∗ , with
lim
x→∞
1√
xi∗
EF(x) = 3
2
αbi∗ , (5.19)
where the index i∗ is any solution to i∗ = arg min1≤i≤N(α∂K/∂xi + κpdi).
2. Denote the expectation of Bellman error to be E¯B(x) = E[EB(x,R)]. Then
E¯B is lower bounded by EF and satisfies E¯B(x) = O(
∑N
i=1 x
1
2
i ).
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5.4 Experimental Results
We now illustrate the results of the previous sections with numerical experiments.
We assume that there is a single source distributing its workload to two distinct
IDCs, each with its own regulation process. The exogenous inputs are taken from
the real-world data as follows.
Workload trace We use the Google cluster-usage traces as the workload trace
[65]. It covers about one month’s data from a 12,000-machine cell from May
2011. The job event tables include any jobs that are active or eligible to run but
waiting to be scheduled. We use it as the workload in the simulations. A segment
of this trace is shown in Figure 5.1.
Regulation signal trace We use the real-world traces of regulation signals from
the BPA. There are traces available from the past five years [86]. Because all
these data are from a single location, we choose the regulation signal traces from
different time intervals to represent different locations.
5.4.1 Value Iteration
We first compute the relative value function L∗ by using the VIA introduced in
(5.13). The distributions of arrival process and regulation process are computed
by using the empirical distribution of the traces described above. The relative
value function is normalized relative to L∗(0) as L∗(x) = L∗(x) − L∗(0). The
result is shown in Figure 5.5 (a). It also illustrates the convexity property of L∗
shown in Proposition 16.
5.4.2 TD-learning with Policy Improvement
Motivated by Proposition 17, the first basis of L∗ is chosen as K. As in Chapter
4, a second basis can be derived by a tighter approximation of the DP equation.
To this end, we add a constant to the left-hand side of (5.15), and let (K∗η , η)
be a pair of solutions to the equation,
η = E[ min
u∈U(x)
(
c(x, u,R) +∇K∗η(x)Tf(x, u)
)
], x ∈ X. (5.20)
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Figure 5.5: (a) L∗ computed using VIA. (b) Difference between L∗ and Lθ∗ from
TDPIA.
Elementary calculations show that
K∗η = K
∗ −
N∑
i=1
(3
2
biη(xi + ci)
1
2 +O(xi + ci)
− 12
)
.
Consequently, the basis functions of L∗ are chosen as
ψ1(x) = K(x), ψ2(x) =
N∑
i=1
(
c
1
2
i − (xi + ci) 12
)
. (5.21)
Figure 5.6 (a) shows the estimates of the coefficients obtained after 3 itera-
tions of policy iteration each with 6,000 iterations of LSTD learning. The initial
condition was taken to be θ(0) = (0, 0)T. In Figure 5.7 are the estimates of the
coefficients of TDPIA by using arrival sequence and BPA sequence in different
time intervals. The final estimations of coefficients are similar in the four sim-
ulations with data from different time intervals. The variance of the coefficients
convergence process with data in the daytime (6 am - 12 pm, 12 pm - 6 pm) is
larger than at night (12 am - 6 am, 6 pm - 12 am).
Figure 5.5 (b) gives the distance between Lθ∗ and L∗, which shows that Lθ∗ is
a good approximation of L∗.
We denote E¯c to be the normalized error,
E¯c(x, u) = |E¯B(x)− E¯B(0)|
E[c(x, u,R)] + 1
. (5.22)
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Figure 5.6 (b) gives the plot of E¯c(x, 0) for Lθ∗ , which is found to be smaller than
one.
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Figure 5.6: (a) The parameter trajectory of TDPIA. (b) Plot of E¯c(x1, x2) at
u1 = 0, u2 = 0.
5.4.3 Correlation of Regulation Signal
If these power supplies of IDCs at different locations are not closely correlated
across large distances, the power availability is smoothed when aggregated, and
the total volatility is much lower.
We generate a sequence of regulation signals of IDCs with different corre-
lations, and analyze relation of correlation and the average cost. The regulation
signal at two IDCs is generated as follows:
R1(t) = κ1 sin(ωt) + κ2N1(t),
R2(t) = κ1 sin(ωt+ γpi) + κ2N2(t),
t ≥ 0 (5.23)
where κ1 and κ2 are constants. N1(t), and N2(t) are independent standard nor-
mal random variables, and γ is a coefficient that measures the correlation of the
two signals. The TDPIA simulation is run 20 times, each time γ is increased by
0.1. The parameters are set to be κ1 = 1 and κ2 = 0.2 respectively. The arrival
processes as well as N 1 and N 2 are the same in all the 20 simulations. The cor-
relation of R1 and R2 is decreasing as γ increases from zero to one and increasing
as γ increases from one to two. As shown in Figure 5.8, the average cost is mono-
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Figure 5.7: The parameter trajectory of TDPIA with data at different time slots.
(a) Data between 12 am and 6 am. (b) Data between 6 am and 12 pm. (c) Data
between 12 pm and 6 pm. (d) Data between 6 pm and 12 am.
tone increasing with the correlation. This indicates that the small total volatility
caused by aggregation can reduce the cost.
5.4.4 Impact of Transport Delay
Recall that the delay cost (5.3) is composed of two parts, the queueing delay and
the transport delay. In Figure 5.8, the transport delays d11 and d12 for the two IDCs
are both set to be zero. However, some IDCs are located quite far from the source,
and there may exist some non-negligible transport delay. To explore the influence
of transport delay, we repeat the same simulations as in Section 5.4.3 but set the
transport delay d11 = 50, and d12 remains zero. In this case, the source is more
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Figure 5.8: The relation of γ and average cost with zero transport delay.
inclined to send data to the IDC with smaller transport delay. The corresponding
relations of performance and γ is shown in Figure 5.9. Comparing Figure 5.8
and Figure 5.9 shows that with large transport delay, the effect of reducing total
volatility by aggregation, and thus the reduction of cost is not that significant when
the correlation is small, as in the case of zero transport delay.
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Figure 5.9: The relation of γ and average cost when d11 = 50, and d12 = 0.
5.5 Conclusions and Future Work
Data load balancing combined with grid regulation across a large geographic re-
gion can be viewed as a complex queueing network consisting of hundreds of data
centers with thousands of servers.
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Nevertheless, it is found that approximating the optimal control solution us-
ing Taylor series approximations is as successful as found in the simpler one-
dimensional speed scaling model of Chapter 4. Although the MDP model is based
on the assumption that exogenous signals are i.i.d., the simulation results using
real-world data result in very low Bellman error. Through these simulation ex-
periments it is also verified that aggregation can help to reduce the total volatility
and thus improve performance. We conjecture that aggregation across sources can
also reduce the volatility and cost.
This is just a first step in understanding the overall control problem. One
theoretical question remains, what is the implication of a small Bellman error
for a real-world system that is not Markovian? On the technical side, in future
research it is important to look more closely at the impact of topology and the
possible risks to the grid operator or data center consumers.
In this chapter, we assume that the control process of the baseline model is
given. To make a more precise estimation, we could estimate the baseline state
process with a Kalman filter or a nonlinear filter. The corresponding policy for the
baseline model could be learned early on, by using TD-learning or Q-learning.
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CHAPTER 6
OPTIMAL CROSS-LAYER WIRELESS
CONTROL POLICIES
In this chapter, we present an on-line cross-layer control technique to obtain poli-
cies for wireless networks. Our approach combines adaptive modulation (AM)
and network utility maximization (NUM) over an infinite discrete-time horizon
using a class of performance measures we call ime smoothed utility functions.
Model approximations of the MDP are used to find suitable basis functions for
TD-learning and Q-learning. The approach yields network control policies that
learn the underlying characteristics of the random wireless channel and that ap-
proximately optimize network performance.
6.1 Introduction
In wireless systems the characteristics of the RF channel vary randomly over time.
Several different probabilistic models are used to represent this variation, but in
many practical systems the distribution is generally not well described. In this part
of thesis we combine AM and NUM to model the network in a manner similar to
[92]: AM adapts a transmitter’s rate and power as a function of the current channel
state. NUM models the upper layer performance of data flows through the network
and controls the rate at which packets are injected into the network. NUM models
upper layer performance using concave utility functions. Different protocols are
generally modeled using different functions. We consider time smoothed utility
functions, which measure an exponentially smoothed average data rate for a data
flow through the system. The time averaging models the different time scales used
by the physical layer and upper layer protocols and also the time sensitivity of the
traffic being carried by the network.
We assume that without prior knowledge, each packet is of equal value and
there is little justification in discounting future packets as inherently having lesser
value. Consequently, the system is modeled as an average-cost, infinite-horizon
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MDP. This model captures the trade-off between the demand for average system
performance as measured by utility functions, and the cost of supplying this per-
formance as measured by average transmitter power.
6.2 The MDP Model
For clarity, we consider a single wireless link carrying i = 1, . . .M data flows,
under time-varying flat fading. Time t = 0, 1, . . . is discrete. We model upper
layer performance using time-smoothed utility functions [93]. Link performance
is the average affine combination of the smoothed utility functions and transmitter
power. The objective is to obtain a policy that defines flow rates that is approxi-
mately optimal.
The link experiences i.i.d. flat fading, modeled by the channel state process
G(t) > 0, with unknown marginal distribution. However, in each time period
the transmitter is able to sample the channel and so has certain knowledge of the
current state of the channel. For notational simplicity, G(t) is normalized by the
noise at the receiver. The link transmits at an instantaneous power E(t), and the
link signal-to-noise ratio (SNR) is G(t)E(t).
The link instantaneous transmission rate is given by
µ(t) = log
(
1 +
G(t)E(t)
λ
)
, (6.1)
where λ = − log(BER) [94], and BER is the target bit error rate ceiling.
Data flows arrive at rate ui(t) ∈ RM+ , controlled by the upper layers of the
link. This is called the instantaneous source rate. Different flows can correspond
to different types of traffic, such as video, data, or voice, with different time char-
acteristics. We measure the upper layer performance using time-smoothed utility
functions. Associated with each flow i is a utility function Ui, which measures
the upper layer performance of the averaged flow of ui. Different flows may have
different utility functions, reflecting the use of different protocols. Utility func-
tions are assumed to be increasing and strictly concave. The concavity assumption
means that there are diminishing marginal returns with increasing rate.
For a given averaging parameter δ ∈ (0, 1), the time-averaged data flow x
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evolving on RM+ is defined by
x(t+ 1) = δx(t) + (1− δ)u(t). (6.2)
Averaging the flow rate reflects the demands of different types of traffic. When
δ = 0 each period is evaluated independently. This models traffic that is delay
sensitive or where packets cannot be shifted between time periods. Voice traf-
fic, with the appropriate utility function, can be modeled in this manner. For file
transfer, packets can be shifted between periods, with the average rate a more
important metric than the instantaneous rate. In this case δ ≈ 1 may be appro-
priate. For video traffic, short-term averages may be most appropriate and an
intermediate value of δ can be used. For concreteness and simplicity we take
Ui(xi) = log(xi + 1) throughout most of this chapter. We denote the total utility
by
U(x) =
M∑
i=1
Ui(xi) =
M∑
i=1
log(xi + 1). (6.3)
The system first samples the channel G(t). Based on this and the average data
flow rate x(t), it then adjusts its transmitter power E(t), link rate µ(t), and the
instantaneous source rate u(t). Since no buffering is assumed, the instantaneous
traffic rate carried by the link must equal the link instantaneous transmission rate,
1Tu = µ, (6.4)
and consequently from (6.1) the data flow rates and channel state determine the
transmitter power. When G(t) = g, then
E(t) = λe
1Tu − 1
g
. (6.5)
In each time period the objective function is the difference between the sum
of the utility functions and the scaled cost of the transmitter power used by the
system:
c(x, g, u) = vE(g, u)− U(x) = vλe
1Tu − 1
g
− U(x) , (6.6)
where v is the trade-off between transmitter power and utility.
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6.3 Value Function Approximations
In the cross-layer wireless control problem, G(t) is observable at time t. There-
fore, for the extended state process (X,G), the ACOE (2.6) is
η∗ + h∗(x, g) = min
u≥0
(
c(x, u, g) + Puh
∗ (x, g)
)
. (6.7)
As in Chapter 5, we define L∗(x) to be the conditional expectation of h∗, given
X = x:
L∗(x) = E[h∗(x,G)], (6.8)
so that the ACOE can be expressed
η∗ + h∗(x, g) = min
u≥0
(
c(x, g, u) + L∗(δx+ (1− δ)u)). (6.9)
We assume that VIA (5.13) convergences for the cross-layer wireless control
model. Some properties of the value function are established in the following
proposition.
Proposition 18. Suppose that the VIA algorithm (5.13) is convergent for some
initial condition L0 which is non-increasing and convex as a function of x. If U is
concave and non-decreasing, then L∗ in (6.8) is convex and non-increasing.
We consider several approximations for the function L∗. We begin with Tay-
lor series approximations for the function L∗, similarly to the techniques used in
Chapter 5.
6.3.1 Single-Flow Single-Link Model
If L∗ is differentiable, as it will be a.e. under the assumptions of Proposition 18,
we approximate (6.9) by using the first-order Taylor series expansion,
η∗ + h∗(x, g) ∼= min
u≥0
(
c(x, g, u) + L∗(x) + (1− δ)∇L∗(x)(u− x)). (6.10)
Substituting G for g and taking expectation on both sides of (6.10) give that
η∗ + L∗(x) ∼= E[min
u≥0
(c(x,G, u) + (1− δ)∇L∗(x)(u− x))] + L∗(x),
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and thence,
η∗ ∼= E[min
u≥0
(c(x,G, u) + (1− δ)∇L∗(x)(u− x))]. (6.11)
Using the first-order optimality condition gives the minimizer in the right-hand
side of (6.11),
vλ
eu
∗
g
+ (1− δ)∇L∗(x) = 0, G = g.
This can be solved to give an approximation for the optimal policy φ∗, which is
the minimizer in (6.7),
φ∗(x, g) ∼= [log((1− δ)g
vλ
|∇L∗(x)|)]
+
. (6.12)
6.3.2 Multi-Flow Single-Link Model
Similar to (6.11), the ACOE (6.9) for the multi-flow single-link model can be
approximated as
η∗ ∼= E[min
u≥0
(c(x,G, u) + (1− δ)∇L∗T (x)(u− x))], (6.13)
where∇L∗(x) = (∂L∗/∂x1, . . . , ∂L∗/∂xM). The first-order optimality condition
gives u∗ as a function of G = g,
vλ
e1
Tu∗
g
+ (1− δ)∇iL∗ = 0 if u∗i > 0,
vλ
e1
Tu∗
g
+ (1− δ)∇iL∗ ≥ 0 if u∗i = 0,
where∇iL∗ = ∂L∗(x)/∂xi. Solving for u∗ then gives an approximation for φ∗,
φ∗(x, g) ∼=

[
log( (1−δ)g
vλ
|∇iL∗|)
]
+
if i = arg min
j
∇jL∗
0 otherwise.
(6.14)
In the rest of the section we obtain approximations for the relative value func-
tion using these results. The simplest approximations are obtained by considering
a large initial condition.
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6.3.3 Approximations for Large x
The functions h∗ and L∗ are convex in x ∈ RM and are bounded on bounded
subsets of RM , since U is continuous. To obtain further structure we consider
large values of X(0) and apply the approximations from Section 6.3.1.
For this we apply the DP equation, which in the case of average cost may be
interpreted as a martingale representation of the relative value function: For any
time T ≥ 1, and (X(0), G(0)) = (x, g),
h∗(x, g) = min
U
E
[T−1∑
0
(
c(X(t), U(t), G(t))− η∗)+ L∗(X(T ))]. (6.15)
The minimum is achieved using the policy φ∗. Note that we have used the identity
E[h∗(X(T ), G(T ))] = E[L∗(X(T ))].
When Ui(xi) = log(xi+1) as assumed here, we obviously have ddxiUi (xi)→ 0
as xi → ∞, and consequently limxi→∞∇iL∗ (x) = 0. Based on the approxima-
tion (6.14) we conclude that U∗i (t) ∼= 0 when Xi(t) is sufficiently large. The
evolution of X is thus approximated by Xi(t+ 1) = δXi(t) when Xi(t) is large.
Consider the single-flow case, with x = X(0)  1. Assume that x• ≥ 1 is
a constant for which φ∗(x, g) = 0 whenever x ≥ x•. We then have, X(t + 1) =
δX(t), 0 ≤ t ≤ T, where T is the first time that X(t) < x•. Applying (6.6), this
gives the approximation,
h∗(x, g) ≈ Ex,g
[T−1∑
0
(−U(X(t))− η∗)+ L∗(X(T ))]. (6.16)
It is simplest to approximate T (x) and the right-hand side of (6.16) by first
approximating {X(t) : 0 ≤ t ≤ T} via the fluid model:
d
dt
x(t) = −(1− δ)x(t).
This has the solution x(t) = x(0)e−(1−δ)t, t ≤ T , where x(0) = X(0) = x. On
writing x(T ) = x•, we can solve xe−(1−δ)T = x• to obtain
T =
1
1− δ
(
log(x)− log(x•)
)
.
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Based on this, we approximate (6.16) by
h∗(x, g) ≈
∫ T
0
(−U(x(t))− η∗)dt+ L∗(x•),
valid for x x•. Moreover, for t ≤ T we have U(x(t)) ≈ log(x(t)) = log(x)−
(1− δ)t. On combining these approximations we finally approximate h∗(x, g) by
a function that is quadratic in log(x),
h∗(x, g) ≈ θ0 + θ1 log(x) + θ2(log(x))2, x x• ,
with {θi} constants.
For applications to TD-learning and Q-learning, we prefer to express this ap-
proximation for L∗ instead of h∗, and modify the approximation slightly so that it
will be meaningful for small values of x. For parameters θ1, θ2 ∈ R, and x x•,
L∗(x) ≈ θ1ψ1(x) + θ2ψ2(x), (6.17)
where
ψ1(x) = log(x+ 1) , ψ2(x) =
(
log(x+ e)
)2
, x ≥ 0. (6.18)
The shift by 1 and by e is to firstly ensure that the right-hand side of (6.17) is finite
at the origin, and secondly to enable an approximation that is convex over x ∈ R+.
The right-hand side of (6.17) is convex whenever θ1 and θ2 are non-positive.
The Q-function of the cross-layer wireless control model is expressed as
Q(x, g, u) = c(x, g, u) + Puh
∗ (x, g) = c(x, g, u) + L∗(δx+ (1− δ)u). (6.19)
Consequently, the basis functions for the Q-function can be formulated by using
(3.12)
ψQ(x, u) = ψ(x) + (1− δ)∇xψ(x) · (u− x),
where ψ is the basis for L∗ given in (6.18).
Generalization of this approximation to the multi-flow case is straightforward.
However, we can obtain a far simpler description by exploiting a form of state
space collapse observed in this model.
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6.3.4 State Space Collapse
Model reduction of the Markov model has been proposed in many works. In
[95,96], an optimal reduced Markov model is obtained via state aggregation. The
notion of state space collapse comes from the heavy-traffic theory of stochastic
networks [7]. In [97,98], state space collapse is used to design optimal evacuation
policies of large buildings. In this context, a reduction in dimension is obtained
through a separation of time-scales, much like in singular perturbation analysis in
dynamical systems and Markov chains. Here state space collapse follows from
the special structure of the system.
The set onto which the state is “collapsing” is the ray denoted S := {x|xi =
xj, 0 ≤ i, j ≤ M}. There are various reasons to suspect that the process X(t)
will favor this region:
1. S is absorbing. Suppose that X(0) ∈ S. Then by symmetry of the model
we conclude that U∗i (0) = U
∗
j (0) for each i, j. It follows from (6.2) that
X(1) ∈ S, and thus X(t) ∈ S for each t.
2. φ∗ favors S. It can be shown from the approximation (6.14): If X(0) is far
from S, then Ui(0) will be large only for i for which Xi(0) X(0), where
the bar denotes average.
A third way of understanding this collapse is through a relaxation. We con-
sider the multi-flow model in which X(t) is constrained to RM+ and 1TU(t) is
constrained to be non-negative, but no constraints are imposed on the individual
values {Ui(t) : 1 ≤ i ≤ M}. We call this the relaxed problem. In the following
proposition we show that the state process for the optimal solution to the relaxed
problem stays in S. The proof is given in Appendix A.5.
Proposition 19. For each t and initial conditionX(0) ∈ RM+ , the optimal solution
for the relaxation satisfies X∗(t) ∈ S for each t ≥ 1.
Let hˆ∗ denote the relative value function for the relaxation, and Lˆ∗(x) =
E[hˆ∗(x,G)]. Figure 6.1 (a) shows Lˆ∗ for a model with two flows. Figure 6.1
(b) plots the error |Lˆ∗ − L∗| as a function of x. The relative error is extremely
small in this example.
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Figure 6.1: (a) Relaxed relative value function Lˆ∗ computed using value
iteration. (b) Difference between relaxed and unrelaxed value function.
6.4 Experimental Results
As in Chapter 5, we first use the VIA in (5.13) to estimate the value function for
the cross-layer wireless control problem as a reference.
In our numerical experiments the channel state takes on only three values
{1, 2, 3}, with probability {0.25, 0.5, 0.25}, respectively. The channel is sampled
i.i.d. from this distribution.
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Figure 6.2: Simulation results of the parameterized Q-learning for cross-layer
wireless control model. (a) The parameter convergence process. (b) A
comparison between L∗ from the VIA and Lθ∗ .
The estimates of coefficients obtained after 4,000 iterations of the Q-learning
algorithm (3.18) are given in Figure 6.2 (a). The weighting function is chosen
to be m(θ) =
(
log(‖θ‖))2 so that the right-hand side of (3.18) is Lipschitz in θ.
Shown in Figure 6.2 (b) is a comparison between L∗ from the VIA and Lθ∗ =
E[Qθ
∗
], where θ∗ is the final value obtained from Q-learning. The expectation of
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the normalized error E¯c defined in (5.22) is given in Figure 6.3.
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Figure 6.3: The expectation of the normalized error E¯c(x, 0).
6.5 Conclusions
In this chapter, we obtain approximate solutions to ACOE by the resultant first-
order ODE, which in turn yields basis functions useful for TD-learning and Q-
learning. For the case of multiple data flows with identical utility functions, we
show that the system experiences a form of state space collapse, with individual
flows converging to the same average flow rates. Simple numerical simulations
suggest that the basis functions found by our approach yield good approximations
to the relative value functions found using VIA.
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CHAPTER 7
CONCLUSIONS
In this final chapter, we briefly summarize the contributions of this thesis. The
main contribution of this thesis is that idealized models are useful for designing
the function class for TD-learning and Q-learning. This approach is applicable
for control synthesis and performance approximation of Markov models in a wide
range of applications. Strong motivation for this approach is provided by Taylor
series arguments that can be used to bound the difference between the relative
value function h∗ and approximations based on fluid or diffusion models.
A novel RL approach of parametrized Q-learning algorithm is proposed in
Chapter 3. Our RL approach of Q-learning is constructed based on an ADP
approach known as split sampling by approximating the transition kernel of the
MDP. Motivated by the relations of the idealized model and MDP, we use Taylor
series arguments to make the approximations. We also characterized the condi-
tions for convergence and stability properties of the algorithm by using the ODE
method.
To illustrate the proposed techniques, we have focused on several applications.
These applications reveal that the proposed approach to approximation yields re-
markably accurate results. Bounds for the Bellman error and the direct error w.r.t.
the fluid and diffusion approximations indicate that the value functions of these
idealized models are good approximations of the solution to the ACOE. In partic-
ular, numerical experiments revealed that value iteration initialized using the fluid
approximation results in much faster convergence, and policy iteration coupled
with TD-learning quickly converges to an approximately optimal policy when the
fluid and diffusion models are considered in the construction of a basis.
The power of idealized models for basis synthesis is plainly illustrated in the
examples considered in this thesis. In each case, we demonstrated that the basis
functions obtained through fluid and diffusion value functions result in very small
Bellman error for the value function obtained from TDPIA and Q-learning.
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APPENDIX A
PROOFS FOR THE THESIS
A.1 Proofs for Chapter 2
We now establish the bounds on direct and Bellman error surveyed in Chapter 2.
The first proof establishes bounds on the direct error in terms of the Bellman error:
Proof of Proposition 2 We first obtain an upper bound on the direct error Ed(x).
Based on the assumptions, h∗ (x) and h (x) have the SSP representations. Conse-
quently, the direct error can be written as
h∗ (x)− h (x) = min
U
Ex[
τx◦−1∑
t=0
(c(X(t), U(t))− η∗)]− Eφhx [
τx◦−1∑
t=0
(chφh(X(t))− η)]
≤Eφhx [
τx◦−1∑
t=0
(cφh(X(t))− η∗)]− Eφhx [
τx◦−1∑
t=0
(chφh(X(t))− η)]
=Eφ
h
x [
τx◦−1∑
t=0
(EB(X(t))− η∗)],
where the last equality follows from the definition of the perturbed cost in (2.15).
The proof of the lower bound is identical. uunionsq
Bounds on the Bellman error are obtained using elementary calculus in the
following.
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Proof of Proposition 3 By the mean value theorem, there exists a random vari-
able X l between x and x+ f(x, φJ∗(x),W (1)) such that
DφJ∗J∗(x) =E
[
J∗(X(t+ 1))− J∗(X(t)) |
X(t) = x , U(t) = φJ∗(x)
]
=E[∇J∗(x)Tf(x, φJ∗(x),W (1))
+ 1
2
f(x, φJ∗(x),W (1))T∇2J∗ (X l)
· f(x, φJ∗(x),W (1))].
From the definition of the Bellman error (2.14), we have
EB(x) = min
u∈U(x)
(
c(x, u) +DuJ∗ (x)
)
=cφJ∗(x) +DφJ∗J∗(x)
=
[
cφJ∗(x)− η +∇J∗(x)Tf(x, φJ∗(x))
]
+ 1
2
E[f(x, φJ∗(x),W (1))T∇2J∗ (X l)
· f(x, φJ∗(x),W (1))] + η.
The first term in brackets is made smaller if φJ∗ is replaced by φF∗, and then van-
ishes by (2.22). This gives the desired lower bound on the Bellman error.
The proof of the upper bound is similar. From the definition of the Bellman
error (2.14), we have
EB(x) = min
u∈U(x)
(c(x, u) +DuJ∗ (x))
≤cφF∗(x) +DφF∗(x)J∗(x).
(A.1)
By the mean value theorem, there exists a random variable Xu between x and
x+ f(x, φF∗,W (1)) such that
DφF∗J∗(x)
=E[∇J∗(x)Tf(x, φF∗(x),W (1))
+ 1
2
f(x, φF∗(x),W (1))T∇2J∗ (Xu) · f(x, φF∗(x),W (1))].
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Consequently,
cφF∗(x) +DφF∗(x)J∗(x)
=
[
cφF∗(x)− η +∇J∗(x)Tf(x, φF∗(x))
]
+ 1
2
E[f(x, φF∗(x),W (1))T∇2J∗ (Xu)
· f(x, φF∗(x),W (1))] + η.
(A.2)
The first term vanishes by (2.22).
Combining (A.1) and (A.2) gives the desired upper bound on the Bellman
error. uunionsq
A.2 Proofs for Chapter 3
Proof of Proposition 4 By Theorem (2.1) in [10], if the ODE at infinity (3.22) is
stable, then the algorithm (3.18) is stable in the sense that for any initial condition
θ0, supn ‖θn‖ <∞ a.s. So to prove the proposition, it is enough to prove the sta-
bility of the ODE at infinity. We prove it by constructing the following Lyapunov
function,
V∞(θ) = E[(Eθ∞)2]. (A.3)
It is obvious that V∞(θ) is non-negative.
Provided we can exchange expectation and derivative, differentiating V∞(θ)
over θ gives
∇θV∞(θ) = ∇θE[(Eθ∞)2] = E[∇θ(Eθ∞)2] = 2E[Eθ∞∇θEθ∞].
Consequently,
d
dt
V∞(θ) =∇θV∞(θ)TF∞(θ)
=− 2E[Eθ∞∇θEθ∞]TE[Eθ∞∇θÊθ∞]/m∞(θ)
=− 2E[Eθ∞∇θEθ∞]TE[Eθ∞(∇θEθ∞ +∇θÊθ∞ −∇θEθ∞)]/m∞(θ)
=2(E[Eθ∞∇θEθ∞]TE[Eθ∞(∇θEθ∞ −∇θÊθ∞)]− ‖E[Eθ∞∇θEθ∞]‖2)/m∞(θ)
≤2(‖E[Eθ∞∇θEθ∞]‖‖E[Eθ∞(∇θEθ∞ −∇θÊθ∞)]‖ − ‖E[Eθ∞∇θEθ∞]‖2)/m∞(θ)
<0,
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where the first inequality comes from the Cauchy-Schwarz inequality and the last
one from the assumption ‖E[Eθ∞(∇θEθ∞ −∇θÊθ∞)]‖ < ‖E[Eθ∞∇θEθ∞]‖.
Following the definition (A.3), V∞(θ) = 0 if and only if Eθ∞ = 0 a.e. So, if for
all θ 6= 0, Eθ∞ 6= 0 over positive support, V∞(θ) is positive definite. And the ODE
at infinity is stable. uunionsq
Proof of Proposition 5 Part (1) of Proposition 5 follows directly from Theorem
(2.2) in [10].
Now we prove the error bound (3.24). Under the convexity assumption of
ε(θ), we have
ε(θ̂∗)− ε(θ∗) ≤ ∇θε(θ)|θ=θ̂∗(θ̂∗ − θ∗)
≤ ‖∇θε(θ)|θ=θ̂∗‖‖θ̂∗ − θ∗‖,
(A.4)
where the second inequality comes from the Cauchy-Schwarz inequality.
Moreover, the equilibrium of the ODE (3.23) satisfies E[Eθ∇θÊθ]|θ=θ̂∗ = 0.
Consequently, ∇θε(θ)|θ=θ̂∗ can be written as
∇θε(θ)|θ=θ̂∗ = E[Eθ∇θEθ]|θ=θ̂∗
= E[Eθ∇θEθ]|θ=θ̂∗ − E[Eθ∇θÊθ]|θ=θ̂∗
= E[Eθ(∇θEθ −∇θÊθ)]|θ=θ̂∗
= E[Eθ∇θ
(
(Pu − P̂u)Qθ
)
]|θ=θ̂∗ ,
(A.5)
where the last equality follows by substituting the definitions of Eθ and Êθ.
Substitude (A.5) into (A.4) gives (3.24). uunionsq
A.3 Proofs for Chapter 4
Proof of Lemma 6 The first derivative of K∗ in (4.7) is
∇K∗(x) = α + (2x+ α2) 12 . (A.6)
It is an increasing, concave, and positive function. Consequently, the function K∗
is convex and increasing.
The second derivative of K∗ is
∇2K∗(x) = (2x+ α2)− 12 . (A.7)
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It is positive and decreasing and vanishes as x− 12 as x→∞.
uunionsq
Proof of Proposition 7 (i) From (2.22), the value function for the fluid model
solves the following equation:
0 = min
u≥0
(
x+ ν([u− α]+)% +∇J∗(x) · (−u+ α)
)
. (A.8)
Equivalently,
x+ ν([φF∗(x)− α]+)% = ∇J∗(x) · (φF∗(x)− α),
where u = φF∗ is the minimizer of the function u 7→ x+ ν([u−α]+)% +∇J∗(x) ·
(−u + α). For each x, this function is decreasing on [0, α]; thus φF∗(x) ≥ α.
Using the first-order optimality condition gives
φF∗(x) =
( 1
ν%
∇J∗(x)) 1%−1 + α. (A.9)
By substituting (A.9) into (A.8), we have x = (ν%−ν)(φF∗(x)−α)%, which gives
the desired value function and optimal policy.
We now prove (ii). The fluid value function satisfies the DP equation
0 = min
u≥0
(
x+ ν[eκu − eκα]+ +∇J∗(x) · (−u+ α)
)
.
Arguing as in case (i), we see that the minimizer of the right-hand-side φF∗(x)
satisfies φF∗(x) ≥ α. The first-order optimality condition gives
κνeκφ
F∗(x) = ∇J∗(x). (A.10)
By substituting (A.10) for ∇J∗(x) into the DP equation, and after some manipu-
lation, we arrive at
x− ν˜ = eν˜eκ(φF∗(x)−α)−1[κ(φF∗(x)− α)− 1],
where ν˜ = νeκα. Letting w = κ(φF∗(x)− α)− 1, we can write the above as
x− ν˜
eν˜
= eww. (A.11)
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Alternatively,
w = W
(
x− ν˜
eν˜
)
and φF∗(x) =
W (x−ν˜
eν˜
) + 1
κ
+ α, (A.12)
where W is the Lambert W function.
To show the bounds on J∗, write J∗(x) = C1 +
∫ x
b
∇J∗(s)ds. Now
∇J∗(s) = κeν˜eW( s−ν˜eν˜ ) = κeν˜
s−ν˜
eν˜
W
(
s−ν˜
eν˜
) ≥ keν˜ s−ν˜eν˜
log
(
s−ν˜
eν˜
) ,
where the inequality holds for s−ν˜
eν˜
≥ e. Using the substitution t = s−ν˜
eν˜
, taking
b = ν˜(e2 + 1), and letting y = x−ν˜
eν˜
we obtain
J∗(x) ≥ C1 + κ(eν˜)2
∫ y
e
t
log t
dt
≥ C1 + κ(eν˜)2 t
2
2 log t
∣∣y
e
= C− +
κ
2
x˜2
log(x˜)− log(ν)− (κα + 1) .
Again using that W (y) ≤ log y, we can derive an upper bound on J∗ as follows:
J∗(x) = C2 +
∫ y
e
κeν˜eW (t)eν˜dt
≤ C2 + κeν˜eν˜
∫ y
e
tdt
= C+ +
κ
2
x˜2.
This completes the proof. uunionsq
Proof of Proposition 8 For any x ∈ X, if x ≥ x1, the policy in (4.11) is φ0(x) =
x− x1. Consequently, we have
P (X(1) = x1|X(0) = x) = (P (A(1) = 0)) > 0.
If 0 ≤ x < x1, the policy in (4.11) becomes φ0(x) = 0. Let Tx = d(x1−x)/ε0e+
1, and we obtain
P (X(Tx) = x1|X(0) = x) ≥ (P (A(1) > ε0))Tx−1(P (A(1) = 0)) > 0.
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This indicates that the Markov chain under policy φ0 is x1-irreducible. uunionsq
Proof of Proposition 9 The proof that any bounded set is small is similar to the
proof in Proposition 8. Given a bounded set S ⊆ X, for any x ∈ S, if x ≥ x1, we
have
P (X(1) = x1|X(0) = x) = (P (A(1) = 0)) > 0.
If x < x1, let T = dx1/ε0e+ 1, we have
P (X(T ) = x1|X(0) = x) ≥ (P (A(1) > ε0))T−1(P (A(1) = 0)) > 0.
By the definition in (4.12), any bounded set is small.
Moreover, under φ0 we have
P (X(1) = x1|X(0) = x1) = (P (A(1) = 0)) > 0,
which shows that the controlled chain under φ0 is aperiodic.
Lastly, we show that the controlled chain under φ0 satisfies Poisson’s inequal-
ity. Consider the function V = x2. Denote η¯0 = supx
(
Pφ0V (x)−V (x)+cφ0(x)
)
.
If x < x1, we have Pφ0V (x) = E[(x+A(1))
2]. The continuity of V and c, as well
as the assumption thatA(1) is bounded show that Pφ0V (x)−V (x)+cφ0(x) is up-
per bounded over the set [0, x1]. If x ≥ x1, we have Pφ0V (x) = E[(x1 + A(1))2]
is a constant, and cφ0(x)− V (x) = x+ 12(x− x1)2 − x2 is upper bounded. Con-
sequently, η¯0 is upper bounded and Poisson’s inequality (4.13) holds.
This completes the proof of Proposition 9. uunionsq
Proof of Proposition 10 To prove the existence of a solution to ACOE, we show
that the conditions of Theorem 9.0.4 in [7] hold.
First, there is a coercive function c such that c(x, u) ≥ c(x) for all x and u,
which is satisfied since we can take c(x) = x.
Moreover, as shown in Proposition 8 and Proposition 9, for each x1 ∈ X, φ0
in (4.11) is a regular policy that is also x1-irreducible. By Theorem 9.0.4 of [7],
there exists a solution (h∗, η∗) to the ACOE (2.6).
The SSP representation of h∗ then follows by Proposition 9.4.4 and Proposi-
tion 9.4.5 of [7]. uunionsq
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To compute the bounds on EB in (A.17), we first give some properties of the
(c,K∗)-myopic policy φK∗ in the following lemma.
Lemma 20. The policy φK∗ satisfies
lim
x→∞
φK∗(x)√
x
=
1√
2
.
Proof: On denoting K
∗
(x) = E[K∗(x + A(1))], we can express the (c,K∗)-
myopic policy by using the first-order optimality condition in the definition (2.7),
φK∗(x) = ∇K∗(x− φK∗(x)).
Since∇K∗(x) is a concave function of x, a result given in Lemma 6, by Jensen’s
inequality we obtain
∇K∗(x− φK∗(x)) =E[∇K∗(x− φK∗(x) + A(1))]
≤E[∇K∗(x+ A(1))]
≤∇K∗(x+ E[A(1)])
=∇K∗(x+ α).
(A.13)
The first equality is justified because A(1) has bounded support and K∗ is C2,
so we can justify the exchange of expectation and derivative. The first inequality
follows from convexity of K∗.
Equations (A.13) combined with (A.6) imply the upper bound,
φK∗(x) = O(x 12 ). (A.14)
We next establish a limit.
Since∇K∗ is increasing, as shown in (A.6), we obtain
φK∗(x) = ∇K∗(x− φK∗(x)) ≥ ∇K∗(x− φK∗(x)). (A.15)
Combining (A.13) and (A.15) gives
lim
x→∞
φK∗(x) = lim
x→∞
∇K∗(x). (A.16)
Substituting (A.6) into (A.16) then gives the desired conclusion. uunionsq
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Proof of Proposition 12 Part (i) The lower bound of EB follows directly from
Proposition 3 Part (i),
EB(x) ≥ 12E
[∇2K∗(X l) · (−φK∗(x) + A(1))2]+ η
≥ 1
2
E
[∇2K∗(x+ A(1)) · (−φK∗(x) + A(1))2] ≥ 0, (A.17)
where the second and third inequalities follow from Lemma 6 that the second
derivative of K∗ is positive and decreasing.
Combining Lemma 20 and Assumption A1 we obtain
lim
x→∞
1√
2x
E
[∇2K∗(x+ A(1)) · (−φK∗(x) + A(1))2] = 1. (A.18)
Similarly, the upper bound of the Bellman error follows from Proposition 3 Part (ii),
EB(x) ≤ 12E
[∇2K∗(Xu) · (−φF∗(x) + A(1))2]
≤ 1
2
E
[∇2K∗(x− φF∗(x)) · (−φF∗(x) + A(1))2] ,
where the second inequality follows from the fact that∇2K∗ is decreasing.
The fluid optimal policy based onK∗ is φF∗(x) = ∇K∗(x), and (A.7) provides
an expression for the second derivative of K∗. Substituting these expressions in
the previous limit gives
lim
x→∞
1√
2x
E
[∇2K∗(x− φF∗(x)) · (−φF∗(x) + A(1))2] = 1. (A.19)
Combining (A.18) and (A.19) gives the desired conclusion. uunionsq
To bound the direct error, we begin with a lemma useful to obtain finer bounds
on value functions. It is simplest to state the following result for a general Markov
chain on R+:
Proposition 21. Suppose that Poisson’s inequality (4.13) holds, and that the con-
tinuous functions V and c satisfy for some 1 ≤ zc < zv, and ε > 0,
V (x) ≤ ε−1xzv , c(x) ≥ εxzc , x ≥ 1.
Then there exists a bounded set S such that for any scalar ρ satisfying ρ < 1 and
ρ ≥ (1− zc/zv), there exists a solution to (V3) of [54],
PVρ ≤ Vρ − cρ + bIS
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where S is a bounded set, b is a constant, and the functions satisfy, for perhaps a
different ε > 0,
Vρ(x) ≤ ε−1xρzv , cρ(x) ≥ εxzc−(1−ρ)zv , x ≥ 1.
Proof: The function Vρ is given by Vρ = (1 + V )ρ. First note that Poisson’s
inequality implies a version of (V3),
PV ≤ V − c1 + b1IS1 ,
where c1 = 1 + 12c, b1 is a constant, and S1 is a bounded interval. This holds
because of the assumptions on c.
The bound is then a simple application of concavity:
Vρ(X(t+ 1)) ≤Vρ(X(t)) + ρ(1 + V (X(t)))ρ−1(
V (X(t+ 1))− V (X(t))). (A.20)
Taking conditional expectations given X(t) = x gives
PVρ (x) ≤ Vρ(x) + ρ(1 + V (x))ρ−1
(
PV (x)− V (x))
≤ Vρ(x) + ρ(1 + V (x))ρ−1
(−c1(x) + b1IS1(x)),
which implies the result. uunionsq
The following lemma is based on the comparison theorem in [54].
Lemma 22. The following inequality holds,
Eφ
K∗
x [
τ0−1∑
t=0
EB(X(t))] ≤ b1x+ b2,
where b1 and b2 are two constants.
Proof: Equation (4.15) shows that the following Poisson’s equation holds,
PV = V − c+ η,
where P = PφK∗ , c = cK
∗
(x, φK∗(x)), and V = K∗ is a Lyapunov function.
Applying (4.7) and (4.16), there exist x0 > 0 and 1 > ε > 0 such that
V (x) ≤ ε−1x 32 , c(x) ≥ εx, x ≥ x0.
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Consequently, Proposition 21 implies that there exists a solution of (V3):
PVρ ≤ Vρ − cρ + bIS,
where ρ = 2/3, S is a bounded set, b is a constant, and the functions satisfy, for
ε1 > 0,
Vρ(x) ≤ ε−11 x, cρ(x) ≥ ε1x 12 , x ≥ x0.
Following Proposition 12 and Theorem (14.2.3) in [54] gives
Eφ
K∗
x [
τ0−1∑
t=0
EB(X(t))] ≤ a1EφK∗x [
τ0−1∑
t=0
(
X(t)
1
2 + a2
)
] ≤ b1x+ b2,
where a1, a2, b1 and b2 are constants. uunionsq
Proof of Proposition 12 Part (ii) We first obtain an upper bound on Ed. Com-
bining Proposition 2 and Lemma 22 gives the desired upper bound on the direct
error:
Ed(x) ≤ EφK∗x [
τ0−1∑
t=0
(EB(X(t))− η∗)]
≤ EφK∗x [
τ0−1∑
t=0
EB(X(t))] ≤ b1x+ b2.
The proof of the lower bound is similar. Proposition 12 implies that there exist
a constant b > 0 and a bounded set S such that
EB(x)− η∗ ≥ −bIS. (A.21)
By Lemma 11.3.10 in [54] and the bound (4.12) proved in Proposition 9, we have
Eφ
∗
x [
∑τ0−1
t=0 IS] < n, where n > 0 is a constant. Consequently, Proposition 2
together with (A.21) gives the lower bound on the direct error,
Ed(x) ≥ Eφ∗x [
τ0−1∑
t=0
(EB(X(t))− η∗)] ≥ −Eφ∗x [
τ0−1∑
t=0
bIS] ≥ −bn.
uunionsq
Proof of Proposition 13 The convexity and monotonicity of K∗ is established
in Lemma 6.
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The Bellman error EDB for K∗ is
EDB (x) = min
u≥0
(
c(x, u) +DDuK∗(x)
)
= min
u≥0
(
c(x, u) + (−u+ α)∇K∗(x))+ 1
2
σ2A∇2K∗(x).
(A.22)
The minimum vanishes by (2.22), which implies the desired bound on EDB (x). uunionsq
Proof of Proposition 14 It is easy to verify that the derivative of h defined in
(4.21) is increasing, so that h is convex. Moreover, the derivative of h is non-
negative since∇h(0) ≥ 0, and thus h is non-decreasing.
Using the first-order optimality condition gives the minimizer in (4.20),
φ(x) = ∇h (x). (A.23)
Substituting (4.17) and (A.23) into (4.20) gives
EDB (x) =η(2x+ α2) 12 (2x+ q2)− 12 − 12η2(2x+ q2)−1
+ 1
2
σ2A
(
(2x+ α2)−
1
2 + η(2x+ q2)−
3
2
)
.
(A.24)
The first term in EDB can be approximated using the Taylor series,
η(2x+ α2)
1
2 (2x+ q2)−
1
2
=η(1 +
α2 − q2
2
(2x+ q2)−1 +O(x−2)),
(A.25)
and combining (A.24) and (A.25) gives the desired conclusion. uunionsq
A.4 Proofs for Chapter 5
Proof of Proposition 16 The proof is based on coupling two realizations of
the model with different initial conditions, but identical arrival processes A and
regulation signal process R.
We first show that Vn is convex. Consider two initial conditions xa and xb
for two processes Xa and Xb, and let {U a,U b} denote controls that are feasible
at their respective initial conditions. For θ ∈ [0, 1] and t ≥ 0, we denote xθ =
θxa + (1− θ)xb, and Uθ(t) = θUa(t) + (1− θ)Ub(t). Because the arrival process
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A is common to both models, it follows that U θ is also feasible for the process
defined for each t as the convex combination, Xθ(t) = θXa(t) + (1− θ)Xb(t).
For n = 0, take Ua(0) = ua, Ub(0) = ub, and fixed a value of r. Denote
uθ = θua + (1− θ)ub. Optimality of V0, and convexity of L0 and c then give
V0(xθ, r) ≤ c(xθ, uθ, r) + Exθ,r[L0(Xθ(1))]
≤ θc(xa, ua, r) + θExa,r[L0(Xa(1))]
+ (1− θ)c(xb, ub, r) + (1− θ)Exb,r[L0(Xb(1))].
Since ua and ub are arbitrary feasible inputs, this gives the convexity of V0.
For general n ≥ 1, optimality of Vn and convexity give
Vn(xθ, r) ≤ Exθ,r[
n−1∑
0
(c(Xθ(t), Uθ(t), R(t))) + V0(Xθ(t), R(t))]
≤ Exa,r[
n−1∑
0
θ(c(Xa(t), Ua(t), R(t))) + θV0(Xa(t), R(t))]
+ Exb,r[
n−1∑
0
(1− θ)(c(Xb(t), Ub(t), R(t))) + (1− θ)V0(Xb(t), R(t))].
Since U a and U b are arbitrary feasible inputs, we obtain the convexity of Vn.
We conclude that Vn(x, r)− Vn(0, 0) is convex for each n, and hence so is the
limit h∗(x, r). It is then obvious that L∗ shares these properties by applying the
definition (6.8). uunionsq
Proof of Proposition 17 Part (i) Substituting the cost in (5.2) into the definition
of the Bellman error (5.16) gives that,
EF(x) =E[ min
u∈U(x)
(c(x, u,R) +∇K(x)Tf(x, u))]
=E[ min
u∈U(x)
( N∑
i=1
(xi + κppidi + κsκ¯ie
r
i + κg(κ¯ie
r
i −Ri)2
+ κsβi +∇iK(x)(−niei + αpi))
)
],
(A.26)
where∇iK(x) = ∂K(x)/∂xi.
The feasibility of model (5.1) requires that ei ∈ [0, xi/ni], and thus eri ∈
[−ebi , xi/ni− ebi ]. Using the first-order optimality condition on the right-hand side
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of (A.26) gives the minimizer,
er∗i = min(max(
2κ¯iκgRi − κsκ¯i + ni∇iK(x)
2κ¯2iκg
,−ebi), xi/ni − ebi), 1 ≤ i ≤ N
p∗i =

1 if i = arg min
j
(α∇jK + κpdj)
0 otherwise.
(A.27)
The partial derivative of K in (5.17) is
∇iK(x) = ai + 3
2
bi(xi + ci)
1
2 . (A.28)
Substituting (A.28) into (A.27) shows that under the assumption Ri has bounded
support, there exists Ni > 0 such that for xi > Ni
er∗i =
2κ¯iκgRi − κsκ¯i + ni∇iK(x)
2κ¯2iκg
.
Denote i∗ = arg minj(α∇jK + κpdj), and
E iF(x) = E[(xi+κpp∗i di+κsκ¯ier∗i +κg(κ¯ier∗i −Ri)2+κsβi+∇iK(x)(−ni(er∗i +eb)+αp∗i )].
For i 6= i∗, we have E iF(x) = 0 for xi > Ni, and E iF(x) is bounded for xi ∈ [0, Ni].
For i = i∗, we have E iF(x) = α∇iK(x) for xi > Ni, and E iF(x) is bounded for
xi ∈ [0, Ni].
This gives the desired conclusion.
Proof of Proposition 17 Part (ii) From the definition of the Bellman error for
MDP model (5.10), we have
E¯B(x) = E[EB(x,R)] = E[ min
u∈U(x)
(
c(x, u,R) + PuK (x)
)
]−K(x), x ∈ X.
≤E[c(x, φF∗(x), R) + PφF∗(x)K (x)]−K(x),
where φF∗(x) is the policy given in (A.27).
By the mean value theorem, there exists a random variable Xu between x and
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x+ f(x, φF∗, A(1)) such that
PφF∗K (x) =K(x) + E[∇K(x)Tf(x, φF∗(x), A(1))
+ 1
2
f(x, φF∗(x),W (1))T∇2K (Xu) · f(x, φF∗(x), A(1))].
Consequently,
E[c(x, φF∗(x), R) + PφF∗K (x)]−K(x)
=E[c(x, φF∗(x), R) +∇K(x)Tf(x, φF∗(x))]
+ 1
2
E[f(x, φF∗(x), A(1))T∇2K (Xu) · f(x, φF∗(x), A(1))]
=EF(x) + 12E[f(x, φF∗(x), A(1))T∇2K (Xu) · f(x, φF∗(x), A(1))].
Moreover, the second derivative of K is decreasing. Hence we have
E[EB(x,R)] ≤EF(x) + 12E[f(x, φF∗(x), A(1))T∇2K (x− ne∗) · f(x, φF∗(x), A(1))]
=EF(x) + 12E[
N∑
i=1
(∇2iK (x− ne∗)(−nie∗i + A(1)p∗i )2)],
where∇2iK(x) = ∂2K(x)/∂xi∂xi, e∗ = er∗ + eb, and n = [n1, · · · , nN ]T.
The policy given in (A.27) and the assumption that Ri is bounded give e∗i =
O(√xi). We have∇2iK(x) = O(1/
√
xi) from (5.17). Consequently,
E[∇2iK (x− ne∗)(−nie∗i + A(1)p∗i )2] = O(
√
xi). (A.29)
Combining (5.19) and (A.29) gives the desired upper bound on the Bellman error.
The proof of the lower bound is similar: Convexity of K gives the bound,
PuK (x)−K(x) ≥ E[∇K(x)Tf(x, u,A(1))] =
N∑
i=1
∇iK(x)(−niei + αpi).
From the definition (5.10) this gives
E[EB(x,R)] =E[ min
u∈U(x)
(
c(x, u,R) + PuK (x)
)
]−K(x)
≥E[ min
u∈U(x)
(
c(x, u,R) +
N∑
i=1
∇iK(x)(−niei + αpi)
)
] = EF(x).
uunionsq
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A.5 Proofs for Chapter 6
Proof of Proposition 18 We first establish these properties for the function Vn.
The proof of convexity of Vn is omitted since it is similar to the proof in Proposi-
tion 16.
To see that Vn is non-increasing we take two initial conditions xa ≥ xb and fix
a value of g for two processes Xa and Xb. Note that any input that is feasible for
the initial condition xb is also feasible for the initial condition xa.
For n = 0, take Ua(0) = Ub(0) = ub is feasible for xb. Optimality of V0 and
non-increasing of L0 then give
V0(xa, g) ≤ c(xa, ub, g) + Exa,g[L0(Xa(1))]
≤ c(xb, ub, g) + Exb,g[L0(Xb(1))].
Since ub is an arbitrary feasible input, this gives the non-increasing of V0.
For general n ≥ 1, for any input U b feasible with respect to the smaller initial
condition,
Vn(xa, g) ≤ Exa,g[
n−1∑
0
(c(Xa(t), Ub(t), G(t))) + V0(Xa(t), G(t))]
≤ Exb,g[
n−1∑
0
(c(Xb(t), Ub(t), G(t))) + V0(Xb(t), G(t))],
where the second equation again follows by linearity, combined with the form of
the cost structure (6.6) which implies that c is non-increasing in x. Minimizing
over all inputs U b establishes the bound Vn(xa, g) ≤ Vn(xb, g).
Therefore Vn(x, g)− Vn(0, 0) is convex and non-increasing for each n, and so
is the limit h∗(x, g). Its expectation L∗ also shares these properties. uunionsq
The proof of Proposition 19 follows easily from the following lemma. Define
hˆ+(x, g) := hˆ∗(x, g) + U(x).
Lemma 23. The function hˆ+(x, g) depends on x only through x :=M−1
∑
xi.
Proof: Denote by {hˆn} the sequence of solutions to the value iteration algo-
rithm, initialized with hˆ0 ≡ 0, and define hˆ+n (x, g) = hˆn(x, g) + U(x) for each
n, x, g. To prove the lemma we establish by induction that hˆ+n is a function of
(x, g) for each n.
91
For n = 0 it is trivial. If it is true for a given n ≥ 0, then we apply the
definition,
hˆn+1(x, g) = min
1Tu≥0
(
c(x, u, g) + Lˆn(δx+ (1− δ)u)
)
,
where Lˆn(x) = E[hˆn(x,G)]. Applying (6.6) that defines c(x, g, u) = λvg (e
1Tu −
1)− U(x), we obtain
hˆ+n+1(x, g) = min
1Tu≥0
(λv
g
(e1
Tu − 1) + Lˆn(δx+ (1− δ)u)
)
. (A.30)
To prove the lemma we must show that the right-hand side is determined by (x, g).
Introducing a Lagrange multiplier α ≥ 0, the Lagrangian relaxation for this
optimization problem is expressed
hˆ+n+1(x, g) = min
u∈RM
(λv
g
(e1
Tu − 1) + Lˆn(δx+ (1− δ)u)− αu
)
with u:=1Tu. On taking derivatives with respect to u, we obtain for the optimizing
value u∗,
(1− δ)∇iLˆn(x∗) = α− λv
g
e1
Tu∗ , 1 ≤ i ≤M,
where x∗ := δx + (1 − δ)u∗. Observe that the derivative is independent of i =
1, . . . ,M . To complete the proof we apply the induction hypothesis, which im-
plies that the function Lˆn can be expressed as Lˆn(x) = −U(x) + `n(x) for a
function `n : R→ R. From (6.3) this then gives
(1− δ)U ′i (x∗i ) = (1− δ)`′n(x∗)− α +
λv
g
eMu
∗
(A.31)
with u∗ = M−11Tu∗, and x∗ = δx + (1 − δ)u∗. We can invert (A.31) (recall
Ui(xi) = log(xi + 1) is independent of i) to obtain
x∗i = U ′1−1
(
`′n(x
∗) +
1
(1− δ)
(−α + λv
g
eMu
∗))
. (A.32)
We now consider two cases: If α > 0 then complementary slackness gives
Mu∗ = 0. Hence x∗ = δx, and (A.32) becomes
x∗i = U ′1−1
(
`′n(δx) +
1
(1− δ)
(−α + λv
g
))
. (A.33)
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On summing over i,
δx = M−1
∑
i
x∗i = U ′1−1
(
`′n(δx) +
1
(1− δ)
(−α + λv
g
))
.
The Lagrange multiplier α is determined as the solution to this equation, and is
hence a function of (x, g). It follows from (A.33) that x∗ is a function of (x, g),
and thence from (A.30) that hˆn+1(x, g) is a function of (x, g), provided α > 0.
If α = 0 we again sum each side of (A.32) over i to obtain
x∗ = U ′1−1
(
`′n(x
∗) +
1
(1− δ)
λv
g
eMu
∗
)
.
Once again, from (A.32) and x∗ = δx+ (1− δ)u∗ we conclude that u∗ and x∗ are
each determined as functions of (x, g), and once again (A.30) then implies that
hˆn+1(x, g) is a function of (x, g). uunionsq
Proof of Proposition 19 The optimal policy is obtained as the minimum,
u∗ = φˆ∗(x, g) = arg min
1Tu≥0
(
c(x, u, g) + Lˆ∗(δx+ (1− δ)u)),
where Lˆ∗(x) = E[hˆ+(x,G)] − U(x). Lemma 23 implies that E[hˆ+(x,G)] is a
function only of x.
As in the proof of Lemma 23, we introduce a Lagrange multiplier α ≥ 0. The
Lagrangian relaxation for this optimization problem is expressed
u∗ = arg min
u∈RM
(λv
g
(e1
Tu − 1) + Lˆn(δx+ (1− δ)u)− αu
)
= arg min
u∈RM
(λv
g
(e1
Tu − 1) + E[hˆ+(x,G)]− U(x)− αu),
where u = 1Tu.
Using the first-order optimality condition gives
x∗i = U ′1−1
(
~′(x∗) +
1
(1− δ)
(−α + λv
g
eMu
∗))
, (A.34)
where ~(x) = E[hˆ+(x,G)], x∗ = δx + (1 − δ)u∗, u∗ = M−11Tu∗, and x∗ =
δx+ (1− δ)u∗.
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It follows from (A.34) that x∗i is identical for all i, which proves Proposi-
tion 19. uunionsq
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