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1. IKTR~DUCTI~N 
We consider the two point boundary value problem 
Lu = U(n) + a 2(y) @-a I *.. n- * + a,u = -pu (l.la) 
uu = Mu=(o) + AqI) = 0, (I.lb) 
where u E Cn[O, 11, a3 E C[O, l] for j = 0, l,..., n - 2, M and N are n x n 
matrices of complex constants such that (fig, N) has rank n, and U’(X) is the 
transpose of the n vector [U(X), U(~)(Y),..., u(+~)(x)]. 
Of primary interest, when the set of eigenvalues of (1.1) is countably 
infinite, is the question of expanding a given function in an infinite series of 
the eigenfunctions of (1.1). This question was considered by G. D. Birkhoff 
[l], where it was shown that if the boundary condition (1.1 b) is a member of a 
class which Birkhoff called regular, then the eigenfunction expansion of a 
function in Cl[O, I] converges to the function, except possibly at the end 
points 0 and 1. 
The behavior of the eigenfunction expansions of regular problems was then 
considered by %I. H. Stone [2], where it was shown that on any interval [a, b], 
where 0 < a < b < 1, the eigenfunction expansion of any function f 
summable on [0, l] converges to f if, and only if, the Fourier series off 
converges tof. ILlore precisely, it was shown that the eigenfunction expansion 
off is uniformly equiconvergent with the Fourier expansion off on [a, b]. 
In a later work, Stone [3] considered, for n = 2, problems for which the 
boundary condition is not regular. It was shown that while the equicon- 
vergence result is no longer true, equiconvergence can be restored by applying 
the summability process of Riesz typical means to both the eigenfunction 
expansion and Fourier series off. The precise statement is in Theorem 1’ 
of [3]. 
In this paper, we extend to arbitrary n the work of Stone on the summability 
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of irregular problems. We define a class of problems (1 .l), which we call 
Stone-regular (briefly, S regular), and which includes as subclasses those 
problems which are Birkhoff-regular and those irregular problems for n = 2 
considered by Stone. We obtain a theorem on the Riesz summability of 
eigenfunction expansions which includes as special cases the results of 
Birkhoff and Stone for regular problems, and the results of Stone for irregular 
problems for n = 2. While Birkhoff-regularity depends only on the boundary 
condition, we will see that, in general, S regularity depends on both the 
boundary condition (1.1 b) and the coefficients aj in (1.1 a). 
We assume familiarity with the fundamental importance, in questions of 
eigenfunction expansions, of Green’s function G(x, t, p”), and the analytic 
function D(p) whose zeros yield the eigenvalues of (1.1). For fixed n, let T 
denote any sector of the p plane of angle 2=/n, including its boundary, and 
with vertex at the origin. Let the zeros of D(p) in T be labeled ipI;}, k = 0, I,..., 
in order of increasing magnitude. (.4 little later, we shall be more specific 
about T, and there will be no question about D(p) actually having zeros in T). 
Let C, denote a circular arc in T, centered at the origin, enclosing the first k 
zeros, and intersecting no zeros. Then for any summable function,f, 
np -lG(x, t, p”) dp 
Ck 
(1.4 
is the k-th partial sum of the expansion of f in eigenfunctions of (1 .l) 
([2], p. 708). If GO(x, t, p”) is the Green’s function for the special case 
2((n) z.z -pnu (1.3a) 
u=(o) - z.?(l) = 0 (1.3b) 
and if the associated function D,(p) has j zeros enclosed in c’, , and C,: 
intersects none of these zeros, then 
& j)w jc, qWG@Z*, t, P”) - GA t, P)I~P V-4) 
is the difference between the k-th partial sum of the expansion off in eigen- 
functions of (1 .l) and the j-th partial sum of the Fourier expansion off. The 
integral 
& j;“t/(t) j, [l - (p/R)4”]z nf”-l[G(x, t, p”) - G&x, t, pTt)] dp (1.5) 
is used to apply Riesz typical means of order I to the respective expansions 
([2], p. 708), where R = ( p / on Ck and I >, 0. We shall see that G,) in (1.5) can 
be replaced by a function r(x, t, p”) depending only on (1 .la), which will be 
more convenient for our purpose. Our basic result then is: 
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THEOREM 1.1. If (1.1) is S regular, there exists I > 0 such that for each 
f ELP, 11, 
pf(f) J’,, [I - (p/R)4~]’ npn-l[G(x, t, p’“) - r(s, t, pn)] dp = o(l), 
R+ “0, (1.6) 
uniformly in X, 0 < 6’ ,< x < 1 - S’, where C, is a circular arc of radius R 
in the appropriate sector T and also uniformly bounded away from the zeros 
of D(p) as R + co. 
The technique for handling integrals as in (1.6) was established by Stone 
in his discussion of Birkhoff-regular problems. Let 
K(x, t, R) = j cR [I - (p!R)jn]l nf”-l[G(a, t, p”) - r(x, t, /‘)I do. (1.7) 
Then (1.6) becomes 
s l K(x, t, R)f(t) dt = o(l), R-, co. 0 (1.8) 
The following theorem, due to Lebesque and stated in [2], p. 708 can be used: 
THEOREM A. Let there be given a function K(x, t, R) defined for x and t 
on the interval (a, b) and for real positive values of R belonging to a set N, one 
of whose limit points is + m33; and let K be summable in t for each pair of values 
(x, R). Then a sufficient condition that as R becomes infinite in any manner in 
N, lima,, c K(x, t, R) f(t) dt = 0, uniformly for all x belonging to a set R 
on (a, b), f (x) being any summablefunction, is that 
(i) / K(x, t, R)l < Mfor all R in N andfor all x in E, except for values 
oft on a set E’ of zero measure, 
(ii) lim n+= sf K(x, t, R) dt = 0 uniformly for x in E, a < CL < /3 < b. 
For Stone-regular problems, we shall obtain estimates on G - r which will 
insure that for some I > 0, K(x, t, R) in (1.7) satisfies the conditions of 
Theorem A. 
Although the immediate goal of this paper is the proof of the summability 
theorem, the method of using G - r is of interest, since in certain cases, I’ 
is the Green’s function for a singular boundary value problem, i.e., a problem 
on (-co, a3). We shall consider this in a later paper. 
In Section 2 we use the standard matrix analogue of (1.1) to obtain a 
convenient formula for G(x, t, p”), we define r(x, t, p”), and we consider the 
special case (1.3), whose eigenfunction expansion is the standard Fourier ex- 
pansion. In Section 3 we find the zeros of D(p) and we obtain estimates for the 
behavior of D-l(p) when p is uniformly bounded away from the zeros of D(p), 
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as 1 p / -+ og. In Section 4, we combine the results of Sections 2 and 3 to obtain 
estimates for the behavior of G - r as j p / --+ 00, and we prove Theorem 1.1. 
In Section 5 we briefly consider the relationship between Stone-regularity and 
Birkhoff-regularity. 
2. GREEN’S FUNCTION 
Let A(x) be the n x 71 matrix whose entries siaiil = 1, i = l,..., n - 1, 
s,j = -a&), j = I,..., 72 - 1, s,, = 0, and all other entries equal to zero. 
Let C be the n x n matrix with 1 in the II, 1 position, and all other entries 
zero. Related to the scalar problem (I. 1) is the matrix problem 
9i4g, = -p”Ccp (2.la) 
up = Mp(0) + &J(l) = 0, (2.lb) 
where CJI is a vector containing n components, each of class P[O, I], and 9 
is defined for such q~ by Yp, = v (l) - A(x) y. The relationship between 
(l.la) and (2.la) is discussed in [4], p. 82. 
Let @(x, p) denote a fundamental matrix for (2.la), analytic in some 
domain S for fixed x. Let 
qp) = ~@(O, P) + NW, PI, D(p) = det 9(p). (2.2) 
It is well-known that pO E S is a zero of D(p) if, and only if, -(p,)” is an 
eigenvalue of (1.1) ([S], p. 14). Let 
P(P) = bci(P)l = WP) ~@(O, P>, Q(P) = bddi = 1 - P(P) (2.3) 
when B(p) # 0. The Green’s matrix 9(x, t, p”) of (2.1) is ([4], p. 205), 
qx, t,P") = i@@~ P) P(P) Qi-Y4 PI o<t<zc<1 
!-@P(.%P)&(P) @'(4f) O<x<tjI (2.4) 
for p E S. 
LEMMA 2.1. If [u~(x, p) ,..., u,(x, p)] is the jirst TOW of @(x, p), and 
h(4 P>Y.l %(C P)l is the transpose of the last column of @-‘(t, p), then for 
p E S, D(p) f 0, the Green’s function for (1.1) is 
'TX, 6~~) = 
O<t<x<l 
(2.5) 
0 G 32 < t G 1. 
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Proof. Iffr E CIO, I] and iff is the transpose of the n vector (O,..., O,f;), 
then the first component of j 3(x, t, pn)f(t) dt is the solution of 
IA = -p*u +fl, c:u Y- 0 
when D(p) # 0. Then by the uniqueness of Green’s function, we see that G‘ 
is the component of ?? in the 1, rz position. (See also [6], p. 709.) It is then a 
matter of matrix algebra, using (2.4) to obtain (2.5). 
These formal considerations are not sufficient to obtain Theorem 1.1. By 
selecting specific functions u,< , we can obtain more useful results. In 
particular, we make use of results due to Birkhoff ([5], p. 42, [7]). In an open 
sector containing the sector of the p plane Tk : b/n < arg p < (K + 1) n/n, 
k = 0, I)...) 2n - 1, and for ( p 1 sufficiently large, there are n linearly 
independent solutions of (1. la), ur(x, p),..., u,(x, p), which, along with their 
first n - 1 x derivatives, are analytic in p, and are given by 
2$)(x, p) = (pwj)z epwq 1 + (1 I’p) c&Y, p)], (2.6) 
where wr ,..., W, are the n-th roots of -1, labeled in consecutive counter- 
clockwise order, with w1 = einln, 1 = 0 ,..., n - I, j = I,..., n, and 
cli(x, p) = O(l), uniformly in x, 0 < x ,( 1 and for p E Tk as / p / - ~0. Then 
qx, p) = [uyyx, p)], i,j = I,...) n is an analytic fundamental matrix for 
(2.la) in T,: , p f 0, and it can be written as 
@(x, P) = T(pU + (I/P) WT PII 4% P), (2.7) 
where T(p) = [(pwj)i-l], i, j 5= I,..., n, E(x, p) = diag(eow@ ,..., P@), 1 
is the n x n identity matrix, and B(x, p) = O(l), uniformly in x’, 0 < x < 1, 
forpET,:as/pl+m. 
THEOREM 2.1. For p E Ti , i = 0 ,..., 2n -- 1, p not a zero of D(p), the 
Green’s function of (1.1) satisfies the relation 
q~-~G(x, t, p”) = 
where dkj(x, t, p) = 1 + (l/p) O(l), uniformly in s and t, 0 < x, t < 1, as 
( p / + co in Ti . 
Proof. With @(.x, p) as in (2.7), it is a matter of matrix algebra to see that 
Uj(t, p) = -(W,/?lpn-‘) eCwJt[ 1 + (l/p) Chj(t, p)], 
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j = l,..., n, where c&(t, p) = O(l), uniformly in t, 0 < t < 1 as p / + ~0 
in Ti . Substituting this into (2.5), 1 g a on with the expressions (2.6) when 
1 = 0, we obtain (2.8), where 
The function r(x, t, p”) is obtained from (2.8) as follows: first, we eliminate 
from the right side of (2.8) all terms for which k + j. Then, for fixed p, we 
eliminate all terms such that Re[pw,(n: - t)] > 0. For the remaining terms, 
we replace p,, and qkk by 1. The resulting function is r. Since the definition of 
r depends upon the relations of the q’s to the imaginary axis, an analytic 
expression for r depends upon the values of n mod 4: 
Case I. n =2/L- 1, p is even (n = 3 mod 4) 
Case II. n-2p-I, p is odd (n = 1 mod 4) 
Case III. n = 2p, p is even (n = 4 mod 4) 
Case IV. n = 2~, p is odd (n = 2 mod 4). 





A, = (I ,..., p/2, 3p/2 ,.,., n}, 
B, = HP + 2)/2,..., (3P - 2)/2) 
4 = U,..., (P - 2)/2, W2,..., 4, 
B, = b/2,..., (3~ - 2)/2$. 
A, = u,..., (CL - 1)/2, (3P + 1)/2,..., 4, 
B, = {(P + 1)/2,..., (3P - 1)/2) 
A, = {l,...) (p - 1)/2, (311 - 1)/2 )...) n>, 
B, = tb + 1)/2,..., ~3~ - 3)/2$. 
A, = {l,..., P/2, (3cL + 2)/2,..., 4, 
B, = {(CL + 2)/2,..., 3P/2~. 
A, =(l >..., (P - 1)/2, (3P + 1)/2,..., n>, 
B, = {(CL + 1)/2,..., (3~ - 1)/2). 
We shall be concerned with the following sectors of the p-plane: 
s, : -ci-/2n < arg p < x/2n, S, : n/2n < arg p < 371/2n 
s, : --n/n < arg p < r/n, S, : 0 < arg p < 2aln. 
As a function of p, G need be considered only in a sector of the p plane of 
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angle 2n/n. In Cases I and II, this sector will be S, u S, , in Case I11 it will bc 
S’s , and in Case IV it will be S, . For p E Sj , i :- I, 2, 3,4, 
Now we consider the special case (1.3). For p f 0, a fundamental matrix 
for (1.3a) is @(x, p) = T(p) E(x, p). Th e b oundary conditions (1.3b) corre- 
spond to M = I = - N. Thus, 
%P> = W’XI - EC1 5P 11, P(P) = [I - w, P)Y, 
and by Theorem 2.1, for p f 0 and for eDwk f 1, k = I ,..., n, 





If p is such that epwk = 1, k = l,..., n, enclose p in a disk of arbitrarily small 
but fixed radius centered at p. The notation Si’ will indicate the sector Si 
after all such open disks have been removed. Let S stand for any of the 
sectors St U S, , S, or S, , and similarly for S’. Let C, be a circular arc of 
radius R, centered at the origin, contained in S’. Let 
4,(x, 1, R) = Ic, [I - (P/R)~~I’ w-‘K-%,(x, t, P”) - rob t, p”)l 4. (2.12) 
We shall show that for all E > 0, K, satisfies the conditions of Theorem A. 
THEOREM 2.2. Given 6’ > 0, such that 6’ ( 1 - S’, it is possible to find 
6 > 0 such that 
q~-~[G~(x, t, pn) - ro(x, t, pn)] = eP600(1) + eD6TO(l) (2.13) 
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as ) p 1 - 00 in Sit, uniformly in x and t, 6’ < x < 1 - S’, 0 ,< t <: 1, where 
(T and 7 are defined as follows: 
Case I. i = 1: = = - *,,I2 3 7 = - W3d2 
i = 2: u = w,/2 > 7 = W(3u-2)/2 
Case 11. i= 1: IJ = wL+1)/2 ) 7 = ~(3wl)iC 
i = 2: 0 = - q-1)/2 > T = - ?3rr-012 
Case III. i = 3: u = W(u+2)/2 7 T = w3u/2 
Case IV. i = 4: u = ~(u+l)/2 1 7 = W(3u--l)/z . 
Proof. From (2.10) and (2.11), we see that for p E Si’, 
np”-l[G,,(x, t, p”) - TO(x, t, pn)] = c w,Jl - eWpwk]-’ e“wk(z-l-l) 
&CGA< 
Since p E Si’ is uniformly bounded away from the zeros of 1 - eri-owk (+ for 
keB,, - for k E AJ, we see by the periodicity of 1 - e*poJp that 
[l -e *Q~*]-’ = O(1) as 1 p / - cc in Si’. Thus, 
np7’-1[Go(~, t, p”) - To(x, t, p”)] = 2 eDOJ~-(“-f-l)dk(p) + 1 ePWrCzmti-‘)dJp), 
&A, kPBi 
(2.14) 
where d,(p) = O(1) as 1 p / -+ co in Si’. Let yk(x, t) = wk(x - t - 1) for 
k E ili , and yk(x, t) = wB(.z - t + 1) fork E Bi . Since 0 < 6’ < x < 1 - a’, 
we have x - t - 1 < A’, and x - t + 1 2 6’. Thus, yk(x, t) f 0 for all 
k, 6’ < x < 1 - a’, 0 < t < 1. Let 6 > 0 be such that 1 yk(x, t)l 2: 6 for all k, 
6’ < zi < 1 - S’, 0 < t < 1. For Case I, i = 1, we see that 
Re[prkl < Wp+ - t - I>1 G Re[p W 
or Re[pyJ < Re[p ST]. Thus for p E Si’, envh-(z*t) = e@“O(l) + eo6TO(1), and 
(2.13) follows. The details for the remaining possibilities are similar. 
COROLLARY. For any OL, R such that 0 < 01 < fl < 1, 
s 
a npn-l[Go(x, t, p”) - TO(x, t, p”)] dt = (l/p)[ePGuO(l) + eDa70( l)] 
II 
as / p / ---f 00 in Si’. 
Proof. The above expression can be integrated directly. Then, since the 
estimates in Theorem 2.2 hold for t = 01 and t = ,B, the result follows. 
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THEOREM 2.3. With C, as above (2.12) and with 6’ as in Theorem 2.2, &I 
any I> 0 and anyfEl[O, I], 
[l - (,J/R)“~]’ n,+[G&, t, $“) ~~- r&x, t, ,P)] lip == /I( I ) 
CR 
uniformly in x, 6’ < x < 1 - S’, as R -+ CD. 
Proof. From Theorem 2.2 and its corollary, we have 
and / s,“K(x, t, R) dt j has a similar estimate, except that each integrand is 
multiplied by 1 p /-I, and M is a constant. Then using Lemma 1’ or Lemma V’ 
of [2], pp. 714, 755, we see that the conditions of Theorem A are satisfied. 
Let 
Kl(x, f, R) = 1 [I - (p/R)Jn]L np+l[r(x, t, p”) - I’,,(x, t, pn)] dp, 
CR 
where I > 0 and C, no longer has to avoid any zeros in S. Then Theorem 2.3 
can be repeated for Kr for any I 3 0 and also for 6’ = 0. We omit the details. 
Combining this comment with Theorem 2.3, we see that the expressions in 
(1 S) and (1.6) have the same limiting behavior as ; p j - co. 
3. THE BEHAVIOR OF D(p) 
The function D(p) defined in (2.2) is of importance since its zeros yield the 
eigenvalues of (1. I), and also because D-l(p) app ears as a multiplicative factor 
in each of the functions pkj(p), qkj(p) defined in (2.3). Thus, the behavior of 
D-l(p) as / p 1 --j GO while uniformly bounded away from the zeros of D(p) 
will be of importance when discussing the behavior of G - r as 1 p I---f rx). 
In this section we derive a formula for D(p) and we see that for p in each TIC , 
D(p) is an exponential sum. See [8] for an exposition of this topic. We then 
simplify our expression for D(p), so that we can find its zeros and discuss the 
growth of D-r(p). 
Let the columns of the matrices M and N be denoted by 01~ and ,Bk, 
respectively: 
M = (010 ) my1 )..., 01,-l), N = Ml ,81 ,...? AL-l>. 
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Then it is a matter of computation, using (2.7), to see that 
where 
N@( 1, p) = [ePWIGl(p), e’W2G2(p),..., eD”‘nGdp)l, 
n-1 a-1 
F,(P) = c (P4" d&4 Gh) = C (PW~>' PUG) 
l=O I=0 
and &(p) = 1 + 0(1/p), i = 0, 1; I = 0 ,..., n - 1;j = l,..., n, forpe Tk, 
/ p 1 --f co. Thus, from (2.2), 
D(p) = j F, + eoWIG1 , F2 + enW2G3 ,..., F, + e“‘+G, 1 
= C / Hil(p) H,,(p) ~0. Hi,(p)/ epci i = O,..., 2” - 1, (3.1) 
where ci runs through all linear combinations of q’s with coefficients zero 
and one, and &(p) = F,(p) if wi has coefficient zero in ci , while H&) = Gj(p) 
if wj has coefficient one in ci . We also see that the coefficient hi(p) of eoei n 
(3.1) is of the form O(pmi). An expression such as (3.1) is called an exponential 
sum. 
When n is odd, the terms in (3.1) with the two largest real parts play the 
most important role in determining the location of the zeros of D(p) and the 
growth of D-l(p). When n is even, we need the terms with the three largest 
real parts. The problem (1.1) is Stone-regular if the coefficients of each of these 
important terms is an asymptotic power function, i.e., a function of the form 
fW1 + ~PII, h w ere m is an integer, a is a nonzero constant, and c(p) goes to 
zero uniformly as 1 p ( + co in T, . To give a more precise definition, we 
introduce the following notation: 
Case I. *i' 'J2 = u1 - wL(,2 3 u3 = u2 + w(3u-2)/2' 
1 
Case II. ul = i$ wi ' O2 = O1 + w(3rr--1)/2 7 u3 = u2 - w(u-1)/2 3 
Case III. a1 = i&iYu2 = u1 - wu,2>u3 = u1 - 2w&,2, 
3 
Case IV. ul = i; wi'"2 = us - w(3u11)/2,u3 = u1 -2W(3u+1j,2' 
1 
DEFINITION 3.1. In Cases I and II, the problem (1.1) is Stone-regular if for 
p E To , the coefficients in D(p) of e ~~1 and eo”z are asymptotic power functions, 
and if for p E Tl , the coefficients of eD0z and eooo are asymptotic power 
functions. In Case III, (1 .l) is Stone-regular if for p E To and p E Tl , 
505/7/3-b 
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respectively, the coefficients of ~~1, ~2, eDQ are asymptotic power functions. 
In Case IV, (1.1) is Stone-regular if for p E To and p E Tznel , respectively, the 
coefficients of epOl, epOz, eD0s are asymptotic power functions. 
We have singled out certain sectors Tk in Definition 3.1 merely to be 
specific. These sectors do not actually play any special role. We omit further 
details. 
LEMMA 3.1. Zf (1.1) is S regular, then for each sector T,, there exist 
asymptotic power functions 
d,(p) = pk[l + +)I, ai # 0 
such that in Cases I and II, 
D(p) = dl(p) e”wTL”l + dz(p) eDW;“Oz 
for p E Tfi , k = 0, 1, and in Cases III and IV, 
D(p) = dl(p) e”“l + d,(p) eoo2 + d,(p) eDo3, 
where k = 0, 1 in Case III and k = 0, 2n - 1 in Case IV. In all cases, the 
quantities li , ai , ci depend on k. 
Proof. Consider Case I for p E To. By the S regularity assumption, the 
coefficient h(p) of e po1 is an asymptotic power function, 
h(p) = Ml + =+)I, a 5 0, lpi-+00 in To. 
Thus, for any other term hi(p) eocc in D(p), 
h,(p) e“‘i = hi(p) h-‘(p) e”(‘ieol)h(p) evol = O(p”) &‘(c~-“l)h(p) e”“l, 
It is then simply a matter of observing that for p E T, , as long as ci is not 
q or (~a , Re[p(c, - uJ] is a negative number bounded away from zero as 
1 p / -+ cx). Thus, hi(p) eDci = c(p) h(p) eoul, and 
h(p) e”“’ + h,(p) epci = h(p) e”“[l + e(p)]. 
Clearly, all terms of D(p) except for ci = ua can be incorporated into c(p). The 
considerations for the other cases are similar. 
DEFINITION 3.2. Let !Pr(p) and Ya(p) be two exponential sums defined on 
an unbounded region A. Suppose that given any 6 > 0, there exists M(6) > 0 
such that given any zero p1 of Yr , where pr E A, / pr / > M(6), there exists a 
zero pa of ‘u, , pa E A, such that j pr - pa / < 8, and similarly if the roles of 
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‘Pi and !PZ are interchanged. Then the zeros of ‘Pi and Yz are asymptotically 
equal on A. 
Let D,(p) be the exponential sum obtained from the expressions in 
Lemma 3.1 by replacing each Q(P) with zero. 
LEMMA 3.2. If (1.1) is S regular, and if the sectors T, are selected as in 
Lemma 3.1, the zeros of D(p) in Tti are asymptotically equal to the zeros of D,(p) 
in T, . 
Proof. This follows directly from the discussion in [8], pp. 222-224. 
The eigenvalues of (1.1) are of the form A = -pn, where p is a zero of D(p). 
THEOREM 3.1. If (1.1) is S g I re u ar, and if n is odd, all eigenvalues of 
sufficiently large modulus are given by two sequences, 
A,’ = i(2nZ)n [l + O(k’ log E/Z)][l + o(l)], I-+ $03 
A: = i(2mZ)n [I + O(k” log Z/Z)][l + 0(l)], L-+ --oo 
where the integers k’, k” depend on the particular problem. All eigenvalues of 
suficiently large modulus are of algebraic multiplicity one. If n is even, then in 
Case III the eigenvalues are given by 
A,’ = (2nZ)n [l + O(k’ lag 1/2)][1 + o(l)], 2 --f $-ccl 
A’; = (2nd)” [l + O(k” log Z/Z)][l + o(l)], I -+ +a~ 
and in Case IV, the eigenvalues are given by 
A,’ = -(2Q [I + O(k’ log @)][I + o(l)], I+ $00 
A; = --(2~@ [1 $ O(k” log Z,‘Z)][l + o(l)], I--+ +a. 
When n is even, each eigenvalue of su.ciently large modulus has algebraic 
multiplicity at most two. 
Proof. For Case I and p E T, , D,(p) = pzlale~ol + pz2azepoz, ala2 f 0. 
The zeros of Do in T, coincide with the zeros of a, + azpk’e-pwpI*, where 
k’ = Z2 - II . These zeros are given by -pw,,s = 2Z&[l + O(k’ log Z/Z)], 
I -+ +oo. Thus, the zeros of D(p) are given by 
-PW~,~ = 2Zxi[l + O(k’ log Z/Z)][l + o(l)], I--+ +a. 
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Thus, we obtain the sequence h,‘. The sequence X; is obtained from considera- 
tions in TI . The remaining cases are handled similarly (following [S]), and 
the results about algebraic multiplicity also come from [8]. 
THEOREM 3.2. If (1.1) is S regular, and if n is odd, there are ~ZLV integers 
II , l2 such that as / p / --+ co in the indicated region, 
1 /D(p) = p-zieP”*O( I), P E S,‘, i = 1,2, (3.2) 
while ;f n is even, then in Cases III and IV there are integers l3 , l4 , respectively, 
such that 
1 /D(p) = p-z3e-po10( I), p E S3’, (3.3) 
l/D(P) = P -z4e-Do10( l), p E S,‘. (3.4) 
Proof. Consider Case 1. The sector S, is contained in the union of T,, and 
Tznel + piow for p E TO, p-le-pOID (p) is an exponential sum with a nonzero 
constant term. If p is uniformly bounded away from the zeros of D(p) in r,, 
then this exponential sum is uniformly bounded away from zero as 1 p j -+ co 
in T,, . Similar considerations apply in Tzn-l , where 1 is replaced by some 
other integer 1’. If lI is the smaller of 1, I’, the result follows in S,‘. The 
considerations for the other cases are similar. 
4. THE BEHAVIOR OF G - r 
In this section we obtain an estimate on the growth of G - r as ) p ) + CO 
in S,‘, assuming that G corresponds to an S-regular problem. From this 
estimate, we will be able to select the integer 1 > 0 in (1.6) so that the 
conditions of Theorem A are satisfied. 
From (2.8) and (2.9), and using the fact that qak(p) = 1 - p&p), 
gki(p) = -pkj(p) if k # j, we have, for p E Si , p not a zero of D(p), 0 < t, 
x< 1, 
np+l[G(x, t, p”) - T(x, t, p”)] = 
- 
ikZ, j;. + k;, j$. + kg. & + kg. g (wjpkjdkjeDIWkr-W,t’). 
1 * I I I 1 
kfj k;j 
(4.1) 
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LEMMA 4.1. Let the problem (1.1) be S regular, let li be the same as in 
Theorem 3.2, i = 1, 2, 3,4, let fkj(p) denote a bounded function as 1 p j -+ a in 
Si’, k,j = I,...) n. Then there exist integers lki such that for p E Sir, 
p&p) = pzpp--lie-~w~~~(p) kEAi 
p&p) = 1 + p’k,li+epwy&p) kEBi 
pLI(p) = $j+*eP”y,j(p) kEAi, jEAi, k#j 
pkj(P) = pz~l-z”e”[wj-WLlf,j(p) k E izi, j E Bi 
P&P) = P+%(P) kEBi, jEiZi 
pJp) = plkj-zie”“~kj(p) kEB<, jEBi, kfj. 
Proof. Applying Cramer’s rule to (2.2), we have 
44~&) = I & + ePW’G 
...Fj .a- eDwjGj **SF, + eow*Gn 1, k f j, (4.2) 
where Fj is in the k-th column and all other columns are as indexed, and 
D(p) pkk(p) = 1 F, + e”“lG, ... F, ..* F, + eDWnGn / 
= D(p) - ) F, + eDWIG1 ... eDWLGI, ... F, + P’+G, 1, (4.3) 
where all columns are as indexed. 
Let Ekj(p) be an exponential sum whose exponents are linear combinations, 
with coefficients zero or one, of wi ,..., w, , except that wk and oj always have 
coefficients zero, and whose coefficients are of the form paO(1) as / p j -+ co 
in the specified region. With this notation, for each of the sectors Tznbl , T, , 
Tl , we can rewrite (4.2), (4.3) as 
WP)PkdP) = -&k(P) (4.4) 
D(P)[PwLP) - 11 = e”““&k(p) (4.3 
D(P) PM(P) = e”“‘&b) k #.i. (4.6) 
Let lkj be the smallest integer such that all coefficients of Ekj , when divided 
by pzkj, are bounded as ( p / --f co in Si . The notation does not indicate the 
fact that Zkj may differ in different sectors. 
Consider Case I where p G 7’s u Tznel . If k E A,, then no exponent of 
ePWkEklC(p) has real part larger than the real part of or , so 
P’*EkR(p) = pzk”epulO( I)
and from (3.2), for p E Sl’, 
Pkk(p> = pz~~-z'e'lw*~kk(p> ksAl. 
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For k E B, , ep”l is the largest term of E,,. , so from (3.2) and (4.5), 





e”WJeDWkEkj(p) = pzk~epolO( 1)
paj(p) = pzk+leP”%j(p). 
Ekj(p) = pzliJeoulO(l), 
pkj(p) = p’kJ-z”e”“Jfkj(p) 
The considerations in the other cases are similar. 
THEOREM 4.1. Given 6’ ; 0 such that 6’ < 1 - a’, for each S regular 
problem (l.l), it is possible to$nd 6 > 0 and an integer m such that as ) p 1 ---f CC 
in Sit, then uniformly in t, 0 < t ,( I, and uniformly in x, 6’ < x < 1 - a’, 
np+l[G(x, t, p”) - T(x, t, p”)] = p”[e”““O(l) + eD*70(1)], (4.7) 
where u and T are as dejned in Theorem 2.2. 
Proof. Substituting the estimates of Lemma 4.1 into Eq. (4.1), let 
g&x, t, P) = wj dkj(x, t, P)~w(P). Th en we have, for p E Si’, 0 < x, t < 1, 
zzz Cp cke-ljeLwkh--t-l) g,k + 1 pl""-zie"w"("-t+l)gk, 
kEA I &Bi 
p 
l~,-l,eoIw~(z~l)-w,tl g,, $- 2 C pZ~j-Z~ePt~~(Z-l)+~j(l--t~]gkj 
BcAi jeBi 
zkJ-ziePrWk”-‘U,tl& + 1 c p’L’-z”ePIWL”+W’(l-t)~z~j . 
keB< 3eBi 
k#j 
Let the above exponents be denoted by ykj(X, t), 
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If n is odd, then A, and B, are such that 0 < x, t < 1, 
r/2 + n/272 < arg ykj(x, t) < 3rr/2 - n/274 all k, j. 
If we require 6’ < x < 1 - 6’, 0 < t < 1, then for no values of x and t is 
;:v,; 0. Choose 6 > 0 such that j ykj(x, t ( > 6, all k, j. Since for p E S1’, we 
-77/2 < arg p < 77/2n, we see that n/2 < arg[pylJ < 3rr/2. 
Consequently, in Case I, p E S1’, 
while in Case II, p E sr’, 
0 < arg p < a/2n 
--n/2n < arg p -< 0. 
Thus, if m is the largest of the integers lkj - 1, , we have, for n odd, p E Sr’, 
6’<x<l -S’,O<t<l, 
npn-l[G(x, t, pn) - I’(x, t, pn)] = pm[e~soO(l) + e06T0(1)]. 
The considerations for the other sectors and the other cases are similar. 
THEOREM 4.2. If the probZem (1.1) is S regular and iff E L[O, 11, then GOT 
13 m, 
1: dtf (4 IcR [I - (p/~)4”]z qF[G(x, t, p”) - r(x, t, ,Oldp = 41) 
as R + co, uniformly in x, 6’ f x < 1 - 6’, where C, is a circular arc of 
radius R in S,’ u S2’, S3’, or S4’, as the case may be. 
Proof. Let 
K(x, t, R) = 1 [l - (P/R)~~]~ np+l[G(x, t, p”) - P(x, t, p”)] dp. 
CR 
We shall show that the conditions of Theorem A are satisfied. 
Since 
&j(X, 4 P) = ill + U/P) %!@> PUP + (I/P) 44 PI7 
we see that a typical term of np”-l[G - r] is 
---~~p~~j-~‘[l + (l/p) c&x, p)] f&p) ePYkj(z*t)[l + (l/p) cX(t, p)]. 
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where IV1 , M, , Ma are constants and t, depends on k and j. Thus, we see 
that the estimate for np+l[G -- I’] stated in Theorem 4.1 holds also for 
sf npn-l[G - IJ dt, except that m is replaced by m - 1. Then using the 
method of Lemma 1’ ([2], p. 714), we have: 
(i) K(x, t, I?) = O(1 /I?-“~) as R --f CO, uniformly in X, 6’ < x < 1 - S’, 
and uniformly in t, 0 ,( t < I, 
(ii) j: K(x, t, R) dt = O(l/Rz-‘n+l) as R ---f GO, uniformly in X, 
6’ < x < 1 - 6’. 
5. SPECIAL CASES 
To determine if (1.1) is S regular directly from the definition, it is necessary 
to compute certain coefficients in D(p) and determine if they are asymptotic 
power functions. Since this involves looking at the O(1) terms in the solutions 
to (1. la), and these in turn depend upon the coefficients q(x) in (1 .la), it is 
helpful to know that for certain boundary conditions, (1.1) is S regular for all 
choices of coefficients. 
Let 
THEOREM 5.1. A sufficient condition that (1.1) be S regular when n is odd 
is that there exist two integers r1 , r2 such that 
(i) the following two quantities are not zero: 
1 OJ:, ... wzVtA(k, ,..., k, ; i, j), k, + ... + k,n = rl , 
c cot1 ..+ w;A(kl ,..., k, ; k, I), k, $ ... + k, = y2, 
(ii) A(k, ,..., k, ; i,j) and A(k, ,..., k, ; k, I) arezerofor k, + ... + k, > r1 
andk, + ... + k, > ~2, respectively, where in Case I, i = p/2, j = (3p - 2)/2, 
k = (p - 2)/2,1= (3~ - 2)/2, and in Case II, i = (p - 1)/2,j = (3p - 1)/2, 
k = (p - 1)/2, 1 = (3/~ - 3)/2. 
A sufficient condition that (1.1) be S regular when n is even is that there 
exist integers rr , r2 such that 
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(i) the following two quantities are not zero: 
cw:, -*- W?A(kI )...),;i,j), k, + **- +k, = r1 
c w;, ..* w?[A(k, ,...) k, ; k, 1) + A(k, )...) k, ; p, q)], k, + --- + k, = r2 
(ii) A(k, ,..., k, ; i,j) is zero for k, + *.* + k, > rl , and 
A(4 ,..., k, ; k 1) + 4, ,..., k, ; P, q) 
is zero for k, + -1. + k, > r2, where in CaseIII, i = ~12, j = 3~12, 
k = (f~ - 2)/2, 1 = 3~12, p = ~12, 9 = (3~ - 2)/2, and in Case IV, 
~-(~~+1)/2,j-(3~+1)/2,k=(~-1)/2,2=(3~+1)/2,p=(~~+)/2, 
q = (3p - 1)/2. 
We omit the proof, which involves inspection of the coefficients of D(P) 
singled out in Definition 3.1. 
THEOREM 5.2. The problem (1.1) is regular (in the sense of Birkhoff 
[2], p. 382) if and only if the conditions of Theorem 5.1 are satisjied, and rl = r2 
if n is odd, or r2 < r1 if n is even. 
We omit the proof, which involves a discussion of the process of 
normalization of the boundary condition [5], p. 48. 
The integer m in Theorem 4.1, which is the smallest allowable order of 
summability for a given S-regular problem, depends upon the specific 
problem, even if the order n of the differential equation is fixed. Under the 
conditions of Theorem 5.1, it is possible to obtain an upper bound on m 
depending on n. The straightforward proof is omitted. 
THEOREM 5.3. If the conditions of Theorem 5.1 are satisfied, then m = 0 if 
n = 1, m < [n2 - 3112 if n is odd, and m < [n2 - 2112 if n is even. 
The author wishes to make known his gratitude to Professor Wolfgang B. Jurkat 
for his guidance during work on this problem. 
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