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Zusammenfassung
Aktuelle Studien belegen ein rasantes, mehrdimensionales Wachstum in analytischen
Datenbanken: Das Datenvolumen verzehnfachte sich in den letzten vier Jahren, die
Anzahl der Nutzer wuchs um durchschnittlich 25% pro Jahr und die Anzahl der An-
fragen verdoppelte sich seit 2004 jährlich. Bei den Anfragen handelt es sich zuneh-
mend um komplexe Verbundanfragen mit Aggregationen; sie sind häufig explorativer
Natur und werden interaktiv an das System gestellt.
Eine Möglichkeit, der Forderung nach Interaktivität bei diesem starken, mehrdi-
mensionalen Wachstum nachzukommen, stellen Stichproben und eine darauf aufset-
zende näherungsweise Anfrageverarbeitung dar. Diese Lösung bietet signifikant kür-
zere Antwortzeiten sowie Schätzungen mit probabilistischen Fehlergrenzen. Mit den
Operationen Verbund, Gruppierung und Aggregation als Hauptbestandteile analyti-
scher Anfragen ergeben sich folgende Anforderungen an das Design von Stichproben
in analytischen Datenbanken: Zwischen den Stichproben fremdschlüsselverbundener
Relationen ist die referenzielle Integrität zu gewährleisten, sämtliche Gruppen sind
angemessen zu repräsentieren und Aggregationsattribute sind auf extreme Werte zu
untersuchen.
In dieser Dissertation wird für jedes dieser Teilprobleme ein Stichprobenverfah-
ren vorgestellt, das sich durch speicherplatzbeschränkte Stichproben und geringe
Schätzfehler auszeichnet. Im ersten der vorgestellten Verfahren wird durch eine kor-
relierte Stichprobenerhebung die referenzielle Integrität bei minimalem zusätzlichen
Speicherplatz gewährleistet. Das zweite vorgestellte Stichprobenverfahren hat durch
eine Berücksichtigung der Streuung der Daten eine angemessene Repräsentation
sämtlicher Gruppen zur Folge und unterstützt damit beliebige Gruppierungen, und
im dritten Verfahren ermöglicht eine mehrdimensionale Ausreißerbehandlung gerin-
ge Schätzfehler für beliebig viele Aggregationsattribute. Für jedes dieser Verfahren
wird die Qualität der resultierenden Stichprobe diskutiert und bei der Berechnung
speicherplatzbeschränkter Stichproben berücksichtigt. Um den Berechnungsaufwand
und damit die Systembelastung gering zu halten, werden für jeden Algorithmus Heu-
ristiken vorgestellt, deren Kennzeichen hohe Effizienz und eine geringe Beeinflussung
der Stichprobenqualität sind. Weiterhin werden alle möglichen Kombinationen der
vorgestellten Stichprobenverfahren betrachtet; diese Kombinationen ermöglichen ei-
ne zusätzliche Verringerung der Schätzfehler und vergrößern gleichzeitig das An-
wendungsspektrum der resultierenden Stichproben. Mit der Kombination aller drei
Techniken wird ein Stichprobenverfahren vorgestellt, das alle Anforderungen an das
Design von Stichproben in analytischen Datenbanken erfüllt und die Vorteile der
Einzellösungen vereint. Damit ist es möglich, ein breites Spektrum an Anfragen mit
hoher Genauigkeit näherungsweise zu beantworten.
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1 Einleitung
Der stetig zunehmende Einsatz von Sensoren sowie sinkende Speicherpreise und
längere Aufbewahrungszeiten der Daten sorgen für einen rapiden Anstieg des ge-
speicherten Datenvolumens [IDC 08]. Aktuelle Studien über die Entwicklung der
Größe von analytischen bzw. Data-Warehouse-Datenbanken belegen eine Verzehn-
fachung des Datenvolumens in den letzten vier Jahren; für das Datenvolumen der
größten untersuchten Data-Warehouse-Datenbank wurde in den letzten zehn Jahren
jeweils eine Verdreifachung alle zwei Jahre beobachtet. Als Folge dieses rasanten
Wachstums werden in den nächsten Jahren hunderte analytische Datenbanken im
Petabyte-Bereich existieren [Winter 08a, Winter 08b].
Zusätzlich zeigen die Studien, dass sich das Wachstum ebenfalls auf die Anzahl
der Nutzer, die Anzahl der Anfragen und die Komplexität der Anfragen erstreckt:
Die Anzahl der Nutzer wuchs um durchschnittlich 25% pro Jahr, während sich die
Anzahl der Anfragen seit 2004 sogar jährlich verdoppelte. Bei den Anfragen handelt
es sich zunehmend um komplexe Verbundanfragen mit Aggregationen; sie sind häufig
explorativer Natur und werden interaktiv an das System gestellt. So betrug im Jahr
2008 beispielsweise der Anteil explorativer Anfragen an das Data-Warehouse des
Online-Auktionshauses eBay1 bereits 85% [Winter 08a].
Um der Forderung nach Interaktivität bei diesem starken mehrdimensionalen
Wachstum nachzukommen, bietet sich eine Vielzahl unterschiedlicher Lösungen an,
die sich von der massiven Skalierung auf Ebene der Hardware bis hin zu spezifischen
Datenstrukturen innerhalb des Datenbanksystems erstrecken. In dieser Arbeit wird
der Einsatz von Stichproben als Lösungsmöglichkeit fokussiert. Stichproben und ei-
ne darauf aufsetzende näherungsweise Anfrageverarbeitung ermöglichen signifikant
kürzere Antwortzeiten und bieten Schätzungen mit probabilistischen Fehlergrenzen.
Weiterhin zeichnen sie sich durch ihre einfache Verwendung und die Anwendbar-
keit auf ein breites Anfragespektrum aus. Damit eignen sich Stichproben gut für
die Datenexploration. Diese stellt häufig einen Vorverarbeitungsschritt für aufwän-
dige statistische Analysen dar, deren Ziel das Auffinden bislang unbekannter, in den
Daten versteckter Informationen ist, wie beispielsweise Korrelationen, Trends oder
Muster. Dabei werden interessante, für die nähere Analyse relevante Regionen der
Daten gesucht; die Ergebnisse werden typischerweise in Diagrammen dargestellt, in
denen die durch die Schätzung eingeführte Ungenauigkeit kaum zu erkennen ist.
Für die Berechnung einer Stichprobe gibt es zwei Alternativen: Sie kann entweder
zur Anfragezeit erhoben oder vorberechnet und materialisiert werden. Der Fokus
dieser Arbeit liegt auf vorberechneten Stichproben. Diese haben den Vorteil, spezi-
1http://www.ebay.com
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elle Anpassungen an die zukünftige Verwendung zu ermöglichen, die zur Anfragezeit
zu aufwändig zu berechnen wären; bei vorberechneten Stichproben amortisieren sich
die Berechnungskosten durch die wiederholte Nutzung. Weiterhin benötigen vorbe-
rechnete Stichproben zur Anfragezeit keinen Zugriff auf die Basisdaten. Ist dieser
Zugriff teuer oder gar unmöglich, steigt die Bedeutung dieser Eigenschaft.
Für die Veranschaulichung der Herausforderungen beim Design von Stichproben in
analytischen Datenbanken sei folgende Anfrage als einfaches Beispiel einer typischen
Analyseanfrage gegeben:
SELECT nation.name, order.year, AVG(orderprice), AVG(quantity)
FROM order, customer, nation
WHERE order.customerkey = customer.customerkey
AND customer.nationkey = nation.nationkey
GROUP BY CUBE (nation.name, order.year)
Diese Anfrage berechnet aus den einzelnen Bestellungen verschiedener Kunden aus
unterschiedliche Ländern den durchschnittlichen Bestellwert und die durchschnittli-
che Bestellmenge (a) pro Land und Jahr, (b) pro Land, (c) pro Jahr und (d) aller
Bestellungen. Dafür werden zunächst die beteiligten Relationen miteinander ver-
bunden; da die Schemata analytischer Datenbanken typischerweise relationale Ab-
bildungen multidimensionaler Datenmodelle sind, handelt es sich bei den Verbun-
den meist um Fremdschlüsselverbunde. Anschließend werden die Daten in Gruppen
unterteilt und innerhalb der Gruppen aggregiert. Als Anforderungen an die Stich-
proben ergeben sich somit (i) die referenzielle Integrität zwischen den Stichproben
fremdschlüsselverbundener Relationen, (ii) eine angemessene Repräsentation aller
Gruppen sowie (iii) die besondere Berücksichtigung der Aggregationsattribute.
Beiträge der Arbeit
Die Anforderungen an das Design von Stichproben in analytischen Datenbanken
aufgreifend werden in dieser Dissertation folgende Beiträge geleistet:
• Es wird ein Stichprobenverfahren vorgestellt, das durch eine korrelierte Stich-
probenerhebung die referenzielle Integrität zwischen den Stichproben fremd-
schlüsselverbundener Relationen mit minimalem zusätzlichen Speicherplatz ge-
währleistet.
• Ein weiteres in dieser Arbeit entwickeltes Stichprobenverfahren unterstützt
beliebige Gruppierungen und ermöglicht geringe Schätzfehler durch die Be-
rücksichtigung der Streuung der Daten.
• Für besonders kleine Schätzfehler für beliebig viele Aggregationsattribute wird
ein Stichprobenverfahren mit mehrdimensionaler Ausreißerbehandlung präsen-
tiert.
2
• Es werden alle möglichen Kombinationen der vorgestellten Stichprobenverfah-
ren betrachtet. Die Kombinationen vereinen die Vorteile der einzelnen Stich-
probenverfahren: Sie führen zu kleineren Schätzfehlern und verbreitern das
Anwendungsspektrum der Stichproben.
• Mit der Kombination aller drei Lösungen wird ein Stichprobenverfahren prä-
sentiert, das alle Anforderungen an das Design von Stichproben in analytischen
Datenbanken erfüllt; damit ist es möglich, ein breites Spektrum an Anfragen
mit hoher Genauigkeit näherungsweise zu beantworten.
• Für alle vorgestellten Stichprobenverfahren werden Möglichkeiten der Berech-
nung speicherplatzbeschränkter Stichproben angegeben; Speicherschranken er-
möglichen die Beeinflussung des Speicherbedarfs und der Anfrageverarbei-
tungskosten.
• Es werden Heuristiken für die effiziente Stichprobenberechnung vorgeschlagen,
wodurch die bei der Vorberechnung der Stichprobe entstehende Systembelas-
tung gering gehalten wird. Diese Heuristiken zeichnen sich durch eine hohe
Effizienz und eine geringe Beeinflussung der Qualität der Schätzwerte aus.
Aufbau der Arbeit
Kapitel 2 gibt einen Überblick über verschiedene Approximationstechniken; dabei
wird besonders auf Stichproben allgemein und den Problemraum vorberechneter
Stichproben genauer eingegangen. In den anschließenden drei Kapiteln werden die
für die einzelnen Teilprobleme der näherungsweisen Anfrageverarbeitung angepass-
ten Stichprobenverfahren vorgestellt: Kapitel 3 befasst sich mit der referenziellen
Integrität; die Lösungen dieses Kapitels wurden gemeinsam mit Rainer Gemulla ent-
wickelt und in [Gemulla 08d] veröffentlicht. In Kapitel 4 wird die Gruppierung der
Daten betrachtet; dieses Kapitel basiert größtenteils auf [Rösch 09b], und Kapitel 5
fokussiert die Aggregationsattribute; die gemeinsam mit Rainer Gemulla entwickel-
ten Lösungen dieses Kapitels sind in [Rösch 08] dokumentiert. Die verschiedenen
Kombinationen dieser Verfahren werden in Kapitel 6 vorgestellt; Teile dieses Kapi-
tels basieren auf [Rösch 09a] und [Rösch 09b]. Kapitel 7 schließt die Arbeit mit einer
Zusammenfassung und einem Ausblick ab.
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2 Vorbetrachtungen
Bevor in den nachfolgenden Kapiteln die Ideen und Lösungen dieser Arbeit präsen-
tiert werden, befasst sich dieses Kapitel mit Vorbetrachtungen zur Problemstellung
des Designs von Stichproben in analytischen Datenbanken. Dabei wird beginnend
mit allgemeinen Betrachtungen zu Formen der Datenzusammenfassung (Synopsen)
schrittweise auf den speziellen Fokus dieser Arbeit hingeführt. Auf verschiedenen
Ebenen werden Probleme und existierende Lösungen diskutiert und die jeweilige
Fokussierung dieser Arbeit begründet.
In Abschnitt 2.1 werden unterschiedliche Formen von Synopsen in Hinblick auf
ihre Eignung für die näherungsweise Anfrageverarbeitung in Datenbanksystemen
betrachtet. Von diesen Synopsenformen werden anschließend die Stichproben genau-
er analysiert. Entscheidend für das Anwendungsspektrum von Stichproben und die
Qualität stichprobenbasierter Anfrageergebnisse ist der Zeitpunkt der Erhebung:
Stichproben können entweder direkt zur Verarbeitungszeit einer Anfrage erhoben
oder vor der eigentlichen Verwendung vorberechnet und materialisiert werden; die-
ser Problemstellung widmet sich Abschnitt 2.2. In Abschnitt 2.3 wird der Problem-
raum vorberechneter Stichproben dargestellt. Hier werden Teilprobleme und ihr Zu-
sammenspiel identifiziert. Abschließend wird in Abschnitt 2.4 das in dieser Arbeit
relevante Teilproblem der Erstellung und Verwendung von Stichproben detaillierter
betrachtet und bezüglich existierender Arbeiten positioniert.
2.1 Synopsen
Der Begriff Synopse (altgr. ”Überblick“) wurde in [Gibbons 99] von Gibbons et al.
in den Datenbankkontext übertragen und als eine beliebige Datenstruktur, die sub-
stanziell kleiner als die Basisdaten ist, definiert. Durch ihre geringe Größe bieten
Synopsen zahlreiche Vorteile: Da sie im Hauptspeicher verwaltet werden können,
ermöglichen sie kurze Verarbeitungszeiten für Anfragen und Aktualisierungen; der
zusätzliche freie Platz im Hauptspeicher für weitere Datenstrukturen führt zu einer
besseren Systemperformanz. Im Falle der Nichtverfügbarkeit der Basisdaten stellen
Synopsen ein kleines Surrogat dar [Faloutsos 97], und ihre geringe Größe ermöglicht
eine schnelle Übertragung innerhalb der Speicherhierarchie oder über ein Netzwerk.
Die durch die Synopsen zusätzlich entstehenden Speicherkosten sind gering.
Synopsen sind in zwei Anwendungsgebieten von großer Bedeutung: Sie eignen sich
zum einen, die Berechnung exakter Antworten zu beschleunigen, indem sie den An-
frageoptimierer bei der Auswahl eines effizienten Zugriffplanes unterstützen. Zum
anderen ermöglichen sie schnelle, näherungsweise Antworten in Szenarien wie der
Datenexploration, bei denen Ungenauigkeiten der Anfrageergebnisse als Preis für
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signifikant kürzere Antwortzeiten akzeptiert werden. Im Folgenden werden verschie-
dene Synopsenformen kurz vorgestellt.
Histogramme Histogramme sind ein wichtiger Bestandteil der Anfrageoptimierung
und stellen eine Näherung der Datenverteilung einzelner oder mehrerer Attribute
dar. Das Prinzip von Histogrammen ist, die Attributwerte in eine vorgegebene An-
zahl von disjunkten Bereichen zu unterteilen und diese Bereiche durch deren Gren-
zen, Kardinalitäten und die Anzahl der verschiedenen Werte in diesen Bereichen zu
repräsentieren. Für die Bestimmung der Bereichsgrenzen gibt es verschiedene Ver-
fahren, die beispielsweise die Anzahl der Werte oder deren Abstände berücksichtigen.
Neben eindimensionalen [Ioannidis 95, Karras 08, Koudas 00, Muralikrishnan 88,
Poosala 96] und mehrdimensionalen [Aboulnaga 99, Deshpande 01, Gunopulos 00,
Furfaro 05, Poosala 97] Histogrammen wurden auch speziell an die Anfragelast ange-
passte Histogramme [Aboulnaga 99, Bruno 01] entwickelt. Histogramme stellen eine
weit erforschte Synopsenform dar; sie sind Bestandteil nahezu aller kommerziellen
Datenbanksysteme, und es existieren effiziente Algorithmen für deren Berechnung
und Wartung [Gibbons 02, Guha 02, Jagadish 98]. Der Einsatz dieser Synopsen-
form für die näherungsweise Anfrageverarbeitung wird in [Ioannidis 99, Poosala 99a,
Poosala 99b] diskutiert. Dabei werden Gruppierungsoperationen in den Anfragen je-
doch nur sehr eingeschränkt unterstützt. Ein wesentlicher Punkt bei der näherungs-
weisen Anfrageverarbeitung ist die Bewertung des geschätzten Ergebnisses. Hierfür
sind probabilistische Fehlergrenzen wie Konfidenzintervalle geeignete Darstellungs-
formen. Ein Konfidenzintervall ist ein Intervall, in dem das tatsächliche Anfrageer-
gebnis mit einer vorgegebenen Wahrscheinlichkeit liegt. Da solche Fehlergrenzen für
Histogramme nicht angegeben werden können, sind die näherungsweisen Ergebnisse
nur schwer interpretierbar.
Stichproben Die wohl einfachste und am weitesten verbreitete Form von Synopsen
stellen Stichproben dar. Eine Stichprobe ist eine zufällige Auswahl von Elementen
der Basisdaten; das Vorgehen bei der Stichprobenerhebung und die Aufnahmewahr-
scheinlichkeiten der einzelnen Elemente hängen vom verwendeten Stichprobendesign
ab (siehe Abschnitt 2.4.1). Stichproben sind weit erforscht und haben ein großes An-
wendungsgebiet: In der Anfrageoptimierung lassen sie sich für Selektivitätsschätzun-
gen für Anfragen auf einzelnen Relationen [Haas 92, Hou 91b, Naughton 90] und für
Verbundanfragen [DeWitt 92, Ganguly 96, Haas 95b, Haas 96, Lipton 90, Lipton 95,
Ngu 04] verwenden; zahlreiche Verfahren nutzen Stichproben, um die Anzahl ver-
schiedener Werte zu schätzen [Beyer 07, Charikar 00, Chaudhuri 04, Gibbons 01,
Haas 95a, Ilyas 04]. Im Vergleich zu Histogrammen sind mit Hilfe von Stichproben
bessere Schätzungen insbesondere für komplexere Anfragen (Prädikate auf mehre-
ren Attributen oder Verbundanfragen) möglich. Das Hauptanwendungsgebiet von
Stichproben ist die näherungsweise Anfrageverarbeitung. Klare Vorteile sind hier
die Möglichkeit der Berechnung probabilistischer Fehlergrenzen sowie die Erhal-
tung von Dimensionalität und Korrelationen in den Daten. Zusätzlich lässt sich
die stichprobenbasierte Anfrageverarbeitung einfach in Datenbanksysteme integrie-
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ren: Da die Stichprobenelemente die gleiche Struktur wie die Elemente der Basis-
daten haben, können sie in gewöhnlichen Tabellen gespeichert werden; die relatio-
nalen Operatoren müssen nur leicht angepasst werden, beispielsweise um das Stich-
probenergebnis entsprechend auf die Basisdaten hochzurechnen. Weiterhin haben
sich Stichproben in der Datenanalyse und dem Data-Mining [Brown 03, Chen 02,
Ilyas 04, John 96, Kivinen 94, Kollios 01, Li 04, Toivonen 96], in der Datenstrom-
verarbeitung [Gemulla 08b, Haas 08, Johnson 05, Mahmood 07, Tatbul 06], und bei
der Datenintegration [Brown 05, Leser 05, IBM 05] etabliert. Auch für die Erstellung
von Histogrammen [Chaudhuri 98, Chaudhuri 04, Poosala 96] und deren Wartung
[Gibbons 02] sowie bei der Wartung komplexerer Stichprobendesigns [Chaudhuri 07]
werden Stichproben herangezogen. Weiterhin existieren Ansätze, die Stichproben-
schätzungen durch wenige Zusatzinformationen zu verbessern [Gibbons 98a, Jin 06,
Jermaine 03].
Wavelets Wavelets haben ihren Ursprung in der Signalverarbeitung. Dabei wird
der Verlauf eines Signals angenähert, indem jeweils wertemäßig ähnliche Bereiche
durch deren Mittelwert repräsentiert werden. In den letzten Jahren wurden Wave-
lets zunehmend für die näherungsweise Anfrageverarbeitung in Datenbanken vorge-
schlagen. Ähnlich wie Histogramme liefern klassische, deterministische Verfahren
[Chakrabarti 00, Garofalakis 02, Garofalakis 05, Vitter 98, Vitter 99] nur schwer
interpretierbare Ergebnisse, da Angaben zu Fehlergrenzen fehlen. Abhilfe bieten
hier probabilistische Wavelets [Deligiannakis 05, Garofalakis 04]. Weiterhin erlauben
mehrdimensionale Wavelets [Deligiannakis 07] die Näherung mehrerer numerischer
Attribute und auch für diese Synopsenform wurden Verfahren vorgestellt, die für die
Anfragelast optimierte Synopsen berechnen [Matias 07]. Methoden für die Beantwor-
tung von Bereichsanfragen basierend auf Wavelets werden in [Guha 08, Matias 06,
Gilbert 01] und Möglichkeiten der effizienten Wartung in [Chen 07, Karras 05] disku-
tiert. Allerdings ist die Integration von Wavelets in Datenbanksysteme sehr komplex,
da für die Anfrageverarbeitung entweder eine teure Rücktransformation der Daten
oder aber eine aufwändige Anpassungen der relationalen Operatoren erforderlich ist.
Weitere, jedoch im Kontext der Anfrageoptimierung und näherungsweisen Anfra-
geverarbeitung unübliche und weniger geeignete Synopsenformen, wie beispielswei-
se Singulärwertzerlegungen, Regressionen, Log-lineare Modelle, Clustering oder auf
Indexbäumen basierende Synopsen werden in [Barbará 97] analysiert. Auch die in
kommerziellen Datenbanksystemen üblichen materialisierten Sichten stellen eine Art
Synopse dar; sie sind durch ihre hohe Spezialisierung der definierenden Anfrage in
diesem Kontext aber ebenfalls weniger geeignet.
Mit dem Fokus dieser Arbeit auf der näherungsweisen Anfrageverarbeitung ste-
chen Stichproben durch ihre Einfachheit, eine lange und umfangreiche Erforschung
sowie die Möglichkeit der Berechnung probabilistischer Fehlergrenzen aus den be-
trachteten Synopsenformen heraus. Die nachfolgenden Diskussionen und Lösungen
beziehen sich daher auf diese Form von Synopsen. Die Begriffe Stichproben und
Synopsen werden im Folgenden synonym verwendet.
7
2 Vorbetrachtungen
2.2 Arten der Stichprobenerhebung
Im letzten Abschnitt wurde die Praktikabilität des Einsatzes von Stichproben bei
der näherungsweisen Anfrageverarbeitung erläutert. Dabei blieb die Frage nach dem
Zeitpunkt der Stichprobenerhebung ungeklärt. Hier können zwei Arten unterschie-
den werden, die verschiedene Auswirkungen auf das System und die Anfrageverar-
beitung selbst haben: Eine Stichprobe kann direkt für die Anfrage während deren
Verarbeitungszeit berechnet werden oder sie kann (allgemein) vorberechnet und ma-
terialisiert werden. Im Folgenden werden die Eigenschaften beider Verfahren disku-
tiert.
2.2.1 Stichprobenerhebung zur Verarbeitungszeit
Bei der Stichprobenerhebung zur Verarbeitungszeit wird eigens für die eingehende
Anfrage im Laufe der Anfrageverarbeitung die benötigte Stichprobe erhoben. Mithil-
fe dieser Stichprobe wird die entsprechende Anfrage näherungsweise beantwortet; die
Stichprobe selbst wird anschließend verworfen. Ein wiederholtes Stellen der gleichen
Anfrage hat eine wiederholte Berechnung der Stichprobe zur Folge; das Ergebnis
kann dabei folglich variieren.
Ein Vorteil dieses Vorgehens ist dessen geringe Beeinflussung des Datenbank-
systems: Für die Erhebung der Stichproben entstehen weder Vorberechnungskos-
ten noch zusätzlicher Speicheraufwand; die exakte Anfrageverarbeitung bleibt un-
beeinflusst. Ein weiterer Vorteil ist die Möglichkeit der kontinuierlichen Verfeine-
rung des Schätzwertes bis hin zum exakten Ergebnis. Hellerstein et al. stellen in
[Hellerstein 97] eine entsprechende Technik für die Berechnung von Aggregaten vor.
Darauf aufbauend zeigen Haas und Hellerstein mit dem Ripple-Join [Haas 99] und
Jermaine et al. mit dem Sort-Merge-Shrink-Join [Jermaine 05] Möglichkeiten, die-
ses Prinzip auf Verbundoperationen zu erweitern. Mit der Database-Online-Engine
[Jermaine 07] gehen Jermaine et al. einen Schritt weiter und stellen ein grundlegend
an die inkrementelle Beantwortung angepasstes Anfrageverarbeitungsprinzip vor.
Alle diese Techniken haben eine gemeinsame Voraussetzung: Um möglichst unver-
zerrte Schätzwerte zu berechnen sowie für die Angabe statistisch aussagekräftiger
Fehlergrenzen ist die Auswahl von zufälligen Elementen aus den Basisdaten erfor-
derlich. Diese zufällige Auswahl wird jedoch in kommerziellen Datenbanksystemen
nicht unterstützt; hier liegt der Fokus der Optimierung auf kurzen Antwortzeiten
für exakte Anfragen. Zwar erfährt die näherungsweise Anfrageverarbeitung zuneh-
mende Anerkennung – so hat beispielsweise das SQL-Standardisierungskomitee die
TABLESAMPLE-Klausel in den SQL/Foundation:2003-Standard aufgenommen –, je-
doch zeigen Haas und König in [Haas 04] die Probleme existierender Implementie-
rungen, die in Abhängigkeit des verwendeten Stichprobenverfahrens auftreten: Er-
folgt die Auswahl von Elementen auf Tupelebene, verursacht die Organisation von
Tupeln auf Seiten einen hohen Mehraufwand beim Lesen der Daten, der mit stei-
gender Stichprobenrate stark ansteigt. Wie die Autoren feststellen, müssen bei einer
Speicherbelegung von 100 Tupeln pro Seite bereits für Stichprobenraten von mehr
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als 2% faktisch alle Seiten der Tabelle gelesen werden. Die Auswahl von Elemen-
ten auf Seitenebene kann dagegen hohe Schätzfehler, also hohe Abweichungen des
Schätzwertes vom exakten Ergebnis, sowie verzerrte näherungsweise Ergebnisse zur
Folge haben.
Ein weiterer Nachteil der Stichprobenerhebung zur Verarbeitungszeit ist die Ein-
schränkung der Verwendbarkeit auf einfache Anfragetypen. So lassen sich beispiels-
weise Anfragen mit allgemeinen Verbundoperationen mit diesem Vorgehen nicht nä-
herungsweise beantworten. Das Problem hierbei ist, dass die Reihenfolge der beiden
Vorgänge Stichprobenerhebung und Verbundausführung entscheidend für das Anfra-
geergebnis ist; ein Verbund der Stichproben zweier Relationen resultiert folglich nicht
in einer Stichprobe des Verbundes beider Relationen [Chaudhuri 99]. Diese Nicht-
kommutativität von Stichprobenerhebung und relationalem Operator gilt auch für
weitere binäre Operatoren, wie Vereinigung, Differenz und Schnittmenge [Olken 93].
2.2.2 Vorberechnete Stichproben
Grundlegend anders ist das Vorgehen beim Einsatz von vorberechneten Stichproben.
Auf Basis von Expertenwissen oder der bisherigen Anfragelast werden die Tabellen
ausgewählt, für welche Stichproben berechnet und materialisiert werden. Eingehen-
de Anfragen werden direkt mit den vorberechneten Stichproben beantwortet. Ein
wiederholtes Stellen der gleichen Anfrage hat demnach das gleiche Anfrageergebnis
zur Folge.
Eine direkte Unterstützung vorberechneter Stichproben im SQL-Standard oder
in kommerziellen Datenbanksystemen ist derzeit nicht vorhanden. Jedoch lässt sich
diese Technik relativ einfach als (dünne) Zwischenschicht zwischen Datenbanksys-
tem und Anwendungsprogramm realisieren, wie beispielsweise Gibbons et al. mit
dem AQUA-Projekt [Gibbons 98b, Acharya 99a] zeigen. Alternativ ist auch eine In-
tegration vorberechneter Stichproben in das Datenbanksystem selbst möglich, wie
Klein et al. mit Derby/S in [Klein 06] demonstrieren.
Vorberechnete Stichproben haben eine Vielzahl von Vorteilen. Im Gegensatz zur
Stichprobenberechnung zur Verarbeitungszeit können die Daten zunächst analysiert
werden, was speziell an die Datencharakteristik und die Anfragetypen angepass-
te Stichprobenverfahren ermöglicht. Dies hat kleinere Schätzfehler und damit eine
höhere Akzeptanz beim Nutzer zur Folge. Weiterhin muss bei vorberechneten Stich-
proben zur Anfragezeit nur der tatsächlich gewünschte Anteil an Seiten gelesen wer-
den, was zu signifikant kürzeren Antwortzeiten führt. Zusätzlich ermöglichen sie ein
deutlich breiteres Spektrum an Anfragen für die näherungsweise Beantwortung.
Offensichtlich haben vorberechnete Stichproben auch Nachteile, die jedoch beim
genaueren Betrachten häufig vernachlässigbar werden. So amortisieren sich die Vor-
berechnungskosten durch die mehrfache Nutzung der Stichproben, und der zusätzli-
che Speicherplatzbedarf ist im Hinblick auf ihre Vorteile – insbesondere im Vergleich
zur Größe der Basisdaten – gering. Weiterhin ist bei vorberechneten Stichproben zu
beachten, dass die Änderungen der Basisdaten an die Stichproben propagiert werden
müssen, so dass diese weiterhin den tatsächlichen Datenbestand widerspiegeln. Um
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die dadurch entstehende zusätzliche Systembelastung so gering wie möglich zu hal-
ten, wurden verschiedene effiziente Wartungsalgorithmen entwickelt; eine Übersicht
dazu ist in [Gemulla 08a] zu finden.
Der Fokus dieser Arbeit liegt auf vorberechneten Stichproben. Die folgenden Dis-
kussionen und Lösungen betrachten daher hauptsächlich diese Form der Stichproben.
2.3 Problemraum vorberechneter Stichproben
Eine ganzheitliche Betrachtung der Problematik der näherungsweisen Anfragever-
arbeitung auf Basis vorberechneter Stichproben in einem Datenbanksystem eröffnet
einen Problemraum mit den zwei folgenden Dimensionen:
Ebene im Datenbanksystem In dieser Dimension wird der Einsatz von materia-
lisierten Stichproben auf unterschiedlichen Abstraktionsebenen analysiert. Auf der
obersten Ebene, der Datenbankebene, wird der Bestand der Stichproben für eine
relationale Datenbank in seiner Gesamtheit betrachtet. Die Probleme dieser Ebene
sind die Auswahl von statistisch korrekten und repräsentativen Stichproben für ei-
ne erwartete Anfragelast, die Auswahl der für die Beantwortung einer Anfrage am
besten geeigneten Stichprobe sowie die effiziente Propagierung von Änderungen der
Basisdaten an die Stichproben durch eine Analyse der Relevanz der Änderungen für
die Stichproben. Auf der darunterliegenden Ebene, der Stichprobenebene, stehen die
einzelnen Stichproben selbst im Vordergrund. Schwerpunkte dieser Ebene sind die
Entwicklung von Stichprobenverfahren, die für die im Datenbankkontext üblichen
Operationen unverzerrte und möglichst genaue Schätzungen liefern sowie die Anpas-
sung von Stichprobenverfahren für eine statistisch korrekte und effiziente Wartung.
Die unterste Ebene, die Ebene der physischen Zugriffsstrukturen, umfasst die Proble-
matik des feingranularen Zugriffs auf Stichproben auf dem Tertiärspeicher. Hier sind
Organisationsformen für die Speicherung der Stichprobenelemente gesucht, welche
Anfrage- und Aktualisierungsoperationen auf Stichproben, die sich von Operationen
auf Relationen unterscheiden, effizient unterstützen.
Phase der Stichprobe Die zweite Dimension betrachtet die Phase der Stichprobe;
hierbei wird zwischen Erstellung, Verwendung und Wartung unterschieden. Diese
Dimension ist orthogonal zur Dimension der Datenbanksystemebene und betrachtet
die Probleme aus einem anderen Blickwinkel. Für die Erstellung einer Stichpro-
be sind Entscheidungen über die Basisdaten sowie das Stichprobenverfahren und
deren Parameterwerte erforderlich. Für die Stichprobenkonstruktion werden Algo-
rithmen mit geringem Berechnungs- und Speicheraufwand benötigt. Probleme bei
der Verwendung betreffen die Auswahl der zu verwendenden Stichprobe sowie die
möglichst exakte Schätzung des näherungsweisen Anfrageergebnisses auf Basis des
Stichprobenergebnisses. In der Phase der Wartung steht deren effiziente und statis-
tisch korrekte Durchführung im Vordergrund.
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Wie wird die Stichprobe physisch abgelegt, 
so dass Operationen auf der Stichprobe 
effizient unterstutzt werden?
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..
Abbildung 2.1: Problemraum für die näherungsweise Anfrageverarbeitung mittels
vorberechneter Stichproben
Der Problemraum zusammen mit den Fragestellungen der einzelnen Problemfel-
der ist noch einmal in Abbildung 2.1 dargestellt. Hauptgegenstand dieser Arbeit
ist die Präsentation neuer Stichprobenverfahren für den Einsatz in (analytischen)
Datenbanken; das entsprechende Problemfeld ist in der Abbildung grau dargestellt.
Das Problemfeld der Stichprobenerstellung auf der Ebene der physischen Zugriffs-
strukturen ist unbesetzt, da der feingranulare Zugriff auf die Stichprobenelemente
unabhängig von der Berechnung der Stichproben und den verwendeten Basisdaten
ist.
Bevor auf die Problematik der Stichprobenerstellung und -verwendung in der
Stichprobenebene genauer eingegangen wird, erfolgt an dieser Stelle ein Überblick
über existierende Lösungen und offene Fragestellungen der verbleibenden Problem-
felder.
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2.3.1 Datenbankebene: Erstellung
Das Problemfeld der Stichprobenerstellung auf Datenbankebene befasst sich mit
der Zielstellung, für eine gegebene Anfragelast und eine gegebene Speicherplatzbe-
schränkung eine optimale Stichprobenkonfiguration zu bestimmen. Eine optimale
Stichprobenkonfiguration ist dabei eine Menge von Stichproben, die die Laufzeit der
gegebenen Anfragen minimiert und gleichzeitig den gegebenen Speicherplatz nicht
überschreitet. Zusätzlich ist dabei der entstehende Schätzfehler zu berücksichtigen,
der durch die Stichprobengröße und das verwendete Stichprobenverfahren beein-
flusst werden kann. Da im Allgemeinen größere Stichproben kleinere Schätzfehler
zur Folge haben, ist hier ein Kompromiss zwischen der Laufzeiteinsparung und der
Höhe des Schätzfehlers zu finden.
Diese Problemstellung ist bisher weitestgehend unerforscht, jedoch lassen sich
Ideen und Techniken aus dem verwandten Problemfeld der Ermittlung des opti-
malen physischen Designs einer Datenbank übernehmen. Bei diesem Problem wer-
den physische Hilfsstrukturen und Datenorganisationsformen gesucht, die die Verar-
beitungskosten einer gegebenen Anfragelast minimieren und dabei die vorgegebene
Speicherplatzbeschränkung einhalten. Auf diesem großen Forschungsfeld existieren
zahlreiche Arbeiten zu Indizes [Bruno 08, Chaudhuri 97, Datar 04, Finkelstein 88,
Gebaly 08, Hammer 76] und materialisierten Sichten [Bauer 03, Gupta 05, Labio 97,
Zilio 04b]; weitergehende Arbeiten betrachten Indizes und materialisierte Sichten
gemeinsam [Agrawal 00, Agrawal 01, Kormilitsin 08]. Neben diesen Hilfsstrukturen
werden zusätzliche Datenorganisationsformen wie die horizontale Partitionierung
[Agrawal 04a], die vertikale Partitionierung [Agrawal 04b] und das multidimensiona-
le Clustering der Daten [Zilio 04a] mit in den Suchraum für das optimale physische
Design aufgenommen. Während der Suche schätzen die meisten dieser Verfahren die
Kostenersparnis der aktuell betrachteten Konfiguration mit Hilfe des Optimierers
über die sogenannte what-if -Schnittstelle [Chaudhuri 98] ab. Dabei wird die Kon-
figuration für die Kostenschätzung simuliert, wodurch der Aufwand gegenüber ei-
ner tatsächlichen Materialisierung deutlich reduziert wird. Andere Verfahren nutzen
ein explizites Kostenmodell, um die Kostenersparnis der Konfiguration zu ermitteln
[Choenni 93, Gupta 05, Hammer 76, Zilio 04b]. Der Einfluss der Wartungskosten der
betrachteten Konfiguration wird in [Agrawal 00, Gupta 05, Labio 97, Zilio 04b] mit
in die Suche einbezogen.
Diese Vielzahl von Lösungsvorschlägen stellt eine gute Ausgangsbasis für die Über-
tragung auf den Stichprobenkontext dar. Dennoch gibt es einige Unterschiede, die
bei der Bestimmung optimaler Stichprobenkonfigurationen zu beachten sind: Zum
einen hat die Verwendung von Stichproben Schätzfehler zur Folge. Hier stellt sich
die Frage, wie diese für die verschiedenen Anfragetypen berechnet und in das Kos-
tenmodell aufgenommen werden können. Zum anderen ist auch die Integration der
Wartungskosten in das Kostenmodell schwieriger, da für Stichproben durch ihren
ohnehin approximativen Charakter die verzögerte Wartung häufig akzeptabel ist,
wodurch eine direkte Zuordnung von Wartungskosten zu einer Anfrage nicht gege-
ben ist.
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Erste Arbeiten, die sich mit der Auswahl anzulegender Synopsen befassen, sind
[Chaudhuri 01b] und [König 02]. In [Chaudhuri 01b] werden aus der Menge mög-
licher Synopsen diejenigen ausgewählt, welche Auswirkungen auf den Anfrageplan
oder die Verarbeitungskosten haben. Die Betrachtung des Problems eines beschränk-
ten Speicherplatzes und dessen Aufteilung auf die einzelnen Synopsen fehlt. Einen
Schritt weiter gehen König und Weikum in [König 02]. Dort werden Verfahren zur
Auswahl anzulegender Synopsen sowie zur Speicherplatzaufteilung vorgeschlagen.
Allerdings werden dabei Spline-basierte Synopsen betrachtet, wodurch die Verfah-
ren nicht ohne weiteres auf Stichproben übertragen werden können. Weiterhin steigt
der Aufwand dieser Lösung exponentiell mit der Anzahl der Attribute, deren Werte
geschätzt werden sollen.
Abschließend ist festzustellen, dass es trotz des großen Anwendungsgebietes von
Stichproben keine Lösung für die Bestimmung einer optimalen Stichprobenkonfigu-
ration für eine gegebene Anfragelast unter beschränktem Speicherplatz gibt.
2.3.2 Datenbankebene: Verwendung
Ebenfalls noch ungelöst ist die Fragestellung des Problemfeldes der Stichprobenver-
wendung auf Datenbankebene, nämlich welche der vorhandenen Stichproben für die
Beantwortung einer Anfrage am besten geeignet ist.
In einem ersten Schritt sind dabei strukturell relevante Stichproben zu ermitteln.
Hierbei kann auf existierende Techniken aus dem Bereich der Verwendung von mate-
rialisierten Sichten (view matching) zurückgegriffen werden. In diesem Forschungs-
feld werden von Yang und Larson in [Yang 87] Umschreibestrategien für Anfra-
gen mit Selektionen, Projektionen und Verbundoperationen (SPJ-Anfragen) vorge-
stellt; Erweiterungen auf Anfragen mit Aggregationen und Gruppierungen (SPJG-
Anfragen) werden in [Srivastava 96, Goldstein 01] präsentiert. Die in [Goel 96] vor-
gestellten Umschreibestrategien erlauben zusätzlich äußere Verbunde in den um-
zuschreibenden Anfragen (SPOJG-Anfragen); in der Lösung von Larson und Zhou
[Larson 07b] dürfen auch die materialisierten Sichten äußere Verbunde enthalten.
Für Anfragen mit verschachtelten Unteranfragen und multidimensionalen Aggrega-
ten zeigen Zaharioudakis et al. in [Zaharioudakis 00] eine Lösungsmöglichkeit. Die
Komplexität der Anfrageumschreibung für die Verwendung materialisierter Sichten
wird in [Levy 95] diskutiert; Pottinger und Levy stellen in [Pottinger 00] einen effi-
zienten Umschreibealgorithmus für konjunktive Anfragen vor. Eine Übersicht über
verschiedene Techniken der Anfrageumschreibung ist in [Halevy 01] zu finden.
Zusätzlich zur Ermittlung strukturell relevanter Stichproben ist bei der Stichpro-
benauswahl der aus der näherungsweisen Anfrageverarbeitung resultierende Schätz-
fehler der jeweiligen Stichprobe zu berücksichtigen. Eine besondere Schwierigkeit ist
dabei, diesen bereits vor der Anfrageausführung abzuschätzen, um Stichprobenkan-
didaten bewerten oder aufgrund zu hoher Schätzfehler aus der Kandidatenmenge
ausschließen zu können. Während sich für gleichverteilte Stichproben der Schätz-
fehler von Anfragen über die gesamten Basisdaten noch relativ einfach berechnen
lässt, ist dies bereits bei Anfragen mit Selektionen nicht mehr ohne weiteres mög-
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lich. Der Grund hierfür ist, dass sich die Charakteristik des durch die Selektion
ausgewählten Bereiches grundlegend von der Charakteristik der gesamten Basisda-
ten unterscheiden kann. Auch für weitere relationale Operatoren wie Gruppierungen
oder Verbundoperationen sind zusätzliche Informationen erforderlich, um Angaben
zum Schätzfehler machen zu können. Noch schwieriger wird das Problem bei der
Verwendung spezieller Stichprobenverfahren, bei denen beispielsweise die Elemente
verschiedene Aufnahmewahrscheinlichkeiten in die Stichprobe besitzen.
2.3.3 Datenbankebene: Wartung
Auch auf dem letzten Problemfeld der Datanbankebene – der Wartung – gibt es noch
offene Fragestellungen. Für eine effiziente Durchführung der Stichprobenwartung
sind zunächst die Änderungen der Basisdaten auf ihre Relevanz für die vorhandenen
Stichproben zu analysieren. Hierfür kann beispielsweise auf die von Blakely et al. in
[Blakeley 86] vorgestellte Lösung aus dem Bereich materialisierter Sichten aufgebaut
werden.
Als nächstes ist eine effiziente Propagierung der relevanten Änderungen der Ba-
sisdaten an die Stichproben zu realisieren. Wie bereits erwähnt, werden Stichproben
aufgrund ihres approximativen Charakters häufig verzögert gewartet, d. h., die Än-
derungen der Basisdaten werden nicht sofort an die Stichproben propagiert, sondern
zwischengespeichert und zu einem späteren Zeitpunkt durchgeführt. Für diese ver-
zögerte Stichprobenwartung lässt sich erneut auf Techniken aus dem Bereich mate-
rialisierter Sichten zurückgreifen: Colby et al. beschreibt in [Colby 96] die verzögerte
Wartung materialisierter Sichten; in [Salem 00] und in [Zhou 07] wird gezeigt, wie
sich die verzögerte Wartung in viele kleine Schritte aufteilen lässt.
Aus den Betrachtungen der einzelnen Problemfelder der Datenbankebene ist zu
erkennen, dass es in dieser Ebene noch viele offene Fragestellungen und ungelöste
Probleme gibt. Dabei bieten Ideen und Techniken aus dem Bereich materialisier-
ter Sichten häufig vielversprechende Lösungsgrundlagen. Diese sind jedoch an die
charakteristischen Eigenschaften des Stichprobenkontexts anzupassen; hierbei stellt
insbesondere die Berücksichtigung der Schätzfehler eine Herausforderung dar.
2.3.4 Stichprobenebene: Wartung
Das Problemfeld der Wartung auf Stichprobenebene befasst sich mit der effizienten
und statistisch korrekten Aktualisierung einzelner Stichproben bei sich ändernden
Basisdaten. Die einfachste Form der Stichprobenwartung ist die Neuberechnung der
Stichprobe. Da dieses Vorgehen jedoch üblicherweise eine inakzeptabel hohe Sys-
tembelastung darstellt, werden Erweiterungen der Stichprobenverfahren gesucht, die
eine inkrementelle Wartung ermöglichen.
Eine Möglichkeit der inkrementellen Stichprobenwartung in Datenbanksystemen
wird in [Olken 86] vorgestellt. Allerdings erfordert diese Lösung Zugriff auf die Basis-
daten. Um die Effizienz der inkrementellen Wartung gegenüber einer Neuberechnung
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der Stichprobe deutlich zu erhöhen, werden Verfahren ohne Zugriff auf die Basisdaten
benötigt. Hierfür zeigt Vitter in [Vitter 85], wie Stichproben für Einfügeoperationen
auf den Basisdaten gewartet werden können. Die Erweiterungen aus [Gemulla 07]
und [Gemulla 08c] ermöglichen eine inkrementelle Stichprobenwartung für beliebi-
ge Änderungsoperationen ohne Zugriff auf die Basisdaten. Eine Übersicht über die
Stichprobenwartung bietet [Gemulla 08a].
Alle diese Verfahren eignen sich für die inkrementelle Wartung gleichverteilter
Stichproben; die inkrementelle Wartung anderer Stichprobendesigns ist aufgrund
der unterschiedlichen Aufnahmewahrscheinlichkeiten der einzelnen Elemente in die
Stichprobe schwieriger. Zwar stellen einige Autoren bei der Präsentation neuer Stich-
probenverfahren auch Möglichkeiten für deren Wartung vor; eine allgemeine Betrach-
tung dieses Problems fehlt jedoch.
2.3.5 Ebene physischer Zugriffsstrukturen: Verwendung und Wartung
Die letzte der betrachteten Ebenen – die Ebene der physischen Zugriffsstrukturen –
befasst sich mit der relativ speziellen Problematik der physischen Verwaltung von
Stichproben. Auf dieser Ebene wird untersucht, inwieweit sich Anfrage- und Aktua-
lisierungsoperationen auf Stichproben von den entsprechenden Operationen auf den
Basisdaten unterscheiden. Für eine effiziente Unterstützung der sich unterscheiden-
den Operationen sind geeignete physische Hilfsstrukturen und Datenorganisations-
formen zu ermitteln.
Von den Aktualisierungsoperationen unterscheidet sich besonders das Einfügen
neuer Elemente in Stichproben fester Größe vom Einfügen neuer Elemente in die
Basisdaten: Während die Elemente beim Einfügen in die Basisdaten einfach an die
existierenden Elemente angehängt werden können, müssen bei Stichproben fester
Größe zufällige Stichprobenelemente ausgewählt und überschrieben werden. Dieser
Vorgang ist vor allem für große Stichproben auf dem Tertiärspeicher sehr aufwändig.
Pol et al. stellen in [Pol 08] eine Technik vor, die die effiziente Wartung großer
Stichproben ermöglicht. Die Idee dabei ist, durch das Laden veränderter Teile der
Stichprobe in den Hauptspeicher sequentielle Zugriffsmuster auf den Tertiärspeicher
zu erreichen. Eine Anpassung dieser Idee auf die Verwendung von Flash-Speicher-
medien wird in [Nath 08] vorgestellt. Einen anderen Ansatz beschreiben Gemulla
und Lehner in [Gemulla 06]. Dabei wird eine Trennung von Änderungsoperationen
auf den Quelldaten von Änderungen der Stichprobendatenbasis vorgeschlagen. Im
Gegensatz zur Wartung einer materialisierten Sicht müssen in diesem Fall weder alle
Änderungen der Basisdaten aufgezeichnet noch physisch an der Stichprobe vollzogen
werden.
Im Bereich der Anfrageoperationen wird eine effiziente Unterstützung von Selek-
tionen auf großen Stichproben gefordert. Hierfür lassen sich neben den aus den rela-
tionalen Datenbanksystemen bekannten Indexstrukturen auch Indexstrukturen aus
dem Anwendungsgebiet der zur Laufzeit erhobenen Stichproben, wie beispielsweise
der ACE-Tree [Joshi 08a], verwenden.
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Nach diesem Überblick über die in dieser Arbeit nicht weiter behandelten Pro-
blemfelder wird im nächsten Abschnitt der Fokus auf die Erstellung und Verwendung
von Stichproben gerichtet.
2.4 Stichprobenebene: Erstellung und Verwendung
In diesem Abschnitt wird die Eignung von Stichprobenverfahren für die Verwen-
dung in Datenbanksystemen untersucht. Dabei werden verschiedene, im Datenbank-
kontext relevante Stichprobendesigns und spezielle Stichprobenverfahren aus unter-
schiedlichen Blickwinkeln betrachtet. Dies beinhaltet die Auswahlstrategie und die
Aufnahmewahrscheinlichkeit von Elementen in die Stichprobe (Abschnitt 2.4.1), die
Berücksichtigung der Anfragelast durch das Stichprobenverfahren (Abschnitt 2.4.2)
sowie dessen Eignung für verschiedene Anfragetypen (Abschnitt 2.4.3).
2.4.1 Klassifikation nach Stichprobendesign
Diese erste Klassifikation ist weitestgehend unabhängig vom Datenbankkontext. Sie
betrachtet verschiedene Strategien zu Auswahl von Elementen und deren Einfluss auf
die Aufnahmewahrscheinlichkeit der Elemente in die Stichprobe. Dabei werden nur
probabilistische Stichprobendesigns betrachtet. Kennzeichen probabilistischer Stich-
probendesigns ist, dass jedes Element eine bekannte, von Null verschiedene Aufnah-
mewahrscheinlichkeit hat [Särndal 91]. Stichprobendesigns im Allgemeinen stellen
Klassen dar; die speziellen Stichprobenverfahren bilden deren Instanzen. Im Fol-
genden werden die Eigenschaften verschiedener Stichprobendesigns vorgestellt und
entsprechende Stichprobenverfahren zugeordnet.
Als erstes Klassifikationskriterium wird die Aufnahmewahrscheinlichkeit herange-
zogen. Dabei wird in Designs unterteilt, bei denen jedes Element die gleiche Wahr-
scheinlichkeit hat, in die Stichproben aufgenommen zu werden und in solche, bei
denen die Aufnahmewahrscheinlichkeiten der einzelnen Elemente verschieden sind.
Innerhalb dieser Klassen wird als zweites Klassifikationskriterium die Auswahlstra-
tegie der Elemente diskutiert.
In die Klasse der Stichprobendesigns mit gleichen Aufnahmewahrscheinlichkeiten
sind gleichverteilte, systematische und Klumpenstichproben einzuordnen. Die Klasse
mit ungleichen Aufnahmewahrscheinlichkeiten umfasst geschichtete und gewichtete
Stichproben.
Gleichverteilte Stichproben Bei gleichverteilten oder uniformen Stichprobende-
signs werden die einzelnen Elemente zufällig und unabhängig voneinander gezogen.
Dabei gilt, dass (jeweils) alle Stichproben der gleichen Größe die gleiche Wahrschein-
lichkeit haben, gezogen zu werden. Gleichverteilte Stichproben stellen das grundle-
gendste Stichprobendesign dar und sind die Basis vieler erweiterter Designs. Ist die
Charakteristik der Basisdaten oder die erwartete Nutzung der Stichprobe unbekannt,
sind sie die beste Wahl.
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Einfache Zufallsstichproben sind uniforme Stichproben fester Größe. Vitter prä-
sentiert in [Vitter 84, Vitter 87] effiziente Algorithmen für die Berechnung einfacher
Zufallsstichproben für bekannte Relationengrößen; für unbekannte Relationengrößen
ist die weit verbreitete Reservoir-Technik [Vitter 85] geeignet.
Bei Bernoulli-Stichproben ist die Stichprobengröße probabilistisch und um den
Wert q|R| binomialverteilt, wobei q, q ∈ (0, 1), die Stichprobenrate und |R| die
Relationengröße einer Relation R angibt. Anders als bei einfachen Zufallsstichproben
ist somit die Stichprobengröße abhängig von |R|. Bernoulli-Stichproben zeichnen sich
durch ihre Einfachheit aus: Für eine gegebene Stichprobenrate q wird jedes Element
unabhängig von den vorangegangenen Entscheidungen mit der Wahrscheinlichkeit q
in die Stichprobe aufgenommen und mit der Wahrscheinlichkeit (1−q) abgelehnt. In
[Haas 04] werden Bernoulli-Stichproben für die näherungsweise Anfrageverarbeitung
verwendet.
Systematische Stichproben Beim systematischen Stichprobendesign wird jedes k-
te Element der Basisdaten in die Stichprobe aufgenommen. Dabei wird das Startele-
ment zufällig gewählt, so dass jedes Element die gleiche Aufnahmewahrscheinlichkeit
hat. Die Stichprobengröße ist, je nach Startelement, entweder b|R|/kc oder d|R|/ke.
Dieses Vorgehen ermöglicht eine sehr effiziente Stichprobenerhebung und die resul-
tierenden Stichproben sind einfachen Zufallsstichproben sehr ähnlich.1 Ngu et al.
nutzen systematische Stichproben für die effiziente Kardinalitätsschätzung von Ver-
bundanfragen [Ngu 04].
Klumpenstichproben Die Erhebung von Klumpenstichproben berücksichtigt na-
türliche Gruppen (Klumpen, Cluster) innerhalb der Basisdaten. Die Auswahl von
Elementen erfolgt auf Gruppenebene; die resultierende Stichprobe besteht aus zu-
fälligen ausgewählten, vollständigen Gruppen. Im Datenbankkontext stellt beispiels-
weise die gemeinsame Speicherung von Tupeln auf Seitenebene eine entsprechende
Gruppierung dar. Klumpenstichproben sind besonders dann geeignet, wenn die Da-
ten innerhalb der Gruppen heterogen, die Gruppen untereinander dagegen homogen
sind. Besonderer Vorzug von Klumpenstichproben ist deren effiziente Erhebung. In
[Chaudhuri 04, Brutlag 00] werden Klumpenstichproben für die Schätzung der An-
zahl verschiedener Werte verwendet. Hou und Ozsoyoglu schlagen Klumpenstichpro-
ben für die Kardinalitätsschätzung vor [Hou 91a]. Der Einsatz für die Histogramm-
erstellung wird in [Chaudhuri 98, Chaudhuri 04] diskutiert.
Geschichtete Stichproben Bei geschichteten Stichprobendesigns werden die Ba-
sisdaten in Schichten (Strata) unterteilt, wobei jedes Element der Basisdaten ge-
nau einem Stratum zugeordnet wird; es findet somit eine Partitionierung der Da-
ten statt. Von jedem Stratum wird unabhängig eine Stichprobe gezogen. Dabei
1Lässt sich |R| durch k ganzzahlig teilen und ist die Reihenfolge der Elemente der Basisdaten
zufällig, sind systematische Stichproben auch einfache Zufallsstichproben [Kitchenham 02].
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werden üblicherweise einfache Zufallsstichproben verwendet. Geschichtete Stichpro-
ben können im Vergleich zu gleichverteilten Stichproben zu signifikant kleineren
Schätzfehlern führen, insbesondere dann, wenn die Daten innerhalb der Strata ho-
mogen, die der Strata untereinander dagegen heterogen sind. Die Platzierung der
Stratumsgrenzen sowie die Aufteilung des zur Verfügung stehenden Speicherplat-
zes für die Stichprobe auf die einzelnen Strata sind schwierige Probleme, deren
Komplexität mit der Anzahl der zur Auswertung herangezogenen Attribute steigt
[Cochran 77]. Die Ausreißerbehandlung in [Chaudhuri 01a] stellt eine einfache Form
geschichteter Stichproben dar; die für Gruppierungsanfragen optimierten Verfahren
in [Acharya 00] und [Babcock 03] sowie das für Aggregationsanfragen optimierte
Verfahren in [Chaudhuri 07] basieren ebenfalls auf geschichteten Stichproben.
Gewichtete Stichproben Bei gewichteten Stichprobendesigns ist die Aufnahme-
wahrscheinlichkeit proportional zum Gewicht eines Elementes. Dieses Design bietet
sich vor allem dann an, wenn jedem Element ein Gewicht, das dessen Wichtigkeit
für die Verwendung der Stichprobe entspricht, zugewiesen werden kann. Gewichte-
te Stichprobendesigns, bei denen die Gewichte die Anfragehäufigkeit der Tupel bei
der Anfrageverarbeitung widerspiegeln, werden in [Ganti 00] und [Chaudhuri 01a]
vorgestellt.
2.4.2 Klassifikation nach Berücksichtigung der Anfragelast
Die Klassifikation von Stichprobenverfahren nach der Art der Berücksichtigung der
Anfragelast ist im Gegensatz zur vorangegangenen Klassifikation datenbankspezi-
fisch. Es wird betrachtet, in welcher Form welche Informationen aus der erwarteten
Anfragelast beim Stichprobenverfahren berücksichtigt werden können.
Unabhängig Ist die erwartete Anfragelast unbekannt oder für ein optimiertes Ver-
fahren zu allgemein, sind gleichverteilte Stichproben, also einfache Zufallsstichproben
oder Bernoulli-Stichproben, die beste Wahl.
Attributebene Zeigt die erwartete Anfragelast, dass auf bestimmten Attributen
stets (oder sehr häufig) die gleichen Operationen ausgeführt werden, kann gezielt
auf für diese Verwendung optimierte Stichprobenverfahren zurückgegriffen werden.
Gerade in analytischen Datenbanken sind solche Zugriffsmuster üblich: Über Dimen-
sionsattribute wird gruppiert, Maßzahlen werden aggregiert, und über die Schlüssel-
attribute werden die Relationen verbunden. Spezielle Stichprobenverfahren, die für
bestimmte Operationen auf einer gegebenen Menge von Attributen optimiert sind,
werden unter anderem in [Acharya 99b, Acharya 00, Babcock 03, Chaudhuri 01a]
vorgestellt.
Tupelebene Unterscheiden sich die Anfragehäufigkeiten der einzelnen Tupel stark
voneinander, können auf Tupelebene optimierte Verfahren verwendet werden. An-
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wendungsszenarien sind beispielsweise Verkaufszahlen großer Unternehmen, von de-
nen die Zahlen der letzten Quartale deutlich häufiger angefragt werden (und somit
wichtiger sind) als die Verkaufszahlen von vor zehn Jahren. Entsprechende Stichpro-
benverfahren basieren auf gewichteten Stichproben, bei denen die Anfragehäufigkeit
der Tupel die Gewichtung bestimmt. Dies kann entweder statisch nach Analyse des
bisherigen Anfrageverhaltens [Chaudhuri 07] oder dynamisch durch Adaption der
Aufnahmewahrscheinlichkeit zur Laufzeit [Ganti 00] erfolgen.
Im weiteren Verlauf dieser Arbeit werden auf Attributebene optimierte Stichpro-
benverfahren betrachtet. Diese haben den Vorteil, auch selten angefragte Elemente
gut zu repräsentieren, was besonders bei der Datenexploration und für von der typi-
schen Anfragelast abweichende Anfragen wichtig ist. Zusätzlich sei angemerkt, dass
die Gewichtsbestimmung bei der Optimierung auf Tupelebene bei den vorgestellten
Verfahren sehr aufwändig und damit nicht praktikabel ist.
2.4.3 Klassifikation nach Anfragetyp
Bei der letzten, ebenfalls datenbankspezifischen Klassifikation werden Stichproben-
verfahren betrachtet, die für verschiedene Anfragetypen optimiert sind. Hierfür wird
untersucht, wie sich die näherungsweise Anfrageverarbeitung auf das Anfrageergeb-
nis auswirkt, d. h., welcher Fehler durch die stichprobenbasierte Verarbeitung in das
Ergebnis eingeführt wird. Dabei werden zwei Fehlerarten unterschieden: Ein Ergeb-
nis kann unvollständig sein, d. h., es liegt ein quantitativer Fehler vor; ein Beispiel
dafür sind fehlende Tupel bei Bereichsanfragen. Ein Ergebnis kann aber auch unge-
nau sein, d. h., es liegt ein qualitativer Fehler vor; ein Beispiel hierfür sind Schätz-
werte für Aggregate. Natürlich kann ein näherungsweises Anfrageergebnis sowohl
unvollständig als auch ungenau sein; als Beispiel seien hier Gruppierungsanfragen
mit Aggregationen genannt.
Aggregationsanfragen ohne Gruppierung Die typischste Klasse von Anfragen im
Kontext der näherungsweisen Anfrageverarbeitung sind Aggregationsanfragen. Hier-
für wird das Aggregat auf der Stichprobe berechnet und anschließend auf die Basis-
daten hochgerechnet. Das Ergebnis ist eine Schätzung und somit ungenau.
Von den in Datenbanksystemen üblichen Aggregaten eignen sich Summe (SUM) und
Durchschnitt (AVG) am besten für die näherungsweise Berechnung: Sie sind in der
Statistik viel untersucht und bieten im Allgemeinen kleine Schätzfehler. Problema-
tisch sind hier Basisdaten mit hoher Varianz und Verzerrung (Schiefe); Schätzungen
auf Basis von Stichproben solcher Daten können mit hohen Fehlern behaftet sein.
Chaudhuri et al. stellen in [Chaudhuri 01a] ein Verfahren vor, das auch für stark
verzerrte Daten Stichproben mit geringen Schätzfehlern erzeugt.
Die Näherung von Kardinalitäten (COUNT) und der Anzahl verschiedener Werte
(COUNT DISTINCT) von (Teil-) Anfragen hat neben der Datenanalyse insbesondere
die Selektivitätsschätzung während der Anfrageoptimierung als wichtiges Anwen-
dungsfeld. Dies spiegelt sich in einer großen Anzahl von Forschungsarbeiten wider.
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Im Bereich der Kardinalitätsschätzung werden in [Ganguly 96, Haas 92, Hou 91b,
Larson 07a, Lipton 95, Ngu 04] verschiedene Verfahren vorgestellt. Olken [Olken 93]
und Chaudhuri et al. [Chaudhuri 98] zeigen, dass die Schätzung der Anzahl verschie-
dener Werte auf Basis von Stichproben ein schwieriges Problem ist und zu großen
Schätzfehlern führen kann. In [Beyer 07, Brutlag 00, Chaudhuri 04, Gibbons 01] wer-
den angepasste Stichprobenverfahren diskutiert, die sich diesem Problem stellen.
Die Schätzung von Extremwerten (MIN/MAX) auf Basis von Stichproben erweist
sich als besonders schwierig. Grund ist das Fehlen von probabilistischen Fehlergren-
zen; mit steigender Stichprobengröße konvergieren die Schätzwerte nicht asympto-
tisch zum tatsächlichen Wert. Als Schätzung kann zwar der Extremwert der Stich-
probe angegeben werden, ohne Angaben zur Ergebnisqualität ist dieser Wert jedoch
von geringem Nutzen. In [Manku 98, Manku 99] werden Lösungsvorschläge gegeben;
diese basieren allerdings auf zur Laufzeit erhobenen Stichproben.
Aggregationsanfragen mit Gruppierung Findet neben der Aggregation auch ei-
ne Gruppierung der Daten statt, hat dies Einfluss auf die Qualität des geschätzten
Ergebnisses. Zu den Schätzfehlern der einzelnen Aggregate kommen quantitative
Fehler hinzu: Ganze Gruppen können in der Antwort fehlen. Hiervon sind besonders
kleine Gruppen betroffen, also solche, die bereits in den Basisdaten nur aus we-
nigen Elementen bestehen. Bei gleichverteilten Stichproben ist die Wahrscheinlich-
keit hoch, dass kein Element einer solchen Gruppe in die Stichprobe aufgenommen
wird. Spezielle Formen geschichteter Stichproben, die die unterschiedlichen Gruppen-
größen durch unterschiedliche Aufnahmewahrscheinlichkeiten kompensieren, werden
von Acharya et al. [Acharya 00] und Babcock et al. [Babcock 03] vorgestellt.
Anfragen über mehrere Relationen Wie bereits in Abschnitt 2.2.2 erwähnt, führt
ein Verbund von Stichproben zweier Relationen im Allgemeinen nicht zu einer Stich-
probe des Verbundes beider Relationen. Problematisch sind hierbei unterschiedliche
Auftrittshäufigkeiten der zu verbindenden Attributwerte in beiden Relationen; die
Folge sind kleine und verzerrte Ergebnisrelationen. Für allgemeine Verbundoperatio-
nen kann eine Stichprobe des Verbundergebnisses verwendet werden; für über Fremd-
schlüsselbeziehungen verbundene Relationen stellen Acharya et al. in [Acharya 99b]
ein angepasstes Stichprobenverfahren vor, das allgemein verwendbare Stichproben
für alle am Verbund beteiligten Relationen ermöglicht.
Bereichsanfragen Die letzte betrachtete Klasse von Anfragen umfasst Bereichs-
anfragen. Entsprechende näherungsweise Anfrageergebnisse sind unvollständig; be-
sondere Problemfälle sind Prädikate hoher Selektivität, d. h. solche, die nur wenige
Elemente zurückliefern. Dieses Problem ist offensichtlich auch für Aggregationsanfra-
gen mit Prädikaten hoher Selektivität relevant: Hier müssen die Aggregate auf Basis
nur weniger Elemente geschätzt werden, der Schätzfehler steigt entsprechend. Eine
Lösung für häufig angefragte, auch sehr kleine Bereiche präsentieren Chaudhuri et
al. [Chaudhuri 07] und Ganti et al. [Ganti 00] mit auf Tupelebene gewichteten Stich-
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probenverfahren. Hier werden Tupel aus häufig angefragten Bereichen mit höherer
Wahrscheinlichkeit in die Stichprobe aufgenommen als andere. Ein auf geschichteten
Stichproben basierendes Verfahren wird in [Joshi 08b] vorgestellt.
Komplexere Anfragen, wie geschachtelte Anfragen oder Anfragen mit dynami-
schen Fenstern, RANK- oder HAVING-Klauseln, werden in dieser Arbeit nicht betrach-
tet. Diese sind teilweise nur schwierig mit Stichproben zu beantworten; problema-
tisch ist hierbei insbesondere die Berechnung der Fehlergrenzen. Speziell angepasste
Stichprobenverfahren wurden dafür bisher nicht vorgestellt.
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3 Synopsen mit referenzieller Integrität
Dieses Kapitel befasst sich mit der Erhaltung der referenziellen Integrität von Syn-
opsen über mehrere Relationen. Gegenstand der Betrachtungen sind Anfragen mit
beliebigen Fremdschlüsselverbunden. Diese Art von Verbunden ist typisch in Data-
Warehouse-Szenarien, wo der Großteil der Anfragen eine Faktentabelle mit meh-
reren Dimensionstabellen über vordefinierte Fremdschlüsselbeziehungen verknüpft.
Die Herausforderungen für ein entsprechend optimiertes Stichprobenverfahren sind
(i) die Nichtkommutativität der Stichprobenerhebung und des Verbundes, (ii) die
Erhaltung der referenziellen Integrität innerhalb der Synopse mit geringem Mehrauf-
wand und (iii) die effiziente Berechnung speicherplatzbeschränkter Synopsen. Spei-
cherschranken sind für den Einsatz von Synopsen von großer Wichtigkeit: Sie er-
möglichen die Beeinflussung sowohl des Speicherbedarfs einer Synopse als auch der
Kosten, die für die Berechnung des Schätzwertes entstehen.
Abschnitt 3.1 untersucht die Problematik der näherungsweisen Anfrageverarbei-
tung von Verbundanfragen mit Hilfe von Stichproben und analysiert existierende
Lösungen. In Abschnitt 3.2 werden die Synopsenstruktur und Möglichkeiten der
Quantifizierung der Synopsenqualität diskutiert. Abschnitt 3.3 stellt einen Algo-
rithmus für die Synopsenberechnung vor, der sich durch einen minimalen Mehrauf-
wand für die Erhaltung der referenziellen Integrität auszeichnet. Für die Berech-
nung speicherplatzbeschränkter Synopsen werden zudem Heuristiken vorgeschlagen.
Damit lässt sich der Berechnungsaufwand, der für Synopsen maximaler Qualität
exponentiell mit der Anzahl der Relationen steigt, signifikant reduzieren, ohne die
Synopsenqualität wesentlich zu beeinflussen. Mit ausgewählten Experimenten wird
abschließend die Effektivität und die Effizienz der vorgestellten Verfahren demons-
triert (Abschnitt 3.4).
3.1 Approximation von Verbundanfragen
Ein Blick auf die Schemata typischer Data-Warehouse-Szenarien zeigt schnell, dass in
Analyseanfragen Verbundoperationen ein wesentlicher Bestandteil sind: Die zu ana-
lysierenden Daten befinden sich in einigen wenigen Faktentabellen; beschreibende
Informationen zu den Daten sind auf eine Vielzahl von Dimensionstabellen verteilt.
Dabei bestehen zwischen den Faktentabellen und den Dimensionstabellen Fremd-
schlüsselbeziehungen.
Das Problem bei der näherungsweisen Beantwortung von Verbundanfragen ist die
Nichtkommutativität der Stichprobenerhebung und des Verbundes. Ein Verbund
der Stichproben zweier Relationen liefert ein verzerrtes Ergebnis mit sehr wenigen
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NAME ORT
Meier Dresden
Schmidt Dresden
(b) KUNDE
ID KUNDE
B01 Meier
B02 Meier
B03 Schmidt
B04 Schmidt
(a) BESTELLUNG
Abbildung 3.1: Bestellungen mit Kundeninformationen
Tupeln und entspricht somit nicht einer Stichprobe des Verbundes beider Relationen
[Chaudhuri 99].
Beispiel 1 Gegeben seien die Relationen aus Abbildung 3.1. Dieses Szenario einer
Datenbank mit Informationen zu Bestellungen wird – in verschiedenen leicht ab-
gewandelten Formen – durchgehend in den nächsten Kapiteln als Beispielszenario
verwendet. Die Relation BESTELLUNG (B) beinhaltet Informationen zu einzel-
nen Bestellungen, in diesem Fall eine Bestellnummer (ID) und den Kunden; in der
Relation KUNDE (K) stehen weitere Informationen zu den Kunden, wie hier der
Wohnort.
Zunächst wird das Problem verzerrter Verbundergebnisse für einen Gleichheits-
verbund zwischen B.KUNDE und K.NAME betrachtet. Für eine Stichprobenrate
q = qB = qK , 0 < q < 1, ist die Wahrscheinlichkeit, dass sowohl die Bestellung
mit der Bestellnummer B01 als auch die Bestellung mit der Bestellnummer B02 im
Verbund beider Stichproben ist, gleich q3, da drei Tupel ausgewählt werden müssen:
〈B01, Meier〉 und 〈B02, Meier〉 aus B sowie 〈Meier, Dresden〉 aus K. Dagegen ist
die Wahrscheinlichkeit, dass sowohl die Bestellung mit der Bestellnummer B01 als
auch die Bestellung mit der Bestellnummer B03 im Verbundergebnis sind, gleich q4,
da hierfür vier Tupel ausgewählt werden müssen: 〈B01, Meier〉 und 〈B03, Schmidt〉
aus B sowie 〈Meier, Dresden〉 und 〈Schmidt, Dresden〉 aus K. Dies widerspricht
der Eigenschaft einer gleichverteilten Zufallsstichprobe des Verbundergebnisses, dass
die Wahrscheinlichkeit, dass die Bestellungen B01 und B02 gemeinsam ausgewählt
werden gleich der Wahrscheinlichkeit ist, dass die Bestellungen B01 und B03 ge-
meinsam ausgewählt werden.
Für die Größe des Gleichheitsverbundes zwischen B.KUNDE und K.NAME gilt:
Bei einem Verbund der Basisdaten werden |B| Tupel zurückgeliefert; eine Stichprobe
des Verbundergebnisses besteht demnach aus q|B| Tupeln. Der Erwartungswert für
den Verbund der Stichproben beider Relationen liegt jedoch bei nur q2|B| Tupeln.
Eine Lösungsmöglichkeit dieses Problems ist der Einsatz schemaweiter Stichpro-
benverfahren. Bei diesen Verfahren werden die Stichproben mehrerer Relationen ge-
meinsam und in der Art erhoben, dass sie für die näherungsweise Beantwortung von
Verbundanfragen verwendet werden können. Einen Vertreter schemaweiter Synopsen
stellen Join-Synopsen [Acharya 99b] dar. Hierbei wird mit einer einzelnen Stichpro-
be pro Relation jede beliebige Fremdschlüsselverbundoperation statistisch korrekt
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unterstützt. Die zugrunde liegende Idee des Verfahren ist, (i) eine Stichprobe jeder
Relation zu ziehen, (ii) jede Stichprobe mit allen Relationen zu verbinden, zu denen
Fremdschlüsselbeziehungen existieren und (iii) die Verbundergebnisse in der Synopse
zu speichern.
Dies ist ein wichtiger Fortschritt in der Anwendbarkeit von Stichproben in ana-
lytischen Datenbanken; das Prinzip wurde prototypisch bereits in IBM DB2 UDB
Version 8.1 integriert [Gryz 04]. Ein Problem von Join-Synopsen ist jedoch, dass die
Stichproben durch Redundanzen schnell sehr groß werden können – sogar größer als
die Basisdaten. Hierfür schlagen die Autoren renormalisierte Join-Synopsen vor, der
Mehraufwand bleibt dennoch relativ hoch.
Beispiel 2 Gegeben seien die beiden Relationen B und K aus Beispiel 1 mit einer
Fremdschlüsselbeziehung zwischen B.KUNDE und K.NAME. Seien SPB und SPK
gleichverteilte Zufallsstichproben von B und K. Eine Join-Synopse besteht dann aus
den beiden Stichproben SPB on K und SPK ; die Stichprobe SPB lässt sich durch eine
Projektion auf die Attribute von B aus SPB on K rekonstruieren. Diese Synopse
kann für die näherungsweise Beantwortung von Anfragen auf B, K sowie B on K
verwendet werden.
Eine renormalisierte Join-Synopse besteht aus SPB, K X SPB und SPK – mit den
Ergebnistupeln des Halbverbundes K X SPB wird die referenzielle Integrität erhalten.
Allerdings führen auch renormalisierte Join-Synopsen Redundanzen in die Synopse
ein: Da SPB und SPK unabhängig voneinander gezogen werden, können Tupel aus
K gleichzeitig in K X SPB und SPK aufgenommen werden. Haben die Stichproben
SPB und SPK beispielsweise beide eine Größe von 10 000 Tupeln, dann besteht die
Synopse aus bis zu 30 000 Tupeln: SPB kann bis zu 10 000 verschiedene Tupel in K
referenzieren, wodurch die Größe von K X SPB entsprechend ebenfalls 10 000 Tupel
beträgt. Dies bedeutet einen Mehraufwand von 50%.
Mit dem Ziel, den Mehraufwand für die Erhaltung der referenziellen Integrität zu
minimieren, werden in diesem Kapitel Linked-Bernoulli-Synopsen vorgestellt. Die
Kernidee ist, die Erhebung zweier Stichproben zu korrelieren, die Gleichverteilung
beider Stichproben dabei aber zu erhalten. Es kann gezeigt werden, dass Linked-
Bernoulli-Synopsen optimal bezüglich des Speicherplatzes sind, d. h., es gibt kein
Stichprobenverfahren, das im Erwartungswert zu kleineren Synopsen führt.
3.2 Schemaweite Synopsen
In diesem Abschnitt wird zunächst die verwendete Notation eingeführt; anschließend
werden die Struktur und die Qualität schemaweiter Synopsen genauer untersucht.
3.2.1 Notation
Sei G = (V,E) ein Schemagraph einer relationalen Datenbank mit einer Knoten-
menge V und einer Menge gerichteter Kanten E. Dabei ist V die Menge der Rela-
tionen der Datenbank, und E ⊆ V × V beschreibt die Fremdschlüsselbeziehungen
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ID KUNDE
B01 Meier
B02 Schmidt
B03 Schulze
B04 Huber
B05 Bauer
B06 Bauer
(a) BESTELLUNG
NAME ORT
Meier Dresden
Schmidt Dresden
Schulze Berlin
Huber Jena
Bauer Bonn
(b) KUNDE
NAME
Dresden
Erfurt
Berlin
Jena
Bonn
(c) ORT
Abbildung 3.2: Bestellungen mit Informationen zu Kunden und Orten
zwischen diesen Relationen. Ein Element (R1, R2) ∈ E mit R1, R2 ∈ V stellt eine
Fremdschlüsselbeziehung von R1 nach R2 dar; dabei wird R1 als Elterntabelle oder
Vorgänger und R2 als Kindtabelle oder Nachfolger bezeichnet. Abkürzend wird da-
bei R1 → R2 verwendet, wenn (R1, R2) ∈ E gilt. Weiterhin wird mit⇒ die transitive
Hülle über → dargestellt.
Sei pkR(t) eine Funktion, die den Primärschlüssel eines Tupels t ∈ R bestimmt; die
Funktion fkR1→R2(t) liefert den Fremdschlüssel eines Tupels t ∈ R1 zu Relation R2.
Folglich gilt für R1 → R2: Die Tupel t1 ∈ R1 und t2 ∈ R2 sind Verbundpartner,
wenn fkR1→R2(t1) = pkR2(t2). Dieser Fall wird als t1 referenziert t2 bezeichnet.
Beispiel 3 Gegeben sei die in Abbildung 3.2 dargestellte Datenbank mit den drei Re-
lationen BESTELLUNG (B), KUNDE (K) und ORT (O). Seien weiterhin Fremd-
schlüsselbeziehungen zwischen B.KUNDE und K.NAME sowie zwischen K.ORT und
O.NAME definiert; die Pfeile zwischen den Tupeln stellen die Fremdschlüsselbe-
ziehungen grafisch dar. Damit gilt für dieses Beispiel: V = {B,K,O} und E =
{(B,K), (K,O)}.
Für die nachfolgende Diskussion werden zyklenfreie Schemagraphen angenommen,
d. h., es gibt keine Relation R mit R⇒ R. Zyklen sind dahingehend problematisch,
als dass das Hinzufügen eines einzelnen Tupels zu unvorhersehbar großen Synopsen
führen kann. Diese Einschränkung ist jedoch wenig restriktiv, da Zyklen in Data-
Warehouse-Szenarien unüblich sind [Fernandez 96]. Weiterhin wird angenommen,
dass G keine Mehrfachkanten zwischen zwei Relationen besitzt. Dies ist keine Ein-
schränkung des vorgestellten Verfahrens, sondern vereinfacht lediglich die nachfol-
genden Erklärungen.
3.2.2 Synopsenstruktur
Gegeben sei ein Schemagraph mit den Relationen R1, R2, . . . , Rn. Eine schemaweite
Synopse Ψ hält für jede Relation eines Schemagraphen eine Relationensynopse. Eine
Relationensynopse ΨR einer Relation R besteht aus einer gleichverteilten Zufalls-
stichprobe SPR und einer Referenztabelle RTR. Die Stichprobe wird verwendet, um
näherungsweise Anfragen (mit und ohne Fremdschlüsselverbunde) an diese Relation
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zu beantworten, während die Referenztabelle der Erhaltung der referenziellen Inte-
grität dient. Die Referenztabelle beinhaltet all die Tupel, die (i) durch eine beliebige
andere Relationensynopse referenziert werden und (ii) nicht bereits in die Stichpro-
be aufgenommen wurden. Eine schemaweite Synopse Ψ besteht aus der Menge der
Relationensynopsen:
Ψ = {ΨR1 ,ΨR2 , . . . ,ΨRn} .
Um mit Hilfe von Ψ ein Aggregat zu schätzen, wird die Stichprobe der Basisre-
lation des Fremdschlüsselverbundes mit den Relationensynopsen der restlichen am
Verbund beteiligten Relationen verbunden. Dabei werden jeweils die Werte der Ag-
gregationsattribute entsprechend der Stichprobenraten hochskaliert. Die Berechnung
des Schätzwertes erfolgt anschließend auf diesen skalierten Werten.
Für die Berechnung speicherplatzbeschränkter Synopsen wird zur Vereinfachung
der Erklärung die Anzahl der Tupel in der Synopse als Gegenstand der Speicher-
platzbeschränkung betrachtet. Somit gilt für die Synopsengröße |Ψ| bei einer Spei-
cherplatzbeschränkung M : |Ψ| = |ΨR1 |+ . . .+ |ΨRn | = M
3.2.3 Qualität schemaweiter Synopsen
Die Qualität einer Synopse wird durch die Qualität der Schätzwerte bestimmt. In
diesem Kapitel wird zunächst eine indirekte Betrachtung dieses Faktes gewählt. Wie
in [Poosala 96] wird die Effektivität – und damit die Qualität – einer Synopse als
Funktion des Speicherplatzes betrachtet, d. h., je weniger Speicherplatz für die Re-
präsentation der gleichen Information benötigt wird, umso effektiver ist die Synopse.
Übertragen auf das Szenario schemaweiter Synopsen bedeutet dies: Je weniger Tu-
pel zusätzlich (und ausschließlich) für die Erhaltung der referenziellen Integrität
erforderlich sind, umso besser ist die Synopse. Bei einer Speicherplatzbeschränkung
besteht demnach eine Synopse höherer Qualität aus größeren Stichproben als eine
Synopse niedrigerer Qualität. Somit spiegeln die Stichprobengrößen die Synopsen-
qualität wider. Als Qualitätsmaß einer Synopse wird in diesem Kapitel der geome-
trische Mittelwert der Stichprobenraten vorgeschlagen:
QGEO = n
√
q1q2 · · · qn.
Damit werden alle Relationen gleichermaßen berücksichtigt, und bereits eine sehr
kleine Stichprobenrate führt zu einer geringen Qualität der Synopse.
Der Zusammenhang zwischen der Quantifizierung der Synopsenqualität in Form
des Qualitätsmaßes QGEO (und damit in Form der Effektivität) und der Betrach-
tung der Synopsenqualität über die Qualität der Schätzwerte wird durch folgende
Beobachtung deutlich: Die Maximierung vonQGEO führt zu (vergleichsweise) großen
Stichproben und diese führen wiederum – da mehr Wissen über die Basisdaten vor-
handen ist – zu geringeren Schätzfehlern.
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Stich-
proben
Referenz-
tabellen
ID KUNDE
B01 Meier
B03 Schulze
B06 Bauer
(a) ΨB (c) ΨO
NAME ORT
Meier Dresden
Schulze Berlin
Huber Jena
(b) ΨK
Bauer Bonn Dresden
Bonn
NAME
Erfurt
Berlin
Jena
Abbildung 3.3: Join-Synopse für qB = qK = qO = 50%
A. Relationensynopsen im Detail
Entscheidend für die Synopsenqualität ist die Größe der Referenztabellen: Da die
Tupel der Referenztabellen nicht direkt für die näherungsweise Anfrageverarbeitung
verwendet werden können, können sie als Mehraufwand betrachtet werden. Wie be-
reits erwähnt, ermöglichen kleinere Referenztabellen größere Stichproben und damit
Synopsen höherer Qualität.
Seien R1, R2, . . . , Rk die direkten Vorgänger einer Relation R. Die Synopsenkon-
struktion erfolgt entlang des Schemagraphen, d. h., die Relationensynopse für R wird
erst konstruiert, wenn die Berechnungen für R1, . . . , Rk bereits abgeschlossen sind.
Sei pSelR(t) die Wahrscheinlichkeit, dass ein Tupel t in die Synopse aufgenommen
wird – entweder durch die Aufnahme in die Stichprobe oder durch das Hinzufügen
in die Referenztabelle. Für die Auswahlwahrscheinlichkeit pSelR(t) gilt somit:
pSelR(t) = P (t ∈ ΨR) .
Für eine Verdeutlichung der Unterschiede zwischen Join-Synopsen und Linked-
Bernoulli-Synopsen wird an dieser Stelle kurz die Synopsenkonstruktion und de-
ren Auswirkungen auf den Mehraufwand beschrieben. Bei der Konstruktion einer
Join-Synopse werden zunächst unabhängig voneinander Bernoulli-Stichproben der
Relationen des Schemagraphen gezogen; anschließend werden die Referenztabellen
gefüllt, so dass die referenzielle Integrität wiederhergestellt ist.1
Beispiel 4 Eine Beispielinstanz einer Join-Synopse für das Szenario aus Abbil-
dung 3.2 ist in Abbildung 3.3 dargestellt. Hierfür wurde eine Stichprobenrate von
q = 50% für alle drei Relationen gewählt. Dabei ist zu erkennen, dass die Referenz-
tabellen (unterhalb der einzelnen Stichproben) die referenzielle Integrität wiederher-
stellen. So referenziert beispielsweise 〈B06, Bauer〉 aus B das Tupel 〈Bauer, Bonn〉
aus K; da letzteres nicht in die Stichprobe aufgenommen wurde, muss es in die
Referenztabelle eingefügt werden.
1Dieses Vorgehen weicht ein wenig vom originalen Vorgehen aus [Acharya 99b] ab, da hier dasselbe
Tupel nicht in der Stichprobe und der Referenztabelle gespeichert werden kann. Dennoch sind
die nachfolgenden Betrachtungen angemessen bezüglich des originalen Algorithmus, da diese
Modifikation zu einer Verringerung des Speicherbedarfs der Synopse führt.
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Bei der Konstruktion einer Join-Synopse ergibt sich aus der Unabhängigkeit zwi-
schen der Stichprobenerhebung und dem Ereignis, dass ein Tupel referenziert wird,
für die Auswahlwahrscheinlichkeit eines Tupels t in die Relationensynopse ΨR:
pSelR(t) = P (t ∈ SPR ∨ t ∈ RTR)
= P (t ∈ SPR) + P (t /∈ SPR)P (t ∈ RTR |t /∈ SPR)
= qR + (1− qR) pRefR(t) .
Der erste Teil der letzten Gleichung ist die Stichprobenrate der Relation R; für
die Berechnung des zweiten Teils ist die Wahrscheinlichkeit, mit der das Tupel t
von irgendeinem Vorgänger referenziert wird – der Referenzierungswahrscheinlich-
keit pRefR(t) – entscheidend. Sei dafür R′ der Vorgänger von R und pRefR′→R(t)
die Wahrscheinlichkeit, dass ein Tupel t ∈ R durch die Relationensynopse von R′
referenziert wird. Da die Tupel unabhängig voneinander gezogen werden, gilt für die
Referenzierungswahrscheinlichkeit:
pRefR′→R(t) = 1−
∏
t′∈R′
fkR′→R(t
′)=pkR(t)
(
1− pSelR′(t′)
)
. (3.1)
Durch die Reihenfolge bei der Synopsenkonstruktion ist pSelR′(t′) bei der Berech-
nung von pRefR′→R(t) bereits bekannt. Ist R′ der einzige Vorgänger von R, dann
gilt pRefR(t) = pRefR′→R(t); die Berechnung für mehrere Vorgänger wird in Ab-
schnitt 3.3.1 diskutiert. Für Tupel, die nicht referenziert werden, gilt: pRefR(t) = 0 .
Damit sind alle erforderlichen Informationen für die Berechnung der Auswahlwahr-
scheinlichkeit eines Tupels in eine Join-Synopse bekannt. Eine nähere Betrachtung
zeigt, dass Join-Synopsen einen hohen Mehraufwand zur Folge haben – die Effek-
tivität (bzw. Qualität) der Synopsen ist entsprechend gering. Abbildung 3.4a zeigt
die Referenzierungs- und Auswahlwahrscheinlichkeiten (auf eine Nachkommastelle
gerundet) für die Join-Synopse aus Beispiel 4. Die Referenzierungswahrscheinlichkei-
ten sind an den Pfeilen angegeben, während die Auswahlwahrscheinlichkeiten direkt
vor den Tupeln stehen. Wie zu sehen ist, sind die Auswahlwahrscheinlichkeiten fast
immer größer als die Stichprobenraten und die Referenzierungswahrscheinlichkeiten.
Ursache ist die Unabhängigkeit der Stichprobenerhebungen der einzelnen Relatio-
nen.
Aus den Auswahlwahrscheinlichkeiten der einzelnen Tupeln ergibt sich für die
erwartete Größe der Relationensynopse einer Relation R:
E[|ΨR|] =
∑
t∈R
pSelR(t) ,
und aus der Linearität des Erwartungswertes folgt für die erwartete Synopsengröße:
E[|Ψ|] =
∑
R∈V
E[|ΨR|] . (3.2)
Diese Berechnung der Synopsengröße ist unabhängig vom verwendeten Verfahren
und damit auch für Linked-Bernoulli-Synopsen anwendbar.
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Beispiel 5 Für die Join-Synopse aus Beispiel 4 folgt damit: E[|ΨB|] = 3, E[|ΨK |] =
3, 88 und E[|ΨO|] = 4, 16. Die erwartete Synopsengröße beträgt E[|Ψ|] = 11, 04
Tupel. Dies bedeutet einen erwarteten Mehraufwand von 3, 04 Tupeln.
Um die Qualität einer Synopse bei beschränktem Speicherplatz zu erhöhen, muss
die Größe der Referenztabellen reduziert werden. Dies erfolgt bei Linked-Bernoulli-
Synopsen basierend auf folgender Beobachtung: Das Ereignis, dass ein Tupel durch
einen Vorgänger referenziert wird, ist ein Zufallsereignis; dieser Zufall kann bei der
Stichprobenerhebung berücksichtigt werden. Jedes Tupel, das referenziert wird, muss
in jedem Fall gespeichert werden, entweder in der Stichprobe oder in der Referenz-
tabelle. Jedoch hat ein Tupel in der Stichprobe einen höheren Wert, da es direkt für
die Anfrageverarbeitung verwendet werden kann und somit zu geringeren Schätzfeh-
lern führt. Die Tupel der Referenztabellen dienen dagegen lediglich der Erhaltung
der referenziellen Integrität und tragen nicht zu einer Reduzierung des Schätzfehlers
bei. Daher ist das Ziel von Linked-Bernoulli-Synopsen, die Stichproben in Richtung
referenzierter Tupel zu verzerren, so dass der Mehraufwand durch die Referenzta-
bellen minimiert wird. Diese Verzerrung wird dabei in der Art realisiert, dass die
resultierenden Stichproben weiterhin gleichverteilt sind und somit unverändert für
die Anfrageverarbeitung verwendet werden können.
Zwar bestehen bei Linked-Bernoulli-Synopsen im Gegensatz zu Join-Synopsen
Korrelationen zwischen den Stichproben, jedoch haben diese Korrelationen für die
Anfrageverarbeitung keine Folgen, da für jede Anfrage nur eine Stichprobe (die der
Basisrelation des Verbundes) verwendet wird und jede Stichprobe für sich eine gleich-
verteilte Zufallsstichprobe der entsprechenden Relation darstellt.
3.3 Synopsenberechnung
Dieser Abschnitt zeigt, wie die Korrelation der Stichproben und die daraus resul-
tierende Minimierung des Mehraufwandes realisiert wird. Das Ergebnis – Linked-
Bernoulli-Synopsen – basiert auf Join-Synopsen; die Algorithmen zur Synopsenbe-
rechnungen unterscheiden sich jedoch grundsätzlich.
Zur Vereinfachung der Beschreibung des Algorithmus sei isRefR(t) eine Zufalls-
funktion über die Entscheidungen bei der Konstruktion der Relationensynopsen der
direkten Vorgänger R1, . . . , Rk einer Relation R; die Funktion
isRefRi→R : R→ {wahr, falsch} , 1 ≤ i ≤ k
liefert wahr zurück, wenn ein Tupel t ∈ R durch ΨRi referenziert wird und andern-
falls falsch. Gelte weiterhin
isRefR(t) = isRefR1→R(t) ∨ isRefR2→R(t) ∨ · · · ∨ isRefRk→R(t) ,
so dass isRefR(t) wahr zurückgeliefert, wenn t durch einen beliebigen Vorgänger
referenziert wird.
Damit kann der Algorithmus zur Synopsenkonstruktion vorgestellt werden. Das
allgemeine Vorgehen wird auf zwei Ebenen betrachtet:
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Globale Ebene Jede Relation wird einmal gelesen. Dabei wird entlang des Schema-
graphen vorgegangen, so dass bei der Verarbeitung einer Relation R bereits
alle Vorgänger von R verarbeitet sind.
Lokale Ebene Für jedes Tupel t wird entschieden, ob es entweder in die Stichprobe
oder in die Referenztabelle aufgenommen wird. Diese Entscheidung hängt (i)
von der Referenzierungswahrscheinlichkeit pRefR(t) des Tupels und (ii) dem
Fakt, ob das Tupel durch einen Vorgänger referenziert wird oder nicht, ab.
Die Besonderheit von Linked-Bernoulli-Synopsen liegt in der lokalen Ebene der Syn-
opsenkonstruktion. Die Kernidee ist der Vergleich der Referenzierungswahrschein-
lichkeit pRefR(t) mit der gewünschten Stichprobenrate qR. Da auch hier die Tupel
unabhängig voneinander gezogen werden, kann für die Berechnung der Referenzie-
rungswahrscheinlichkeiten Gleichung (3.1) verwendet werden. Für jedes Tupel t er-
geben sich drei Fälle:
1. Fall: pRefR(t) = qR, d. h., die Referenzierungswahrscheinlichkeit des Tupels ent-
spricht der Stichprobenrate. In diesem Fall wird das Tupel genau dann in die
Stichprobe eingefügt, wenn es referenziert wird; andernfalls wird es ignoriert.
Damit gilt: P (t ∈ SPR) = qR.
2. Fall: pRefR(t) < qR, d. h., die Referenzierungswahrscheinlichkeit des Tupels ist
kleiner als die Stichprobenrate. Wird t referenziert, so wird es in die Stichpro-
be aufgenommen. Wird t nicht referenziert, wird es mit der Wahrscheinlichkeit
(qR − pRefR(t)) / (1− pRefR(t)) in die Stichprobe aufgenommen und andern-
falls ignoriert. Die Wahrscheinlichkeit, dass t in die Stichprobe aufgenommen
wird, beträgt:
P (t ∈ SPR) = P (isRefR(t) = wahr) + P (isRefR(t) = falsch)
qR − pRefR(t)
1− pRefR(t)
= pRefR(t) + (1− pRefR(t))
qR − pRefR(t)
1− pRefR(t)
= qR .
3. Fall: pRefR(t) > qR, d. h., die Referenzierungswahrscheinlichkeit des Tupels ist
größer als die Stichprobenrate. Wird t nicht referenziert, kann es bedenken-
los ignoriert werden. Wird t referenziert, so wird es mit Wahrscheinlichkeit
qR/ pRefR(t) in die Stichprobe oder andernfalls in die Referenztabelle auf-
genommen. Damit ist dies der einzige Fall, bei dem t in die Referenztabelle
eingefügt werden kann. Für die Wahrscheinlichkeit, dass t in die Stichprobe
aufgenommen wird, gilt:
P (t ∈ SPR) = P (isRefR(t) = wahr)
qR
pRefR(t)
= pRefR(t)
qR
pRefR(t)
= qR .
Zusammenfassend lässt sich feststellen, dass das Tupel t in allen drei Fällen mit der
gewünschten Wahrscheinlichkeit von qR in die Stichprobe SPR aufgenommen wird.
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Stich-
proben
ID KUNDE
B01 Meier
B03 Schulze
B06 Bauer
(a) ΨB (c) ΨO
NAME ORT
Meier Dresden
Schulze Berlin
Bauer Bonn
(b) ΨK
Dresden
NAME
Erfurt
Berlin
Bonn
Referenz-
tabellen
Abbildung 3.5: Linked-Bernoulli-Synopse für qB = qK = qO = 50%
Da sowohl die Entscheidung über Aufnahme in die Stichprobe als auch das Ereig-
nis, referenziert zu werden, unabhängig zwischen den einzelnen Tupeln ist, führt der
Algorithmus zu einer Bernoulli-Stichprobe mit der Stichprobenrate qR. Für die Aus-
wahlwahrscheinlichkeit pSelR(t) eines Tupels t in die Relationensynopse ΨR ergibt
sich bei Linked-Bernoulli-Synopsen:
pSelR(t) = max {q,pRefR(t)} . (3.3)
Beispiel 6 Für eine Linked-Bernoulli-Synopse mit einer Stichprobenrate von q =
50% für alle Relationen sind die Referenzierungs- und Auswahlwahrscheinlichkeiten
in Abbildung 3.4b dargestellt. Dabei ist zu erkennen, dass für die Relationen K und
O die Auswahlwahrscheinlichkeiten für Linked-Bernoulli-Synopsen kleiner als die
für Join-Synopsen sind. Für die erwarteten Synopsengrößen folgt: E[|ΨB|] = 3,
E[|ΨK |] = 2, 75, E[|ΨO|] = 3 und damit E[|Ψ|] = 8, 75. Der erwartete Mehraufwand
sinkt damit auf 0, 75 Tupel.
Eine entsprechende Beispielinstanz ist in Abbildung 3.5 zu sehen. Verglichen mit
der Join-Synopse (Abbildung 3.3) unterscheiden sich die Relationensynopsen ΨB
nicht, da B keine Vorgänger besitzt (und damit für alle Tupel der zweite Fall gilt).
Bei der Verarbeitung von K wird die gewünschte Stichprobenrate von 50% mit den
Referenzierungswahrscheinlichkeiten verglichen: Für die ersten vier Tupel gilt dabei
der erste Fall, d. h., sie werden in die Stichprobe aufgenommen, wenn sie referenziert
werden. Für das aktuelle Beispiel gilt dies für 〈Meier, Dresden〉 und 〈Schulze, Berlin〉;
die Tupel 〈Schmidt, Dresden〉 und 〈Huber, Jena〉 werden ignoriert. Für das Tupel
〈Bauer, Bonn〉 ist die Referenzierungswahrscheinlichkeit von 75% größer als die Stich-
probenrate. Dies entspricht dem dritten Fall und da das Tupel referenziert wird, wird
es mit einer Wahrscheinlichkeit von 2/3 in die Stichprobe (wie im Beispiel) oder mit
der Wahrscheinlichkeit von 1/3 in die Referenztabelle eingefügt. Für Relation O gilt:
Die Tupel 〈Dresden〉 und 〈Bonn〉 gehören zum dritten Fall und werden beide refe-
renziert. Hier wurde 〈Dresden〉 in die Referenztabelle und 〈Bonn〉 in die Stichprobe
eingefügt. Die Tupel 〈Berlin〉 und 〈Jena〉 gehören zum ersten Fall; davon wird in
der Beispielinstanz nur 〈Berlin〉 referenziert und somit in die Stichprobe aufgenom-
men. Für das Tupel 〈Erfurt〉 gilt der zweite Fall; es wird (wie im Beispiel) mit einer
Wahrscheinlichkeit von 50% in die Stichprobe aufgenommen.
33
3 Synopsen mit referenzieller Integrität
A. Effektivität von Linked-Bernoulli-Synopsen
Ein formaler Vergleich der Auswahlwahrscheinlichkeit eines Tupels für Join-Synop-
sen und Linked-Bernoulli-Synopsen mit gleicher Stichprobenrate qR und gleichen
Referenzierungswahrscheinlichkeiten ergibt:
pSelJSR (t)− pSelLBSR (t) = qR + (1− qR) pRefR(t)−max {qR, pRefR(t)}
= (1− qR) pRefR(t)−max {0, pRefR(t)− qR}
=
{
(1− qR) pRefR(t) pRefR(t) ≤ qR
qR(1− pRefR(t)) andernfalls
≥ 0 .
Für 0 < qR,pRefR(t) < 1 wird die Ungleichung strikt, d. h., aus ≥ wird >. Mit die-
ser Ungleichung ist es einfach zu zeigen, dass die Referenzierungswahrscheinlichkeit
– und damit der Mehraufwand – für Linked-Bernoulli-Synopsen stets kleiner oder
gleich der von Join-Synopsen ist. Wie auch in den Beispielen zu erkennen, verstärkt
sich dieser Effekt entlang der Pfade des Schemagraphen.
B. Effizienz der Synopsenkonstruktion
Für die Fallunterscheidung in der lokalen Phase des Algorithmus für die Synop-
senberechnung muss für jedes Tupel die Referenzierungswahrscheinlichkeit bekannt
sein. Dies wird durch folgendes Vorgehen erreicht: Während der Verarbeitung der
einzelnen Tupel einer Relation R werden gleichzeitig die Referenzierungswahrschein-
lichkeiten für jeden Nachfolger von R berechnet (oder aktualisiert). Da die Referen-
zierungswahrscheinlichkeiten inkrementell berechnet werden können, lässt sich dieser
Schritt sehr effizient realisieren: Sei R′ ein Nachfolger von R und t′ ∈ R′ das Tupel,
dessen Referenzierungswahrscheinlichkeit zu berechnen ist. Angenommen eine Teil-
menge R0 der Tupel in R ist bereits verarbeitet und t+ ∈ R \ R0 ist das aktuell zu
verarbeitende Tupel. Falls t+ das Tupel t′ nicht referenziert, kann es einfach ignoriert
werden. Andernfalls kann die Beziehung
pRefR0∪{t+}→R′(t
′) = 1−
∏
t∈R0∪{t+}
fkR→R′ (t)=pkR′ (t
′)
(1− pSelR(t))
= 1−
(
1− pSelR(t+)
) ∏
t∈R0
fkR→R′ (t)=pkR′ (t
′)
(1− pSelR(t))
= 1−
(
1− pSelR(t+)
) (
1− pRefR0→R′(t
′)
)
verwendet werden, um die Referenzierungswahrscheinlichkeit von t′ effizient zu ak-
tualisieren. Die letzte Gleichung zeigt, dass die Referenzierungswahrscheinlichkeit
eines Tupels inkrementell aus der bisherigen Referenzierungswahrscheinlichkeit und
der Auswahlwahrscheinlichkeit des referenzierenden Tupels berechnet werden kann.
34
3.3 Synopsenberechnung
(a) Kettenmuster (b) Verzweigungs-
muster
(c) Verschmelzungs-
muster
(d) Rautenmuster
Abbildung 3.6: Referenzierungsmuster
3.3.1 Relationen mit mehreren Vorgängern
Bei den bisherigen Diskussionen wurde angenommen, dass jede Relation höchstens
einen Vorgänger hat. Jedoch ist diese Annahme in der Praxis zu restriktiv. Daher
werden in diesem Abschnitt Relationen mit mehreren Vorgängern betrachtet. Kern-
problem ist dabei die Berechnung der Referenzierungswahrscheinlichkeit pRefR(t)
aus den Referenzierungswahrscheinlichkeiten pRefRi→R, mit Ri als Vorgänger von
R. Hierbei werden die vier möglichen Referenzierungsmuster aus Abbildung 3.6 un-
terschieden; damit lassen sich alle möglichen Schemagraphen als Kombination der
Referenzierungsmuster abbilden. Wie bisher werden azyklische Schemagraphen an-
genommen.
Bei einem Kettenmuster hat jede Relation höchstens einen Vorgänger und höchs-
tens einen Nachfolger. Dies ist exakt der Fall, der in den vorangegangenen Abschnit-
ten betrachtet wurde. Bei einem Verzweigungsmuster hat jede Relation höchstens
einen Vorgänger aber beliebig viele Nachfolger. Auch hier lassen sich die Berech-
nungsvorschriften der vorangegangenen Abschnitte direkt anwenden. Ein Verschmel-
zungsmuster ist dadurch gekennzeichnet, dass jede Relation beliebig viele Vorgänger
und höchstens einen Nachfolger hat. Seien R1, . . . , Rk die direkten Vorgänger einer
Relation R. Da der Schemagraph azyklisch ist, besitzen die Relationen R1, . . . , Rk
keinen gemeinsamen Vorgänger und werden daher bei der Synopsenkonstruktion
unabhängig voneinander verarbeitet. Daraus folgt, dass die Referenzierungswahr-
scheinlichkeiten von jeder Relation Ri zu Relation R unabhängig sind und somit
mittels
pRefR(t) = 1−
k∏
i=1
(
1− pRefRi→R(t)
)
(3.4)
berechnet werden können. Beim letzten Referenzierungsmuster, dem Rautenmus-
ter, haben mindestens zwei Vorgänger R1, . . . , Rk von R, beispielsweise R1 und R2,
einen gemeinsamen Vorgänger. In diesem Fall ist das Ereignis, dass ein Tupel aus
R durch R1 referenziert wird und das Ereignis, dass das gleiche Tupel durch R2
referenziert wird, nicht notwendigerweise unabhängig. Infolgedessen kann die Glei-
chung (3.4) nicht angewendet werden. Nachfolgend werden die durch das Rauten-
muster entstehenden Abhängigkeiten genauer betrachtet und Lösungsmöglichkeiten
vorgeschlagen.
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Bei Schemagraphen mit einem Rautenmuster können bei der Verarbeitung der
Relation, bei der verschiedene eingehende Kanten einen gemeinsamen Vorgänger
besitzen, die zwei folgenden Probleme auftreten:
Problem 1: Abhängige Referenzierungen Die Referenzierungen eines Tupels kön-
nen voneinander abhängig sein. Dieses Problem tritt dann auf, wenn die direkten
Vorgänger des aktuellen Tupels durch dasselbe Tupel der gemeinsamen Vorgänger-
relation referenziert werden. Der Grund ist hierbei die Korrelation der Stichproben
bei Linked-Bernoulli-Synopsen, wie folgendes Beispiel zeigt:
Beispiel 7 Gegeben sei das Szenario aus Abbildung 3.7. Dieses Beispiel zeigt die
vier Relationen BESTELLUNG (B), KUNDE (K), LIEFERANT (L) und ORT (O),
die in einem Rautenmuster in Beziehung stehen. Die Stichprobenrate sei 50% für al-
le Relationen. Angenommen, die Relationen B, K und L seien bereits verarbeitet
und die Relationensynopse für O sei zu berechnen. Hier wird das Tupel 〈Dresden〉
referenziert, wenn das Tupel 〈Meier, Dresden〉 ∈ K oder das Tupel 〈Schneller AG,
Dresden〉 ∈ L in die Synopse aufgenommen wird. Die Auswahlwahrscheinlichkeit
für diese beiden Tupel beträgt jeweils 50%; durch Anwendung von Gleichung (3.4)
folgt für das Tupel 〈Dresden〉 eine Referenzierungswahrscheinlichkeit von 75%. Da
die Stichproben einer Linked-Bernoulli-Synopse jedoch korrelieren, werden die bei-
den Tupel 〈Meier, Dresden〉 und 〈Schneller AG, Dresden〉 nur dann in die Stichpro-
ben von K bzw. L eingefügt, wenn zuvor das Tupel 〈B01, Meier, Schneller AG〉 in
die Stichprobe der Relation B aufgenommen wurde. Dies geschieht mit einer Wahr-
scheinlichkeit von 50%, womit für die tatsächliche Referenzierungswahrscheinlichkeit
des Tupels 〈Dresden〉 pRefO(〈Dresden〉) = 50% gilt.
Problem 2: Verzerrte Wahrscheinlichkeiten der gemeinsamen Auswahl Ein fein-
sinnigeres Problem betrifft die Wahrscheinlichkeiten der gemeinsamen Auswahl zwei-
er Tupel in eine Stichprobe. Für eine gleichverteilte Zufallsstichproben mit einer
Stichprobenrate von q beträgt die Wahrscheinlichkeit, mit der zwei Tupel gemeinsam
in die Stichprobe aufgenommen werden, q2. Werden jedoch in einem Rautenmuster
zwei Tupel stets gemeinsam durch die gemeinsame Vorgängerrelation referenziert,
verursacht die korrelierte Stichprobenerhebung von Linked-Bernoulli-Synopsen eine
Verzerrung dieser Wahrscheinlichkeit.
Beispiel 8 Im Szenario aus Beispiel 7 werden sowohl 〈Berlin〉 als auch 〈Jena〉 mit
einer Wahrscheinlichkeit von 75% referenziert. Die Referenzierungen beider Tupel
von den Relationen K und L sind jeweils unabhängig. Eine gemeinsame Betrach-
tung beider Tupel zeigt jedoch, dass 〈Berlin〉 immer dann referenziert wird, wenn
auch 〈Jena〉 referenziert wird und umgekehrt. Infolgedessen ist die Stichprobe von
O in Richtung der beiden Fälle, dass (i) sowohl 〈Berlin〉 als auch 〈Jena〉 und (ii)
weder 〈Berlin〉 noch 〈Jena〉 in die Stichprobe aufgenommen werden, verzerrt. Wird
die Abhängigkeit der Referenzierungen ignoriert, beträgt die Wahrscheinlichkeit der
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gemeinsamen Auswahl von 〈Berlin〉 und 〈Jena〉 ≈ 44%2 anstatt der von einer gleich-
verteilten Zufallsstichprobe geforderten 25%.
Eine triviale Lösung dieser Probleme ist die vollständige Speicherung der über
Rautenmuster referenzierten Relationen. Wenngleich einfach, so ist dieser Ansatz
durchaus praktikabel in Szenarien, wo diese Relationen sehr klein sind. So ist bei-
spielsweise im TPC-H-Schema3 die Relation NATION die einzige Relation, die über
ein Rautenmuster referenziert wird, und diese beinhaltet lediglich 25 Tupel. Für
den Fall, dass die Relationen zu groß für eine vollständige Speicherung sind, wer-
den zwei Lösungsmöglichkeiten vorgeschlagen: (i) der Einsatz von Join-Synopsen
für über Rautenmuster referenzierte Relationen und all deren Nachfolger und (ii)
eine tupelweise Entscheidung, ob nach dem Join-Synopsen-Prinzip verfahren wer-
den soll oder nicht. Die erste Lösung besticht durch ihre Einfachheit und ist für den
Fall, dass die über Rautenmuster referenzierten Relationen keine großen Nachfolger
haben, angemessen. Die zweite Lösung ist ausgereifter; sie erfordert zwar eine auf-
wändigere Protokollierung, kann jedoch – in Abhängigkeit vom Szenario – die Größe
der Referenztabellen signifikant reduzieren. Im Folgenden wird diese hybride Lösung
detaillierter betrachtet.
Bei der hybriden Lösung wird für jedes einzelne Tupel entschieden, ob es basie-
rend auf den Referenzierungen seiner Vorgänger (Strategie S1) oder unabhängig von
den Referenzierungen (Strategie S2) verarbeitet wird. Bei Strategie S1 erfolgt eine
korrelierte Stichprobenerhebung und es wird wie beim Verschmelzungsmuster ver-
fahren; zusätzlich wird das Tupel als konfliktfrei markiert. Bei Strategie S2 wird das
Join-Synopsen-Prinzip angewendet: Das Tupel wird mit Wahrscheinlichkeit q in die
Stichprobe aufgenommen und mit Wahrscheinlichkeit 1 − q abgelehnt, unabhängig
davon, ob es referenziert wird oder nicht; in beiden Fällen wird das Tupel als kon-
fliktbehaftet markiert. Wurde das Tupel abgelehnt, so wird es, falls es referenziert
wird, in die Referenztabelle eingefügt.
Die Entscheidung, welche Strategie für welches Tupel angewendet wird, läuft wie
folgt ab:
1. Für jedes Tupel der Relation, bei der verschiedene eingehende Kanten einen
gemeinsamen Vorgänger besitzen, wird die Multimenge der Vorgängertupel der
gemeinsamen Vorgängerrelation berechnet; diese wird als Abstammungsmenge
bezeichnet.
2. Die Tupel werden schrittweise verarbeitet, dabei wird mit Tupeln mit weni-
gen Vorgängern (kleinen Abstammungsmengen) begonnen. Diese Reihenfolge
maximiert die Anzahl der Tupel, für die Strategie S1 gewählt werden kann
(siehe Schritt 2c). Für die Verarbeitung eines Tupels sind folgende Fälle zu
betrachten:
2Für beide Tupel 〈Berlin〉 und 〈Jena〉 gilt der 3. Fall. Daher werden sie mit einer Wahrschein-
lichkeit von qO/ pRefO(〈Berlin〉) = 0, 67 bzw. qO/pRefO(〈Jena〉) = 0, 67 in die Stichprobe
aufgenommen; für die gemeinsame Aufnahmewahrscheinlichkeit folgt 0, 67 · 0, 67 ≈ 0, 44 .
3http://www.tpc.org
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2a. Als erstes wird die Menge der direkten Vorgängertupel des aktuellen Tu-
pels analysiert. Befindet sich unter diesen mindestens ein konfliktbehaf-
tetes Tupel, wird Strategie S2 angewendet und mit dem nächsten Tupel
fortgefahren. Somit werden alle Nachfolger eines konfliktbehafteten Tu-
pels auch als konfliktbehaftet behandelt.
2b. Als nächstes wird die Abstammungsmenge des aktuellen Tupels betrach-
tet. Beinhaltet diese Duplikate, wird Strategie S2 angewendet und mit
dem nächsten Tupel fortgefahren. Dadurch werden alle Tupel mit abhän-
gigen Referenzierungen herausgefiltert.
2c. Abschließend wird überprüft, ob irgendein Tupel der Abstammungsmen-
ge bereits als verwendet markiert ist. Ist dies nicht der Fall, wird Strategie
S1 angewendet, und alle Tupel der gemeinsamen Vorgängerrelation, die
in der Abstammungsmenge vorkommen, werden als verwendet markiert.
Falls Tupel der Abstammungsmenge bereits als verwendet markiert wur-
den, wird Strategie S2 angewendet (ohne weitere Tupel als verwendet zu
markieren). Durch dieses Vorgehen wird erreicht, dass keine Abhängigkei-
ten zwischen der Aufnahme zweier (oder mehrerer) verschiedener Tupel
in die Stichprobe einer Relation bestehen.
Beispiel 9 Sei erneut das Szenario aus Abbildung 3.7 gegeben. Im ersten Schritt
wird für jedes Tupel aus O die Abstammungsmenge ermittelt: Die Abstammungs-
menge des Tupels 〈Dresden〉 ist {〈B01, Meier, Schneller AG〉, 〈B01, Meier, Schneller
AG〉}, das Tupel 〈Berlin〉 hat die Abstammungsmenge {〈B02, Schulze, Liefer GmbH〉,
〈B03, Huber, Service & Co〉} und 〈Jena〉 hat die Abstammungsmenge {〈B02, Schulze,
Liefer GmbH〉, 〈B03, Huber, Service & Co〉}.
Für den zweiten Schritt wird angenommen, dass die Verarbeitungsreihenfolge der
Tupel 〈Dresden〉, 〈Berlin〉, 〈Jena〉 ist. In Schritt 2a wird die Menge der direkten
Vorgängertupel auf konfliktbehaftete Tupel untersucht. Für 〈Dresden〉 betrifft dies
beispielsweise die Tupel 〈Meier, Dresden〉 und 〈Schneller AG, Dresden〉. Da es weder
in K noch in L konfliktbehaftete Tupel gibt, tritt diese Situation nicht auf. Somit wird
mit Schritt 2b fortgefahren und die Abstammungsmenge auf Duplikate untersucht.
Dies trifft nur für das Tupel 〈Dresden〉 zu; für dieses Tupel wird daher Strategie
S2 angewendet, und es wird als konfliktbehaftet markiert. Für die verbleibenden Tu-
pel 〈Berlin〉 und 〈Jena〉 wird Schritt 2c ausgeführt. Bei der Verarbeitung des Tupels
〈Berlin〉 wurden weder 〈B02, Schulze, Liefer GmbH〉 noch 〈B03, Huber, Service & Co〉
bereits verwendet. Daher wird Strategie S1 angewendet, und die Tupel 〈B02, Schul-
ze, Liefer GmbH〉 und 〈B03, Huber, Service & Co〉 werden als verwendet markiert
– unabhängig davon, ob 〈Berlin〉 in die Stichprobe aufgenommen wird oder nicht.
Zusätzlich wird das Tupel 〈Berlin〉 als konfliktfrei markiert. Bei der anschließenden
Verarbeitung des Tupels 〈Jena〉 wird Strategie S2 angewendet, da beide Tupel der
Abstammungsmenge bereits verwendet wurden. Abschließend wird 〈Jena〉 als kon-
fliktbehaftet markiert.
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3.3.2 Speicherplatzbeschränkte Synopsen
In den vorangegangenen Abschnitten wurden das allgemeine Vorgehen sowie spezi-
elle Probleme bei der Konstruktion schemaweiter Synopsen diskutiert. Dabei wur-
de angenommen, dass die Stichprobenraten der einzelnen Relationen gegeben sei-
en. In diesem Abschnitt wird die Konstruktion speicherplatzbeschränkter Synopsen
adressiert. Dabei ist zu beachten, dass die Stichproben in den Relationensynop-
sen Bernoulli-Stichproben und somit die Stichprobengrößen um den jeweiligen Er-
wartungswert binomialverteilt sind. Infolgedessen lassen sich Speicherschranken für
Linked-Bernoulli-Synopsen nicht garantieren und das Ziel bei der Konstruktion spei-
cherplatzbeschränkter Synopsen ist, die Stichprobenraten der einzelnen Relationen
so zu wählen, dass (i) für eine Speicherschranke M mit hoher Wahrscheinlichkeit
|Ψ| ≤ M gilt und (ii) die Synopsenqualität QGEO maximal ist. Die Herausforde-
rung ergibt sich dabei durch die Korrelation der Stichproben innerhalb der Synopse:
Die Änderung einer Stichprobengröße kann die Änderung vieler Stichprobengrößen
nach sich ziehen.
Das Problem der Maximierung der Synopsenqualität lässt sich als Optimierungs-
problem darstellen: Seien R1, . . . , Rn die Menge der Relationen und q1, . . . , qn deren
Stichprobenraten; −→q = (q1, . . . , qn) bezeichne den Vektor dieser Stichprobenraten.
Als Bewertungsfunktion f(−→q ) wird die Synopsenqualität QGEO verwendet; die Be-
grenzungsfunktion ist durch g(−→q ) ≤ M gegeben, wobei g die erwartete Synopsen-
größe angibt. Das Optimierungsproblem lässt sich damit wie folgt formulieren:
Finde einen Vektor −→q ∗, mit 0 < q1, . . . , qn ≤ 1, der unter Berücksich-
tigung der Begrenzungsfunktion g(−→q ∗) ≤ M die Bewertungsfunktion
f(−→q ∗) = QGEO maximiert.
Problematisch ist hierbei, dass sowohl QGEO als auch g nichtlineare Funktionen
sind; damit ist auch das Optimierungsproblem nichtlinear. Die folgende Eigenschaft
vereinfacht jedoch das Problem: Für jedes ∆−→q = (∆q1, . . . ,∆qn) mit ∆qi ≥ 0 gilt:
f(−→q + ∆−→q ) ≥ f(−→q ) und g(−→q + ∆−→q ) ≥ g(−→q ) ,
d. h., beide Funktionen sind monoton steigend. Diese Monotonie bringt eine Struk-
tur in das Optimierungsproblem, die für dessen Lösung genutzt werden kann. Tuy
stellt mit dem Polyblock-Algorithmus [Tuy 00] eine Möglichkeit vor, Lösungen mo-
notoner Optimierungsprobleme zu approximieren. Allerdings ist die Zeitkomplexität
des Algorithmus exponentiell bezüglich der Anzahl der Relationen, wodurch dieser
bei steigender Anzahl von Relationen schnell zu rechenintensiv wird. Selbst bei einer
kleinen Anzahl von Relationen erfordert der Algorithmus eine sehr häufige Auswer-
tung der Begrenzungsfunktion g. Die exakte Berechnung von g ist teuer, da hierfür
jede Relation des Schemas gelesen werden muss, siehe Gleichung (3.2). Folglich ist
eine effiziente, näherungsweise Lösung des Optimierungsproblems für die Praktika-
bilität der Konstruktion speicherplatzbeschränkter Synopsen essenziell.
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A. Heuristischer Ansatz
Bei dieser heuristischen Lösung des Optimierungsproblems wird zunächst die Eva-
luierung der Begrenzungsfunktion g vereinfacht. Anstelle der exakten Auswertung
wird die Untergrenze für die Synopsengröße verwendet, die effizient und ohne Zugriff
auf die Datenbank berechnet werden kann:
gl(q1, . . . , qn) = |R1|q1 + · · ·+ |Rn|qn .
Die Referenztabellen werden damit ignoriert; die resultierenden Synopsen können
infolgedessen die Speicherplatzbeschränkung überschreiten. Wie stark diese Über-
schreitung ausfällt, hängt von den Daten und der Struktur des Schemagraphen ab.
Wie im Folgenden gezeigt wird, ist die Größe der Referenztabellen bei der Maximie-
rung von QGEO allerdings oft vernachlässigbar.
Zunächst wird jedoch folgende Beobachtung festgehalten: Durch die Verwendung
von gl vereinfacht sich das Optimierungsproblem signifikant; die für diese Begren-
zungsfunktion optimale Lösung kann analytisch berechnet werden. Übertragen auf
einen n-dimensionalen Hyperkubus mit den Seitenlängen q1|R1|, . . . , qn|Rn| istQGEO
proportional zum Volumen des Hyperkubus, das maximal ist, wenn alle Seiten die
gleiche Länge haben. Für die Maximierung von QGEO folgt damit: QGEO ist maxi-
mal, wenn
qi ∝
1
|Ri|
(3.5)
für 1 ≤ i ≤ n gilt;4 mit ∝ wird dabei die Proportionalität der Ausdrücke gekenn-
zeichnet. Dieses Allokationsschema wird als Equi-Size-Allokation bezeichnet, da die
erwartete Stichprobengröße für alle Relationen gleich ist. Für Join-Synopsen liefert
die Equi-Size-Allokation gute Ergebnisse [Acharya 99b].
Im Folgenden wird argumentiert, dass die Größe der Referenztabellen für die Equi-
Size-Allokation meist vernachlässigbar gering ist. Seien dafür zwei Relationen R1 und
R2 mit R1 → R2 gegeben. Sei weiterhin k = |R1|/|R2| das Verhältnis der Relatio-
nengrößen. Da R1 keine Vorgänger hat, ist deren Referenztabelle leer; der Fokus der
Betrachtungen liegt somit auf R2. Aus dem Algorithmus für die Synopsenkonstrukti-
on folgt, dass ein Tupel t ∈ R2 nur dann in die Referenztabelle eingefügt wird, wenn
pRefR2(t) > q2 gilt (3. Fall). Dies trifft – vielleicht etwas überraschend – allerdings
nur für Tupel zu, die mehr als k-mal referenziert werden, d. h., alle Tupel in R2,
die bis zu k-mal referenziert werden, werden nicht in die Referenztabelle eingefügt.
Formal ausgedrückt bedeutet dies: 1− (1− q1)k ≤ q2; der linke Teil der Ungleichung
entspricht der Referenzierungswahrscheinlichkeit pRefR2(t), für den Fall dass t ge-
4Überschreitet eine Stichprobenrate qi den Wert 1, so wird dieser auf 1 gesetzt und mit den
verbleibenden Stichprobenraten fortgefahren.
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nau k-mal referenziert wird. Diese Ungleichung gilt auch, wenn t weniger als k-mal
referenziert wird; ihre Gültigkeit lässt sich wie folgt zeigen:
1− (1− q1)k ≤ q2 mit− q1 = x folgt
(1 + x)k ≥ 1− q2 aus der Beziehung (3.5) folgt q2 = kq1 und damit
(1 + x)k ≥ 1 + kx .
Die noch striktere Formulierung (1 + x)k > 1 + kx entspricht der Bernoulli-Unglei-
chung. Dies bedeutet, dass nur Tupel, die mindestens (k+1)-mal referenziert werden,
überhaupt eine Chance haben, in die Referenztabelle aufgenommen zu werden. Dabei
gibt es höchstens |R1|/(k + 1) solcher Tupel und es werden nur einige davon in
die Referenztabelle eingefügt. Daraus und aus der Tatsache, dass die Kindtabellen
üblicherweise kleiner als die Elterntabellen sind, folgt, dass die erwartete Größe der
Referenztabellen gering ist.
3.4 Experimente
Mit ausgewählten Experimenten auf synthetischen und realen Daten wurde die Ef-
fektivität von Linked-Bernoulli-Synopsen untersucht. Dafür wurden Join-Synopsen
(JS) mit Linked-Bernoulli-Synopsen (LBS) hinsichtlich der Höhe des Mehraufwandes
analysiert. Weiterhin wurde der Einfluss der heuristischen Berechnung der Stichpro-
benraten auf die Synopsenqualität evaluiert.
3.4.1 Experimentierumgebung
Beide Stichprobenverfahren, JS und LBS, wurden in Java implementiert, die Durch-
führung der Experimente erfolgte auf einem Rechner mit einem Athlon AMD XP
3000+ Prozessor, Linux-Betriebssystem und 2 GB Hauptspeicher.
Basis der Experimente mit synthetischen Daten ist eine TPC-H-Datenbank der
Größe 1 GB. Dabei wurden sowohl die Häufigkeitsverteilung der Fremdschlüsselattri-
butwerte als auch die Werteverteilung der Aggregationsattribute so verändert, dass
diese einer Zipfverteilung folgen; für die Aggregationsattribute wurde ein Parame-
terwert von z = 0, 5 gewählt, für die Fremdschlüssel variieren die Parameterwerte
zwischen z = 0 (gleichverteilt) und z = 1, 0 (stark verzerrt). Tabelle 3.1 fasst die
Parameter und ihre Wertebereiche noch einmal zusammen. Solange keine anderen
Angaben gemacht werden, nehmen die Parameter die angegebenen Standardwerte
an.
Für die Experimente mit realen Daten wurde die CDBS-Datenbank5 verwendet.
Diese Datenbank verwaltet Informationen über Rundfunkdienste von Radio und
Fernsehen in den USA. Von dieser Datenbank wurden nur die 14 Relationen mit
Informationen über Radiodienste (ohne die Relationen mit Kommentaren) in den
Experimenten verwendet. Die Kardinalitäten der Relationen reichen von 28 000 bis
1, 4 Millionen Tupel.
5http://www.fcc.gov/mb/cdbs.html
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Tabelle 3.1: Parameter für die Experimente
Parameter Wertebereich Standardwert
Anzahl der Relationen 2− 6 2
Verzerrung des Fremdschlüssels 0− 1, 0 0, 5
Anteil unreferenzierter Tupel 0%− 99% 0%
Synopsengröße 0, 1%− 10% 1%
3.4.2 Mehraufwand
Der erste Teil der Experimente untersucht die Effektivität von LBS sowohl auf syn-
thetischen als auch auf realen Daten. Hierfür wurden Synopsen für verschiedene
Stichprobenraten und Datensätze berechnet und der Mehraufwand ermittelt. Der
Mehraufwand einer Synopse wird hierbei als Größe der Referenztabellen relativ zur
Größe der Stichproben definiert. Zur Vereinfachung der Diskussion wird in diesem
Abschnitt von einer Synopse der Größe n% gesprochen, wenn die Stichproben der
Relationensynopsen insgesamt n% der Tupel des gesamten Schemas beinhalten.Für
alle Experimente wurde die Equi-Size-Allokation verwendet.
A. Synthetische Daten
Mit Experimenten auf synthetischen Daten wurde der Einfluss verschiedener Daten-
formationen auf den Mehraufwand von JS und LBS untersucht.
Verzerrung des Fremdschlüssels Im ersten Experiment wurden die Relationen
Orders (O) und Customer (C) des TPC-H-Schemas betrachtet. Hier wurde die
Schiefe der Häufigkeitsverteilung des Fremdschlüssels (O → C) zwischen z = 0
und z = 1 variiert; jedes Tupel aus C wird dabei mindestens einmal referenziert.
Als Stichprobenraten wurden qO = 0, 55% und qC = 5, 5% entsprechend für O und
C gewählt; dies entspricht bei einer Equi-Size-Allokation einer Synopsengröße von
1%. Abbildung 3.8a zeigt die Ergebnisse: JS haben einen hohen Mehraufwand bei
gleichverteilten Fremdschlüsseln; mit steigender Schiefe fällt der Mehraufwand. Der
Grund hierfür ist, dass bei geringer Schiefe nahezu jedes Tupel der Stichprobe von
O ein anderes Tupel in C referenziert (oder – bezogen auf das Szenario – jede Be-
stellung in der Stichprobe zu einem anderen Kunden gehört); die Referenztabelle
ist entsprechend groß. Steigt die Schiefe, werden mehr und mehr Bestellungen von
einer kleiner werdenden Teilmenge der Kunden getätigt; statistisch fällt daher die
Anzahl der verschiedenen Fremdschlüssel in der Stichprobe von O. Der Mehrauf-
wand von LBS ist stets kleiner als der von JS. Für eine Schiefe von z = 0 werden
gar keine Referenztabellen benötigt. Dies kann mit der Betrachtung zur Größe der
Referenztabellen am Ende von Abschnitt 3.3.2A begründet werden. Mit steigender
Schiefe wird die Referenzierungswahrscheinlichkeit einiger Tupel größer als die ge-
wünschte Stichprobenrate (3. Fall des LBS-Algorithmus), so dass einige davon in die
Referenztabelle aufgenommen werden. Steigt die Schiefe weiter an, so fällt auch hier
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statistisch die Anzahl der durch die Stichprobe von O referenzierten Tupel und es
ist der gleiche Effekt wie für JS zu beobachten.
Anteil unreferenzierter Tupel Im nächsten Experiment wurden ebenfalls die Rela-
tionen O und C betrachtet; dieses Mal wurde jedoch der Anteil f von nicht referen-
zierten Tupeln verändert. Dabei bedeutet ein Anteil von f = 25%, dass ein Viertel
aller Kunden keine Bestellung getätigt hat. Der Mehraufwand für verschiedene Werte
von f ist in Abbildung 3.8b dargestellt. Für JS fällt der Mehraufwand bei steigender
Anzahl unreferenzierter Tupel. Der Grund ist, dass die Anzahl der verschiedenen
Fremdschlüssel in der Stichprobe von O mit steigendem f fällt, was in kleineren
Referenztabellen resultiert. Der Mehraufwand von LBS ist geringer, wenn f nicht zu
groß ist. Steigt f , so steigt auch der Mehraufwand, da mehr und mehr Kunden mit
einer Wahrscheinlichkeit, die größer als die Stichprobenrate ist, referenziert werden.
Anzahl der Relationen Als nächstes wurde der Einfluss der Anzahl der Relatio-
nen auf den Mehraufwand untersucht. Beginnend mit den Relationen Lineitem und
Orders wurden schrittweise die Relationen Customer, Partsupp, Part und Supplier
in dieser Reihenfolge dem Schemagraphen hinzugefügt. In jedem Schritt wurden Syn-
opsen der Größe 1% berechnet; Abbildung 3.8c zeigt die Ergebnisse. Es ist deutlich
zu erkennen, dass der Mehraufwand von LBS wesentlich geringer als der Mehrauf-
wand von JS ist, insbesondere dann, wenn die Anzahl der Relationen steigt. Der
Grund dafür ist, dass eine steigende Anzahl von Relationen zu einer steigenden An-
zahl von transitiven Referenzierungen führt, die in den Referenztabellen gespeichert
werden müssen. Dieser Effekt ist bei LBS auf ein Minimum reduziert.
Synopsengröße In einem weiteren Experiment wurde der Einfluss der Synopsen-
größe auf den Mehraufwand für die sechs Relationen des letzten Experimentes ermit-
telt. Abbildung 3.8d zeigt den Mehraufwand in Abhängigkeit der Größe der Stich-
proben der Synopsen. Wie zu sehen ist, fällt der Mehraufwand mit steigender Syn-
opsengröße, da mehr und mehr Tupel in die Stichproben aufgenommen werden und
somit nicht in die Referenztabellen eingefügt werden müssen. Besonders für sehr
kleine Synopsen ist der Mehraufwand für LBS signifikant geringer.
B. Reale Daten
Für die Experimente mit realen Daten wurde die Synopsengröße zwischen 0, 1% und
10% variiert. Wie in Abbildung 3.8f zu sehen, fällt sowohl für JS als auch für LBS
der Mehraufwand mit steigender Synopsengröße. Der Unterschied ist dabei weniger
deutlich als bei den synthetischen Daten, da die CDBS-Relationen viele unreferen-
zierte Tupel (bis zu 90%) beinhalten. Der Einfluss der Anzahl der Relationen auf den
Mehraufwand für eine Synopse der Größe 1% ist in Abbildung 3.8e zu sehen. Auf-
grund der hohen Anzahl unreferenzierter Tupel und verschiedener 1:1-Beziehungen
zwischen den Relationen steigt der Mehraufwand schneller als für die synthetischen
Daten. Dennoch ist der Mehraufwand von LBS deutlich geringer als der von JS.
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Abbildung 3.8: Mehraufwand für Join-Synopsen und Linked-Bernoulli-Synopsen
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Abbildung 3.9: Qualität speicherplatzbeschränkter Synopsen
Die Experimente zeigen, dass der Mehraufwand mit LBS sowohl für synthetische
als auch für reale Datensätze signifikant gegenüber JS reduziert werden kann.
3.4.3 Synopsenqualität
Im letzten Experiment wurde die Qualität speicherplatzbeschränkter Synopsen be-
trachtet. Hierfür wurden drei verschiedene Kombinationen verglichen: (i) JS mit der
Equi-Size-Allokation (JS-ES), (ii) LBS mit der Equi-Size-Allokation (LBS-ES) und
(iii) LBS mit der Polyblock-Allokation (LBS-PB). Für letztere wurde die Anzahl
der Optimierungsschritte des Polyblock-Algorithmus auf 1 000 beschränkt; dies ent-
spricht einer Berechnungsdauer von über einem Tag. Im Gegensatz dazu benötigt die
Synopsenberechnung mit der Equi-Size-Allokation nur wenige Minuten. Testdaten
für dieses Experiment waren alle Relationen der TPC-H-Datenbank, dabei wurden
die Relationen Nation und Region vollständig gespeichert.
Abbildung 3.9 zeigt die Synopsenqualität für die verschiedenen Kombinationen
und Speicherplatzbeschränkungen. Dabei steigt mit der Synopsengröße auch die
Synopsenqualität, da mehr Platz für die Stichproben zur Verfügung steht. Die LBS-
basierten Verfahren führen stets zu einer deutlich höheren Synopsenqualität als JS.
Ein Vergleich von LBS-ES und LBS-PB zeigt, dass beide Ansätze zu einem ähnlichen
Ergebnis führen; die Qualität von LBS-ES ist dabei sogar teilweise höher als die von
LBS-PB, da bei letzterem die Optimierung nach 1 000 Schritten noch nicht abge-
schlossen war. In einem zusätzlichen Experiment wurden für eine Synopse mit einer
Speicherschranke von 1% 14 000 Schritte des Polyblock-Algorithmus ausgeführt. Die
Berechnungsdauer erhöhte sich auf 16 Tage, und die Synopsenqualität stieg auf etwa
150% der Synopsenqualität von LBS-ES. Dies zeigt, dass sich die Synopsenqualität
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Tabelle 3.2: Vergleich der mittleren relativen Fehler
Q1 Q2 Q3 Q4
JS 3, 51% 3, 95% 3, 28% 0, 18%
LBS 2, 69% 3, 06% 2, 43% 0, 14%
noch deutlich verbessern lässt, was durch den hohen Berechnungsaufwand von LBS-
PB jedoch praktisch nicht anwendbar ist.
Eine andere Sichtweise auf die Qualität einer Synopse für eine Speicherplatzbe-
schränkung von 1% wird in Tabelle 3.2 gegeben; hier wird direkt der Schätzfehler
adressiert. In den Spalten der Tabelle wird der durchschnittliche relative Fehler des
mittels der Synopse berechneten Schätzwertes für vier verschiedene Anfragen ange-
geben; dieser Wert wurde aus 1 000 unabhängigen Durchführungen gemittelt. Die
Anfrage Q1 bestimmt den durchschnittlichen Bestellwert von Kunden aus Deutsch-
land (O Z C Z N), Q2 ermittelt deren durchschnittlichen Kontostand (C Z N), Q3
fragt nach dem Umsatz europäischer Lieferanten (L Z PS Z S Z N Z R) und Q4 be-
rechnet den durchschnittlichen Verkaufspreis (P ). Aus der Tabelle ist zu erkennen,
dass sich die Erhöhung der Stichprobengrößen für LBS direkt in der Genauigkeit
der Schätzwerte widerspiegelt: Der mittlere relative Fehler ist für LBS 22% − 26%
geringer als für JS.
3.5 Zusammenfassung
Die Erhaltung der referenziellen Integrität mit möglichst geringem Mehraufwand
macht die Verwendung von Stichproben bei der näherungsweisen Beantwortung von
Verbundanfragen zu einer herausfordernden Aufgabe. In diesem Kapitel wurde ein
schemaweites Stichprobenverfahren namens Linked-Bernoulli-Synopsen vorgestellt,
das gleichverteilte Stichproben von allen Relationen einer Datenbank erstellt und
die referenzielle Integrität aller Stichprobentupel gewährleistet. Damit lassen sich
beliebige Fremdschlüsselverbunde auf den Stichprobendaten ausführen; das Anfra-
gespektrum ist entsprechend groß.
Linked-Bernoulli-Synopsen basieren auf Join-Synopsen, jedoch werden bei Linked-
Bernoulli-Synopsen die Stichprobenerhebungen der einzelnen Relationen miteinan-
der korreliert. Dies führt zu einer signifikanten Reduzierung der Synopsengröße, ohne
die Qualität der näherungsweisen Antworten zu beeinflussen. Im Szenario speicher-
platzbeschränkter Synopsen ermöglicht diese Platzersparnis größere Stichproben und
damit geringere Schätzfehler.
Die Berechnung der optimalen Stichprobenraten der Relationen eines Schemas
für die Maximierung der Synopsenqualität im Szenario speicherplatzbeschränkter
Synopsen ist aufgrund der hohen Komplexität im praktischen Einsatz kaum durch-
führbar. Hierfür wurde ein heuristisches Verfahren vorgestellt, das den Berechnungs-
aufwand signifikant reduziert und gleichzeitig zu Synopsen hoher Qualität führt.
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4 Synopsen für Gruppierungen
Die zweite betrachtete Form der Optimierung von Stichprobenverfahren befasst sich
mit der Gruppierung von Daten. Das Ziel ist dabei eine angemessene Repräsentation
aller Gruppen für geringe Schätzfehler sowie die Einhaltung von Speicherschran-
ken für die Steuerung des Speicherbedarfs und der Anfrageverarbeitungskosten. Als
Herausforderungen für ein für die näherungsweise Anfrageverarbeitung von Gruppie-
rungsanfragen optimiertes Stichprobenverfahren ergeben sich (i) die Anfälligkeit der
Schätzwerte gegenüber kleinen Gruppen, (ii) die Berücksichtigung beliebiger Grup-
pierungen und (iii) die effiziente Berechnung speicherplatzbeschränkter Synopsen.
Die Diskussionen dieses Kapitels beschränken sich zunächst auf eine einzelne Re-
lation. In Abschnitt 4.1 werden die stichprobenbasierte Beantwortung von Gruppie-
rungsanfragen genauer betrachtet und existierende Lösungen analysiert. Abschnitt
4.2 präsentiert die Synopsenstruktur und diskutiert die Qualität einer Synopse. Diese
Qualitätsbestimmung ermöglicht, verschiedene Synopsen miteinander zu vergleichen
sowie die Verbesserung der Antwortqualität zu quantifizieren. Ein Algorithmus für
die Synopsenkonstruktion wird in Abschnitt 4.3 vorgestellt; Hauptkennzeichen die-
ses Algorithmus sind (i) die Berücksichtigung der Streuung der Daten für geringe
Schätzfehler – dies bildet den Hauptbeitrag dieses Kapitels –, (ii) die Optimierung
für beliebige Gruppierungsanfragen sowie (iii) die Einhaltung von Speicherschran-
ken. Da der Berechnungsaufwand dieses Algorithmus exponentiell mit der Anzahl
der Gruppierungsattribute steigt, wird weiterhin ein heuristischer Ansatz für die ef-
fiziente Berechnung gruppenbasierter Synopsen präsentiert. In Abschnitt 4.4 wird
gezeigt, wie gruppenbasierte Synopsen auch für mehrere Relationen berechnet wer-
den können. Dabei werden die Ergebnisse dieses Kapitels mit den Ergebnissen des
vorangegangenen Kapitels kombiniert. Eine Demonstration der Effektivität und der
Effizienz der vorgestellten Verfahren erfolgt in Abschnitt 4.5.
4.1 Approximation von Gruppierungsanfragen
Bei der Suche nach Trends, Mustern oder Auffälligkeiten in den Daten sind Aggre-
gate Kernpunkt der Betrachtungen. In wirtschaftlichen Analysen sind beispielsweise
Zusammenhänge und Entwicklungen von Gesamtumsätzen, Lagerbeständen oder
durchschnittlichen Bestellwerten von Interesse. Die Daten werden dabei typischer-
weise in Gruppen segmentiert und innerhalb dieser Gruppen aggregiert – Gruppie-
rungen spielen damit eine wesentliche Rolle. Auch die häufig verwendeten Roll-Up-
und Drill-Down-Operationen während der Datenexploration erzeugen eine Vielzahl
von Gruppierungsanfragen.
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Tabelle 4.1: Bestellungen mit Bestellnummer, Kunde und Bestellwerten
ID KUNDE PREIS
B01 Meier 95
B02 Meier 98
B03 Meier 104
B04 Meier 110
B05 Meier 117
B06 Meier 119
B07 Meier 137
B08 Schmidt 108
B09 Schmidt 127
B10 Schmidt 130
B11 Schulze 100
B12 Schulze 150
Die Herausforderung beim Design gruppenbasierter Stichproben besteht darin, ne-
ben den Werten der Elemente auch die Größe der Gruppen zu berücksichtigen. Acha-
rya et al. [Acharya 00] und Babcock et al. [Babcock 03] haben gezeigt, dass einfache
Zufallsstichproben für die näherungsweise Beantwortung von Gruppierungsanfragen
ungeeignet sind. Das Problem dabei ist, dass für einfache Zufallsstichproben die Kar-
dinalität einer Gruppe das Maß für deren Wichtigkeit darstellt. Jedoch gilt dies in
der Praxis, wo kleine Gruppen häufig mindestens genauso wichtig wie große sind,
zumeist nicht. Infolgedessen sind bei einfachen Zufallsstichproben kleine Gruppen in
der Stichprobe unterrepräsentiert (oder fehlen ganz).
Beispiel 10 Gegeben sei die in Tabelle 4.1 dargestellte Relation BESTELLUNG mit
Informationen zu Bestellnummer (ID), Kunde (KUNDE) und Bestellwert (PREIS).
Gruppierungsattribut sei KUNDE; die resultierenden Gruppen sind damit g1 (Meier),
g2 (Schmidt) und g3 (Schulze).
Für eine einfache Zufallsstichprobe der Größe n = 4 ist die erwarteten Stichpro-
bengröße 2, 33 Tupel für g1, 1, 0 Tupel für g2 und 0, 66 Tupel für g3; damit ist g3
unterrepräsentiert.
Babcock et al. stellen mit Small-Group-Sampling [Babcock 03] eine Möglichkeit
vor, diesem Problem zu begegnen. Hier wird eine einfache Zufallsstichprobe der Ba-
sisdaten angelegt; zusätzlich wird für jedes Gruppierungsattribut eine sogenannte
Kleine-Gruppen-Tabelle angelegt, in der alle diejenigen Tupel gespeichert werden,
deren Ausprägung in diesem Attribut seltener als eine spezifizierte Schranke ist. Je-
der dieser seltenen Attributwerte führt bei einer Gruppierung nach diesem Attribut
zu einer kleinen Gruppe. Während der Anfrageverarbeitung werden die Daten dyna-
misch aus der Stichprobe und den Kleine-Gruppen-Tabellen kombiniert, um präzise
Schätzwerten des Anfrageergebnisses zu liefern.
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Allerdings hat Small-Group-Sampling einen hohen Speicherbedarf zur Folge, da
sehr viele Kleine-Gruppen-Tabellen angelegt werden können. Zusätzlich können Tu-
pel mehrfach innerhalb der Synopse gespeichert werden, was zu einer geringen Spei-
chereffizienz und einem erhöhten Verarbeitungsaufwand führt. Weiterhin werden die
Gruppen, deren Größe erst bei der gemeinsamen Gruppierung nach mehreren Grup-
pierungsattributen unterhalb der spezifizierten Schranke liegt, unterrepräsentiert. So
kann es beispielsweise viele Bestellungen von Kunden aus Dresden und viele Bestel-
lungen von Angelzubehör geben, während die Anzahl der Bestellungen von Angel-
zubehör von Kunden aus Dresden gering ist.
Eine alternative Lösung stellt Congressional-Sampling [Acharya 00] dar. Hier ba-
siert die Bestimmung der Stichprobengröße einer Gruppe – entsprechend der Sitz-
vergabe des Kongress der USA – auf der Kardinalität dieser Gruppe und der Anzahl
der Gruppen. Dabei werden alle möglichen Gruppen der Basisdaten berücksichtigt,
was zu universell für Gruppierungsanfragen verwendbaren Synopsen führt.
Beispiel 11 Gegeben sei das Szenario aus Beispiel 10. Die erwarteten Stichproben-
größen der einzelnen Gruppen für Small-Group-Sampling (SGS) mit einer Schranke
von 3 Tupeln für die Seltenheit von Attributwerten sowie für Congressional-Sampling
(CS) sind in der folgenden Tabelle dargestellt; zum Vergleich sind die Werte für eine
einfache Zufallsstichprobe (SRS) ebenfalls mit angegeben:
Gruppe SGS CS SRS
g1 1, 16 1, 86 2, 33
g2 0, 50 1, 06 1, 00
g3 2, 33 1, 06 0, 66
Wie zu erkennen ist, hat Small-Group-Sampling eine geringe Speichereffizienz: Für
die |g3| = 2 Tupel der Gruppe g3 werden im Mittel 2, 33 Tupel gespeichert. Weiterhin
ist die Gruppe g2, die ein wenig größer als die spezifizierte Schranke ist, unterreprä-
sentiert. Die Speicherallokation für Congressional-Sampling sieht vielversprechend
aus: Alle Gruppen sind gut repräsentiert.
Beide Lösungen stellen Stichprobenverfahren mit verschiedenen Aufnahmewahr-
scheinlichkeiten der Elemente dar, wobei die jeweilige Aufnahmewahrscheinlichkeit
eines Elementes von der Kardinalität der Gruppe abhängt, zu der es gehört. Die
Streuung der Daten innerhalb der Gruppen bleibt dabei jedoch unberücksichtigt.
Wie im Folgenden gezeigt wird, hängt der Schätzfehler eines Aggregats jedoch auch
von dieser Größe maßgeblich mit ab.
Auf Basis dieser Erkenntnis wird nachfolgend ein neues Verfahren für die Er-
stellung speicherplatzbeschränkter Synopsen für Gruppierungsanfragen vorgestellt.
Auch hier unterscheiden sich die Aufnahmewahrscheinlichkeiten der einzelnen Ele-
mente, um möglichst präzise näherungsweise Antworten liefern zu können, und ähn-
lich wie in [Acharya 00] werden universell für Gruppierungsanfragen verwendbare
Synopsen angestrebt. Der Unterschied zu den existierenden Verfahren ist die Be-
stimmung der Stichprobengrößen basierend auf der Streuung der Daten innerhalb
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der Gruppen. Die zugrunde liegende Idee ist, dass Gruppen mit geringer Streuung
durch wenige Elemente repräsentiert werden können, wohingegen Gruppen mit hoher
Streuung große Stichproben erfordern. Anders ausgedrückt bedeutet dies: Je homo-
gener eine Gruppe ist, umso weniger Vertreter sind erforderlich, um gute Schätzwerte
zu liefern.
4.2 Gruppenbasierte Synopsen
Dieser Abschnitt führt zunächst die verwendete Notation ein und präsentiert darauf
aufbauend die Struktur und die Qualität gruppenbasierter Synopsen.
4.2.1 Notation
Gegeben sei eine Relation R = {t1, . . . , t|R|} mit einer Menge von Gruppierungs-
attributen G = {G1, . . . , Gl} sowie einer Menge von Aggregationsattributen A =
{A1, . . . , Am}. Sei G die Menge aller nicht-leeren Gruppen im l-dimensionalen Da-
tenwürfel, d. h., alle nicht-leere Gruppen, die durch einen GROUP BY CUBE-Befehl mit
allen Gruppierungsattributen G definiert werden. Sei weiterhin B ⊆ G die Menge der
nicht-leeren Gruppen unter der Gruppierung G, d. h., alle nicht-leeren Gruppen des
GROUP BY-Befehls mit allen Gruppierungsattributen G. Die Gruppierung G resul-
tiert in der feinst möglichen Partitionierung für Gruppierungen von R. Die Menge B
wird als Basisgruppen bezeichnet. Jede Gruppe h einer anderen Gruppierung T ⊂ G
ist die Vereinigung einer oder mehrerer Gruppen gi ∈ B, wobei jede Gruppe gi als
Teilgruppe von h bezeichnet wird.
Beispiel 12 Die Relation BESTELLUNG sei um Informationen zur Warengrup-
pe (Attribut WARENGRUPPE) des bestellten Produktes erweitert. Gruppierungs-
attribute seien KUNDE (K) und WARENGRUPPE (W ), Aggregationsattribut sei
PREIS (P ). Der Einfachheit halber seien nur zwei Kunden (Meier und Schmidt)
sowie die beiden Warengruppen Lebensmittel und Bekleidung gegeben. Seien alle
durch den Befehl GROUP BY K,W definierten Gruppen nicht-leer; die daraus resultie-
rende Menge der Basisgruppen ist B = {(Meier, Lebensmittel), (Meier, Bekleidung),
(Schmidt, Lebensmittel), (Schmidt, Bekleidung)}. Für die Gruppierung T = {K} ist
die Menge der Tupel der Gruppe h = (Meier) die Vereinigung der Tupel der Teil-
gruppen (Meier, Lebensmittel) und (Meier, Bekleidung).
Für die Quantifizierung der Synopsenqualität wird der Schätzfehler von Anfra-
gen an diese Synopse herangezogen. Die Betrachtungen beschränken sich dabei auf
die Schätzungen von den in Datenbanksystemen üblichen Aggregaten Summe (SUM)
und Durchschnitt (AVG), lassen sich jedoch ebenfalls auf Aggregate wie die Vari-
anz oder die Standardabweichung übertragen. Die Schätzung der Anzahl von Ele-
menten (COUNT) wird nicht betrachtet, da hierfür – im Gegensatz zu den anderen
Aggregaten – nur das Vorhandensein eines Elementes und nicht dessen Wert für
das Ergebnis relevant ist. Die Notation für den Schätzfehler erfolgt am Beispiel der
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Abschätzung von Durchschnittswerten, die Berechnungen für die Abschätzung von
Summen sind ähnlich.
Sei i der Index eines Tupels einer Relation R und j der Index des Aggregations-
attributes, dann bezeichnet tij den Wert des Attributes Aj des Tupels ti. Für ein
Attribut Aj aus R bezeichne Lj(R) =
∑
ti∈R tij die lineare Summe und
µj(R) =
Lj(R)
|R|
den Durchschnittswert. Die Standardabweichung von Aj kann mit Hilfe der Summe
der Quadrate Qj(R) =
∑
ti∈R t
2
ij wie folgt dargestellt werden:
σj(R) =
√
1
|R|
∑
ti∈R
(tij − µj(R))2
=
√
Qj(R)
|R|
−
(
Lj(R)
|R|
)2
.
Diese Darstellung von µj(R) und σj(R) hat den Vorteil, dass beide Größen inkre-
mentell berechnet werden können – eine Eigenschaft, die in den im Folgenden vor-
gestellten Algorithmen wirksam eingesetzt wird. Sei weiterhin
RSDj(R) =
σj(R)
|µj(R)|
die relative Standardabweichung von Attribut Aj .1 Im Gegensatz zur Standardab-
weichung besitzt die relative Standardabweichung keine Maßeinheit und kann zwi-
schen mehreren Attributen verglichen werden.
Für eine gleichverteilte Stichprobe S von R ist
µ̂j(R) =
1
|S|
∑
ti∈S
tij
ein erwartungtreuer Schätzwert von µj(R). Darüber hinaus gilt für den Standard-
fehler dieses Schätzwertes bei einer Stichprobengröße von |S| = n:
σµ̂j (R,n) =
√
σ2j (R)
n
(
1− n
|R|
)
= σj(R)
√
1
n
− 1
|R|
.
Da µ̂j(R) erwartungstreu ist, entspricht σµ̂j (R,n) der Wurzel der mittleren qua-
dratischen Abweichung des Schätzwertes (engl. root-mean-squared error (RMSE)).
Dieser Wert beschreibt die Abweichung des Schätzwertes vom exakten Wert für eine
wiederholte Stichprobenerhebung. Ein geringerer RMSE hat präzisere Schätzungen
1Die relative Standardabweichung ist für µj = 0 nicht definiert und kann für µj ≈ 0 sehr groß
werden. Für die Implementierung wird RSDj(R) = σj(R) für µj ∈ [−1, 1] gesetzt.
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zur Folge; die Qualität einer Synopse kann somit direkt an den Standardfehler des
Schätzwertes gebunden werden.
Ebenso wie die Standardabweichung lässt sich auch der Standardfehler relativ
zum (geschätzten) Mittelwert betrachten und ermöglicht so eine Vergleichbarkeit
der Schätzfehler verschiedener Attribute. Die Erwartungstreue von µ̂j(R) erlaubt
die Verwendung von µj(R) anstelle von µ̂j(R), so dass für den relativen Schätzfehler
gilt:
RSEµ̂j (R,n) =
σµ̂j (R,n)
|µj(R)|
= RSDj(R)
√
1
n
− 1
|R|
. (4.1)
Ein Wert deutlich kleiner als 1 deutet dabei auf Schätzwerte mit geringem Schätz-
fehler hin.
Die bisherigen Betrachtungen bezogen sich auf die gesamte Relation und be-
schränkten sich auf ein einzelnes Aggregationsattribut. Eine Erweiterung auf meh-
rere Aggregationsattribute ist mit Hilfe der relativen Größen leicht möglich: Als
Gesamtmaß für die Streuung der Daten bzw. für den Schätzfehler über alle Attribu-
te kann der Mittelwert der entsprechenden relativen Größen herangezogen werden.
Übertragen auf das Gruppierungsszenario dieses Kapitels ergibt sich somit für die
mittlere relative Standardabweichung einer Gruppe gi ∈ G:
RSD(gi) =
1
m
m∑
j=1
RSDj(gi) .
Für eine Stichprobe Si der Gruppe gi mit |Si| = ni folgt für den mittleren relativen
Schätzfehler entsprechend:
RSE(gi, ni) = RSD(gi)
√
1
ni
− 1
|gi|
.
4.2.2 Synopsenstruktur
Die Struktur der vorgestellten Synopse entspricht der einer stratifizierten Stichprobe:
Ψ =
⋃
g∈B
Sg ,
d. h., die Synopse besteht aus den Einzelstichproben der Basisgruppen. Die Heraus-
forderung an das Stichprobenverfahren ist die Bestimmung der einzelnen Stichpro-
bengrößen, so dass der Schätzfehler möglichst gering ist.
Um mit Hilfe von Ψ ein Aggregat zu schätzen, können Schätzer für stratifizierte
Stichprobendesigns verwendet werden. Dabei wird jedem Stratum (jeder Gruppe)
die inverse Stichprobenrate als Skalierungsfaktor zugewiesen und die Teilergebnisse
der einzelnen Strata entsprechend kombiniert.
Für eine Speicherplatzbeschränkung M gilt: |Ψ| = |S1| + . . . + |S|B|| = M < |R|,
d. h., es wird wie in Kapitel 3 die Anzahl der Tupel in der Synopse beschränkt.
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4.2.3 Qualität gruppenbasierter Synopsen
Die Qualität einer Synopse wird durch die Qualität der Schätzwerte bestimmt. Dabei
wird von Synopsen hoher Qualität gesprochen, wenn der erwartete Schätzfehler ge-
ring ist; Synopsen geringer Qualität haben entsprechend hohe Schätzfehler zur Folge.
Zur Vereinfachung der Diskussion wird im Folgenden von Fehlermaßen (und deren
Minimierung) anstelle von Qualitätsmaßen (und deren Maximierung) gesprochen.
Für die Quantifizierung der Qualität (oder des Fehlers) einer gruppenbasierten
Synopse ist eine Kombination der Schätzfehler der einzelnen Gruppen zu einem Ge-
samtfehlermaß erforderlich, d. h., zusätzlich zur horizontalen Aggregation der Schätz-
fehler über die Aggregationsattribute zu Gruppenschätzfehlern muss eine vertikale
Aggregation der Gruppenschätzfehler zu einem Gesamtfehler der Synopse durchge-
führt werden. Hierfür werden zwei Fehlermaße betrachtet:
FAV G =
1
|G|
|G|∑
i=1
RSE(gi, ni) ,
das den durchschnittlichen relativen Standardfehler über alle Gruppen berechnet
und
FMAX =
|G|
max
i=1
(RSE(gi, ni)) ,
das den maximalen relativen Standardfehler aller Gruppen zurückliefert; beide Feh-
lermaße messen jeder Gruppe unabhängig von dessen Größe die gleiche Bedeutung
bei.
Beispiel 13 Für die Gruppen der Relation BESTELLUNG aus Tabelle 4.1 erge-
ben sich folgende relative Standardabweichungen: RSD(g1) = 12, 0%, RSD(g2) =
8, 0% und RSD(g3) = 20, 0%. Die entsprechenden Fehlermaße für eine mittels Con-
gressional-Sampling erstellte Synopse der Größe M = 4 sind FAV G = 9, 03% für den
durchschnittlichen relativen Standardfehler und FMAX = 13, 32% für den maximalen
relativen Standardfehler.
Aus der Berechnung der Fehlermaße ist zu erkennen, dass die relative Standardab-
weichung der Daten einen starken Einfluss auf die Qualität einer Synopse hat, siehe
Gleichung (4.1). Eine Berücksichtigung dieser Größe bei der Synopsenkonstruktion
scheint vielversprechend. Dies ist die zugrunde liegende Idee des in diesem Kapitel
vorgestellten Stichprobenverfahrens. Dabei wird die Stichprobengröße einer Grup-
pe proportional zu deren (mittlerer) relativer Standardabweichung gewählt. Dieses
Verfahren wird als variationskoeffizientorientiertes2, gruppenbasiertes Stichproben-
verfahren (VGS) bezeichnet.
Beispiel 14 Für das Szenario aus Beispiel 13 ergeben sich für eine variationsko-
effizientorientierte, gruppenbasierte Synopse folgende Stichprobengrößen: n1 = 1, 2,
n2 = 0, 8 und n3 = 2, 0. Die Fehlermaße reduzieren sich dadurch auf FAV G = 5, 88%
und FMAX = 9, 97%.
2Die relative Standardabweichung wird auch als Variationskoeffizient bezeichnet.
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4.3 Synopsenberechnung
Im Folgenden wird gezeigt, wie die Aufteilung des Speicherplatzes auf die Stichpro-
ben der einzelnen Gruppen berechnet werden kann, so dass alle möglichen Grup-
pierungen gleichermaßen unterstützt werden. Für einen geringen Fehler der Synopse
wird dabei die relative Standardabweichung als Kriterium bei der Allokation ver-
wendet. Inspiriert durch das Vorgehen in [Acharya 00] besteht der Algorithmus für
die Berechnung einer VGS-Synopse aus vier Phasen:
Phase 1: Initialisierung. In der ersten Phase wird die Relation R einmal gelesen.
Dabei werden die Größen Lj(gi) und Qj(gi) für jede Gruppe gi ∈ G und jedes
Aggregationsattribut Aj ∈ A berechnet; außerdem werden die Gruppengrößen
|gi| bestimmt. Mit diesen Werten kann in den nachfolgenden Phasen die relative
Standardabweichung jeder beliebigen Gruppe effizient berechnet werden.
Phase 2: Flache Partitionierung. In der zweiten Phase wird für jede Gruppierung
T ⊆ G wie folgt vorgegangen: Sei T die Menge der nicht-leeren Gruppen
unter der Gruppierung T , dann wird der verfügbare Speicherplatz M zwischen
allen Gruppen in T bezüglich ihrer mittleren relativen Standardabweichungen
aufgeteilt. Sei
SumRSD(T ) =
∑
gi∈T
RSD(gi)
die Summe der mittleren relativen Standardabweichungen aller Gruppen in T .
Die Stichprobengröße ni einer Gruppe gi wird damit durch
ni,T =
RSD(gi)
SumRSD(T )
M .
bestimmt.3
Phase 3: Hierarchische Partitionierung. Die dritte Phase betrachtet für jede Grup-
pe gi ∈ G rekursiv alle Teilgruppen. Das Vorgehen ist dabei ähnlich wie in der
zweiten Phase: Zunächst wird die Größe SumRSD über alle Teilgruppen von gi
berechnet, anschließend wird die Stichprobengröße ni,T zwischen den Teilgrup-
pen entsprechend ihrer mittleren relativen Standardabweichungen aufgeteilt.
Phase 4: Abschluss. In der letzten Phase wird jeder Gruppe gi ∈ G das Maximum
aller während der zweiten und dritten Phase berechneten Stichprobengrößen
zugewiesen: ni = maxT⊆G ni,T . Abschließend werden die Stichprobengrößen
gleichmäßig herunterskaliert, damit |Ψ| ≤ M gilt. Die Stichprobengrößen ni
ergeben sich somit aus
ni = max
T⊆G
ni,T
M∑
gj∈BmaxT⊆G nj,T
.
3Zur Vereinfachung wird dabei angenommen, dass jede Gruppe größer als die ihr zugewiesene
Stichprobengröße ist. Eine entsprechende Anpassung des Algorithmus bei Nichtzutreffen der
Annahme ist einfach; für Gruppen mit RSD(g) ≈ 0 wird die Stichprobengröße ni,T durch eine
Konstante c ersetzt.
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Nach der Berechnung der Stichprobengrößen werden die Stichproben Si mit
|Si| = ni für alle Gruppen gi ∈ B gezogen und die Synopse aus diesen Einzel-
stichproben zusammengesetzt.
Beispiel 15 Für das Szenario aus Beispiel 12 sei eine gruppenbasierte Synopse der
Größe M = 100 gesucht. Mit dem vorgestellten Algorithmus ergeben sich folgende
Schritte: In der ersten Phase wird die Relation B gelesen und die relativen Stan-
dardabweichungen der Gruppen berechnet; die resultierenden Werte (für zufällig ge-
nerierte Daten) sind in Tabelle 4.2 in der Spalte RSDP angegeben. In der zweiten
Phase wird die flache Partitionierung durchgeführt: Für T = {K,W} ergibt sich
SumRSD(T ) = 117, 71%; die Stichprobengröße der Gruppe g1 = (Meier, Lebensmit-
tel) ist somit n1,KW = 33, 19%/117, 71% · 100 = 28, 20. Die Berechnung für die
anderen Gruppen in T sowie für die Gruppen für T = {K} und T = {W} erfolgt
analog. Die resultierenden Stichprobengrößen für T = {K,W} sind in der Spalte
ni,KW angegeben; die für T = {K} und T = {W} sind im unteren Teil der Spalten
ni,K und ni,W dargestellt. In der dritten Phase werden die Teilgruppen von T = {K}
und T = {W} betrachtet. Für h = (Meier) beispielsweise summieren sich die rela-
tiven Standardabweichungen der Teilgruppen zu 49, 72% auf. Die Stichprobengröße
von h (nh,K = 41, 25) wird auf die beiden Teilgruppen aufgeteilt, d. h., für Gruppe
g1 = (Meier, Lebensmittel) ergibt sich n1,K = 33, 19%/49, 72% · 41, 25 = 27, 54 und
für g2 = (Meier, Bekleidung) n2,K = 16, 53%/49, 72% · 41, 25 = 13, 71. Die resul-
tierenden Stichprobengrößen dieser Phase sind im oberen Teil der Spalten ni,K und
ni,W angegeben. In der letzten Phase wird für alle Gruppen gi ∈ B die maximale
Stichprobengröße ermittelt (Spalte (unskaliert)) und herunterskaliert, um die Spei-
cherschranke M nicht zu überschreiten (Spalte VGS-H4). Abschließend werden die
Stichproben der entsprechenden Größe gezogen und zur gesuchten Synopse zusam-
mengefasst.
Die Ergebnisse dieses Algorithmus sind vielversprechend. Dennoch sind zwei Punk-
te bei der Synopsenkonstruktion zu beachten:
• Mit dem hierarchischen Vorgehen dieses Algorithmus steigen die Konstrukti-
onskosten einer Synopse exponentiell mit der Anzahl der Gruppierungsattri-
bute – allein die zweite Phase hat eine Zeitkomplexität von O(2|G|). Damit ist
dieses Vorgehen bei der großen Anzahl von Gruppierungsattributen aktueller
Data-Warehouse-Systeme kaum anwendbar.
• Im ursprünglichen Algorithmus ([Acharya 00]) werden die Gruppengrößen als
Partitionierungskriterium verwendet. Dabei gilt, dass sich die Größen der Teil-
gruppen zur Gesamtgröße einer Gruppe aufsummieren. Für die mittleren rela-
tiven Standardabweichungen gilt dieses Verhalten dagegen nicht. Ein rekursives
Vorgehen ist daher weniger logisch.
4Hierbei ist jeweils nur der obere Teil der Tabelle relevant, der untere Teil wurde zur Veranschau-
lichung mit angegeben. Weiterhin sind die resultierenden Stichprobengrößen nicht auf ganze
Zahlen gerundet, um den Einfluss der einzelnen Schritte und den Unterschied zum nachfolgend
vorgestellten Algorithmus zu verdeutlichen.
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Aus diesen Überlegungen heraus wird ein heuristischer Algorithmus für die Syn-
opsenkonstruktion vorgeschlagen.
4.3.1 Begrenzung des Berechnungsaufwandes
Der heuristische Algorithums reduziert den Berechnungsaufwand von VGS-Synop-
sen, indem auf die hierarchische Partitionierung verzichtet und damit nur eine flache
Partitionierung durchgeführt wird; die Algorithmen werden entsprechend als VGS-H
und VGS-F bezeichnet. Der VGS-F-Algorithmus besteht aus folgenden drei Phasen:
Phase 1: Initialisierung. Die Initialisierungsphase beschränkt sich auf die Berech-
nung der mittleren relativen Standardabweichungen der Basisgruppen.
Phase 2: Flache Partitionierung. In der zweiten Phase wird die Partitionierung
entsprechend nur für die Basisgruppen durchgeführt; das allgemeine Vorge-
hen bei der Berechnung bleibt unverändert. Durch die Beschränkung auf die
Basisgruppen ist eine rekursive Partitionierung nicht möglich; die dritte Phase
des VGS-H-Algorithmus entfällt.
Phase 3: Abschluss. Die letzte Phase vereinfacht sich: Es werden die Stichproben
der in Phase 2 berechneten Größe gezogen und zur VGS-Synopse zusammen-
gefasst.
Beispiel 16 Für das Szenario aus Beispiel 15 ändert sich die Synopsenkonstruk-
tion durch den heuristischen Algorithmus wie folgt: Die erste Phase berechnet die
relativen Standardabweichungen der Basisgruppen. In der zweiten Phase wird die
Partitionierung ausschließlich für T = {K,W} durchgeführt; weitere Berechnungen
sind nicht erforderlich. Die resultierenden Stichprobengrößen sind in Tabelle 4.2 in
der Spalte VGS-F angegeben. In der dritten Phase können diese Stichprobengrößen
direkt für die Stichprobenerhebung verwendet werden.
Es ist leicht zu sehen, dass die Ergebnisse des VGS-F-Algorithmus den Zwischen-
ergebnissen des VGS-H-Algorithmus für T = {K,W} (Spalte ni,KW ) entsprechen.
Weiterhin sind die Ergebnisse beider Ansätze sehr ähnlich, wohingegen die Kon-
struktionskosten für den heuristischen Algorithmus signifikant geringer sind.
Die einzelnen Schritte des VGS-F-Algorithmus zeigen, dass dieser eine Verein-
fachung des VGS-H-Algorithmus darstellt. Die Anzahl der betrachteten Gruppie-
rungskombinationen verringert sich signifikant von 2|G| auf 1. Allerdings beschränkt
diese Vereinfachung auch die Unterstützung beliebiger Gruppierungen: Gibt es eine
Gruppe h mit zwei homogenen Teilgruppen g1 und g2, so ist die resultierende Stich-
probengröße für h klein. Ist jedoch die Streuung der Vereinigung der Tupel beider
Gruppen (also der Tupel von h) groß, so ist auch der Schätzfehler für Gruppe h
hoch, wie folgendes Beispiel zeigt:
Beispiel 17 Gegeben sei das Szenario in Tabelle 4.3. Hierfür wurden die Daten mit
Sorgfalt generiert: Die Preise in Gruppe g1 = (Meier, Lebensmittel) haben Werte
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von etwa 100, die von Gruppe g2 = (Meier, Bekleidung) von etwa 5. Die Preise
in Gruppe g3 = (Schmidt, Lebensmittel) sind gleichverteilt zwischen 1 und 100. Das
entscheidende ist, dass sowohl g1 als auch g2 niedrige relative Standardabweichungen
besitzen, während die von h = (Meier) groß ist (Spalte RSDP ). Beide Algorithmen
weisen beiden Gruppen, g1 und g2, in der zweiten Phase kleine Stichprobengrößen
zu. Die Stichprobengröße von h ist infolgedessen nach der zweiten Phase ebenfalls
klein, was jedoch nicht die Streuung dieser Gruppe widerspiegelt. Mit der flachen
Partitionierung von VGS-F kann dieses Problem nicht behandelt werden und Gruppe
h ist folglich unterrepräsentiert (Spalte VGS-F). Die hierarchische Partitionierung
von VGS-H ist dagegen unempfindlich gegenüber solchen Datenformationen, wie in
Spalte VGS-H zu sehen ist.
Dieses Beispiel zeigt die Schwäche des VGS-F-Algorithmus. Allerdings sind sol-
che Datenformationen eher unüblich in realen Datensätzen. Im Allgemeinen ist der
Unterschied zwischen der relativen Standardabweichung zweier Gruppen und der ih-
rer Vereinigung weniger deutlich. Zusätzlich nimmt dieser Effekt üblicherweise mit
steigender Anzahl von Teilgruppen ab.
4.4 Gruppenbasierte Synopsen mit referenzieller Integrität
In diesem Abschnitt wird gezeigt, wie das Prinzip gruppenbasierter Stichproben
auf schemaweite Synopsen übertragen werden kann. Die Idee dabei ist, die Linked-
Bernoulli-Synopsen des vorangegangenen Kapitels so zu erweitern, dass für Rela-
tionen mit Aggregationsattributen (im Folgenden als gruppenoptimierungsrelevante
Relationen bezeichnet) die gleichverteilten Stichproben der Relationensynopsen ge-
gen leicht angepasste VGS-Synopsen ersetzt werden. Die Schwierigkeit hierbei ist,
dass sich die Aggregations- und Gruppierungsattribute häufig nicht in der gleichen
Relation befinden: In analytischen Datenbanken sind die Aggregationsattribute üb-
licherweise in Faktentabellen, die Gruppierungsattribute dagegen ebenso in den re-
ferenzierten Dimensionstabellen zu finden. Als Anforderungen an eine schemaweite,
gruppenbasierte Synopse ergeben sich somit (i) die effiziente Bestimmung, welches
Tupel zu welcher Gruppe gehört und (ii) die Anpassung von VGS und LBS für
statistisch korrekte Stichproben.
Für die Lösung des ersten Problems – der Bestimmung der Gruppenzugehörigkeit
der Tupel – berechnet eine naive Lösung den vollen Verbund über alle Relationen.
Die Bestimmung der Gruppenzugehörigkeit ist damit trivial. Dieses Vorgehen ist
jedoch sehr aufwändig. Eine wesentlich effizientere Methode wird in [Gemulla 05]
vorgestellt: Beginnend von den Relationen ohne Nachfolger werden rückwärts ent-
lang der Fremdschlüsselbeziehungen bis zur Basisrelation jeweils für jede Relation
eine Gruppentabelle erstellt, in der der Primärschlüssel und ein eindeutiger Grup-
penidentifikator gespeichert werden. Damit lässt sich für jedes Tupel bestimmen, in
welche Gruppe es gehört. Dieses Vorgehen kann schrittweise für jeweils zwei Rela-
tionen ausgeführt werden; die Gruppentabellen können nach jedem Schritt wieder
gelöscht werden.
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(a) BESTELLUNG
NAME ORT
Meier Dresden
Schmidt Dresden
Schulze Berlin
Huber Jena
(b) KUNDE
ID KUNDE  WARENGRUPPE  PREIS
B01 Meier Bekleidung 70
B02 Meier Bekleidung 75
B03 Meier Bekleidung 60
B04 Meier Lebensmittel 5
B05 Meier Lebensmittel 8
B06 Schmidt Lebensmittel 3
B07 Schmidt Lebensmittel 5
B08 Schulze Bekleidung 50
B09 Schulze Bekleidung 65
B10 Schulze Lebensmittel 2
B11 Schulze Lebensmittel 10
B12 Schulze Lebensmittel 6
Abbildung 4.1: Bestellungen mit Informationen zu Kunde, Warengruppe, Bestell-
wert und Wohnort
Beispiel 18 Gegeben seien die Relationen BESTELLUNG (B) und KUNDE (K)
aus Abbildung 4.1. Gruppierungsattribute seien B.WARENGRUPPE und K.ORT,
Aggregationsattribut sei B.PREIS. Existiere weiterhin eine Fremdschlüsselbeziehung
zwischen B.KUNDE und K.NAME. Für die Berechnung des durchschnittlichen Be-
stellwertes pro Ort muss für jedes Tupel aus B bekannt sein, zu welcher Gruppe
des Attributes ORT es gehört. Mit dem hierarchischen Vorgehen aus [Gemulla 05]
wird für B eine Gruppentabelle erstellt, in der die Bestellnummer und ein Gruppe-
nidentifikator (GID) eingetragen wird. Im aktuellen Beispiel bekommen die ersten
sieben Tupel aus B den Gruppenidentifikator GID = 1, der Gruppenidentifikator der
verbleibenden fünf Tupel ist GID = 2. Die tatsächlichen Ausprägungen der Grup-
pierungsattribute sind für die Berechnung der Synopse irrelevant.
Als Lösung des zweiten Problems – der Anpassung von VGS und LBS – wird
die letzte Phase des VGS-Algorithmus5 auf die Ermittlung der Stichprobengrößen
beschränkt. Aus diesen Stichprobengrößen wird die Stichprobenrate der einzelnen
Tupel für den LBS-Algorithmus bestimmt: Für jedes ti ∈ gi, gi ∈ B gilt: qi = ni/|gi|.
Damit lassen sich wie bisher die Referenzierungswahrscheinlichkeiten referenzierter
Tupel mit Gleichung (3.1) berechnen. Der LBS-Algorithmus muss ebenfalls nur leicht
angepasst werden: Beim Vergleich der Referenzierungswahrscheinlichkeiten mit den
Stichprobenraten ist – anders als im ursprünglichen Ansatz – zu berücksichtigen,
dass hier die einzelnen Tupel unterschiedliche Stichprobenraten haben. Somit ergibt
sich für die Berechnung schemaweiter, gruppenbasierter Synopsen (kurz: LBS+VGS-
Synopsen) ein Algorithmus mit den drei folgenden Phasen:
5Da die Entscheidung, ob der VGS-H- oder der VGS-F-Algorithmus eingesetzt wird, unabhängig
vom prinzipiellen Vorgehen bei der Synopsenkonstruktion ist, wird im weiteren die Bezeichnung
VGS-Algorithmus verwendet.
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Phase 1: Initialisierung. Die erste Phase berechnet für die gegebene Speicherplatz-
beschränkung die Stichprobengrößen für die einzelnen Relationen mit dem in
Abschnitt 3.3.2 vorgestellten Verfahren. Diese Stichprobengrößen stellen in der
zweiten Phase die Speicherplatzbeschränkungen der einzelnen Relationen dar.
Phase 2: Gruppenbasierte Optimierung. In der zweiten Phase werden mit dem an-
gepassten VGS-Algorithmus für jede gruppenoptimierungsrelevante Relation
die Stichprobenraten der einzelnen Gruppen bestimmt. Die Stichprobenraten
der einzelnen Tupel ergeben sich aus den Stichprobenraten der entsprechenden
Gruppen.
Phase 3: Referenzielle Integrität. In der letzten Phase wird mit dem modifizierten
LBS-Algorithmus die schemaweite Synopse konstruiert. Für nicht-gruppen-
optimierungsrelevante Relationen wird dabei wie beim ursprünglichen LBS-
Algorithmus vorgegangen, d. h., alle Tupel einer Relation R haben die gleiche
Stichprobenrate.
Beispiel 19 Für das Szenario aus Beispiel 18 sei eine schemaweite, gruppenba-
sierte Synopse der Größe M = 8 zu berechnen. Aus der Gruppierung von B nach
WARENGRUPPE und dem GID (anstelle von ORT) ergeben sich folgende vier Ba-
sisgruppen B: g1 = (Bekleidung, 1), g2 = (Bekleidung, 2), g3 = (Lebensmittel, 1) und
g4 = (Lebensmittel, 2). Angenommen, die erste Phase des LBS+VGS-Algorithmus
ergäbe qB = qK = 50%. Damit werden in der zweiten Phase mit dem VGS-H-
Algorithmus für die Tupel der Gruppen gi ∈ B folgende Stichprobenraten ermittelt:
Gruppe qi
g1 19, 0%
g2 35, 5%
g3 52, 5%
g4 87, 3%
Relation K besitzt keine Aggregationsattribute und ist damit nicht gruppenoptimie-
rungsrelevant; die Aufnahmewahrscheinlichkeit der einzelnen Tupel beträgt jeweils
50%. Mit diesen Wahrscheinlichkeiten wird in der dritten Phase der modifizierte
LBS-Algorithmus zur Synopsenkonstruktion eingesetzt; die resultierenden Referen-
zierungs- und Auswahlwahrscheinlichkeiten sind in Abbildung 4.2 dargestellt.
Die Anpassungen und das kombinierte Vorgehen beider Algorithmen haben folgen-
de Auswirkungen auf die Synopsenstruktur: Wie im unveränderten LBS-Algorithmus
wird für jede Relation des Schemagraphen eine Relationensynopse erstellt. Aller-
dings ändert sich die Struktur der Relationensynopsen von gruppenoptimierungsre-
levanten Relationen. Während bei LBS eine Relationensynopse aus einer Bernoulli-
Stichprobe und der Referenztabelle besteht, enthält die Relationensynopse im kom-
binierten Verfahren neben der Referenztabelle k = |B| Bernoulli-Stichproben mit
unterschiedlichen Stichprobenraten. Bei der Verwendung von LBS+VGS-Synopsen
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(a) BESTELLUNG
NAME
Meier
Schmidt
Schulze
Huber
(b) KUNDE
pSelB
19,0%
19,0%
19,0%
52,5%
52,5%
52,5%
52,5%
35,5%
35,5%
87,3%
87,3%
87,3%
pSelK
88,0%
77,4%
99,9%
50,0%
19,0%
19,0%
19,0%
52,5%
52,5%
52,5%
ID
B01
B02
B03
B04
B05
B06
B07
B08
B09
B10
B11
B12
52,5%
35,5%
35,5%
83,7%
83,7%
83,7%
88,8%
77,4%
99,9%
Abbildung 4.2: Referenzierungs- und Auswahlwahrscheinlichkeiten für eine sche-
maweite, gruppenbasierte Synopse mit qB = qK = 50%
für die näherungsweise Anfrageverarbeitung werden zunächst die Schätzwerte der
einzelnen Gruppen wie für unveränderte VGS-Synopsen berechnet; anschließend wer-
den die (hochskalierten) Relationensynopsen der angefragten Relationen miteinander
verbunden.
Die Änderung der Stichprobenraten einzelner Tupel durch die gruppenbasierte
Optimierung hat Auswirkungen auf die Höhe des Mehraufwandes der Synopse: Der
Mehraufwand einer Synopse hängt vom Verhältnis der Referenzierungswahrschein-
lichkeiten und der Stichprobenraten der Tupel ab; ein Tupel wird nur dann in die
Referenztabelle eingefügt, wenn die Referenzierungswahrscheinlichkeit größer als die
Stichprobenrate ist (3. Fall des LBS-Algorithmus). Aus Gleichung (3.3) für die Be-
rechnung der Auswahlwahrscheinlichkeit eines Tupels in die Relationensynopse folgt,
dass eine Änderung der Stichprobenrate eines Tupels – zumindest für unreferenzier-
te Tupel – zu einer Änderung der Auswahlwahrscheinlichkeit dieses Tupels führt.
Für durch dieses Tupel referenzierte Tupel ändert sich damit die Referenzierungs-
wahrscheinlichkeit, siehe Gleichung (3.1). Für den gesamten Schemagraph betrachtet
bedeutet dies, dass mit der Änderung der Aufnahmewahrscheinlichkeit eines Tupels
in die Stichprobe die Größe der Referenztabellen aller Nachfolger beeinflusst wird.
Dies kann eine Erhöhung aber auch eine Verringerung des Mehraufwandes bedeuten.
Beispiel 20 Für die Synopse aus Beispiel 19 ergeben sich für die erwarteten Syn-
opsengrößen: E[|ΨB|] = 6, E[|ΨK |] = 2, 65 und damit E[|Ψ|] = 8, 65. Der erwar-
tete Mehraufwand beträgt damit 1, 15 Tupel. Verglichen mit einer Linked-Bernoulli-
Synopse (E[|ΨB|] = 6, E[|ΨK |] = 2, 69 und somit E[|Ψ|] = 8, 69) sinkt der Mehr-
aufwand damit leicht.
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Tabelle 4.4: Parameter für die Experimente
Parameter Wertebereich Standardwert
Verzerrung der Gruppengrößen 0− 1, 5 0, 86
Verzerrung des Aggregationsattributes 0− 1, 5 0, 86
Anzahl der Gruppen 10− 100 000 1 000
Anzahl der Gruppierungsattribute 1− 5 3
Speicherplatzbeschränkung 1%− 10% 5%
4.5 Experimente
Für die Evaluierung der Effektivität und der Effizienz der vorgestellten VGS-Synop-
sen wurden verschiedene Experimente auf synthetischen und realen Daten durchge-
führt. Dafür wurden der VGS-H- und der VGS-F-Algorithmus mit Congressional-
Sampling (CS) [Acharya 00] verglichen; es wurde dabei CS gewählt, da dieses Ver-
fahren ebenso wie VGS universell für Gruppierungsanfragen optimierte Synopsen
fokussiert. Zunächst wurde der Einfluss verschiedener Datenformationen auf die Ge-
nauigkeit der Schätzwerte analysiert; zur Validierung der Effektivität von VGS in
praktischen Szenarien wurden ebenfalls Experimente auf einem großen, realen Da-
tensatz mit Marktforschungsdaten durchgeführt. Danach wurde der Unterschied der
Algorithmen bezüglich des Berechnungsaufwandes untersucht und abschließend die
Effektivität der kombinierten LBS+VGS-Synopsen evaluiert.
4.5.1 Experimentierumgebung
Die in diesem Kapitel vorgestellten Algorithmen wurden in Java implementiert, die
Ausführung der Experimente erfolgte auf einem Rechner mit einem Athlon AMD
XP 3000+ Prozessor, Linux-Betriebssystem und 2 GB Hauptspeicher.
Um den Vergleich von VGS mit CS nicht durch die Wahl der (synthetischen) Da-
ten zu verzerren, wurden der verwendete Datensatz und die Standardparameterwer-
te analog zu [Acharya 00] gewählt: Als Basisrelation wurde die Tabelle Lineitem
des TPC-H-Schemas mit einer Kardinalität von 1 Mio. Tupeln verwendet; Grup-
pierungsattribute waren l_returnflag, l_linestatus, l_shipdate, l_commitdate
und l_shipmode. Als Aggregationsattribut wurde l_extendedprice verwendet. Die
Verteilung der Gruppengrößen sowie der Daten des Aggregationsattributes wur-
den verzerrt; dafür wurde eine Zipfverteilung mit Parameterwerten zwischen z = 0
(gleichverteilt) und z = 1, 5 (stark verzerrt) gewählt. Die Anzahl der Gruppen vari-
ierte in den Experimenten zwischen 10 und 100 000. Tabelle 4.4 fasst die Parameter
und ihre Wertebereiche noch einmal zusammen. Solange keine anderen Angaben
gemacht werden, nehmen die Parameter die angegebenen Standardwerte an.
Die realen Daten sind Marktforschungsdaten und bestehen aus 13, 22 Mio. Tu-
peln. Diese Daten können nach Projekt (project), Datum (date), Land (country)
und Verkaufskanal (sales_channel) gruppiert werden; die Gruppengrößen der Ba-
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sisgruppen B schwankt zwischen 1 und 6081 Tupeln. Das verwendete Aggregations-
attribut ist die Anzahl der Verkäufe (sales).
Die Algorithmen sind deterministisch bezüglich der resultierenden Stichproben-
größen. Folglich können die Fehlermaße der Synopsen, FAV G und FMAX , analytisch
berechnet werden.
4.5.2 Effektivität
Im ersten Teil der Experimente wird die Effektivität von VGS sowohl auf syntheti-
schen als auch auf realen Daten analysiert. Dafür wurden die mittleren (FAV G) und
maximalen (FMAX) Schätzfehler von Synopsen verschiedener Größe und Datensätze
ermittelt.
A. Synthetische Daten
Bei den Experimenten auf synthetischen Daten wurde untersucht, welchen Einfluss
verschiedene Faktoren der Datenverteilung auf die Synopsenqualität haben.
Verzerrung der Aggregationswerte In einem ersten Experiment wurde der Ein-
fluss der Schiefe der zu aggregierenden Werte analysiert. Da dieser Wert den relativen
Standardfehler der Gruppen beeinflusst, wird hier ein deutlicher Unterschied zwi-
schen CS- und VGS-Synopsen erwartet. Für Zipfverteilungen von z = 0, 5 bis z = 1, 5
wurden Stichproben mit CS, VGS-H und VGS-F berechnet; der Standardwert von
z = 0, 86 führt dabei zu der häufig verwendeten 90-10-Verteilung. Die Ergebnisse
sind in Abbildung 4.3 zu sehen. Die Abbildung zeigt, dass mit steigender Schiefe
der Aggregationsattribute zunächst sowohl der durchschnittliche (Abbildung 4.3a)
als auch der maximale (Abbildung 4.3b) steigt; für eine starke Verzerrung vertei-
len sich die Ausreißer auf wenige Gruppen, die übrigen Gruppen werden homogener
und der durchschnittliche Schätzfehler sinkt wieder ab. Dabei ist zu beachten, dass
für z = 1, 5 Gruppen in den VGS-Synopsen fehlen: für VGS-H fehlen 4, 2%, für
VGS-F 5, 4% der Gruppen; für CS fehlen keine Gruppen. Andererseits resultieren
für beide Fehlermaße die variationskoeffizientorientierten Verfahren in deutlich ge-
ringeren Fehlern als CS. Hier liegt es am Nutzer zu entscheiden, welche Eigenschaft
des Ergebnisses für ihn von größerem Wert ist.
Der durchschnittliche Fehler ist für wenig verzerrte Attributwerte bei allen drei
Verfahren ähnlich. Mit zunehmender Schiefe wird der Unterschied jedoch deutlicher;
der geringste durchschnittliche Fehler wird mit VGS-F erreicht. Interessanter sind
die Ergebnisse für den maximalen Fehler: Der Anstieg des Fehlers bei steigender
Schiefe ist erwartet hoch, und der Unterschied zwischen VGS- und CS-Synopsen ist
wesentlich deutlicher. Weiterhin ist zu erkennen, dass für VGS-H der Fehler kleiner
als für VGS-F ist.
Anzahl der Gruppen Im nächsten Experiment wurde der Einfluss der Anzahl der
Gruppen auf den Schätzfehler und die Anzahl der fehlenden Gruppen untersucht.
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Schiefe der zu aggregierenden Werte
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Abbildung 4.3: Schätzfehler für unterschiedlich stark verzerrte Aggregationsattri-
bute (für z = 1, 5 fehlen bei VGS-Synopsen Gruppen in der Synopse)
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Durchschnittlicher relativer Standardfehler
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Abbildung 4.4: Schätzfehler bei variierender Anzahl von Gruppen
Hierfür wurden Synopsen mittels CS, VGS-H und VGS-F für Datensätze mit 10 bis
100 000 Gruppen berechnet. Für jede Synopse wurde FAV G sowie der Anteil fehlen-
der Gruppen ermittelt. Die Ergebnisse sind in Abbildung 4.4 dargestellt. Für sehr
wenige (10) und sehr viele (100 000) Gruppen sind die drei Verfahren ähnlich. Im
ersten Fall sind die Gruppen unabhängig vom Algorithmus sehr einfach gut reprä-
sentiert; im zweiten Fall dominiert die Anzahl fehlender Gruppen das Ergebnis, d. h.,
kleine Gruppen fehlen und große Gruppen sind gut repräsentiert. Der Unterschied
zwischen den Verfahren ist in den verbleibenden Gruppenanzahlen zu erkennen: Für
1 000 Gruppen fehlen bei keinem Verfahren Gruppen, jedoch resultiert VGS-F im
geringsten Schätzfehler gefolgt von VGS-H und CS. Für 10 000 Gruppen fehlen bei
CS nur 0, 05%, bei VGS-F dagegen fehlen 4, 7% und bei VGS-H 6, 6% der Gruppen.
Andererseits ist die Qualität der im näherungsweisen Anfrageergebnis vorkommen-
den Gruppen für VGS-F deutlich höher. VGS-H ist für dieses Szenario eine schlechte
Wahl, da es in beiden Dimensionen schlechter als VGS-F ist. Für 50 000 Gruppen
sind die Synopsen von VGS-F und VGS-H sehr ähnlich, während CS mehr Gruppen,
aber höhere Schätzfehler zur Folge hat.
Verzerrung der Gruppengrößen In einem weiteren Experiment wurde die Schiefe
der Gruppengrößen (als Maß der Verzerrung) variiert. Hierfür wurden Werte zwi-
schen z = 0 und z = 1, 5 gewählt. Alle drei Verfahren erzeugten in allen Szenarien
Synopsen ohne fehlende Gruppen, so dass die Diskussion auf den Schätzfehler be-
schränkt werden kann. Für das FAV G-Fehlermaß ist das Verhältnis der Fehler ähnlich
wie in Abbildung 4.3a zu sehen, d. h., die Werte sind relativ ähnlich, und VGS-F
resultiert im geringsten und CS im höchsten Schätzfehler. Die Ergebnisse für den
maximalen Fehler sind in Abbildung 4.5 dargestellt. Erneut sind die aus den VGS-
Ansätzen resultierenden Schätzfehler deutlich geringer als bei CS, und VGS-H führt
zum geringsten maximalen Schätzfehler.
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Abbildung 4.5: Schätzfehler für unterschiedlich stark verzerrte Gruppengrößen
Synopsengröße Mit Synopsen von 1% bis 10% der Größe der Basisdaten wurde
der Einfluss der Speicherplatzbeschränkung auf die Synopsenqualität evaluiert. Wie
erwartet, sinkt der Schätzfehler mit steigender Synopsengröße: Für CS sinkt der
durchschnittliche (maximale) Fehler von 138, 3% (1089, 3%) auf 40, 1% (340, 0%) und
für VGS-F von 123, 4% (680, 6%) auf 33, 8% (213, 3%); der Fehler von VGS-H liegt
jeweils zwischen beiden Werten. Erneut sind die mit VGS erreichten Schätzfehler
konsistent geringer als die von CS.
B. Reale Daten
Für die Validierung der Praktikabilität der vorgestellten Synopsen wurde deren
Effektivität für die oben beschriebenen Marktforschungsdaten untersucht. Hierfür
wurde der Schätzfehler für die durchschnittliche Anzahl der Verkäufe (AVG(sales))
betrachtet. Es wurden Synopsen mit einer Speicherplatzbeschränkung von 5% der
Größe der Basisdaten mittels CS, VGS-H und VGS-F berechnet. Dabei wurde die
Anzahl der Gruppen variiert und der Fehler der resultierenden Synopsen verglichen.
Die Änderung der Gruppenanzahl wurde dabei durch die Änderung der Anzahl der
Gruppierungsattribute realisiert. Die nachfolgende Tabelle zeigt für jede Anzahl von
Gruppierungsattributen die entsprechende Gruppenanzahl:
Gruppierungsattribute Gruppen
1 77
2 1 994
3 16 627
4 79 597
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Abbildung 4.6: Schätzfehler bei variierender Anzahl von Gruppen
Die Ergebnisse für das FAV G-Fehlermaß sind in Abbildung 4.6 zu sehen. Wie bei
den synthetischen Daten ist der Fehler bei wenigen Gruppen für alle drei Verfahren
nahezu gleich (FAV G = 3, 85% für CS und FAV G = 3, 82% für VGS). Steigt die
Anzahl der Gruppierungsattribute – und damit die der Gruppen –, so wird der
Unterschied deutlicher. In allen Szenarien ist der Fehler für VGS-Synopsen kleiner
als für CS-Synopsen.
Der Anteil fehlender Gruppen betrug maximal 7% für CS, 11% für VGS-H und
12% für VGS-F, was für die große Anzahl von Gruppen relativ gering ist.
4.5.3 Effizienz
Für den Vergleich der Effizienz der Algorithmen wurde der Einfluss der Anzahl der
Gruppierungsattribute auf den Berechnungsaufwand analysiert. Mit der Anzahl der
Gruppierungsattribute wird sowohl die Anzahl der Basisgruppen als auch die Anzahl
möglicher Teilgruppen beeinflusst. Ersteres hat Einfluss auf die flache Partitionie-
rung – hier betrachten die Algorithmen mit hierarchischer Partitionierung (CS und
VGS-H) 2|G| verschiedene Gruppierungskombinationen, der VGS-F-Algorithmus be-
trachtet dagegen nur eine Gruppierungskombination –, letzteres bestimmt die Re-
kursionstiefe bei der hierarchischen Partitionierung von CS und VGS-H. Um ein
Vermischen der Anzahl der Gruppierungsattribute und der Anzahl der Basisgrup-
pen zu vermeiden, wurde nachfolgend der Aufwand pro Basisgruppe untersucht. Für
die Konstruktion von Synopsen mit bis zu fünf Gruppierungsattributen wurde die
Anzahl der Iterationen pro Basisgruppe betrachtet; das Ergebnis ist in Abbildung 4.7
zu sehen. Für den VGS-F-Algorithmus ist der Aufwand konstant – jede Gruppe wird
für die Berechnung von SumRSD und die Aufteilung des Speicherplatzes je einmal
betrachtet. Für das hierarchische Vorgehen von VGS-H und CS steigt der Aufwand
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Abbildung 4.7: Effizienz der Synopsenkonstruktion
exponentiell mit der Rekursionstiefe, allerdings etwas weniger als 2|G|, da auch leere
Gruppen im multidimensionalen Datenwürfel vorkommen.
Die Evaluierung der Effizienz der Synopsenkonstruktion hat gezeigt, dass die Kon-
struktionskosten einer Synopse mit dem VGS-F-Algorithmus im Vergleich zum VGS-
H-Algorithmus signifikant reduziert werden können.
4.5.4 Gruppenbasierte Synopsen mit referenzieller Integrität
Um die Effektivität der Erweiterung schemaweiter Synopsen um die gruppenbasierte
Optimierung zu evaluieren, wurde deren Auswirkung auf die Synopsenqualität und
die Höhe des Mehraufwandes untersucht. Für die Experimente wurde eine Expe-
rimentierumgebung ähnlich zu der aus Abschnitt 3.4.1 verwendet: Die Basisdaten
bildete die TPC-H-Datenbank der Größe 1 GB; die Häufigkeitsverteilung der Fremd-
schlüsselattributwerte sowie die Werteverteilung der Aggregationsattribute folgten
einer Zipfverteilung mit z = 1, 0. Die Gruppierungs- und Aggregationsattribute für
die jeweilige gruppenbasierte Optimierung der einzelnen Relationen sind in Tabel-
le 4.5 angegeben. Dabei ist zu erkennen, dass sich die Gruppierungsattribute häufig
nicht in der zu optimierenden Relation befinden.6 Die gruppenbasierte Optimie-
rung wurde mit dem VGS-F-Algorithmus durchgeführt; es wurden jeweils LBS- und
LBS+VGS-Synopsen für Speicherschranken von 1%, 5% und 10% der Größe der
Basisdaten berechnet.
Synopsenstruktur Im ersten Experiment wurde der Einfluss der zusätzlichen Op-
timierung für Gruppierungen auf die Synopsenstruktur – und dabei insbesondere
6Im TPC-H-Schema gibt der Präfix eines Attributnamens die Zugehörigkeit des Attributes zu einer
Relation an.
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Tabelle 4.5: Gruppierungs- und Aggregationsattribute für die gruppenbasierte Op-
timierung
Relation Gruppierungsattribute Aggregationsattribute
Lineitem c_name, s_name l_extendedprice, l_quantity
Orders c_name, n_name , r_name o_totalprice
Customer n_name, r_name c_acctbal
Partsupp p_name, s_name ps_supplycost
Part p_brand p_retailprice
Suppplier n_name, r_name s_acctbal
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Abbildung 4.8: Synopsenstruktur ohne (links) und mit (rechts) gruppenbasierter
Optimierung
auf die Höhe des Mehraufwandes – analysiert. Abbildung 4.8 zeigt die Zusammen-
setzung der schemaweiten Synopsen ohne und mit gruppenbasierter Optimierung
für verschiedene Synopsengrößen. Dabei ist zu erkennen, dass durch die Anpassung
der Aufnahmewahrscheinlichkeiten der Tupel im kombinierten Verfahren der Mehr-
aufwand etwas größer wird. Mit steigender Synopsengröße wird dieser Anstieg des
Mehraufwandes relativ betrachtet etwas größer, insgesamt ist der Mehraufwand je-
doch weiterhin gering.
Effektivität Das nächste Experiment zeigt den Einfluss der gruppenbasierten Op-
timierung auf die Synopsenqualität. Hierfür wurden die Beispielanfragen aus der
Evaluierung von Linked-Bernoulli-Synopsen (Abschnitt 3.4.3) leicht angepasst: Die
Anfrage Q1 bestimmt den durchschnittlichen Bestellwert pro Kunde und Nation
(O Z C Z N , GROUP BY c_name, n_name), Q2 ermittelt den durchschnittlichen
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Tabelle 4.6: Vergleich der relativen Standardfehler
(a) Durchschnittlicher relativer Standardfehler
Q1 Q2 Q3 Q4
LBS 0, 52% 2, 30% 0, 18% 0, 27%
LBS+VGS 0, 18% 0, 58% 0, 03% 0, 11%
(b) Maximaler relativer Standardfehler
Q1 Q2 Q3 Q4
LBS 36, 80% 13, 84% 58, 94% 1, 68%
LBS+VGS 4, 14% 2, 43% 0, 48% 0, 20%
Kontostand der Kunden pro Nation (C Z N , GROUP BY n_name), Q3 fragt nach
dem Umsatz pro Lieferant und Region (L Z PS Z S Z N Z R, GROUP BY s_name,
r_name) und Q4 berechnet den durchschnittlichen Verkaufspreis pro Produktmarke
(P , GROUP BY p_brand). Tabelle 4.6a zeigt den durchschnittlichen relativen Stan-
dardfehler (FAV G) für LBS- und LBS+VGS-Synopsen der Größe 5%. Dabei ist zu
erkennen, dass durch die gruppenbasierte Optimierung der mittlere Schätzfehler al-
ler vier Anfragen um 59% bis 83% reduziert werden kann. Noch deutlicher sind die
Ergebnisse für den maximalen relativen Standardfehler (FMAX); hier ermöglicht die
gruppenbasierte Optimierung eine Reduzierung des Fehlers um 82% bis 99%, siehe
Tabelle 4.6b.
Diese Ergebnisse zeigen, dass die Kombination von VGS und LBS vielversprechend
ist. Trotz höherem Mehraufwand und daraus resultierenden kleineren Stichproben
führt das kombinierte Verfahren im Vergleich zu unveränderten Linked-Bernoulli-
Synopsen zu deutlich geringeren Schätzfehlern für Gruppierungsanfragen.
4.6 Zusammenfassung
Schätzungen für kleine Gruppen auf Basis einfacher Zufallsstichproben sind sehr
ungenau; häufig fehlen diese Gruppen ganz. Das in diesem Kapitel vorgestellte va-
riationskoeffizientorientierte, gruppenbasierte Stichprobenverfahren strebt eine an-
gemessene Repräsentation aller Gruppen in der Synopse an und partitioniert den
verfügbaren Speicherplatz zwischen den Gruppen basierend auf deren Streuung. Das
Ergebnis sind universell für Gruppierungsanfragen verwendbare Synopsen mit gerin-
gen Schätzfehlern.
Für die Synopsenkonstruktion wurden zwei Algorithmen vorgestellt: Der VGS-H-
Algorithmus mit der hierarchischen Partitionierung betrachtet alle möglichen Grup-
pierungen für eine gegebene Menge von Gruppierungsattributen und ist damit für
beliebige GROUP BY-, GROUP BY CUBE- oder GROUP BY GROUPING SETS-Befehle opti-
miert. Der vereinfachte VGS-F-Algorithmus betrachtet nur die Basisgruppen und ist
damit nur für die feinst mögliche Gruppierung optimiert, reduziert so jedoch den Be-
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rechnungsaufwand signifikant. Die Experimente auf synthetischen und realen Daten
haben gezeigt, dass VGS-Synopsen vielversprechend für die näherungsweise Anfra-
geverarbeitung von Gruppierungsanfragen sind: Der Schätzfehler der resultierenden
Synopsen kann für ein breites Spektrum an Datenformationen im Vergleich zu kar-
dinalitätsbasierten Stichprobenverfahren reduziert werden. Für geringe Konstrukti-
onskosten und kleine mittlere Schätzfehler ist VGS-F die beste Wahl, wohingegen
Systeme mit ausreichend Ressourcen für komplexe Synopsenberechnungen von den
geringen maximalen Schätzfehlern von VGS-H profitieren.
Weiterhin konnte gezeigt werden, dass das Anwendungsspektrum von VGS-Synop-
sen durch die Integration in Linked-Bernoulli-Synopsen von Gruppierungsanfragen
auf einzelnen Relationen auf Gruppierungsanfragen mit beliebigen Fremdschlüssel-
verbundoperationen erweitert werden kann. Von der anderen Seite betrachtet be-
deuten diese Ergebnisse, dass die gruppenbasierte Optimierung in Linked-Bernoulli-
Synopsen zu einer zusätzlichen Reduzierung der Schätzfehler für Gruppierungsan-
fragen in schemaweiten Synopsen führt.
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Aggregationsattribute
Der Fokus dieses Kapitels liegt auf der Reduzierung des Schätzfehlers näherungswei-
ser Aggregate für Relationen mit mehreren Aggregationsattributen. Hierfür wird ein
für die näherungsweise Anfrageverarbeitung von Aggregationsanfragen optimiertes
Stichprobenverfahren vorgestellt. Die Herausforderungen dabei sind (i) die Anfällig-
keit der Schätzwerte gegenüber Ausreißern in den Daten, (ii) die Identifikation von
Ausreißern im Falle mehrerer Aggregationsattribute und (iii) die effiziente Berech-
nung speicherplatzbeschränkter Synopsen.
Die nachfolgende Diskussion bezieht sich auf Aggregate über die gesamte Relation;
eine Übertragung auf Szenarien mit zusätzlichen Gruppierungen erfolgt in Kapitel 6.
In Abschnitt 5.1 werden die Problematik der näherungsweisen Anfrageverarbeitung
von Aggregationsanfragen mit Hilfe von Stichproben genauer untersucht und existie-
rende Lösungen analysiert. Abschnitt 5.2 widmet sich der Quantifizierung der Synop-
senqualität. Ziel dieser Qualitätsbestimmung ist die Identifikation von Ausreißern in
den Daten. Darauf aufbauend wird in Abschnitt 5.3 ein Algorithmus für die Synop-
senberechnung vorgestellt, der auf einer getrennten Behandlung von Ausreißern und
den verbleibenden Tupeln der Basisdaten basiert. Kennzeichen dieses Algorithmus
sind (i) bezüglich der Synopsenqualität optimale und (ii) speicherplatzbeschränkte
Synopsen. Die Herausforderung bei der Speicherplatzbeschränkung ist das Ausba-
lancieren des Speicherplatzes zwischen Stichprobe und Ausreißern. Da der Berech-
nungsaufwand des optimalen Algorithmus im Falle mehrerer Aggregationsattribute
exponentiell mit der Speicherschranke und der Kardinalität der Basisdaten steigt,
werden Heuristiken für die Begrenzung des Suchraumes und ein Greedy-Algorithmus
für die Auswahl der Ausreißer präsentiert – diese effiziente Ausreißerbestimmung
bildet den Hauptbeitrag dieses Kapitels. Abschließend wird mit ausgewählten Expe-
rimenten die Effektivität und die Effizienz der vorgestellten Verfahren demonstriert
(Abschnitt 5.4).
5.1 Approximation von Aggregaten
Aggregate bilden den Kernpunkt statistischer Analysen und waren in den beiden
vorangegangenen Kapiteln indirekt Gegenstand der Optimierung. In diesem Kapitel
wird die Schätzung von Aggregaten selbst genauer untersucht. Problematisch bei der
Schätzung von Aggregaten ist deren Anfälligkeit gegenüber Ausreißern in den Daten.
Als Ausreißer werden Werte bezeichnet, die sich signifikant von den restlichen Werten
unterscheiden und somit einen großen Einfluss auf das Aggregationsergebnis haben.
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Tabelle 5.1: Bestellungen mit Bestellnummer und Bestellwert
ID PREIS
B01 120
B02 200
B03 140
B04 180
B05 110
B06 1000
B07 80
B08 210
B09 100
B10 130
Eine angemessene Repräsentation der Ausreißer in der Synopse ist Voraussetzung für
Schätzwerte mit geringen Schätzfehlern. Andernfalls hat das Fehlen der Ausreißer in
der Synopse Unterschätzungen, ihr Vorhandensein Überschätzungen zu Folge, wie
folgendes Beispiel verdeutlichen soll.
Beispiel 21 Gegeben sei die Relation BESTELLUNG (B) aus Tabelle 5.1 mit In-
formationen zu Bestellnummer (ID) und Bestellwert (PREIS) einzelner Bestellun-
gen. Von diesen Tupeln stellt das Tupel 〈B06, 1000〉 bezüglich des Bestellwertes einen
Ausreißer dar: Es unterscheidet sich deutlich von den restlichen Werten und hat
maßgeblichen Einfluss auf die Aggregatsberechnung. Sei der durchschnittliche Bestell-
wert aller Bestellungen aus B gesucht. Das exakte Ergebnis ist 227. Soll dieser Wert
auf Basis einer einfachen Zufallsstichprobe geschätzt werden, ist das Vorhandensein
des Ausreißers in der Stichprobe entscheidend für den Schätzwert. Abbildung 5.1 zeigt
die Verteilung der Schätzwerte für alle möglichen Stichproben der Größe n = 4. Aus
dieser Abbildung ist zu erkennen, dass alle Schätzwerte von Stichproben ohne den
Ausreißer zu gering, die Schätzwerte von Stichproben mit dem Ausreißer zu hoch
sind, d. h. mit keiner Stichprobe wird ein Wert nahe dem exakten Wert zurückgelie-
fert.
Chaudhuri et al. stellen in [Chaudhuri 01a] ein Stichprobenverfahren namens Out-
lier-Indexing vor, das diesen Effekt umgeht. Die zugrunde liegende Idee ist, die Aus-
reißer separat zu speichern und die Stichprobe von den verbleibenden Daten zu er-
heben. Es handelt sich somit um eine einfache Form einer geschichteten Stichprobe.
Mit diesem Vorgehen wird die Genauigkeit der Schätzungen signifikant verbessert.
Angewendet auf das Szenario aus Beispiel 21 ergibt sich eine Verteilung der Schätz-
werte wie in Abbildung 5.2 dargestellt. Wie zu erkennen ist, sind hier die Schätzwerte
weniger gestreut und deutlich näher am exakten Ergebnis.
Allerdings ist das Outlier-Indexing auf ein einzelnes, vorgegebenes Aggregations-
attribut beschränkt. Da in praktischen Szenarien jedoch typischerweise eine Vielzahl
von Aggregationsattributen existiert und im Allgemeinen die Ausreißer verschiedener
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Abbildung 5.1: Verteilung der Schätzwerte für einfache Zufallsstichproben der
Größe n = 4
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Abbildung 5.2: Verteilung der Schätzwerte beim Einsatz von Outlier-Indexing bei
einer Synopsengröße von 4 Tupeln
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Attribute unabhängig voneinander verteilt sind, kann eine für ein bestimmtes Attri-
but optimierte Synopse für eine Schätzung auf einem anderen Attribut ungeeignet
sein. Daher ist bei der Auswahl der Ausreißer mit besonderer Sorgfalt vorzugehen.
5.2 Synopsen mit Ausreißerbehandlung
In diesem Abschnitt werden die verwendete Notation und die Struktur von Syn-
opsen mit Ausreißerbehandlung erläutert. Darauf aufbauend werden Möglichkeiten
der Quantifizierung der Synopsenqualität vorgeschlagen. Diese stellt ein Schlüssel-
kriterium für die Identifikation von Ausreißern dar; sie ermöglicht den Vergleich
verschiedener Synopsen und ist Grundlage für die nachfolgenden Algorithmen.
5.2.1 Notation
Für die nachfolgenden Betrachtungen wird auf die Notation aus Kapitel 4 zurückge-
griffen. Damit gilt nach Gleichung (4.1) für den relativen Schätzfehler des geschätz-
ten Mittelwertes eines Attributes Aj auf Basis einer Stichprobe der Größe n:
RSEµ̂j (R,n) =
σµ̂j (R,n)
|µj(R)|
= RSDj(R)
√
1
n
− 1
|R|
.
Basierend auf den Schätzfehlern von Aggregaten wird nachfolgend gezeigt, wie sich
die Qualität einer Synopse für Relationen mit einzelnen oder mehreren Aggrega-
tionsattributen quantifizieren lässt. Zunächst wird jedoch erst einmal die Struktur
einer Synopse mit Ausreißerbehandlung beschrieben.
5.2.2 Synopsenstruktur
Gegeben seien eine Relation R = {t1, . . . , t|R|} und eine Menge von Aggregations-
attributen A = {A1, . . . , Al}. Die Qualität einer Synopse wird durch die Qualität
der Schätzwerte für die Aggregate auf den Attributen Aj bestimmt. Die Struktur
der Synopse entspricht dabei der des konventionellen Outlier-Indexings: Sei O ⊂ R
die Menge der Ausreißer und S eine einfache Zufallsstichprobe von R \ O, dann
bezeichnet Ψ = (S,O) eine Synopse mit Ausreißerbehandlung der Relation R. Das
Grundprinzip hinter dieser Struktur ist, dass die Ausreißer vor der Stichproben-
erhebung aus den Daten entfernt werden, so dass ihr negativer Einfluss auf das
Schätzergebnis verschwindet. Um mit Hilfe von Ψ ein Aggregat zu schätzen, wird
zunächst das Aggregat für R \ O aus der Stichprobe S geschätzt und anschließend
mit dem Aggregat auf der Menge der Ausreißer O kombiniert.
Wie in den vorangegangenen Kapiteln wird für speicherplatzbeschränkte Synopsen
die Anzahl der Tupel in der Synopse beschränkt, so dass für eine Speicherplatzbe-
schränkung M gilt: |Ψ| = |S| + |O| = M < |R| . Hieraus ist zu erkennen, dass die
Extraktion der Ausreißer eine Reduktion des für die Stichprobe verfügbaren Spei-
cherplatzes bewirkt. Daher können nicht beliebig viele Ausreißer ausgewählt werden.
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Tabelle 5.2: Bestellungen mit Bestellnummer, Bestellwert und Anzahl bestellter
Artikel
ID PREIS ANZAHL
B01 10 10
B02 55 30
B03 60 50
B04 55 70
B05 70 90
Die Herausforderung ist somit, sowohl die Anzahl als auch die Zusammensetzung der
Ausreißer O zu bestimmen.
Da die Ausreißer vollständig gespeichert werden, kann ihr Durchschnittswert exakt
berechnet werden. Der Schätzfehler für Aggregate über Aj wird demnach ausschließ-
lich durch den Stichprobenteil der Synopse bestimmt. Daher wird für den relativen
Standardfehler einer Synopse Ψ mit der Ausreißermenge O kurz
RSEµ̂j (O) = RSEµ̂j (R \O, |S|)
verwendet.
Der Wert von RSEµ̂j (O) ist proportional zur relativen Standardabweichung der
zugrunde liegenden Daten und umgekehrt proportional zur Wurzel der Stichproben-
größe, siehe Gleichung (4.1). Dies spiegelt die Herausforderung bei der Entscheidung
über die Anzahl der Ausreißer wider, die vor der Stichprobenerhebung aus den Daten
extrahiert werden sollen: Je mehr Ausreißer ausgewählt werden, umso kleiner wird
die Standardabweichung der verbleibenden Daten, umso kleiner wird aber auch die
Stichprobengröße. Demnach hat die Auswahl eines Ausreißers sowohl einen positiven
als auch einen negativen Effekt auf den Schätzfehler.
Beispiel 22 Gegeben sei die in Tabelle 5.2 dargestellte Relation BESTELLUNG
(B) mit Informationen zu Bestellnummer (ID), Bestellwert (PREIS) und Anzahl
bestellter Artikel (ANZAHL) für die einzelnen Bestellungen. Die Aggregationsattri-
bute seien PREIS (P ) und ANZAHL (Z); der Durchschnittswert beider Attribute
beträgt µP (B) = µZ(B) = 50. Ziel sei es, den Durchschnittswert beider Attribute
mittels einer Synopse zu schätzen, die exakt M = 3 Tupel enthält.
Der relative Standardfehler des Schätzwertes µ̂P (B) ist 15%, wenn kein Ausreißer
ausgewählt wird, 6% wenn 〈B01, 10, 10〉 und 4% wenn 〈B01, 10, 10〉 und 〈B05, 70, 90〉
ausgewählt werden. Eine geeignete Auswahl an Ausreißern ermöglicht somit eine si-
gnifikante Reduzierung des Schätzfehlers. Attribute, die von einer Ausreißerbehand-
lung profitieren, werden im Folgenden als verzerrte Attribute bezeichnet. Obwohl dies
eine recht ungenaue Definition ist – sie hängt beispielsweise von M ab –, so ist sie
dennoch praktisch bei der Diskussion der Ausreißerbehandlung für mehrere Attri-
bute. Für das Attribut Z ergeben sich folgende relative Standardfehler: 21% wenn
kein Ausreißer, 22% wenn 〈B01, 10, 10〉 oder 〈B05, 70, 90〉 und 27% wenn sowohl
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〈B01, 10, 10〉 als auch 〈B05, 70, 90〉 ausgewählt werden. Somit ist es nicht vorteilhaft,
aus Attribut Z Ausreißer zu extrahieren; solche Attribute werden als unverzerrt be-
zeichnet.
In diesem Beispiel (und auch in den meisten praktischen Szenarien) sind die op-
timalen Mengen der Ausreißer der einzelnen Attribute verschieden. Im Folgenden
wird der Fall, bei dem ein einzelnes Attribut Gegenstand der Optimierung ist, als
eindimensionale Ausreißerbehandlung bezeichnet, während die mehrdimensionale
Ausreißerbehandlung mehrere Attribute gleichzeitig behandelt. Nach einer kurzen
Diskussion des eindimensionalen Falls werden Möglichkeiten der Quantifizierung der
Synopsenqualität vorgestellt, die ermöglichen, eine Synopse zu finden, die für alle
Attribute in A optimiert ist. Wie in Kapitel 4 wird zur Vereinfachung der Diskussion
im Folgenden von Fehlermaßen (und deren Minimierung) anstelle von Qualitätsma-
ßen (und deren Maximierung) gesprochen.
5.2.3 Synopsenqualität
Die Qualität einer Synopse wird durch die Schätzfehler der Aggregate bestimmt. Da-
bei wird von Synopsen hoher Qualität gesprochen, wenn die erwarteten Schätzfehler
gering sind; Synopsen geringer Qualität haben entsprechend hohe Schätzfehler zur
Folge. Die Maximierung der Qualität wird durch die Minimierung der Schätzfehler
erreicht.
A. Eindimensionale Ausreißerbehandlung
Im eindimensionalen Fall wird die Synopse für ein einzelnes Attribut A optimiert.1
In diesem Fall kann der relative Standardfehler RSEµ̂j (O) direkt als Fehlermaß
für die Synopse verwendet werden. Ziel ist es daher, Ψ = (S,O) so zu konstruie-
ren, dass RSEµ̂(O) minimal ist. Chaudhuri et al. zeigen in [Chaudhuri 01a], dass
die Ausreißermenge O aus Tupeln des oberen und unteren Wertebereiches von A be-
steht. Allerdings wird für den Outlier-Index nur die Zusammensetzung der Ausreißer
betrachtet; die Anzahl der zu extrahierenden Ausreißer wird als gegeben angenom-
men. Eine einfache, auf der Versuch-und-Irrtum-Methode basierende Anpassung des
Outlier-Indexings, die gleichzeitig sowohl die Anzahl als auch die Zusammensetzung
der Ausreißer optimiert, hat eine Zeitkomplexität von O(M2 + |R|), falls R nach
A sortiert oder indiziert ist, andernfalls ist der Zeitaufwand in der Größenordnung
O(M2 + |R| logM). In Abschnitt 5.3 wird gezeigt, wie diese Kosten reduziert werden
können.
B. Mehrdimensionale Ausreißerbehandlung
Die Optimierung einer Synopse für mehrere Aggregationsattribute ist deutlich kom-
plexer. Das Problem hierbei ist, dass die Schätzwerte der Attribute üblicherweise
1Im eindimensionalen Fall werden A und Aj synonym verwendet.
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verschiedene Fehler haben, d. h., RSEµ̂i 6= RSEµ̂j für i, j = 1 . . . l und i 6= j. Damit
kann eine für ein Attribut A1 optimierte Synopse für ein Attribut A2 ungeeignet sein.
Nachfolgend werden Fehlermaße eingeführt, die den Vergleich der Qualität zweier
Synopsen erlauben. Diese Fehlermaße basieren auf den relativen Standardfehlern al-
ler Schätzwerte. Dabei werden alle konstanten Attribute, d. h., alle Attribute Aj
mit RSEµ̂j (∅) = 0, ignoriert. Für die eindimensionale Ausreißerbehandlung sind die
Fehlermaße äquivalent.
Formal gesehen ist ein Fehlermaß F eine Funktion, die eine Menge von Ausreißern
als Eingangsparamter hat und einen numerischen Wert für den Fehler der Synopse
mit den entsprechenden Ausreißern berechnet, d. h.,
F : PM−1(R)→ R ,
wobei Pk(R) alle Teilmengen von R mit höchstens k Elementen darstellt.2 Diese
Fehlermaße hängen implizit von der Relation R und der Menge der Ausreißer O ab.
Eine Synopse Ψ = (S,O) wird im Vergleich zu einer anderen Synopse Ψ′ = (S′, O′)
als präziser bezüglich F bezeichnet, wenn F(O) < F(O′) gilt.
Das FMAX-Fehlermaß Das wahrscheinlich intuitivste Fehlermaß ist das Maximum
der relativen Standardfehler der einzelnen Schätzwerte:
FMAX(O) =
l
max
j=1
RSEµ̂j (O) .
Klarer Vorteil dieses Fehlermaßes ist, dass das Attribut mit dem höchsten relativen
Standardfehler Ziel der Optimierung ist. Allerdings führt dessen Verwendung nur
dann zu sinnvollen Ergebnissen, wenn dieses Attribut auch verzerrt ist. Ist dies
nicht der Fall, dann ist FMAX am kleinsten, wenn kein Ausreißer ausgewählt wird.
Problematisch ist hier, dass andere Attribute, die von einer Ausreißerbehandlung
profitieren würden, keinen Einfluss auf FMAX haben und somit unentdeckt bleiben.
Das FAV G-Fehlermaß Das zweite vorgestellte Fehlermaß ist der Durchschnitt der
relativen Standardfehler der Schätzwerte:
FAV G(O) =
1
l
l∑
j=1
RSEµ̂j (O) .
Bei diesem Fehlermaß ist der Einfluss der Attribute proportional zu deren relativen
Standardfehlern, d. h. alle Attribute haben Einfluss auf den Funktionswert. Auch
hier werden Attribute mit einem hohen relativen Standardfehler bei der Optimierung
bevorzugt, allerdings weniger stark, wie folgendes Beispiel zeigen soll.
Beispiel 23 Angenommen, der relative Standardfehler eines Attributes A1 kann um
1% verringert werden, wenn Tupel t1 als Ausreißer betrachtet wird; alternativ kann
2Es werden maximal M − 1 betrachtet, so dass die Stichprobe nicht leer ist.
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der relative Standardfehler eines anderen Attributes A2 durch die Auswahl von t2
um 10% reduziert werden. Falls der relative Standardfehler von A1 mehr als zehnmal
größer ist als der von A2, wird t1 als Ausreißer ausgewählt, auch wenn die Auswahl
von t2 intuitiv zu einem besseren Ergebnis führt.
Das FGEO-Fehlermaß Einen Schritt weiter geht das FGEO-Fehlermaß, das unab-
hängig von den absoluten Werten der relativen Standardfehler der Schätzwerte ist:
FGEO(O) = l
√√√√ l∏
j=1
RSEµ̂j (O) ∝ l
√√√√ l∏
j=1
RSEµ̂j (O)
RSEµ̂j (∅)
.
Dabei gibt RSEµ̂j (∅) den relativen Standardfehler an, der durch eine einfache Zu-
fallsstichprobe erreicht wird. Dieses Fehlermaß ist proportional zum geometrischen
Mittelwert des Fehlers einer Synopse mit Ausreißerbehandlung relativ zum Fehler ei-
ner einfachen Zufallsstichprobe, d. h., es quantifiziert die Verbesserung bezüglich der
relativen Standardfehler verglichen mit einer einfachen Zufallsstichprobe.3 Folglich
werden mit FGEO besonders die verzerrten Attribute optimiert, da deren Schätzwer-
te am stärksten verbessert werden können. Allerdings ist zu beachten, dass dadurch
auch viel Optimierungspotenzial in Attribute investiert wird, die bereits einen sehr
geringen Schätzfehler haben.
Beispiel 24 Für einen ersten intuitiven Vergleich der Fehlermaße sei Relation B
vorübergehend mit den in Tabelle 5.3 dargestellten Daten gegeben. Ähnlich wie in
Beispiel 21 wird die Verteilung der Schätzwerte für den durchschnittlichen Bestell-
wert (der exakte Wert ist 154) sowie für die durchschnittliche Bestellmenge (der
exakte Wert ist 16, 6) für Synopsen der Größe M = 4 betrachtet. Die Abbildun-
gen 5.3a und 5.3b zeigen die Verteilung der Schätzwerte für einfache Zufallsstich-
proben. In den Abbildungen 5.3c bis 5.3h werden die Verteilungen der Schätzwer-
te für Synopsen mit Ausreißerbehandlung für die vorgestellten Fehlermaße darge-
stellt. Die relative Standardabweichung von P ist RSDP (B) = 48, 7%, die von Z
ist RSDZ(B) = 88, 3%. Mit dem FMAX-Fehlermaß liegt daher der Fokus der Op-
timierung auf Z, der ausgewählte Ausreißer ist 〈B04, 119, 54〉. Aus Abbildung 5.3a
ist deutlich zu erkennen, dass auch P von einer Ausreißerbehandlung profitieren
kann. Dies wird bei der Verwendung der Fehlermaße FAV G und FGEO beachtet.
Hierfür zeigen die Abbildungen 5.3e bis 5.3h, dass bei FGEO das Attribut P fo-
kussiert wird, wohingegen bei FAV G ein deutlich geringer Fehler bei Z als Preis
für einen leicht höheren Fehler bei P erreicht wird. Die Ausreißer für FAV G sind
〈B04, 119, 54〉, 〈B07, 360, 15〉 und 〈B10, 220, 27〉, die für FGEO sind 〈B07, 360, 15〉
und 〈B10, 220, 27〉.
3FGEO(O) erhält den Wert 0, sobald eins der Attribute konstant wird. Da diese Verhalten uner-
wünscht ist, kann in einer Implementierung RSE durch max(RSE, c) ersetzt werden, wobei c
eine kleine Konstante ist.
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Abbildung 5.3: Exakter Wert und Verteilung der Schätzwerte für M = 4
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Tabelle 5.3: Bestellungen mit Bestellnummer, Bestellwerten und Anzahl bestellter
Artikel (erweitertes Beispiel)
ID PREIS ANZAHL
B01 120 9
B02 125 4
B03 115 12
B04 119 54
B05 130 1
B06 110 5
B07 360 15
B08 123 21
B09 118 18
B10 220 27
Weitere Vor- und Nachteile der einzelnen Fehlermaße werden in Abschnitt 5.4
diskutiert, da sie teilweise von den Daten abhängen.
Die vorgestellten Fehlermaße bilden den Grundbaustein für die Konstruktion von
Synopsen mit mehrdimensionaler Ausreißerbehandlung. Mit der durch die Fehlerma-
ße gegebenen Möglichkeit, zwei Synopsen vergleichen zu können, wird nachfolgend
ein Algorithmus präsentiert, der eine optimale Synopse für das ausgewählte Fehler-
maß berechnet.
5.3 Synopsenberechnung
In diesem Abschnitt wird gezeigt, wie die Menge der Ausreißer berechnet werden
kann, die ein Fehlermaß F minimiert. Der vorgestellte Algorithmus entscheidet da-
bei sowohl über die Anzahl als auch über die Zusammensetzung der Ausreißer. Er
besteht aus vier Phasen:
Phase 1: Initialisierung. In der ersten Phase wird die Relation R einmal gelesen und
eine einfache Zufallsstichprobe SR der Größe M angelegt. Ist die Kardinalität
der Relation bekannt, wird dabei Sequential-Sampling [Vitter 84], andernfalls
Reservoir-Sampling [Vitter 85] verwendet. Zusätzlich wird eine Menge C ⊆
R von Ausreißerkandidaten konstruiert (die eigentliche Konstruktion dieser
Menge wird später diskutiert). Alle Tupel in C werden als potenzielle Ausreißer
betrachtet, so dass dieser Schritt effektiv den Suchraum begrenzt (falls |C| <
|R|). Schließlich werden noch die Größen Lj(R) und Qj(R) für j = 1 . . . l
berechnet, so dass Mittelwerte und Standardabweichungen – und damit die
relativen Standardfehler – schnell und ohne Zugriff auf die Basisdaten ermittelt
werden können. Nach dem Abschluss der ersten Phase ist kein weiterer Zugriff
auf R erforderlich.
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Phase 2: Auswahl. In der zweiten Phase wird aus der Kandidatenmenge C die Men-
ge der Ausreißer berechnet. Sei Ok ⊆ C die optimale Menge von Ausreißern
(bezüglich C) mit |Ok| = k, d. h., wenn exakt k Ausreißer ausgewählt werden.
Das Ergebnis der zweiten Phase besteht aus den Mengen O0, . . . , OM−1.
Phase 3: Entscheidung. Die dritte Phase entscheidet über den optimalen Wert kopt
für k. Dies wird erreicht, indem F(O0), . . . ,F(OM−1) berechnet wird und kopt
so gewählt wird, dass F(Okopt) den minimalen Wert hat.
Phase 4: Abschluss. In der letzten Phase wird die Synopse Ψ = (S,Okopt) konstru-
iert. Die Stichprobe S wird aus SR durch Erhebung einer Teilstichprobe von
SR \Okopt mit der Größe M −kopt gewonnen. Da |S| = M −kopt ≤ |SR \Okopt |,
ist hierfür kein Zugriff auf die Basisdaten erforderlich.
Die Bestimmung der Ausreißerkandidaten sowie die Berechnung der optimalen
Menge von Ausreißern haben den größten Einfluss auf die Effektivität des Algo-
rithmus. Infolgedessen fokussieren sich nachfolgende Betrachtungen auf die ersten
beiden Phasen. Die Entscheidung in der dritten Phase kann durch die Möglichkeit
der inkrementellen Berechnung der erforderlichen Größen effizient durchgeführt wer-
den:
σj(R \Ok) =
√
Qj(R)−Qj(Ok)
|R| − k
−
(
Lj(R)− Lj(Ok)
|R| − k
)2
.
Der Wert σj(R \Ok) wird schnell und ohne Zugriff auf R berechnet; dies kann ohne
zusätzlichen Mehraufwand bereits bei der Konstruktion der Ok in Phase 2 erfolgen.
5.3.1 Eindimensionale Ausreißerbehandlung
In diesem Abschnitt wird eine Instanz des Algorithmus für eine Synopse mit eindi-
mensionaler Ausreißerbehandlung entwickelt. Wie bereits erwähnt, besteht im eindi-
mensionalen Fall die optimale Menge der Ausreißer aus Tupeln, die am oberen und
unteren Wertebereich des Attributes A liegen. Folglich wird in Phase 1 die Kandi-
datenmenge C auf die M − 1 kleinsten und M − 1 größten Werte von A beschränkt
und der Suchraum damit von |R| auf 2(M − 1) Tupel verringert. Falls R nach A
sortiert ist oder ein entsprechender Index existiert, kann C mit einer Zeitkomple-
xität von O(M) konstruiert werden. Andernfalls ist die Konstruktion von C durch
den Einsatz zweier Heap-Datenstrukturen der Größe M −1 mit der Zeitkomplexität
O(|R| logM) möglich.
Eine naive Umsetzung der zweiten Phase berechnet die Fehlermaße für alle mög-
lichen Kombinationen der Ausreißerkandidaten, um jeweils die Kombination mit
minimalem Fehler zu finden. Für jedes Ok müssen dabei k mögliche Zuweisungen
von Kandidaten zu tatsächlichen Ausreißern untersucht werden; der Zeitaufwand für
die Bestimmung der O0, . . . , OM−1 ist mit O(M2) entsprechend hoch. Gäbe es eine
Beziehung zwischen Ok und Ok+1, so könnte der Aufwand durch eine inkrementelle
Berechnung der Ok reduziert werden. Allerdings zeigt folgendes Theorem, dass dies
nicht der Fall ist:
85
5 Synopsen für mehrere Aggregationsattribute
Theorem 1 Die Beziehung Ok−1 ⊂ Ok gilt im Allgemeinen nicht.
Beweis 1 Durch Gegenbeispiel: Gegeben sei eine Relation R = {1, 2, 3, 5, 1000, 1000,
1000}. Für diese Relation sei eine Synopse der Größe M = 5 zu berechnen. Die
optimalen Mengen der Ausreißer für die verschiedenen k sind: O1 = {1000}, O2 =
{1000, 1000}, O3 = {1000, 1000, 1000}, jedoch O4 = {1, 2, 3, 5}. Damit gilt O3 6⊂ O4.
Ein Betrachter dieser Beispieldaten wird höchstwahrscheinlich die drei Tupel mit
dem Wert 1000 als Ausreißer bezeichnen. Wenn es allerdings zulässig ist, eine große
Anzahl von Ausreißern auszuwählen, kann es effektiver sein, den ”Nicht-Ausreißer-
Anteil“ der Daten anstelle der ”tatsächlichen Ausreißer“ zu extrahieren. Dieses Vor-
gehen führt zu präziseren Schätzungen, falls die Ausreißer untereinander eine geringe
Standardabweichung besitzen. In praktischen Szenarien wird dieser Fall jedoch kaum
eintreten. Einerseits sind Synopsen im Vergleich zu den Basisdaten üblicherweise
klein und andererseits haben die Ausreißer häufig eine hohe Standardabweichung
untereinander. Tatsächlich hielt die Beziehung Ok−1 ⊂ Ok in allen bei der Eva-
luierung durchgeführten Experimenten auf synthetischen und realen Daten – das
gezeigte Beispiel ist somit eher pathologisch. Daher kann in der Praxis Ok für die
Beschleunigung der Berechnung von Ok+1 herangezogen werden. Dies ist die zugrun-
de liegende Idee für die Verwendung eines Greedy-Algorithmus. Dabei wird für eine
klare Notation die Näherung von Ok mit Ôk bezeichnet.
Der Greedy-Algorithmus beginnt mit Ô0 = ∅. Für die Berechnung von Ôk aus
Ôk−1 wird das Tupel mit dem größten Abstand zum Mittelwert der verbleibenden
Daten R \ Ôk−1 zu Ôk−1 hinzugefügt. Dieses Tupel ist entweder das kleinste oder
das größte aus R \ Ôk−1 und befindet sich unter den k größten und k kleinsten
Tupeln von R. Da C sortiert ist, kann dieses Tupel mit einem Zeitaufwand von O(1)
ermittelt werden. Mit k = 1, . . . ,M − 1 ist die Zeitkomplexität für die zweite Phase
mit dem Greedy-Algorithmus somit O(M).
Beispiel 25 Für M = 3 werden die Ausreißerkandidaten des Attributes PREIS der
Daten aus Tabelle 5.2 auf die zwei kleinsten und die zwei größten Werte gesetzt:
C = {10, 55, 60, 70}. Der naive, exakte Algorithmus betrachtet daraufhin die folgen-
den Ausreißermengen:
O0 ∅
O1 {10} und {70}
O2 {10, 55}, {10, 70} und {60, 70}
Die Unterstreichungen kennzeichnen dabei die Mengen, auf die sich der Greedy-
Algorithmus beschränkt; in diesem Beispiel sind diese optimal. Der exakte Algorith-
mus betrachtet sechs verschiedene Ausreißermengen, der Greedy-Algorithmus dage-
gen nur drei.
Zusammenfassend lässt sich feststellen, dass der exakte Algorithmus alle möglichen
Ausreißerkombinationen analysiert und damit eine Zeitkomplexität von O(M2 +
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|R| logM) für die Berechnung der Synopse Ψ hat. Die Zeitkomplexität des Greedy-
Algorithmus liegt dagegen bei O(M+ |R| logM). In den meisten Fällen führen beide
Algorithmen zum exakt gleichen Ergebnis. Desweiteren ist festzustellen, dass die aus
Ψ berechneten Schätzwerte erwartungstreu sind, unabhängig davon, ob die Menge
der Ausreißer mit dem exakten Algorithmus optimal ermittelt oder mit dem Greedy-
Algorithmus angenähert wird.
5.3.2 Mehrdimensionale Ausreißerbehandlung
Eine einfache und naheliegende Erweiterung der Ausreißerbehandlung für mehre-
re Aggregationsattribute stellt die attributweise Berechnung und Speicherung der
Ausreißer dar. Dieses Vorgehen ignoriert jedoch Korrelationen zwischen den Attri-
buten und kann daher zu Ergebnissen führen, die nicht optimal sind. Die in diesem
Kapitel vorgeschlagene Strategie extrahiert dagegen Tupel, die einen signifikanten
Einfluss auf die meisten (oder alle) Attribute haben. Vor der eigentlichen Diskussi-
on des entsprechenden Algorithmus sei darauf hingewiesen, dass die Ergebnisse des
mehrdimensionalen Falls nicht besser als die des eindimensionalen Falls sein können.
Theorem 2 Der mit der optimalen Ausreißermenge Okopt des eindimensionalen
Falls erreichte relative Standardfehler stellt die Untergrenze des für den im mehrdi-
mensionalen Fall erreichbaren relativen Standardfehlers des entsprechenden Attribu-
tes dar.
Dieses Theorem folgt direkt aus der Optimalität von Okopt .
Ein naives Vorgehen bei der Konstruktion einer Synopse für mehrere Aggregati-
onsattribute setzt C = R und behandelt somit alle Tupel als Ausreißerkandidaten.
Für die Berechnung der Ok wird dann aus allen
(|R|
k
)
möglichen Ausreißermengen die-
jenige ausgewählt, die das gegebene Fehlermaß minimiert. Dieser Ansatz ist jedoch
sehr aufwändig: Für die Berechnung von O5 000 mit |R| = 1 000 000 gibt es beispiels-
weise schon mehr als 8 · 1013 668 zu betrachtende Mengen. Daher wird im Folgenden
(i) eine Heuristik für die Bestimmung der Ausreißerkandidaten und (ii) eine Greedy-
Strategie (ähnlich der oben gezeigten) für die Abschätzung der Ok präsentiert. Auch
hier gilt, dass die Schätzwerte der resultierenden Synopsen erwartungstreu sind.
A. Begrenzung des Suchraumes
Im vorgestellten Ansatz wird der Suchraum für die optimale Ausreißermenge wäh-
rend der Berechnung der Ausreißerkandidaten in der ersten Phase eingeschränkt.
Je weniger Kandidaten dabei ausgewählt werden, umso weniger Speicherplatz und
Berechnungszeit wird in der zweiten Phase des Algorithmus benötigt. Wenngleich
C möglichst klein sein sollte, so muss dennoch darauf geachtet werden, dass mög-
lichst viele der tatsächlichen Ausreißer darin enthalten sind. Andernfalls erhält die
Entscheidungsphase ungeeignete Eingabewerte. Das Problem bei der Kandidaten-
berechnung ist, dass das für den eindimensionalen Fall beschriebene Vorgehen nicht
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Tabelle 5.4: Bestellungen mit Korrelationen zwischen Bestellwert und Bestellmenge
ID PREIS ANZAHL
B01 4 20
B02 5 5
B03 5 5
B04 5 5
B05 5 5
B06 5 5
B07 5 5
B08 5 5
B09 5 5
B10 5 5
B11 19 19
B12 20 4
ohne weiteres auf den mehrdimensionalen Fall erweitert werden kann. Wird C ein-
fach aus den M − 1 kleinsten und größten Werten aller Attribute zusammengesetzt,
kann nicht garantiert werden, dass sich daraus die optimale Ausreißermenge berech-
nen lässt. Grund dafür sind Korrelationen zwischen den Attributen, wie folgendes
Beispiel verdeutlicht:
Beispiel 26 Sei Relation B vorübergehend mit den in Tabelle 5.4 dargestellten Tu-
peln gegeben. Für beide Aggregationsattribute, PREIS und ANZAHL, sind die Tupel
mit den kleinsten und größten Werten C = {〈B01, 4, 20〉, 〈B12, 20, 4〉}. Die optimale
Wahl für O1 ist jedoch das Tupel 〈B11, 19, 19〉, welches nicht in C ist.
Abgesehen davon, dass diese Art der Kandidatenberechnung nicht optimal ist, hat
sie auch hohe Speicherplatzanforderungen: Die Kandidatenmenge C hat eine Kardi-
nalität von 2l(M−1) Tupeln, was bei der großen Anzahl von Aggregationsattributen
in praktischen Szenarien häufig nicht realisierbar ist. Die hier vorgeschlagene Heuris-
tik wählt unabhängig von der Anzahl zu optimierender Attribute exakt M − 1 Tupel
aus den Basisdaten aus. Im Allgemeinen erfüllen diese Tupel eine oder beide der fol-
genden Eigenschaften: (i) Das Tupel hat in einigen Attributen extreme Werte oder
(ii) das Tupel hat in den meisten Attributen Werte, die von den Durchschnittswerten
abweichen – wenn auch nicht unbedingt extrem. Für die heuristische Kandidaten-
berechnung wird jedem Tupel ti ∈ R ein Gewicht zugewiesen. Dieses Gewicht wird
derart gewählt, dass es groß ist, wenn (i) oder (ii) gilt und sonst klein. Folglich wer-
den die Tupel mit den größten Gewichten in die Menge der Ausreißerkandidaten C
aufgenommen.
Die Zuweisung geeigneter Gewichte zu den einzelnen Tupeln ist für den vorgestell-
ten Algorithmus äußerst wichtig. Dabei ist es sinnvoll, wenn die Gewichte mit den
verwendeten Fehlermaßen korrelieren. Inspiriert von der Berechnung der relativen
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Standardabweichung können die Tupel mit dem größten quadratischen Abstand zum
Mittelwert als Kandidaten verwendet werden:
WDistMean(ti) =
l∑
j=1
(
tij − µj(R)
µj(R)
)2
.
Ist WDistMean(ti) groß, so ist es sehr wahrscheinlich, dass das Tupel die Eigenschaft
(i) oder (ii) erfüllt.4 Die nächsten beiden Gewichte sind an die Fehlermaße aus Ab-
schnitt 5.2.3B angelehnt:
WSumRSD(ti) = −
l∑
j=1
RSDj(R \ {ti}) ,
WProdRSD(ti) = −
l∏
j=1
RSDj(R \ {ti}) .
Das Gewicht eines Tupels ti gibt dabei die Summe (das Produkt) der relativen
Standardabweichungen der Attribute an, die R hätte, wenn ti aus R entfernt werden
würde. Durch das Minuszeichen wird erreicht, dass Tupel, die zu kleineren Standard-
abweichungen führen, größere Gewichte zugewiesen bekommen. Tatsächlich werden
die Gewichte so gewählt, dass für FAV G (FGEO) das Tupel mit dem größten Wert
WSumRSD (WProdRSD) die optimale Wahl für O1 dargestellt.
Die Zeitkomplexität der Gewichtsberechnung eines Tupels hängt dabei nur von der
Anzahl der Attribute ab, d. h., sie ist unabhängig von der Kardinalität der Basisdaten
und der Synopsengröße. Dies wird durch die inkrementelle Berechnung der RSDj(R\
{ti}) erreicht: Sei
µj(R \ {ti}) =
Lj(R)− tij
|R| − 1
der Mittelwert von Attribut Aj ohne Tupel ti, dann gilt:
RSDj(R \ {ti}) =
√
Qj(R)−t2ij
|R|−1 −
(
Lj(R)−tij
|R|−1
)2
|µj(R \ {ti})|
.
Im Allgemeinen werden die Größen Lj(R) und Qj(R) aus Attributstatistiken ge-
schätzt. Sind keine Statistiken vorhanden, wird ein zusätzlicher Lesevorgang von R
durchgeführt.
Für die Extraktion der Tupel mit den größten Gewichten wird eine Heap-Daten-
struktur verwendet, die in aufsteigender Sortierung der Tupelgewichte organisiert
ist. Diese Heap-Datenstruktur beinhaltet zu jedem Zeitpunkt die Tupel mit den
größten bisher gesehenen Gewichten; das Tupel mit dem kleinsten Gewicht befindet
sich im Wurzelknoten. Der vorgestellte Algorithmus hat daher im schlechtesten Fall
eine Laufzeit von O(|R| logM); der Platzaufwand ist O(M).
4Es wurde auch der quadratische Abstand zum Median untersucht. Da jedoch die Berechnung des
Medians teuer ist und die Ergebnisse der Experimente ähnlich waren, wird dieses Gewicht nicht
weiter betrachtet.
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Beispiel 27 Bei einer Erweiterung des Beispiels 25 auf die mehrdimensionale Aus-
reißerbehandlung sind die Ausreißerkandidaten für die Attribute PREIS (P ) und
ANZAHL (Z) für M = 3 gesucht. Für WSumRSD ergeben sich die folgenden Ge-
wichte für die einzelnen Tupel:
ID von Tupel ti B01 B02 B03 B04 B05
RSDP (R \ {ti}) 10, 21% 47, 21% 47, 37% 47, 21% 45, 13%
RSDZ(R \ {ti}) 37, 27% 53, 78% 63, 25% 65, 73% 55, 90%
WSumRSD(ti) −47, 48% −100, 99% −110, 62% −112, 94% −101, 03%
Entsprechend der Gewichte wird zunächst das Tupel mit der ID B01 und anschlie-
ßend das Tupel mit der ID B02 ausgewählt, so dass C = {〈B01, 10, 10〉, 〈B02, 55, 30〉}
gilt.
Auf den ersten Blick scheint die Wahl von C perfekt, d. h., dass jedes der optima-
len Ok Teilmenge von C ist. Allerdings ist die Berechnung der Gewichte nur dann
optimal, wenn noch keine anderen Ausreißer ausgewählt wurden. Die durch die Aus-
wahl eines Tupels als Ausreißer erreichte Reduzierung des Schätzfehlers hängt von
den anderen Tupeln in der Ausreißermenge ab. So kann sich die optimale Reihenfolge
der verbleibenden Kandidaten nach Auswahl eines Ausreißers ändern. Nichtsdesto-
trotz zeigen die Experimente, dass mit dieser Heuristik Synopsen mit Fehlermaßen
dicht an der theoretischen Untergrenze konstruiert werden können. Zusätzlich ist
dieses Vorgehen um Größenordnungen schneller als der exakte Algorithmus.
B. Ausreißerauswahl
Für die Ausreißerauswahl in der zweiten Phase enthält die Menge der Ausreißerkan-
didaten bei der Verwendung der vorgestellten Heuristik nur noch M −1 Tupel. Den-
noch ist der Aufwand, alle möglichen Kombinationen für die Berechnung der Ok zu
untersuchen, extrem hoch: Für jedes Ok gibt es
(
M−1
k
)
Zuweisungen von Kandidaten
zu Ausreißern. Mit k = 0, . . .M−1 summiert sich die Anzahl möglicher Zuweisungen
zu 2M−1 auf. Wie für den eindimensionalen Fall wird ein Greedy-Algorithmus vor-
geschlagen, der jeweils ein einzelnes Tupel auswählt, um aus Ok−1 die Menge Ok zu
bestimmen. Auch hier werden die auf diese Weise ermittelten Ausreißermengen mit
Ô0, . . . , ÔM−1 bezeichnet, um zu kennzeichnen, dass es sich bei den entsprechenden
Mengen um Näherungen handelt.
Für die Berechnung der Ôk wird mit Ô0 = ∅ begonnen. Anschließend wird Ôk =
Ôk−1 ∪ {ti} gesetzt, wobei ti ∈ C \ Ôk−1 das Tupel mit dem größten Gewicht ist.
Die Tupel werden so in der Reihenfolge ihrer Gewichte gewählt: Ôk besteht aus den
ersten k Tupeln von C. Trotz seiner Einfachheit führt dieses Vorgehen zu guten
Ergebnissen und ist dabei sehr effizient: Der Algorithmus hat eine Zeitkomplexität
von O(M + |R| logM) und benötigt Speicherplatz in der Größenordnung O(M), um
eine Synopse mit mehrdimensionaler Ausreißerbehandlung zu konstruieren.
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Beispiel 28 Wie in Beispiel 27 gezeigt, besteht die Kandidatenmenge im Beispiel-
szenario aus C = {〈B01, 10, 10〉, 〈B02, 55, 30〉}. Der Greedy-Algorithmus wählt da-
her O0 = ∅, O1 = {〈B01, 10, 10〉} und O2 = {〈B01, 10, 10〉, 〈B02, 55, 30〉}. In
der dritten Phase wird für jede dieser Ausreißermenge das Fehlermaß berechnet:
FAV G(O0) = 17, 90%, FAV G(O1) = 13, 00% und FAV G(O2) = 14, 96%. Folglich
wird kopt = 1 und O = O1 gewählt.
5.4 Experimente
Mit ausgewählten Experimenten auf synthetischen und realen Daten wurden die
Effizienz und die Effektivität des vorgestellten Stichprobenverfahrens für die mehr-
dimensionale Ausreißerbehandlung (nachfolgend als MCOI – engl. Multi-Column
Outlier Index – bezeichnet) untersucht. Dabei wurden zunächst die Unterschiede
zwischen dem exakten und dem Greedy-Algorithmus bezüglich des Berechnungsauf-
wandes sowie der Genauigkeit der Schätzwerte analysiert. Ein anschließender Ver-
gleich der Fehlermaße untersuchte deren Stärken und Schwächen. Zur Validierung
der Effektivität von MCOI in praktischen Szenarien wurden abschließend Experi-
mente auf einem großen, realen Datensatz mit Marktforschungsdaten durchgeführt.
5.4.1 Experimentierumgebung
Die vorgestellten Algorithmen und Heuristiken wurden in Java implementiert, die
Ausführung der Experimente erfolgte auf einem Rechner mit einem Athlon AMD
XP 3000+ Prozessor, Linux-Betriebssystem und 2 GB Hauptspeicher. Als Basis für
die Experimente auf synthetischen Daten wurde die Relation Lineitem des TPC-
H-Schemas mit einer Kardinalität von 1 Mio. Tupeln verwendet. Aggregationsat-
tribute waren l_extendedprice, l_quantity und l_tax. Um die Effektivität der
einzelnen Fehlermaße untersuchen zu können, wurde die Verteilung der Attribut-
werte verändert: l_extendedprice folgt einer Studentschen t-Verteilung mit einem
Freiheitsgrad und hat somit Ausreißer an beiden Rändern des Wertebereiches; zur
Vereinfachung wird dieses Attribut im Folgenden als ColB bezeichnet. Das Attribut
l_quantity folgt der gleichen Verteilung, jedoch wurden nur positive Werte ak-
zeptiert; Ausreißer befinden sich demnach nur am rechten Rand des Wertebereichs
(ColR). Mit Werten einer Standardnormalverteilung aus dem Bereich [−12 ,
1
2 ] hat
l_tax keine Ausreißer (ColU). Abbildung 5.4 zeigt die Verteilung der einzelnen At-
tribute; die generierten Werte der einzelnen Attribute wurden zufällig auf die Tupel
verteilt, so dass keine Korrelation zwischen den Ausreißern aus ColR und ColB be-
steht. Mit Ausnahme von ColU sind die Attribute stark verzerrt, so dass von der
Ausreißerbehandlung deutliche Effekte erwartet werden. Die relativen Standardab-
weichungen der Attribute können künstlich erhöht oder verringert werden, indem
jedes Tupel mit einem konstanten Wert addiert wird.
Die realen Daten sind Marktforschungsdaten und bestehen aus 4, 38 Mio. Tu-
peln mit 5 Attributen. Jedes Tupel stellt einen in einem bestimmen Jahr (year)
verfügbaren Artikel mit Informationen zum Preis (price), Lagerbestand (stock),
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Abbildung 5.4: Dichte der synthetischen Daten
sowie der Anzahl der Verkäufe (sales) und Einkäufe (purchase) dar. Als Aggre-
gationsfunktion wurde der Durchschnitt (AVG) verwendet. Jedes Experiment wurde
mehrfach durchgeführt; für die Auswertung wurden die Mittelwerte der Ergebnisse
verwendet.
5.4.2 Synthetische Daten
Mit Experimenten auf synthetischen Daten wurden die Effizienz und die Effektivität
der Algorithmen sowie die Eigenschaften der Fehlermaße evaluiert.
A. Vergleich der Algorithmen
Für den Vergleich des exakten Algorithmus mit dem Greedy-Algorithmus wurden
die für die Stichprobenberechnung erforderliche Zeit und die Schätzfehler der resul-
tierenden Synopsen miteinander verglichen.
Eindimensionale Ausreißerbehandlung Im eindimensionalen Fall gibt es für die
Berechnung einer Synopse drei Alternativen: (i) der exakte Ansatz, d. h., die einfache,
auf der Versuch-und-Irrtum-Methode basierende Anpassung des Outlier-Indexings,
(ii) der in Abschnitt 5.3.1 vorgestellte Greedy-Algorithmus und (iii) das in Ab-
schnitt 5.3.2 vorgestellte heuristische Vorgehen. Abbildung 5.5a zeigt die Ausfüh-
rungszeiten der einzelnen Algorithmen für die Daten von Attribut ColB. Die Ausfüh-
rungszeit ist dabei unabhängig vom Datensatz, d. h., die Laufzeiten der Algorithmen
für ColU und ColR sind identisch. Es ist deutlich zu erkennen, dass die approxima-
tiven Ansätze um mehrere Größenordnungen schneller als der exakte Algorithmus
sind. Die Synopsen aller drei Verfahren haben ähnliche Schätzfehler für alle drei
Attribute; als Beispiel sind die Ergebnisse für ColB in Abbildung 5.5b abgebildet.
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Abbildung 5.5: Effizienz und Effektivität für den eindimensionalen Fall
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Tabelle 5.5: Zusammenspiel von Fehlermaßen und Gewichten
WDistMean WSumRSD WProdRSD
FMAX Bestes +5, 82% +16, 66%
FAV G +3, 55% Bestes +5, 16%
FGEO +78, 80% +20, 69% Bestes
Der exakte und der Greedy-Algorithmus produzieren dabei stets das gleiche Ergeb-
nis, was verdeutlicht, dass Theorem 1 eher theoretischer Natur ist. Der heuristische
Ansatz führt zu leicht unpräziseren Schätzwerten; die Abweichung vom Optimum
ist dabei jedoch zu klein, um in der Abbildung sichtbar zu sein. Dabei benötigt die-
ser Ansatz nur die Hälfte des Speicherplatzes und kann auch für die Optimierung
mehrerer Attribute eingesetzt werden. Die mit SRS gekennzeichnete Kurve gibt den
Schätzfehler für einfache Zufallsstichproben der entsprechenden Größen an. Es ist
deutlich zu erkennen, dass dieser um Größenordnungen über dem mit Synopsen mit
Ausreißerbehandlung erreichten Schätzfehler liegt.
Mehrdimensionale Ausreißerbehandlung Im mehrdimensionalen Fall gibt es zwei
Alternativen der Synopsenberechnung: (i) der exakte Ansatz und (ii) der heuristische
MCOI-Algorithmus. Ein Vergleich beider Algorithmen für die synthetischen Daten
war nicht möglich, da der exakte Algorithmus keine Ergebnisse in angemessener
Zeit liefern kann. Daher wurden 100 zufällige Werte aus ColB und ColR miteinan-
der verbunden. Anschließend wurde eine Synopse für das FAV G-Fehlermaß für beide
Attribute berechnet. Wie in Abbildung 5.6a zu sehen, ist der exakte Algorithmus
sehr teuer: Für M = 8 werden bereits
∑7
i=0
(
100
i
)
> 17 Milliarden mögliche Ausrei-
ßermengen betrachtet, was eine Berechnungszeit von mehr als 6 Stunden benötigt.
Im Gegensatz dazu benötigt das approximative Verfahren weniger als eine Millise-
kunde und skaliert gut bei steigender Synopsengröße. Die Ergebnisse für das FAV G-
Fehlermaß sind in Abbildung 5.6b dargestellt. Auch hier ist der Unterschied der
Schätzfehler zu klein, um in der Abbildung erkennbar zu sein. Weiterhin produziert
der heuristische Algorithmus weit präzisere Synopsen als einfache Zufallsstichproben.
B. Vergleich der Fehlermaße
Das Ziel der folgenden Experimente ist weniger, die Effektivität der Ausreißerbe-
handlung zu zeigen, als die Vor- und Nachteile der einzelnen Fehlermaße zu disku-
tieren.
Gewichte und Fehlermaße Als erstes wurde der Einfluss der Gewichtsberechnung
auf die Qualität der Synopse evaluiert. Dafür wurden die Attribute ColB und ColR
betrachtet und Synopsen für alle Kombinationen von Fehlermaßen und Gewichten
berechnet. Tabelle 5.5 zeigt die Ergebnisse für Synopsen der Größe 100 000 Tupel.
Jede Zeile ist dabei separat zu lesen: Das jeweils beste Gewicht für ein Fehlermaß ist
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Abbildung 5.6: Effizienz und Effektivität für den mehrdimensionalen Fall
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Abbildung 5.7: Einfluss der Synopsengröße
mit “Bestes” gekennzeichnet; die Zahlen geben die relative Abweichung vom besten
Fall an. Wie zu erwarten war, sind die Fehlermaße und die Gewichte eng miteinander
verwandt. Die in der Tabelle dargestellten besten Kombinationen aus Fehlermaßen
und Gewichten wurden durchgehend in den Experimenten beobachtet.
Synopsengröße Als nächstes wurde der Einfluss der Synopsengröße auf den rela-
tiven Standardfehler analysiert. Dafür wurden erneut die Attribute mit Ausreißern
(ColB und ColR) betrachtet. Abbildung 5.7 zeigt den Vergleich einer einfachen Zu-
fallsstichprobe mit MCOI mit dem FAV G-Fehlermaß für verschiedene Synopsengrö-
ßen (die Abbildungen für die anderen Fehlermaße sind ähnlich). Wie zu erkennen
ist, steigt die Effektivität der Ausreißerbehandlung mit der Synopsengröße. Hierbei
wird der Konflikt zwischen der Reduzierung des Schätzfehlers durch die Auswahl
eines zusätzlichen Ausreißers und die damit verbundene Reduzierung der verblei-
benden Stichprobengröße deutlich: Für kleine Synopsen wirkt sich die Verringerung
der Stichprobengröße durch die Auswahl eines zusätzlichen Ausreißers stärker aus
als die damit erreichte Reduzierung des relativen Standardfehlers, wohingegen für
große Synopsen das Gegenteil gilt. So kann beispielsweise der Fehler einer Synopse,
die aus 0, 01% der Daten besteht, mit MCOI auf 26, 74% verglichen mit dem einer
einfachen Zufallsstichprobe verringert werden, während eine 10% Synopse den Fehler
auf 0, 78% reduziert.
Einfluss eines unverzerrten Attributes Unverzerrte Attribute haben einen ent-
scheidenden Einfluss auf die aus der Minimierung der Fehlermaße resultierende Syn-
opse. Um diesen Effekt zu untersuchen, wurden die Attribute ColU und ColR be-
trachtet. Dabei wurde schrittweise die relative Standardabweichung des unverzerrten
Attributes (RSDU) verändert und der Einfluss auf die Synopse betrachtet. Dafür
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Abbildung 5.8: Ausreißerbehandlung für verzerrte und unverzerrte Attribute
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wurde RSDU von 1% bis 10 000% verglichen mit RSDB variiert. Zwar haben un-
verzerrte Attribute üblicherweise kleinere relative Standardabweichungen als ver-
zerrte Attribute, jedoch ist dies keine Notwendigkeit. Die Abbildungen 5.8a (ColU)
und 5.8b (ColB) zeigen die relativen Standardfehler der Schätzwerte verglichen mit
einfachen Zufallsstichproben für verschiedene Werte von RSDU. Wie zu erkennen
ist, wird mit FGEO stets die gleiche Synopse berechnet, da dieses Fehlermaß unab-
hängig von den absoluten Werten der relativen Standardfehler ist. Die Schätzwerte
von ColU werden weder verbessert – es enthält keine Ausreißer – noch nennenswert
verschlechtert. Für die anderen Fehlermaße gilt, dass höhere relative Standardab-
weichungen des unverzerrten Attributes zu weniger Optimierungspotenzial für das
verzerrte Attribut führen. Ist die relative Standardabweichung von ColU klein, be-
wirken FMAX und FAV G eine Erhöhung des Schätzfehlers zwischen 4% und 5%,
während gleichzeitig der Schätzfehler für ColB signifikant auf bis zu 0.5% verglichen
mit einer einfachen Zufallsstichprobe reduziert werden kann. Wie zu erwarten war,
ist die Verwendung von FMAX ungeeignet, wenn das unverzerrte Attribut eine hohe
relative Standardabweichung besitzt. In diesem Fall sinkt zwar auch die Effektivität
von FAV G, jedoch weniger stark.
Zusammenfassung In den Experimenten zeigte das FAV G-Fehlermaß das beste Ge-
samtverhalten. Mit FMAX liegt der Fokus nur auf dem Attribut mit dem höchsten
Schätzfehler, wodurch Möglichkeiten der Optimierung anderer Attribute unentdeckt
bleiben. Bei FGEO bleiben dagegen die absoluten Werte der Schätzfehler unberück-
sichtigt, wodurch auch Attribute mit bereits sehr geringem Schätzfehler optimiert
werden. Das FAV G-Fehlermaß liegt zwischen diesen beiden Extremfällen: Attribute
mit hoher relativer Standardabweichung werden bevorzugt, und dieses Fehlermaß
ist gut geeignet, Synopsen auch für Datensätze mit verzerrten und unverzerrten
Attributen zu berechnen.
5.4.3 Reale Daten
Für die Validierung der Praktikabilität der vorgestellten Synopsen wurden Expe-
rimente auf den oben beschriebenen Marktforschungsdaten durchgeführt. Hierfür
wurde der Fehler für die Schätzung des Mittelwertes der Attribute price, stock,
sales und purchase untersucht.
Eindimensionale Ausreißerbehandlung Für dieses Experiment wurde jeweils ei-
ne Synopse mit eindimensionaler Ausreißerbehandlung für eines der vier Attribute
des Datensatzes berechnet und ermittelt, welchen Einfluss dies auf die Schätzwerte
der anderen Attribute hat. Die Ergebnisse für eine Synopsengröße von 10% sind in
Abbildung 5.9 dargestellt. Die x-Achse gibt das Attribut an, das Gegenstand der
Ausreißerbehandlung war; die verschiedenen Balken stellen die Schätzfehler der ein-
zelnen Attribute im Vergleich zu einer einfachen Zufallsstichprobe dar. Es ist zu
erkennen, dass eine Ausreißerbehandlung für ein Attribut die Schätzfehler der an-
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Abbildung 5.9: Schätzfehler für Synopsen mit eindimensionaler Ausreißerbehand-
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Tabelle 5.6: Relativer Standardfehler der Schätzwerte
price stock purchase sales
Einfache Zufallsstichprobe 0, 133% 0, 356% 1, 577% 1, 606%
FMAX 0, 185% 0, 210% 0, 191% 0, 147%
FAV G 0, 169% 0, 213% 0, 191% 0, 149%
FGEO 0, 168% 0, 214% 0, 191% 0, 149%
Untergrenze 0, 123% 0, 148% 0, 136% 0, 125%
deren Attribute erhöht. Eine Ausnahme stellen die Attribute purchase und sales
dar, welche stark korrelieren.
Mehrdimensionale Ausreißerbehandlung In einem weiteren Experiment wurden
Synopsen der gleichen Größe mit mehrdimensionaler Ausreißerbehandlung berech-
net. Dabei waren alle vier Attribute gemeinsam Gegenstand der Optimierung. Wie
in Tabelle 5.6 zu sehen ist, sind die Ergebnisse für die verschiedenen Fehlermaße ähn-
lich. Für das unverzerrte Attribut price wird der Schätzfehler durch MCOI leicht
erhöht. Da dieser jedoch um einen Faktor von 2, 6 bis 12 kleiner ist als der der an-
deren Attribute, wird diese Erhöhung durch die Reduzierung der Schätzfehler der
anderen Attribute mehr als ausgeglichen. Die letzte Zeile der Tabelle zeigt die durch
den eindimensionalen Fall erreichbare Untergrenze des Schätzfehlers. Wie zu sehen
ist, kommt der Schätzfehler der verzerrten Attribute dicht an diese Untergrenze.
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5.5 Zusammenfassung
Extremwerte in den Daten wirken sich negativ auf die Genauigkeit der Schätzwerte
von Zufallsstichproben aus. Die in diesem Kapitel vorgestellten Fehlermaße ermög-
lichen eine Quantifizierung des Fehlers – und damit der Qualität – einer Synopse.
Dabei wird berücksichtigt, dass Synopsen üblicherweise für die Schätzung verschie-
dener Attribute verwendet werden. Mit diesen Fehlermaßen ist es möglich, das in
[Chaudhuri 01a] vorgestellte Outlier-Indexing um die Ausreißerbehandlung für meh-
rere Attribute zu erweitern und somit die Anwendbarkeit der zugrunde liegenden
Idee für die näherungsweise Anfrageverarbeitung in analytischen Datenbanken deut-
lich zu erhöhen. Für die Bewältigung der aus der mehrdimensionalen Betrachtung
resultierenden kombinatorischen Explosion möglicher Synopsen wurden Heuristiken
und ein Greedy-Algorithmus präsentiert. Die damit erzielten Konstruktionskosten
sind um Größenordnungen geringer als beim exakten Vorgehen. Zusätzlich haben
die Experimente gezeigt, dass die vorgestellten Synopsen den von Ausreißern in den
Daten verursachten Schätzfehler signifikant reduzieren können.
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In diesem Kapitel werden die Lösungen der letzten drei Kapitel zusammengeführt.
Ziel dabei ist es, die Vorteile der vorgestellten Stichprobenverfahren zu vereinen.
Hierfür wird gezeigt, wie die mehrdimensionale Ausreißerbehandlung aus Kapitel 5
als Erweiterung in die in den Kapiteln 3 und 4 vorgestellten Stichprobenverfah-
ren integriert werden kann. Dabei werden ebenfalls die in Abschnitt 4.4 vorgestell-
ten gruppenbasierten Synopsen mit referenzieller Integrität berücksichtigt. Wie Ab-
bildung 6.1 verdeutlicht, werden somit sämtliche Kombinationen der vorgestellten
Stichprobenverfahren betrachtet.
LBS (Kapitel 3) VGS (Kapitel 4) MCOI (Kapitel 5)
LBS+VGS 
(Abschnitt 4.4)
LBS+MCOI 
(Abschnitt 6.1)
VGS+MCOI 
(Abschnitt 6.2)
LBS+VGS+MCOI 
(Abschnitt 6.3)
Abbildung 6.1: Kombinationen der Stichprobenverfahren
In Abschnitt 6.1 werden die erforderlichen Anpassungen der Synopsenstruktur, der
Anfrageverarbeitung und des Konstruktionsalgorithmus für die Integration der Aus-
reißerbehandlung in schemaweite Synopsen dargestellt. Abschnitt 6.2 betrachtet dies
für die Ausreißerbehandlung in gruppenbasierten Synopsen. Die Kombination aller
drei Verfahren, d. h., schemaweite, gruppenbasierte Synopsen mit Ausreißerbehand-
lung, wird in Abschnitt 6.3 präsentiert. Für alle Kombinationen zeigen ausgewählte
Experimente den Vorteil der Zusammenführung der Techniken.
6.1 Ausreißerbehandlung in schemaweiten Synopsen
Aggregationsanfragen über mehrere Relationen hinweg sind in statistischen Analy-
sen allgegenwärtig – eine Kombination schemaweiter Synopsen mit der Ausreißerbe-
handlung ist demnach vielversprechend. Dabei zeigt ein Blick auf die Gleichung zur
Berechnung des Schätzfehlers klar die Vorteile der Erweiterung schemaweiter Synop-
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sen um die Ausreißerbehandlung: Nach Gleichung (4.1) ergibt sich für die Schätzung
des Mittelwertes eines Attributes Aj auf Basis einer Stichprobe der Größe n ein re-
lativer Standardfehler von:
RSEµ̂j (R,n) = RSDj(R)
√
1
n
− 1
|R|
.
Der Schätzfehler – und damit die Qualität der resultierenden Synopse – kann dem-
nach durch (i) die relative Standardabweichung der Basisdaten und (ii) die Stichpro-
bengröße beeinflusst werden. Bei der Kombination von Linked-Bernoulli-Synopsen
mit der mehrdimensionalen Ausreißerbehandlung ermöglichen Linked-Bernoulli-Syn-
opsen durch die Minimierung des Mehraufwandes für die Erhaltung der referenzi-
ellen Integrität große Stichproben; die zusätzliche Ausreißerbehandlung sorgt für
geringe Streuungen in den Basisdaten. Beide Fakten haben somit direkten Einfluss
auf die Schätzgenauigkeit. Als Resultat lassen sich mit dem kombinierten Verfah-
ren (LBS+MCOI) Data-Warehouse-typische Anfragen mit hoher Genauigkeit nähe-
rungsweise beantworten.
6.1.1 Kombination der Verfahren
Die Integration der Ausreißerbehandlung in schemaweite Synopsen erfordert sowohl
eine Kombination der Komponenten der Synopsenstruktur beider Verfahren als auch
eine Kombination der Algorithmen zur Synopsenberechnung.
A. Synopsenstruktur
Für die Synopsenstruktur des kombinierten Verfahrens wird folgende strukturelle
Anpassung von Linked-Bernoulli-Synopsen vorgeschlagen: Für jede Relation R des
Schemagraphen wird die Relationensynopse ΨR um eine Ausreißertabelle ATR er-
weitert; in dieser werden die mit Hilfe des MCOI-Algorithmus berechneten Ausreißer
gespeichert.
Die Änderung der Synopsenstruktur erfordert ebenfalls eine Anpassung der An-
frageverarbeitung. Für die näherungsweise Beantwortung einer Anfrage wird bei
LBS+MCOI-Synopsen nicht nur die Stichprobe der Basisrelation des Fremdschlüs-
selverbundes, sondern auch deren Ausreißertabelle mit den Relationensynopsen der
restlichen am Verbund beteiligten Relationen verbunden; das weitere Vorgehen ent-
spricht dem der unveränderten Linked-Bernoulli-Synopsen.
B. Synopsenberechnung
Die Berechnung schemaweiter Synopsen mit Ausreißerbehandlung erfolgt in drei
Phasen:
Phase 1: Initialisierung. In der ersten Phase werden für die gegebene Speicherplatz-
beschränkung mit dem in Abschnitt 3.3.2 vorgestellten Verfahren die Stichpro-
bengrößen für die einzelnen Relationen berechnet. Diese Stichprobengrößen
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stellen in der zweiten Phase die Speicherplatzbeschränkungen der einzelnen
Relationen dar.
Phase 2: Ausreißerbehandlung. In der zweiten Phase werden für jede Relation des
Schemas die Ausreißer der Aggregationsattribute berechnet. Dies erfolgt un-
verändert wie in Abschnitt 5.3 beschrieben. Die ermittelten Ausreißer werden
in den Ausreißertabellen gespeichert, und die Referenzierungswahrscheinlich-
keit der durch einen Ausreißer referenzierten Tupel t ∈ R wird auf pRefR(t) =
100% gesetzt. Anschließend werden die Stichprobenraten der einzelnen Rela-
tionen auf den verbleibenden Speicherplatz und die verbleibenden Tupel der
Basisdaten angepasst: Sei Oi die Menge der berechneten Ausreißer von Ri,
dann wird die Stichprobenrate von Ri auf
q′i =
qi|Ri| − |Oi|
|Ri| − |Oi|
gesetzt.
Phase 3: Referenzielle Integrität. Abschließend wird entlang des Schemagraphen
von den Elterntabellen zu den Kindtabellen die schemaweite Synopse erstellt.
Dabei wird für jede Relation Ri die Stichprobe und die Referenztabelle aus
Ri \Oi wie bisher berechnet.
Da eine Änderung der Referenzierungswahrscheinlichkeiten auch Auswirkungen
auf die Größe der Referenztabellen haben kann, ist es gegebenenfalls erforderlich, die
Stichprobenraten anzupassen, um eine Überschreitung der Speicherplatzbeschrän-
kung zu vermeiden. Eine gleichmäßige Skalierung der Stichprobenraten entsprechend
der erwarteten Speicherplatzüberschreitung stellt hierbei ein geeignetes Vorgehen
dar.
Beispiel 29 Gegeben sei die Relation BESTELLUNG (B) mit Informationen zur
Bestellnummer (ID), zum Kunden (KUNDE) und zum Bestellwert (PREIS) sowie
die Relation KUNDE (K) mit Informationen zum Namen (NAME) und Wohn-
ort (ORT) des Kunden aus Abbildung 6.2. Sei weiterhin eine Fremdschlüsselbezie-
hung zwischen B.KUNDE und K.NAME definiert; die Pfeile verdeutlichen die Be-
ziehungen zwischen den Tupeln. Aggregationsattribut von Relation B sei PREIS;
Relation K besitzt kein Aggregationsattribut.
Für dieses Szenario sei eine schemaweite Synopse mit Ausreißerbehandlung ge-
sucht. Angenommen, die erste Phase des LBS+MCOI-Algorithmus ergäbe qB =
qK = 50%. In diesem Fall werden in der zweiten Phase die Tupel 〈B07, Schulze, 225〉,
〈B09, Huber, 242〉 und 〈B10, Huber, 140〉 aus Relation B als Ausreißer identifiziert
und in die Ausreißertabelle ATB eingefügt. Anschließend wird die Referenzierungs-
wahrscheinlichkeit der Tupel 〈Schulze, Berlin〉 und 〈Huber, Jena〉 auf pRefK(〈Schul-
ze, Berlin〉) = pRefK(〈Huber, Jena〉) = 100% gesetzt und die Stichprobenrate von
B auf q′B = (5 − 3)/(10 − 3) = 28, 6% angepasst. Die aus diesen Anpassungen re-
sultierenden Referenzierungs- und Auswahlwahrscheinlichkeiten der einzelnen Tupel
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(a) BESTELLUNG
ID KUNDE  PREIS
B01 Meier 50
B02 Meier 75
B03 Meier 40
B04 Schmidt 30
B05 Schmidt 52
B06 Schulze 40
B07 Schulze 225
B08 Schulze 50
B09 Huber 242
B10 Huber 140
NAME ORT
Meier Dresden
Schmidt Dresden
Schulze Berlin
Huber Jena
(b) KUNDE
Abbildung 6.2: Bestellungen mit Kundeninformationen
(a) BESTELLUNG
ID KUNDE  PREIS
B01 Meier 50
B02 Meier 75
B03 Meier 40
B04 Schmidt 30
B05 Schmidt 52
B06 Schulze 40
B07 Schulze 225
B08 Schulze 50
B09 Huber 242
B10 Huber 140
28,6%
28,6%
28,6%
28,6%
100%
28,6%
100%
28,6%
100%
63,6%
100%
100%
28,6% 49%
pSelB
28,6%
28,6%
28,6%
28,6%
28,6%
28,6%
100%
28,6%
100%
100%
NAME ORT
Meier Dresden
Schmidt Dresden
Schulze Berlin
Huber Jena
(b) KUNDE
pSelK
63,3%
50%
100%
100%
Abbildung 6.3: Referenzierungs- und Auswahlwahrscheinlichkeiten für eine sche-
maweite Synopse mit Ausreißerbehandlung für qB = qK = 50%
(a) ΨB
ID KUNDE  PREIS
B02 Meier 75
B06 Schulze 40
NAME ORT
Meier Dresden
Schulze Berlin
(b) ΨK
B07 Schulze 225
B09 Huber 242
B10 Huber 140
Stich-
proben
Ausreißer-
tabellen
Referenz-
tabellen
Huber Jena
Abbildung 6.4: LBS+MCOI-Synopse für qB = qK = 50%
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Tabelle 6.1: Relationen mit den für die Schätzung verwendeten Aggregationsattri-
buten
Relation Aggregationsattribute
Lineitem l_quantity, l_extendedprice
Orders o_totalprice
Customer c_acctbal
Partsupp ps_supplycost
Part p_retailprice
Supplier s_acctbal
sind in Abbildung 6.3 dargestellt. In der dritten Phase wird die schemaweite Syn-
opse berechnet; eine entsprechende Beispielinstanz einer LBS+MCOI-Synopse ist in
Abbildung 6.4 zu sehen.
6.1.2 Experimente
Für die Evaluierung der Effektivität der zusätzlichen Ausreißerbehandlung in sche-
maweiten Synopsen wurden die Schätzfehler von LBS und LBS+MCOI betrachtet;
für die Ausreißerbehandlung wurde das FAV G-Fehlermaß (Abschnitt 5.2.3B) verwen-
det. Weiterhin wurden die Synopsenstrukturen beider Verfahren miteinander vergli-
chen. Die Experimentierumgebung wurde dabei analog zur Evaluierung von LBS
gewählt (Abschnitt 3.4.1), d. h., es wurde eine TPC-H-Datenbank der Größe 1 GB
verwendet, bei der sowohl die Häufigkeitsverteilung der Fremdschlüsselattributwer-
te als auch die Werteverteilung der Aggregationsattribute mit einer Zipfverteilung
verzerrt wurden. Die für die Berechnung der Schätzfehler verwendeten Aggregati-
onsattribute sind in Tabelle 6.1 dargestellt.
Die Schiefe der Häufigkeitsverteilung der Fremdschlüsselattributwerte sowie die
der Werteverteilung der Aggregationsattribute wurde zunächst auf z = 0, 5 und in
einem weiteren Versuchsaufbau auf z = 1, 0 fixiert. Anschließend wurden Synopsen
der Größen 1% bis 10% berechnet.
Synopsenstruktur Im ersten Experiment wurde der Einfluss der zusätzlichen Aus-
reißerbehandlung auf die Synopsenstruktur untersucht. Insbesondere waren hier die
Größe der Referenztabellen – und damit die Höhe des Mehraufwandes – sowie der
Anteil der Ausreißertabellen von Interesse. Für eine Schiefe von z = 1, 0 zeigt Ab-
bildung 6.5 die Zusammensetzung der Synopsen für LBS (links) und LBS+MCOI
(rechts). Dabei ist zu erkennen, dass der Anteil der Ausreißertabellen an der Synop-
se mit 25% bis 35% relativ hoch ist. Weiterhin zeigt die Abbildung, dass durch die
höheren Referenzierungswahrscheinlichkeiten der Mehraufwand leicht ansteigt.
Schätzfehler In einem weiteren Experiment wurde der Schätzfehler von LBS mit
dem Schätzfehler von LBS+MCOI verglichen. Hierfür wurde für die Aggregations-
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Abbildung 6.5: Synopsenstruktur für LBS (links) und LBS+MCOI (rechts)
attribute aus Tabelle 6.1 jeweils der relative Standardfehler des geschätzten Mittel-
wertes sowohl für LBS als auch für LBS+MCOI-Synopsen berechnet. Für Synopsen
der Größe 5% zeigt Abbildung 6.6, wie stark der relative Standardfehler durch die
zusätzliche Ausreißerbehandlung reduziert werden kann: Für Daten mit wenigen
Ausreißern (z = 0, 5, siehe Abbildung 6.6a) sinkt der Schätzfehler durch die Aus-
reißerbehandlung auf 63, 3% bis 28, 0% verglichen mit LBS. Bei stärker verzerrten
Daten (z = 1, 0, siehe Abbildung 6.6b) ist der absolute Schätzfehler für beide Ver-
fahren zwar höher, jedoch kann hier, wie in der Abbdilung zu sehen, die zusätzliche
Ausreißerbehandlung den Schätzfehler noch deutlicher auf 3, 1% bis 1, 4% im Ver-
gleich zu LBS reduzieren. Der Schätzfehler des Attributes s_acctbal ist jeweils nicht
mit angegeben, da die Relation Supplier bei einer Synopse der Größe 5% vollständig
gespeichert wird.
Die Experimente zeigen klar den Vorteil der Erweiterung von Linked-Bernoulli-
Synopsen um die mehrdimensionalen Ausreißerbehandlung: Trotz leichtem Anstieg
des Mehraufwandes kann der Schätzfehler für Aggregationsanfragen mit Fremd-
schlüsselverbundoperationen signifikant gesenkt werden.
6.2 Ausreißerbehandlung in gruppenbasierten Synopsen
Gruppenbasierte Synopsen, wie die in Kapitel 4 vorgestellten variationskoeffizientori-
entierten, gruppenbasierten Synopsen, sind spezielle Instanzen stratifizierter Stich-
proben: Die Basisdaten werden in disjunkte Strata partitioniert – nämlich in die
Basisgruppen B ∈ G – und von jedem Stratum wird eine Stichprobe gezogen. Die-
se (Teil-) Stichproben sind voneinander unabhängig und können jeweils als Basis
für eine Synopse mit Ausreißerbehandlung angesehen werden. Bei einer Erweiterung
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Abbildung 6.6: Schätzfehler von LBS+MCOI im Vergleich zu LBS
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gruppenbasierter Synopsen um eine Ausreißerbehandlung (VGS+MCOI) lässt sich
damit der Schätzfehler jeder einzelnen Gruppe reduzieren (sofern Ausreißer vorhan-
den sind); die Auswirkungen auf die Synopsenqualität sind entsprechend hoch.
Verglichen mit der Ausreißerbehandlung über die gesamte Relation wird durch die
gruppenweise Betrachtung vermieden, dass ganze Gruppen als Ausreißer identifiziert
werden. Der dadurch gewonnene Speicherplatz kann für größere Stichproben für
die verbleibenden Gruppen verwendet werden, wodurch der Schätzfehler für diese
Gruppen sinkt.
Beispiel 30 Gegeben sei die Relation BESTELLUNG (B) aus Abbildung 6.2 mit
dem Gruppierungsattribut KUNDE und dem Aggregationsattribut PREIS. Die Aus-
reißerbehandlung über die gesamte Relation aus Beispiel 29 hat gezeigt, dass die
Tupel 〈B07, Schulze, 225〉, 〈B09, Huber, 242〉 und 〈B10, Huber, 140〉 und damit al-
le Bestellungen des Kunden Huber als Ausreißer identifiziert wurden, obwohl diese
für sich betrachtet ebenso homogen wie die Tupel der Gruppen g1 = (Meier) und
g2 = (Schmidt) sind. Eine gruppenweise Berechnung der Ausreißer soll dies berück-
sichtigen.
6.2.1 Kombination der Verfahren
Die Integration der Ausreißerbehandlung in gruppenbasierte Synopsen erfordert nur
wenige Anpassungen der Basisverfahren. Da beide Verfahren auf geschichteten Stich-
probendesigns basieren, können sowohl die Synopsenkomponenten als auch die Al-
gorithmen einfach kombiniert werden.
A. Synopsenstruktur
Für die Speicherung der Ausreißer in gruppenbasierten Synopsen wird ein hierarchi-
sches, geschichtetes Stichprobendesign vorgeschlagen. Die erste Stratifizierung wird
durch die Gruppen in den Basisdaten gegeben. Innerhalb dieser Strata wird im kom-
binierten Verfahren anstelle einer einfachen Zufallsstichprobe eine MCOI-Synopse
verwaltet, die wiederum eine stratifizierte Stichprobe mit den vollständig gespeicher-
ten Ausreißern und einer einfachen Zufallsstichprobe von den verbleibenden Daten
darstellt.
Entsprechend diesem hierarchischen Stichprobendesign werden bei der näherungs-
weisen Berechnung eines Aggregates zunächst die gruppenweisen Schätzwerte wie bei
MCOI-Synopsen aus den hochgerechneten Stichprobenwerten und den Ausreißern
berechnet; für Aggregate über mehrere Basisgruppen können diese gruppenweisen
Schätzwerte anschließend einfach zusammengefasst werden.
B. Synopsenberechnung
Der Algorithmus zur Berechnung gruppenbasierter Synopsen mit Ausreißerbehand-
lung besteht im Wesentlichen aus der Hintereinanderausführung des VGS- und des
MCOI-Algorithmus:
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ID KUNDE  PREIS
B01 Meier 50
B04 Schmidt 30
B06 Schulze 40
B07 Schulze 242
B10 Huber 140
sf
33,3%
50,0%
50,0%
100%
50,0%
Gruppen-
synopse
Stichprobe
Ausreißer
Abbildung 6.7: VGS+MCOI-Synopse für M = 5. Die einzelnen Gruppensynopsen
setzen sich aus einfachen Zufallsstichproben und den Ausreißern zusammen.
Phase 1: Gruppenbasierte Optimierung. In der ersten Phase wird für eine gegebe-
ne Speicherplatzbeschränkung mit dem VGS-H- oder dem VGS-F-Algorithmus
die Allokation berechnet, d. h., die letzte Phase wird nach der Berechnung der
finalen Gruppengrößen beendet; die Stichprobenerhebung entfällt.
Phase 2: Ausreißerbehandlung. In der zweiten Phase werden für jede Gruppe die
Ausreißer berechnet und die Stichprobe der verbleibenden Daten erhoben, wo-
bei die jeweils in der ersten Phase berechneten Gruppengrößen als Speicher-
platzbeschränkungen verwendet werden. Eine Anpassung des MCOI-Algorith-
mus ist nicht erforderlich.
Beispiel 31 Für das Szenario aus Beispiel 30 sei eine gruppenbasierte Synopse mit
Ausreißerbehandlung der Größe M = 5 zu berechnen. Die erste Phase ergibt dabei
folgende Allokation:
Gruppe RSD Stichprobengröße
g1 (Meier) 26, 76% 0, 83
g2 (Schmidt) 26, 83% 0, 83
g3 (Schulze) 80, 91% 2, 51
g4 (Huber) 26, 70% 0, 83
Für diese Stichprobengrößen wird in der zweiten Phase das Tupel 〈B07, Schulze, 225〉
als Ausreißer identifiziert. Eine entsprechende Beispielinstanz ist in Abbildung 6.7
dargestellt. Dabei ist vor den Tupeln die jeweilige Stichprobenrate angegeben; diese
wird zur Berechnung der Schätzwerte benötigt. Die gepunktete Linie veranschaulicht
die Unterteilung der Synopse einer Gruppe in die einfache Zufallsstichprobe und die
Menge der Ausreißer.
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Tabelle 6.2: Ausreißeranteil für verschieden starke Verzerrungen der Aggregations-
attribute
Algorithmus z = 0, 5 z = 0, 86 z = 1, 0 z = 1, 5
VGS-H 34, 51% 33, 02% 29, 74% 10, 81%
VGS-F 35, 36% 35, 70% 32, 94% 10, 74%
6.2.2 Experimente
Die Effektivität der zusätzlichen Ausreißerbehandlung in gruppenbasierten Synop-
sen wurde anhand der Synopsenqualität von VGS- und VGS+MCOI-Synopsen un-
tersucht. Dabei wurden die Experimentierumgebung und das Vorgehen analog zur
Messung des Einflusses der Verzerrung der Aggregationswerte auf die Synopsenqua-
lität in Abschnitt 4.5.2A gewählt: Für Zipfverteilungen mit z = 0, 5 bis z = 1, 5 für
die Werteverteilung des Aggregationsattributes wurden Synopsen mit VGS-H und
VGS-F jeweils mit und ohne zusätzliche Ausreißerbehandlung berechnet; für die Be-
rechnung der Ausreißer wurde das FAV G-Fehlermaß (Abschnitt 5.2.3B) verwendet.
Die dargestellten Ergebnisse wurden für Synopsen der Größe 5% ermittelt.
Synopsenstruktur Zunächst wurde betrachtet, welchen Einfluss der Algorithmus
für die Berechnung der gruppenbasierten Synopse in Phase 1 auf die Anzahl der
Ausreißer hat. Tabelle 6.2 zeigt den Ausreißeranteil an der Synopse für die un-
terschiedlichen Parameterwerte der Zipfverteilung. Dabei ist zu erkennen, dass der
Ausreißeranteil für beide Algorithmen ähnlich ist; der von VGS-F ist meist ein we-
nig höher. Für hohe Werte von z konzentrieren sich die Ausreißer auf einige wenige
Gruppen; der Ausreißeranteil an der Synopse sinkt.
Synopsenqualität Die Synopsenqualität in Form des durchschnittlichen relativen
Standardfehlers ist in Abbildung 6.8 dargestellt. Hier ist deutlich zu erkennen, dass
die zusätzliche Ausreißerbehandlung den Schätzfehler signifikant reduzieren kann:
Bereits für wenig verzerrte Attributwerte sinkt der durchschnittliche Schätzfehler
sowohl für VGS-H als auch für VGS-F durch die Ausreißerbehandlung auf 50%, für
stärker verzerrte Attributwerte kann der Schätzfehler auf weniger als 10% reduziert
werden. Der maximale Schätzfehler lässt sich in ähnlichem Maße reduzieren: Für
wenig verzerrte Daten sinkt er auf 52% bzw. 63% und für stärker verzerrte Daten
auf 3% bzw. 6% für VGS-H+MCOI bzw. VGS-F+MCOI. Dies zeigt klar den Vorteil
der Erweiterung von VGS um die Ausreißerbehandlung.
Wie bei dem entstprechenden Experiment für VGS-Synopsen in Abschnitt 4.5.2A
fehlen für z = 1, 5 Gruppen in den Synopsen: für VGS-H fehlen 4, 2% und für VGS-
F 5, 4% der Gruppen; die Ausreißerbehandlung hat keinen Einfluss auf die Anzahl
fehlender Gruppen.
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Schiefe der zu aggregierenden Werte
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Abbildung 6.8: Schätzfehler von gruppenbasierten Synopsen mit und ohne Aus-
reißerbehandlung
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6.3 Ausreißerbehandlung in schemaweiten,
gruppenbasierten Synopsen
Nachdem in den vorangegangenen beiden Abschnitten sowie in Abschnitt 4.4 die
Vorteile der paarweisen Kombinationen der vorgestellten Stichprobenverfahren de-
monstriert wurden, betrachtet dieser Abschnitt die gemeinsame Kombination aller
drei Verfahren (LBS+VGS+MCOI). Die resultierenden Synopsen decken damit ein
breites Spektrum typischer Analyseanfragen ab: Die referenzielle Integrität ermög-
licht beliebige Fremdschlüsselverbunde zwischen den Relationen eines Schemas, die
gruppenbasierte Optimierung hat eine angemessene Repräsentation aller Gruppen
für beliebige Gruppierungen zur Folge und durch die mehrdimensionale Ausreißer-
behandlung werden Aggregationen auf beliebig vielen Aggregationsattributen unter-
stützt.
6.3.1 Kombination der Verfahren
Bei der Integration der Ausreißerbehandlung in schemaweite, gruppenbasierte Syn-
opsen werden – wie bei den paarweisen Kombinationen – die Synopsenstruktur und
die Synopsenberechnung aus den jeweiligen Strukturkomponenten bzw. aus den Al-
gorithmen der einzelnen Verfahren zusammengesetzt.
A. Synopsenstruktur
Da es sich bei der Kombination der drei Verfahren um eine spezielle Form einer
schemaweiten Synopse handelt, wird zunächst für jede Relation des Schemas eine
Relationensynopse erstellt. Für jede gruppenoptimierungsrelevante Relation wird zu-
sätzlich die Relationensynopse angepasst: Die einfache Zufallsstichprobe wird gegen
eine VGS+MCOI-Synopse ersetzt.
Soll mit Hilfe einer LBS+VGS+MCOI-Synopse ein Aggregat geschätzt werden, so
wird wie bei Linked-Bernoulli-Synopsen vorgegangen, nur dass anstelle der Stichpro-
be der Basisrelation des Fremdschlüsselverbundes die entsprechende VGS+MCOI-
Synopse verwendet wird. Das Hochrechnen der zu aggregierenden Werte erfolgt ent-
sprechend wie für VGS+MCOI-Synopsen (Abschnitt 6.2.1A).
B. Synopsenberechnung
Für die Konstruktion einer LBS+VGS+MCOI-Synopse wird ähnlich wie bei der
Konstruktion von LBS+VGS-Synopsen in Abschnitt 4.4 vorgegangen. Die erforder-
lichen Modifikationen am VGS- und LBS-Algorithmus als Komponenten des Ge-
samtalgorithmus können entsprechend übernommen werden. Durch die zusätzliche
Ausreißerbehandlung besteht der Algorithmus zur Synopsenkonstruktion aus vier
Phasen:
Phase 1: Initialisierung. In der ersten Phase werden wie im LBS-VGS-Algorithmus
für die gegebene Speicherplatzbeschränkung mit dem in Abschnitt 3.3.2 vorge-
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stellten Verfahren die Stichprobengrößen für die einzelnen Relationen berech-
net. Diese Stichprobengrößen stellen in der zweiten Phase die Speicherplatz-
beschränkungen der einzelnen Relationen dar.
Phase 2: Gruppenbasierte Optimierung. Die zweite Phase erfordert ebenfalls kei-
ne Anpassung; hier werden für jede gruppenoptimierungsrelevante Relation
die Stichprobengrößen der einzelnen Gruppen und damit die Stichprobenraten
der einzelnen Tupel mit dem angepassten VGS-Algorithmus für die gegebenen
Speicherschranken berechnet.
Phase 3: Ausreißerbehandlung. In der dritten Phase werden für jede Gruppe mit
dem unveränderten MCOI-Algorithmus die Ausreißer ermittelt und separat
gespeichert. Wie in Abschnitt 6.1 wird die Referenzierungswahrscheinlichkeit
eines durch einen Ausreißer referenzierten Tupels t ∈ R auf pRefR(t) = 100%
gesetzt. Anschließend werden die Stichprobenraten auf die verbleibende Stich-
probengröße der Gruppe und die verbleibenden Tupel der Gruppe angepasst:
Sei Oi die Menge der berechneten Ausreißer der Gruppe gi, dann wird die
Stichprobenrate von gi auf
q′i =
qi|gi| − |Oi|
|gi| − |Oi|
gesetzt.
Phase 4: Referenzielle Integrität. Die letzte Phase kann ebenfalls vom LBS+VGS-
Algorithmus übernommen werden, d. h., die Konstruktion der schemaweiten
Synopse erfolgt mit Hilfe des modifizierten LBS-Algorithmus.
Beispiel 32 Gegeben sei erneut das Schema aus Abbildung 6.2. Wie im Beispiel 30
sei B.KUNDE Gruppierungs- und B.PREIS Aggregationsattribut. Für dieses Sze-
nario sei eine schemaweite, gruppenbasierte Synopse mit Ausreißerbehandlung der
Größe M = 5 zu berechnen. Angenommen, die erste Phase des LBS+VGS+MCOI-
Algorithmus ergäbe qB = qK = 50%. In diesem Fall werden in der zweiten Phase
folgende Stichprobenraten für die einzelnen Gruppen ermittelt:
Gruppe RSD Stichprobenrate q
g1 (Meier) 26, 76% 27, 67%
g2 (Schmidt) 26, 83% 41, 61%
g3 (Schulze) 80, 91% 83, 65%
g4 (Huber) 26, 70% 41, 41%
Mit diesen Werten wird in der dritten Phase das Tupel 〈B07, Schulze, 225〉 als Aus-
reißer identifiziert. Damit wird die Referenzierungswahrscheinlichkeit des Tupels
〈Schulze, Berlin〉 auf pRefK(〈Schulze, Berlin〉) = 100% gesetzt und die Stichpro-
benrate der Gruppe g3 auf q′3 = (2, 51 − 1)/(3 − 1) = 75, 50% angepasst. Die aus
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(a) BESTELLUNG
ID KUNDE  PREIS
B01 Meier 50
B02 Meier 75
B03 Meier 40
B04 Schmidt 30
B05 Schmidt 52
B06 Schulze 40
B07 Schulze 225
B08 Schulze 50
B09 Huber 242
B10 Huber 140
27,7%
27,7%
27,7%
41,6%
100%
75,5%
41,4%
75,5%
41,4%
62,2%
100%
65,7%
41,6% 65,9%
pSelB
27,7%
27,7%
27,7%
41,6%
41,6%
75,5%
100%
75,5%
41,4%
41,4%
NAME ORT
Meier Dresden
Schmidt Dresden
Schulze Berlin
Huber Jena
(b) KUNDE
pSelK
62,2%
65,9%
100%
65,7%
Abbildung 6.9: Referenzierungs- und Auswahlwahrscheinlichkeiten für eine LBS-
+VGS+MCOI-Synopse mit qB = qK = 50%
ID KUNDE  PREIS
B01 Meier 50
B04 Schmidt 30
B06 Schulze 40
B07 Schulze 242
B10 Huber 140
sf
33,3%
50,0%
50,0%
100%
50,0%
VGS+
MCOI-
Synopse
(a) ΨB
NAME ORT
Meier Dresden
Schmidt Dresden
(b) ΨK
Schulze Berlin
Huber Jena
Referenz-
tabellen
Stich-
probe
Abbildung 6.10: LBS+VGS+MCOI-Synopse für qB = qK = 50%
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Tabelle 6.3: Gruppierungs- und Aggregationsattribute für die gruppenbasierte Op-
timierung
Relation Gruppierungsattribute Aggregationsattribute
Lineitem c_name, s_name l_extendedprice, l_quantity
Orders c_name, n_name , r_name o_totalprice
Customer n_name, r_name c_acctbal
Partsupp p_name, s_name ps_supplycost
Part p_brand p_retailprice
Suppplier n_name, r_name s_acctbal
den Anpassungen resultierenden Referenzierungs- und Auswahlwahrscheinlichkeiten
der einzelnen Tupel sind in Abbildung 6.9 dargestellt. In der vierten Phase wird die
schemaweite Synopse berechnet; Abbildung 6.10 zeigt eine entsprechende Beispielin-
stanz.
6.3.2 Experimente
In der abschließenden Evaluierung wurden sowohl die Synopsenstruktur als auch
die Synopsenqualität von LBS+VGS+MCOI-Synopsen mit LBS, LBS+VGS- und
LBS+MCOI-Synopsen verglichen; damit erfolgt ein direkter Vergleich aller vorge-
stellten Verfahren zur Konstruktion schemaweiter Synopsen. Hierfür wurde die Ex-
perimentierumgebung wie in Abschnitt 4.5.4 gewählt: Die Basisdaten bildete die
TPC-H-Datenbank der Größe 1 GB; die Häufigkeitsverteilung der Fremdschlüsselat-
tributwerte sowie die Werteverteilung der Aggregationsattribute folgten einer Zipf-
verteilung mit z = 1, 0. Auch die jeweiligen Gruppierungs- und Aggregationsattri-
bute für der einzelnen Relationen wurden übernommen und sind noch einmal in
Tabelle 6.3 dargestellt.
Für jedes Verfahren wurden Synopsen der Größe 1%, 5% und 10% berechnet. Die
gruppenbasierte Optimierung wurde mit dem VGS-F-Algorithmus durchgeführt.
Synopsenstruktur Im ersten Experiment wurde die Synopsenstruktur im Hinblick
auf die Höhe des Mehraufwandes und den Anteil der Ausreißer analysiert. Abbil-
dung 6.11 zeigt die Zusammensetzung der Synopsen für die jeweiligen Verfahren in
Abhängigkeit der Synopsengröße. Dabei ist zu erkennen, dass der Mehraufwand bei
den kombinierten Verfahren im Gegensatz zu LBS ein wenig ansteigt. Weiterhin wird
gezeigt, dass – insbesondere für kleinere Synopsen – die gruppenweise Ausreißerbe-
handlung (LBS+VGS+MCOI) zu einer deutlich geringeren Anzahl extrahierter Aus-
reißern als die Ausreißerbehandlung für die gesamte Relation (LBS+MCOI) führt.
Hier wird erneut der Konflikt zwischen der Reduzierung der Standardabweichung
der Basisdaten durch die Auswahl eines weiteren Ausreißern und der gleichzeitigen
Verringerung der Stichprobengröße deutlich.
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Abbildung 6.11: Zusammensetzung der Synopsen: LBS, LBS+VGS, LBS+MCOI,
LBS+VGS+MCOI
Effektivität Das letzte Experiment vergleicht die Schätzfehler der verschiedenen
Verfahren. Hierfür wurden jeweils der mittlere und der maximale relative Standard-
fehler für die vier Anfragen der LBS+VGS-Evaluierung (Abschnitt 4.5.4) berech-
net. Abbildung 6.12 zeigt die Schätzfehler relativ zu LBS für Synopsen der Größe
5%. Dabei ist deutlich zu erkennen, dass für Anfragen mit wenigen großen Grup-
pen (Q2 und Q4) eine relationenweite Ausreißerbehandlung (LBS+MCOI) zu we-
sentlich geringeren Schätzfehlern führen kann als eine gruppenweise Ausreißerbe-
handlung (LBS+VGS). Hier kommt die größere Anzahl extrahierter Ausreißer für
LBS+MCOI zum Tragen. Dagegen ist für Anfragen mit vielen kleinen Gruppen (Q1
und Q3) der Schätzfehler bei einer gruppenweisen Ausreißerbehandlung signifikant
geringer. Für diese Anfragen kann der Schätzfehler mit einer Ausreißerbehandlung
allein (LBS+MCOI) kaum reduziert werden. Für die Kombination aller drei Verfah-
ren lässt sich feststellen, dass diese unabhängig von der Anfrage stets zum geringsten
Schätzfehler führt. Der durchschnittliche relative Standardfehler lässt sich im Ver-
gleich zu LBS auf 29, 5% bis 2, 9% reduzieren; der maximale relative Standardfehler
sinkt auf 3, 4% bis weniger als 0, 1%.
6.4 Zusammenfassung
In diesem Kapitel wurde gezeigt, wie die mehrdimensionale Ausreißerbehandlung
aus Kapitel 5 in schemaweite und gruppenbasierte Stichprobenverfahren integriert
werden kann. Die verschiedenen Kombinationen der speziellen Stichprobenverfahren
lassen ohne großen Aufwand realisieren; für eine effiziente Berechnung lassen sich ver-
schiedene Phasen der Synopsenkonstruktionsalgorithmen auch parallel durchführen.
Die Experimente haben gezeigt, dass die Kombination der Verfahren eine Zusam-
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Abbildung 6.12: Schätzfehler der kombinierten Verfahren im Vergleich zu LBS
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menführung der Vorteile ermöglicht. Als Resultat werden Synopsen mit geringeren
Schätzfehlern und somit mit höherer Qualität vorgestellt. Mit der abschließenden
Kombination aller drei Lösungen wurde ein Verfahren zur Berechnung von Stichpro-
ben hoher Qualität für ein breites Anwendungsspektrum in analytischen Datenban-
ken präsentiert.
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Mit dem Ziel, Stichproben hoher Qualität für die näherungsweise Anfrageverarbei-
tung in analytischen Datenbanken bereit zu stellen, wurden in dieser Arbeit speziell
an die Problematik typischer Analyseanfragen angepasste Stichprobenverfahren ent-
wickelt. Kernpunkte der Betrachtungen waren (i) die Erhaltung der referenziellen
Integrität zwischen Stichproben fremdschlüsselverbundener Relationen, (ii) die Be-
rücksichtigung beliebiger Gruppierungen sowie (iii) die Reduzierung der Schätzfehler
von Aggregaten.
Referenzielle Integrität Als Lösung des ersten Problems wurden Linked-Bernoulli-
Synopsen vorgestellt. Die Besonderheit von Linked-Bernoulli-Synopsen ist die kor-
relierte Stichprobenerhebung fremdschlüsselverbundener Relationen und der daraus
resultierende minimale Mehraufwand für die Erhaltung der referenziellen Integrität.
Die Problematik abhängiger Referenzierungen wurde diskutiert und verschiedene
Lösungsvorschläge präsentiert.
Gruppierungen Für die Berücksichtigung beliebiger Gruppierungen wurde das va-
riationskoeffizientorientierte, gruppenbasierte Stichprobenverfahren vorgestellt. Die
Idee dieses Verfahrens ist, die Stichprobengrößen der einzelnen Gruppen so zu wäh-
len, dass sie die Streuung der Aggregationsattribute widerspiegeln. Ziel dieses Vor-
gehens sind geringe Schätzfehler durch eine angemessene Repräsentation aller Grup-
pen.
Schätzfehler Die Reduzierung der Schätzfehler von Aggregaten wurde durch die
mehrdimensionale Ausreißerbehandlung realisiert. Das prinzipielle Vorgehen dieses
Verfahrens ist die Extraktion und die separate Speicherung der Ausreißer vor der
Stichprobenerhebung. Die Besonderheit dabei ist die Erweiterung dieser Idee auf
Szenarien mit mehreren Aggregationsattributen. Hierfür wurden verschiedene Opti-
mierungsziele und deren Auswirkungen auf den Schätzfehler untersucht.
Mit jedem dieser drei Verfahren konnte der Schätzfehler näherungsweiser Aggre-
gationsanfragen im Vergleich zu existierenden Techniken deutlich reduziert werden,
d. h., die Schätzwerte, der mit diesen Verfahren berechneten Synopsen, weichen deut-
lich weniger von den exakten Ergebnissen ab. Dies ist ein wichtiger Schritt für eine
höhere Akzeptanz und Zufriedenheit beim praktischen Einsatz der stichprobenba-
sierten, näherungsweisen Anfrageverarbeitung.
Neben diesen einzelnen Lösungen der Teilprobleme der näherungsweisen Anfrage-
verarbeitung analytischer Anfragen wurden in dieser Arbeit auch die Kombinatio-
nen der vorgestellten Verfahren betrachtet. Hierbei konnte gezeigt werden, dass eine
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Kombination einfach zu realisieren ist und zu einer Zusammenführung der Vorteile
der Verfahren führt: Die mit den einzelnen Verfahren erreichte Schätzfehler konn-
ten durch die Kombination weiter reduziert werden; zusätzlich erhöht sich durch
die Kombination das Anwendungsspektrum der entsprechenden Stichproben bei der
näherungsweisen Anfrageverarbeitung. Insbesondere mit der Kombination aller drei
Verfahren kann ein breites Spektrum von Anfragen abgedeckt werden; der resultie-
rende Schätzfehler ist gering.
Weitere wichtige Herausforderungen für den Einsatz von Stichproben in Daten-
banken sind (i) Möglichkeiten der Berechnung speicherplatzbeschränkter Synopsen
und (ii) effiziente Algorithmen für die Synopsenkonstruktion.
Speicherplatzbeschränkte Synopsen Speicherplatzbeschränkungen sind für den
Einsatz von Synopsen ein wichtiges Kriterium, da sie eine Steuerung des Speicher-
bedarfs und der Kosten der näherungsweisen Anfrageverarbeitung ermöglichen. Die
Schwierigkeit bei der Konstruktion speicherplatzbeschränkter Synopsen ist die gleich-
zeitige Maximierung der Synopsenqualität. Hierfür wurde für jedes der in dieser
Arbeit vorgestellten Stichprobenverfahren zunächst die Qualität einer Synopse de-
finiert. Darauf aufbauend wurden Algorithmen für die Berechnung speicherplatzbe-
schränkter Synopsen maximaler Qualität entwickelt.
Für Linked-Bernoulli-Synopsen beeinflusst die Wahl der einzelnen Stichprobenra-
ten der Relationen die Synopsenqualität. Die Berechnung speicherplatzbeschränkter,
schemaweiter Synopsen wurde bisher in der Literatur nicht betrachtet; Diskussionen
zur Synopsenqualität fehlten entsprechend ebenfalls. Bei gruppenbasierten Synopsen
hängt die Qualität einer Synopse von den Stichprobengrößen der einzelnen Grup-
pen ab. Hier konnte für die Berechnung speicherplatzbeschränkter Synopsen und die
Bestimmung der Synopsenqualität auf das Vorgehen in [Acharya 00] zurückgegriffen
werden. Für Synopsen mit mehrdimensionaler Ausreißerbehandlung wird die Synop-
senqualität durch die Anzahl und die Zusammensetzung der extrahierten Ausreißer
bestimmt. Wie bei Linked-Bernoulli-Synopsen wurde die Problematik der Berech-
nung speicherplatzbeschränkter Synopsen bisher nicht betrachtet; die Diskussion der
Synopsenqualität musste auf den mehrdimensionalen Fall erweitert werden.
Effiziente Synopsenberechnung Um die Systembelastung durch die Berechnung
materialisierter Synopsen möglichst gering zu halten, sind effiziente Algorithmen er-
forderlich. Diesem Ziel entgegenstehend konnte gezeigt werden, dass die Berechnung
von Synopsen maximaler Qualität bei allen vorgestellten Stichprobenverfahren sehr
teuer ist: Der Berechnungsaufwand steigt exponentiell mit den Eingangsparametern
wie beispielsweise der Anzahl der Relationen, der Anzahl der Gruppierungsattribute
oder der Größe der Speicherschranke. Daher wurde für jedes Verfahren ein heuris-
tischer Algorithmus vorgestellt, der eine signifikante Reduzierung des Berechnungs-
aufwandes ermöglicht, ohne die Qualität der resultierenden Synopsen wesentlich zu
beeinflussen.
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Ein noch offener Punkt für den Einsatz der vorgestellten Lösungen in der Praxis
ist die Wartung der materialisierten Stichproben. Da eine Neuberechnung der Syn-
opsen oftmals eine inakzeptabel hohe Systembelastung darstellt, sind Möglichkeiten
der inkrementellen Wartung gesucht. Durch die spezielle Anpassung der Stichproben
an die erwartete Nutzung sind Techniken der inkrementellen Wartung existierender
Stichprobenverfahren nicht ohne weiteres übertragbar. Erste Ansätze für die inkre-
mentelle Wartung von Linked-Bernoulli-Synopsen sind in [Rösch 09a] beschrieben;
für Synopsen mit mehrdimensionaler Ausreißerbehandlung wird diese Problematik
in [Rösch 07] diskutiert. Allerdings kann mit diesen Techniken für beide Stichproben-
verfahren die Eigenschaft der maximalen Synopsenqualität nicht erhalten werden.
Hier ist zu untersuchen, inwieweit eine inkrementelle Wartung unter Erhaltung der
maximalen Synopsenqualität möglich ist. Weiterhin sind Techniken für die inkre-
mentelle Wartung gruppenbasierter Synopsen zu entwickeln.
Für Linked-Bernoulli-Synopsen ist weiterhin zu überdenken, ob die aus der Maxi-
mierung der Synopsenqualität resultierenden Stichprobenraten praxistauglich sind.
In [Rösch 09a] werden bereits erste Vorschläge für alternative Strategien der Auf-
teilung des verfügbaren Speicherplatzes auf die Stichproben der einzelnen Relatio-
nen präsentiert und entsprechend weitere Heuristiken für genauere Schätzungen der
Synopsengröße vorgestellt. Hier können weitere Betrachtungen zu praxistauglichen
Allokationsstrategien durchgeführt werden.
Bei der vorgestellten Lösung für die Konstruktion gruppenbasierter Synopsen wird
die Stichprobengröße der einzelnen Gruppen auf Basis ihrer Variationskoeffizienten
berechnet, während bei existierenden Verfahren die Kardinalität einer Gruppe deren
Stichprobengröße bestimmt. Hier ist zu untersuchen, welche Auswirkungen eine aus
Kardinalität und Variationskoeffizient kombinierte Berechnung der Stichprobengrö-
ße auf den Schätzfehler hat.
Um die Nutzung von Stichproben für den Endanwender möglichst einfach zu ge-
stalten, muss die näherungsweise Anfrageverarbeitung weitestgehend transparent in
das Datenbanksystem integriert werden. Dieser Ansatz wird in dem um die nähe-
rungsweise Anfrageverarbeitung erweiterteten Datenbanksystem Derby/S [Klein 06]
bereits verfolgt. Allerdings sind viele der Probleme der Datenbankebene aus dem
Problemraum der Anfrageverarbeitung mittels vorberechneter Stichproben (siehe
Abbildung 2.1) noch ungelöst. Prinzipiell werden die entsprechenden Probleme durch
die Spezialisierung der Stichprobenverfahren komplexer, jedoch kann beispielsweise
mit der Kombination der drei in dieser Arbeit vorgestellten Verfahren eine Synopse
für ein ganzes Datenbankenschema und ein breites Anfragespektrum erstellt werden;
dies wiederum vereinfacht verschiedene Fragestellungen der Phasen der Erstellung
und der Verwendung von Stichproben. Dennoch ist die Lösung der Probleme der
Datenbankebene eine wichtige Voraussetzung für den praktischen Einsatz der stich-
probenbasierten, näherungsweisen Anfrageverarbeitung.
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4.3
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