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Résumé : De plus en plus fréquemment, les études précliniques sur modèle animal 
utilisent les acquisitions IRM. Cependant, l’acquisition d’images à partir d’un cerveau animal 
présente certaines différences avec celle réalisée chez l’Homme, qui demande donc des 
adaptations des séquences. Une fois l’acquisition réalisée, le second problème concerne les 
outils et la méthodologie disponible pour le post-traitement des images. Effectivement, ces 
outils existent tous chez l’Homme (Template, Atlas, Outils de normalisation et segmentation), 
mais peu de modèles animaux en disposent. Ainsi, la littérature et les ressources 
méthodologiques sont très pauvres en ce qui concerne le Chien, pourtant de plus en plus 
utilisé comme modèle d’étude en neurosciences. Dans cette étude, nous nous sommes 
principalement concentrés sur la mise en place de ces outils chez le Beagle. Pour cela, 23 
chiens de laboratoire sans troubles neurologiques ont été anesthésiés pour passer des 
acquisitions dans une IRM 3 Tesla. Le protocole d’acquisition consistait en une pondération 
T1 et T2, et DTI. 
Pour la première fois, des Templates pondérés T1, T2 et DTI à la fois in-vivo et post-
mortem ont été mis en place. De plus les Templates DTI permettent une tractographie et ainsi 
plusieurs ensembles de fibres ont pu être reconstruits (Cingulum, Corpus Callosum, Fornix, 
Capsule Interne et Commissure rostrale). En plus des indices IRM, des coupes histologiques 
ont été réalisées à partir d’un encéphale de Beagle provenant de la cohorte d’étude. Deux 
colorations ont été réalisées : une pour la myéline et l’autre pour la substance de Nissl. Les 
coupes histologiques ont été corrélées avec les différents Templates IRM. Le principe est de 
permettre à un utilisateur d’avoir la correspondance d’un voxel du Template ou d’une de ces 
acquisitions normalisées avec les coupes histologiques. De plus, cette étude a aussi permis la 
mise en place de différents outils méthodologiques qui ont pu être adaptés à l’étude d’autres 
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Parce qu’elle est non-invasive et multimodale, l’Imagerie par Résonance Magnétique 
(IRM) est un outil particulièrement intéressant pour l’examen du système nerveux central des 
animaux. Dans le domaine de la recherche en neuropathologie, les animaux examinés par IRM 
sont principalement des animaux de laboratoire (Rongeurs, Primates non-humains) utilisés 
comme modèles d’études de maladies neurologiques humaines. Un des inconvénients des 
Rongeurs et des petits Primates est la taille de leur encéphale qui oblige à utiliser des scanners 
IRM de haut-champ, ce qui rend difficile la transposition des biomarqueurs d’imagerie et des 
protocoles d’acquisition du modèle animal à l’Homme. Depuis une vingtaine d’années, la 
recherche s’intéresse à une autre catégorie de modèles animaux : les « grands animaux 
domestiques », i.e. les Carnivores domestiques, les Ruminants domestiques, le Porc et le 
Cheval. En plus de pouvoir développer spontanément ou de manière induite des maladies 
neurologiques similaires à leur équivalent humain, ces grands animaux domestiques 
présentent l’avantage de posséder un encéphale suffisamment grand pour être examiné avec 
des scanners IRM cliniques de 1.5 ou 3 Tesla. Ces animaux, considérés comme des 
« substituts » du patient humain (même maladie examinée avec le même scanner IRM) en 
neuroimagerie, apparaissent donc comme des modèles de choix pour les études précliniques. 
En outre, l’accès de ces grands animaux domestiques à des scanners IRM cliniques est 
avantageux pour l’étude fondamentale de l’anatomie et du fonctionnement cérébral des 
animaux sains grâce à l’utilisation de différentes modalités dont l’IRM de diffusion. 
 
Dans ce contexte, il y a un besoin croissant de développer les outils et les 
méthodologies nécessaires à une utilisation optimale des grands mammifères domestiques 
en neuroimagerie. Dans le domaine des neurosciences, l’analyse du cerveau nécessite en effet 
le recalage des images de chaque sujet dans un espace de référence commun, aussi désigné 
sous le terme anglais de template, qui est généralement associé à un atlas des structures 
cérébrales. Ces outils permettent une analyse fiable des images et facilitent notamment les 
études voxel-à-voxel. Ils existent chez l’Homme mais peu de modèles grands animaux en 
disposent. Par exemple, la littérature et les ressources méthodologiques sont très pauvres en 
ce qui concerne le Chien bien qu’il soit de plus en plus utilisé comme modèle d’étude en 
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neurosciences. Le but du présent travail de thèse a été de développer les séquences et les 
outils IRM qui facilitent l’étude de trois espèces de mammifères domestiques (le Chien, le 
Cheval et le Mouton) en neuroimagerie. Les objectifs en termes de développement étaient 
différents pour ces trois espèces, le principal volet étant consacré au Chien pour lequel 
l’objectif était de mettre en place un atlas stéréotaxique digital complet combinant indices 
IRM et coupes histologiques.  
 
Le premier chapitre de ce manuscrit posera le contexte du travail de doctorat, et 
traitera ainsi de différents domaines allant de la description des acquisitions et des outils IRM 
à la présentation des différents modèles d’étude « grands animaux ».  
 
Le second chapitre correspond au volet principal de ce travail de doctorat, la mise en 
place de l’atlas canin. Nous décrirons tout d’abord la population d’intérêt et les protocoles 
d’acquisitions IRM mis en place. Ensuite, la méthodologie développée pour la réalisation des 
modèles numériques sera présentée. Enfin, nous détaillerons les moyens choisis pour rendre 
ces outils accessibles à la communauté scientifique ainsi que les potentiels axes d’amélioration 
prévus ou envisageables. 
 
Certaines méthodologies mises en place dans le cadre du travail chez le Chien ont été 
transférées au Cheval et au Mouton et seront ainsi respectivement détaillées dans les 
chapitres trois et quatre du manuscrit. Le chapitre trois est consacré à l’étude de la faisabilité 
de la tractographie chez le Cheval, méthode qui n’avait jamais été réalisée pour cette espèce. 
Le chapitre quatre est quant à lui consacré au développement de la méthodologie nécessaire 
à l’étude IRM multiparamétrique post-mortem de l’encéphale du Mouton, qui se base sur les 
techniques de normalisation mises en place chez le Chien et décrites dans le chapitre deux. 
 
  




CHAPITRE 1: INTRODUCTION 
GENERALE ET MISE EN 
CONTEXTE 
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INTRODUCTION A L’IMAGERIE PAR RESONANCE MAGNETIQUE 
Définition 
L’Imagerie par Résonance Magnétique (IRM) est une technique d’imagerie médicale 
très répandue se basant sur le phénomène de résonance magnétique nucléaire (RMN), la 
réponse caractéristique de certains noyaux à une perturbation de leur alignement lorsqu’ils 
sont placés dans un champ magnétique intense, découvert par Edward Mills Purcell et Felix 
Bloch.  
Phénomène de RMN et acquisition du signal 
Noyaux d’hydrogène 
 
Les protons du noyau d’un atome possèdent un « spin », un mouvement de rotation 
sur eux même. La méthode d’IRM exploite ce mouvement de rotation ainsi que les propriétés 
magnétiques des protons.  
 
Les principaux noyaux d’intérêt biologique possédant des propriétés magnétiques sont 
les noyaux d’hydrogène (1H), de l’isotope du carbone (13C), du fluor (19F), du phosphore (31P) 
et du sodium (23Na). Le noyau d’hydrogène, formé d’un seul proton, est l’un des noyaux qui 
est utilisé en imagerie. Le rôle important de l’hydrogène vient du fait qu’il est très présent 
dans le corps humain (deux tiers des atomes de l’organisme répartis principalement dans l’eau 
et les lipides) et qu’il possède un moment magnétique intrinsèque très élevé et donc permet 
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Le champ magnétique 𝐵଴ ሬሬሬሬሬ⃗  
 
Les protons étant naturellement chargés positivement, leur rotation va induire un 
champ magnétique microscopique. Cependant en l’absence de champ magnétique externe, 
l’orientation de ces champs magnétiques est aléatoire et leur somme (mesurable à l’échelle 
macroscopique) est nulle.   
 
Le champ 𝐵଴ ሬሬሬሬሬ⃗  est le champ magnétique intense produit par l’aimant supraconducteur 
de l’IRM. Dans ce champ intense, les protons s’alignent selon la direction du champ et la 
somme des micro-champs magnétiques engendre une aimantation 𝑀ሬሬሬ⃗  macroscopique. Les spins 
s’alignent tous selon la direction de 𝐵଴ ሬሬሬሬሬ⃗  mais la première partie va s’orienter dans le sens 
inverse de 𝐵଴ ሬሬሬሬሬ⃗  alors que l’autre partie dans le sens de 𝐵଴ ሬሬሬሬሬ⃗ . Cependant la seconde partie est 
légèrement supérieure à la première, ce qui permet l’apparition d’une aimantation. Cet état 
est celui de l’équilibre de Boltzmann. 
 
Les protons oscillent autour de l’axe du champ 𝐵଴ ሬሬሬሬሬ⃗  à une fréquence 
appelée « fréquence de Larmor » [1]: 
 
𝜔଴ =  𝛾 ∗ |ห𝐵଴ሬሬሬሬ⃗ ห| 
Équation 1.1 
 
 Avec 𝜔଴ la fréquence de Larmor et 𝛾 le rapport gyromagnétique du noyau 
considéré (𝛾 = 42,57 MHz/T pour l’hydrogène). 
 
L’excitation par onde radiofréquence 
 
Le champ produit par 𝐵଴ ሬሬሬሬሬ⃗  étant très supérieur à l’aimantation induite par les spins, il 
est impossible de mesurer cette aimantation. L’état d’équilibre va donc être perturbé par 
onde radiofréquence (champ magnétique oscillant) afin de faire basculer l’aimantation 𝑀ሬሬ⃗  dans 
le plan transverse. L’énergie nécessaire pour réaliser cette perturbation est apportée par le 
biais d’une onde radiofréquence (impulsion RF) qui, via l’absorption d’énergie par les protons 
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et la mise en phase de ces derniers, va modifier temporairement les composantes 
longitudinale et transversale de l’aimantation 𝑀ሬሬሬሬ⃗ . Dès la fin de l’excitation provoquée par 
l’impulsion RF, un retour à l’état d’équilibre des protons s’effectue. Ce retour à l’état 
d’équilibre est appelé relaxation, elle-même décomposée en deux termes : la relaxation 
longitudinale (selon l’axe du champ 𝐵଴ ሬሬሬሬሬ⃗ ), caractérisée par le temps de relaxation T1 et la 
relaxation transversale, caractérisée par le temps de relaxation T2. 
Pondération T1 et T2 
Deux composantes sont distinguées lors de la phase de relaxation, le temps T1 et le 
temps T2, qui permettent l’obtention de contrastes différents dans les images. En fonction 
des tissus, deux types d’images sont obtenues : 
 
 Les images pondérées en T1 qui suivent la croissance de la composante longitudinale 
de Mሬሬሬ⃗ (figure 1) 
 
 Les images pondérées en T2 qui suivent la décroissance de la composante 
transversale de Mሬሬሬ⃗ (figure 2) 
 
Figure 1 : Croissance de la composante longitudinale de 𝑀ሬሬ⃗  en fonction du temps [2] 




Figure 2 : Décroissance de la composante transversale de 𝑀ሬሬ⃗  en fonction du temps [2]  
 
 
Les trois principaux compartiments du cerveau (substance blanche, substance grise et 
Liquide cérébro-spinal (LCS) ) ont des temps de relaxation T1 et T2 différents. Sur les images 
pondérées en T1, la substance blanche est plus claire que la substance grise et le LCS est 
hypointense. Sur les images pondérées en T2, le LCS présente un hypersignal et la substance 
grise est plus claire que la blanche. Il existe aussi un contraste appelé « Densité de proton » 
qui n’est pondérée ni en T1, ni en T2 (figure 3).  
 
 
 Figure 3 :  Exemple d’images du cerveau pondérées en densité de protons, en T2 et en T1 chez l’Homme [3] 
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Echo de Spin 
La forme la plus simple de la séquence d’acquisition par écho de spin consiste à faire 
une impulsion RF à 90°, une impulsion à 180° et ensuite de récupérer l’écho de spin. Le temps 
entre le milieu de l’impulsion de 90° et l’écho de spin est appelé le temps d’écho (TE), la 
séquence est ensuite répétée tous les temps de répétition TR (Figure 4).  
Figure 4 : Séquence Spin écho 
 
L’impulsion de 180° vient rephaser les spins dont les phases n’avaient pas évolué de la 
même façon.  
Figure 5 : Retour en phase des spins avec l’impulsion de 180° 
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La figure 5 montre les étapes par lesquelles passe la phase des spins. En a l’impulsion 
de 90° est effectuée, en b les spins se déphasent naturellement de façon différente, en c 
l’impulsion de 180° inverse les déphasages, en e les spins continuent à se déphaser et en f les 
spins se retrouvent en phase : l’écho de spin est alors obtenu. 
 
Les impulsions de 180° peuvent être réutilisées pour obtenir d’autres échos de spin à 
la suite du premier, et ce, tant que la relaxation T2 n’a pas totalement fait disparaitre le signal. 
L’impulsion de 180° ne pourra cependant pas corriger les déphasages dus à des déplacements 
des atomes d’hydrogène. Cette propriété permet de faire de l’imagerie de diffusion, dans ce 
cas la séquence devra être plus rapide, il s’agit de l’echo-planar imaging (EPI). 
 
L’EPI est la méthode d’acquisition la plus rapide en IRM, elle repose sur une impulsion 
d’excitation, une acquisition continue du signal sous la forme d’un train d’échos de gradient 
pour acquérir l’espace K en totalité ou en partie, et des gradients de lecture et de phase 
adaptés pour le codage spatial de l’image. 
 
La séquence écho de spin en echo-planar Imaging (SE-EPI) correspond à plusieurs 
couples d’impulsions de 90°-180° et à une pondération T2 (Figure 6).  
 
 Figure 6 : Séquence SE-EP [4] 
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IMAGERIE DE DIFFUSION ET TRACTOGRAPHIE 
Mouvement Brownien et phénomène diffusion 
La diffusion est un processus naturel qui crée un déplacement moléculaire ou 
particulaire sans dynamique. Un exemple concret de la diffusion serait celui d’une goutte de 
colorant dans un contenant d’eau. Au début, les particules de colorant restent concentrées 
avant de commencer à se diffuser progressivement dans l’eau de façon aléatoire. Cette 
diffusion vient d’un phénomène nommé mouvement Brownien. 
 
Le premier à avoir observé ce phénomène est le botaniste Robert Brown. Lors d’une 
observation de graines de pollen au microscope, il réalisa que les graines se déplaçaient 
indépendamment, de façon aléatoire et sans qu’il n’y ait de cause à ce mouvement. Brown a 
d’abord pensé que les graines possédaient une activité vitale qui engendrait ce mouvement. 
Il a donc vérifié son hypothèse en observant de la même façon de la poussière ou d’autres 
éléments inertes. Comme le mouvement persistait, il comprit que le déplacement ne venait 
pas des graines mais de ce qui leur servait de support : l’eau. 
 
En réalité, ce mouvement est créé par les molécules d’eau qui sont en mouvement 
perpétuel et viennent s’entrechoquer. Ce phénomène est constant, mais le choc avec une 
molécule d’eau est négligeable par rapport au poids d’éléments visibles à l’œil nu comme une 
feuille sur l’eau par exemple. En revanche, dans le cas de particules très petites, cette force 
n’est plus négligeable et le mouvement aléatoire de la particule engendré par le choc est alors 
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Par la suite, Albert Einstein, qui cherchait des preuves de l’existence des atomes, repris 
les observations de Brown pour décrire concrètement ce mouvement brownien et le rôle des 








Cette équation montre que le coefficient de diffusion D est directement proportionnel 
à la température absolue T et la constante de Boltzmann k, mais inversement proportionnel 
au rayon de la particule r et la viscosité du fluide η. La constante de diffusion pour l’eau pure 
à la température du corps humain est approximativement de 3,0.10-3 mm²/s. Celle d’un tissu 
serait 10 à 50% plus importante. Les molécules d’eau sont réparties entre le compartiment 
intracellulaire et le compartiment extracellulaire. En général, l’eau extracellulaire diffuse de 
façon plus libre que l’eau intracellulaire, la seconde ayant plus de chance d’entrer en collision 
avec les parois de la cellule. De nombreux tissus possèdent des structures asymétriques, par 
exemple le tissu nerveux qui comporte des axones neuronaux au sein des nerfs ou du système 
nerveux central (fibres de substance blanche). Ces architectures rendent anisotrope la 
diffusion de l’eau, c’est-à-dire que l’eau, malgré le caractère aléatoire de son mouvement, 
sera contrainte par son environnement et aura une direction préférentielle. Ainsi, si 
l’information relative à la direction prise par les molécules d’eau dans le cerveau est obtenue, 
il est alors théoriquement possible d’isoler des éléments importants comme les fibres de 
substance blanche. 
 
Ainsi, il apparaît que le phénomène de diffusion présente un intérêt potentiel en 
imagerie médicale. En établissant un moyen de caractériser le mouvement des molécules 
d’eau, il sera alors possible de savoir si la diffusion de l’eau est libre ou restreinte pour un 
endroit précis du cerveau. Or, l’IRM étant considérée comme la modalité d’imagerie de l’eau, 
il suffit de pondérer les acquisitions avec ce phénomène de diffusion. C’est ici qu’intervient la 
séquence de Stejskal-Tanner. 
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Séquence de Stejskal-Tanner 
Le but de l’imagerie de diffusion est de quantifier le mouvement Brownien décrit ci-
dessus. L’IRM étant basée sur le phénomène de résonance magnétique nucléaire de l’atome 
d’hydrogène, elle permet de quantifier le signal de l’eau pour un voxel donné mais ne 
renseigne pas sur le mouvement des molécules d’eau. Or, en présence d’un gradient de champ 
magnétique, les mouvements des protons d’hydrogène entraînent des déphasages 
responsables d’une diminution du signal. Le mouvement Brownien des molécules d’eau va 
donc produire cet effet de déphasage qui ouvre la voie à ce qui nous intéresse dans cette 
partie : l’imagerie de diffusion. Pour réaliser une image pondérée en diffusion, des gradients 
supplémentaires, appelés « gradients de diffusion », sont ajoutés à une séquence de type EPI-
SE. Ils sont appliqués avant et après l’impulsion RF de 180°. C’est la séquence de Stejskal-












Figure 7 :  Séquence de Stejskal-Tanner  [6] 
 
Le gradient de diffusion est exprimé en fonction de trois valeurs : G l’amplitude du 
gradient, δ la durée d’application du gradient et Δ le temps séparant l’application des deux 
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La pondération en diffusion dépend donc de ces paramètres qui sont souvent exprimés 
à travers un facteur de gradient appelé « b » (plus connu sous le nom de b-value) déterminé 
par la relation suivante : 






Dans cette équation, γ est le rapport gyromagnétique ; b s’exprime en s/mm² et peut 
varier de 0 à 3000 s/mm², voire plus. Une analogie de l’impact de b serait la sensibilité ISO : 
plus la valeur de b est élevée, plus la sensibilité au phénomène observé est importante mais 
plus le risque d’apparition de bruit sur l’acquisition augmente. 
 
Pour les molécules d’eau immobiles, le déphasage provoqué par le premier gradient 
est parfaitement compensé par le deuxième. Ainsi, le signal des molécules d’eau immobiles 
est équivalent à celui obtenu lors d’une séquence écho de spin classique. A contrario, après 
l’impulsion RF à 180°, le déphasage des molécules d’eau très mobiles ne sera pas compensé 
par le second gradient, entraînant ainsi une chute locale du signal.  
Figure 8 : Schéma de la relation entre les directions de déplacement de l’eau et la direction du gradient. 
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La figure 8 montre un exemple de l’effet des gradients de diffusion sur la phase des 
spins avec et sans mouvement. Chaque cercle représente une molécule d’eau dans un pixel, 
la phase des spins est représentée par les vecteurs. On observe ici que lorsque la diffusion 
d’une molécule d’eau se fait dans la même direction que celle dans laquelle est appliqué le 
premier gradient de diffusion, elle n’est pas correctement rephasée avec les autres molécules 
suite à l’application du second gradient, ce qui entraîne une perte du signal (raccourcissement 
du temps T2) par rapport à une situation sans diffusion [3].  La séquence de Stejskal-Tanner 
permet donc d’obtenir des images pondérées en diffusion pour lesquelles les régions à forte 
diffusion seront hypointenses. Cependant, dans la figure ci-dessus, une seule direction a été 
prise en compte. Il est donc nécessaire d’explorer plusieurs directions pour avoir une idée de 
la diffusion des molécules d’eau dans un espace tri-dimensionnel. Deux catégories d ’imagerie 
de diffusion peuvent être distinguées. 
 
 Tout d’abord, la DWI (Diffusion Weighted Imaging) qui permet d’obtenir des images 
pondérées en diffusion en utilisant trois séquences Stejskal-Tanner dont les directions sont 
l’axe de la sélection de coupe, l’axe de codage de phase et l’axe de codage de fréquence. Trois 
images sont générées et, à partir d’elles, une quatrième image est reconstruite simplement 
via un moyennage de chaque voxel. Ainsi, sur l’image de diffusion obtenue, un hypersignal 







Figure 9 : Images pondérées en diffusion avec trois valeurs de b (0, 1000, and 3000 s/mm²) 
 
L’objectif de la seconde catégorie d’imagerie de diffusion est d’obtenir plus 
d’informations intrinsèques à chaque voxel que n’en fournit la DWI, comme la nature de la 
diffusion et sa direction principale. C’est ici qu’entre en jeu la DTI (Diffusion Tensor Imaging), 
l’imagerie du tenseur de diffusion. 
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Imagerie du tenseur de diffusion 
Comme évoqué précédemment, il est possible de rendre l’IRM sensible au phénomène 
de diffusion. Une des applications de l’imagerie de diffusion est la tractographie, qui sera 
décrite par la suite, dont le principe est de reconstruire les fibres de substance blanche à l’aide 
des informations obtenues sur la diffusion. Pour réaliser cette tractographie, deux 
informations primordiales qui ne sont pas fournies par la DWI, sont nécessaires : la nature de 
la diffusion et sa direction principale. 
 
Pour obtenir ces informations, il faut réaliser plus de directions différentes que pour la 
DWI, et ainsi calculer ce que l’on appelle le tenseur de diffusion : 
 







Avec D le tenseur de diffusion, composé de six paramètres présentés dans une matrice 
3x3. Telle que la séquence de Stejskal-Tanner est décrite, elle ne permet d’explorer qu’une 
direction mais pas un sens ni la nature aléatoire du mouvement observé. L’exploration de six 
directions non colinéaires est donc nécessaire pour pouvoir calculer le tenseur de diffusion. 
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Avec Y le vecteur des logarithmes des images pondérées en diffusion normalisée par 
l’image de référence, B la matrice décrivant les conditions d’acquisition (valeurs de b et 
coordonnées des directions utilisées) et D le vecteur des six valeurs du tenseur de diffusion. 
 
Dans le cas où seules les six directions nécessaires sont réalisées en plus de l’image de 
référence, il n’y a besoin que d’inverser l’Équation 1.5 afin d’obtenir l’équation : 
 
𝑑 = 𝐵ିଵ𝑌 
Équation 1.6 
 
Cependant, l’utilisation de seulement six directions présente plusieurs inconvénients, 
comme la sensibilité aux artefacts et au bruit. En général, plus de six directions sont réalisées. 
Des optimisations numériques, telles que les moindres carrés sont utilisées pour pouvoir 
calculer les six paramètres de diffusion.  
 
C’est ainsi qu’est obtenu le tenseur de diffusion, toutes les informations non décrites 
par la DWI pourront alors être extraites de cette matrice. La matrice D peut être diagonalisée 
et exprimée de la façon suivante : 
 
 













   V           P    𝑽𝑻   
Équation 1.7 
    
Avec D la matrice définissant les vecteurs v1, v2 et v3 de D, et P la matrice diagonale 
composée des valeurs propres 𝜆ଵ, 𝜆ଶ 𝑒𝑡 𝜆ଷ associées. En plus des différentes cartes 
paramétriques qui seront décrites par la suite, les valeurs propres permettent d’obtenir une 
visualisation spatiale de la diffusion dans un voxel via une ellipse dont les trois axes sont définis 
par les trois valeurs propres. 
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Figure 10 : Exemples de représentation des valeurs propres du tenseur de diffusion en ellipsoïdes 
  
Dans la Figure 10, deux exemples de valeurs propres pour un voxel sont présentés. 
Dans le premier cas, λ1 = λ2 = λ3, ce qui décrit une diffusion dite isotrope. La diffusion de l’eau 
ne se fait pas dans une direction particulière et on retrouve ici le comportement aléatoire 
décrit ci-dessus avec le mouvement brownien. Ce type de diffusion correspond à des zones où 
l’eau est libre, comme le LCS par exemple.  
 
Dans le second cas, λ1 > λ2 = λ3, ce qui décrit une diffusion dite anisotrope. La diffusion 
de l’eau se fait dans une direction privilégiée, certainement contrainte par son 
environnement. C’est dans ce cas que les tractographies seront réalisées, dans la mesure où 
la diffusion anisotrope correspond en général à celle de l’eau bloquée dans les fibres de 
substance blanche telles que celles du corps calleux, de la commissure antérieure, etc.  
 
Il est aussi possible de calculer d’autres paramètres à partir des valeurs propres : 
 
- la diffusivité moyenne (MD pour Mean Diffusivity en anglais), i.e. la moyenne des 
valeurs propres, qui se rapproche d’une image pondérée en diffusion mais avec un hypersignal 
pour les zones à forte diffusion, 
 
- la fraction d’anisotropie (FA) qui est une quantification de l’observation faite des 
ellipsoïdes. Elle permet d’avoir une valeur allant de 0 pour un voxel totalement isotrope à 1 
pour un voxel fortement anisotrope. 
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D’autres paramètres existent, comme l’anisotropie relative, l’anisotropie linéaire, 
l’anisotropie planaire et l’anisotropie sphérique, mais ils sont moins utilisés que la MD et la 
FA. 
 
𝑀𝐷 =  









ඥ(𝜆ଵ − 𝑀𝐷)² + (𝜆ଶ − 𝑀𝐷)² + (𝜆ଷ − 𝑀𝐷)²





En plus de ces paramètres, il est possible d’obtenir une image donnant directement 
l’information sur la direction de chaque voxel. Les vecteurs propres de la matrice du tenseur 
de diffusion D peuvent être visualisés en utilisant un codage de type RGB (Red Green Blue 
pour rouge, vert et bleu en anglais). Les images en couleur sont créées simplement par ses 
trois composantes, dans notre cas un vecteur propre est placé dans chaque canal afin 
d’obtenir une couleur pour chaque direction dans l’espace. Afin d’améliorer la lisibilité, cette 
image RGB est souvent pondérée pour la FA, ne montrant ainsi que les voxels appartenant 
potentiellement à la substance blanche. 
Figure 11 : Images paramétriques MD, FA et RGB [7] 
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Tractographie des fibres de la substance blanche 
La tractographie est une méthode permettant d’identifier les fibres de substance 
blanche. Ces fibres servent de connexion entre les différentes régions du cerveau, leur 
caractérisation est donc primordiale pour une bonne compréhension des fonctions 
cérébrales. La tractographie est à l’heure actuelle la seule méthode in vivo non-invasive 
permettant de modéliser les fibres. Cependant, cette méthode reste indirecte, qualitative et 
sujette à l’erreur. La tractographie part de l’hypothèse que, si un ensemble d’axones est 
groupé et dirigé dans la même direction, alors cette direction sera privilégiée par le 
mouvement brownien de l’eau par rapport aux autres directions. Les voxels dont les valeurs 
propres privilégient une direction particulière, signifiant ainsi la présence de fibres, sont donc 
recherchés. Il existe différents algorithmes pour pouvoir reconstruire les fibres, les critères 
utilisés peuvent être local ou global, déterministe ou probabiliste.  
 
L’approche la plus simple et commune pour la tractographie est la méthode « 
streamline » aussi connue sous le nom FACT [8]. Dans cette méthode, l’orientation de chaque 
voxel est déterminée en partant d’un point défini par l’utilisateur. Cette méthode avance 
étape par étape pour reconstruire les fibres. En général, les critères d’arrêt sont la valeur de 
la fraction d’anisotropie et l’angle de la prochaine direction ; l’algorithme s’arrête quand la 
fraction d’anisotropie ne correspond plus à celle de la substance blanche et si l’angle est trop 
grand et donc incohérent. 
 Figure 12 : Reconstruction de fibre par la méthode FACT [7] 
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La Figure 12 illustre un exemple de mise en pratique de la méthode FACT, la flèche 
rouge représente la première direction prise depuis le voxel initial, appelé « seed » en anglais, 
choisi par l’utilisateur. La suite de l’algorithme explore les directions données par les 
ellipsoïdes. Les étapes de l’algorithme peuvent être de la taille d’un voxel ou de taille 
inférieure en suréchantillonnant l’image, ce qui apporte un suivi plus correct de la fibre tout 
en évitant un potentiel crénelage. 
 
Lors de la tractographie, un ensemble précis de fibres connectant deux régions du 
cerveau est en général recherché. Des aprioris peuvent alors être utilisés pour limiter les 
possibilités de la tractographie. De la même façon que l’utilisateur place une région de voxel 
« seed », des régions d’intérêt (ROI pour Region of interest en anglais) et des régions 
d’exclusion (ROA pour Region of Avoidance) peuvent être utilisées. 
 
Figure 13 : Utilisation des ROI et ROA en tractographie [7] 
 
 
Un des problèmes de la tractographie réalisée à partir du tenseur de diffusion est 
qu’une seule direction est exprimée par l’ellipsoïde décrite par les trois valeurs propres. Lors 
de croisement de fibres, l’information obtenue est alors peu précise puisqu’elle ne permet pas 
de déterminer la présence de plusieurs ensembles distincts de fibres dans un même voxel, la 
direction donnée ne sera en effet que la moyenne des différentes directions. Par exemple, si 
deux faisceaux de fibres de tailles différentes sont présents dans un même voxel, le plus petit 
pourrait être camouflé par le plus gros ; ou si deux ensembles de fibres de même taille se 
croisent à 90°, le tenseur de diffusion pourrait décrire un environnement isotrope. Parce que 
ces éléments sont sources d’incertitude, d’autres reconstructions que la DTI ont été mises en 
place.  
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 Autres méthodes de reconstruction pour la diffusion 
De manière générale, quand on cherche à réaliser une tractographie, la séquence de 
Stejskal-Tanner et la reconstruction par la méthode du tenseur de diffusion sont utilisées. 
L’amalgame est souvent fait entre l’acquisition pondérée en diffusion réalisée à l’IRM et la 
reconstruction du tenseur de diffusion, mais il est tout à fait possible d’utiliser d’autres façons 
d’interpréter les images pondérées en diffusion, comme l’imagerie q-space et HARDI, qui 
demandent toutefois des acquisitions plus poussées. De ce fait, la DTI reste la reconstruction 
la plus souvent utilisée, étant celle pour laquelle l’acquisition est la plus simple et la plus rapide 
dans la plupart des cas. Cependant, une autre méthode peut se montrer efficace : l’imagerie 
Q-ball. 
Cette méthode de reconstruction est basée sur la transformée de Radon sphérique, 
qui est une extension de la transformée de Radon à une sphère. Elle nécessite une plus forte 
pondération en diffusion, et donc un b plus élevé, ainsi qu’un nombre de directions plus grand, 
en général 129 ou 256. Cette méthode présente l’avantage de considérer plusieurs fibres dans 
un seul voxel. Plutôt que de considérer chaque voxel comme une ellipse, elle modélise une 
fonction de distribution de l’orientation de diffusion.   
 
   
Figure 14 : Reconstruction de l’ODF (fonction d’orientation de distribution) depuis le signal de diffusion en utilisant 
la transformée de funk-radon.  [9] 
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Dans la Figure 14, l’image (a) montre le tenseur de diffusion modélisé sur plusieurs 
points d’une sphère. L’image (b) est un rééchantillonnage du signal de diffusion. L’image (c) 
est la fonction de distribution de l’orientation de diffusion calculée par la transformée de 
Funk-Radon. L’image (d) quant à elle est un rendu avec un code couleur par pôle. L’image (e) 
est une normalisation. Sur cette dernière image, les deux directions ont été reconstruites. 
Dans le cas d’une reconstruction DTI, l’angle entre les deux directions aurait certainement 
conduit à une ellipse isotrope, ce qui aurait fait perdre de la précision au processus de 
tractographie. 
 
Etant donné sa résolution multidirectionnelle, un autre avantage de cette technique 
est qu’elle peut être utilisée dans un but uniquement tractographique, ce qui permet alors 
d’envisager une résolution plus basse que d’habitude et donc d’augmenter le ratio signal sur 
bruit théorique lors de l’acquisition.  
Figure 15 : Image de reconstruction par imagerie Q-ball. Scc : splénium du corps calleux, mog : gyrus occipital 
central, af :, faisceau arqué, or : nerf optique, os : sulcus occipital, sog : gyrus occipital supérieur, ta : tapetum  [9].  
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TRAITEMENTS DES IMAGES 
Introduction 
La plupart des modalités d’imagerie, que cela soit la tomodensitométrie, la 
tomographie par émission de positons ou par émission monophotonique ou dans notre cas 
l’IRM, acquiert des volumes en trois dimensions. Ces images sont en fait souvent représentées 
par une suite de coupes en deux dimensions (2D), donnant une matrice à trois dimensions 
(3D) de valeur correspondant à l’intensité de l’image.  
Format des fichiers 
Dans le contexte de l’imagerie médicale, le format de fichier obtenu en sortie de l’IRM 
est le DICOM (Digital Imaging and Communications in Medicine). Ce format comporte un 
fichier pour chaque coupe 2D et un en-tête, communément appelé « header », assez 
conséquent, contenant l’ensemble des informations concernant le sujet de l’examen, la 
séquence utilisée, etc. 
 
Cependant, le fait que le format DICOM comporte beaucoup d’éléments superflus pour 
le traitement d’images et sa construction en fichiers 2D conduisent à l’utilisation d’un autre 
format de fichier lorsqu’un traitement d’images, et non plus une simple visualisation, doit être 
réalisé. Ce format est le NifTI (Neuroimaging Informatics Technology Initiative). Considéré 
comme un format standard et simplifié du DICOM, le NifTI possède quand même quelques 
subtilités qu’il faut connaitre. L’une d’entre elles est particulièrement importante dans le 
contexte de notre travail de thèse, il s’agit de l’orientation de l’image.  
 
Il existe trois différentes méthodes pour faire correspondre l’orientation et le 
positionnement d’une image NifTI dans l’espace. Ces méthodes ont notamment pour but de 
faire correspondre les coordonnées des voxels au sein de la matrice image {x,y,z} avec une 
position relative en mm {i,j,k}. La plupart des logiciels qui visualisent ou traitent des images 
NifTI utilise ces méthodes pour trouver l’orientation de l’image avant de l’afficher. C’est 
pourquoi cette étape est l’une des plus importantes lorsque ce format est utilisé. 
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Méthode 1 : 
 
Cette méthode, rétrocompatible avec le format ANALYZE 7.5 et sans orientation 
particulière, est la plus simple et ne fait que pondérer les indices : 
 
𝑖 = 𝑝𝑖𝑥𝑑𝑖𝑚[1] ∗ 𝑥 
𝑗 = 𝑝𝑖𝑥𝑑𝑖𝑚[2] ∗ 𝑦 
𝑘 = 𝑝𝑖𝑥𝑑𝑖𝑚[3] ∗ 𝑧 
Équation 1.10 
 
Méthode 2 : 
 
La seconde méthode est utilisée quand qform_code>0. Elle reprend la méthode 1 
décrite ci-dessus mais effectue en plus une rotation et un shift. Cette méthode est supposée 
représenter les coordonnées « scanner-anatomical ». Si on se place dans un cas intra-sujet et 
intra-modalité, cette méthode devrait être capable de réaliser un recalage rigide pour aligner 
les deux images. La formule de cette méthode est la suivante : 
 
𝑖 = [𝑅11 𝑅12 𝑅13][𝑝𝑖𝑥𝑑𝑖𝑚[1] ∗ 𝑥] + [𝑞𝑜𝑓𝑓𝑠𝑒𝑡௫] 
𝑗 = [𝑅21 𝑅22 𝑅23][𝑝𝑖𝑥𝑑𝑖𝑚[2] ∗ 𝑦] + [𝑞𝑜𝑓𝑓𝑠𝑒𝑡௬] 
𝑘 = [𝑅31 𝑅32 𝑅33][𝑞𝑓𝑎𝑐 ∗ 𝑝𝑖𝑥𝑑𝑖𝑚[3] ∗ 𝑧] + [𝑞𝑜𝑓𝑓𝑠𝑒𝑡௭] 
Équation 1.11 
 
Les qoffset viennent ici positionner le nouveau centre de l’image tel que pour 
{x,y,z}={0,0,0} on ait {i,j,k}={ 𝑞𝑜𝑓𝑓𝑠𝑒𝑡௫, 𝑞𝑜𝑓𝑓𝑠𝑒𝑡௬, 𝑞𝑜𝑓𝑓𝑠𝑒𝑡௭}. La rotation est réalisée à partir 
de la matrice R, calculée à partir des « quatern » qui sont présents dans le « header ». Le 
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Méthode 3 : 
 
Cette méthode est utilisée quand sform_code>0. Dans ce cas-ci, les coordonnées {i,j,k} 













Cette méthode a l’avantage de donner directement une information sur l’orientation 
de l’image, la matrice sform étant facilement interprétable, ce qui peut permettre 
l’identification rapide de certains problèmes d’orientation.  
 
      La méthode 1 apporte principalement une rétrocompatibilité avec d’autres 
formats. La méthode 2 représente l’orientation telle qu’elle a été décrite lors de l’acquisition 
et la méthode 3 est utilisée pour positionner l’image dans un espace standard donné par le 
sform_code. Les méthodes 2 et 3 peuvent coexister dans un même fichier, et sont utiles pour 
des applications différentes. La première est utile dans le cas où l’on voudrait l’image dans son 
orientation propre avec pour centre le centre des gradients de l’IRM et la seconde pour 
positionner l’image dans un espace standard avec un centre prédéfini par cet espace.  
 
      Dans cette optique, l’orientation d’une image est originellement décrite dans un 
espace correspondant à son orientation « machine » et par la suite, peut être recalée de 
manière rigide pour obtenir la matrice sform stockée dans le header afin d’avoir son 
orientation dans cet espace standard. Les logiciels de visualisation d’images médicales 
peuvent utiliser les deux méthodes, suivant leur but et le contexte. Il est important de noter 
que ces deux orientations sont donc différentes, et peuvent entrainer une confusion s’il y une 
ambiguïté sur la méthode utilisée par un logiciel ou algorithme. 
 




En imagerie médicale, l’un des domaines les plus importants est la segmentation. Elle 
intervient dans quasiment toutes les études, ne serait-ce que pour isoler le cerveau afin de ne 
pas inclure le crâne et la peau dans le traitement d’images qui suivra. Dans cette partie, nous 
allons tout d’abord nous intéresser à la nature d’une segmentation et à son évaluation. 
 
Lorsqu’ une segmentation est réalisée, une image appelée masque est obtenue. C’est 
la multiplication de ce masque avec une image source qui permettra d’obtenir l’image 
segmentée (Équation 1.13).  
  
𝐼ᇱ = 𝐼.∗ 𝑀 
Équation 1.13 
 
Avec 𝐼ᇱ l’image segmentée, issue de la multiplication terme à terme de la matrice 𝐼 de 
l’image source et de la matrice 𝑀 de l’image du masque.  Le masque est très généralement de 
nature binaire, le traitement se comportant simplement comme une opération Booléenne. 
Mais dans certains cas, comme celui d’une segmentation de région via une image référence 
par exemple, le masque peut être de nature décimale, souvent compris entre 0 et 1. Ce type 
de masque prend en compte l’incertitude des frontières de la segmentation et apporte une 
« probabilité » d’appartenance. 
 
La segmentation peut être réalisée de façon manuelle ou automatique. La méthode 
manuelle reste un standard pour la segmentation ; de ce fait, l’évaluation de segmentation se 
fait toujours par rapport à une segmentation manuelle. Mais lorsque la segmentation 
concerne plusieurs sujets, les méthodes automatiques sont préférables étant donné le gain 
de temps et la reproductibilité qu’elles apportent. La segmentation manuelle reste toutefois 
plus performante lorsque des zones complexes doivent être segmentées, et elle demeure 
nécessaire en l’absence de méthode automatique. 
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Dans tous les cas, la segmentation peut et doit être évaluée à travers des outils 








Où 𝑉ଵet 𝑉ଶ  sont les volumes segmentés à comparer, et 𝑉ଵଶ l’intersection entre les deux 
volumes. La valeur de l’indice est comprise entre 0 pour des volumes non similaires, et 1 pour 
des volumes similaires. Cette méthode reste assez simple mais donne une bonne idée de la 
cohérence d’une segmentation.   
 
Un autre critère d’évaluation des segmentations est la distance d’Hausdorff [11], qui 
mesure la déviation maximale entre deux segmentations : 
 







௝))))   
Équation 1.15 
 
Où 𝑝௞௜  désigne les points du contour 𝐶௞ d’un volume et d() la distance euclidienne entre 
les points. En général, la distance d’Hausdorff est donnée en millimètres via la résolution 
spatiale des voxels. 
  






Le recalage d’images a pour but l’alignement spatial entre différentes images, et est 
une étape essentielle lors du traitement d’images, plus particulièrement dans le domaine 
médical. Quelle que soit le contexte et le type de modalités, un recalage sera utilisé dès lors 
que l’on veut comparer différents sujets, différentes modalités d’imagerie ou les images d’un 
même patient acquises à différents moments [12]. Après avoir été recalés, les voxels de 
mêmes coordonnées des deux images sont directement comparables.  
  
Le point clé est de trouver la meilleure transformation géométrique pour aligner les 
images, c’est-à-dire, trouver la transformation à appliquer à chaque voxel d’une image source 
(ou flottante) pour qu’ils correspondent aux voxels équivalents dans l’image cible (ou 
référence). D’un point de vue fonctionnel, le recalage peut être décrit par un système pour 
lequel les images (source et cible) sont des entrées, et la transformation géométrique entre 
les deux la sortie.  
 
Recaler plusieurs images entre elles peut s’avérer nécessaire dans plusieurs cas de 
figure, lors d’une comparaison voxel-à-voxel (ou VBM pour Voxel-based morphometry en 
anglais) par exemple ou lorsque des segmentations déjà réalisées sur une image sont 
transposées sur une autre image. Dans le contexte de notre travail de thèse, créer un 
Template implique de devoir recaler des images. En effet, le recalage est une étape cruciale 
pour pouvoir créer un « modèle » des différentes pondérations obtenues lors de l’acquisition 
IRM.  
  
Il existe deux catégories de recalage : linéaire et non-linéaire. La première correspond 
à des transformations qui ne modifient pas la topologie de l’image source, contrairement à la 
seconde pour laquelle l’image source est déformée.  
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Linéaire - Recalage rigide et affine 
 
Les recalages affines sont les plus simples, composés d’un petit nombre de paramètres 
(en général de 6 à 12). Le recalage rigide peut être seulement composé de rotations et de 
translations par exemple. Ce type de recalage n'altère pas la topologie des objets présents 
dans l'image, ce qui en fait une méthode parfaite pour corriger les différentes positions d’un 
même individu ou pour mettre plusieurs individus dans un même espace et ainsi les préparer 
à un recalage supplémentaire plus permissif géométriquement, comme un recalage non-
linéaire qui sera décrit par la suite. 
 
Une transformation linéaire en 3D se compose de rotations et de translations sur 
chaque axe. Avec une matrice de rotation, le recalage d’une image a à une image b s’écrit : 
 
𝒃 = 𝑇(𝒂) = 𝑈𝑥(𝑞𝑥)𝑈𝑦(𝑞𝑦)𝑈𝑧(𝑞𝑧)𝒂 + 𝒅 = 𝑈(𝑞𝑥, 𝑞𝑦, 𝑞𝑧)𝒂 + 𝒅 
 
Où d est le vecteur de translation. La matrice 3x3 Ux(qx), Uy(qy) et Uz(qz) décrit les 
rotations autour des axes, U(qx, qy, qz) décrit la rotation de l’image. Les matrices de rotations 
Ux, Uy et Uz sont les suivantes : 
 
𝑈𝑥 =  ൥
1 0 0
0 cos(𝑞𝑥) − sin(𝑞𝑥)
0 sin(𝑞𝑥) cos(𝑞𝑥)
൩ ;  𝑈𝑦 = ൥
cos(𝑞𝑦) 0 sin(𝑞𝑦)
0 1 0
− sin(𝑞𝑦) 0 cos(𝑞𝑦)
൩  
𝑈𝑧 =  ൥
cos (𝑞𝑧) −sin (𝑞𝑧) 0






𝑈 =  ቎
cos(𝑞𝑦) cos (𝑞𝑧) −cos(𝑞𝑦) sin(𝑞𝑧) + sin(𝑞𝑥) sin(𝑞𝑦) cos (𝑞𝑧) sin(𝑞𝑥) sin(𝑞𝑧) + cos(𝑞𝑥) sin(𝑞𝑦) cos (𝑞𝑧)
cos(𝑞𝑦) sin (𝑞𝑧) cos(𝑞𝑥) cos(𝑞𝑧) + sin(𝑞𝑥) sin(𝑞𝑦) sin (𝑞𝑧) − sin(𝑞𝑥) cos(𝑞𝑧) + cos(𝑞𝑥) sin(𝑞𝑦) sin (𝑞𝑧)
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Une transformation rigide est seulement composée de ces six paramètres : dx, dy, dz, 
qx, qy, qz. Mais dans le cas plus général des recalages linéaires, d’autres paramètres existent 
comme la mise à l’échelle et le cisaillement (translation dans un sens opposé des extrémités 
de l’objet). Contrairement aux deux premiers (translation (d) et rotation (q)), ces deux 
paramètres apportent des déformations linéaires à l’image. Ils sont représentés par les 













Pour simplifier l’écriture de la transformation, on peut donner V, une matrice 3x3 issue 
de la multiplication des matrices Ux, Uy, Uz, L et K.  
 
𝑉 = 𝑈𝐿𝐾 
Équation 1.19 
 
Finalement, on peut représenter une transformation de recalage affine d’une image a 
à une image b par :  
 
𝒃 = 𝑉𝒂 + 𝒅 
Équation 1.20 
 
Cette transformation possède douze paramètres. En général, différentes combinaisons 
de ces douze paramètres peuvent être utilisées, par exemple des transformations affines à 
neuf paramètres (excluant le cisaillement) et sept paramètres (excluant le cisaillement et 
utilisant une mise à l’échelle uniforme sur les trois axes). Il est donc possible de représenter 
une transformation affine T par la matrice 4x4 suivante : 
 
𝑇 =  ൤ 𝑉 𝑑[0 0 0] 1൨ 
Équation 1.21 




Pour réaliser la transformation, une approche inversée est utilisée. Prenons l’exemple 
d’un point de l’image référence (cible) b, 𝒃௜ = [𝑏௫ 𝑏௬ 𝑏௭] pour lequel un point 
correspondant dans l’image flottante (source) a, 𝒂௜ = [𝑎௫ 𝑎௬ 𝑎௭] sera recherché. Les deux 
voxels seront peu probablement alignés, et il faudra donc réaliser une interpolation.  
De ce fait, même si l’on trouve les douze paramètres optimaux pour la transformation 
affine, le résultat sera toujours une transformation de l’image a qui tend vers l’image b pour 
laquelle: 
 
𝑇𝒂 =  𝒂ᇱ 
Équation 1.22 
 
Avec a l’image flottante (source) et 𝒂ᇱ l’image calculée par le recalage affine. 
 
L’objectif d’un algorithme de recalage est de trouver la meilleure combinaison de ces 
paramètres pour obtenir le meilleur alignement possible entre deux images, permettant ainsi 
de supposer que le voxel 𝒃௜ de l’image de référence (cible) représente la même région de 
l’objet que le pixel 𝐚௜ᇱ de l’image calculée. Concrètement, en imagerie médicale, l’objectif est 
de faire correspondre les caractéristiques anatomiques pour que les images soient le plus 
similaires possible.  
 
La plupart des approches sont basées sur la minimisation d’une fonction de coût. La 
valeur d’une fonction de coût à une transformation spécifique T décrit la qualité de cette 
dernière. Des algorithmes et méthodes, qui seront décrits par la suite dans cette partie, sont 
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Non Linéaire – Recalage Elastique 
 
Les recalages élastiques sont la première étape dans ce que l’on pourrait appeler les 
recalages non linéaires. Plutôt que de venir calculer une transformation qui va simplement 
venir appliquer la même opération sur tous les voxels de l’image, via notamment la matrice T 
vue précédemment. Cette méthode modélise les distorsions dans l’image comme celles d’un 
élément élastique. Les similarités des points ou des repères anatomiques dans les deux images 
utilisées (flottante et référence) agissent comme des forces externes qui vont venir déformer 
l’image. Cette dernière est contrebalancée par une contrainte de régularité.  
 
Par son imitation d’une déformation physique, cette méthode permet un recalage où 
les différents points d’intérêt vont potentiellement tous pouvoir être alignés. Ceci est 
pertinent pour corriger des distorsions via un Template ou une image valide du même 
individu, ou même réaligner plus précisément des individus avec des morphologies 
légèrement différentes.   
 
Elle est réalisée via une méthode itérative qui dépend du voisinage local, et qui va être 
progressivement plus petite à chaque itération [13]. A chaque itération, la distance entre 
chacun des principaux repères est calculée. Elles sont ensuite lissées par la composante de 
régularisation pour pouvoir venir faire correspondre les deux images.  
 
La déformation ainsi obtenue peut-être modélisée par une grille de déformation, qui 
peut ensuite être appliquée à l’image flottante pour être réalignée avec l’image référence. La 
fonction de coût pour la minimisation de ces forces peut être décrite par : 
 




Avec D l’énergie de la déformation et S celle de la similarité. 
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Non Linéaire – Recalage Difféomorphique 
 
Techniquement, un difféomorphisme est une correspondance entre différents espaces 
topologiques. Ce type de recalage est principalement utilisé lors de la normalisation d’une 
image avec un Template ou pour la création d’un Template. Comme l’objectif de ce recalage 
est de faire correspondre au mieux deux images S et R, il entraîne une déformation locale de 
la topologie de l’image avec des voxels plus indépendants au niveau du déplacement de leur 
voisin. Cette liberté lors du recalage peut apporter des modifications incohérentes, 
notamment dans le cas où les images S et R présentent des caractéristiques anatomiques 
différentes (si l’une des deux présente une pathologie par exemple). Les critères de 
convergence pour la fonction de coût seront donc plus faibles que pour les autres recalages 
étudiés précédemment. 
 
Avant d’introduire les recalages difféomorphique, il est nécessaire d’introduire le 
recalage par descente de gradient basé sur l’approximation d’un petit déplacement. L’objectif 








‖𝜇ఖ(𝑖𝑑 − 𝑣) − 𝑓‖² 
Équation 1.24 
 
Minimisation de la fonction de coût 
  
Il existe différentes approches pour minimiser la fonction de coût d’un recalage dont 
les approches géométriques que nous allons étudier dans un premier temps.  
 
L’approche géométrique vise à faire correspondre des points, des contours ou des 
surfaces d’un objet. En imagerie médicale, ces caractéristiques géométriques sont 
anatomiques. Un des cas les plus simples de cette approche est la sélection de points de 
contrôle (non coplanaires) sur chacune des images. Les points sont tels que pour tout i, 𝑎௜ et 
𝑏௜ sont deux points sélectionnés qui permettent la localisation de la même caractéristique 
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anatomique au sein de leurs images respectives. Le recalage est réalisé sur ces différents 











 Avec 𝑎௜ et 𝑏௜ l’ensemble des points de contrôle sélectionnés sur les images a et 
b. Les méthodes numériques pour résoudre ce problème sont comparées par Eggert et al. 
[14]. L’un des inconvénients de cette approche est le fait de devoir placer les points de 
contrôle à l’initialisation. 
 
En pratique, c’est l’approche basée sur l’intensité des voxels pour le calcul de la 
fonction de coût qui sera plutôt utilisée. Cette méthode a pour objectif de faire correspondre 
des ensembles d’intensité entre des régions ou sur l’image entière. Un critère de similarité 
peut être défini et utilisé pour obtenir la fonction de coût qui guidera le recalage. La fonction 
de coût la plus simple est l’écart quadratique moyen (EQM) : 
 
𝐶ாொெ(𝑇) = ෍ (𝑇(
௔∈ஐ
𝑆)[𝑎] − 𝑅[𝑎])² 
Équation 1.26 
 
Où S est l’image source (flottante) et R l’image cible (référence). T(S) représente 
l’image S après avoir été modifiée pour la transformation T. Le problème de cette approche 
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 La corrélation croisée peut apporter une résolution plus robuste dans les cas de 









D’autres méthodes peuvent être utiles, l’une des plus utilisées en imagerie médicale 
pour le recalage d’images issues de différentes modalités est basée sur l’information 
mutuelle[7]. L’information mutuelle de deux variables est la mesure de leur dépendance 
mutuelle habituellement dérivée du concept d’entropie. Maximiser l’information mutuelle 
entre les images se trouve être une bonne méthode pour obtenir la fonction de coût lorsque 
les images recalées présentent une information comparable, ce qui est le cas en imagerie 
cérébrale car les mêmes structures anatomiques sont agencées de manière similaire d’un 
individu sain à l’autre. Comparée aux méthodes d’écart quadratique moyen ( 𝐶ாொெ) et 
d’intercorrélation ( 𝐶஼  ) qui cherchent une similarité plus importante, l’information mutuelle 
est calculée à partir de la fonction de densité de probabilité jointe des valeurs d’intensité des 
images S et R, 𝑃ௌ,ோ(𝑖, 𝑗) et les densités de probabilité marginales 𝑃ௌ(𝑖) et 𝑃ோ(𝑗). En pratique, 
cette densité de probabilité est approximée par l’histogramme.  
 
L’entropie conjointe des images S, R et leur entropie marginale sont donc : 
 
 
𝐻(𝑆) = − ∑ 𝑃ௌ(𝑖)𝑙𝑜𝑔[𝑃ௌ(𝑖)]௜  ;  𝐻(𝑆, 𝑅) = − ∑ 𝑃ோ(𝑗)𝑙𝑜𝑔[𝑃ோ(𝑗)]௝  








Introduction Générale et mise en contexte 
48 
 
 La fonction de coût de l’information mutuelle est obtenue de la façon suivante : 
 
𝐶ூெ(𝑇) = 𝐻൫𝑆, 𝑇(𝑅)൯ − 𝐻(𝑆) − 𝐻(𝑇(𝑅)) 
Équation 1.29 
 
 Pour une fonction de coût aussi largement utilisée [15], l’estimation des 
densités de probabilité et la méthode d’interpolation sont aussi des éléments importants [16].  
 
Les fonctions de coût évoquées précédemment ont besoin d’être minimisées par un 
algorithme numérique. Le choix de l’algorithme impacte directement la précision sur la 
transformée finale. Il est important de faire ici la différence entre minima locaux et minima 
globaux. Un minimum local d’une fonction de coût est le minimum du « voisinage » alors que 
le minimum global est la valeur la plus basse que l’on puisse obtenir pour la fonction de coût. 
Les algorithmes de minimisation appliqués pour le recalage d’images du cerveau sont 
généralement des algorithmes d’optimisation numériques classiques tel que les méthodes de 
Powell, simplex, ou Newton. Ces algorithmes cherchent le minimum local de la fonction de 
coût et c’est pourquoi ils sont très sensibles à l’initiation des images avant le recalage.  
Optimisation par processeur graphique ou GPU (Graphics Processing Unit) 
Avantages au niveau hardware 
 
En imagerie médicale, le parc informatique est encore très dépendant du processeur 
central de l’ordinateur (CPU pour Central Processing Unit en anglais) et de la mémoire vive 
(RAM pour Random Acces Memory en anglais) pour quantifier la performance d’une 
installation. Cependant, depuis plusieurs années, la croissance et l’amélioration des 
processeurs graphiques (GPU pour Graphics Processing Unit en anglais) a changé la façon de 
considérer les algorithmes de traitement d’images.   
 
De plus en plus de publications soulignent à quel point il est important de passer des 
algorithmes uniquement conçus pour CPU à des algorithmes utilisant aussi les ressources d’un 
GPU [17]–[19]. Aujourd’hui, un nombre croissant d’outils et de logiciels tels que Matlab ou 
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ITK, proposent des algorithmes accélérés par GPU. Nous ne nous attarderons pas ici sur 
l’intérêt évident que représente l’utilisation du GPU dans le cadre de l’intelligence artificielle 
appliquée à l’imagerie médicale, mais sur l’utilisation directe des ressources du GPU pour 
réaliser des tâches de traitements d’images habituellement réalisées par des CPU. 
 
L’utilisation d’un GPU apporte plusieurs avantages aux traitements d’images, le 
premier étant que l’architecture est conçue pour réaliser la même tâche sur un grand nombre 
d’échantillons en même temps. Par rapport à un CPU qui a globalement un comportement 
discret (le nombre de cœurs du CPU est négligeable par rapport à celui d’un GPU), cela 
permettra de réaliser le même calcul, comme par exemple l’application d’un masque, sur tous 
les voxels. Avec une bonne approche, l’utilisation du GPU a montré des accélérations d’un 
facteur 20 [20] pour le recalage d’images.  
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Dans la Figure 16, chaque petit carré vert - appelé cœur CUDA (pour Compute Unified 
Device Architecture en anglais) - est l’équivalent d’un cœur de CPU. Ces cœurs sont cependant 
limités à la réalisation d’une même opération sur différents échantillons, condition quasi-
systématique lors de traitement d’images. 
 
L’un des autres avantages est la mémoire dont dispose le GPU, plusieurs images 
peuvent donc être envoyées en même temps en les concaténant. 
 
Figure 17 : Concaténation des images pour un calcul sur GPU [19] 
 
 
Principe de fonctionnement 
 
L’un des grands avantages de la programmation par GPU est la façon dont les 
implémentations vont être conçues. Par rapport à l’implémentation classique sur CPU pour 
laquelle il est nécessaire de réaliser une opération sur chacun des voxels de l’image pour le 
traitement d’images, lors de programmation par GPU, une boucle réalise l’opération itération 
par itération, ce qui peut entraîner un long temps d’exécution suivant l’opération effectuée 
pour chaque voxel. Dans ce cas, l’implémentation telle qu’elle est décrite avec CUDA permet 
une vision bien plus pratique qu’une suite d’itérations, l’ensemble des opérations va être 
visualisé à travers la description d’un grille (appelée « grid »), elle-même composée de blocs 
(appelés « blocks »), eux-mêmes composés de « fils d’exécution » (appelés « threads »). 




Cette vision permet notamment de pouvoir générer une architecture des threads 
correspondant à l’image que l’on veut traiter. Alors que les blocks ne peuvent pas être 
composés de plus de 1024 threads en tout (quelle que soit leur composition en x, y et z, 
nombre de threads indicatif pour les GPU les plus récents/performants, la limite pouvant aussi 
être située à 512 threads) ; la grid, qui est composée des blocks, ne possède pas de limites. Il 
est ainsi possible, dans le cas d’un traitement d’images, de générer des blocks de 32x32 
threads et de réaliser une grid qui comprend autant de blocks que nécessaire pour couvrir 
l’image, chaque thread étant alloué à un voxel. Le choix d’avoir un block en deux dimensions 
plutôt qu’en trois dimensions comme le sont les images IRM, repose sur deux arguments :  
 
Il n’est pas possible d’avoir un block cubique tout en ayant un nombre de threads égal 
à 1024. Ceci peut sembler négligeable, mais en termes d’optimisation de l’utilisation de la 
mémoire et des éléments de calcul du GPU, l’utilisation d’un block cubique n’est pas du tout 
optimal. 
 
Les images IRM sont plus assimilables à une suite d’images en deux dimensions qu’à 
un réel volume décrit en trois dimensions : avoir une architecture avec des blocks cubiques 
pourrait ne faire que compliquer la mise en place des algorithmes par la suite. 
 
C’est de toute façon le rôle de la grid de venir s’adapter pour obtenir une architecture 
cohérente avec l’image que l’on veut traiter. La Figure 18 montre un exemple visuel de cette 
architecture grid/block/threads. 
 




Figure 18 : Schéma d’une disposition grid/block/threads  
 
La Figure 18 montre un exemple de mise en place d’une grid. Dans le cas d’une image 
en trois dimensions comme les images IRM, il est nécessaire d’avoir un ensemble de blocks 
décrivant autant de threads que de voxels pour une coupe deux dimensions, et le nombre de 
coupes de l’image comme troisième dimension de la grid.  
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ATLAS ET TEMPLATE 
Définition 
En imagerie médicale, les atlas et les templates sont des éléments essentiels pour 
pouvoir comparer différentes acquisitions en ayant un référentiel. Lors de recalages, l’image 
de référence est un template la plupart du temps. Le terme de template reste assez vague et 
donne souvent l’impression d’être redondant avec celui d’atlas, nous allons donc définir 
chacun de ces termes dans un premier temps. 
 
Le mot template est un anglicisme rarement traduit. Il désigne un modèle fournissant 
un système de coordonnées spatiales commun sur lequel se baser ; en imagerie médicale, il 
peut être considéré comme une image synthétique qui présente la moyenne d’une population 
d’intérêt. Chez l’humain plusieurs templates stéréotaxiques existent, comme le Colin 27, 
composé de 27 individus créé par le MNI.  Celui -ci a été obtenu après deux étapes de recalage 
et le moyennage des images [21]. 
 
 
Figure 19 : Colin 27, un Template du MNI (Montreal Neurological Institute)  pour la pondération T1, T2 et densité 
de proton [21].  




Un atlas est un recueil ordonné, conçu pour exposer différents paramètres dans un 
ensemble. Selon cette définition, le terme atlas désigne en imagerie médicale la 
représentation de différentes données issues d’une population dans un même système de 
coordonnées spatiales. Concrètement, l’atlas inclut le template de différentes pondérations 
ou modalités, et d’autres informations comme par exemple la tractographie des fibres de 
substance blanche, des indices histologiques ou des masques correspondant à différents 
volumes d’intérêt.  
 
Ainsi, il faudrait plutôt considérer le template comme un « modèle numérique » d’une 
modalité pour une population donnée, et l’atlas comme l’englobement du template avec 
d’autres paramètres exprimés dans le même espace. Cet espace est qualifié de stéréotaxique, 
ce qui signifie qu’un point particulier du cerveau du sujet, comme la commissure antérieure 
par exemple, sert de repère afin que la localisation des paramètres puisse être exprimée selon 
la distance par rapport à ce point. 
Utilisation en neuroimagerie 
Comme évoqué précédemment, l’atlas et le template sont des éléments essentiels 
pour le traitement d’images en imagerie médicale.  
 
La première utilisation de ce type d’outil est la normalisation spatiale, c’est-à-dire le 
fait de recaler un sujet sur un template pour le positionner dans un espace standard. Lors 
d’études sur le cerveau, dès lors que les images issues de plusieurs sujets doivent être 
comparées, ces dernières doivent être parfaitement alignées. C’est ici que le recalage devient 
nécessaire, mais comme nous l’avons précédemment évoqué, celui-ci peut potentiellement 
biaiser les informations contenues dans l’image notamment au niveau topologique. Dans ce 
cas, l’usage d’un template permet de minimiser ce biais. Etant donné que le template est 
censé être un « modèle numérique », il devrait en théorie avoir les matrices de transformation 
les moins fortes entre les différents sujets. De plus, sans l’usage de template, la comparaison 
de différentes études entre elles ne serait pas possible. 
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 L’avantage de la normalisation spatiale avec un atlas est que tous les éléments 
qui constituent ce dernier deviennent utilisables pour l’image normalisée. Les éléments les 
plus utilisés sont ceux permettant la segmentation du cerveau, de la substance blanche, de la 
substance grise et du LCS. La normalisation spatiale étant une étape quasi-systématique, 
l’utilisation d’un atlas est une des méthodes les plus courantes pour réaliser la segmentation 
automatique d’éléments complexes au sein du cerveau. Cependant, ces segmentations sont 
souvent qualifiées de « pré-segmentation » et sont décimales et non binaires. Il faut 
normalement un second algorithme pour transformer ces cartes de probabilité en réels 
masques de segmentation.  
 
Figure 20 : Différentes segmentations obtenues par normalisation spatiale avec un atlas. On peut voir ici en bleu 
claire la substance blanche, en bleu foncé la substance grise, en rouge le LCS et en vert le crane/scalpe. 
Nécessité d’un outil spécifique pour chaque modèle animal 
Comme défini précédemment, un template est mis en place par rapport à une 
population d’intérêt. Pour la normalisation spatiale appliquée aux animaux étudiés en 
neurosciences, il semble évident que les templates développés chez l’Homme ne peuvent 
convenir. La partie qui suit est consacrée à un bilan sur les outils IRM tels que les atlas et 
templates existant dans les espèces animales qui font l’objet du présent travail de doctorat.   
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LES « GRANDS ANIMAUX » EN NEUROSCIENCES  
Que sont les « grands animaux » ?  
L’expression « grands animaux » en recherche fait généralement référence aux 
mammifères qui ne sont pas des Rongeurs de laboratoire (Rat, Souris). Il regroupe les Primates 
non-humains et les Mammifères domestiques tels que les Carnivores domestiques (Chien, 
Chat), le Porc, les Ruminants et le Cheval.  
 
Les grands animaux étant gyrencéphales, leur cerveau est plus proche du cerveau 
humain d’un point de vue anatomique que celui des Rongeurs, lissencéphales. De ce fait, ils 
sont considérés en neurosciences comme des modèles d’étude plus pertinents que le modèle 
Rongeur. Au sein de ce groupe « grands animaux », les mammifères domestiques apparaissent 
comme une alternative intéressante à l’utilisation des Primates non-humains, du fait des 
contraintes financières et éthiques liées à ces derniers. 
 
Dans le contexte de la recherche sur le système nerveux, les mammifères domestiques 
peuvent être utilisés : 
 
- Comme modèles d’étude pour l’Homme, en neuropathologie (les animaux 
développent alors, de manière induite ou spontanée, des maladies 
neurologiques identiques à celles de l’Homme) ou en neurophysiologie (étude 
du fonctionnement du système nerveux central chez des animaux sains) [22], 
[23].  
 
- En neuroscience comparative, domaine de la recherche qui s’intéresse aux 
particularités anatomiques et fonctionnelles du système nerveux de diverses 
espèces animales en fonction de leur mode de vie [24]. 
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Les « grands animaux » domestiques en tant que modèles d’étude pour 
l’Homme  
Les modèles grands animaux de maladies neurologiques humaines peuvent être : 
- Etudiés afin d’améliorer le diagnostic et/ou la compréhension de la 
pathogénie de ces maladies,  
- Inclus dans des essais pré-cliniques afin de tester l’efficacité de nouvelles 
stratégies thérapeutiques.  
 
Examen IRM des modèles grands animaux 
 
L’utilisation de l’IRM présente deux avantages majeurs. La méthodologie est non-
invasive, ce qui permet des études longitudinales sur un même animal. L’IRM est multimodale, 
conduisant ainsi à l’acquisition d’informations complémentaires (anatomiques et 
fonctionnelles) au cours d’un seul examen. Les examens IRM de ces modèles animaux sont 
réalisés dans le but d’identifier des biomarqueurs d’imagerie améliorant le diagnostic de la 
maladie ou permettant de prédire la réponse au traitement, pour pouvoir ensuite les 
transposer au patient humain.  
 
Du fait de la différence de taille de cerveau entre les grands et les petits animaux, 
l’examen IRM du système nerveux central de ces derniers nécessite des scanners différents. 
Le champ de la plupart des scanners IRM dédiés au petit animal est compris entre 4.7 et 11.7 
Tesla, alors qu’il est possible de réaliser les examens IRM des grands animaux avec les mêmes 
scanners que ceux utilisés en médecine humaine (dont le champ est de 1.5 ou 3 Tesla).  
 
Les modèles grands animaux étant atteints de la même pathologie et étant examinés 
avec les mêmes scanners IRM que le patient humain, ils constituent de véritables substituts 
au patient. La partie qui suit est consacrée à l’étude de maladies neurologiques spontanées 
ou induites pouvant se développer chez deux espèces d’intérêt pour ce travail de doctorat : le 
Chien et le Mouton. L’accent sera mis, dans cette partie, sur les similarités pathologiques entre 
maladies neurologiques animales et humaines.  
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Le modèle canin de maladies neurologiques humaines  
 
Le Beagle, chien de laboratoire, a été utilisé durant des décennies comme modèle 
d’étude en neurologie, que ce soit pour l’évaluation de l’innocuité de médicaments ou l’étude 
de dispositifs chirurgicaux particuliers [25]–[27]. Récemment, l’utilisation du Chien en tant que 
modèle s’est étendue aux chiens spontanément atteints de deux pathologies cérébrales 
également rencontrées chez l’Homme : le Syndrome de Dysfonctionnement Cognitif Canin 
(SDCC, considéré comme l’équivalent canin de la maladie d’Alzheimer (MA)) et les gliomes 
diffus. Ces deux maladies se développent spontanément et sont donc diagnostiquées chez les 
chiens de compagnie, le SDCC est également rencontré chez les vieux chiens de laboratoire 
car le Beagle y est prédisposé [28]. 
 
Le Chien en tant que modèle d’étude de la Maladie d’Alzheimer  
  
Plusieurs études démontrent que le chien âgé peut spontanément développer des 
lésions similaires à celles des stades précoces de la MA [29], [30] associées à des troubles 
cognitifs : cette forme canine de la phase prodromique de MA est désignée sous le nom de 
Syndrome de Dysfonctionnement Cognitif Canin. Ce syndrome se caractérise par l’apparition 
progressive de changements comportementaux ne pouvant pas être attribués à des 
conditions médicales spécifiques ni à un traitement. Les manifestations peuvent être classées 
en quatre types de modifications comportementales : désorientation spatiale (e.g. le chien se 
perd dans la maison ou lors de promenades habituelles), perturbation des comportements 
nocturnes et diurnes, altérations des interactions sociales (e.g. indifférence du chien vis-à-vis 
de son maître), oubli de la propreté. De manière comparable à la forme sporadique de la MA 
chez l’Homme, la prévalence du SDCC augmente avec l’âge et touche de 14 à 60% des chiens 
de plus de 8 ans [31]–[34]. 
 
Les troubles cognitifs sont détectés et gradés de manière différente selon s’il s’agit de 
chiens de laboratoire (Beagles) ou de chiens de compagnie (tout type de race, vivant avec leur 
maître). 
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La détection et l’évaluation de la sévérité des troubles cognitifs chez le chien de 
laboratoire se fait à l’aide de tests dérivés de ceux utilisés chez les Primates non humains et 
destinés à évaluer la mémoire, l’apprentissage et l’attention (Figure 21). 
 
Les troubles cognitifs du chien de compagnie sont détectés par le propriétaire et 
gradés par le vétérinaire qui utilise un questionnaire standardisé permettant de déceler des 
désordres relatifs à la désorientation spatiale, la perte d’interaction sociale, la perturbation 




Figure 21 : Dans la tâche d'attention présentée ici, le chien de laboratoire (Beagle) doit sélectionner le bon objet 
(celui qui recouvre une récompense alimentaire) proposé en même temps qu’un, deux ou trois objets incorrects (appelés 
distracteurs). Les études démontrent que plus le nombre de distracteurs est important, plus les performances diminuent et le 
temps de latence augmente, en adéquation avec un test qui évalue l'attention sélective [35]. 
Il semblerait que le processus pathologique conduisant au dépôt de peptides bêta-
amyloïde (appelés Aβ) sous forme de plaques chez le Chien puisse être similaire à celui se 
produisant chez l’Homme. Le peptide A42 du Chien est biochimiquement identique à celui 
de l’Homme [36], il existe 98% d’homologie entre la protéine précurseur de l’amyloïde (APP 
pour Amyloid Protein Precursor en anglais) du Chien et l’APP humaine, et entre 92 et 100% 
d’homologie en ce qui concerne les enzymes impliquées dans les voies cataboliques de l’APP 
[37]. D’autre part, des formes particulières du peptide Aβ, comme les variants N-terminaux et 
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la forme oligomère pour lesquels un rôle dans l’initiation de la cascade pathologique est 
suspecté, ont été identifiées dans le cortex temporal [38] et le LCS [39] de chiens de 
compagnie et de Beagles âgés. 
 
Le dépôt des plaques amyloïdes chez le Chien est graduel et touche spécifiquement 
certaines régions encéphaliques. Les plaques sont le plus souvent mal délimitées, négatives 
en Rouge Congo, essentiellement composées d’A42 sous forme non fibrillaire (plaques 
diffuses). Les plaques matures (à core-dense) sont par contre très rarement présentes chez le 
Chien. Le stade d’évolution des plaques amyloïdes chez le Chien représente un point de 
discordance entre les différentes publications relatives au sujet : certains auteurs décrivent 
l’unique présence de plaques [40]–[44] tandis que d’autres identifient des plaques matures 
sur des critères morphologiques après coloration argentique [28], [45], [46]. Les principales 
localisations des plaques amyloïdes décrites chez le Chien sont le cortex préfontal, (le plus 
précocement et systématiquement atteint [47]) le cortex frontal [46], [48], le gyrus cingulaire, 
le cortex entorhinal, la couche externe du gyrus denté [41], [48] et la couche moléculaire de 
l’hippocampe [43], [46]. 
 
Les études IRM réalisées chez le chien âgé montrent que le vieillissement 
s’accompagne de l’élargissement des ventricules et d’une atrophie cérébrale progressive avec 
agrandissement des sulci [49]. L’IRM a permis de mettre en évidence une atrophie du cortex 
frontal et de l’hippocampe chez les chiens âgés, cette dernière étant corrélée à une mauvaise 
performance aux tests cognitifs [50] De manière similaire à ce qui est décrit chez le patient 
atteint de MA [51], l’atrophie de l’hippocampe est corrélée aux troubles de la cognition chez 
le Chien [52]. 
 
Dans la mesure où le SDCC et la MA présentent des similarités neuropathologiques et 
cognitives, tester de nouveaux agents thérapeutiques chez le chien malade pourrait être utile 
pour prédire l’efficacité de ces composés chez l’Homme. Plusieurs médicaments ont déjà été 
testés chez des chiens âgés et, lorsque ces médicaments ont ensuite été évalués chez 
l’Homme, leur efficacité a été prouvée en phase clinique. Les médicaments testés chez le 
Chien sont répertoriés dans le Tableau 1.  
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Tableau 1 : Stratégies thérapeutiques testées chez le Chien atteint de troubles cognitifs. Adapté à partir de : [53] 
 








chez le Chien et 
essai clinique chez 
volontaires sains 
Diminution d’A dans le 
plasma et le LCS  
[54] 




Amélioration de l’espérance 
de vie (statut cognitif non 
contrôlé) 
[55] 




Amélioration de la mémoire 
de travail visuo-spatiale (pour 




Atorvastatin Diminution d’ 













Amélioration significative de 
la locomotion, amélioration 
de l’apprentissage, déficit de 













Diminution des performances, 
peut avoir des effets 
délétères sur la mémoire 
[58] 





Effet positif minime sur les 
fonctions cognitives  
[58] 
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Effet positif sur la mémoire et 
l’apprentissage, amélioration 
des performances (pour un 
groupe de chiens traités 
seulement) 
[58], [61]  





Amélioration de la mémoire [61] 





Utilisation sure chez le Chien, 
agent toléré chez les 
volontaires sains, essais 
cliniques en cours 
[62] 
Régime riche en anti-
oxydants avec 
enrichissement cognitif 
- Etude de 
performance  











Diminution des plaques 






Dans le cadre d’études pré-cliniques destinées à évaluer de nouvelles stratégies 
thérapeutiques, l’apport de l’IRM pour identifier des biomarqueurs d’imagerie pronostiques 
est essentiel. Les études sur le déclin cognitif du Chien se faisant essentiellement sur des 
Beagles de laboratoire [64], [66], [68]–[70], l’implémentation de templates et atlas 
spécifiquement conçus pour cette race permettrait d’optimiser la recherche en neuroimagerie 
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Le Chien en tant que modèle d’étude des gliomes diffus  
 
Les gliomes correspondent à l’ensemble des tumeurs dérivées des cellules gliales, i.e. 
les cellules de soutien du système nerveux. L’Organisation Mondiale de la Santé (OMS) classe 
ces tumeurs selon le type de cellule gliale duquel elles sont supposées provenir et distingue 
ainsi les tumeurs astrocytaires, oligodendrogliales, oligoastrocytaires, épendymaires et celles 
des plexus choroïdes. Les tumeurs sont également gradées de I à IV selon leur degré de 
malignité. Une sous-catégorie de gliomes, les «gliomes diffus», désigne des tumeurs gliales 
particulièrement infiltrantes et regroupe les astrocytomes de grade II, de grade III, de grade 
IV (i.e. glioblastome), les oligodendrogliomes de grade II et III, et les oligoastrocytomes de 
grade II et III. Les gliomes diffus chez l’Homme sont associés à un mauvais pronostic malgré 
un traitement associant chirurgie, radiothérapie et chimiothérapie; et ce, à cause du caractère 
infiltrant de ces tumeurs qui est responsable de récidives. Plusieurs axes de recherche sont 
donc aujourd’hui consacrés au développement de nouvelles stratégies thérapeutiques 
destinées à améliorer le pronostic associé à ces tumeurs.  
 
Pour l’évaluation pré-clinique de ces thérapies innovantes, il est primordial que les 
modèles animaux utilisés reproduisent les caractéristiques des gliomes diffus humains. 
Récemment, la validité du modèle rongeur avec xénogreffes orthotopiques de gliomes a été 
remise en question du fait de la divergence de résultats pré-cliniques et cliniques obtenus 
pour certaines thérapies ciblées [71]. Dans ce contexte, le Chien apparaît de plus en plus 
comme un modèle pré-clinique pertinent car certaines races (les races brachycéphales tels 
que les Boston Terriers, Boxers, Bouledogues anglais et français [72]) sont prédisposées au 
développement spontané de gliomes diffus. La première justification à l'utilisation du modèle 
canin est évidemment la nature spontanée de la tumeur impliquant la présence d’une 
hétérogénéité génétique et d’une réponse immunitaire antitumorale faisant défaut dans le 
modèle rongeur induit. La seconde justification à l'utilisation du modèle canin est la grande 
taille de son encéphale qui permet l’utilisation de méthodes de traitement (chirurgie, 
radiothérapie, [73]) de diagnostic (biopsie stéréotaxique, [74]) et de suivi thérapeutique 
(neuroimagerie, [75]) identiques à celles utilisées en médecine humaine. 
 
Introduction Générale et mise en contexte 
64 
 
Chez le Chien, les gliomes représentent 36,6 % des tumeurs cérébrales, ce qui 
correspond à une prévalence de 1% chez les chiens de plus d’un an [72]. La moyenne d’âge au 
moment du diagnostic est de l’ordre de 7-8 ans. Du fait de la prédisposition des races 
brachycéphales au développement de ce type de tumeurs, il est supposé que des gènes de 
prédisposition existent et qu’ils aient été conservés via la sélection et l’élevage.  
 
Le développement spontané des gliomes diffus chez le Chien, qui partage le même 
environnement que l’Homme, peut laisser supposer une similarité des mécanismes 
étiopathogéniques. Pourtant, les évènements génétiques caractéristiques des gliomes diffus 
de l’Homme (mutation « driver » d’IDH1, codélétion 1p19q pour les oligodendrogliomes et 
mutation d’ATRx pour les astrocytomes) n’ont pas été retrouvés chez le Chien [76], [77]. 
D’autres évènements moléculaires connus chez l’Homme ont par contre été observés chez le 
Chien, il s’agit des modifications d’expression des gènes EGFR, PDGFR et VEGFR ainsi que des 
altérations des voies de signalisation cellulaire p53/MDM2/p21, PI3K/Akt/mTOR et Rb1/p26 
[78]–[81]. En outre, la présence de cellules souches cancéreuses, une sous-population 
cellulaire supposée initier et maintenir le développement tumoral par sa capacité à s’auto-
renouveler [82], [83], a été identifiée dans tous les grades de gliomes canins avec un 
enrichissement plus important pour les haut-grade, comme cela est le cas pour les gliomes 
humains [84]. 
L’aspect pathologique des gliomes canins ressemble fortement à celui de leurs 
homologues humains, que ce soit sur un plan macroscopique ou microscopique. D’un point 
de vue macroscopique, l’aspect IRM des gliomes canins est similaire à celui rencontré chez 
l’Homme. Les gliomes canins apparaissent comme des masses hyperintenses en T2 et iso- à 
hypo-intenses en T1 [85], [86]. L’aspect IRM du glioblastome est également comparable dans 
les deux espèces avec présence d’une masse au centre nécrotique dont la périphérie prend le 
contraste après injection de gadolinium ( 
Figure 22).  
 





Figure 22 : Aspect IRM du glioblastome avec une séquence pondérée en T1 après injection de gadolimium, chez un 
patient humain (A) et un patient canin (B). Dans les deux espèces, le glioblastome présente la même organisation avec un 
centre nécrotique et une zone périphérique hyperintense. (A) Image axiale : le glioblastome affecte le genou du corps calleux 
et les deux lobes frontaux [87] (B) Image transversale : le glioblastome affecte le lobe temporal gauche [88]. 
 
D’un point de vue histologique, les caractéristiques morphologiques décrites pour les 
gliomes diffus de l’Homme sont retrouvées chez le Chien : la morphologie des cellules 
tumorales est similaire, les critères d’anaplasie sont les mêmes (atypies cytonucléaires, index 
mitotique élevé, hyperplasie microvasculaire) et les critères pathognomoniques du 
glioblastome sont identifiés dans les deux espèces (i.e. capillaires «gloméruloïdes» et foyers 
de nécrose entourés de pseudo-palissades). Depuis 1999, la classification OMS relative aux 
tumeurs du système nerveux central du Chien n’a pas été actualisée [89] et c’est donc la 
classification OMS humaine de 2007 qui a été utilisée dans les récentes publications 
vétérinaires sur les gliomes diffus du Chien [78], [79], [84], [88]. L’utilisation d’un même 
schéma de classification prouve la similitude morphologique des gliomes diffus entre les deux 
espèces. 
 
Les différentes preuves récoltées au cours des deux dernières décennies montrent la 
pertinence du Chien atteint de gliomes en tant que modèle d’étude en médecine 
translationnelle et ouvre de ce fait la voie à de nombreuses possibilités de collaboration pour 
les vétérinaires. La recherche sur les tumeurs cérébrales nécessite en effet que les chercheurs 
aient accès à des centres vétérinaires spécialisés. Aux Etats-Unis, l’institut national du cancer 
a d’ailleurs créé dans ce but le consortium d'essais cliniques en oncologie comparative en 2015 
[90]Dickinson. Les patients canins atteints de tumeurs cérébrales sont ainsi de plus en plus 
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nombreux à participer à divers essais cliniques dont les résultats pourront être transposés à 
l’Homme. Les domaines de recherche en cours impliquant des centres vétérinaires concernent 
notamment (i) la mise en place de nouvelles méthodes d'administration de médicaments 
visant à contourner la barrière hémato-encéphalique [81], [91], (ii) les thérapies géniques [92], 
(iii) les thérapies ciblées [93] et (iv) l’immunothérapie [94].  
 
Les modalités fonctionnelles de l’IRM comme l’IRM de diffusion sont encore peu 
utilisées en neuro-oncologie vétérinaire. Dans le contexte de futurs essais cliniques chez le 
Chien atteint de gliomes, la création de templates à haute-résolution, notamment d’un 
template DTI, aiderait à l’optimisation de la planification de la chirurgie et de la radiothérapie, 
ainsi qu’au développement de biomarqueurs d’imagerie prédictifs de la réponse au traitement 
dans cette espèce. 
 
 
Le modèle ovin de maladies neurologiques humaines  
 
Les moutons sont utilisés comme modèles en neurosciences depuis une vingtaine 
d’années, avec des études variées portant sur la fonction cérébrale [95], la physiologie 
cérébrovasculaire [96], l'épilepsie [97], les accidents vasculaires cérébraux [98]–[100] et le 
traumatisme crânien [101]. 
 
Le modèle ovin est également particulièrement intéressant pour l’étude de maladies 
neurodégénératives humaines comme les céroïdes-lipofuscinoses neuronales (CLN) [102], 
[103], les encéphalopathies subaiguës spongiformes transmissibles (ESST) [104] ou la maladie 








Introduction Générale et mise en contexte 
67 
 
Tableau 2 : Modèles ovins de maladies neurologiques humaines. Adapté à partir de Perentos et al. [106] 
Nom de la maladie Gène en cause Modèle ovin 
Forme juvénile de la céroïde-
lipofuscinose neuronale 
CLN5, CLN6 Modèle spontané de céroïde–
lipofuscinose neuronale  
Céroïde-lipofuscinose 
neuronale congénitale 
CTSD (cathepsine D) Modèle spontané de céroïde–
lipofuscinose neuronale  
Maladie de McArdle PYMG Modèle spontané de maladie 
métabolique musculaire  
Hypoplasie cérébelleuse et 
lissencéphalie héréditaire 
RELN Modèle spontané de lissencéphalie  
Dystrophie neuroaxonale ? Modèle spontané de dystrophie 
musculaire  
Maladie de Gaucher GBA Modèle spontané de maladie de 
surcharge lysosomale  
Maladie d’Alexander, adulte GFAP Modèle spontané avec inclusions 
intra-astrocytaires hyperéosinophiles 
(fibres de Rosenthal)  
Maladie de Tay-Sachs GM2A Modèle spontané de gangliosidose 
GM2  
Maladie de Huntington HTT Modèle ovin transgénique (OVT73) 
Encéphalopathie subaiguë 
spongiforme transmissible 
Susceptibilité à la maladie 
liée aux formes alléliques 
de PRNP 
Modèle infectieux d’encéphalopathie 
spongiforme bovine, de la variante de 
la maladie de Creutzfeldt-Jakob et 
d’autres maladies à prions 
 
 
Deux exemples de modèles ovins sont présentés ci-dessous : le modèle spontané de 
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Le Mouton en tant que modèle d’étude des céroïde-lipofuscinoses neuronales  
 
Les CLN correspondent à un groupe de maladies neurodégénératives génétiques rares 
dues à des mutations de gènes impliqués dans la forme et la fonction des lysosomes. Les 
quatorze mutations qui ont été découvertes à ce jour conduisent à des formes différentes qui 
se distinguent quant à la durée de la maladie et à l’âge d’apparition des signes cliniques. Les 
différentes formes partagent toutefois certaines caractéristiques cliniques et pathologiques, 
ainsi elles sont toutes associées à un décès précoce et comprennent des signes cliniques tels 
qu’une perte progressive de la vision, un retard psychomoteur et une épilepsie myoclonique 
[107].  
 
Le modèle ovin spontané de CLN a contribué à des découvertes significatives sur la 
maladie telles que l’identification du matériel stocké (de type lipofuscine) dans les lysosomes 
ou la mise en évidence d’une atrophie corticale régionale associée à une neuroinflammation 
[108]. Comme le modèle ovin reproduit les caractéristiques cliniques et pathologiques des 
CLN, l’identification de cibles moléculaires et l’évaluation de stratégies thérapeutiques chez le 
Mouton sont potentiellement bénéfiques pour l’Homme [109]. Actuellement, les thérapies 
géniques utilisant une combinaison de vecteurs lentivirus et virus adéno-associé ont montré 
un certain succès dans le modèle ovin [109].  
 
L’utilisation longitudinale de l’IRM dans le modèle ovin de CLN traité avec de nouvelles 
stratégies thérapeutiques telles que les thérapies géniques, permettrait notamment d’évaluer 
la réponse au traitement en fonction du dosage et d’identifier des biomarqueurs prédictifs de 
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Le Mouton en tant que modèle d’étude des encéphalopathies subaiguës spongiformes 
transmissibles 
 
Les maladies à prions ou encéphalopathies subaiguës spongiformes transmissibles 
sont des maladies neurodégénératives d’incubation longue, systématiquement fatales, se 
caractérisant cliniquement par des déficits moteurs et sensoriels et microscopiquement par 
la présence de petites vacuoles rondes dans les corps cellulaires neuronaux et dans le 
neuropile (spongiose) associée à une importante gliose et une perte neuronale.  
 
Ces encéphalopathies ont été décrites chez l’Homme et différentes espèces animales 
sauvages et domestiques. Les ESST humaines comprennent la maladie de Creutzfeldt-Jakob 
(MCJ), le syndrome de Gerstmann-Straussler-Scheinker (GSS), l’insomnie fatale familiale et le 
Kuru. Il existe plusieurs formes de la MCJ : la MCJ sporadique (sMCJ, aucune cause connue); 
la MCJ familiale (fMCJ, héréditaire); la MCJ iatrogène (iMCJ, associée à un traitement, une 
transfusion ou une greffe) et la variante de la MCJ (vMCJ, associée à l’exposition à l’agent de 
l’encéphalopathie spongiforme bovine (ESB)). Les ESST animales incluent notamment l’ESB 
des bovins et la tremblante des petits Ruminants. Qu’elles soient spontanées, génétiques ou 
acquises, les ESST ont toutes le potentiel d’être transmissibles. 
 
Selon l’hypothèse du prion, aujourd’hui unaniment reconnue par la communauté 
scientifique pour expliquer la pathogénie de ces maladies, les ESST seraient dues à 
l’accumulation dans le système nerveux central d’une particule protéique infectieuse : 
l’isoforme pathologique de la protéine prion endogène (PrPc, c pour cellulaire) principalement 
exprimée à la surface des neurones. La forme anormale de la protéine prion est 
communément appelée « PrPsc » (Sc faisant référence à scrapie, le terme anglais pour désigner 
la tremblante des petits ruminants) ou « PrPres » car la conformation anormale de cette 
protéine lui confère la particularité de résister partiellement à la digestion par les protéases 
[110]–[112]. La taille des fragments obtenus après digestion protéolytique de PrPsc peut varier 
selon les isolats, ce qui semble indiquer qu’il existe différentes souches de prion pour une 
même espèce hôte. La protéine prion est codée par le gène PRNP dont la séquence est 
hautement conservée chez les animaux et l’Homme.  
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Cela fait aujourd’hui presque trois siècles que les premières descriptions de la 
tremblante du mouton ont été réalisées. Cette maladie ayant fait l’objet du plus grand nombre 
de recherches, elle constitue un modèle d’étude pour les autres ESST notamment la MCJ. Du 
fait de la capacité de la tremblante à franchir la barrière d’espèce, les chercheurs ont réussi à 
transmettre différentes souches responsables de cette maladie à des modèles murins, plus 
faciles à étudier et moins coûteux que le modèle ovin. Ces modèles murins ont été très utiles 
pour caractériser et élucider certains mécanismes moléculaires et pathogéniques qui 
déterminent la progression de la maladie, mais ils restent toutefois limités. Par exemple, c’est 
le modèle ovin qui s’est avéré essentiel dans l’évaluation de la transmission iatrogène de la 
maladie en utilisant des études de transfusion sanguine qui auraient été physiquement 
impossibles à réaliser sur modèle rongeur [104]. Par l’utilisation de ce modèle, les 
responsables de la santé publique ont pu être alertés sur le risque de transmission iatrogène 
des ESST lors de transfusion de sang ou de plasma provenant d’un donneur apparemment en 
bonne santé. 
 
La tremblante, comme la forme sporadique de la MCJ, peut être causée par différentes 
souches de prion [113], [114] Ces souches se distinguent par la durée du temps d’incubation, 
la localisation intra-cérébrale de PrPsc et des lésions associées, et la signature biochimique de 
PrPsc obtenue après digestion protéolytique et analyse Western-blot de la fraction résistante. 
Ainsi, il existe deux formes de tremblante : une forme qualifiée de « classique » et une forme 
« atypique », les premiers cas de cette dernière ont commencé à être détectés il y a vingt ans 
[115]. Le phénotype des deux formes est dissemblable tant sur le plan clinique que sur le plan 
anatomique (i.e. distribution spatiale des lésions intra-cérébrales). Les souches de PrPsc 
responsables de la forme atypique se différencient de celles responsables de la forme 
classique par la présence caractéristique d’une bande de faible poids moléculaire (inférieure 
à 15 KDa) lors d’analyse Western-blot consécutive à un traitement protéolytique [116], [117] 
 
Les lésions microscopiques du système nerveux central observées lors de tremblante 
sont communes à toutes les ESST, il s’agit de la vacuolisation des corps neuronaux et du 
neuropile (spongiose), la multiplication des astrocytes (astrogliose) et la mort neuronale. Les 
plaques amyloïdes correspondant à l’accumulation de la protéine PrPSc observées dans le 
système nerveux central lors d’ESST humaines, ne sont que rarement retrouvées chez les 
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moutons atteints de tremblante. La distribution spatiale des lésions diffère selon la forme de 
tremblante. Dans la forme classique, elles sont préférentiellement localisées dans le tronc 
cérébral, notamment la moelle allongée au niveau de l’obex dans laquelle sont situés le noyau 
moteur dorsal du nerf vague, le noyau cunéiforme latéral, le noyau du tractus spinal du nerf 
trijumeau, le noyau olive et les noyaux de la formation réticulaire. Dans la forme atypique, la 
spongiose est de faible intensité et touche plus particulièrement le cervelet et le cortex 
cérébral [115].  
Les mécanismes pathogéniques qui déterminent la propagation des différentes 
souches de prions au sein de l’encéphale ne sont encore pas clairement élucidés. Dans ce 
contexte, l’utilisation de l’IRM dans le modèle ovin infecté expérimentalement avec 
différentes souches de prions et étudié à différents temps d’évolution de la phase clinique 
apparaît comme une stratégie intéressante. Non seulement l’IRM permettrait l’examen non-
invasif d’un même animal au cours du temps, mais il est aussi probable que les séquences 
pondérées en diffusion soient capables de mettre en évidence chez l’animal les zones 
cérébrales spécifiquement atteintes. En effet, l’IRM de diffusion est une modalité essentielle 
dans le diagnostic différentiel des syndromes démentiels à progression rapide chez l’Homme; 
elle permet d’identifier les patients atteints d’ESST avec plus de sensibilité que 
l’électroencéphalogramme. Une restriction de diffusion au sein de structures de substance 
grise spécifiques, révélée par l’analyse des images pondérées en diffusion et des cartes 
paramétriques issues de la DTI (cartes de MD et FA), est caractéristique des maladies à prions 
[118], [119]. Ces structures spécifiques sont le néocortex, le striatum, le thalamus et le cortex 
limbique. Le pattern d’atteinte de ces structures varie selon le type et la forme de la maladie 
à prions. Par exemple, la restriction de diffusion touche préférentiellement le cortex limbique 
chez les patients atteints du syndrome de GSS; elle affecte plutôt le néocortex, le striatum et 
le thalamus chez les patients atteints de MCJ. Lors de sMCJ, le néocortex et le striatum sont 
plus fréquemment atteints que le thalamus alors que c’est l’inverse pour les patients atteints 
de vMCJ [118], [120]. Les modifications de la substance grise objectivée en IRM de diffusion 
seraient dues aux vacuoles intracellulaires qui entraînent une hypertrophie du périkaryon et 
des neurites et conduisent ainsi à une restriction du mouvement des molécules d’eau dans le 
compartiment extracellulaire, mais également à la gliose et au dépôt de protéine prion [121]. 
Les paramètres issus de la DTI seraient également capables de déceler des modifications 
fonctionnelles au sein de la substance blanche (altérations du transport axonal) [119].  




Les différents paramètres issus de l’imagerie du tenseur de diffusion apparaissent donc 
comme de potentiels outils d’intérêt pour étudier la propagation de la protéine prion 
anormale dans le modèle ovin expérimentalement infecté par différentes souches de prions 
responsables de la tremblante.  
Les « grands animaux » domestiques en neurosciences comparatives 
Les neurosciences comparatives ont pour but d’étudier l’organisation et le 
fonctionnement cérébral de diverses espèces animales. Jusqu’à présent, elles se sont 
essentiellement intéressées aux primates non-humains afin de pouvoir comprendre comment 
les pressions de sélection associées à l’évolution ont entraîné des modifications structurales 
du cerveau spécifiques à chaque espèce et à chaque mode de vie [122].   
 
Plusieurs critères sont analysés afin de comparer la structure cérébrale entre les 
espèces: la taille du cerveau, l’architecture des connections entre différentes zones cérébrales 
ainsi que la localisation, le nombre et la taille relative d’aires corticales spécifiques. 
L’architecture des connections a pendant longtemps été évaluée par des méthodes utilisant 
des traceurs, substances ou virus injectés dans une certaine partie du cerveau et pour lesquels 
la circulation le long des axones peut être suivie. Bien que le traçage des voies nerveuses 
fournisse des informations structurales très détaillées, les contraintes techniques et 
financières de cette méthode ont conduit à l’utilisation progressive de la DTI [123]. Malgré les 
limites de cette technique IRM, celle-ci a été mise en œuvre dans beaucoup d’études 
comparatives [124]. La connectivité structurale évaluée par DTI peut être combinée avec les 
données de connectivité fonctionnelle issues de l’IRM fonctionnelle au repos (IRMf-rs pour 
resting state en anglais), une technique qui permet l’évaluation indirecte de la connectivité 
neurale en s’intéressant à l’activité spontanée du cerveau au repos. Des travaux récents ont 
montré que l’IRMf-rs est capable de mettre en évidence la connectivité fonctionnelle de zones 
cérébrales connues pour être structurellement reliées [122], [125]. 
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En ce qui concerne les mammifères domestiques, l’étude de l’architecture des 
faisceaux de substance blanche par tractographie a commencé à se développer il y a une 
dizaine d’années et s‘est récemment accélérée grâce à l’accès croissant de ces animaux à des 
scanners IRM de 1.5 et 3 Tesla [126]–[129]. Les mammifères domestiques utilisés dans ce 
contexte sont ceux qui peuvent servir de modèles d’étude pour l’Homme : le Chien et le 
Mouton pour lesquels l’intérêt en recherche translationnelle a déjà été abordé mais 
également le Chat et le Porc. [130], [131]. Les premières études ont été réalisées ex vivo sur 
des encéphales isolés ou in vivo sur un petit nombre d’animaux afin d’évaluer la faisabilité de 
la tractographie le plus souvent basée sur la DTI dans ces espèces. La Figure 23 présente la 
reconstruction du tractus cortico-spinal chez le Mouton et chez le Chien (réalisée dans le cadre 
d’études de faisabilité).  
 
 
Figure 23 : Reconstruction du tractus cortico-spinal à partir de données issues de l’imagerie du tenseur de diffusion 
chez le Mouton (A) et le Chien (B). A : image issue de Lee et al. [132], B : image issue de Jaqmot et al. [133]. 
 
Chez le Chien, il n’y a que le travail de Robinson et al. qui utilise un plus grand nombre 
d’animaux (n=23) pour créer un template DTI [134]. Ce dernier a été réalisé afin de servir 
d’outil dans l’investigation des maladies de la substance blanche et dans l’étude de la 
connectivité structurale chez le Chien. L’utilisation de ce template a permis de mettre en 
évidence la base structurale expliquant la dissociation des parties antérieures et postérieures 
du réseau du mode par défaut que les auteurs avaient observée dans une précédente étude 
[135].  
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L’étude de l’architecture des faisceaux de substance blanche pourrait être étendue à 
d’autres espèces de mammifères domestiques comme le Cheval pour lequel l’accès à l’IRM 3 
Tesla est maintenant possible. Le cerveau du Cheval présente certaines particularités 
anatomiques par rapport aux autres Ongulés : gyrification intense, rhinencéphale de grande 
taille comparativement aux bulbes olfactifs et à l’hippocampe et voies motrices peu 
développés [129]. La tractographie pourrait ainsi être utilisée afin d’améliorer nos 
connaissances sur l’anatomie et les fonctions du cerveau équin. Elle permettrait également 
d’étudier certaines maladies neurodégénératives du Cheval encore mal comprises comme la 
myéloencéphalopathie dégénérative équine ou l’encéphalomalacie nigropallidale, pour 
lesquelles les altérations de certains faisceaux de substance blanche pourraient être corrélées 
aux signes cliniques.  
 
La tractographie permet une dissection virtuelle de l’encéphale. Elle constitue ainsi 
une technique IRM de choix pour améliorer nos connaissances relatives à l’anatomie 
comparée des mammifères domestiques. Déjà réalisée chez des Ongulés Artiodactyles tels 
que le Mouton ou le Porc, la tractographie n’a à ce jour jamais été mise en œuvre chez les 
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Techniques IRM développées pour les « grands animaux » domestiques  
L’accès des mammifères domestiques à des scanners IRM de 1.5 et 3 Tesla étant 
relativement récent, les études IRM réalisées sur ces animaux sont essentiellement des études 
de faisabilité pour des modalités anatomiques (T1, T2) et fonctionnelles (diffusion, perfusion, 
spectroscopie). Ces études sont qualitatives et reposent sur un nombre limité d’animaux. 
Comme précédemment explicité, l’analyse d’images IRM provenant de plusieurs individus 
nécessite en effet l’utilisation de templates pour pouvoir recaler les images de chaque sujet 
dans un espace stéréotaxique de référence auquel est généralement associé un atlas des 
principales structures cérébrales. Développés chez les Rongeurs et les Primates non-humains 
pour la réalisation d’études voxel-à-voxel [136]–[140], ces templates commencent également 
à être implémentés chez les mammifères domestiques.  
Chez le Mouton par exemple, Ella et al. ont mis en place un template T1 et T2 associé 
à un atlas stéréotaxique pour lequel les structures corticales et sous-corticales ont été 
annotées à l’aide d’un atlas histologique [141], [142].  
 
Chez le Chien, quatre articles décrivent la création de templates : un est un template 
DTI [134], trois ne sont réalisés qu’avec des images pondérées en T1 [143]–[145], aucun 
n’utilise un atlas histologique pour l’annotation des structures. La diversité des races dans la 
population de référence est un problème à prendre en considération lors de la réalisation de 
templates chez le Chien. En effet, il existe des variations de l’anatomie de l’encéphale selon 
qu’il s’agisse d’un chien brachycéphale (littéralement « crâne court »), d’un chien 
mésocéphale (« crâne moyen ») ou dolichocéphale (« crâne long »). L’étude récente de Milne 
ME et al. [145]a d’ailleurs démontré l’intérêt de réaliser des templates par catégorie de forme 
de crâne. Dès lors, il apparaît important d’identifier les races canines qui serviront de modèles 
d’étude d’une pathologie cérébrale, afin de créer pour ces races-là des templates adaptés 
permettant une meilleure sensibilité et spécificité dans la mise en évidence des anomalies. 
Ainsi, malgré la mise en place de plusieurs templates chez le Chien, des efforts 
supplémentaires doivent être réalisés afin de constituer un outil de base pour un pré-
traitement standardisé des images lors d’études sur le modèle canin. 
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OBJECTIFS DE LA THESE 
 
La revue bibliographique réalisée au cours de ce chapitre a montré l’intérêt de l’IRM, 
technique d’imagerie non invasive, non ionisante et multimodale, pour l’examen du système 
nerveux central des animaux, que ces derniers soient sains et examinés dans le cadre d’études 
anatomiques (évaluation de l’architecture de la substance blanche par tractographie par 
exemple) ou atteints de maladies neurologiques identiques à celles de l’Homme pour servir 
de modèle d’étude translationnel (évaluation de biomarqueurs diagnostiques ou 
pronostiques issus de modalités fonctionnelles de l’IRM telle que l’IRM de diffusion).  
 
Dans le contexte d’un accès croissant des mammifères domestiques aux scanners IRM 
« cliniques », le but de ce travail de doctorat a été de développer les séquences et les outils 
IRM qui améliorent l’utilisation de ces animaux en neuroimagerie. Ce travail a concerné trois 
espèces en particulier, le Chien, le Cheval et le Mouton, pour lesquelles les objectifs en termes 
de développement étaient différents :  
 
Chez le Chien : l’objectif était de réaliser un atlas stéréotaxique qui, comme il l’a été 
défini précédemment, est composé de plusieurs éléments tous positionnables dans le même 
espace standardisé. Cet atlas a pour vocation de servir de base aux différentes études qui 
pourraient être conduites chez le Chien, notamment sur le SDCC, à travers un logiciel 
indépendant qui regroupe des cartes de probabilité pour différents tissus sur quasiment 
toutes les modalités IRM, un pré-placement de ROI pour la réalisation de la tractographie de 
certains faisceaux de fibres, et des coupes histologiques de l’encéphale du Chien, en deux 
colorations différentes, recalées à cet espace standardisé. Ce travail constitue le volet 
principal du travail de doctorat, il est détaillé dans le chapitre 2. 
 
Chez le Cheval : l’objectif était d’évaluer la possibilité d’explorer l’architecture des 
fibres de substance blanche de manière non-invasive grâce à la tractographie. L’utilisation de 
l’IRM de diffusion permettrait en effet d’améliorer notre connaissance de l’anatomie et notre 
compréhension du fonctionnement cérébral du Cheval. Dans ce contexte, la mise en place 
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d’acquisitions DTI ex vivo chez le Cheval a été réalisée pour la première fois. Cette étude de 
faisabilité est décrite dans le chapitre 3.  
 
Chez le Mouton : l’objectif était de mettre en place la méthodologie nécessaire à la 
réalisation d’une étude voxel-à-voxel visant à comparer différents paramètres (FA et MD) 
obtenus en post-mortem, entre moutons sains et moutons atteints de différentes souches de 
tremblante. Cette méthodologie repose notamment sur le développement d’un template 
intra-étude qui est un transfert de celle mise en place chez le Chien. Le travail sur le Mouton 
est décrit dans le chapitre 4.  




CHAPITRE 2:  MISE EN 
PLACE D’UN ATLAS 
STEREOTAXIQUE IRM ET 
HISTOLOGIQUE CHEZ LE 
CHIEN 





Dans ce chapitre, nous allons décrire le volet principal de cette thèse, c’est-à-dire la 
mise en place d’un atlas stéréotaxique combinant indices issus de l’IRM et coupes 
histologiques chez le Chien. Le principe d’atlas stéréotaxique a été introduit et décrit dans le 
chapitre précédent, tout comme le besoin d’avoir ce type d’outil pour le modèle canin. Le 
présent chapitre est consacré à l’approche méthodologique choisie pour mettre en place cet 
outil et à la manière dont il sera rendu accessible à la communauté.   
Dans un premier temps, la population étudiée et les séquences IRM utilisées seront 
présentées. Lors de cette première étape du travail, les séquences réalisées in vivo ont été 
choisies afin de rester proche des standards cliniques humains. Pour les séquences ex vivo, 
des adaptations ont été faites afin d’améliorer la résolution spatiale.  
 
La méthodologie utilisée pour la mise en place de l’atlas sera ensuite décrite, les 
différents templates et cartes paramétriques qui le composent seront présentés, les 
avantages et inconvénients de cet atlas seront discutés.  
 
Pour finir, le logiciel développé pour la distribution de cet outil à la communauté sera 
présenté ainsi que les enjeux et les difficultés rencontrées pour allier précision de la 
méthodologie établie et facilité d’utilisation et de portage sur différentes plateformes.  
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POPULATION ETUDIEE ET ACQUISITIONS IRM 
Population canine  
La cohorte d’étude est composée de 24 Beagles de laboratoire réformés (i.e. destinés 
à l’euthanasie par le laboratoire dont ils sont issus) euthanasiés sous anesthésie générale 
profonde dans le cadre de la préparation de cadavres embaumés pour les travaux pratiques 
de dissection. Le temps d’anesthésie générale profonde a été utilisé pour réaliser un examen 
IRM terminal, le protocole anesthésique étant le suivant : une fois l’examen IRM terminé, les 
animaux ont reçu une injection intraveineuse d’héparine et une injection intraveineuse. Après 
euthanasie, la tête a été séparée du corps pour être perfusée avec une solution de rinçage 
(NaCl) puis avec une solution fixative (formol 10%) à l’aide de cathéters reliés à une pompe et 
introduits dans chacune des artères carotides communes. Les têtes ont ensuite été stockées 
dans des containers remplis de formol 10% jusqu’à la réalisation des examens IRM ex vivo.  
Une fois l’examen IRM ex vivo réalisé sur tête entière, l’encéphale a été retiré de la boîte 
crânienne : la peau et les muscles recouvrant le crâne ont été disséqués et une scie oscillante 
a été utilisée pour couper le calvarium qui a été enlevé. Une fois les méninges retirées, la tête 
a été basculée vers l’arrière afin d’exposer la face ventrale de l’encéphale. Les nerfs crâniens 
ont alors été sectionnés afin de récupérer l’encéphale. Ces derniers sont alors disposés. Un 
des encéphales isolés a été utilisé pour la réalisation de coupes histologiques.  
La race Beagle a été choisie pour la réalisation de l’atlas car il s’agit d’une race 
largement utilisée en neurosciences. Elle appartient à la famille des mésocéphales, l’atlas 










Les acquisitions ont été réalisées avec le scanner IRM 3 Tesla Philips ACHIEVA dStream 
situé au plateau technique de l’Institut des Sciences du Cerveau de Toulouse. Elles se sont 
déroulées en trois étapes : acquisitions in vivo sur chiens anesthésiés, acquisitions ex vivo sur 
tête entière, acquisitions ex vivo sur encéphale isolé. Ces trois étapes constituent un 
continuum pour faire le lien entre l’imagerie IRM in vivo, actuellement la technique non-
invasive la plus performante pour obtenir des informations structurelles sur le cerveau, et les 
coupes histologiques qui sont considérées comme le standard de référence pour l’exploration 
ex vivo. Le nombre de sujets (chiens, têtes, encéphales isolés) ayant fait l’objet d’un examen 
IRM est présenté dans le Tableau .  
 





Les acquisitions ont été réalisées avec une antenne coude pour avoir un meilleur 










 Acquisitions IRM in vivo Acquisitions IRM ex vivo, tête 
entière 
Acquisitions IRM ex vivo, 
encéphale isolé 
Nombre de sujets 24 24 2 
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Acquisitions in vivo 
 
La première étape de notre étude est donc l’examen IRM in vivo. Pour cette étape, 
trois séquences sont réalisées : une pondération T1, une pondération T2 et une acquisition 
DTI dont les paramètres sont présentés dans le tableau ci-dessous.  
 
Tableau 3 : Paramètres d’acquisition pour l’examen IRM in vivo du Chien 
 
Les acquisitions T1 et T2 ont été mises en place de façon à rester le plus proche possible 
des séquences réalisées chez l’Homme. Cependant, du fait de la moindre taille de l’encéphale 
du Chien par rapport à celui de l’Homme, moins de signal est récupéré : une résolution de 
1mm isotrope permet d’avoir une bonne résolution spatiale tout en ayant un bon rapport 
signal sur bruit.  
 
L’acquisition DTI a été plus difficile à mettre en place car plusieurs problèmes, non 
rencontrés lors des acquisitions pondérées en T1 et T2, perturbent le bon déroulement de 
l’acquisition. Tout d’abord, la contrainte liée au temps d’anesthésie oblige à raccourcir le plus 
possible l’acquisition. Il a fallu donc faire des choix pour obtenir une acquisition exploitable 
dans les temps impartis. Tout d’abord, le nombre de directions a été limité à 32 et ce choix a 
été fait pour deux raisons : 
  
Acquisition Séquence TE (ms) TR (ms) Résolution 
(mm³) 
Taille Matrice  FOV (mm) 
T1 Echo de Gradient 3,69 8,1 1x1x1 192x192x150 192x192x150 
T2 Echo de Spin 260 2500 1x1x1  144x144x153 144x144x153 
Diffusion EPI-ES 80,73 9857 1.2x1.2x1.2  144x144x40 172x172x480 
Type 
d’acquisition 
Angle de Bascule Nombre d’Acquisition pour 
moyennage 
Temps d’acquisition(s) 
3D              8 4 357 (~6min) 
3D             90 5 440 (~7min) 
2D             90 4  1377 (~23min)  
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Dans le cas d’une reconstruction du tenseur de diffusion (on ne parle pas ici d’autres 
méthodes de reconstruction plus avancées), le nombre de directions ne sert que d’affinement 
pour une optimisation numérique. Comme il l’a été explicité dans la partie Imagerie de 
Diffusion et Tractographie du chapitre 1, la résolution mathématique de ce problème a besoin 
de six directions non-colinéaires pour obtenir les six paramètres du tenseur de diffusion. Ainsi, 
un nombre de directions supérieur à six ne servira que de sur-échantillonnage. De ce fait, le 
gain en précision est vite limité : le gain obtenu au-dessus de 32 directions sera minime par 
rapport au surplus de temps que l’augmentation du nombre de directions entraînera. 
 
Les directions choisies pour l’acquisition ne sont pas isotropes dans l’espace et dans 
notre cas, elles suivent une architecture proposée par Phillips qui se concentre sur quatre axes 
et qui a pour but d’optimiser la précision du tenseur de diffusion (figure 24). En suivant cette 
méthode, avoir un nombre élevé de directions n’apportera qu’une amélioration très infime.  
 
Figure 24 : Directions optimisées par Phillips  
Un autre problème rencontré avec les acquisitions DTI concerne les déformations dues 
aux interfaces air-tissu. Les premières acquisitions DTI avaient été réalisées dans le sens 
coronal, cependant le bulbe olfactif et le lobe frontal subissaient des distorsions assez fortes 
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à cause de l’air présent dans les cavités nasales. Pour pallier à ce problème, les acquisitions 
DTI ont ensuite été réalisées dans le sens sagittal, ce qui a largement minimisé les distorsions 
obtenues, ces dernières seront corrigeables par la suite lors des étapes de recalage effectuées 
pour la création des templates. Les paramètres choisis pour l’acquisition DTI sont présentés 
dans le tableau ci-dessous. 
 
  Tableau 4 : Paramètres utilisés pour l’acquisition DTI in vivo du Chien 
 





DTI 32 Optimisée (Phillips) 3000 
 
Acquisitions post-mortem, tête entière 
 
La seconde étape des acquisitions correspond à des examens IRM post-mortem de 
l’encéphale contenu dans la boîte crânienne. Le but de cette étape est de réaliser des 
acquisitions pondérées en T1 et T2 avec une résolution spatiale plus élevée que celle des 
acquisitions in vivo. La morphologie de l’encéphale reste proche des conditions in vivo car 
celui-ci est contraint par la boîte crânienne. Cette étape permet donc de faire un lien entre les 
acquisitions in vivo et les acquisitions ex vivo de l’encéphale isolé. Vingt-quatre heures avant 
l’acquisition, les têtes sont retirées du formol afin d’être rincées plusieurs fois dans un grand 
volume d’eau. Les paramètres pour ces séquences sont présentés dans le tableau ci-dessous. 
 Tableau 5 : Paramètres des acquisitions IRM ex vivo, tête entière, chez le Chien 
 
Acquisition Séquence TE (ms) TR (ms) Résolution 
(mm³) 
Taille Matrice  FOV (mm) 
T1 Echo de Gradient 3,839 8,580 0.5x0.5x0.5  288x288x300 144x144x150 
T2 Echo de Spin 265,71 2500 0.5x0.5x0.5  288x288x300 144x144x150 
Type 
d’acquisition 
Angle de Bascule Nombre d’Acquisition pour 
moyennage 
Temps d’acquisition(s) 
3D 8  5             2737 (~45min) 
3D 90  6 2080 (~34min) 
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Le temps n’étant plus une des contraintes principales, la résolution spatiale peut 
sensiblement être améliorée pour ces acquisitions par rapport aux acquisitions in vivo : elle 
passe donc de 1 mm isotrope à 0.5mm isotrope afin d’obtenir plus de détails anatomiques. 
Les séquences pondérées en T1 et T2 sont les seules acquisitions à avoir été réalisées lors de 
cette étape. En effet, l’acquisition DTI présentait certains inconvénients liés à l’examen de la 
tête entière (problème d’interface entre l’air contenu dans les cavités nasales et l’encéphale) 
et aux conditions post-mortem. Même si la séquence pouvait être rallongée du fait de 
l’absence de la contrainte du temps d’anesthésie, le phénomène de diffusion est réduit en 
conditions post-mortem, ce qui rend sa détection plus difficile.  Le but de cette seconde étape 
était donc d’avoir une définition anatomique du cerveau plus fine qu’en conditions in vivo tout 
en ayant une morphologie cérébrale proche des conditions in vivo. Disposant déjà d’une 
acquisition T2, une acquisition pondérée en diffusion n’aurait été que peu utile. On verra par 
la suite que l’acquisition DTI a cependant été réalisée lors de la troisième étape des 
acquisitions.   
 
Acquisitions ex vivo, encéphale isolé 
 
La troisième et dernière étape consiste à réaliser des séquences pondérées en T1, T2 
et une acquisition DTI sur l’encéphale extrait hors de la boîte crânienne. Vingt-quatre heures 
avant l’acquisition, l’encéphale est retiré du formol est rincé plusieurs fois dans un grand 
volume d’eau. Lors de l’examen IRM, le cerveau est disposé dans un sac de type « zip-lock » 
rempli de liquide (NaCl), le sac est ensuite placé dans un moule en mousse et maintenu en 
place pendant l’acquisition grâce à des balles de coton positionnées entre lui et le moule. Le 
cerveau est donc immergé dans un liquide, ce qui permet de s’affranchir des problèmes 
d’interface air-tissu. La morphologie cérébrale obtenue au cours de cet examen IRM est plus 
proche de celle obtenue sur coupes histologiques. Les paramètres pour ces séquences sont 
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Tableau 6 :  Paramètres des acquisitions IRM post-mortem sur encéphale isolé chez le Chien 
 
Les acquisitions ex vivo sur encéphale isolé n’ont été réalisées que sur deux sujets à ce 
jour. Parmi les cerveaux ayant fait l’objet d’un examen IRM, un cerveau a été choisi pour la 
réalisation des coupes histologiques. Les images pondérées en T1 et T2 obtenues au cours de 
cette étape d’acquisition ex vivo enrichiront le template et serviront de « transition » entre 
l’IRM et l’histologie, c’est pourquoi les séquences sont identiques à celles de la deuxième 
étape. Diminuer la résolution spatiale n’aurait pas été utile puisque l’écart entre la résolution 
de l’histologie et celle des images IRM est de toute manière trop important.  
 
Comme le temps n’est plus une contrainte et que l’immersion du cerveau résout les 
problèmes d’interface air-tissu, l’acquisition DTI peut être un peu plus poussée. Cependant, la 
séquence DTI reste limitée pour nos objectifs, à cause du ratio signal sur bruit et du nombre 
de directions limité à 32. D’autres méthodes d’acquisition pour la tractographie auraient été 
plus appropriées, mais celles-ci nécessitent une exploration qui fera l’objet d’une discussion à 
la fin de ce manuscrit. Les paramètres pour ces séquences sont présentés dans le tableau ci-
dessous. 
 
Tableau 7 :  Paramètres utilisés pour l’acquisition DTI ex vivo sur encéphale isolé du Chien 
Reconstruction Nombre de directions Répartition des directions b-value 
DTI 64 Optimisée (Phillips) 3000 
Acquisition Séquence TE (ms) TR (ms) Résolution 
(mm³) 
Taille Matrice  FOV (mm) 
T1 Echo de Gradient 4,183 9,08 0.5x0.5x0.5  288x288x300 144x144x150 
T2 Echo de Spin 266.10 2500 0.5x0.5x0.5  288x288x300 144x144x150 
Diffusion EPI-SE 78,29 5455 1.5x1.5x1.8 96x96x30 64x64x17 
Type 
d’acquisition 
Angle de Bascule Nombre d’Acquisition pour 
moyennage 
Temps d’acquisition(s) 
3D 8 8              2737 (~45min) 
3D 90  7            1032 (~17min) 
2D 90   9            1573 (~26min)  
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MISE EN PLACE DE L’ATLAS STEREOTAXIQUE 
Introduction 
Une fois les acquisition IRM réalisées, les différents templates et cartes paramétriques 
qui vont composer l’atlas stéréotaxique sont mis en place.  La première étape consiste à choisir 
les outils qui seront utilisés pour cette étude, à savoir les formats de fichier utilisés et les 
différentes références telles que le centre du repère de l’espace stéréotaxique. Ensuite, 
chaque acquisition donnera lieu à un template. D’autres éléments pourront être ajoutés par 
la suite comme par exemple la segmentation des différents tissus, les cartes paramétriques 
issues des acquisitions pondérées en diffusion (FA et MD), et les ROI pour la tractographie. 
 
Choix des formats de fichiers et des outils numériques 
Formats des fichiers 
 
Généralement en imagerie médicale, les fichiers sont sous le format DICOM, NifTI ou 
Analyse, formats décrits dans le chapitre 1. Dans le cas de notre étude, le format utilisé sera 
le format NifTI car des trois formats énoncés, le NifTI est le format le plus utilisé dans le cadre 
de traitement des images médicales. Ce format simplifié est censé servir de standard. 
Cependant, comme décrit précédemment, ce format possède plusieurs spécificités qui, si elles 
ne sont pas connues, peuvent rendre l’expression des données plus compliquée. Dans un but 
de simplicité, toutes les images générées lors de la mise en place de l’atlas suivent quelques 
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Valeurs de slope et intercept 
 
Les valeurs de « slope » et « intercept » sont les coefficients de la fonction affine 
suivante, pour le calcul de la valeur du signal : 
 
𝐼௥é௘௟ = 𝐼௤௨௔௡௧௜௙௜é ∗ 𝑆𝑙𝑜𝑝𝑒 + 𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 
Équation 2.1 
Avec 𝐼௥é௘௟ le signal réellement mesuré lors de la séquence IRM, et 𝐼௤௨௔௡௧௜௙௜é la valeur 
décrite dans la matrice image du fichier.  
Dans notre cas, la valeur du slope est de 1 et celle de l’intercept est de 0, ce qui signifie 
que la valeur réelle du voxel est déjà stockée dans la matrice image, il n’y a donc pas besoin 
d’étapes supplémentaires. La plupart des logiciels de conversion de DICOM à NifTI permettent 
déjà de réaliser cette étape. Cependant, la profondeur d’encodage permise par le type de 
variable utilisé dans les formats NifTI, en général le int16 ou le int32, est largement suffisante 
pour encoder toute la plage de valeurs dont nous avons besoin, cette étape de slope et 
intercept est donc superflue dans notre cas. 
 
Orientation dans l’espace  
 
Le deuxième élément du format NifTI qui devait être spécifié dans le cadre de cette 
étude est la méthode utilisée pour l’orientation dans l’espace. Comme décrit précédemment, 
trois méthodes existent pour définir l’orientation d’un fichier NifTI : la première est 
principalement utilisée dans un but de rétrocompatibilité avec le format Analyse, et les deux 
autres sont utilisées pour obtenir l’orientation et le centrage correspondant à l’orientation 
dans la machine et dans un espace normalisé. De manière générale, les deux méthodes sont 
valides au sein d’un même fichier NifTI : c’est à l’utilisateur de choisir la méthode qu’il préfère 
utiliser, ce qui peut d’ailleurs être source de confusion lors de la validation de réorientation 
dans certains cas.  
 
Dans notre cas, nous allons produire des images « synthétiques » dans le sens où nos 
différents templates ne seront pas l’image d’un élément physique présent dans l’IRM. La 
seconde méthode ne présente donc pas vraiment d’intérêt puisque l’orientation est 
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considérée comme n’ayant jamais existé. Pour éviter toute ambiguïté, la seconde méthode de 
réorientation est désactivée dans l’entête de nos fichiers NifTI, ainsi, il est impossible pour un 
logiciel tiers de l’ouvrir et de l’utiliser via cette méthode. La troisième méthode quant à elle 
est parfaite dans notre cas puisqu’elle décrit la transformation affine à réaliser pour pouvoir 
placer la matrice image dans un espace standard. Normalement, cette méthode a besoin d’un 
code représentant l’espace standard utilisé et l’idéal aurait été d’avoir un espace standard 
dédié pour notre étude. L’option permettant de spécifier l’alignement sur un autre fichier 
exprimé de façon arbitraire via la première méthode, a été utilisée : ceci permet ainsi d’avoir 
tous les fichiers NifTI (les fichiers actuels et ceux qui seront générés dans le futur) exprimés 




Enfin, un autre choix a porté sur la profondeur d’encodage. Les images 
« synthétiques » restent à l’encodage natif des acquisitions, dans notre cas en int16. Dans le 
cas d’utilisation d’images encodées en int32, la conversion n’engendrera aucune perte de 
données. 
 
Choix des outils numériques 
 
Dans le cadre de cette étude, certains outils numériques ont une importance 
particulière et nécessitent un choix précis : c’est notamment le cas du choix de la librairie 
utilisée pour les algorithmes de recalage. Plusieurs critères entrent ici en compte pour choisir 
parmi les différents outils spécifiques au traitement d’images, celui qui convient le mieux pour 
notre étude. 
 
Le critère le plus important est le langage de programmation. Comme la justesse de 
l’atlas qui va être mis en place dépend des recalages, il faudra réaliser des recalages avec de 
faibles valeurs de variations de gradient pour le calcul des fonctions de coût, ainsi qu’un grand 
nombre d’itérations. Pour éviter des temps de calcul trop longs, il est donc nécessaire d’utiliser 
des algorithmes nativement réalisés sur des langages de programmation performants pour le 
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traitement d’images, comme le C++, contrairement à des langages plus lents tels que Matlab 
ou Python. 
 
De plus, le choix des paramètres doit être assez libre pour pouvoir obtenir la 
transformation idéale entre l’image référence et l’image cible. En partant de ces critères, les 
« toolbox » telles que SPM et FSL ne sont pas forcément le meilleur choix. Idéalement, on 
chercherait un outil développé en C++ et utilisant l’architecture CUDA pour une optimisation 
par GPU, ce qui est actuellement la référence en termes de performance pour le traitement 
d’images. Cependant, l’absence de ce genre d’outils pour l’imagerie médicale et la contrainte 
d’avoir une carte GPU à disposition expliquent que cet outil « idéal » n’a pas pu être choisi au 
début de l’étude. De ce fait, le choix s’est tourné vers un outil numérique développé en C++ 
en vue d’une architecture CPU, ANTs [146]. Cette librairie comporte tous les outils numériques 
nécessaires à notre étude et ces derniers répondent à tous les critères cités précédemment. 
Elle est basée notamment sur une autre librairie C++ très réputée, ITK. Les seuls inconvénients 
sont : 
 
- La difficulté à installer cette librairie. Dans le cas idéal, elle doit être recompilée 
par l’utilisateur pour pouvoir être utilisée sur une machine particulière, via 
notamment les logiciels CMake et un compileur C++. Cette étape peut être 
assez sensible et laisser l’utilisateur avec une distribution de la librairie peu 
stable ou inutilisable. Cependant, au cours des dernières années, ce défaut a 
été grandement atténué grâce à l’arrivée d’une interface Linux sur Windows. 
Ceci permet dorénavant de compiler la librairie avec une méthode propre au 
système Linux. L’impact sur les performances n’a pas encore été quantifié du 
fait de l’état récent de ce sous-système sur Windows.  
 
- Le manque de clarté sur certains paramètres des fonctions, qui demande 
parfois beaucoup de recherches pour en comprendre le sens. 
 
Ces défauts sont notamment responsables du manque de popularité de cet outil par 
rapport à FSL ou SPM. C’est pour cela que l’on verra plus tard dans ce chapitre l’intérêt 
d’essayer de l’englober dans la distribution de ce projet.  
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Mise en place des templates T1 et T2 
Les quelques articles qui décrivent la réalisation de templates chez le Chien mettent 
en avant un ensemble d’éléments méthodologiques à respecter. Le plus important d’entre 
eux est le fait de différencier les races canines selon la morphologie de leur crâne (races 
mésocéphales, dolichocéphales, brachycéphales) qui influence fortement la morphologie de 
l’encéphale alors que les différences liées à l’âge ou au sexe ne sont pas significatives [145]. 
Le template étant censé être un modèle numérique le plus proche possible de la population 
d’intérêt [147]–[149], il est donc nécessaire d’en créer un par morphologie de crâne. Ainsi, les 
templates créés lors du présent travail de thèse seront dédiés à la race Beagle qui est 
mésocéphale. La méthodologie a été mise en place de telle sorte qu’elle puisse être 
rapidement appliquée aux races dolicho- et brachy-céphales dans le cas où celles-ci feraient 
l’objet de la création d’un template.  
 
Dans la présente étude, un template a été créé pour chaque pondération et pour 
chaque étape d’acquisition IRM (in vivo, ex vivo tête entière et ex vivo encéphale isolé). 
Cependant, la troisième étape d’acquisition IRM n’étant pas encore assez avancée, seule une 
méthodologie basée sur les aprioris déduits de la seconde étape sera proposée. 
 
 Template T1 in vivo 
 
L’atlas étant composé de plusieurs templates dans le même espace stéréotaxique, le 
premier template créé est donc très important puisqu’il servira de référence absolue pour 
déterminer cet espace. Les autres templates seront par la suite déplacés vers l’espace défini 
par ce premier template. Certains éléments créés au cours de cette première étape seront 
réutilisables pour la suite, comme par exemple les masques du cerveau. 
 
La mise en place suit donc plusieurs étapes importantes telles que la conversion des 
fichiers DICOM en NifTI, en neutralisant le slope et l’intercept comme explicité précédemment. 
Lors de l’acquisition, les chiens sont en décubitus sternal tête orientée vers l’anneau, la 
position de l’encéphale diffère de celle des patients humains qui sont allongés sur le dos lors 
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de l’examen IRM : une réorientation simple de la matrice image est donc réalisée pour 
positionner correctement le sujet par rapport au « viewer » classique d’images.  
 
Le crâne étant variable d’un individu à l’autre, il ne doit pas intervenir dans les calculs 
des fonctions de coût pour les recalages. Il faut donc réaliser la segmentation du cerveau avant 
de pouvoir passer aux étapes de recalage. 
 
Segmentation du cerveau 
 
La segmentation du cerveau peut être réalisée de manière manuelle ou semi-
automatique.  
La segmentation manuelle est plus simple mais aussi plus longue, elle a longtemps été 
considérée comme référence mais certains travaux tendent à montrer aujourd’hui qu’elle 
serait sujette à une variabilité trop importante [145] 
Parmi les méthodes de segmentation semi-automatiques, ou plus précisément 
segmentation « supervisée », la segmentation par contours actifs apparaît particulièrement 
intéressante pour notre étude. Cette segmentation est réalisée via le logiciel ITK-SNAP, qui 
utilise notamment la librairie C++ ITK. Le principe de la segmentation par contours actifs est 
de positionner un contour initial, souvent représenté par une région d’intérêt en 3D, qui va 
ensuite évoluer en étant contraint par deux forces. 
 
La force de l’image dans laquelle il évolue : cette énergie peut être représentée par 
une topologie créée par le contraste. Plus deux zones de l’image auront un contraste et une 
dynamique importants, plus le contour va être attiré par la frontière entre ces deux régions. 
Ainsi, les seuils d’intensité peuvent être paramétrés pour viser par exemple le contraste entre 
substance grise et LCS.  
 
La seconde force est intrinsèque au contour lui-même, dans le sens où deux 
échantillons du contour ne peuvent pas agir de façon indépendante, ce qui permet de rendre 
le contour plus ou moins fluide lors de chaque itération.  
 
 










Avec ce système à deux forces, il est facile et rapide de segmenter une zone étendue 
ou une zone homogène qui apparaît contrastée par rapport à ce qui l’entoure. Cependant, 
cette technique demande une supervision constante par l’utilisateur. Cette segmentation est 
largement suffisante pour un travail dont l’objectif n’est pas la mise en place d’un atlas. Mais 
dans notre cas, les masques obtenus avec la segmentation par contours actifs ont été corrigés 
manuellement pour une meilleure précision. Dans le but d’aider et améliorer le plus possible 
la segmentation par contours actifs, un filtre de netteté a donc été appliqué de façon à obtenir 
les frontières les plus nettes possibles entre chaque région. Les images alors obtenues ne sont 
gardées que pour le calcul de la segmentation par contours actifs, les images originales sont 
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Normalisation d’intensité et centrage 
  
Une fois la segmentation du cerveau terminée, il reste une étape importante à réaliser 
avant de commencer les différents recalages : la normalisation d’intensité. Les séquences IRM 
donnent une valeur absolue qui ne peut être considérée comme comparable entre différentes 
acquisitions, elle reste une mesure qualitative. Dans notre cas, il n’est pas possible d’avoir des 
échelles d’intensité différentes entre individus même si le contraste reste identique. Le choix 
que nous avons fait est de normaliser l’intensité sur la moitié de la profondeur d’encodage de 
type de variable composant la matrice image, ce qui permet d’avoir une quantité suffisante 
de pas de quantification pour exprimer correctement toutes les différentes intensités de 
l’image. De plus, le fait de se mettre à la moitié de la profondeur d’encodage permet de 
garantir qu’il n’y aura pas de perte d’informations lors d’un changement de type. Dans notre 
cas, nos images sont codées en int16, que l’on passe donc en variable non signée ou en int32, 
les valeurs d’intensité seront complétement inaltérées. Cette normalisation n’est valable que 
pour les acquisitions pondérées en T1 et pondérées en T2, l’acquisition DTI étant déjà 
quantitative. 
La dernière étape avant le recalage des images est le centrage des images. Les 
algorithmes de recalage cherchant à minimiser les fonctions de coût de façon locale, un 
alignement trop différent bloquerait le recalage, qui est initialisé par le centrage des images 




Trois recalages différents sont réalisés à la suite pour la création des templates. A 
chaque recalage, une nouvelle estimation du template est faite et celui-ci va s’ajuster à travers 
les étapes de recalage. 
 
En premier lieu, un recalage affine est réalisé sur les différentes images. Le principe est 
de réaligner tous les sujets sans changer la topologie des images. Comme nous ne disposons 
pas de référence pour le recalage, nous avons choisi d’appliquer la méthodologie décrite dans 
la littérature [150], à savoir, prendre de façon arbitraire le premier sujet comme référence 
pour le premier recalage. Etant de nature affine, ce recalage ne provoque pas de modifications 
Mise en place d’un atlas stéréotaxique IRM et histologique chez le chien 
95 
 
sur la nature de l’image mais plutôt sur son positionnement dans l’espace, ce choix est donc 
cohérent. Les paramètres pour cette étape sont présentés dans le Tableau 8 ci-dessous.  
 
 
Tableau 8 : Paramètres du recalage affine pour le template T1 in vivo 
Type de recalage Métrique de similarité 
 
Itération Seuil Facteur de sous 
échantillonnage 
Affine Information mutuelle 200x200x150 1.10-8 4x2x1 
 
 
La métrique choisie est l’information mutuelle, en ne choisissant qu’un petit nombre 
de regroupements pour l’histogramme, ceci permet d’avoir une métrique rapide et assez 
souple pour cette étape. A la fin de cette étape, on obtient la première estimation de notre 
template. Cependant, la nature affine du recalage fait que cette première estimation est 
fortement sensible au « ghosting », c’est-à-dire que l’on peut voir les différents sujets en 
transparence. Pour régler ce problème, un filtre gaussien est appliqué sur l’estimation du 
template. Cependant, ce problème s’est très fortement diminué au fur et à mesure de 
l’augmentation du nombre d’individus. 
 
 









Une fois le recalage affine effectué et l’estimation du template calculé, on passe au 
second recalage, le recalage élastique. Ce dernier a pour objectif de venir faire correspondre 
grossièrement tous les sujets entre eux. Contrairement au précèdent recalage affine, la 
topologie des sujets sera modifiée mais cette modification étant contrainte, les déformations 
ne seront pas localement indépendantes. Pour cette étape, la référence utilisée est 
l’estimation du template établie à l’étape précédente. Les paramètres du recalage élastique 
sont présentés dans le tableau ci-dessous.  
 
Tableau 9 : Paramètres du recalage élastique pour le template T1 in vivo 
Type de recalage Métrique de similarité 
 
Itération Seuil Facteur de sous 
échantillonnage 
Elastique Information mutuelle 200x200x150 1.10-3 2x1x0 
 
La métrique reste l’information mutuelle, la différence avec l’étape précédente 
concerne l’algorithme utilisé qui permet le recalage élastique : il s’agit de l’algorithme 
« Gaussian displacement field ». A la fin de cette étape, une nouvelle estimation du template 
est obtenue, elle se montre beaucoup plus nette et juste que celle de l’étape précédente, 
cependant un certain flou dû à des différences locales persiste, c’est pourquoi la dernière 
étape est nécessaire.  
 
 
Figure 27 : Seconde étape du template T1 in-vivo, recalage élastique 
 





La dernière étape nécessaire à l’obtention du template est le recalage 
difféomorphique. Ce dernier modifie de façon assez agressive et locale la topologie des 
images. Le but ici est de diminuer les différences entre chacun des sujets pour pouvoir les 
fusionner au mieux, et ainsi obtenir le template. Les paramètres pour cette étape sont 
présentés dans le tableau ci-dessous.  
 
Tableau 10 : Paramètres du recalage difféomorphique pour le template T1 in vivo 
Type de recalage Métrique de similarité 
 
Itération Seuil Facteur de sous 
échantillonnage 
Difféomorphique Intercorrélation 100x50x25 1.10-3 2x1x0 
 
 
Pour cette étape, la métrique et l’algorithme utilisés pour calculer la déformation de 
l’image diffèrent de ceux de l’étape précédente. L’inter-corrélation a été utilisée pour cette 
étape, le but étant d’obtenir un résultat assez similaire entre les sujets et la référence. 
D’ailleurs, la référence est la nouvelle estimation du template créée lors de la seconde étape, 
mais les images qui sont recalées à cette référence sont de nouveau les images issues de la 
première étape [150].  
 
 
Figure 28 :  Seconde étape du template T1 in-vivo, recalage difféomorphique 
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Création du template avec crâne 
 
 
Figure 29 : Template T1 in-vivo avec ajout du crane 
 
En plus du template que l’on vient de mettre en place, qui est seulement constitué du 
cerveau, un second template incluant le crâne a ensuite été réalisé. Pour cela, la 
transformation subie par chaque sujet est appliquée à son image avant segmentation, puis un 
masque du cerveau est inversé pour n’obtenir ainsi que le crâne. Il est ensuite filtré avec une 
gaussienne pour diminuer les effets de « ghosting ». Il est ensuite combiné avec le template 
T1 « cerveau seul ». On obtient ainsi un template identique en ce qui concerne le cerveau mais 
qui présente l’avantage d’inclure le crâne, ce qui peut s’avérer utile dans le cas où une étude 
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Template T2 in vivo 
 
Segmentation des cerveaux et normalisation d’intensité 
 
Dans la mesure où les séquences pondérées en T1 et en T2 ont été acquises au cours 
du même examen IRM avec le même champ de vue et le même centrage pour chaque sujet, 
les segmentations effectuées sur les images T1, issues de la méthode de segmentation par 
contours actifs, peuvent donc être directement réutilisées pour les images T2. Les images 
subissent également les mêmes traitements de normalisation d’intensité et de centrage que 
les images T1. 
 
Recalage et création du template 
 
Les étapes de recalage utilisées pour le template T2 in vivo sont les mêmes que celle 
utilisées pour le template T1 in vivo. La même méthode est également appliquée pour obtenir 
















Figure 31 : Template T2 in-vivo 
 
 
Templates T1 et T2 ex vivo, utilisation des images acquises sur tête entière 
 
Segmentation des cerveaux et normalisation d’intensité 
   
 En ce qui concerne les images pondérées en T1 et en T2 obtenues en conditions 
ex vivo sur tête entière, la méthode de segmentation est différente de celle utilisée pour la 
version in vivo du template. La segmentation manuelle ou même semi-
automatique/supervisée présente l’inconvénient d’être trop variable sur deux réalisations de 
la même segmentation, même si elles sont effectuées par la même personne [145]. Etant 
donné que l’on possède déjà les acquisitions in vivo de chaque chien avec une segmentation 
du cerveau, il suffit de réaliser un simple recalage entre les images acquises in vivo et les 
images acquises ex vivo pour chaque individu afin d’obtenir une segmentation du cerveau. La 
reproductibilité est ainsi plus forte que si les segmentations avaient été réalisées 
manuellement. Les images ont ensuite été normalisées et centrées de la même façon que 









Recalage et création des templates 
 
Les étapes de recalage des images acquises ex vivo sur tête entière sont assez similaires 
à celles réalisées pour les images acquises in vivo. Les légères modifications sont notamment 
liées à la résolution plus élevée des images ex vivo. La première étape reste un recalage affine, 
avec comme référence le premier individu de la série. Les paramètres utilisés sont présentés 
dans les tableaux ci-dessous.  
 
 








Type de recalage Métrique de similarité 
 
Itération Seuil Facteur de sous échantillonnage 
Affine Information mutuel 500x500x150 1.10-8  4x2x1 vox 
Elastique Information mutuel 100x50 0.5 4x2 vox 
Difféomorphique Intercorrélation 50x50x25 0.5 3x2x1 vox 
Type de recalage Métrique de similarité 
 
Itération Seuil Facteur de sous échantillonnage 
Affine Information mutuel 500x500x150 1.10-8  4x2x1 vox 
Elastique Information mutuel 200x200x50 1.10-2 4x2x1 vox 
Difféomorphique Information mutuel 200x50 0.5 2x1 vox 




 Figure 32 : De haut en bas : Template T1 post-mortem, Template T1 post-mortem avec crâne, Template 
T2 post-mortem, Template T2 post-mortem avec crâne 
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Mise en place du template DTI 
Segmentation des cerveaux et choix méthodologiques 
 
Dans le cas des images obtenues avec l’acquisition DTI, la réalisation d’un masque est 
plus simple que pour les images pondérées en T1 et T2. Contrairement à ces dernières, les 
acquisitions pondérées en diffusion sont quantitatives et mesurent indirectement la diffusion 
au sein du cerveau. Un masque du cerveau a été réalisé via le logiciel DSI studio. 
 
Pour ce template, les recalages seront effectués sur les images b0. Ce choix présente 
deux avantages : 
 
- Les images b0, qui ne sont pas pondérées en diffusion, sont assez proches des 
images pondérées en T2, ce qui permettra un recalage plus simple du template 
DTI vers les autres éléments du template. 
   
- Réaliser les étapes de recalage sur les images b0 permet de simplement 
l’appliquer aux autres directions et ainsi d’obtenir un template de l’acquisition 
DTI elle-même. 
 
Il est ainsi possible d’utiliser ce template d’acquisitions pondérées en diffusion pour 
réaliser la tractographie des fibres. Ce qui nous permet de créer un atlas des fibres de la 
substance blanche chez le chien. 
 
Recalage et création du template 
 
Le template DTI est créé à travers les trois mêmes étapes de recalage que les templates 
T1 et T2. Cependant, comme le recalage va être calculé par rapport au b0, et les transformées 
simplement appliquées au reste des directions, l’alignement des directions reste essentiel. Les 
vecteurs des directions de sensibilisation à la diffusion ont aussi été ajustés en conséquence. 
Les paramètres pour les recalages sont présentés dans le tableau suivant :  
 
 





Tableau 12 : Paramètres de recalage pour le template DTI in-vivo 
Type de recalage Métrique de similarité 
 
Itération Seuil Facteur de sous échantillonnage 
Affine Information mutuel 100x100x150 1.10-3  3x2x1 vox 
Elastique Information mutuel 100x100x50 0.5 3x2x1 vox 
Difféomorphique Information mutuel 50x25 0.5 2x1 vox 
 
Une fois le template DTI réalisé, il est possible d’en calculer les cartes de FA et de 




Figure 33 : Template DTI issue des acquissions de diffusion. (A) Image composé du tenseur de diffusion et de la 
RGB (B) MD (C) FA (D) image b0 
 
 




Tractographie des fibres de la substance blanche à partir du template DTI 
 
Une fois les Templates réalisés, il est possible de réaliser la tractographie des fibres de 
la substance blanche. L’avantage de réaliser la tractographie est le gain de signal obtenu. Le 
moyennage réalisé via la mise en place du template permet de réduire le bruit présent sur 
l’image et ainsi de pouvoir obtenir une fraction d’anisotropie et un tenseur plus juste. Le 
logiciel DSI studio a été utilisé pour réaliser les traitements des acquisitions et le calcul du 
tenseur de diffusion. Pour la tractographie, un seuil moyen de 0,2 pour la FA a pu être mis en 
place afin d’avoir une confiance raisonnable dans les fibres trouvées. La tractographie a été 
réalisée de façon déterministe pour renforcer sa reproductibilité. Des ROI, ROA et régions 
« seed » (régions servant de départ à la tractographie) ont été utilisées pour isoler les tractus 
voulus.  Actuellement, cinq ensembles de fibres ont pu être isolés : Le cingulum, le corps 
calleux, le Fornix, la commissure antérieure et la capsule interne. Tous les ensembles de fibres 
ont été validés par des anatomistes. 
 
 
Figure 34 : Tractographie issue du template DTI. (A)Commissure antérieure (B) Capsule Interne (C) Corps calleux 
(D) Cingulum (E) Fornix (F) Image de l’isosurface du cerveau avec les cinq fibres isolées 
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Il est aussi intéressant de permettre le placement de régions d’intérêt potentiel pour 
placer les « seed » qui serviront à réaliser les tractographies des différents ensembles de 
fibres. Ceci permettra à de futures études d’avoir un pré-paramétrage pour isoler un ensemble 
de fibres particulier de façon automatique sur tous les individus. A l’heure actuelle cette partie 
n’est pas finalisée, lors de la tractographie, certains ajustements sont nécessaires pour obtenir 
l’ensemble de fibres voulu. Pour obtenir des pré-positionnements plus justes, la réalisation de 
régions d’intérêt plus globales doit être faite. 
 
Segmentation des tissus, régions d’intérêt et cartes paramétriques 
Des éléments supplémentaires peuvent être ajoutés aux templates afin d’enrichir 
l’atlas tels que la segmentation des différents tissus, la définition de régions d’intérêt (ROI) 
pour initialiser le processus de tractographie et les cartes paramétriques. 
 
Segmentation des tissus 
  
Dans certain cas, la segmentation automatique des tissus repose sur la normalisation 
d’une image avec un atlas, transférant la segmentation associée à l’atlas dans l’espace de 
l’image cible. On obtient ainsi, non pas une segmentation binaire, mais ce que l’on pourrait 
appeler des cartes de probabilité d’appartenance [151]. Plutôt que d’attribuer une valeur 
binaire à chaque voxel pour savoir s’il s’exprime ou non, chaque voxel se voit assigner une 
valeur allant de 0, si l’on est certain que le voxel n’appartient pas à la segmentation, à 1 pour 
le cas où le voxel appartient à la segmentation. Ce genre d’images se traduit généralement 
par un gradient plus ou moins fort sur le contour de la segmentation. Deux méthodes peuvent 
être utilisées pour finaliser cette segmentation et obtenir des masques des différents tissus. 
 
La plus simple et la plus rapide correspond à la mise en place d’un seuil uniquement 
sur la valeur du masque. Dans le cas d’une segmentation assez large, comme celle du cerveau, 
la zone indéterminée n’est pas très importante par rapport à la taille de la région, un choix 
arbitraire de seuil peut donc suffire à obtenir une segmentation cohérente. 
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Une seconde méthode serait de prendre en compte les valeurs des voxels de l’image 
ou d’autres segmentations voisines. Dans certains cas, plusieurs segmentations peuvent être 
transposées sur l’image cible. Par exemple, dans le cas d’une segmentation des régions 
corticales, plusieurs régions peuvent se chevaucher à leur interface. Cette méthode permet 
d’avoir un seuil plus relatif pour obtenir une segmentation finale. 
 
Dans notre étude, les segmentations du cerveau, de la substance blanche, de la 
substance grise et du LCS ont été effectuées sur le template T2 post-mortem. Les cartes de 
probabilité peuvent donc être calculées pour une image cible. Cette méthode n’est pas idéale, 
le masque ne devant pas être réalisé directement sur le template. Pour obtenir une 
segmentation par normalisation au template, il faudrait réaliser un masque des différents 
tissus via l’application des trois différentes transformées appliquées aux images sur les 
segmentations respectives. On obtient ainsi ce qui correspondrait plus à une carte de 
probabilité du tissu [145]. Cette étape sera réalisée par la suite. 
 
 
Figure 35 : Masque temporaire des tissus, de gauche à droite : Substance grise, LCS, substance blanche, Labélisation 
des pixels. 
 
 Régions d’intérêt  
 
Même si les régions d’intérêt (ROI) sont théoriquement des segmentations, elles en 
sont séparées ici car l’utilisation qui en est faite est différente : plus que d’isoler un élément, 
elles permettent de réaliser la tractographie des fibres de substance blanche. Leur calcul se 
déroule de la même façon que celui explicité précédemment pour les segmentations, seule la 
finalité change puisque le but est d’initialiser le processus de tractographie.  
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 Cartes paramétriques 
 
Les cartes paramétriques de FA et MD (figure 31) qui ont été calculées via le template 
DTI constituent le dernier élément composant notre atlas. Avoir ce genre de carte 
paramétrique donne l’avantage de pouvoir être utilisé comme image de référence pour la 
normalisation d’une image. Ce cas peut arriver pour des analyses voxel-à-voxel sur un groupe 
malade avec les cartes paramétriques de la population saine. Cela peut aussi être utile pour 
guider le préplacement des régions d’intérêt pour la tractographie. 
Coupes histologiques 
En plus des différentes images IRM acquises pour la mise en place de cet atlas, des 
coupes histologiques de l’un des encéphales isolés de la boîte crânienne ont été réalisées. 
L’encéphale a été choisi de façon arbitraire après les acquisitions IRM ex vivo. Le principe est 
d’obtenir un atlas dont le spectre s’étend de l’exploration in vivo avec des images IRM à 
l’histologie, la méthode de référence pour l’exploration des tissus. L’intérêt d’avoir les coupes 
histologiques est aussi de pouvoir contourer et légender les différentes structures cérébrales 
de manière précise sur les coupes histologiques et de pouvoir ensuite avoir la correspondance 
de ces régions sur les images IRM. Pour l’instant les coupes histologiques n’ont pas été 
annotées.  
 
Les coupes histologiques de cet encéphale ont été réalisées par NeuroScience 
Associates, un laboratoire américain situé à 10915 Lake Ridge Drive, Knoxville. L’encéphale a 
été inclus dans son intégralité dans une matrice de gélatine selon une technique brevetée par 
le laboratoire, puis entièrement coupé en congélation de manière transversale tous les 50 μm 
jusqu’à épuisement du bloc. Une coloration de Weil et une coloration de Nissl, qui mettent 
respectivement en évidence la substance blanche et la substance grise, ont été réalisées 
toutes les vingt sections, ce qui correspond à une coupe colorée tous les millimètres. Les 
détails concernant l’inclusion, la section et les colorations de l’encéphale peuvent être 
retrouvés dans le livre « The Beagle Brain in Stereotaxic Coordinates » [152], pour lequel le 
même laboratoire avait été sollicité. 
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Centre trente-quatre lames ont ainsi été obtenues (soixante-sept lames par 
coloration), qui ont ensuite été scannées au Centre de Microscopie Electronique Appliquée à 
la Biologie (CMEAB) de l’Université Paul Sabatier, situé à la faculté de médecine de Rangueil à 
Toulouse. Le scanner utilisé est un « Hamamatsu C10790-12 », le FOV (Field of View) a été fixé 
à son maximum 61,2 mmx51 mm, les lames étant parfois tout juste entièrement comprises 
dans le FOV. Des réajustements du scanner ont été nécessaires pour pouvoir scanner les lames 
correctement. Le grossissement était de x20 pour une résolution de 134400x111872 pixels. 
Les fichiers bruts obtenus sont au format propriétaire «.ndpi » et ont dû être passés en JPEG 
via le logiciel « NDP view 2 » pour pouvoir être traités. 
 
 
Figure 36 : Images des coupes histologiques ; Ligne supérieure : Coloration de Weil ; Ligne Inférieure : Coloration 
de Nissl 
 
Une fois converties en JPEG, ces images vont être traitées pour pouvoir être ajoutées 
à l’atlas stéréotaxique. Cependant deux problèmes se posent. Tout d’abord, la résolution des 
images et bien trop supérieure aux images IRM. Pour pouvoir mettre les deux indices dans un 
même espace stéréotaxique, il faut modifier l’échantillonnage de l’un des deux. Ensuite les 
lames ne sont pas parfaitement alignées. La présence de repères sur les lames va permettre 
de réaliser cette tâche avec précision. 
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Ces deux problèmes auraient pu être réglés directement, rendant notre histologie 
prête pour être normalisée avec le reste de l’atlas. Cependant, dans le cas d’une étude qui 
comporterait de l’histopathologie, pouvoir normaliser des IRM et des coupes histologiques 
intra-étude pourrait être un point positif. Ces étapes sont donc réalisées via le développement 
d’une fonctionnalité du logiciel décrit par la suite. 
Bilan sur l’atlas mis en place 
Finalement, notre atlas est actuellement composé de cinq templates, comprenant des 
acquisitions T1, T2 et DTI in vivo et des acquisitions T1 et T2 ex vivo avec une meilleure 
résolution spatiale (0,5 mm isotrope) obtenues sur un groupe de 24 chiens de race Beagle. Les 
acquisitions T1, T2, DTI ex vivo sur encéphales isolés enrichiront l’atlas une fois la dernière 
étape des acquisitions terminée. L’atlas comporte en outre : la segmentation du cerveau et 
les cartes de probabilité de la substance blanche et de la substance grise et du liquide céphalo 
rachidien ; les ROI pré-placées pour initier la reconstruction des principales structures de 
substance blanche (fibres commissurales, fibres d’association, fibres de projection) et enfin 
les cartes paramétriques de FA et MD. Pour finir, même si elles sont indirectement placées 
dans l’espace stéréotaxique, les coupes histologiques font aussi partie de notre atlas. La figure 
36 montre l’ensemble des éléments mis en place pour l’atlas.  
 
(A)(1) Template T1 in-vivo (2) Template T1 in-vivo avec crâne (3) Template T2 in-vivo (4) 
Template T2 in-vivo avec crâne 
(B)(1) Template T1 post-mortem (2) Template T1 post-mortem avec crâne (3) Template T2 
post-mortem (4) Template T2 post-mortem avec crâne 
(C)(1) Masque substance grise (2) Masque substance blanche (3) Masque LCS (4) Labélisation 
des pixels (5) Exemple de prédisposition de ROI pour la tractographie 
(D)(1) Template FA (2) Template MD (3) RGB/tenseur de diffusion (4) Tractographie issue du 
template DTI 
(E)(1) T1 post-mortem cerveau seul (2) T2 post-mortem cerveau seul (3) QA (équivalent FA de 
la QBI) post-mortem cerveau seul (4) Tractographie issue de la QBI réalisée sur le cerveau seul. 
(F)(1) Coupe Histologique coloration Weil (2) Superposition T2 post-mortem cerveau seul et 
histologie (3) Coupe Histologique coloration Nissl 




 Figure 37 : Image bilan de l’atlas 
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CREATION D’UN LOGICIEL POUR PERMETTRE L’UTILISATION DE L’ATLAS LORS 
D’ETUDES FUTURES 
Introduction et enjeux 
La méthodologie mise en place pour obtenir l’atlas stéréotaxique du Chien Beagle vient 
d’être présentée. Même si la plupart du temps, la réalisation d’un atlas stéréotaxique est une 
fin en soi [145], [150], [152]–[156], il est plus intéressant de délivrer l’atlas avec un outil 
permettant son utilisation [151].   
 
Le choix a donc été fait, dans le cadre de cette thèse, de développer un logiciel qui 
englobera l’atlas et les méthodologies mises en place, le but étant de pouvoir les rendre 
facilement utilisables tout en permettant son évolutivité par la suite.  
Choix du langage et des librairies 
Le premier choix à faire est celui du langage à utiliser. Comme explicité précédemment 
concernant le choix des outils numériques, le langage C++ apparaît comme un candidat 
perspicace pour cette tâche, permettant notamment d’inclure certaines librairies très 
performantes comme ITK, VTK, Open CV, CUDA ou ANTs. Toute ces librairies « open-source » 
pourront donc faire partie intégrante de notre logiciel. La partie interface avec l’utilisateur est 
développée via la librairie Qt, d’autres choix auraient pu être faits à ce niveau mais cette 
dernière apporte un portage potentiellement plus souple par la suite. 
Développement du logiciel 
Le logiciel doit répondre à certains critères pour pouvoir être utilisé correctement. 
D’autres fonctionnalités pourront être développées par la suite mais celles décrites ci-dessous 
doivent être mises en place avant toute distribution. 
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Aspect « Viewer » 
 
Le logiciel doit contenir une composante permettant de visualiser les images à traiter. 
Même si des logiciels sont déjà très performants et probablement utilisés par l’utilisateur pour 
lire les fichiers NifTI, les problèmes soulevés précédemment concernant les méthodes de 
description de l’orientation des fichiers NifTI nous ont amenés à prévoir un espace explicite 
pour l’affichage afin d’éviter certaines incompatibilités. 
 
Le choix a donc été fait de réaliser un viewer séparé en trois fenêtres montrant chacune 
un axe différent de l’image. Grâce à la librairie VTK, plusieurs manipulations dans l’espace 3D 
sont facilement accessibles. Le viewer est présent avant tout dans le but de pouvoir vérifier 
qualitativement les calculs réalisés sur une image et ne permet pas encore de les quantifier, 
même si ce dernier permet l’utilisation d’un pointeur pour obtenir l’adresse et la valeur d’un 
voxel. L’inconvénient actuel du viewer est le fait qu’il ne puisse pas être ouvert sous plusieurs 
instances, obligeant ainsi l’utilisateur a changé l’image principale pour pouvoir visualiser une 
autre image.  
Figure 38 : Capture d’écran du logiciel, en version alpha (en cours de développement) avec le template T1 post-
mortem sélectionné.  
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Segmentation des tissus et positionnement des ROI 
 
La transposition des différentes segmentations et ROI de l’atlas sur une image est l’une 
des fonctionnalités les plus intéressantes pour permettre de comparer l’intensité moyenne 
d’une région entre différents individus (sains et malades par exemple) ou pour disposer de 
régions pour l’initiation du processus de tractographie. Les contraintes étant différentes pour 
la segmentation du cerveau et la segmentation des ROI et des compartiments internes de 
l’encéphale, les méthodes sont présentées séparément. 
 
Segmentat ion automatique du cerveau 
 
Dans le cas où l’on voudrait simplement obtenir un masque du cerveau pour l’extraire 
du reste de l’image, il est possible, pour gagner du temps, d’utiliser des recalages agressifs. Si 
on réalisait une sous-quantification d’une image, à la même résolution, le cerveau serait 
fortement séparé du reste du crâne ce qui est notamment dû au fait qu’il est entouré de LCS 
et donc d’un spectre d’intensité très restreint. Pour l’obtention d’un masque englobant le 
cerveau, le respect de la topologie des tissus qui le composent n’est pas nécessaire tant que 
le contour de celui-ci est respecté. 
 
Segmentat ion des  autres t issus et  des régions d’intérêt  
 
Dans le cas de la segmentation des différents compartiments de l’encéphale, le respect 
de la topologie interne du cerveau devient primordial et la méthode décrite ci-dessus n’est 
donc plus possible. Il faut alors se tourner vers un recalage plus souple, à plusieurs étapes, 
pour lequel le template sert en général à transposer les segmentations dans l’espace de 
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Tableau 13 : Paramètre temporaire pour la segmentations des tissues 
 
Les tissus peuvent aussi être obtenus à l’issue de la normalisation, mais dans ce cas 
l’image cible sera exprimée dans l’espace stéréotaxique de l’atlas. Dans certains cas, il vaut 
mieux minimiser les modifications appliquées à l’image que l’on veut étudier. 
 
Normalisation avec un template 
 
L’intérêt principal de notre logiciel est de pouvoir normaliser des images sur les 
templates mis à disposition, dans le but de segmenter des compartiments ou régions d’intérêt 
ou de normaliser une série d’images issues de différents individus afin de pouvoir les 
comparer. 
 
Pour réaliser cette étape, une méthodologie assez proche de celle employée pour la 
mise en place des templates est utilisée ; elle présente toutefois une option supplémentaire 
car elle prend en considération le cas où l’utilisateur dispose de plusieurs types de 
pondérations pour chaque individu.  
 
Le logiciel et l’atlas étant toujours en développement et en amélioration, les 
algorithmes et méthodes suivants sont mis en place avant tout pour montrer les différentes 
fonctionnalités possibles et envisageables, et ces derniers devront être modifiés. Par 
l’évolution de l’atlas, l’avancement du développement du logiciel au regard de la distribution 
de ces derniers, et des potentiels tests réalisés sur des images n’ayant pas été incluses dans la 




Type de recalage Métrique de similarité 
 
Itération Seuil Facteur de sous échantillonnage 
Affine Information mutuel 100x100x50 1.10-3 4x2x1 vox 
Elastique Information mutuel 100x50 0.5 4x2 vox 
Difféomorphique Intercorrélation 50x25 0.5 4x2x1 vox 
Mise en place d’un atlas stéréotaxique IRM et histologique chez le chien 
116 
 
Normalisat ion des images obtenues avec une seule pondération 
 
Dans le cas où une seule pondération est utilisée, la méthodologie se rapproche de 
celle employée pour la mise en place des templates, cependant chaque itération est beaucoup 
moins agressive. L’objectif ici est de pouvoir comparer les images entre elles, les différences 
ne doivent pas donc être autant lissées que lors de la création du template. Les paramètres 
des recalages sont les suivants : 
 
Tableau 14 : Paramètre temporaire pour la normalisation 
 
 
Normalisat ion des images obtenues avec plusieurs  pondérat ions  
 
Dans la plupart des études IRM, plusieurs pondérations sont réalisées dont les 
pondérations T1 et T2 qui sont des images standards. Dans ce cas, les différentes pondérations 
peuvent être utilisées pour réaliser le recalage et ainsi obtenir une transformation 
potentiellement plus juste. Selon les cas, les différentes images cibles d’un même individu 
peuvent ne pas être totalement orientées et centrées de la même façon. Comme expliqué 
précédemment, l’orientation décrite par la seconde méthode du header NifTI utilise le centre 
des gradients ; il se peut donc que les différentes images aient besoin d’un recalage très 
succinct pour s’assurer de leur parfait alignement sans quoi l’étape suivante n’aurait aucune 
chance de succès. La normalisation peut ensuite être effectuée en pondérant les fonctions de 
coût issues de chacune des modalités participant au recalage.  




Type de recalage Métrique de similarité 
 
Itération Seuil Facteur de sous échantillonnage 
Affine Information mutuel 500x500x150 1.10-8  4x2x1 vox 
Elastique Information mutuel 100x50 0.5 4x2 vox 
Difféomorphique Intercorrélation 50x50x25 0.5 3x2x1 vox 
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Recalage entre deux images 
 
Même si cette étape n’utilise pas l’atlas, il peut être utile de pouvoir réaliser des 
recalages entre différentes images lors de la mise en place du traitement d’images médicales. 
Pour cela, plusieurs recalages seront disponibles pour l’utilisateur.  
Traitement de l’histologie par CUDA 
Problématiques liées aux coupes histologiques numérisées 
 
Jusqu’à présent, les images traitées pour la mise en place de l’atlas étaient des 
acquisitions IRM. Bien qu’elles correspondent à une succession de plusieurs images 2D, la 
quantité de données à traiter n’est pas élevée car la résolution spatiale est faible par rapport 
à leur champ de vue. Cependant, les coupes histologiques sont scannées à une bien plus basse 
résolution spatiale (134400x111872x67 pixels pour un volume de lame histologique contre 
aux alentours de 200x200x150 pixels pour une image IRM) pour un champ de vue globalement 
équivalent, ce qui pose un problème en termes de quantité de données.  
 
Dans notre cas, nous voulons mettre en place un atlas pour lequel l’histologie constitue 
un apport complet : il nous faut donc utiliser toutes les coupes histologiques. En général, le 
sous-échantillonnage des coupes histologiques est une des solutions proposées pour résoudre 
le problème de quantité de données à traiter. Même préalablement sous-échantillonnées, les 
lames histologiques qui sont en couleur et donc codées sous trois canaux différents, 
représentent une très grande quantité de données. C’est pour cela qu’un algorithme allant le 
plus rapidement possible est nécessaire : l’architecture CUDA ainsi que les GPU apparaissent 
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Mise en place d’une reconnaissance de pattern  
 
Les coupes tissulaires n’étant pas exactement placées de la même façon sur les lames 
de verre et un léger décalage issu du positionnement des lames lors de leur numérisation 
étant présent, il est nécessaire de réaligner les coupes histologiques dans un premier temps. 
Pour aider à leur réalignement, les coupes histologiques possèdent chacune des points de 
repères fixe. Ainsi, le choix a été fait d’implémenter un algorithme en C++, avec les librairies 
CUDA, pour réaligner toutes les coupes histologiques ensemble de façon efficace et rapide. 
 
 
Figure 39 : Les trois repères permettant le réalignement dans notre cas 
 
 
Dans le but d’améliorer les possibilités avec le logiciel et l’atlas, la méthode mise en 
place est potentiellement utilisable sur d’autres coupes histologiques. Le réalignement se fera 
donc de façon supervisée.  
 
Tout d’abord, il faut retrouver la position exacte des différents repères des coupes 
histologiques. Une sélection manuelle du repère est donc réalisée, ceci permettra de réaliser 
l’opération de façon semi-automatique sur différentes séries de coupes histologiques à partir 
du moment où celles-ci possèdent les repères nécessaires à leur réalignement dans leur 
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champ de vue. Les coupes histologiques sont sous-échantillonnées pour cette étape, un tel 
traitement sur l’image histologique brut demanderait des ressources non disponibles pour 
cette étude. 
 
Pour réussir à détecter les patterns précisément, il faut à la fois établir un critère de 
ressemblance entre deux images données et être capable de déterminer les caractéristiques 
géométriques du pattern : position, orientation ou mise à l’échelle [157]. Dans notre cas, les 
lames ont été scannées avec le même champ de vue et la même résolution, une mise à 
l’échelle n’est donc pas nécessaire.  
 
Pour caractériser la ressemblance entre deux images, la première solution est de 
mesurer la somme des différences au carré des pixels, deux à deux. Seulement, un faible 
changement d’éclairage peut modifier la valeur obtenue par ce critère et faire échouer la 
reconnaissance. Pour cela, on préfère utiliser la corrélation des deux images que l’on suppose 
de taille identique [157]. Le critère c s’exprime donc de la façon suivante : 
 













Avec w et h respectivement la largeur et la hauteur des images à comparer, 𝑃௘௡௖௢ௗ௔௚௘ 
la profondeur d’encodage choisie, ici on se place dans le cas particulier d’une image exprimée 
sur un seul canal, 𝐼ଵ et 𝐼ଶ étant les images que l’on veut comparer. 
 
Lorsque les images sont identiques, le coefficient de corrélation vaut 1. Lorsque la 
dissemblance est maximale, le coefficient vaut -1. Pour décider de la ressemblance ou non des 
images, un seuil est utilisé. Pour obtenir un rendu plus discriminant, il est possible de réaliser 
ce critère sur une échelle logarithmique, le but étant ici d’avoir un comportement proche 
d’une gaussienne en deux dimensions avec pour centre la position de notre pattern.  




Figure 40 : Image du critère de ressemblance de chaque zone de l’image avec le pattern sélectionné 
 
 
Figure 41 : coupe histologique une fois recalée au reste des coupes histologiques, les bandes noires sur les côtés 
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Préparation des images pour le recalage entre histologie et IRM 
 
Une fois les coupes histologiques réalignées, elles peuvent être couplées dans un 
même espace 3D pour faciliter leur visualisation en mode « superposition » avec les images 
IRM pour des comparaisons qualitatives. Les deux colorations ayant été réalisées sur le même 
cerveau, un volume comprenant les deux colorations pourra être créé, les coupes 
histologiques de chaque coloration s’alternant. Lorsque ce volume 3D sera réalisé, l’histologie 
pourra être recalée à l’espace stéréotaxique du template en passant par l’image T2 ex vivo du 
cerveau utilisé pour la réalisation des lames histologiques. Le recalage sera réalisé en utilisant 
comme images cibles et références les images passées par un filtre de détection de contour, 
tel que le filtre de Sobel. Actuellement, le développement de cette partie se fait de façon à ce 
qu’un utilisateur ayant aussi réalisé des coupes histologiques en plus de ses images IRM, 
puissent rapidement et simplement les corréler.  
 
 
Figure 42 : Capture d’écran lors de l’utilisation du programme CUDA pour le recalage des coupes histologique avec 
les images IRM. (A) L’utilisateur sélectionne le pattern à reconnaitre (B) Le pattern est validé (C) le critère de ressemblance 
est calculé et trois coordonnées sont extraites de l’image (D) L’utilisateur peut sélectionner une zone de son image IRM et 
obtenir la région correspondante de l’histologie. Cette version du programme a été développée dans le cadre d’une 
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Etat du développement et perspectives 
Le développement de ce logiciel est toujours en cours. Il sera poursuivi à la suite de 
cette thèse de façon à pouvoir être distribué à la communauté. Cependant, même une fois le 
développement des fonctions terminé et une version alpha robuste mise en place, une tâche 
importante sera de réaliser la distribution, et surtout de la rendre la plus simple et réalisable 
sur différents systèmes.  
 
Le principal problème proviendra du nombre assez important de librairies utilisées qui 
demandent des compilations spécifiques au système devant être réalisées par l’utilisateur. Le 
développement de toutes les fonctionnalités expliquées ci-dessus seront finalisées. D’autres 









 Finalement, nous avons pu réaliser un atlas du chien Beagle, comportant des templates 
IRM pour différentes modalités et à différentes étapes in vivo et ex vivo. Des cartes 
paramétriques ont aussi été mises en place, calculées à partir du template d’acquisitions 
pondérées en diffusion. Des cartes de probabilité pour différents tissus et des régions d’intérêt 
utiles à la tractographie ont également été construites. Enfin, en plus des indices IRM, des 
coupes histologiques ont aussi été associées à l’atlas. 
 
 Ceci nous permet d’avoir un atlas complet, allant de façon graduelle de l’IRM - standard 
de l’imagerie non invasive in vivo- aux coupes histologiques, standards pour l’imagerie ex vivo. 
Cet atlas comble les manques que présentaient les quelques templates et atlas déjà existants :  
il est basé sur un grand nombre d’individus de la même race, sur plusieurs modalités d’IRM, 
sur différentes étapes allant de l’IRM in vivo à l’histologie en passant par l’IRM post-mortem. 
De plus, un logiciel est en cours de développement afin de simplifier et d’homogénéiser la 
distribution et l’utilisation des outils mis en place. Les méthodologies élaborées pourront donc 
être facilement utilisables via ce dernier. Le but de ce projet étant de permettre la réalisation 
d’études chez le Chien, dans le cadre du syndrome de dysfonctionnement cognitif canin 
notamment. Le logiciel pourra répondre à ce besoin.  
 
 Par la suite, plusieurs axes d’amélioration peuvent être envisagés, notamment par 
l’implication de la communauté. Lors de congrès, il a été possible de présenter le logiciel à 
plusieurs chercheurs en médecine vétérinaire, ces derniers ont montré un intérêt ainsi qu’une 
motivation à suivre et aider au développement du logiciel. Le premier point sera de réaliser 
des tests sur différents systèmes et différents ensembles de données. Le retour des 
utilisateurs permettra la mise en évidence de problèmes ou d’éléments manquants qui 
permettront de sensiblement améliorer le logiciel. 
 
 Dans un second temps, une fois le logiciel distribué, il sera possible de commencer à 
réunir les données des différents utilisateurs pour mettre en place des méthodologies plus 
poussées qu’actuellement, comme par exemple la réalisation de segmentations automatiques 
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via un réseau de neurones. Une autre amélioration, qui n’est cependant pas prévue, serait 
l’ajout des deux autres groupes morphologiques canins (brachycéphales et dolichocéphales), 
ce qui permettrait de couvrir toute l’espèce canine. Ce point n’est pas forcément prioritaire, 
le Beagle étant le chien majoritairement utilisé comme modèle d’étude en neurosciences. 
Mais cet ajout pourrait permettre, entre autres, la mise en place d’études chez le modèle 
canin spontané de gliomes diffus, qui est majoritairement brachycéphale.  
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CHAPITRE 3: FAISABILITE 
DE LA TRACTOGRAPHIE DE 
CHEVAL 





La tractographie, une technique non invasive permettant de reconstruire les faisceaux 
de substance blanche à partir de l’imagerie du tenseur de diffusion (DTI), est de plus en plus 
utilisée pour l’exploration du cerveau chez les animaux domestiques. En ce qui concerne le 
Cheval, une telle technique pourrait être utile pour améliorer notre connaissance de la 
connectivité structurale ou pour observer des modifications structurelles de la substance 
blanche potentiellement associées à des pathologies neurodégénératives. Le but de cette 
étude est de montrer la faisabilité des acquisitions DTI et de la tractographie chez le Cheval, 
et d’apporter une description morphologique des principaux faisceaux de fibres. Des images 
issues de la DTI et de l’imagerie de susceptibilité magnétique (SWI pour Susceptibility 
Weighted Imaging en anglais) d’un encéphale de Cheval ont été acquises post-mortem avec 
un scanner IRM 3T et deux antennes de surfaces. Les principaux faisceaux de fibres 
commissurales, d’association et de projection ont été reconstruits et superposés sur les 
images issues de la SWI ou les cartes de FA. Nos résultats démontrent la faisabilité des 
acquisitions DTI post-mortem pour reconstruire les principaux ensembles de fibres de 
substance blanche chez le Cheval. De nouvelles acquisitions ainsi que les dissections 
correspondantes de l’encéphale du Cheval demeurent toutefois nécessaires pour valider ces 
résultats et mettre en place un atlas IRM des faisceaux de substance blanche du Cheval 











Comme nous l’avons expliqué dans le chapitre 1, l’imagerie du tenseur de diffusion 
(DTI) est l’une des méthodes IRM les plus populaires et les plus utilisées [158] pour 
l’exploration et la description des fibres de substance blanche dans le cerveau. Pour rappel, la 
DTI évalue l’architecture des tissus grâce au mouvement intrinsèque des molécules d’eau. Les 
fibres de la substance blanche peuvent être reconstruites entièrement en suivant la direction 
décrite par une ellipsoïde, calculée pour chaque voxel de l’image, qui donne l’orientation des 
fibres comprises dans ce voxel. Cette méthode de reconstruction des fibres, la tractographie, 
permet de réaliser une dissection virtuelle tri-dimensionnelle des fibres de la substance 
blanche [159]. 
 
Comme la tractographie basée sur la DTI permet d’observer l’intégrité de la substance 
blanche, elle a été largement utilisée chez l’Homme pour déterminer le pronostic et/ou le 
diagnostic de différentes pathologies cérébrales tel que l’accident vasculaire cérébral, les 
maladies neurodégénératives et les tumeurs cérébrales [160]–[169]. Du fait d’un accès 
croissant des mammifères domestiques à des scanners IRM de 1,5T ou 3 T [170]–[173], cette 
technique est de plus en plus utilisée pour la description de l’anatomie de la substance blanche 
[170], [173], [174] et de la connectivité structurale [175]–[177] des mammifères domestiques. 
L’obtention de ces données anatomiques présentent un intérêt particulier car elles peuvent 
avoir des applications à la fois en médicine vétérinaire et en recherche expérimentale. En 
effet, comme nous l’avons déjà démontré, les mammifères domestiques sont de plus en plus 
utilisés comme des modèles d’étude pour l’Homme du fait de leur capacité à développer 
spontanément certaines maladies neurologiques humaines (telles que la MA [30], [178], la 
maladie de Parkinson [179], [180], certaines maladies de surcharge lysosomale [181], [182] ou 
encore des tumeurs cérébrales comme les gliomes diffus). 
 
Cependant, la validation de la tractographie chez les grands animaux nécessite une 
comparaison entre la description anatomique des fibres de la substance blanche et les 
résultats de la tractographie. Une étude récente a justement fourni une description 
anatomique détaillée des fibres commissurales, d’association et de projection chez le Chien, 
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le Chat et le Cheval grâce à une technique spéciale de dissection des fibres [183] . Cette étude, 
qui est la première à décrire l’anatomie de la substance blanche pour le cerveau du cheval, 
n’a toujours pas été complétée par des résultats de tractographie issue de la DTI. Pourtant, 
certaines maladies neurodégénératives équines encore mal comprises telles que la 
myéloencéphalopathie dégénérative équine ou l’encéphalomalacie nigropallidale, pourraient 
grandement bénéficier de la tractographie car cette technique permettrait d’identifier les 
lésions sur certains faisceaux spécifiques pour les corréler avec les signes cliniques. La 
tractographie pourrait aussi être utilisée sur cerveaux sains de façon à pouvoir améliorer nos 
connaissances sur l’anatomie et les fonctions du cerveau équin en décrivant sa connectivité 
structurale. 
 
Dans ce contexte, le but de cette étude est d’établir la faisabilité des acquisitions DTI 
et de la tractographie chez le Cheval et d’apporter une description morphologique des 
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MATERIELS ET METHODES 
Encéphale  
Une Jument Trotteur Français de 12 ans (poids=553 kg) a été euthanasiée pour raisons 
médicales non liées à une maladie du système nerveux central. Immédiatement après 
l’euthanasie, le cerveau a été extrait de la boîte crânienne et fixé pendant un mois dans une 
solution de formol 10%.  
 
Acquisitions IRM et pré-traitement des images  
Les acquisitions IRM ont été réalisées à la plateforme IRM de l’Institut des Sciences du 
Cerveau de Toulouse avec un scanner 3 T (Philips ACHIEVA dStream) et deux antennes de 
surface « dStream flex coil ». Vingt-quatre heures avant les acquisitions IRM, le cerveau a été 
rincé avec de l’eau et submergé dans une solution saline. Juste avant de commencer 
l’acquisition, le cerveau a été placé dans un contenant compatible avec l’IRM (sac en plastique 
de type « zip-lock ») et immergé dans une solution saline. Après avoir été doucement agité 
pour retirer les potentielles bulles d’air du cerveau, le sac a ensuite été placé dans un moule 
en mousse et calé avec du coton pour limiter les vibrations et les déplacements dans le liquide 
lors de l’acquisition. 
 
Le protocole d’acquisition comportait des images pondérées en T1 utilisant une 
séquence écho de gradient (TR: 7.72 ms ; TE 3.64 ms ; taille des voxels : 1x1x1 mm³ ; taille de 
la matrice : 240x240x180 mm), des images pondérées en T2 utilisant une séquence spin-écho 
(TR: 286 ms ; TE 1500 ms ; taille des voxels : 1x1x1 mm³ ; taille de la matrice : 240x240x180 
mm), des images de susceptibilité magnétique (SWI) utilisant une séquence écho de gradient 
(TR: 186 ms ; multi-écho (n=22 ; TE1= 3.2 ms ; dTE=2.70 ms) ; taille des voxels : 1x1x1 mm³ ; 
taille de la matrice : 240x240x180 mm) et des acquisitions DTI utilisant une séquence spin-
écho (TR: 11.5 ms ; TE : 76.1 ms; angle de bascule 90°;  taille des voxels : 1.97x1.97x2 mm³; 
taille de la matrice : 112x112x48 mm, 64 directions indépendantes, b-value 3000 s/mm²). Le 
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temps d’acquisition de la DTI était de 12 minutes et a été répété cinq fois pour réaliser une 
moyenne des mesures, pour une durée totale d’une heure.  
 Les données brutes issues de l’acquisition DTI ont été débruitées en utilisant un 
filtre LPCA avec un modèle de bruit Ricien [184] sur MATLAB (The Math-work, Inc., MA, USA). 
Les données ont ensuite subi des corrections pour les distorsions causées par les courants de 
Foucault avec DSI studio. Les images pondérées en T1 et en T2 ont été recalées à l’image b0 
du DTI en utilisant la « toolbox » C++ ANTS [185]. L’image pondérée en T2 a d’abord été 
recalée a l’image b0, puis l’image pondérée en T1 a été recalée à l’image pondérée en T2. Les 
images pondérées en T1 et T2 et les images SWI ont été utiles pour avoir des références 
anatomiques et pour créer un rendu visuel du cerveau en trois dimensions.  
 
Reconstruction du Tenseur de diffusion 
Pour cette étude, la reconstruction du tenseur de diffusion a été réalisée sur DSI studio, 
la méthode utilisée est celle décrite par P. Basser et al. [186]. Pour modéliser le phénomène 
de diffusion, le modèle de tenseur de diffusion, également décrit par P. Basser [186], a été 
utilisé. Ce modèle est basé sur un modèle en trois dimensions du phénomène de diffusion. 
 
Le tenseur de diffusion est calculé pour chaque voxel en se basant sur l’image de 
référence b0 et toutes les directions acquises. Pour obtenir une visualisation du tenseur, le 
tenseur de diffusion doit être diagonalisé pour avoir les valeurs propres ainsi que les vecteurs 
propres. La diffusion peut ainsi être décrite comme une ellipsoïde. 
 
Diffusivité moyenne, Fraction d’anisotropie et image RVB 
 La diffusivité moyenne (MD) consiste à calculer la valeur moyenne des trois 
valeurs propres. Cela permet d’avoir une carte paramétrique de la diffusivité pour chaque 
voxel, sans prendre en compte la direction prise par le phénomène de diffusion. Une fois la 
diffusivité moyenne calculée, la fraction d’anisotropie peut l’être aussi. 
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La fraction d’anisotropie (FA) possède une valeur comprise entre 0 et 1 ; 0 étant un 
voxel décrivant une diffusion totalement isotrope et 1 un voxel strictement anisotrope (i.e. 
avec une direction privilégiée).  
Comme la diffusion de l’eau est restreinte dans les fibres de la substance blanche, un 
voxel englobant plusieurs fibres aura une valeur de FA élevé. Les trois vecteurs propres sont 
ensuite utilisés pour créer des images de type RVB (Rouge, Vert, Bleu). Chaque valeur d’un 
vecteur propre est assignée à l’un des canaux de l’image, pour ainsi créer une corrélation entre 
chaque couleur et une direction (dans notre cas, Rouge : direction droite-gauche, Vert : 
direction ventral-dorsal, Bleu : direction rostral-caudal).  
 
Tractographie 
Une méthode déterministe a été choisie [187] car un seul cerveau a fait l’objet de 
l’étude et cette méthode permet d’obtenir une fiabilité et une reproductibilité plus fortes que 
celles obtenues avec d’autres approches. 
 
Pour chaque ensemble de fibres, des ROI ont été réalisées à la main. Les régions ont 
été placées en se basant sur les images pondérées en T1 et en T2 et en prenant comme guide 
la description des principaux faisceaux de fibres par Pascalau et al. [183], ainsi qu’un atlas 
tractographique humain [159]. Parfois, les ROI ont été utilisées comme régions d’initialisation 
(seed) pour de meilleures reconstructions. Des régions d’exclusion (ROA) ont été utilisées pour 
éviter d’avoir des fibres non désirées dans le faisceau reconstruit. Les ensembles 
ROI/ROA/seed ont été délimités sur des coupes axiales pour le faisceau arqué, le faisceau 
unciné, le faisceau longitudinal inférieur et le faisceau fronto-occipital inférieur et sur des 










Les fibres d’association, commissurales et de projection, qui sont les trois ensembles 
de fibres régulièrement explorées dans les études tractographiques, ont été reconstruites 
avec succès lors de cette étude.  
 
Fibres d’association 
Les fibres d’association, qui connectent des gyri distants ou voisins dans le même 
hémisphère, forment différents faisceaux dont les plus explorés lors d’études 
tractographiques sont les faisceaux longitudinaux supérieur et inférieur, le faisceau unciné, le 
faisceau fronto-occipital inférieur et le cingulum.  
 
Le faisceau longitudinal supérieur (ou faisceau arqué) est un faisceau latéral se 
recourbant dorsalement au claustrum ; il est composé de fibres longues et courtes connectant 
les gyri sylviens au cortex occipital (Figure 42)  
 
Le faisceau longitudinal inférieur, le faisceau unciné et le faisceau fronto-occipital 
inférieur sont des faisceaux ventraux connectant respectivement le lobe temporal au lobe 
occipital, le cortex insulaire au lobe frontal et le lobe frontal au lobe occipital (Figure 43). Le 
faisceau fronto-occipital inférieur est parallèle et médial au faisceau longitudinal inférieur 
dans le lobe occipital, et parallèle au faisceau unciné dans le lobe temporal.  
 
Le cingulum, faisant partie du système limbique, est un faisceau médial qui situé dans 
la profondeur du gyrus cingulaire. Il est connecté au lobe frontal, pariétal et occipital (Figure 









Figure 43 : Faisceau arqué. (A) Vue axiale du faisceau arqué superposée avec la FA (B) Vue transversale du faisceau 
arqué superposée sur la SWI et l’isosurface du cerveau (C) Vue dorsale du faisceau arqué superposée avec l’isosurface du 
cerveau. Codage directionnel : Vert=Ventral à Dorsal, Bleu=Rostral à Caudal et Rouge=Droite à gauche.  
 




Figure 44 : Faisceau longitudinal inférieur, faisceau unciné et faisceau fronto-occipital inférieur superposés à la 
SWI et l’isosurface du cerveau. (A) Vue sagittale des faisceaux unciné et longitudinal inférieur (B) Vue axiale et sagittale des 
faisceaux unciné et longitudinal inférieur (C, D) Vue transversale du faisceau fronto-occipitale respectivement au niveau du 
télencéphale et du mésencéphale. Codage directionnel : Vert=Ventral à Dorsal, Bleu=Rostrale à Caudale et Rouge=Droite à 
gauche. CC : Corps Calleux, CNu : noyau caudé, Dien : diencephalon, GP : globus pallidus, Int : Capsule interne, LV : ventricule 








Les fibres commissurales, qui traversent la ligne médiane pour connecter des régions 
corticales homologues, sont présentes dans trois faisceaux particuliers : le corps calleux, la 
commissure rostrale et le fornix (Figure 45).  
Le corps calleux est composé de fibres connectant les régions néopalliales. Ces fibres 
forment le plafond des ventricules latéraux et croisent celles de la corona radiata dans le 
centrum semi-ovale (Figure 44 D ). Le corps calleux est divisé en une partie rostrale (genou) 
connectant les régions frontales, une partie centrale (corps) connectant les lobes pariétaux et 
temporaux, et une partie caudale (splenium) connectant les lobes occipitaux.  
 
La commissure rostrale est composée de fibre transverses situées dans la partie 
dorsale de la lame terminale grise, rostralement aux colonnes du fornix (Figure 45 D). Les 
parties rostrale et caudale de la commissure rostrale sont respectivement composées de 
fibres allant du bulbe olfactif au tubercule olfactif, et de fibres croisant la limite rostrale du 
noyau lentiforme pour atteindre les lobes temporaux et piriformes (Figure 45 B et C).  
 
Les fibres du fornix connectent quant à elles les deux hippocampes. Le fornix est 
composé de deux faisceaux en forme de C, un de chaque côté, débutant dans la fimbria et 
allant jusqu’à l’hypothalamus (Figure 45 B et E). Se rejoignant sur la ligne médiane pour former 
le corps du fornix, ces faisceaux de fibres sont séparés rostralement et caudalement pour 















Figure 45 : Exemple des fibres d’association (cingulum), commissurales (corps calleux) et de projection (Capsule 
interne). (A) Vue sagittale du cingulum et du corps calleux superposé sur la SWI (B) Vue rostrale du cingulum et du corps 
calleux (C) Vue transversale de la capsule interne superposée sur la SWI (D) Vue latérale du corps calleux et de la capsule 
interne. Toutes les fibres sont aussi superposées avec l’isosurface du cerveau. Codage directionnel : Vert=Ventral à Dorsal, 
Bleu=Rostrale à Caudale et Rouge=Droite à gauche.    
 
Fibres de projection 
Les fibres de projection connectent le cortex cérébral aux autres parties du système 
nerveux central (noyaux profonds, tronc cérébral, cervelet, moelle spinale). La capsule interne 
et la corona radiata, les faisceaux de fibres de projection les plus importants, contiennent des 
fibres corticopètes et corticofuges. Les fibres corticopètes connectent le thalamus et le 
métathalamus au cortex cérébral ; Les fibres corticofuges partent du cortex pour atteindre le 
mésencéphale (fibres cortico-mésencéphaliques), le pons (fibres cortico-pontines), le cervelet 
(fibres cortico-ponto-cérébelleuses), le rhombencéphale ventral (fibres cortico-bulbaires) et 
la moelle spinale (fibres corticospinales). Dans cette étude, il n’a pas été possible de distinguer 
ces différents ensembles de fibres. La capsule interne est montrée dans les Figures 44 C et D. 
 




Figure 46 : Fibres commissurales : Corps Calleux, commissure antérieure et fornix. (A) Vue dorsale du corps calleux 
(B) Vue transversale du la commissure antérieure (au niveau du noyau lentiforme) superposé à la SWI (C) Vue dorsale de la 
commissure antérieure (D) Vue sagittale de la commissure antérieure et du fornix superposé à la SWI (E) Vue transversale du 
fornix superposé à la SWI. Codage directionnel : Vert=Ventral à Dorsal, Bleu=Rostrale à Caudale et Rouge=Droite à gauche. 
Toutes les fibres sont aussi superposées avec sur l’isosurface du cerveau. CC : Corps Calleux, CNu : noyau codé, Dien : 
diencephalon, GP : globus pallidus, Int : Capsule interne, LV : ventricule latérale, Mesen : mésencéphale, Pu : putamen.  
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DISCUSSION ET CONCLUSION 
 
Dans cette étude, nous avons pu démontrer que les acquisitions DTI post-mortem et la 
tractographie des fibres de la substance blanche sont réalisables chez le Cheval, nous 
permettant ainsi de reconstruire les principaux tractus connus et détaillés dans les précis 
d’anatomie. Bien que réalisée post-mortem, la séquence DTI peut être utilisée chez l’animal 
vivant, car le temps d’examen (1 heure) est compatible avec la durée de l’anesthésie. 
 
L’anatomie des fibres d’association, commissurales et de projection reconstruites dans 
cette étude corrèle bien avec les descriptions de ces dernières dans les livres d’anatomie 
vétérinaire. La comparaison de nos résultats avec ceux issus de la dissection des fibres de la 
substance blanche chez le Cheval réalisée par Pascalau et al. montre à la fois des similitudes 
et des divergences [183]. Les similitudes concernent l’orientation fronto-pariéto-temporale 
du faisceau arqué et la position distante des colonnes du fornix par rapport à la commissure 
rostrale (Figure 42 et 45). Les divergences concernent le cingulum, pour lequel les radiations 
pariétales et occipitales n’ont pas pu être observées dans notre étude, et l’existence du 
faisceau fronto-occipital inférieur que nous avons réussi à reconstruire alors qu’il n’a pas pu 
être identifié par la dissection réalisée par Pascalau et al. De par son importance dans les 
tâches de lecture et d’attention chez l’Homme, il était supposé que le faisceau fronto-occipital 
inférieur n’existait pas chez les animaux domestiques jusqu’à son identification chez le Chien 
grâce à la tractographie et la dissection[174], [183], [188]. Dans ces études menées chez le 
Chien, le faisceau fronto-occipital inférieur a été décrit avec le faisceau fronto-occipital 
supérieur, un faisceau connectant les lobes frontal et occipital en suivant l’angle du ventricule 
latéral entre le noyau caudé et le corps calleux. Chez le Cheval, cependant, aucun de ces deux 
faisceaux fronto-occipitaux n’a pu être identifiés par dissection. Dans notre étude, nous 
n’avons pas réussi à reconstruire le faisceau fronto-occipital supérieur mais nous avons pu 
reconstruire un faisceau qui a été identifié comme étant le faisceau fronto-occipital inférieur 
car sa trajectoire (les fibres passent par la partie ventrale de la capsule externe et le bord du 
ventricule latéral) (Figure 43 C et D ) et sa position par rapport au faisceau unciné et au 
faisceau longitudinal inférieur (Figure 43 E) sont cohérentes avec la littérature [174], [188]. La 
présence d’un seul faisceau fronto-occipital, l’inférieur, est similaire à ce qui est décrit chez 
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l’Homme. Effectivement, la présence du faisceau fronto-occipital supérieur, initialement bien 
documentée, est maintenant controversée au vue des résultats contradictoires entre 
tractographie et dissection [189], [190]. Concernant le Cheval, des études supplémentaires 
comparant tractographie et dissection utilisant un plus grand nombre de cerveaux sont 
nécessaires pour déterminer si le faisceau fronto-occipital inférieur est bien présent ou non. 
 
L’avantage de la tractographie comparée aux techniques d’anatomie post-mortem 
telle que la dissection des fibres, est de permettre une « dissection » non-invasive avec une 
représentation tri-dimensionnelle de plusieurs faisceaux de fibres de substance blanche, et 
ce, avec une seule acquisition IRM. Cependant, la fiabilité des structures ainsi tracées peut 
être impactée par différents facteurs tels que la segmentation manuelle des régions d’intérêt, 
les artefacts potentiellement présents et les limites intrinsèques des méthodes de 
reconstruction par DTI.  
Même si la segmentation manuelle est sujette à des biais importants, il n’est pas 
possible d’utiliser des méthodes automatiques du fait qu’aucun atlas ou template n’est 
disponible pour le cerveau du Cheval. La création d’un atlas comportant des régions d’intérêt 
pour la tractographie pourrait d’ailleurs être une potentielle évolution de cette étude. Pour 
limiter le biais induit par une segmentation manuelle, les images pondérées T1, T2 et SWI ont 
été utilisées comme références.  
 Concernant les artefacts de l’image, la différence de susceptibilité à l’interface 
air-tissu d’un cerveau post-mortem peut sévèrement impacter la qualité de l’acquisition IRM. 
Dans le but de minimiser cet artefact de susceptibilité magnétique, le cerveau a été immergé 
dans un contenant rempli d’une solution saline pour l’acquisition. La solution saline a 
l’avantage d’avoir un isosignal avec le LCS [184].  
Concernant la méthode de reconstruction, nous avons choisi une méthode de 
reconstruction DTI au vu de son utilisation régulière pour l’exploration des fibres de la 
substance blanche. Cependant, si l’on veut réaliser une définition angulaire très fine, et donc 
un nombre plus important de directions pendant l’acquisition, d’autres méthodes peuvent 
être plus performantes. L’une d’entre elles est l’imagerie Q-Ball (QBI pour Q-Ball Imaging en 
anglais) qui diffère notamment de la DTI par le fait de prendre en compte la résolution de 
plusieurs directions de fibres dans un même voxel, au lieu de simplement décrire une 
ellipsoïde. Ainsi, la QBI peut être particulièrement utile dans le cas où plusieurs fibres se 
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croisent au sein du même voxel. Nous prévoyons, dans des études futures, de comparer les 
résultats de tractographie obtenus à partir de reconstruction DTI et QBI. Même si les 
directions et la valeur de b ont été initialement choisies pour l’acquisition DTI, elles seront 
compatibles avec la QBI. La valeur de b choisie dans notre étude était de 3000 pour pallier 
l’absence de diffusion en conditions post-mortem.  
 
Même si cette étude a été réalisée dans des conditions ex vivo, les paramètres 
d’acquisitions peuvent facilement être adaptés pour des acquisitions in vivo. D’ailleurs, il est 
possible de réduire le temps d’acquisition, qui est le principal facteur limitant pour l’examen 
IRM du Cheval. Par exemple, les acquisitions ont été répétées cinq fois pour réaliser une 
moyenne et améliorer la rapport « signal sur bruit » ; ce nombre de répétitions pourra être 
revu à la baisse dans le cas d’une acquisition in vivo. Ainsi, moins d’itérations de chaque 
direction seront acquises, résultant en une réduction significative du temps d’acquisition. 
D’autre part, la valeur de b qui était à 3000 pour améliorer la sensibilité au phénomène de 
diffusion, pourra être diminuée en in-vivo, réduisant encore le temps d’acquisition. 
 
Pour conclure, nos résultats démontrent la faisabilité des acquisitions DTI ex vivo chez 
le Cheval, ainsi que la possibilité de reconstruire les fibres de la substance blanche. Des 
acquisitions IRM et des dissections supplémentaires sont cependant nécessaires pour valider 
cette étude et potentiellement amorcer la mise en place d’un atlas tractographique qui pourra 
être utilisé pour la recherche en neuroimagerie équine. 
 
 



























CHAPITRE 4: ETUDE IRM 
MULTIPARAMETRIQUE 
POST-MORTEM DE BREBIS 





Comme indiqué au chapitre 1, le modèle ovin est de plus en plus utilisé en 
neurosciences car il peut développer, de manière spontanée ou induite, des maladies 
neurologiques similaires à leur équivalent humain (Tableau 2).  
 
Le mouton atteint de tremblante constitue un modèle d’étude des ESST. La 
propagation des différentes souches de prions au sein de l’encéphale n’étant pas encore 
clairement élucidée, l’utilisation de ce modèle pourrait s’avérer pertinente pour en améliorer 
notre compréhension.  
 
Dans ce contexte, le but du travail présenté dans ce chapitre est de développer la 
méthodologie nécessaire à l’utilisation de l’IRM dans le modèle ovin infecté 
expérimentalement avec différentes souches de prions responsables de la tremblante, afin 
d’évaluer s’il existe un pattern lésionnel spécifique d’une souche. En effet, les études IRM 
réalisées sur la MCJ démontrent une restriction de diffusion au sein de structures spécifiques 
de substance grise dont le pattern d’atteinte varie selon le type et la forme de maladie à prions 
[118], [119]. Les paramètres issus de la DTI (MD et FA) seraient également capables de mettre 
en évidence des modifications fonctionnelles au sein de la substance blanche (altérations du 
transport axonal) lors de MCJ [191]. Ainsi, les différents paramètres issus de la DTI 
apparaissent comme de potentiels outils d’intérêt pour étudier le pattern lésionnel et la 
propagation de différentes souches de prion au sein du cerveau de moutons infectés 
expérimentalement. Pour cette étude, il a donc été décidé de faire : 
 
Des acquisitions IRM « anatomiques » (pondérées en T1 et T2) afin de déceler une 
potentielle atrophie des structures de substance grise chez les moutons malades, 
 
Une acquisition pondérée en diffusion (DTI) afin de déceler de potentielles 
modifications des paramètres MD et FA. 
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La principale contrainte méthodologique de cette étude est de réaliser l’ensemble des 
acquisitions en conditions post-mortem. Le travail réalisé chez le Chien et le Cheval, 
respectivement décrit dans le chapitre 2 et le chapitre 3, a permis de démontrer la faisabilité 
technique d’acquisitions IRM pondérées en T1, T2 et diffusion sur des encéphales fixés dans 
du formol. Du fait de l’impact du formol sur les temps de relaxation et le phénomène de 
diffusion, il est important de disposer d’images de moutons sains acquises dans les mêmes 
conditions que celles des moutons malades (temps de fixation identique). Ainsi, il a été 
nécessaire de créer pour cette étude trois templates intra-études (T1, T2 et DTI) réalisés à 
partir des acquisitions IRM post-mortem de cinq moutons sains. 
 
Afin de comparer les données IRM obtenues chez les moutons sains et celles obtenues 
chez les moutons malades, deux approches méthodologiques peuvent être adoptées : 
 
L’utilisation de ROI : des structures de substance grise ou de substance blanche sont 
alors segmentées sur les images issues des individus sains et malades et sont comparées en 
termes de volume et de valeur moyenne des paramètres (MD et FA dans notre cas). Cette 
approche méthodologique implique un choix préalable des régions à étudier. 
 
L’analyse voxel-à-voxel : les images issues des individus sains et malades sont 
analysées dans le même espace stéréotaxique afin que chaque voxel soit recalé, permettant 
ainsi une comparaison de la valeur (d’intensité ou d’un paramètre particulier comme la MD 
ou la FA) de chaque voxel entre les deux groupes. Les voxels issus des images du groupe 
malade ayant une valeur significativement différente par rapport aux voxels issus des images 
du groupe sain, sont cartographiés. Cette approche méthodologique a l’avantage de ne pas 
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Pour cette étude, il a été décidé de privilégier l’analyse voxel-à-voxel. La méthodologie 
pour l’analyse par ROI a également été implémentée afin de pouvoir confirmer l’atteinte 
lésionnelle de régions mises en évidence par l’analyse voxel-à-voxel.  
 
Pour résumer, le travail méthodologique développé pour cette étude concerne : 
 
- La mise en place de séquences IRM pondérées en T1, T2 et diffusion en conditions 
post-mortem ainsi que le traitement de la DTI, 
 
- La mise en place de templates intra-études, 
 
- Le développement des techniques nécessaires à la comparaison entre moutons 





Figure 47 : schéma de la méthodologie pour l’étude multiparamétrique IRM post-mortem chez le mouton 
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 ACQUISITIONS IRM ET TRAITEMENT DE L’ACQUISITION DTI 
 
Les acquisitions ont été réalisées avec le scanner IRM 3 Tesla Philips ACHIEVA dStream 
situé au plateau technique de l’Institut des Sciences du Cerveau de Toulouse. Il s’agissait 
d’acquisitions post-mortem sur tête entière pour lesquelles deux antennes de surface 
« dStream flex coil » ont été utilisées et disposées de part et d’autre du crâne. Les têtes 
provenaient de cinq moutons sans maladies neurologiques pour lesquels l’encéphale a été 
rincé puis fixé par voie intra-carotidienne après euthanasie, selon le même protocole que celui 
décrit dans le chapitre 2. Les têtes ont été stockées dans des containers remplis de formol 10% 
jusqu’à la réalisation des examens IRM (temps de fixation supérieur à 16 semaines). Vingt-
quatre heures avant les acquisitions IRM, les têtes ont été rincées plusieurs fois dans l’eau, 
séchées puis enveloppées dans des alèses hermétiques sur lesquelles les yeux, le rostre et le 
plan de symétrie bilatérale étaient indiqués au feutre afin d’aider au placement des antennes. 
Les paramètres d’acquisition sont indiqués dans le tableau ci-dessous. 
 
Tableau 15 : Paramètres d’acquisition pour l’étude multiparamétrique post-mortem de l’encéphale de mouton 
 
Pour l’imagerie de diffusion, la reconstruction du tenseur de diffusion a été réalisée 
suivant les paramètres présentés dans le tableau ci-dessous.  
 
 
Acquisition Séquence TE (ms) TR (ms) Résolution 
(mm³) 
Taille Matrice  FOV (mm) 
T1 Echo de Gradient 3,993 8,531 0,6x0,6x0,6 320x320x250 192x192x150 
T2 Echo de Spin 286 2500 0,6x0,6x0,6 240x240x255 144x144x153 
Diffusion EPI-SE 76 5306 2x2x2 80x80x36 160x160x72 
Type 
d’acquisition 
Angle de Bascule Nombre d’Acquisition pour 
moyennage 
Temps d’acquisition(s) 
3D 8 5 1882 (~30min) 
3D 90 4 1207(~20min) 
2D 90 5  2298 (~38min)  




Tableau 16 : paramètres de reconstruction du tenseur de diffusion pour l’étude multiparamétrique post-mortem 
de l’encéphale de mouton 
  
  
Les acquisitions pondérées en diffusion ont été traitées avec le logiciel DSI Studio et la 
méthode décrite par P. Basser et al [186] a été utilisée pour la reconstruction du tenseur de 
diffusion. Pour modéliser le phénomène de diffusion, le modèle de tenseur de diffusion 
également décrit par P. Basser [186] a été utilisé. Les données brutes issues de l’acquisition 
DTI ont été débruitées en utilisant un filtre LPCA avec un modèle de bruit Ricien [184] sur 
MATLAB (The Math-work, Inc., MA, USA). Les données ont ensuite subi des corrections pour 
les distorsions causées par les courants de Foucault. Les cartes paramétriques de FA et MD 
ont ensuite été calculées puis recalées à leur T2 respectif, afin de permettre par la suite de 
transposer les différentes transformations spatiales et segmentations du T2 à ces cartes 
paramétriques. 
 
Reconstruction Nombre de directions Répartition des 
directions 
Valeur de b 
DTI 32 Optimisée (Phillips) 3000  
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 MISE EN PLACE DES TEMPLATES INTRA-ETUDES  
 
 Pour cette étude, la réalisation de template pour les images pondérées en T1, 
pondérées en T2 et pondérées en diffusion a été réalisée. 
Les images pondérées T1 et T2 des cinq moutons composant le groupe sain ont été 
passées à travers un algorithme de recalage à trois étapes, avec comme image de référence 
un template de moutons déjà décrit dans la littérature [154]. Ceci nous permet d’avoir un 
template plus représentatif des individus de notre étude tout en se basant sur les données de 
la littérature. 
Tableau 17 : Paramètres de recalage pour les templates T1 ex vivo, tête entière 
 









Figure 48 : Template pour la pondération T1 
 
Type de recalage Métrique de similarité 
 
Itération Seuil Facteur de sous échantillonnage 
Affine Information mutuel 200x200x150 1.10-6 4x2x1 vox 
Elastique Information mutuel 100x50 0.5 4x2 vox 
Difféomorphique Intercorrélation 200x50 0.5 2x1 vox 
Type de recalage Métrique de similarité 
 
Itération Seuil Facteur de sous échantillonnage 
Affine Information mutuel 200x200x150 1.10-6 4x2x1 vox 
Elastique Information mutuel 100x50 0.5 4x2 vox 
Difféomorphique Intercorrélation 200x50 0.5 2x1 vox 
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 DEVELOPPEMENT DES TECHNIQUES NECESSAIRES A LA COMPARAISON ENTRE 
MOUTONS SAINS ET MALADES 
Segmentation du cerveau  
La segmentation manuelle du cerveau a été effectuée sur les images pondérées en T2 
des moutons sains. Avant de réaliser tout traitement sur les images des moutons malades, il 
sera nécessaire de réaliser un masque du cerveau : celui-ci sera obtenu à l’aide d’un recalage 
difféomorphique agressif du template intra-étude des images issues des différents individus 
malades. Le but de cette étape étant de pouvoir extraire le cerveau, le recalage sera optimisé 
pour aligner les contours du cerveau le plus rapidement possible.  
Traitement des images pondérées en T1 et T2 
Pour l’analyse voxel-à-voxel, la valeur des voxels des images pondérées en T1 et en T2 
sera comparée entre moutons sains et moutons malades. Si la valeur des voxels des cartes 
paramétriques de FA et de MD est directement comparable, il n’en est pas de même de la 
valeur des voxels des images pondérées en T1 et T2. Pour pallier ce problème, le signal des 
images T2 obtenues chez les moutons sains a subi une normalisation d’intensité affine basée 
sur l’histogramme de l’acquisition, une fois le cerveau segmenté. Ceci permet d’avoir la même 
échelle de valeurs pour chaque image, sans modifier la topologie de l’histogramme. Avant 
cette étape, les images ont été débruitées [192], pour éviter que le bruit ait une influence sur 
la normalisation d’intensité. Le même traitement sera réalisé pour les images pondérées en 
T1 et T2 des moutons malades.  Avant l’analyse voxel-à-voxel et l’analyse par ROI, il est 
nécessaire de préparer les images de façon homogène. Pour cela, les images T1 et T2 des 
moutons malades et sains (avant l’application des recalages pour la création de template, le 
but ici étant de partir de la même base pour comparer les moutons sains et malades, le 
template étant utilisé comme référence) seront recalées de manière rigide au template intra-
étude. Même si les images subiront d’autres recalages par la suite, cette étape permettra une 
meilleure homogénéité des traitements. 
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ANALYSE VOXEL-A-VOXEL : CREATION DES CARTES DE Z-SCORE 
 
Pour l’analyse voxel-à-voxel, il a été décidé de réaliser une carte de Z-score de 
l’intensité des voxels entre le groupe de moutons sains et chaque groupe de moutons 
malades. Pour réaliser ces cartes, les images des moutons malades devront tout d’abord être 
recalées au template intra-étude. Les images devront donc passer à travers un algorithme de 
recalage en trois étapes, dont les paramètres sont présentés dans le tableau ci-dessous.   
 
Tableau 19 : Paramètre de la normalisation pour le calcul des Z-score 
Type de recalage Métrique de similarité Itération Seuil Facteur de sous échantillonnage 
Affine Information mutuelle 100x100x50 1.e-6 4x2x0 vox 
Elastique Information mutuelle 100x50 0.5 4x0 vox 
Difféomorphique Information mutuelle 50x50x50 0.5 1x0.5x0 vox 
 
Une fois toutes les images d’un groupe recalées entre elles, le calcul du Z-score pourra 
être réalisé pour chaque voxel « moyen » du groupe de moutons malades. Le Z-score est un 
calcul statistique assez simple avec la formule suivante : 
 
𝑍 − 𝑠𝑐𝑜𝑟𝑒 =  
𝐼 −  𝜇
𝜎
 
Équation 4.1 calcul du Z-score 
Avec I l’image de l’individu dont on veut calculer le Z-score, 𝜇 la moyenne obtenue sur 
la population saine et 𝜎 l’écart-type obtenu sur la population saine. Le Z-score donne ainsi une 
valeur normalisée indiquant à combien d’«écart-types » se situe la valeur cible par rapport à 
la moyenne observée chez les individus sains. 
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ANALYSE PAR ROI : SEGMENTATION ET COMPARAISON 
 
La comparaison des ROI entre moutons sains et malades a pour but de compléter 
l’analyse voxel-voxel. Ainsi, les régions pour lesquelles les cartes de Z-score mettront en 
évidence des différences liées à la pathologie, seront contourées afin de vérifier si les mêmes 
résultats sont trouvés par l’analyse des ROI. Dans cette optique, les ROI seront contourées 
manuellement chez les moutons sains et une méthode de segmentation automatique utilisant 
le template intra-étude sera utilisée pour transposer ces ROI sur les images des moutons 
malades. Réaliser les ROI manuellement pour tous les groupes serait trop chronophage et 
sensible aux variations qu’elles soient inter- ou intra-individu [145].  
 
Pour réaliser la segmentation des ROI de façon automatique, la première étape est 
d’utiliser les ROI réalisées manuellement chez les moutons sains pour obtenir des cartes de 
probabilité de ces ROI sur le template, ce qui permettra ensuite de réaliser une segmentation 
de ces régions dans les autres groupes. Une fois ces cartes de probabilité effectuées, l’image 
obtenue ne sera plus décrite de façon binaire mais sera encodée par une valeur flottante entre 
0 et 1, représentant de façon absolue la probabilité d’appartenance du voxel à la région. Lors 
de la normalisation d’une image issue d’un individu malade avec le template, cette carte de 
probabilité pourra être transposée sur l’image cible. Il faudra ensuite disposer d’une valeur 
pour « seuiller » au mieux cette probabilité et obtenir ainsi la segmentation de la ROI.  
 
Pour calculer cette valeur, et obtenir en même temps une quantification qui permette 
de s’assurer de la cohérence des segmentations, on propose de segmenter manuellement des 
ROI choisies de manière arbitraire chez les brebis saines puis de chercher le seuil idéal à utiliser 
pour segmenter de manière automatique ces ROI à partir du template. Pour cela, le seuil qui 
maximisera la métrique de Dice est recherché afin de s’assurer de la cohérence de la 
segmentation via cette valeur. La valeur de l’indice est comprise entre 0 pour des volumes 
non similaires, et 1 pour des volumes similaires. Cette méthode reste assez simple mais donne 
une bonne idée de la cohérence d’une segmentation.   
 
 
Etude IRM multiparamétrique post-mortem de brebis 
151 
 
 Ainsi, huit ROI ont été contourées manuellement (Putamen, Hippocampe, Noyau 
caudé et Pallidum séparés suivant leur hémisphère) comme le montre la figure 48. Cette 
méthode n’est pas idéale, il aurait bien sûr fallu réaliser ce traitement avec d’autres images 
que celles utilisées pour créer les cartes de probabilité du template. Cependant, dans la 
mesure où une vérification est possible pour chaque image, cette méthode permet au moins 








Figure 49 : Présentation des ROI réalisées manuellement chez les moutons sains sur une image axiale (A) et une 
image transversale (B) pondérée en T2. 
Turquoise : Noyau caudé droit, Rose : Noyau caudé rose, Rouge : Putamen droit, Vert : 
Putamen gauche, Orange : Pallidum droit, Jaune : Pallidum gauche, Beige : Hippocampe droit, 
Bleu : Hippocampe gauche 
 
 Le traitement des ROI à donner les valeurs présentées dans le tableau ci-dessous, en 
ce qui concerne la métrique de Dice et les seuils de chaque région. 
 
Tableau 20 : Valeur de la métrique de Dice pour chaque ROI, et la valeur de seuil qui la maximisé   
Régions Métrique de Dice Valeur de seuil 
Cerveau entier 0.9704 0.4069 
Hippocampe Droit 0.8714 0.3353 
Hippocampe Gauche 0.8736 0.4563 
Noyau caudé Droit 0.8518 0.2676 
Noyau caudé Gauche 0.7727 0.3209 
Pallidum Droit 0.9396 0.3662 
Pallidum Gauche 0.7980 0.3477 
Putamen Droit 0.9569 0.2914 
Putamen Gauche 0.8598 0.3470 










Figure 50 : Carte de probabilité d’appartenance (hippocampe gauche) obtenue pour le template 
 Pour la comparaison des ROI entre moutons sains et malades, les ROI seront 
transposées dans l’espace stéréotaxique des différents individus, plutôt que d’être ramenées 
dans l’espace standard décrit par le template. L’avantage de cette méthode est de modifier le 
moins possible les images qui seront ensuite comparées. Le template sera donc être recalé en 
suivant une méthode en trois étapes, dont les paramètres sont présentés dans le tableau ci-
dessous. 
Tableau 21 : Paramètre de la normalisation pour le calcul des Z-score 
Type de recalage Métrique de similarité Itération Seuil Facteur de sous échantillonnage 
Affine Information mutuelle 200x200x150 1.e-6 4x2x0 vox 
Elastique Information mutuelle 100x100x50 0.5 2x1x0 vox 
Difféomorphique Intercorrélation 50x50x25 0.5 1x0.5x0 vox 
 
 
A la fin de cette étape, tous les ROI segmentées et associées à l’espace standard du 
template pourront être transposées dans l’espace propre à chaque individu en appliquant les 
transformées calculées avec le template. On pourra alors comparer les valeurs d’intensité des 
ROI.  
 Cependant, les segmentations obtenues ne seront pas binaires et s’apparenteront plus 
à des cartes de probabilité d’appartenance d’un voxel à une certaine région. Pour s’assurer 
d’obtenir une segmentation automatique cohérente, la segmentation sera aussi réalisée sur 
les images de moutons sains pour lesquels une segmentation manuelle des ROI aura été faite. 
L’indice de Sorensen-Dice et la distance d’Hausdorff pourront alors être quantifiés afin de 
valider la segmentation automatique et trouver le seuil optimal pour la binarisation des ROI. 
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DISCUSSION ET PERSPECTIVES 
 
Pour cette étude, plusieurs méthodologies ont été mises en place afin d’évaluer par 
IRM si une souche donnée de tremblante chez le Mouton est associée à un pattern lésionnel 
spécifique.  
 
Tout d’abord, nous avons créé un template intra-étude à partir d’un groupe de cinq 
sujets sains. Celui-ci permet d’avoir une référence qui servira à la normalisation des images 
qui seront acquises chez les sujets malades. Des templates de moutons décrits dans la 
littérature [141] auraient pu être utilisés. Cependant, avoir un template spécifique à notre 
étude permet d’être plus représentatif de la population d’intérêt, d’un point de vue 
anatomique mais également en termes de protocoles de préparation des encéphales et 
d’acquisitions IRM. Dans cette étude, pour laquelle les différences entre les groupes malades 
analysés sont probablement faibles, un template intra-étude apportera moins de biais lors de 
la normalisation.  
 
Le template intra-étude permettra la comparaison des moutons sains et malades par 
une analyse voxel-à-voxel (utilisant le calcul du Z-score) et par une analyse des ROI.  
Les cartes de Z-score seront réalisées via la normalisation des images de moutons 
malades au template intra-étude, ce qui permettra de pouvoir faire une analyse voxel-à-voxel.  
La comparaison des ROI entre moutons sains et malades sera effectuée en réalisant la 
segmentation de ces régions de façon manuelle chez les moutons sains, puis en créant des 
cartes de probabilité de l’appartenance de chaque voxel à ces régions pour le template intra-
étude. Ceci permettra de mettre en place la segmentation automatique de ces régions chez 
les individus malades. Par le calcul de la métrique de Dice, il a été possible de vérifier la 
cohérence de ces segmentations pour huit ROI choisies de manière arbitraire. 
 
L’étude est actuellement en cours mais des résultats préliminaires ont été obtenus 
pour une modalité (T2) et un groupe de cinq moutons malades. L’analyse voxel-à-voxel 
montre des anomalies localisées au noyau caudé (bilatéral), l’épithalamus et le cortex pariétal 
(Figure 50). 













Figure 51 : Carte de Z-score obtenue à partir des images pondérées en T2 issues d’un groupe de cinq moutons 
atteints de tremblante. 
L’analyse des ROI, bien qu’incomplète car peu de ROI ont été analysées, confirmerait 
une atteinte des noyaux caudés (Figure 51).  
 
 
Figure 52 : Comparaison des résultat obtenue pour la comparaison préliminaire des ROI. hippoL : hippocampe 
gauche, hippoR : hippocampe droit, NCL : noyau codé gauche, NCR : noyau codé droit, PalL : pallidum gauche, PalR : 
pallidum droit, PutL : putamen gauche, PutR : putamen droit. 
 
Ces premières analyses démontrent la validité de la méthodologie que nous avons 
mise en place et qui devra être appliquée aux cartes paramétriques issues de la diffusion pour 
ce premier groupe de moutons malades.  
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CHAPITRE 5: PERSPECTIVE 
ET TRAVAUX EN COURS 
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MISE EN PLACE DES ACQUISITIONS Q-BALL 
Intérêt des acquisitions Q-Ball chez les grands animaux 
Les acquisitions DTI réalisées au cours des différentes études que nous venons de 
décrire, nous ont permis de prendre conscience que plusieurs facteurs limitent le potentiel 
des images pondérées en diffusion. Dans le cas des acquisitions in vivo, il s’agit d’une limite 
de temps liée à l’anesthésie. Dans le cas des acquisitions post-mortem, le temps n’est plus un 
problème, mais la dégradation du phénomène de diffusion ne nous permet pas d’être dans 
des conditions optimales. De plus, dans tous les cas, même si les animaux étudiés sont 
considérés comme de « grands animaux », la taille de l’encéphale reste plus petite que celle 
de l’Homme ce qui rend fragile l’équilibre entre bonne résolution spatiale et bon rapport signal 
sur bruit.  
 
En plus de ces différents points spécifiques au contexte de nos études, la 
reconstruction DTI montre elle aussi des limites intrinsèques. En effet, le calcul du tenseur, tel 
que décrit dans le chapitre 1, résout un système d’équation matricielle à six inconnues. Ces 
six inconnues composent le tenseur de diffusion qui est la source de toutes les cartes 
paramétriques et de la tractographie. Les acquisitions pour des reconstructions du tenseur de 
diffusion n’auraient théoriquement pas besoin de plus de six directions non-colinéaires. Une 
optimisation numérique est réalisée en pratique pour pouvoir quand même tirer profit d’un 
nombre plus important de directions. Cependant, ce gain de précision atteint vite un effet 
plafond, globalement situé vers 32 directions. Mais cela n’est pas la seule limite de la DTI : 
cette méthode ne permet que de reconstruire une ellipsoïde par voxel, ce qui signifie que si 
plusieurs fibres se croisent dans un même voxel, la direction décrite par l’ellipsoïde devient 
une nouvelle direction pondérée par celles existantes. L’algorithme de tractographie essaie 
de contourner ce problème, mais il reste présent. 
 
C’est ici que l’intérêt de trouver de nouvelle méthode de reconstruction se fait 
ressentir. Celle que nous avons choisie est l’imagerie Q-Ball, décrite dans le chapitre 1. Cette 
méthode apporte plusieurs solutions aux problèmes qui viennent d’être évoqués. Tout 
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d’abord, elle reconstruit plusieurs directions dans un même voxel, en gardant leur 
pondération. Ceci permet notamment d’être plus permissif au niveau de la résolution, la 
résolution de fibres multiples le permettant. Ce point permet déjà d’obtenir un bien meilleur 
rapport signal sur bruit et d’accélérer le temps d’acquisition. Les seuls critères à respecter 
sont : 
- D’avoir un grand nombre de directions isotropes, l’utilisation de directions 
« optimisées » comme celles proposées par Phillips serait contre-productive ;  
 
- D’appliquer une valeur de b assez élevée pour obtenir une forte sensibilité au 
phénomène de diffusion.  
 
La séquence Q-Ball nous promet donc d’avoir des tractographies plus rapidement et 
plus simplement ; mais cette séquence n’étant pas habituelle, elle est forcément moins bien 
maitrisée. Il est donc nécessaire d’évaluer la possibilité de réaliser des acquisitions Q-Ball.  
 
Mise en place d’un fantôme pour la Q-Ball 
La séquence Q-Ball n’étant pas une séquence utilisée de façon classique lors des 
séquences IRM, l’utilisation d’un fantôme pour vérifier son bon fonctionnement et la bonne 
reconstruction est nécessaire. Différents modèles de fantômes pour Q-Ball sont décrits dans 
la littérature [193], [194]. Globalement, le fantôme de Q-Ball que l’on veut mettre en place se 
compose de trois éléments principaux : un support, un élément pour modéliser les fibres et 
un gel d’agarose pour limiter les artefacts de susceptibilité liés aux interfaces air-tissu. 
 
Pour le support, le choix s’est tourné vers l’impression 3D. Cette méthode a plusieurs 
avantages : elle est peu onéreuse, elle permet un contrôle total de la conception et le 
plastique utilisé ne sera pas gênant pour une utilisation en IRM. Un premier modèle de 
prototype, inspiré de la littérature [193], a donc été réalisé à l’aide du logiciel de conception 
assisté par ordinateur (CAO) FreeCAD. Il est composé d’une base sphérique avec deux 
tranchées se croisant en un angle de 45°. Le but est de mettre l’élément modélisant les fibres 
dans ces tranchées et d’observer s’il y a séparation des pseudo-fibres. 
 




Figure 53 : Conception du corps du fantôme sur FreeCAD 
 
Pour modéliser les fibres, le choix décrit dans la littérature est un ensemble de fils de 
nylon spécifiques très fins. Cependant, les références et caractéristiques ne sont pas assez 
précises pour les retrouver, il a donc fallu se tourner vers une autre solution. La fibre de silice 
apparaît comme une candidate intéressante pour deux raisons :  elle est hydrophobe à sa 
surface mais possède une très forte capillarité en son centre. L’objectif est donc de submerger 
ces fibres assez longtemps pour que de l’eau vienne se piéger à l’intérieur, et ensuite de les 
enrouler autour du fantôme. Le résultat devrait être proche du comportement des fibres de 
la substance blanche, notamment en ce qui concerne les cartes de FA. Le seul inconvénient 
de cette fibre de silice est son diamètre peut-être un peu trop grand, mais qui est pourtant le 





Pour le dernier élément, le gel d’agarose à 2%, le protocole suivant a été choisi. Tout 
d’abord 50ml d’eau distillée a été versé dans un bécher, puis 1 g de poudre d’agarose y a été 
dissout. Le mélange est ensuite placé sur un élément chauffant avec un agitateur magnétique. 
La solution est portée trois fois à ébullition, en étant retirée de l’élément chauffant après 
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chaque ébullition. La solution reste ensuite quinze minutes sur l’élément chauffant à une 
température de 40°C, en la remuant délicatement pour éviter les bulles d’air. Le gel est ensuite 
versé dans les sillons du fantôme où les fibres de silice humidifiées ont été placées.   
 
 





Tests d’acquisitions sur le fantôme 
Pour des raisons techniques, le fantôme a d’abord été testé avec une séquence ayant 
les paramètres suivants : 
Tableau 22 : paramètre de la reconstruction QBI 




Valeur de b Résolution 
QBI 128 Isotrope 1500 2x2x2 mm³ 
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La séquence réalisée permet ensuite la reconstruction par la méthode de Q-Ball 
imaging proposée par DSI Studio [194]. La tractographie a pu être réalisée pour obtenir le 


















Figure 55 : première tractographie issue de test d’acquisition sur le fantôme). On retrouve l’angle de 45° générer 
par le fantôme, et les deux sillons de fibres sont totalement différenciés. Ce test a pour but de vérifier l’hypothèse sur les 
fibres de silice, d’autres test vont être effectués entre QBI et DTI. 
Améliorations à apporter au fantôme 
Malgré les résultats positifs issus des acquisitions Q-Ball avec le fantôme, d’autres 
acquisitions sont encore nécessaires pour valider cette méthode. Plusieurs défauts notables 
peuvent être améliorer pour réaliser un fantôme plus efficace. 
 
Le fantôme est un peu trop grand pour être correctement couvert de gel d’agarose et 
rentrer dans l’antenne de l’IRM dédiée au coude (celle utilisée pour les grands animaux). Sa 
forme doit donc être revue. Pour l’instant, l’étape de submersion dans le gel d’agarose est très 
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complexe et présente une reproductibilité quasi nulle. Le nouveau fantôme devra donc 
apporter une solution pour cette étape. 
 
Le fantôme ne permet à l’heure actuelle de ne vérifier que deux points : le respect de 
l’angle et la séparation des ensembles de fibres de silice. Un nouveau fantôme avec une 
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Conclusion générale et discussion 
 
Plusieurs études ont été réalisées au cours de cette thèse. Le volet principal a concerné 
la mise en place d’un atlas stéréotaxique digital chez le Chien, un prérequis nécessaire à la 
réalisation d’études en neuropathologie sur un grand nombre d’individus. Les méthodes 
développées au cours de la réalisation de l’atlas canin ont ensuite été utilisées pour d’autres 
études : étude de faisabilité de la tractographie chez le Cheval d’une part et étude IRM 
multiparamétrique post-mortem chez le Mouton d’autre part. Ces différents travaux ont 
permis de mettre en évidence certaines limites pour lesquelles nous avons commencé à 
chercher des solutions, par exemple l’utilisation de la méthode de reconstruction Q-ball pour 
la tractographie ou l’utilisation de l’accélération par GPU pour améliorer les algorithmes déjà 
existants.  
 
 Revenons d’abord sur les conclusions respectives de chacun de ces axes, en 
commençant par l’étude IRM multiparamétrique post-mortem du Mouton. Pour cette étude, 
les méthodes développées chez le Chien en ce qui concerne la segmentation automatique et 
la mise en place du template ont été réutilisées. La problématique étant la comparaison de 
différents groupes de sujets malades, l’utilisation d’un template intra-étude permettra 
l’analyse voxel-à-voxel des images provenant des différents individus. Le template est 
également associé à des régions d’intérêt que l’on voudrait investiguer. Dans ce contexte, la 
cohérence de la segmentation des régions d’intérêt a été vérifiée avec des éléments de 
quantification comme la métrique de Dice. L’ensemble de la méthodologie nécessaire à la 
recherche par IRM d’un pattern lésionnel spécifiquement associé à une souche de tremblante 
chez le Mouton a donc été mis en place. L’étude, qui prévoit l’acquisition IRM 
multiparamétrique de moutons malades, est actuellement en cours.   
 
Nous avons également pu montrer la faisabilité de la tractographie post mortem chez 
le Cheval. Les acquisitions DTI et la tractographie des fibres de la substance blanche réalisées 
sur un cerveau équin ex vivo nous ont permis de reconstruire les principaux tractus connus et 
décrits par les livres d’anatomie vétérinaire. Bien que réalisée sur un cerveau ex vivo, la 
séquence DTI pourra être utilisée chez l’animal vivant car le temps d’acquisition est 
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compatible avec la durée de l’anesthésie. L’anatomie des fibres d’association, commissurales 
et de projection reconstruites dans cette étude corrèle bien avec les descriptions de ces 
dernières dans la littérature. La comparaison de nos résultats avec ceux issus de la dissection 
du cerveau de Cheval réalisée par l’étude de Pascalau et al. montre à la fois des similarités et 
des divergences. Des acquisitions IRM et des dissections supplémentaires restent cependant 
nécessaires pour valider cette étude et potentiellement amorcer la mise en place d’un atlas 
tractographique qui pourra être utilisé pour la recherche en neuroimagerie équine. Notre 
étude pourrait également être améliorée sur plusieurs points, le premier concerne la méthode 
de reconstruction. D’autres méthodes que la DTI peuvent être utilisées pour le traitement des 
acquisitions pondérées en diffusion. La méthode de Q-Ball permettrait par exemple de 
résoudre plusieurs problèmes rencontrés lors de l’acquisition et d’obtenir à la fois une 
meilleure résolution angulaire et une résolution de plusieurs directions de fibres au sein d’un 
même voxel.  
 
L’étude principale de cette thèse avait pour but de répondre au manque d’outils 
numériques disponibles chez le Chien pour la mise en place d’études IRM. Dans ce contexte, 
nous avons choisi une population canine composée de Beagles. Le travail, réalisé à partir 
d’acquisitions IRM in vivo et ex vivo, a permis d’obtenir un atlas complet composé d’images 
pondérées en T1, T2 et diffusion, un atlas tractographique, des régions d’intérêt nécessaires 
à la tractographie et des cartes de probabilité des tissus. L’atlas est également associé à des 
coupes histologiques de l’un des cerveaux, pour lesquelles deux colorations différentes ont 
été effectuées. Tous ces éléments ont été englobés au sein d’un même espace stéréotaxique 
pour rendre possible la normalisation des images d’un grand nombre d’individus, ce qui 
permettra des études plus fiables. Cependant, les méthodologies mises en place et les 
éléments qu’elles demandent, notamment en termes de librairies pour les fonctions C++ 
utilisées, rend l’utilisation de cet atlas complexe dans son état le plus brut. Ce point peut se 
montrer très négatif dans le cas où l’utilisateur n’a pas de compétences en programmation 
pour remettre l’environnement nécessaire sur son système. Pour éviter ce problème et 
donner tout son sens à un projet censé permettre la mise en place d’un système normalisé, 
un logiciel est en cours de développement, ayant pour but une distribution de tous les 
éléments nécessaires à l’utilisation des méthodologies mises en place de la façon la plus 
ergonomique et explicite possible pour l’utilisateur. Actuellement le logiciel est 
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principalement rattaché aux « toolboxes » C++ ITK, VTK, OpenCV, CUDA et Qt. Elles 
permettent toutes une distribution simple pour l’utilisateur, la librairie étant intégrée au 
projet en lui-même. Cependant certaines « toolboxes » comme ANTs, qui n’a pas été prévue 
pour ce type de projet, compliquent grandement ce point et sont encore en cours de 
résolution. La prochaine étape, imminente, va être la distribution d’une version alpha pour 
pouvoir réaliser des tests sur différents systèmes.  
 
En plus de ce « package » prêt à être distribué, l’amélioration de certains points est 
toujours en cours. 
 
Le premier point sujet à amélioration concerne les acquisitions IRM pondérées en 
diffusion ainsi que la méthodologie de reconstruction. La méthodologie utilisée, la DTI, 
présente certains inconvénients évoqués plus haut. Il est donc nécessaire de mettre en place 
des méthodologies plus récentes. C’est pour cette raison que des tests de faisabilité de la QBI 
ont été réalisés, via la création d’un fantôme dédié qui est également sujet à amélioration. 
Plusieurs limites empêchent encore d’obtenir une acquisition idéale, mais les résultats 
préliminaires montrent l’avantage que la QBI représente pour la tractographie in vivo.   
 
Un second point sujet à amélioration concerne les morphologies de crâne de chiens 
utilisées pour la création des templates. Dans notre étude, nous n’avons utilisé que des images 
de Chiens mésocéphales, une amélioration potentielle consisterait donc en l’application 
directe des méthodologies mises en place lors de ces travaux sur des chiens brachy- et dolicho-
céphales.  
 
Un dernier point sujet à amélioration concerne le logiciel. Plusieurs chercheurs 
rencontrés au cours de congrès ont montré leur intérêt à faire partie du développement de 
ce logiciel en apportant un retour sur l’utilisation de la version alpha. Ces retours permettront 
la mise en place d’une réelle version « beta » prête à une distribution à la communauté. Le 
fait d’avoir un groupe d’utilisateurs permettra également la mise en place d’une base de 
données à travers le logiciel. Ceci pourra par la suite mener, une fois un grand nombre de 
données rassemblées via les utilisateurs participants, au développement de nouvelles 
méthodologies basées sur les réseaux de neurones. Le logiciel deviendrait ainsi non seulement 
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un élément pour utiliser différentes méthodologies, mais aussi un englobement de données 
multicentriques. Ce dernier aspect concerne cependant un futur encore lointain. 
 
Pour conclure, le travail réalisé au cours de cette thèse a permis de délivrer un 
ensemble de templates, cartes paramétriques et indices histologiques pour constituer un atlas 
stéréotaxique canin. Le logiciel, englobant ces éléments ainsi que les méthodologies mises en 
place, servira de fondement pour de futures études IRM chez le Chien. En parallèle, les 
méthodologies développées chez le Chien se sont montrées applicables et utiles pour d’autres 
études : une étude tractographique chez le Cheval d’une part, et une étude IRM 
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