In this paper, we develop a novel, linear-implicit and local energy-preserving scheme for the sine-Gordon equation. The basic idea is from the invariant energy quadratization (IEQ) approach to construct energy stable schemes for gradient systems, which are energy dispassion. We here take the sine-Gordon equation as an example to show that the IEQ approach is also an efficient way to construct linearimplicit and local energy-conserving schemes for energy-conserving systems. We first transform the local energy conservation law into a quadratic form and obtain an equivalent system by introducing an auxiliary variable to substitute the nonlinear term in the local energy conservation law. The spatial derivatives of the system are then approximated with a finite difference method and a semi-discretized system is obtained, which can preserve the semi-discretized local energy conservation law exactly. Subsequently, a fully discretized scheme, which can preserve the discrete local energy conservation law, is derived by treating explicitly all nonlinear terms and implicitly all linear terms, respectively. Moveover, with the aid of the classical energy method, an unconditional and optimal error estimate for the scheme is established in discrete H 1 h -norm. Finally, various numerical examples are addressed to confirm our theoretical analysis and demonstrate the advantage of the new scheme over some existing structure-preserving schemes.
Introduction
In this paper, we consider the following sine-Gordon (SG) equation in two dimensions (2D) u tt = ∆u − sin(u), (x, y) ∈ Ω ⊂ R 2 , 0 < t ≤ T, (
with initial conditions u(x, y, 0) = f (x, y), u t (x, y, 0) = g(x, y), (x, y) ∈ Ω, where ∆ = ∂ xx + ∂ yy , Ω = [x L , x R ] × [y L , y R ] ⊂ R 2 , and f (x, y) and g(x, y) are wave modes or kinks and their velocity, respectively [23] .
The system (1.1) can be rewritten into a combination of ordinary differential equations With the continuous Leibniz's rule, we can deduce that
and sv = q y v = (qv) y − qv y = (qv) y −t = (qv) y − 1 2 (q 2 ) t .
(1.8)
Inserting (1.6)-(1.8) into (1.5), we complete the proof.
Under suitable boundary conditions, such as periodic boundary conditions, the local energy conservation law (1.4) implies the following global energy conservation law E(t) = 1 2 Ω (v 2 + p 2 + q 2 + 2(1 − cos(u)))dxdy ≡ E(0).
(1.9)
Various numerical schemes were proposed and studied for solving the SG equation, including finite difference method [4, 10] , finite element method [2, 10] , Fourier pseudo-spectral method [3] , meshless method [13] , split cosine method [35] , radial basis method [14] , Lagrange collocation-type time-stepping method [29] , differential quadrature method [22] , etc.
In recent years, due to the superior properties in long time numerical computation over traditional numerical methods, structure-preserving methods, which can preserve as much as possible the intrinsic properties of the given dynamical system, become more and more powerful in scientific research. As the most important components of the structure-preserving methods, symplectic and multi-symplectic methods, which can preserve symplectic and multisymplectic conservation laws of Hamiltonian systems, respectively, have gained remarkable success in numerical stimulations of the SG equation (e.g., see Refs. [1, 20, 26, 30, 31, 32, 37, 44] and references therein). Besides the symplectic and multisymplectic conservation laws, the SG equation also admits the energy conservation law. It is well-known that the conservation of energy is a crucial property of mechanical systems and plays an important role in the study of properties of solutions, especially in the theory of solitons. In the past few decades, designing numerical schemes, which preserve rigorously a discrete energy for the SG system, attracts a lot of interest (e.g. see Refs. [5, 6, 9, 16, 19, 24, 27, 41] and references therein). However, most of the existing energy-preserving schemes are fully implicit, which implies that one has to solve a system of nonlinear equations, at each time step. An explicit energypreserving scheme is much easier for implementation, but the results on the stability and convergence for the explicit scheme require a strict restriction on the grid ratio [41] . A popular approach is to propose a linear-implicit and energy-preserving scheme. At each time step, the scheme only requires to solve a linear system, which leads to considerably lower costs than the implicit one. In Ref. [36] , Matsuo and Furihata presented the concept of the multiple points complex discrete variational derivative method and developed some linear-implicit and energy-preserving schemes for partial differential equations (PDEs), whose nonlinear terms are of the form |u| 2s u (s = 1, 2, · · · ). Later on, Dahlby and Owren [11] generalized the ideas and developed a general framework for deriving linear-implicit and energy-preserving schemes for PDEs with polynomial nonlinearities. Recently, Cai et al. [8] have proposed the partitioned averaged vector field (PAVF) method to develop linear-implicit and energy-preserving schemes for Hamiltonian PDEs. But, for the SG system, the scheme obtained by the PAVF method reduces to be fully implicit. Very recently, Gong et al. [18] have constructed two linearimplicit and energy-preserving schemes for the KdV equation by the IEQ approach, which was first developed to construct efficient and accurate numerical schemes for gradient flows by Yang et al [39, 40, 42] . Compared with the linearly implicit schemes for the energy-conserving systems with polynomial nonlinearities, there are few works on the nonpolynomial cases. Therefore, taking the sine-Gordon equation as an example, the first purpose of this paper is to construct a linear-implicit and energy-preserving scheme for the energy-conserving systems with nonpolynomial nonlinearities.
In addition, the mentioned linearly implicit schemes can only preserve the global energy which depends on the suitable boundary conditions, such as the periodic boundary conditions, otherwise these energy-preserving methods will be failed. In order to solve this problem, Wang et al. [38] introduced the concept of local structure-preserving methods. The basic idea of the local structure-preserving methods is to generalize the preserved structures of the structure-preserving methods on the global time level to local area so that the structures can be preserved in any local areas or any points in time-space region. Therefore, the boundary conditions are not necessary any more. In recent years, the local structure-preserving methods have been of high interest in studying Hamiltonian PDEs (e.g., see Refs. [7, 17, 28] and references therein). However, to the best of our knowledge, there has been no reference considering a linear-implicit and local energy-preserving method for the energy-conserving systems. Therefore, the second purpose of this paper is to provide a strategy to construct linear-implicit and local energy-preserving schemes for the energy-conserving systems. Furthermore, there are few results on error estimates for the local energy-preserving schemes. Therefore, the third purpose of this paper is to establish an a priori estimate for the proposed scheme.
The outline of this paper is organized as follows. In Section 2, the local energy conservation law of the SG equation is first transformed into a quadratic form and the original system (1.2)-(1.3) is rewritten as an equivalent system. Then, the spatial derivatives are approximated with a finite difference method, and a semi-discrete system, which can preserve the semi-discrete local energy conservation law exactly, is presented. Finally, a fully discretized scheme is obtained by using the linearized Crank-Nicolson method to the semi-discrete system. The unique solvability of the solution and the convergence analysis of the proposed scheme are addressed in Section 3. Some numerical experiments are presented in Section 4. We draw some conclusions in Section 5.
2 Construction of the linear-implicit and local energy-preserving (LI-LEP) scheme
In this section, we will propose a LI-LEP scheme for the SG system. The basic idea is from the IEQ approach for the gradient systems [39, 40, 42] .
Inspired by the IEQ approach, we first introduce a Lagrange multiplier (auxiliary variable) r(t, x, y; u) = 1 − cos(u) + 1, and rewrite (1.2)-(1.3) as
where w, φ, s, and r satisfy
Proposition 2.1. The SG system (2.1)-(2.2) admits the following modified local energy conservation law
Proof. Multiplying of (2.2) with v, we have
It is clear to see that
With noting (1.7)-(1.8) and (2.5), we complete the proof.
Under the suitable boundary conditions such as the periodic boundary conditions, we see that the local energy conservation law (2.3) implies the following global energy conservation law
, respectively, where l 1 = x R − x L and l 2 = y R − y L , and N 1 and N 2 are two even numbers, respectively. Denote
A discrete mesh function U j 1 ,j 2 , (j 1 , j 2 ) ∈ Z × Z is said to satisfy the periodic boundary conditions if and only if
For a positive integer M , let Ω τ = {t n |t n = nτ ; 0 ≤ n ≤ M } be a uniform partition of [0, T ] with time step τ = T /M . Let Ω hτ = Ω h × Ω τ and denote U n j , j ∈ J h , 0 ≤ n ≤ M be a mesh function defined on Ω hτ . For any grid function U n j defined on ∈ Ω hτ , we define
Then, the following facts hold [38] :
1. Commutative laws
where w = x, y.
Discrete Leibnitz rules
Notice that the discrete Leibniz rules are also valid for the operators δ x and δ y .
For simplicity, in the subsequent sections, we denote U j 1 ,j 2 and U n j 1 ,j 2 as approximation solutions of u(x j 1 , y j 2 , t) and u(x j 1 , y j 2 , t n ), respectively, and C denotes a positive constant which is independent of mesh grids and may be different in different case.
Local energy-preseving spatial semi-discretization
Many energy-preserving schemes have been designed and investigated for solving the SG equation in the literature, but, little attention was paid to the local energy-preserving properties brought by spatial discretizations. In this section, a finite difference method is employed to approximate the spatial derivatives of the SG equation and we prove that the resulting semi-discrete system can preserve the semi-discrete local energy conservation law exactly.
Applying the finite difference method in space for (2.1)-(2.2), we obtain the following semi-discrete system
where W, Φ, S, and R satisfy
Next, we will show that the semi-discrete system (2.8)-(2.9) possesses a semi-discrete local energy conservation law. Theorem 2.2. The semi-discrete scheme (2.8)-(2.9) possesses the following semi-discrete local energy conservation law
Proof. Multiplying (2.9) with V j , we have
With the continuous Leibniz rule, we have
and
With the discrete Leibniz rule, we can deduce that
Inserting (2.12)-(2.15) into (2.11), we finish the proof.
Corollary 2.1. With the periodic boundary conditions (2.7), the scheme (2.8)-(2.9) possesses the following semi-discrete global energy conservation law
Full discretization
Applying the linearized Crank-Nicolson method for the semi-discrete system (2.8)-(2.9) in time, we obtain a fully discretized scheme, as follows:
h are the solutions of the following equations
Eliminating the auxiliary variables P, Q and Φ, we can deduce an equivalent scheme from the above equations
where
h are the solutions of the following equations 25) which comprises our linear-implicit and local energy-preserving (LI-LEP) scheme for the SG equation. With noting
Eq. (2.21) can be reformulated as
Remark 2.1. Here, we only give the LI-LEP scheme for the SG equation in 2D. In fact, the LI-LEP scheme can be easily extended to the SG equation in 1D and 3D [12] .
Next, we will prove that the LI-LEP scheme (2.20)-(2.25) can preserve a discrete local energy conservation law. 27) where 0 ≤ n ≤ M .
Proof. Multiplying (2.19) with A t V 0 j , we have
By using the discrete Leibniz rule, we can deduce that
Similarly, we can get
Inserting (2.29)-(2.32) into (2.28), we have
Multiplying (2.17) with A t V n j and by the similar argument as above, we finish the proof. 
Numerical analysis
In this section, we will discuss the unique solvability and the convergence of the LI-LEP scheme (2.20)-(2.25). Let
be the space of mesh functions defined on Ω h and satisfy the periodic boundary conditions (2.7). We define discrete inner product as follows:
The discrete L 2 -norm of U n ∈ V h and its difference quotients are defined, respectively, as
In fact, it is easy to show that
where ⊗ means the Kronecker product, I Nr is an N r × N r identity matrix, and
We also define discrete H 1 h and L ∞ -norms, respectively, as
We note that the discrete norms ||δ + x U || h , ||δ + y U || h and ||∇ h U || h defined above are semi-norms. In addition, for simplicity, we denote '·' as the element product of the vectors U , V ∈ V h , that is,
Solvability
In this section, we will prove that the scheme (2.20)-(2.22) is uniquely solvable. Proof. Let
The scheme (2.26) can be written as the following linear equations
In order to obtain the unique solvability of the scheme, we need to prove that the matrix A is invertible. It is clear to see that, when Ax = 0, we have
Noting that I − τ 2 4 ∆ h is symmetric positive definite. Thus, x = 0, that is, Ax = 0 has only zero solution, which implies that A is invertible. This completes the proof.
Convergence analysis
In this section, we will establish an optimal priori estimate for the proposed scheme
Lemma 3.1. (Gronwall inequality [43] ). Suppose that the discrete function ω n |n = 0, 1, 2, · · · , M ; M τ = T is nonnegative and satisfies the inequality
where A and B k , (k = 1, 2, · · · , M ) are nonnegative constants. Then
where τ is sufficiently small, such that τ max
, ∀x ∈ R, we have
2)
Assuming u(x, t) ∈ C 4 0, T ; C 3,3 p (Ω) , then using Lemma 3.2 and the Taylor expansion, we can see that
Defining "error functions" as 
12)
where j ∈ J ′ h .
Theorem 3.2. We assume u(x, t) ∈ C 4 0, T ; C
3,3
p (Ω) . Then, when τ is sufficiently small, such that, Cτ ≤ 1 2 , we have
Proof. Taking the discrete inner product of (3.12)-(3.14) with e 
2 , e 
It is clear to see that
where we have used Lemma 3.2, the Hölder inequality and the Cauchy mean value theorem. Thus, by using (3.18)-(3.21), the Cauchy-Schwartz inequality and the triangle inequality, we have 24) where (3.7) and (3.8) are used. We introduce the following "energy function" for the error functions
Adding (3.16) and (3.17), and noting (3.23)-(3.24), we then have
Combing (3.15) and (3.25) , together with (3.22), we can obtain
When τ is sufficiently small, such that Cτ ≤ 1 2 , we can obtain
which further implies that
This completes the proof. 
Proof. Taking the discrete inner product of (3.9)-(3.11) with e , respectively, we obtain By the same argument as (3.18)-(3.21), we can prove
Thus, by using (3.29)-(3.32), the Cauchy-Schwartz inequality and the triangle inequality, we have 
where (3.7) and (3.8) are used. We introduce the following "energy function" for the error equations
Adding (3.27) and (3.28) and noting (3.34)-(3.35), we then obtain
Combing (3.26) and (3.36), together with (3.33), we can obtain
Summing up for the superscript n from 2 to m and then replacing m by n, we can deduce from (3.37) that
where e 0 1 = 0 is used. Applying Lemma 3.1 to Eq. (3.38), we get
where τ is sufficiently small, such that Cτ ≤ 1 2 . The proof is completed.
Remark 3.1. The analysis technique in Theorem 3.3 is based on the classical energy method, thus, our analysis technique can be directly extended to establish an unconditional and optimal H 1 h -error estimate for the LI-LEP scheme of the SG equation in 1D and 3D. Especially, with noting the discrete version of the Sobolev inequality in 1D [43] , the H 1 h -norm convergence in the 1D case implies the L ∞ -norm convergence.
Numerical examples
In this section, we will investigate the numerical behaviors of the LI-LEP scheme for the SG equation in 1D and 2D. Also, the results are compared with some existing schemes presented in Table 1 for convergence rates, energy conservation laws and iterations (or CPU times). For the LI-LEP scheme (2.20)-(2.22), we use the following iteration method to solve the linear equations:
We take the initial iteration vector U ,(0) = U n and each iteration will terminate if the infinity norm of the error between two adjacent iterative steps is less than 10 −14 .
Further, for a fixed iteration step s, the fast solver presented in Ref. [21] is applied to solve the linear equations explicitly. For the convergence rate, we use the formula
where τ l , error l , (l = 1, 2) are step sizes and errors with the step size τ l , respectively. Table. 1: The abbreviations used in this paper ALGO E2 Energy-conserving algorithm II [27] ). MBS Multisymplectic box scheme [31, 32] . AVF-FP Averaged vector field (AVF) Fourier pseudo-spectral method [9] . HBVM(k, s)
Hamiltonian boundary value methods [5, 6] . FI-EC Fully implicit energy-conserved scheme [24] .
Simulations of the 1D sine-Gordon equation
In this section, we consider the 1D nonlinear sine-Gordon equation, as follows:
Here, we shall consider soliton-like solutions, as described in Ref. [32] , defined by the initial conditions:
Eq. (4.1) possesses the following exact solution
In our computation, we take the computational domain Ω = [−20, 20] and γ = 1. The periodic boundary condition is adopted. Table 2 shows numerical errors and convergence rates of different schemes with different mesh sizes and time steps at T = 1. As illustrated in Table 2 , the LI-LEP scheme has second-order convergence rate in time and space, which confirms the theoretical analysis. Numerical error provided by our scheme has the same order of magnitude as the ones provided by other schemes. In addition, compared with the ALGO E2 scheme, the MBS scheme and the AVF-FP scheme, our scheme need fewer iterations. Noting that the iterations of HBVM(1,1) and HBVM(5,1) are the fewest. This is due to the fact that a blended iteration technique [6] was used to implement HBVM(k, s) efficiently. Thus, developing an efficient iteration technique for our scheme will be one of our further subjects.
In Fig. 1 , we display the propagation of the soliton by the LI-LEP scheme over the time interval t ∈ [0, 100], which shows that shapes of the soliton is preserved accurately. The energy errors over the time interval t ∈ [0, 100] are investigated in Fig. 2 . As illustrated in Fig. 2(a) , the energy error provided by HBVM(5,1) is the smallest and our scheme admits much smaller numerical error than the ALGO E2 scheme and the AVF-FP scheme. In Fig. 2(b) , some comparisons between the LI-LEP scheme and the symplectic as well as multisymplectic schemes are given. It is clear to see that our scheme has more advantage on the conservation of energy than the symplectic and multisymplectic schemes. Table. 3: The iterations required by different schemes with h = 0.1 and τ = 0.01 at T = 100. 
Simulations of the 2D sine-Gordon equation
In this section, we consider the 2D nonlinear sine-Gordon equation, as follows:
Some numerical results of our scheme for the SG equation in 2D are presented.
Accuracy test
Eq. (4.6) possesses the following analytical solution u(x, y, t) = 4 tan −1 (exp(x + y − t)). Table 4 . It can be seen from this table that the LI-LEP scheme has second-order convergence rate in time and space, which confirms the theoretical analysis. In addition, we find that numerical errors provided by the two schemes have the same order of magnitude and our scheme is more efficient than the FI-EC one. In Fig. 3 , numerical solution obtained by the LI-LEP scheme and exact solution at T = 1 are investigated, which implies that the numerical solution is consistent with the exact one. 
Circular ring solitons
We then consider the circular ring solitons by choosing initial conditions [2, 10, 15, 35] f (x, y) = 4 tan
The computation is done on the space interval Ω = [−14, 14] × [−14, 14] and the periodic boundary conditions are used. We take mesh points N 1 = N 2 = 400 and time step τ = 0.1. The evolution of the circular ring solitons obtained by the LI-LEP scheme in terms of sin(u/2) at times t = 0, 4, 8, 11.5 and t = 15, respectively, are shown in Fig.  4 . It is clear to observe that the ring solitons simulated shrink at the initial stage, but oscillations and radiations begin to form and continue slowly as time goes on. This fact is consistent with the results obtained in Refs. [2, 10, 15, 35] and can be clearly viewed in the contour plots. The errors on the energy over the time interval t ∈ [0, 100] are presented in Fig. 5 , which shows that the energy errors provided by the two schemes can preserve precisely in long time computation and our scheme admits much smaller error than the one provided by the FI-EP scheme. 
Collisions of four circular solitons
Finally, a collision of four expanding circular ring solitons is investigated by taking initial conditions [2, 25, 35] f (x, y) = 4 tan 30, 10] with the periodic boundary conditions. We choose mesh points N 1 = N 2 = 200 and time step τ = 0.1. Numerical simulations obtained by the LI-LEP scheme in terms of sin(u/2) at times t = 0, 2.5, 5, 7.5 and t = 10, respectively, are depicted in Fig. 6 . The solution shown includes the extension across x = −10 and y = −10 by symmetry properties of the problem [2, 15, 25, 35] . Fig. 6 shows the collision precisely between four expanding circular ring solitons in which the smaller ring solitons bounding an annular region emerge into a large ring one. This matches known experimental results [2, 15] . Also, contour maps are shown to illustrate more clearly the movement of the solitons. The errors on the energy over the time interval t ∈ [0, 100] are shown in Fig. 7 . It is clear to see from the figure that the energy is preserved to be round-off error by the two schemes and the error provided by our scheme is much smaller than the one provided by the FI-EP scheme. 
Concluding remarks
In this paper, taking the SG equation as an example, we develop a general framework for deriving linear-implicit and local energy-preserving schemes for the energyconserving system by the IEQ approach. In addition, based on the classical energy method, we show that, without any restriction on the grid ratio, the proposed scheme is convergent with order O(h 2 + τ 2 ) in discrete H 1 h -norm. Numerical results verify the theoretical analysis. Compared with some existing energy-preserving schemes and symplectic schemes, our scheme is more efficient and has the advantage in preserving the discrete energy conservation law. The technique presented in this paper can also be used to propose linear-implicit and local energy-preserving schemes for a large of class of energy-conserving PDEs, such as the "good" Boussinesq equation, the nonlinear Schrödinger-type equation, etc.
Very recently, Shen et al. have proposed a new approach, termed as scalar auxiliary variable (SAV) approach, for gradient flows. The SAV approach cannot only enjoy all the advantages of the IEQ approach, but also has some additional advantages, such as independence of specific forms of the nonlinear part of the free energy, easy to implement, etc [33, 34] . In the same way as the IEQ approach, the idea of the SAV approach can be easily extended to construct linear-implicit and local energy-preserving schemes for the SG equation. However, the numerical analysis for the resulting scheme need to be further discussed.
