Abstract. This paper constructs a filled function for non-smooth box-constrained global minimization, investigates its properties and designs a corresponding algorithm. The constructed new filled function contains only one parameter and it has more merits than those with several parameters. Moreover, the iterative operations of the proposed filled function algorithm can be easily implemented. we also perform numerical experiments to show the efficiency of the proposed approach.
Introduction
With rapid progress being made in AI, economics and financing engineering, more and more complex global optimization models need to be solved, and studies on global optimization for the nonlinear programming problem ) ( min :
,where X is a box set, become a hot topic today. In recent years, lots of new theories and algorithms for global optimization have emerged, and they usually fall into two main categories: stochastic and deterministic method. Among those methods, filled function method put forward by Ge in [1] is a particularly useful deterministic method for global optimization. The filled function method is usually comprised of a sequence of cycles, each having two phases: a local minimization phase and a global descent phase. A local minimization phase aims at seeking one local minimizer of the original problem and the second phase focuses on finding a better initial point for the first phase. Those two phases are conducted repeatedly until the terminating criteria is met and one approximate global minimizer is obtained. The filled function in [1] has some shortcomings, and thus the papers in [2, 3, 4, 5] reconsidered the filled function methods. Note that the above filled function methods are designed mainly for smooth global optimization. However, most of global optimization problems in real world are usually formulated into nonsmooth ones. In this paper, we extend the filled function methods for smooth global optimization to include non-smooth case.
Generally speaking, there are two difficulties are needed to address by the global optimization. The first one is how to skip from the current optimizer, and the another how to judge the current optimizer is a global solution. This paper tackles only the first difficulty. This paper is organized as follows: In Section 2, we make some assumptions on the problem (P), and construct a filled function and discuss its theoretical properties. In Section 3, we give an corresponding filled function algorithm. In Section 4, we provide several numerical results, including its application in solving NCP problem.
A Novel Filled Function and Its Properties
In this paper, we consider the following box-constrained global minimization problem (P): min ( ),
where X is a box set. For simplicity, we denote the set of local minimizers of problem ( ) P by L(P). To introduce the filled function for non-smooth global optimization, we assume that the following are satisfied: The main tools used by filled function method for non-smooth global minimization is Clark generalized gradient. For more details of the Clark generalized gradient, please refers to [8] .
Now, we give the definition of filled function for non-smooth global minimization problem (P). Definition. A function * ( , ) P x x is said to be a filled function of problem (P) at * ( ), x L P ∈ if it has the following properties:
(1) * x is a strictly maximizer of
and its derivative is given below:
we construct a new filled function as follows:
max .
The following theorems show that
is a filled function.
x is a strictly local maximizer of .
Since 0 x is a minimizer of ( ), f x it is also a minimizer of
The proof of the theorem is completed.
Filled Function Algorithm
In the above section, we discussed some theoretical properties of the filled function. Now, we propose a filled function algorithm below. 
then phase 2 stops and the algorithm returns to phase 1 looking for a better optimizer for ( ). f x The above process repeats until the local minimization of this method does not yield a better point. The current local minimizer will then be taken as a global minimizer.
Numerical Experiment
In this section, we carry out some numerical tests including one application of the filled function method in solving NCP problem. All tests are programmed in Fortran 95. To find a local optimizer, in non-smooth case, we use Hybrid Hooke and Jeeves-Direct Method for Non-smooth Optimization [7] and the Mesh Adaptive Direct Search Algorithms for Constrained Optimization [6] and in smooth case, we use penalty function method and conjugate gradient method.
Problem 1:
The algorithm successfully found a global solution: One of applications of the filled function method is using it to solve a NCP problem. Consider NCP(F). NCP(F) can be described as follows: Given a vector function ( ) : , 
