Abstract-This study presents a comparison of two methods to extract features for the classification of wrist movements (flexion, extension, pronation, supination). For the first method, a set of 160 features was extracted from the filtered time and frequency domain EEG data and its alpha, beta, and theta bands. For the second method, a set of 40 features per movement type was extracted from the ICAcalculated source signals. The value of the Davies-Bouldin cluster separation index for each feature was used for selecting the best five features from each set so as to avoid the subjective selection or rejection of any of the features. Finally, five different kinds of classifiers were chosen to obtain classification error rates with which to compare both techniques.
I. INTRODUCTION
The successful implementation of an EEG-based BrainComputer Interface (BCI) holds enormous promise for a wide variety of subjects suffering from different types of disorders (e.g., spinal cord injury, stroke, etc.) that affect their ability to perform most daily-life tasks without external help (see [1] for an extensive review on this matter). A fundamental decision that must be taken in the process of designing such a BCI is whether to base the system on the EEG activity in the brain areas normally assigned to the production of those output commands (e.g., sensori-motor cortex). In the present work, which is a continuation of [2] , we have chosen to focus on analyzing motor related potentials in all cortical areas, regardless of their expected information content. This approach does not require extensive training and allows us to explore other potential areas that have been ignored in BCI research thus far.
EEG data are always contaminated by artifacts, noise, unwanted spontaneous EEG activity, etc. In addition to this, the skull acts as a spatial low-pass band filter, eliminating much of the information generated intracortically. These factors make it very difficult to obtain a reliable representation of the underlying cortical activity. Hence, the question of how to go about choosing appropriate features to represent the EEG data obtained in BCI experiments has resulted in an enormous amount of literature [3] [4] [5] . Time grand averaging, frequency component selection, and spatial pattern analysis have all been tested with various degrees of success. Recently, the independent component analysis (ICA) technique has received an increasing amount of attention [6] [7] . ICA is a statistical methodology that performs blind separation of the sources to obtain statistically-independent components. It is expected that using these components will improve the classifiers' performance.
In the present work, we study the possibility of distinguishing executed and imaginary movements of the left and right wrists in healthy subjects. These movements have been selected for their relevance in future BCI control of hand prostheses. The purpose of the present paper is to compare how simple frequency and time-based features along several frequency bands fare against similar ICA features in helping to identify these wrist movements. This study has been performed in a systematic manner, making use of as few assumptions in the underlying physiological characteristics as possible. The motivation for this approach is to allow the discovery of additional useful trends in the EEG data by avoiding some of the location-related bias in previous research. Finally, the comparative study of the characteristics of the executed and imaginary experiments will be useful in assessing the feasibility of using this approach with locked-in patients.
II. METHODOLOGY

A. Experimental Procedure
EEG data were recorded from four healthy male subjects. The cortical patterns were measured with an electrode cap equipped with 21 Ag/AgCl electrodes in a 20/10 set-up. The data were sampled at a rate of 256Hz.
For each subject, three 5-minutes experiments were run for each of the following conditions: 1) left-hand executed wrist movements, 2) right-hand executed wrist movement, 3) left-hand imaginary wrist movements, and 4) right-hand imaginary wrist movements.
During each of these experiments, the subjects were instructed to perform one of four wrist movements: a) flex, b) extend, c) pronate, or d) supinate. The commands were shown on a computer screen placed one meter away from the subject. The subjects were given 2s to perform the movement after which a return to resting position command was issued. The subjects were given 2s before being given an additional command. The exact sequence of wrist movements was randomized. To avoid mental fatigue effects, 10-minute breaks were taken after every four 5-minute runs.
B. Feature Extraction
The entire data set was low-pass filtered at 40Hz using a Kaiser-window 93rd-order FIR filter in order to clean out unwanted 50Hz noise. The epochs corresponding to the EEG data obtained during the previous experiments were then extracted for the two seconds following the appearance of each movement command on screen. Feature extraction task was performed with the help of the EEGLAB utility [8] .
Frequency Band Features. The following time-based features were from extracted from the original EEG data: (1) 50ms window averages of the rectified EEG amplitude, (2) dominant frequency, (3) time-domain variance over the 2s response, and (4) total power over the 2s response (using Welch's method). The original EEG data was then filtered to obtain three additional data sets in which the alpha (8-13Hz), beta (14-30Hz), and theta (4-7Hz) bands were emphasized. The same set of features was extracted from these three additional sets. See Table I for an overall view of the selected features.
ICA Component Features.
ICA is a statistical method whose goal is to find a linear representation of non-Gaussian data so that the components are statistically independent [9] . It is assumed that at time instant k the observed n-dimensional data vector x(k) is given by
where the s i are the source signals and the a i form the mixing matrix A. The source signals are assumed to be stationary and independent. See [7] to review the applicability of these assumptions to the physical processes involved in the production of EEG signals. The goal of the ICA algorithm is to find the mixing matrix A as well as the set of signal sources s i . This is achieved by first choosing an appropriate measure of independence or nongaussianity (such as joint entropy, negentropy or kurtosis) and applying a recursive algorithm that maximizes this value for the source signals. The details of the Infomax ICA algorithm used in the present work can be found in [10] . The solution provided by the ICA algorithm takes the form ) ( ) ( k Bx k s (2) where the B matrix is called the separating matrix and the ) ( k s are the ICA estimation of the source signals. Quite often previous researchers have used ICA to reject data artifacts or handpick certain components of physiological interest. However, there are certain theoretical and practical problems associated with this approach. The ICA algorithm does not solve the inverse EEG problem; using its solutions to infer the underlying localization of the neural activity, however intuitively appealing, has no solid theoretical basis. The practice of handpicking or excluding certain solution components based on previous neurophysiological studies can also lead to biasing the results to favor uncertain brain functioning theories; this can be especially a problem when assessing the cortical activity for less well-known tasks, such as imaginary movements. From a purely practical point of view, difficulties will be likely when customizing the BCI interfaces to different patients. Inter-subject variations might impose the need for the manual sorting of the ICA components; thus bringing the risk of introducing arbitrariness and additional errors. We chose to avoid such mistake.
In the present work, we have chosen to objectively analyze the source signals obtained from the ICA algorithm. For this purpose, separating matrices were obtained for each of the movements performed. These matrices were used to estimate to which of the source signal sets a given output vector x was best match. In this way, for each movement type, the set of sources signals Table I ).
C. Feature Selection from DBI indices
The selection of the features defined previously was based on the Davies-Bouldin Index (DBI) [11] . Refer to [2] for details on how the indices were calculated in this study. The DBI decreases as class separation increases.
D. Classification
The five best features, as ranked according to their DBIs (i.e., the estimated class separation), were used for the classification task. In order to compare the effectiveness of the different kinds of features extracted, the classification task was performed independently for the time/frequency and ICA features. In addition to this, a combination of the best features from the two types was tested as well.
Two-thirds of the overall feature data set were taken for training the classifiers; the remaining third was assigned for testing. In order to avoid biasing the results, this process was 
III. RESULTS
A. Left/Right Wrist Movement Classification
The different kinds of left and right wrist movements were bundled together to estimate our ability to solve this simpler problem. See Table II and Figure 1 for a typical DBI plot corresponding to ICA components. The features are color-coded (darker indicates better clustering); notice how some of the ICA components stand out over the others. See Figure 2 for the corresponding ICA component scalp maps with the lowest-average DBI. Note that whereas components 14 and 16 correspond to activity expected from physiological studies and probably would have been handpicked in other studies, components 12 and 6 provide additional features that could have been overlooked easily.
The five overall best features for every subject (named here A, B, C, and D) and movement type (executed or imaginary) are presented in Tables III and IV for time/frequency band and ICA analyses respectively.
Finally, the overall classification failure rates are presented in Table V , tasks for which the success rate was over 70% are highlighted.
B. Flex/Extend/Pronate/Supinate Classification
The methodology above unable to yield a success rate over 70% in any subclass case. The average classification success for the flex/extend/pronate/supinate subclasses were 35%, 34%, 35%, and 32%, respectively. These values are only marginally better than chance, which would give a 25% probability of correct classification just by guessing. 
IV. DISCUSSION
The results indicate that except for the executed movements of subject A, the classifiers were able to yield acceptable left/right classification success rates, ranging from 71% to 96%. Moreover, the ICA-based classification over-performed the time/frequency band one with a 77% versus 64% overall success rate. The application of the Wilcoxon's test to the success rate data also rejected the null hypothesis at the 0.05 level. These results indicate a solid performance, especially if we considered that no effort was devoted to removing any specific artifacts of any kind other than the 50Hz mains noise.
In order to improve the quality of the results, new features, better-suited to capture the nature of the alpha and beta bands, will be needed. Note that, for example, for subjects A and C most of the features with low DBIs belonged to the beta band. Another analysis that merits further research is the application of the ICA algorithm to each of the alpha, beta, and gamma bands independently. Finally, in order to improve the results for the flex/extend classification tasks it seems likely that the introduction of source localization techniques will be required.
V. CONCLUSION
The systematic use of the ICA technique for feature extraction was demonstrated. This technique was then implemented to correctly classify left and right wrist 8  T3  15  Pz  2  Fp2  9  C3  16  P4  3  F7  10  Cz  17  T6  4  F3  11  C4  18  O1  5  Fz  12  T4  19  O2  6  F4  13  T5  20  Fpz  7  F8  14  P3 21 Oz movements for either executed or imaginary tasks. Finally, it was shown that the ICA-based approach provided superior performance to that of an approach based solely on frequency band features. 
