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 This report mainly focuses on the basic theories and approaches used in 
background subtraction. An insight to background subtraction and its basic theory are 
discussed. Some problems related to previous background subtraction methods and 
limitations are also discussed. Theories are also linked with the algorithms that will 
be used. Also included is a literature review on previous work related journals. 
Discussion on the models and approaches used are included. Implementations of 
algorithms on top of the approaches are also defined with further clarity. 
Introductions to the methodology used are discussed. Discussions of expected results 
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1.1 Background of Study 
The importance of object tracking has been playing an important role in 
security surveillance and research purposes. In surveillance, much focus has been put 
into object tracking or foreign object identification. Motion tracking provides 
important information in determining any foreign or unwanted objects within a 
defined area. 
However the use of surveillance is not only applied for security purposes but 
also in research. Researchers are able to use tracking to focus on test variables of 
interest. In short tracking of objects is not only in terms of detecting motion or an 
incoming foreign object but also being able to block out unwanted and unimportant 
information. 
Background subtraction is a method used in tracking by comparing of 2 sets of image 
slices namely foreground and background. The background model will be determined 
by the algorithm to obtain the most stable image slice that does not have any 
movement or foreign objects introduced. Thus during comparison, the background 
subtraction algorithm takes an image slice from the video input stream and compares 
it with the background model. Any difference in the two slices will produce a 




Being able to detect rigid (does not change shape) moving targets solves the 
first half of the issue. The following methods that will be used are to segregate which 
movements in the foreground image is useful and valuable information. Certain 
information may not be of great use for example shadow movement or reflectance. 
On the contrary, information such as target shape and characteristic would provide 
starting points to information segregation. 
 
1.2 Problem Statement 
 The monitoring of behavior or activities involving changing information is an 
important aspect regarding image processing and video surveillance [1]. The ability 
to determine any undesired foreign objects within a specified area of interest has 
much importance especially in terms of security and observation purposes. 
 Determining foreign and changed information is the basic logical approach. 
However there is certain change detection that is undesirable. Take an example in a 
traffic tracking system where the object of focus is a moving car. There will be 
several moving objects such as leaves and shadow. The ability to filter out this 
information is essential to produce a genuine result of motion detection and object 
tracking. 
Current surveillance systems are able to record but are not able to determine which 
portion is redundant. By having an intelligent algorithm, only specific tracking will 





 The main objective is to develop a working algorithm that is able to track a 
moving object in a video. As more objects are introduced, other applications and 
techniques are used to process the information extracted from the motion detection. 
The main components can be subdivided into 2 parts. First, an algorithm is developed 
in order to track an object where essential information required in determining a 
moving object is obtained. 
To use colour recognition approaches as a selected target feature. Targets that 
are used will be having different colouring thus increases the capability of the 
algorithm to distinguish one object from another. 
 To perform shape recognition as a secondary characteristic distinguisher. By 
having additional feature recognition, the algorithm will be more intelligent in terms 
of variability of a target. Having colour and shape will complement each other to 
produce a more specific target. 
 To fuse all methods used to become a single algorithm that will have the 
intelligence to work on its own without much user intervention. 
 
1.4 Scope of Study 
 The scope of study falls under Intelligent Signal & Imaging cluster. Computer 
Vision and Image Processing has an important role in doing pre-processing towards 
the input video sequence and also post-processing on motion detection outputs. 
Functionalities of MATLAB are greatly used in generating an algorithm for a per-
pixel based approach on a given video input sequence. Mathematical understandings 
such as Gaussian distribution (probability) and basic statistical approaches (standard 




Colour recognition dwells deep in types of colour space that is available in the 
current industry. RGB is one of the most common examples. The combination of 
Red, Green, and Blue colours allows many electronic displays to produce a wide 
range of colours. Colour space information is important in deciding the feasibility of 
colour detection. Shape recognition will deal mostly with pixel area together with 







2.1 Background subtraction basics 
Background subtraction is an algorithm used much related to surveillance and 
monitoring. The algorithm involves detecting motion or significant differences inside 
of a video frame. What the algorithm does is it compares a background model with a 
foreground which in this case is an input stream using background differencing. With 
the difference of the two, any object that is not in the background can be detected 
thus creating an output mask. 
 
 







There are mainly 3 approaches to background subtraction. First uses a 
statistical property of a background observed over a period of time to construct the 
background model. From this background model, a decision can be made which 
pixels in the foreground (input stream) do not fall into the background model. There 
is a base assumption in this approach that is the background remains unchanged in 
geometry, reflectance, and illumination. 
Another approach is using image motion only assuming that a background is 
stationary. The background can also be at most very slowly changing but a target 
must be moving. No background model is required for this approach. Nevertheless, if 
the target stops moving there is no data that can be interpreted. 
The last approach is based upon geometry. This approach uses an algorithm 
that performs real-time depth segmentation. The assumption is that the geometry of 
the background cannot vary. Requirements for this method however is robust and 
also require high computational power. 
 
2.2 Background Subtraction Theories  
In this section, a more detailed description of how background subtraction 
models the image sequences is explained. Each pixel is modeled as a mixture of 
Gaussians. The persistence and variance of each of the Gaussians of the mixture will 
be used to determine which Gaussians belong to the background model. Pixel values 
that do not fit the background distributions will be considered as foreground until a 
Gaussian includes it with enough consistent evidence. 
The background method uses two parameters which are α, the learning 
constant and T, proportion of data that must be accounted for by the background. 
Consider values of a particular pixel over time as pixel process. Pixel process will be 
a time series of pixel values. What is known about a particular pixel at any given time 
will be its previous values.  
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{X1, ...,Xt} = {I(x0, y0, i) : 1 ≤ i ≤ t}  (2.2 – 1) 
I is the image sequence 
{x0, y0} are the pixel location in the image 
The history of each pixel is modeled by a mixture of K Gaussian distributions. The 
probability of observing the current pixel value will be  
P (Xt) =  𝜔𝑖 ,𝑡
𝐾
𝑖=1 ∗ 𝜂(𝑋𝑡 , 𝜇𝑖 ,𝑡 , )        (2.2 − 2)𝑖 ,𝑡   
K is the number of distributions 
𝜔𝑖 ,𝑡  is an estimate weight of the data is accounted by the i
th
 Gaussian in the mixture at 
time t 
𝜇𝑖 ,𝑡  is the mean value of the i
th 
Gaussian in the mixture at time t 
Σi,t is the covariance matrix of the i
th 
Gaussian in the mixture at time t 
 
𝜂 𝑋𝑡, 𝜇,Σ =  
1
 2𝜋  
n
2







  𝑋𝑡 − 𝜇𝑡 
𝑇𝛴−1 𝑋𝑡 − 𝜇𝑡        (2.2 − 3) 
The equation above is the Gaussian probability density function. 
For computational reasons, the covariance matrix is assumed to be Σi,t = 𝜍𝑘
2𝑰 
Every new pixel value 𝑋𝑡  is checked against the existing K Gaussian 
distributions until a match is found. A match is defined to be within 2.5 standard 
deviations of a distribution. This is an example of per pixel/per distribution 
thresholding. When none of the K distributions match, the least probable distribution 





ωk,t = (1 − α) ωk,t-1  + α(Mk,t)  (2.2 – 4) 
 Prior weights of K distributions at time t are adjusted as above. Mk,t will be 1 
for matched distributions and 0 for others. Weights are normalized after this 
approximation. When there is a match, the new observations are updated to be 
𝜇t = (1 − ρ) 𝜇t-1 + ρXt   (2.2 – 5) 
𝜍𝑡
2 =  1 − 𝜌 𝜍𝑡−1
2 + 𝜌(𝑋𝑡 − 𝜇𝑡)
𝑇(𝑋𝑡 − 𝜇𝑡)        (2.2 – 6) 
Where 𝜌 = 𝛼 𝜂(𝑋𝑡|𝜇𝑘 ,𝜍𝑘) 
An advantage of this method of updating is when allowed to become part of 
the background; the existing model of the background is not destroyed. The original 
background remains until it becomes the K
th 
most probable. 
Up to now, the equations have only described the on-line mixture model. 
Having the mixture model, the study now proceeds to the background model 
estimation. Generally, the background model should have the most supporting 
evidence and the least variance. To model the background, a method is needed for 
deciding which portion of the mixture model best represents the background model. 
First, the Gaussians are ordered by 𝜔/𝜍. From the equation we see that as the 
Gaussian has a higher weight, the value increase. Having a lower variance also 
increases the value. 
B = argminb( 𝜔𝑘 > 𝑇
𝑏
𝑘=1 )        (2.2 – 7) 
Where T is the minimum portion of data should be accounted for background. 
Now having the on-line mixture model and background model, a method is 
needed to identify foreground pixels in each new frame while updating each pixel’s 





The discussed algorithm method is a basic approach to background 
subtraction which is sufficient to determine object movements in a particular position. 
It is able to note any sort of movement and track its line of path by adding 
colorization to the information obtain. 
 
Figure 2: Sample Results Using Proposed Method 
Image results for the proposed method. The background model is taken to be 
the image frame on the left. The image on the right is a display of all movements 
detected. The information is added with colour for each specific line of path. A 
mixture of two colours represents two objects moving in the same path. 
The background subtraction approach can be divided into 3 main subtasks. 
1) Obtaining the on-line mixture model 
2) Building the background model 




2.3 Kalman Filter Theory 
 Kalman filter uses measurements observed over time which may contain noise 
or random variations which evolves into inaccuracies for post-processing methods. 
The values that are estimated tend to be closer to the true values of measurements and 
calculated values. It uses a set of mathematical equations that works recursively in 
minimizing the mean of the squared error. The inputs to the filter are past, present, 
and also future states.  
𝑋𝑘 =  𝐾𝑘 ∙  𝑍𝑘 +  1 − 𝐾𝑘 ∙ 𝑋𝑘−1  (2.3 – 1) 
𝑋𝑘  = Current Estimation 
𝐾𝑘  = Kalman Gain 
𝑍𝑘  = Measure Value 
𝑋𝑘−1  = Previous Estimation 
The k’s are states. The purpose of the equation is to find 𝑋𝑘  which is the 
estimate of signal X at each consequent k.  𝑍𝑘  is the measurement value which is not 
100% certain of. The unknown component in the equation above is the Kalman Gain 
𝐾𝑘 . For simplicity purposes, the gain is assume to be 0.5 which will produce an 
averaging filter. 
In implementing this filter, the conditions of Kalman Filtering must fit to a 
problem. Given that the 2 Kalman filter equations are 
xk = Axk – 1 + Buk  + wk – 1 (2.3 – 2) 




Signal values may be evaluated using linear stochastic equation (2.3 – 2). Any 
xk is a linear combination of its previous value plus a control signal. Most of the time 
there is no control signal. Equation (2.3 – 3) shows that any measurement value is the 
linear combination of signal value and measurement noise. Noise in this case is taken 
to be Gaussian. When a system fits the model, the standard deviation of noise 
functions wk – 1 and vk are left to be estimated. 
Initial values and parameters for the filter is important to get better estimates. 
The better the noise parameter estimation, the better the estimation. There are 2 main 
sets of equations which are Time Update used for prediction and Measurement 
Update used in correction. The equations are applied at k-th state. Time Update 
equations are as below: 
𝑥 𝑘
− = 𝐴𝑥𝑘−1 +  𝐵𝑢𝑘         (2.3 − 4) 
𝑃𝑘
− = 𝐴𝑃𝑘−1𝐴
𝑇 +  𝑄        (2.3 − 5) 
Measurement updates equations: 
𝐾𝑘 =  𝑃𝑘
−𝐻𝑇(𝐻𝑃𝑘
−𝐻𝑇 +  𝑅)−1        (2.3 − 6) 
𝑥 𝑘 =  𝑥 𝑘
− +  𝐾𝑘 𝑧𝑘 −  𝐻𝑥 𝑘
−         (2.3 − 7) 
𝑃𝑘 =  𝐼 −  𝐾𝑘𝐻 𝑃𝑘   
−         (2.3 − 8) 
Matrices A, B  and  H are known from the initial modeling previously. What 
is left is to determine R and Q. R can be obtained from the noise in the environment 
the system is in. 
 The previous section deals with modeling a system of interest to a Kalman 
filter environment. This section is the equations used in iterations in Time and 
Measurement updates. Kalman filter works in a cycle where it performs a time update 
by first projecting the state ahead and then project the error covariance ahead. In the 
measurement update, the Kalman Gain is computed followed by updating the 
estimate using zk. The error covariance is then updated producing outputs of k+1. 
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With the gathered information, the iteration can be done. Previous estimates 
will be the input for current state. The iteration works mainly on two cycles that is 
Time Update and Measurement Update. 
 
Figure 3: Kalman Filter Iteration Process 
  is the rough estimation that is done at the first change of state (time 
update).  is also the prior estimation of error covariance. These prior values will 
be used in the measurement update iteration. In the measurement update iteration,  
is calculated and producing an estimate of x at time k. Pk is used for future estimates 




2.4 Colour Space 
 A colour space has a range of colours that an electronic device can display or 
see [8]. This space is defined to provide devices such as computers for example, to 
have vision. Due to hardware limitation, there are only finite numbers of colours that 
machines can see or display thus requiring a convention for determining each unique 
colour produced. 
 Colour space provides a system of tabulating numerically each and every 
finite colour. A simple example can be taken where in a single axis that has a range 
predefined; a single tone of primary spectral component can vary from different 
shades. This is a simple form of 1-D colour space for a primary spectral component. 
 There are mainly 2 types of colour space that is related to each other, the RGB 
Colour Space which has Red, Green and Blue as its basic colour. Each colour will 
have its own axis line. In RGB Colour Space, a 3-D axis can be obtained producing a 






Figure 4: RGB Colour Cube 
 Figure 4 shows an example of the RGB Colour Cube. Its primary spectral 
components would be red which is located at the y-axis of the cube; green which is 
located on the x-axis; and blue on the z-axis. This model is based on a Cartesian 
coordinate system. For every plot of coordinate, there will be an assigned colour to it. 
This is how the RGB Colour Space works in facilitating the colours in a standardize 
method. 
Another colour space that is used in the machine vision system is CMY 
Colour Model. The base colours used in this model are Cyan, Magenta and Yellow. 
These are the secondary colours of light or also known better for primary colours of 
pigments [8]. The main principle in this model is based on subtraction of the primary 
spectral component. 
 
Figure 5: CMYK Colour Model 
A major difference between RGB and CMYK is the combination of all 3 primary 
components producing white for RGB and black for CMYK. 
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2.5 Shape recognition 
  In this context, shape recognition is mainly for a specific number of shapes. 
The few shapes of interest would be of circular, rectangular or square, and triangle. 
The goal of an algorithm developed is to be able to differentiate the shapes from one 
another. There are two main methods that will be discussed in brief understanding in 
this section. 
 One way to determine objects is using blobs. A background having a constant 
colour is more suited for this method. White background for example is an ideal 
situation to provide the relative constant measure. When an object is placed on the 
background, the object is assumed to be a foreground.  Thus foreground usually 
represents foreign objects introduced to the constant background environment. 
 Thresholding will be used to isolate the objects of interest. Differing the level 
of threshold can allow certain foreign objects with different characteristics to be 
isolated as well. A simple example for thresholding is binary thresholding. 
 
Figure 6: Sample image used by MATLAB Image Processing Toolbox 
Figure 6 shows a picture of coins placed in a costant coloured background. The image 
is a converted grayscale image. Using binary thresholding, a certain threshold is set 
that grayscales levels above the threshold are set to 1 and below set to 0. If the 
background level is known, the threshold value can be set to be just above the 





Figure 7: Image of Coins after Binary Thresholding 
Figure 7 shows the resultant from using binary thresholding. The white areas are the 
extracted foreground. There are some areas within the coin that so happen to have the 
same grayscale level with the background thus is considered to be a background. 
Simple methods can be used to fill up the spaces within the foreground. 
 The produced results are called blobs. These blobs are the area of interest for 
further calculations to determine what shapes is being dealt with. Since the shapes 
being dealt with are simple basic shapes, the characteristics are easily spotted. For 
example a square will have four equal sides, circle having a constant radius and a 







3.1 Procedure Identification 
3.1.1 Overall Process 
Background subtraction provides the information of where and which pixels 





Figure 8: Process Flow of Object Tracking 
To start off, a video input was taken having a blue and red coloured ball roll 
onto a white surface. A total of 3 different types of video inputs are obtained that are 
i) Blue ball rolling on a white surface 
ii) Red ball rolling on a white surface 
iii) Blue and Red ball rolling on a white surface 
The main reason for using a white surface is to allow the video stream to have the 
most stable input it can have. It also helps eliminate unwanted noise and avoids 
introducing additional variables to the video input. A stable background model can 
also be established that the background subtraction algorithm is able to work with. 
  









The result of background subtraction is the output masks of the motion 
detected is obtained. The masks provide the information needed in filtering out the 
stationary objects which had not changed. In the shape recognition stage, many 
different methods will be used to determine what are the objects being used. 






Figure 9: Flowchart for Colour Recognition Process 
The first step in colour recognition involves classifying the image into its 
three primary spectral components, red, green and blue. To obtain this result, an 
algorithm that counts the number of pixels belonging to a particular spectral 
component is used. Determining whether a pixel falls within a spectral component 
requires a threshold value. This allows pixels that have the colour of interest be 
selected. 
Obtaining a colour mask for targeted pixels only requires setting determined 
pixels belonging to a spectral component to be a binary image. By multiplying the 
colour mask with the original image, a resultant image can be obtained only showing 
pixels of a particular spectral component. 
Another approach uses HSV colour space. This method emphasizes on 
tracking of yellow targets. The same steps are taken as the RGB space however with 
minute adjustments. The algorithm first changes the image into hue, saturation and 
value then setting a threshold to obtain a binary image. Thus at this stage has 3 binary 
images of hue, saturation and value. Taking the intersection of all three images will 


















Figure 10: Flowchart for Shape Recognition Process 
 A still shot of a constant coloured or value background is obtained for a 
starting point. Using grayscale levels, the histogram of the background can be found 
and mean values are used to determine roughly the grayscale value of the 
background. When new objects are introduced, the histogram of the image will 
change thus producing values that lie outside of the background. Using a threshold 
value, there can be a cut of point for values that are within the range of the mean of 
the background. 
 A problem may occur when thresholding is used to eliminate the background 
to obtain only the objects blobs. The main problem is when the object has either 
partially or fully same values with the background. For the former, a simple 
processing method which is hole filling can be used. A hole is when a background 
region is surrounded by a connected border of foreground pixels [10]. This allows 
blobs of a constant region to be obtained. 
 Multiplying the masked blobs with the original image will produce an image 
showing only the objects introduced to the background. The main importance in this 
















 The main tool used in all the calculations involved is MATLAB. MATLAB 
provides the platform for complex computations and performs iterative computations 
very well. Since all algorithms used are based on computations at every pixel, 
MATLAB is able to provide the computation power. 
 M-files which are scripts that MATLAB uses to execute the programmed 
algorithms are widely used. In programming an algorithm for both background 
subtraction and Kalman filtering, a function of desired operation is programmed and 
called to be used. MATLAB programming language has similarities to C++ 
programming however with differences that are specific as MATLAB reserves 
certain functions in their libraries. 
Additional add-ons for MATLAB such as Image Processing Toolbox is also 
an added advantage. This toolbox provides predefined sets of instructions to aid 
image processing algorithms. Certain built-in functions are easier to be called from 





RESULTS AND DISCUSSION 
 
4.1 Background Subtraction Results 
Initial testing of the algorithm has been done and the results are shown as 
below. The input video is a RGB video input of a simulation of air flow through a 3D 
room. 
 
Figure 11: Initial Starting of Video (Background Model) 
 




Figure 12 shows a mask of the moved areas of Figure 11. The white areas are 
the areas that were computed to have changed position. The black areas on the other 
hand show no changes as we can on the upper and lower side of the figure there are 
plenty of untouched areas thus the output remains black. 
 
Figure 13: MATLAB Performing Background Subtraction 
 Figure 13 shows the output mask (left) and the result of multiplying the mask 
with original input. Since the blue ball is the only moving object in the entire frame at 
the particular time, only its portion of pixels will be masked. The mask is a little 
bigger than the object itself due to noise factors such as shadow. The ball which is 
moving is also casting a shadow on the background sheet thus the algorithm also 
masks out the moving shadow. This can be easily overcome by performing by setting 




4.2 Kalman Filtering Results 
 
Figure 14: Original Input Image for Kalman Filtering 
 
Figure 15: Measured Values of Ball Movement 
Figure 14 shows the original input stream for a red ball falling from the top to 
bottom. Using the Kalman Filtering to perform its estimation and correction, Figure 





Figure 16: Kalman Filter Performing Prediction and Correction 
 




The green ring in Figure 16 shows the measured values of the ball movement. 
Red ring shows the estimation/prediction values of ball movement simultaneously 
with measured values for comparison. Figure 17 displays the graph of predicted and 
measured values. There is a difference between the two values however the output 
from the filter produces a very good mask of the object. This mask would be useful 
for shape determination as it able to be as tight as possible with the object. Take for 
example for a circle, the masks would not have any sharp edges thus we can deduce 
the object is of a circular shape. A square shape would have four equivalent length 
edges and a triangular shape would have only three sides. 
4.3 Colour Recognition Results 
 
Figure 18: Original Image of Red Target 
 Figure 18 shows the original image used in extracting one of the single 
spectral components. The spectral component that will be used in this section is the 






Figure 19: Identifying Pixels Belonging to the Red Band 
 
Figure 19 is the result of the first step in colour recognition which is 
identifying pixels belonging to the red band. 
 
Figure 20: Histogram of Red Band 
 Figure 20 shows the pixel count of areas that belong to the red band. From 
analyzing the histogram, we can set a threshold to only select true red pixels. Since 
the histogram of the image is of the red band, the higher the value on the histogram 
are the values belonging to the red band. The low threshold values set are 85 and high 




Figure 21: Obtaining Red Objects Mask 
Figure 21 is after the thresholding process which will produce a binary result 
image. From Figure 21, some basic image processing functions will be used to 
smoothen the mask and to obtain a solid blob without any holes. Functions such as 
closing and opening are used to smoothen the edges and hole filling to produce a 
single white blob. Having a smooth and solid blob, the mask can be multiplied with 





Figure 22: Mask of Only Red Objects 
Figure 22 shows the results after multiplying the red object mask with the 
original image. Here we can see the object although has some white and black 
features it still belongs to the object. 
 
Figure 23: Example of Multiple Shapes with Different Colours 
 In Figure 23, shows another image of multiple objects with different colours. 
The algorithm is expected to work out which colours belong to which band of Red, 
Green or Blue. The output result would be showing only the red objects. This process 
of differentiating colours is also referred to as masking. Figure 24 shows the results 




Figure 24: Mask of Only Red Objects with Multiple Shapes (RGB Model) 
 
Figure 25: Mask of Only Yellow Objects with Multiple Shapes (HSV Model) 
Figure 25 shows the output mask of the algorithm working on HSV colour 
space as introduced in section 3.1.2. The goal of using HSV colour space is to track 





Figure 26: A Multi Coloured Ball Example  
Figure 26 shows the original image used as an input. This image is a good 
example to determine the role of threshold values. Since there are a few colours 
involved, the threshold value can be adjusted to give different precision on the pixels 
belonging to the desired colour bands. 
Referring to Figure 20 as for the image histogram; when a low threshold 
(towards the left of the histogram) is used, more red band components are allowed 
into the output mask. A high threshold (towards the right of the histogram) will 
produce a more restricted output that only consists of higher values of the red band. 
Thus when performing simple masking between only two colours, a low threshold 
can be used since there are major differences in the two colours. However, when a 
situation that has multiple colours of almost the same shade a higher threshold can be 
used to provide more precision. A higher threshold value will only allow components 





Figure 27: Red Band Mask with Low Threshold 
From Figure 27, with low threshold values there are components belonging to 
other colours that pass as a red component. The threshold value set here is 15. 
 
  
Figure 28: Red Band Mask with High Threshold 
Figure 28 shows the components that are passed by the high threshold value. 
There are certainly less pixels compared to the Figure because of the high restriction 





Figure 29: Sample Image for Multi Colour 
Another image is taken as an example (Figure 29) which has a multi coloured 
texture. In Figure 30 and 31, shows the success of the algorithm determining the RGB 
and secondary colours using the base of RGB and HSV colour space. 
 
 
Figure 30: Result of Color Recognition for RGB (Using RGB Model) 
 
 










Light Blue ✓ 
Pink ✓ 
Light Purple ✓ 




4.4 Shape Recognition Results 
 In the first procedure, the original image is checked with a threshold value to 
produce a binary image. The threshold value of 100 gray level is selected. 
 
Figure 32: Binary Image of Original after Threshold 
Figure 32 depicts a binary image of blobs present in the image. Since the 
situation is known to be using a circular object, smoothing techniques and hole filling 
are used in order to produce complete and solid blobs. 
 The blobs are in three different positions. This is an issue that can be solved 
with some experimental calculation of determining the maximum size of an object 
that is to be used. Maintaining the same camera angle and position, the object size in 
pixel dimensions is assumed to be relatively constant. Knowing the maximum pixel 
size of objects allows removing of blobs bigger than stated. This will produce blobs 





Figure 33: Masked Out Detectable Shapes 
 Figure 33 are the results of shape recognition using the previous algorithm. 
The original image is of Figure 23. Here the algorithm is able to count the diameter as 
well as the total area included. Take for example in this case that a circle and a 
triangle has been introduced. The algorithm can be told to ignore blobs of areas 
greater than 2700 pixels in order to only mask out triangles. The same can be done 
for masking out only a circle that is simply adjusting the range of having 3700 – 3850 
pixels. 
 





Figure 35: Shapes Recognized by Algorithm from Figure 34 
Figure 35 shows the shapes able to be detected from the algorithm. Figure 34 
introduces six shapes some specified earlier in discussion and some newly 
introduced. In Figure 35, blobs 1, 3, 5 and 6 are considered different from circular, 
triangle and square shapes. However the algorithm is able to realize the presence of 
blobs of different shapes within the area. 
Common Shapes Success Uncommon Shapes Success 
Circle ✓ 5 Sides ✓ 
Square ✓ 6 Sides ✓ 
Triangle ✓ 7 Sides ✓ 




4.5 Combination of Algorithms 
 A fundamental assumption is that output masks from the background 
subtraction are still shot images. Thus it is possible to substitute the output mask of 
background subtraction with an example image such as Figure 23. The main reason 
for the substitution is to enable a wider variety of colours and shapes introduced to 
test the shape and colour recognition process. In the same time output masks from the 
background subtraction may have defects such as blurring due to lack of camera 
resolution since the target of interest is moving. In the earlier sections, background 
subtraction is proven possible and working to provide a sequence of output masks 
thus giving the viewer the perception that it is a video. 
 In this section, the main process to be tested would be shape and colour 
recognition working in serial sequence as one algorithm. First the sample image will 
be filtered with the colour recognition algorithm providing objects of the same colour 
but differing in shape. This output will then be passed to shape recognition algorithm 
which will determine which shapes are of interest. As a start, a green triangular shape 





Figure 34: Output of Colour Recognition 
 Figure 34 shows the output obtained from the colour recognition algorithm. 
This output will be passed over to the shape recognition algorithm to determine 
which shape the algorithm will choose. Knowing from previous trials, a triangle has 
roughly about 2650 to 2750 pixel areas. The shape recognition algorithm is set to 
only pass objects that have a range of 2650 to 2750 pixel areas. 
 
Figure 35: Pseudo Coloured Objects from Shape Recognition 
 In Figure 35, the algorithm clearly detects 3 different objects that are within 
the area. The colours that are present here are being pseudo coloured by the algorithm 
to differentiate that there are currently three objects in study. Knowing the three 
objects, the algorithm proceeds by filtering any pseudo coloured objects that do not 





Figure 36: Output Showing Green Triangle Tracked 
 Figure 36 shows the tracked target of a green triangle present. From Figure 23 
having many shapes and colours, the algorithm has segregated the different 
characteristics and features. All the different shapes or colours can be tracked by user 
specification. Using Figure 23 as a reference, a total of 21 objects can be tracked by 
the algorithm. 
4.6 Discussion 
 Background subtraction is used in tracking moving objects. Any pixels that 
have changed more than the specified threshold will be categorized as a foreground 
image. This foreground image will be the output masks as shown in example of 
Figure 13. Background subtraction working by itself would not prove to be much of a 
beneficial algorithm due to the fact that in a video stream, many factors can produce a 
false movement. It can be said that background subtraction is the main algorithm 
which has to be performed in object tracking. 
The determining of information of targeted objects is done separately. The 
basic approaches in determining shape and colour are done in separate occasions. Up 
to now, there are 3 approaches in the discussion. First the background subtraction 




Background subtraction model provides output masks that give only moving 
objects. It requires further processing if a user specification is intended. With shape 
and color recognition introduced, more variables that are not related to the 
specification can be eliminated. 
 With current models introduced, the fusion of all 3 models is required. There 
are a few different methods that have been introduced. Serial processing is where the 
video stream is loaded and processed by all 3 models frame by frame in a sequence. 
This approach is simple but may be time consuming and requires computational 
power. However the results are easy and simple to deal with.  
Another approach would be parallel processing where a single frame is fed 
into 3 different models at the same time. The results from the separate models will 
then be evaluated using another algorithm. 
Successful Colours Detected Successful Shapes Detected 
Red, Dark Green, Light Green, Dark 
Blue, Light Blue, Yellow, Purple   
Cirle, Triangle, Square, Rectangle 
Table 3: Tabulated Success of Combination of Shapes and Colours 
 Table 1 shows the total number of colours detected and shapes detected. This 
far, the algorithm easily is able to determine the difference between these colours and 
shapes. The shapes those are able to detect do not depend on a specific target. Since 
the algorithm is working on a blob based approach, any particular shape or target can 
be introduced. However the target introduced cannot change its shape throughout the 
entire study time. Shapes recorded in Table 1 are of shapes that are comprehensive to 
human language. A user only needs to know the pixel area of a particular target of 





CONCLUSION AND RECCOMENDATIONS 
5.1 Conclusion  
 Up to this stage, many algorithms have been introduced. The direction of the 
algorithm up to this point is based on a modular approach where single characteristics 
of a target are determined one by one. The few important characteristics have been 
identified which are target movement, shape and colour. The algorithm is showing 
the intelligence that it requires by successfully segregating unwanted information and 
producing relatively sharp output masks. 
 Image Processing Toolbox (IPT) that is provided in MATLAB provides a 
good stepping stone in terms of programming. Basic and fundamental functions are in 
built to the IPT helps shorten and simplify coding methods. Processing time can also 
be shortened with a shorter code. This would be a major concern when dealing with a 
live input video stream. 
 The basic algorithm is completed in modules up to this stage. Fusion of the 
three modules is done producing a single standalone algorithm. The basics of the 
algorithm have been established however many improvements can still be done in 
terms of producing an output mask that is accurate and efficient. The algorithms used 
are also able to be minutely adjusted according to how sensitive it can be towards the 





 Improving the video quality will provide a stable environment to the 
background model. Thus having a high quality video input by using a High Definition 
video camera will help reduce the errors. Having higher definition of the video inputs 
will increase the number of frames for background subtraction. Therefore the more 
inputs will avoid any gaps in between each frame. 
 Having a higher performance computer would drastically improve the 
processing time of the algorithm. Since there is an objective to have real time video 
input, a higher and faster computing machine is required. Computations performed by 
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