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Ce projet s'inscrit dans le cadre de recherches visant a améliorer les 
mécanismes d'explications que l'on retrouve dans les systèmes experts? les systèmes à 
base de comaissances ou tout autre système appelé à fournir des explications à un 
utilisateur. 
L'étude de l'évolution des techniques en matière de génération d'explications 
a permis de choisir une technique grâce à IaquelIe un mécanisme d'exphcations est 
capable de générer un texte explicatif par Ia réalisation d'un but de communication ayant 
pour objectif de créer un effet sur l'état mental de I'utilisateur. Cette technique repose sur 
un algorithme de planification de texte ayant la particularité de conserver & la fois la 
structure des relations rhétoriques et la structure des intentions d'un texte explicatif. Cela 
confere à un mécanisme d'explications des capacités de réaction lui permettant 
d'entretenir un véritable dialogue explicatif avec l'utilisateur. De cette technique est alors 
émise l'hypothèse selon laquelle un mécanisme d'explication doté de capacités de réaction 
peut satisfaire un utilisateur en matière d'explication sans avoir recours a un modèle 
complet et précis de cet utilisateur. 
Un prototype a été réalisé de façon à vérifier la faisabilité d'implantation de 
l'algorithme de planification de texte à mémoire d'intentions, à vérifier Les capacités de 
réaction d'un mécanisme d'explications doté d'un tel dgorithme et à valider l'hypothèse 
émise. Le domaine de comaissances utilisé pour le prototype concerne la tarification de 
l'électricité à Hydro-Québec. 
vii 
Ce prototype a démontré qu'il est faisable d'implanter l'algorithme de 
planification de texte, particulièrement avec un langage comme Prolog. Les capacités de 
réaction du mécanisme d'explications et l'hypothèse émise ont été vérifiées a l'aide de la 
participation de cinq utilisateurs à un dialogue explicatif avec le prototype, utilisateurs 
dont on n'avait aucun modèle. 
L'expérience a fait ressortir quelques limites et contraintes davantage 
imputables aux ressources, comme la base de connaissances explicatives, qu'à 
l'algorithme de planification de texte lui-même. Des voies de recherche pour pallier à ces 
limites et contraintes sont d'ailleurs proposées. 
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ABSTRACT 
This research is related to explanations in expert systems, knowledge based 
systems or any system that must produce explanations for a user. 
After a study of the evolution of the techniques used to generate explanations, 
one of these techniques was chosen. This technique dlows an explanation system to 
produce an explanation by achieving a communicative goal that create an effect on the 
mental state of the user. The core of this technique is a text planning algorithm. In this 
algorithm, both rhetorical structure and intentional structure of an explanation are 
represented. By this, an explanation system is able to react and to participate in 
explanatory dialogues. An assumption is also made and it state that an explanation system 
can satisQ a user without a complete and accurate model of this user. 
A first prototype has been developed to veri@ that it is feasible to implement 
the text planning algorithm. It also served to verifi the reactive capabilities of the 
explanation system and to validate the assumption made. The field of knowledge used was 
the electricity rates at Hydro-Quebec. 
The implementation has demonstrated that it is feasibie to implement the text 
planning algorithm, especially with the Prolog programming language. An experience was 
also performed with five users who have participated in explanatory didogues with the 
system. The conclusion of this experience show that an explanation system composed of 
a text planning algorithm with intentional structure has reactive capabilities. These 
reactive capabilities eliminate the need of a complete and accurate user model. 
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INTRODUCTION 
Au cours des deux dernières décennies, les systèmes experts sont passés de 
"simple intérêt scientifique" a une technologie de plus en plus prometteuse. Durant cette 
évolution, une constante est toutefois demeurée, soit Le besoin d'explications des 
utilisateurs, si bien, que munir les systèmes experts1 d'un mécanisme capable de produire 
de bonnes exptications est aujourd'hui considéré comme étant aussi important que de 
fournir la bonne réponse [18]. Étant donné que les systèmes experts sont passés du stade 
de recherche a leur application dans la vie de tous les jours, le profil de l'utilisateur a Lui 
aussi progressé, passant de l'auteur du système a l'expert du domaine, puis à l'utilisateur 
débutant. 
Les utilisateurs ont donc commencé à demander à ce que les mécanismes 
d'explications des systèmes experts fournissent des textes explicatifs mieux adaptés a 
Leurs besoins, car on a constaté que la présentation de la trace d'exécution d'un système a 
titre d'expIication demeure très éloignée d'une explication au sens où nous, humains, 
l'entendons. 
Bien que plusieurs travaux de recherche aient fait en sorte que les mécanismes 
d'explications d'aujourd'hui sont capables de répondre à plusieurs types de questions et 
aussi de produire des textes explicatifs plus naturels, il n'en demeure pas moins que le 
1. On inclut également les systèmes à base de connaissances ou tout autre système 
appelé à fournir des explications à un utilisateur. 
problème avec la ptupart de ces mécanismes est qu'ils considèrent la production d'une 
explication comme un processus sans suite [24]. Ainsi, si un système n'a qu'une seule 
chance de produire un texte explicatif qui rencontre les buts et attentes de l'utilisateur, et 
ce, sans surcharger ni trop alléger le texte, sans ennuyer ou rendre I'utilisateur confus, 
alors le système doit posséder une mine d'informations à propos de l'utilisateur. 
C'est ce qui a amené bon nombre de chercheurs a penser que la qualité des 
explications foumies par les systèmes experts s'améliorera le jour où l'on sera capable de 
construire un modèle complet et précis de I'utilisateur (ses buts, ses connaissances, le 
niveau de détails qu'il faut lui présenter, etc.). Toutefois, i l  est à se demander s'il est 
possible d'obtenir et de gérer un tel modèle de I'utilisateur. De plus. en centrant l'attention 
sur ce que l'on croyait être une nécessité, on a totdement ignoré Ie fait que I'utilisateur 
puisse servir de guide dans l'élaboration des explications. C'est donc en s'éloignant de 
L'idée de générer des explications sans suite que l'on pourra se servir de l'utilisateur 
cornnie guide. En fait, il n'est peut-Stre pas si important de fournir l'explication parfaite 
dès le départ. 11 faut plutôt faire en sorte que le système puisse ajuster ses explications 
suivant le feed-back de l'utilisateur, un peu comme le feraient deux interlocuteurs 
humains. 
Le but de la présente recherche est de vatider l'hypothèse selon laquelle il est 
possible de satisfaire l'utilisateur en matière d'explication sans avoir recours à un modèle 
complet et précis de ce dernier. L'approche retenue consiste a faire participer l'utilisateur 
à un dialogue explicatif avec le système expert, de profiter du feed-back de l'utilisateur et 
de s'en servir comme guide pour les explications subséquentes. Inspirée des travaux de 
Moore et P a i s  [19,20,23], la méthode choisie repose sur la théorie de ia planification de 
texte et conduit à l'implantation d'un algorithme de planification de texte à mémoire 
d'intentions permettant de mémoriser l'effet de chaque composant de l'explication sur 
l'utiiisateur. 
Min de valider cette hypothèse, un prototype a été réalisé. Ce prototype 
implante I'dgorithme de planification de texte a mémoire d'intentions et utilise une base 
de co~aissances dont le domaine de connaissances porte sur la tarification de l'électricité 
à Hydro-Québec. A cet effet, on a aussi effectué une analyse empirique, analyse dans 
laquelIe on compare les résultats fournis par le prototype en terme de dialogues explicatifs 
à ceux obtenus Lors de simulations entre deux personnes. 
CHAPITRE 1 
PROBLÉMATIQUE 
De nombreux faits démontrent que les entreprises se heurtent à ce que l'on 
pourrait appeler '&le mur de la connaissance". Cela se traduit par des difficultés à acquérir 
le savoir, à l'assimiler, à le maîtriser et à le produire. Dans le contexte d'Hydro-Québec, il 
existe des délais souvent importants entre d'une part, le développement des connaissances 
et du savoir-faire touchant divers domaines tels la tarification et la compatibilité 
électromagnétique, et d'autre part, leur utilisation par la force de vente, c'est-à-dire, les 
représentants commerciaux. 
Dans la structure actuelIe de la diffusion de Ia connaissance à Hydro-Québec, 
les représentants commerciaux constituent le point de convergence, vers leurs clients, 
d'une multitude d'informations présentées sous différentes formes et différents points de 
vue par différentes personnes (programmeur, chercheur, formateur, etc.). Ce flot 
d'informations sans structure ni uniformisation peut s'avérer un obstacle au travail du 
représentant qui n'est alors plus en mesure d'aider son client. Mais plus important encore, 
les connaissances de l'entreprise se trouvent à être éparpillées dans de nombreux 
documents et dans la tête de plusieurs personnes susceptibles de quitter l'entreprise à plus 
ou moins court terme et emportant avec eux une partie du savoir-faire de l'entreprise. 
1.1 Besoins d9Hydro-Québec 
Compte tenu de ce qui précède, Hydro-Québec a décidé de démarrer un projet 





mettre à la disposition des employés le savoir-faire des experts de 
l'entreprise; 
faire en sorte que le savoir-faire devienne un actif tangible; 
réduire le délai entre le développement du savoir-faire et son transfert aux 
employés. 
Ce que l'on propose pour y arriver est de faire en sorte que les connaissances 
directement de la source de comaissances (expert du domaine) vers 
l'utilisateur (représentant commercial) avec pour seul intermédiaire un système d'aide au 
transfert de connaissances. 
L'approche de formation classique dans laquelle un formateur diffuçe des 
connaissances à une classe d'élèves ne répond pas aux besoins puisque rien ne garantit que 
les comaissances diffusées vont réellement être utilisées lors de l'exécution d'une tâche. 
En fait, ce dont l'entreprise a besoin, c'est d'un système d'aide au transfert de 
connaissances qui soutient l'utilisateur, d'une part, dans ses actions en facilitant et en 
accélérant l'atteinte de résultats de qualité, et d'autre part, dans ses réflexions en Lui 
fournissant toutes les connaissances disponibles d'un domaine de comaissances pour 
l'aider à analyser, comprendre et planifier ses tâches d'action. 
Ce système informatisé d'aide au transfert de connaissances repose 
essentiellement sur l'utilisation de techniques et méthodes en intelligence artificielle, plus 
particulièrement les systèmes experts et les sciences cognitives. 
1.2 Objectif de recherche 
Les besoins exprimés par Hydro-Québec sont a la fois ambitieux et stimulants, 
et l'idée de vouloir soutenir le représentant commercial dans ses tâches de réflexion offie 
des défis intéressants. 
Le présent projet de recherche cadre dans cet objectif de soutien à la réflexion. 
En effet, il vise à créer un mécanisme d'explications qui permettrait à un utilisateur 
d'obtenir des explications quant à la méthode de résolution du système et quant aux 
connaissances mêmes du domaine d'expertise. Plus précisément, l'objectif de ce travail de 
recherche est de démontrer que la satisfaction de l'utilisateur en matière d'explication peut 
être obtenue en le faisant participer à un dialogue explicatif avec le système, et ce, sans 
que ce dernier possède un modèle précis et complet de cet utilisateur. 
CHAPITRE 2 
REVUE HISTORIQUE 
Avant d'entreprendre la description du mécanisme d'explications implanté 
ainsi que l'analyse des résultats obtenus, on présente dans un premier temps les qualités 
requises des mécanismes d'explications et leur évolution en regard de ces critères de 
qualité. 
2.1 Qualités requises d'un mécanisme d'explications 
Basés sur l'étude des explications humaines et sur leur propre expérience en 
matière de conception de systèmes, Moore et Paris 1221, de même que Swartout [32] ont 
dressé une liste d'exigences qui représentent les qualités qu'un bon mécanisme 
d'explications et les explications qu'il génère devraient posséder. Plusieurs de ces critères 
de qualité sont aussi corroborés par une étude menée auprès des utilisateurs de systèmes 
experts [3 51. 
Les explications devraient être: 
Fidèles: Les explications doivent correspondre très précisément aux 
connaissances de la base de co~aissances, de même qu'au raisonnement du 
système pour que les utilisateurs fassent confiance à ces explications. 
Naturelles: Les explications, en particulier celles qui comportent plusieurs 
phrases, doivent être stnicturées seton des modèles du discours humain pour 
produire des textes cohérents et naturels. 
Sensibles: Les explications doivent tenir compte des connaissances et des 
buts de l'utilisateur, de même que du dialogue antérieur. 
Quant au mécanisme d'explications, il devrait être ou avoir: 
Capacités de réaction: Le mécanisme d'explications doit pouvoir gérer les 
requêtes sur ses propres explications en répondant à d'autres questions s'y 
rapportant ou en proposant des explications de rechange si l'utilisateur n'est 
pas satisfait d'une explication. 
FlexibIe: Le mécanisme d'explications doit pouvoir avoir recours à 
diRérentes stratégies d'explication pour répondre à une mème question. 
Suffisant: Le mécanisme d'explications doit pouvoir répondre à un large 
éventail de questions grâce à une base de connaissances diversifiée de 
laquelle il peut extraire les informations nécessaires à la réaiisation des 
réponses aux questions des utilisateurs. 
Capacités d'adaptation: Le mécanisme d'explications doit pouvoir modifier 
ses stratégies ou en créer de nouvelles en se basant sur les interactions avec 
l'utilisateur. 
Efficace: Le mécanisme d'explications ne doit pas affecter les performances 
du système. 
Extensible: 11 doit être possible d'ajouter des types de questions ou de 
nouvelles stratégies d'explication qui n'ont pas été prévus au moment de la 
conception initiale. 
Minimum de surcroît de travail: L'ajout d'un mécanisme d'explications à 
un système ne doit pas amener trop de travail de conception supplémentaire, 
ou du moins, il faudrait pouvoir récupérer l'équivalent de ce travail lors de la 
maintenance ou de l'évolution du système. 
Les sections qui suivent présentent l'évolution des mécanismes 
d'explications, et chacune des approches préconisées aux diverses étapes de l'évolution 
sera confrontée aux critères de qualité précédemment mentionnés. 
2.2 Trace d'exécution 
La plupart des systèmes experts dits de première génération, tel le pionnier 
MYCIN 1271, appartiennent à la catégorie des systèmes experts dont le mécanisme 
d'explications repose sur l'utilisation de la trace de raisonnement. ou trace d'exécution, 
pour rendre compte de leur comportement. 
La méthode d'explication basée sur la trace d'exécution est principalement 
utilisée pour monber la manière dont le système s'y est pris pour arriver au résultat (le 
comment), ou encore, pour expliquer la raison d'une demande d'information de la part du 
système (le pourquoi). Ainsi, dans le système MYCPJ, la commande COMMENT 
permettait à l'utilisateur d'expiorer en descendant les différentes branches de l'arbre de 
raisonnement, tandis que la commande POURQUOI permettait à l'utilisateur d'explorer 
toute la chaîne de raisonnement de bas en haut. Ce type d'explication était très apprécié 
des concepteurs du système qui y voyaient une façon de valider leur système. Quant aux 
utiiisateurs en bout de ligne, ce mécanisme d'explications permettait à tout le moins de 
favoriser l'acceptation des réponses et suggestions du systerne. 
La méthode basée sur I'affichage de la trace d'exécution est simple et elle 
requiert très peu d'efforts a l'implantation. Cependant, elle possède plusieurs 
inconvénients non négligeables comme le mentionne Gilbert [6]: 
Étant donné que la trace d'exécution est le résultat des étapes du mécanisme 
d'inférence, il en résulte souvent une explication difficile à comprendre pour 
l'utilisateur. Si te raisonnement est complexe, L'utilisateur se voit noyé dans 
une mer d'informations reflétant le processus de résolution du système. 
Ce type d'explication tend à inclure trop de détails, tels des expressions 
arithmétiques, et à être répétitif: si une déduction est effectuée plus d'une fois 
lors du processus d'inférence, elle sera alors présentée autant de fois dans 
l'explication. 
Le niveau d'abstraction est uniforme en ce sens que I'utiIisateur ne peut 
espérer obtenir qu'une vue d'ensemble car tout lui est présenté. 
Le langage est très éloigné du langage naturel parce que la trace d'exécution 
est souvent constituée d'une liste de règles du type SI ... ALORS. 
Les explications ne tiennent compte en aucun temps des attentes et des 
connaissances de 17utiIisateur. 
2.3 Texte préfabriqué 
Afin de rendre les explications plus naturelles, certains systèmes emploient la 
technique des textes préfabriqués. Cette technique consiste a prévoir toutes les questions 
que l'utilisateur pourrait poser et à encapsuler les réponses dans des gabarits où se marient 
texte et variables à être instanciées au moment de fournir l'explication. 
Bien que cette technique présente l'avantage d'être simple à implanter, elle a 
le défaut majeur de créer un mécanisme d'explications qui n'est pas fidèle, puisque la base 
de connaissances et les texte préfabriqués peuvent être modifiés indépendamment l'un de 
l'autre. Également, cette technique o&e peu de flexibilité, puisqu'à chaque question est 
associée une et une seule réponse pour une situation donnée. On pourrait être tenté, pour 
donner pius de flexibilité, d'incorporer des éléments caractérisant l'utilisateur et ses 
réactions, et de représenter chaque cas possible par un texte préfabriqué. 
Malheureusement, on se bute rapidement à une explosion combinatoire des cas possibles. 
2.4 Paraphrasage 
De façon à régler le problème de fidélité de l'approche précédente, un autre 
type de mécanisme d'explications a vu le jour: le paraphrasage du code et de la trace 
d'exécution. Il s'agit d'une technique dans laquelle les règles sont transcrites en langage 
naturel par des transformations simples. De cette façon, les explications sont produites à 
même les connaissances utilisées par le moteur d'infërence, ce qui a pour effet de 
simplifier Ia tâche de maintenance et de garantir la fidélité des explications. Cependant, le 
fait d'envelopper l'explication avec un langage plus humain qu'informatique ne Iui 
confere pas une allure beaucoup plus naturelle. L'explication demeure, comme avec toutes 
les techniques présentées jusqu'ici, le reflet de la trace d'exécution qui n'est en soi pas 
nécessairement ce à quoi l'utilisateur s'attend pour bien comprendre. 
2.5 Problèmes avec les mécanismes de première génération 
Les mécanismes d'explications présentés jusqu'à maintenant font partie de la 
première génération et ils dépendent essentiellement de la trace d'exécution. Ils sont très 
peu suffisants et ils produisent des explications non naturelles, non sensibles et non 
flexibles en n'ofiant aucune capacité de réaction et d'adaptation. 
2.5.1 Une représentation à trop bas niveau 
L'une des causes des [imitations énoncées ci-haut est due au fait que la trace 
d'exécution est une représentation à trop bas niveau qui ne peut capturer toutes les 
informations nécessaires et qui ne peut distinguer le rôle joué par chaque type de 
connaissance dans l'explication [3 31. 
En premier lieu, la trace d'e~écution est une représentation à trop bas niveau 
parce que les règles présentées ne permettent pas à un utilisateur de saisir ta stratégie 
globale de résolution de problème. L'utilisateur pourra saisir la signification de chacune 
des règles localement, mais pourra difficilement extraire l'approche globale de résoiution 
de problème. 
Également, l'utilisateur peut difficilement inférer le rôle de chaque clause 
d'une règle parce que ce rôle n'est pas explicitement représenté. Ainsi, iI n'est pas possible 
de différencier les connaissances de contrôle des connaissances de stratégie ou des 
connaissances de résolution. Par exemple, supposons que l'on exprime la règle suivante 
pour définir le concept petite puissance du domaine de la tarification de l'électricité: 
Si puissance à facturer c 100 kW 
Alors conclure à petite puissance 
Lors de Ia génération d'une explication concernant la définition du concept 
petite puissance, cette règle pourra être utilisée pour dire qu'une petite puissance 
correspond à une puissance à facturer inférieure à 100 kW. 
Cependant, en supposant que I'on doive ajouter une clause de contrôle qui 
tienne compte du fait qu'au nord du 53= parallèle, il ne peut y avoir de petite puissance (fait 
fictif), on obtient alors la règle suivante: 
Si puissance à facturer  c 100 kW et 
!?as au nord du 53= parallèle 
Alors conclure à petite puissance 
La génération d'une explication concernant Ia définition du concept petite 
puissance inclura alors une mention au fait qu'iI ne faut pas être situé au nord du 53e 
parallèle, ce qui en soi ne devrait pas être relié directement au concept petite puissance. 
2.5.2 Des connaissances manquantes 
Comme autre cause des lacunes des mécanismes d'explications de première 
génération, on peut mentionner le fait que la formalisation des connaissances sous forme 
de règles tend à faire dispdtre des connaissances qui pourtant ont été utilisées par 
l'ingénieur de Ia connaissance lors de cette formalisation. Par exemple, dans le domaine 
de la tarification de l'électricité, on a la notion de facteur d'utilisation qui est définie 
comme suit: 
PuissanceMoyenne DeLaPeriode FacreurUtilisation = 
PuissancehlaximaleDeLaPeriode 
Supposons que l'ingénieur de la connaissance ait décidé de représenter cette 
connaissance de la façon suivante: 
SI PuissanceMaximaleDeLaPeriode est Stable 
ET PuissanceMoyenneDeLaPeriode Augmente 
ALORS Facteurutilisation Augmente 
On s'aperçoit que pour générer une telle règle. il a tàilu avoir recours à des 
comaissances sur I'opérateur de division dans une relation d'égalité, c'est-à-dire, si le 
dénominateur du quotient reste stable et que le numérateur augmente, alors le quotient 
augmente. Cette connaissance n'apparaît nullement dans la base de connaissances et est 
donc irrécupérable pou. le mécanisme d'explications. 
2.5.3 Des connaissances de stratégie implicites 
Dans d'autres cas, on assiste a une dilution des connaissances de stratégie dans 
[es règles de la base de connaissances. Par exemple, une stratégie qui consiste a privilégier 
certaines choses avant d'autres peut se refléter dans la base de connaissances par des 
opérateurs de priorité ou par l'ordre de définition des règles. Dans un tel cas, les 
comaissances de stratégie ne sont pas représentées explicitement et ne sont donc pas 
accessibles au mécanisme d'explications. 
Ainsi, les mécanismes d'explications de première génération sont incapables 
d'expliquer le fondement de leurs connaissances et de justifier leur comportement. En 
effet, les connaissances permettant de générer de telles explications ne sont pas 
représentées, ou si etles le sont, leur représentation est faite de façon implicite de telle sorte 
qu'elles sont inaccessibles pour le mécanisme d'explications. Entre autres, l'incapacité de 
justifier la méthode de résolution du système tient du fait que la comaissance permettant 
de dire quelle action doit être faite et quand elle doit être faite n'est pas représentée dans 
le système parce que, n'étant pas utile au processus de résolution de problème. elle a été 
omise lors de la phase de conception. 
2.6 Enrichissement de la base de connaissances 
Tant que l'on considérait l'utilisateur comme étant l'un des concepteurs du 
système, le problème des connaissances manquantes ou implicites ne se posait pas 
vraiment. En effet, tout ce qui importait pour l'utilisateur était de pouvoir examiner le 
contenu des kgles. Mais face à d'autres types d'utilisateurs, les besoins en matière 
d'explication ont fait en sorte qu'il devenait nécessaire d'avoir accès à d'autres sources de 
connaissances dans lesquelles il n'y a pas eu d'inférence, mais à partir desquelles on peut 
générer des explications pour justifier le comportement du système, expliquer le choix 
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d'une stratégie, donner des définitions, expliquer des concepts, etc. (voir Figure 2.1). 
Figure 2.1 Types de connaissances explicatives 
11 est clair que pour founiir de bonnes explications en ce qui a trait à ia 
résolution de problème, on a besoin d'une représentation riche en stratégies de résolution 
de problème ainsi que des connaissances du domaine qui s'y rattachent. Des recherches 
ont corroboré ces faits et ont démontré la nécessité de représenter explicitement différents 
types de connaissances d'un domaine [4] et de capturer toutes les connaissances de 
résolution de problème lors du processus de conception [3 11. Ces constatations ont pavé 
la voie à une seconde génération de mécanismes d'explications plus suffisants. 
2.6.1 Ajout de nouveaux types de connaissances 
D'une part, il y a des systèmes tels NEOMYCIN [5] et XPLAIN [31] qui 
incorporent des méta-connaissances (connaissances sur les comaissances) et des 
comaissances à différents niveaux d'abstraction pour expliquer le comportement d'un 
système. 
Le système NEOMYCIN, extension de MYCIN, fut l'un des premiers 
systèmes à considérer des connaissances autres que les connaissances de résolution de 
problème. Ce système incorpore, sous forme de méta-règles, des connaissances de 
stratégie qui contrôlent le choix et l'ordre des tâches a exicuter. Cette représentation 
explicite des comaissances de stratégie permet au système de construire des explications 
quant à la stratégie de résolution de problème, donc de justifier fe comportement du 
système. 
Le système XPLAIN, quant à lui, repose sur une architecture munie d'un 
générateur de programme qui crée le système expert à la place du programmeur. Durant la 
création, le générateur de programme enregistre les alternatives rencontrées ainsi que les 
décisions prises pour constituer un historique du développement. Également, en plus des 
connaissances de résolution de problème, des connaissances descriptives du domaine y 
sont représentées. Ainsi, lors de l'exécution du système expert, cet historique du 
développement, de concert avec la base de connaissances enrichie et la trace d'exécution, 
permet de présenter à l'utilisateur non seulement ce qu'a fait le système expert mais aussi 
pourquoi il l'a fait. 
2.6.2 Dissociation de la ligne d'explication et de la ligne de raisonnement 
D'autre part, il y a des systèmes, tel le système REX (Reconstructive 
EXplainer) [36], qui eux proposent l'ajout d'une autre base de connaissances pour générer 
des explications présentées sous wi point de vue différent de celui de la résolution de 
problème. Cela est rendu possible en dissociant la Iigne d'explication de la ligne de 
raisonnement. C'est une approche intéressante qui repose sur le principe selon lequel un 
expert n'explique pas sa solution de Ia même façon qu'il a procédé pour la trouver. L'idée 
ici est que la ligne de raisonnement représente la séquence d'inférences partant des faits 
vers la solution dors que la ligne d'explication représente la séquence d'infërences 
constituant l'explication fournie. On considère donc la tâche d'explication comme une 
tâche en soi, comme une nouvelle inférence à faire sur la ligne de raisonnement permettant 
d'en montrer les étapes importantes, de la simpiifier et de l'adapter à l'utilisateur. 
Dans les faits, le système E X  procède a une correspondance de la ligne de 
raisonnement vers des schémas d'expkations dans une seconde base de connaissances. 
Cela permet d'extraire les connaissances explicatives des connaissances d'implantation et 
de construire à l'aide de la seconde base de comaissances une explication a diffirents 
niveau d'abstraction qui est diRérente de Ia ligne de raisonnement- 
2.7 Planification de texte 
Le fait que certains mécanismes d'explications soient plus suffisants grâce à 
l'ajout de connaissances explicatives n'en fait pas pour autant des mécanismes capables 
de générer des explications cohérentes et naturelles. 
Pour réussir à générer des textes explicatifs cohérents, naturels et composés de 
plusieurs phrases, un mécanisme d'explications doit avoir recours à des modèles et 
conventions de discours. En fait, il faut que l'explication foumie à l'utilisateur concorde 
avec l'idée préconçue qu'il a de l'explication à laquelle il s'attend pour que celle-ci semble 
naturelle. En effet, les gens ont souvent une bonne idée du genre de discours nécessaire 
pour répondre à leurs attentes. Ainsi, pour produire une explication, un mécanisme 
d'explications doit être en mesure de sélectionner l'information pertinente pour atteindre 
un objectif de discours précis et d'organiser cette information pour qu'elle produise un 
texte cohérent et naturel. C'est ce qu'on appelle ta pianification de texte. 
Comme on l'a mentionné, le problème avec le paraphrasage de la trace 
d'exécution est que le texte explicatif qui en résulte est le reflet du mode de raisonnement 
du moteur d'infërence du système expert. Or, il est juste de croire qu'une explication doit 
pouvoir refléter autre chose pour être bien comprise: l'utilisateur et le système expert 
n'utilisent pas toujours les mêmes comaissances ni le même mode de raisonnement pour 
résoudre un problème. Bien sûr, l 'e~chissement des bases de comaissances par des 
connaissances explicatives a permis d'6tendre le spectre des types de questions auxquelles 
les mécanismes d'explications peuvent répondre, mais ce n'est pas ce qui garantit 
d'obtenir des e~plications cohérentes et naturelles, Le fait de dissocier la ligne 
d'explication de la ligne de raisonnement ne le garantit pas non plus. C'est pourquoi, les 
responsables des travaux de recherche portant sur les mécanismes d'explications des 
systèmes experts ont commencé à s'intéresser aux techniques utilisées et aux résultats 
obtenus dans les domaines de la linguistique par ordinateur et du traitement en langage 
naturel. Entre autres, ils ont constaté qu'iI existe essentiellement deux types de textes 
explicatifs: ceux dont la structure est étroitement liée a la structure des connaissances du 
domaine de connaissances et ceux dont l'organisation n'est pas propre au domaine de 
connaissances. 
2.7.1 Tirer profit de la structure de connaissances 
II existe des types de textes explicatifs pour lesquels la structure des 
connaissances explicatives correspond à la structure d'une explication cohérente et 
naturelle pour ces co~aissances, par exemple, les relations cause a effet. Dans ce cas, 
l'une des meilleures façons de produire une explication est d'utiliser la technique de Ia 
traversée de graphe [30]. Cette technique utilise des procédures qui déterminent les liens 
a suivre dans la base de connaissances pour produire une explication, un peu cornme le fait 
la technique du paraphrasage. Ainsi, non seulement la trace d'exécution peut être 
parcourue, mais également des réseaux sémantiques représentant des concepts de la base 
de co~aissances peuvent aussi l'être. Donc, l'idée maîtresse de la technique de la 
traversée de graphe est que le parcours d'un ensemble déterminé de liens produit une 
expkation cohérente et naturelle à la condition que les connaissances du domaine soient 
représentées de la même façon dont les gens parlent entre eux de ces connaissances. II est 
évident que cela restreint les stratégies d'explication possibles, car elles se doivent d'ètre 
a l'image de la structure des connaissances du domaine, et c'est pourquoi d'autres travaux 
ont porté sur des techniques indépendantes d'une telle structure. 
2.7.2 Imposition d'une structure 
Pour certains types de textes, le contenu du texte explicatif doit être construit 
à partir d'une structure qui n'est pas inhérente a la base de connaissances. Dans ces cas, 
les textes doivent être produits à partir de considérations du discours humain. 11 faut 
rechercher les informations pertinentes dans la base de connaissances et ensuite les 
structurer de façon cohérente pour produire l'effet voulu sur l'utilisateur. Ce type de 
planification de texte est au coeur du présent travail de recherche et c'est pourquoi le 
prochain chapitre lui est entièrement consacré. 
Mais au delà du fait qu'il existe maintenant de meilleures architectures 
(architectures qui font en sorte que le processus de résolution de problème est plus 
explicite, que le raisonnement de conception est capturé et que plusieurs types de 
connaissances y sont représentés) et que l'on emploie des méthodes de planification de 
texte (méthodes qui font que les explications sont plus cohérentes et plus naturelles), un 
problème important demeure: les explications que ces systèmes fournissent ne 
correspondent pas vraiment aux types d'explications que les gens ont entre eux. En fait, 
les explications produites par ces systémes experts peuvent 2tre qualifiGss de 'one shot. fils 
ali' [33] ou, traduction libre, du premier coup, pour tous. Du premier coup parce qu'elles 
ne permettent pas aux utilisateurs de poser des questions sur l'explication elle-même, 
l'explication fournie étant une f i  en soi. Pour tous, car elles ne tiennent pas compte de 
l'utilisateur, ce qu'il connaît, ses buts, ses préférences, etc. Les prochaines sections 
abordent ces points. 
2.8 Le fait sur mesure 
Il va de soi qu'une explication sera vraisemblablement mieux comprise si elle 
est adaptée aux connaissances de l'utilisateur et si elle prend en compte ses buts et ses 
préférences. Deux principales approches ressortent de différents travaux afin de munir les 
systèmes d'un mécanisme d'explications plus sensible, à savoir, l'adaptation des 
explications en fonction de l'expertise de l'utilisateur et aussi celle en fonction de ses buts. 
2.8.1 Adapter selon le niveau d'expertise de l'utilisateur 
La première approche est la plus populaire et elle consiste à créer des 
stéréotypes d'utilisateurs basés sur leur niveau d'expertise (Figure 2.2) et à marquer les 
faits et règles de la base de connaissances afin d'indiquer à quel niveau d'expertise ils sont 
associés. 
Utilisateur 
Expert Praticien Utilisateur avancé Novice Programmeur Cogniticien 
Figure 2.2 Stéréotypes d'utilisateur 
A titre d'exemple, Wallis et Shortliffe [34] ont développé un système dans 
lequel un facteur de complexité de 1 à 10 est associé à chaque règle d'inférence et à chaque 
concept, ainsi qu'une vaieur d'importance à chaque concept. Lors de la génération d'une 
explication, le facteur de complexité des règles d'inférence et des concepts est comparé au 
niveau d'expertise de 1'utiIisateur qui sert alors de limite supérieure à la complexité des 
concepts pouvant faire partie de l'explication. 
Cette technique semble simpte à première vue, parce que d'une part, il est 
facile de réaliser un module informatique pour utiliser et gérer le marquage dans la base 
de connaissances, et parce que d'autre part, il appartient à I'utilisateur d'indiquer son 
niveau d'expertise. Ainsi, le système ne requiert pas de mécanisme complexe pour infërer 
le niveau d'expertise de I'utilisateur. 
Cependant, le marquage peut ètre une tâche longue et ardue, et il peut 
nécessiter une grande connaissance du domaine. Mais l'inconvénient majeur de cette 
technique est qu'elle repose sur l'hypothèse que l'expertise de l'utilisateur est uniforme 
sur l'ensemble du domaine de co~aissances~ ce qui n'est pas nécessairement le cas. Ainsi, 
une explication est plus ou moins adaptée si cette explication fait intervenir des 
connaissances pour lesquelles I'utiIisateur est novice et d'autres pour lesquelles il est 
expert. 
À cet effet, les travaux de Paris [25] se sont attaqués au rôle de la connaissance 
de l'utilisateur dans la génération de textes explicatifs. L'objectif visé par ces travaux était 
de permettre la génération de textes adaptés a des utilisateurs ayant des niveaux de 
connaissances très variés, et ce, sans avoir recours à un ensemble de stéréotypes définis a 
priori. Donc, au lieu d'assumer que l'utilisateur a un profil qui correspond à l'un des 
stéréotypes (novice, expert, etc.), on considère que l'utilisateur possède des expertises du 
domaine de connaissances dites locales. Donc, l'utilisateur peut être considéré comme un 
expert pour certaines parties du domaine de co~aissances et novice pour d'autres. 
De plus, il est non seulement important de considérer la quantité 
d'informations contenues dans un texte explicatif mais égaiement le type de ces 
informations. Ainsi, selon les connaissances de l'utilisateur pour une partie donnée du 
domaine de connaissances, différentes stratégies d'explication peuvent être utilisées. Il 
s'agit certes d'une approche qui permet la génération d'explications mieux adaptées à 
l'utilisateur que l'approche par stéréotypes d'expertise, mais cette approche requiert 
l'acquisition et la gestion d'un modèle de l'utilisateur qui reflète ce qu'il connaît du 
domaine de connaissances. 
2.8.2 Adapter selon les buts et préférences de I'utilisateur 
D'autres diront qu'une bonne explication est une explication qui sait prendre 
en compte les buts et préférences de l'utilisateur. Par exemple, McKeown [17] a développé 
le système ADVISOR qui sert à fournir L'information nécessaire pour conseiller un 
étudiant dans son choix de cours. Dans ce système, l'utilisateur. qui est un étudiant. peut 
avoir différents buts lors de la sélection de ses cours. Il peur vouloir rencontrer les 
exigences de son programme de cours le plus rapidement possible, il peut vouloir choisir 
des cours pour suivre le programme à la lettre, ou bien il peut choisir les cours qu'il trouve 
les plus intéressants pour un domaine d'intérêt donné. Selon le but de l'utilisateur, le 
système produit des explications qui en tiennent compte. Par exemple, si le but de 
l'utilisateur est de terminer le plus rapidement possible son programme de cours, le 
système pourra justifier le choix d'un cours en signalant que ce cours est un préalable à 
plusieurs autres cours. 
Mais pour être en mesure de fournir des explications qui tiennent compte des 
buts de l'utilisateur, le système doit les comaitre dès le 
associant des buts par défaut aux différents stéréotypes 
départ. Cela peut se faire en 
d'utilisateurs. Autrement, le 
système doit être capable de Les infërer durant l'exécution. Cette dernière façon de faire 
semble plus appropriée puisque les buts de l'utilisateur peuvent varier beaucoup et 
subitement durant un échange avec le système, contrairement à une modélisation selon 
l'expertise ou l'expertise ne varie pas rapidement. 
2.9 Interaction 
Jusqu'a maintenant, les mécanismes d'explications présentés n'offrent aucune 
capacité de réaction. Un mécanisme d'explications ayant des capacités de réaction est un 
mécanisme capable de gérer les requêtes sur ses propres explications en répondant a 
d'autres questions s'y rapportant ou en proposant des explications de rechange si 
l'utilisateur n'est pas satisfait d'une explication. 
La capacité de réaction est une caractéristique importante d'un mécanisme 
d'explications puisqu'elle permet de considérer la génération d'explications comme un 
processus coopératif entre le système et l'utilisateur plutôt que comme un processus 
unidirectionnel ou I'utilisateur foumit des données et le système fournit des réponses. 
D'ailleurs, Karsenty et Brézilon [12] mentionnent que l'étude des dialogues humains entre 
un expert et un débutant montre que les deux interlocuteurs doivent négocier à Ia fois le 
problème a résoudre ainsi que la solution afin que le débutant puisse bien comprendre. 
Également, un mécanisme d'explications pourvu de capacités de réaction 
permet de contrebalancer le fait qu'un modèle précis et complet de l'utilisateur ne soit pas 
disponible. La génération d'une explication bonne du premier coup, c'est-à-dire, qui 
satisfait dès le départ aux attentes de l'utilisateur, n'est alors plus une obligation. À la 
place, le système peut se fier à l'utilisateur pour que ce dernier lui fournisse le feed-back 
nécessaire a h  d'éclaircir certains points de son explication ou carrément produire une 
explication de rechange. 
Mais pour ce faire, un mécanisme d'explications doit être en mesure de 
comprendre ses propres explications. Lorsque l'utilisateur ne comprend pas totalement 
une explication, le mécanisme d'explications doit être capable de déterminer la partie du 
texte explicatif qui n'a pas été comprise et d'élaborer sur cette partie. Cela ne peut se faire 
que si le mécanisme d'explications garde en mémoire l'information nécessaire sur 
l'intention de chacune des parties du texte explicatif et la manière dont ces intentions sont 
atteintes. De cette façon, le mécanisme d'explications peut raisonner sur son propre texte 
explicatif et déterminer une façon de remédier au fait qu'une explication ou partie 
d'explication n'ait pas été comprise. 
CHAPITRIE 3 
PLANIFICATION DE TEXTE 
Comme il a été mentionné au chapitre précédent, la génération de textes 
explicatifs cohérents, naturels et composés de plusieurs phrases nécessite l'emploi d'une 
technique de planification de texte. Ce chapitre présente deux des principales techniques 
de planification de texte: les schémas de McKeown et les plans de relation de Hovy. 
3.1 Taxonomie des relations entre les segments de discours 
D'après Hovy [SI, on peut affirmer ceci à propos de la structure du discours ou 
des textes, et ce, indépendamment du langage et du type de texte: 
Un discours ou un texte est une structure regroupant un ensemble de 
segments composés d'autres segments ou de propositions. La structure du 
discours s'exprime donc par une imbrication de segments selon des relations 
spécifiques. Un discours peut alors être représenté par une structure 
arborescente dans laquelle chaque noeud gère le sous-arbre, c'est-à-dire, le 
segment sous lui. Au niveau le plus haut, le discours est géré par un seul 
noeud-racine. Quant aux feuilles de l'arbre, elles représentent des segments 
non décomposables contenant des propositions servant à produire le texte. 
A chaque segment du discours est associé un objectif de discours. Cet objectif 
est présent dans chaque noeud. Un discours atteint son but si chaque segment 
réussit son objectif de discours. 
Ainsi donc, de nombreux auteurs, dont Mann et Thompson avec leur théorie 
de la structure rhétorique [14], se sont alors mis à la tâche d'identifier l'ensemble des 
relations pouvant exister entre les segments d'un discours. Ces relations sont également 
appelées reiations rhétoriques. De ces recherches, Hovy [8] en a fait ressortir une 
taxonomie comportant trois catégories principales: au niveau des idées, interpersonnelle 
et textuelle'. Le Tableau 3.1 à la page suivante présente les relations les plus communes 
de chacune des catégories. 
Les relations au niveau des idées permettent d'exprimer les connaissances que 
l'on a a propos d'un domaine de connaissances donné. Les relations de ce type n'ont 
besoin que d'une base de connaissances assez riche en connaissances du domaine pour être 
réalisées. Aucune connaissance à propos de l'utilisateur n'est requise. 
Les relations interpersonnelles sont des relations par lesquelles on tente de 
créer un effet sur les croyances, les attitudes, les désirs, etc. de ta personne à laquelle 
s'adressent ces intentions. L'effet ainsi créé est d'amener à croire. ou de convaincre. de 
motiver, de rendre capable, etc. Puisque cela a un lien étroit avec les connaissances, 
croyances, désirs et intérêts d'une personne, ce type de relation est généralement utilisé de 
concert avec un modèle de l'utilisateur. 
Quant aux relations textuelles, ce sont des relations qui relient deux segments 
de texte dont la relation n'est ni au niveau des idées, ni interpersonnelle. Il s'agit plutôt 
1 .  Mann et Thompson [14] ont identifié deux catégories, "preseniarionnal" et "'subject marrer", qui 
correspondent respectivement aux catégories suivantes de Hovy: interpersonnelle et au niveau des 
idées. 
d'une relation qui n'est la que pour supporter ou renforcer le mode de présentation: et, ou, 
premièrement, deuxièmement, etc. 
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3.2 Planification statique de texte: schémas de McKeown 
Une première méthode de planification de texte fut développée en se basant 
sur l'analyse d'explications apparaissant dans des documents (encyclopédie, manuel de 
formation, etc.). Cette analyse a permis de constater qu'il existe des prédicats rhétoriques 
indépendants du domaine de comaissances et qui caractérisent la structure des textes 
cohérents et naturels. Les prédicats rhétoriques sont les moyens utilisés pour dire les 
choses. Le Tableau 3.2 présente quelques exemples de prédicats rhétoriques. 
Tableau 3.2: Exemples de prédicats rhétoriques 
( Prédicats rhétoriques 
"Un client est une personne, une 
société, une corporation ou un 





"La structure tarifaire comporte 
des bnfs de base et des tarifs 
optionnels." 
"Vous ne pouvez pas changer 
votre puissance souscrite avant 
12 mois." 
Par exemple, McKeown [16] a analysé la structure de différents textes 
expkatifs sur la description d'entités et en a dégagé des organisations de prédicats 
rhétoriques qui suivent un certain ordre. Ainsi, I'auteure a montré qu'un texte explicatif 
pouvait ètre décomposé en une structure hiérarchique de contenus explicatifs formés de 
prédicats rhétoriques dans Iaquelle les prédicats rhétoriques sont utilisés comme moyen 
pour décrire une information. Par exemple, faire une analogie, décrire les parties 
constituantes et donner une définition sont autant de façons de décrire un objet, mais via 
trois prédicats rhétoriques différents. 
Un schéma de McKeown est un canevas constitué d'un certain nombre de 
prédicats rhétoriques pouvant être instanciés de façon sélective. La génération d'une 
explication est donc guidée par la structure des schémas. Les schémas peuvent aussi être 
récursifs puisque chaque prédicat d'un schéma peut mener soit vers un contenu textuel, 
soit vers un autre schéma. La structure résultante du parcours d'un schéma est donc une 
arborescence dans laquelle chaque sous-arbre représente un prédicat menant à un autre 
prédicat, et où chaque feuille de l'arbre représente un prédicat menant a un contenu textuel. 
Des informations supplémentaires, telles le nombre de fois que Ie prédicat peut apparaître 
dans le paragraphe ou bien le fait qu'un prédicat peut être optionnel, sont également 
incluses dans le schéma. Pour utiliser un schéma lors de la génération d'un texte explicatif, 
il suffit de parcourir le schéma en instanciant chacun des predicats terminaux (noeud- 
feuille de l'arborescence) par le contenu approprié extrait de la base de comaissances, puis 
de fournir ce contenu à un générateur de texte'. 
3.3 Planification dynamique de texte 
Les schémas de McKeown permettent une planification de texte que l'on 
pourrait qualifier de statique en ce sens que toute l'organisation d'un texte est 
1 .  L'utilisation de textes préfabriqués peut s'aviirer une solution de rechange pour Ie cas où il n'y a pas 
de gdnérateur de texte. Cependant, le texte explicatif peut s'avérer moins naturel en surface, principale- 
ment en ce qui a trait aux charniéres reliant les phrases. 
prédéterminée par des schémas explicatifs qui décrivent un agencement cohérent de 
différents contenus explicatifs. 
Une autre approche consiste a créer un agencement cohérent de contenus 
explicatifs de façon dynamique. Pour cela, on a recours à des relations rhétoriques. Les 
relations rhétoriques sont des abstractions sur la façon dont les parties adjacentes d'un 
texte sont reliées l'une à l'autre. Le Tableau 3.3 illustre quelques exemples de relations 
rhétoriques. 






"Vous devriez choisir le tarif G. 
La facture sera moins élevée!" 
"Le tarif G est admissible. Par 
contre, le tarif M ne l'est pas." 
Vous pouvez opter pour le 
tarif G. Pour cela il faut que 
votre puissance soit inférieure à 
100 kW." 
"J'essaie de calculer le montant 
de ia facture par le calcul, entre 
autres, du coût de l'énergie." 
Ainsi, un texte cohérent est un texte dans lequel tous les contenus explicatifs 
adjacents sont reliés par des relations rhétoriques. 
3.3.1 Planificateur de Hovy 
Hovy [7] fut te premier à mettre en opération les relations rhétoriques en se 
fondant sur les travaux de Mann et Thompson. Dans cette mise en opération, chaque 
relation rhétorique est représentée par un plan de relation composé d'un noyau et de zéro 
ou plusieurs satellites. Le noyau représente la partie du texte essentielle à l'objectif de 
discours alors que les satellites viennent renforcer l'effet du noyau. Par exemple, soit la 
phrase suivante: 
Vous devriez choisir l e  t a r i f  G. La fac tu re  sera 
moins élevée ! 
En supposant que l'objectif de discours est de faire en sorte que la personne 
choisisse le tarif G, la première partie du texte représente Ie noyau et la seconde le satellite. 
Dans ce cas-ci, la relation rhétorique présente entre le noyau et le satellite est une relation 
de motivation: la partie satellite vient motiver (ça v a  coûter moins cher) le fait de faire telle 
action (choisir le tarifG). 
Chaque texte explicatif peut alors être représenté par une structure composée 
d'un ensemble de plans de relation, le plus commun de ces plans de relation étant composé 
d'une partie noyau et d'une partie satellite reliées par une relation rhétorique. Les plans de 
relation sont également récursifs puisque leur noyau ou leurs satellites peuvent eux-mêmes 
être décrits par un plan de relation qui peut à son tour être décomposé, et ainsi de suite 
jusqu'à l'atteinte d'unités terminaies (un noyau ou un satellite) qui ne se décomposent pas. 
Seules les unités terminales servent à produire du texte, bien que certaines 
unités non terminales peuvent également en produire à des fins de charnière de discours 
(tetles que 'parce que', 'comme', 'contrairement', etc.) pour expliciter la relation 
rhétorique qu'elles représentent. La Figure 3.1 dome un exemple d'arborescence résultant 
d'une planification de texte accompagné du texte explicatif produit. 
Faire en sorte que L'utilisateur fournisse le nombre de jours d'hiver 
t 
Demander à l'utilisateur le nombre de jours d'hiver ~ o t i v e r  I'utilisateur à fournir 
"Vous devez fournir Ie nombre de jours d'hiver." le nombre de jours d'hiver 
Informer l'utilisatehr de la particularité Faire une Lornparaison avec 
des jours d'hiver pour Ia pnme de dépassement les jours d'été 




Informer l'utilisateur de la particularité 
des jours d'été pour la prime de dépassement 
"les jours d'été ne sont pas sujets 
ti une prime de dépassement." 
Figure 3.1 Exemple d'arborescence d'une planification de texte 
3.4 Schéma versus plan de reIation 
Les sections précédentes ont présenté deux méthodes de planification de texte: 
les schémas de McKeown et les plans de relation de Hovy. Chacune de ces méthodes 
possède des avantages et des inconvénients. Voyons ce qu'il en est. 
Les schémas ont l'avantage d'être faciles à construire et à utiliser. II suffit, 
pour une application donnée, de définir un schéma pour chaque type de texte explicatif. 
Cette structure statique Ieur confere toutefois peu de variabilité. Les plans de relation, eux, 
ont une structure plus dynamique et permettent donc plus de flexibilité. 
Un autre désavantage des schémas est qu'ils ne contiennent pas le rôle 
rhétorique de chacune des parties d'un texte explicatif. Cela peut être un inconvénient 
majeur pour tout système devant adapter ses explications dynamiquement face auy 
réactions de l'utilisateur. Les plans de relation n'ont pas ce problème puisque la structure 
arborescente construite lors d'une planification de texte contient la relation rhétorique 
entre chacune des parties du texte explicatif qui en résulte. 
Par contre, la structure des schémas explicatifs étant définie d'avance, cela 
leur confere ['avantage d'être plus efficace en terme d'exécution par rapport à une 
planification dynamique avec les plans de relation. En effet, il est plus difficile, donc plus 
coûteux en temps d'exécution, de créer l'arbre du texte explicatif à partir de relations 
indépendantes que ce ne l'est pour instancier un schéma. 
Le Tableau 3.4 résume la comparaison entre les schémas de McKeown et les 
plans de relation de Hovy. 
Tableau 3.4: Comparaison Schémas de McKeown versus Plans de relation de Hovy 
1 Temps d'exécution 1 plus efficace 1 moins efficace 1 
Structure 
Flexibilité 





En somme, il est intéressant de constater que la gestion des schémas explicatifs 
et la gestion des plans de relation permettent actuellement a un système de produire des 
explications composées de plusieurs phrases organisées sous forme d'un texte cohérent. 




Capacité de réaction 
Le Tableau 3.5 représente une synthèse de t'étude de l'évolution des diverses 
méthodes d'explication que t'on a présentées en fonction des critères de qualité énumérés 
à la section 2.1, "Qualités reqriises d'un mécanisme d'explicntions ". On constate entre 
autres que des méthodes d'explications permettent maintenant de concevoir des 
mécanismes d'explications plus suffisants, flexibles et extensibles, dotés de capacités de 
réaction et d'adaptation. En contrepartie, cela amène un surcroît de travail lors de la 
conception des systèmes. De même, plus le mécanisme d'explications est complexe, pIus 
l'efficacité des systèmes peut en être effectée. 
faible bonne 













~ ~ t a n l i e f '  ou ~ o t m t i e f '  Trkbon 
Pai OUI Oui Trkc bon 
Non T 
(1) Ça demeure le reflet de la trace d'exécution. 
(2) Doit être combinée avec une autre méthode capable d'exploiter les différents types 
de connaissances. 
(3) Nécessite un support supplémentaire pour assurer la fidélité des explications. 
(4) Dépend de la qualité du modèle de l'utilisateur. 
(5) Dépend de la complexité du modèle de l'utilisateur. 
CHAPITRE 4 
CHOIX D'UN TYPE DE MÉCANISME D~EXPLICATIONS 
La revue historique présentée au chapitre précédent permet d'aiguiller notre 
choix quant au type de mécanisme d'explications à choisir dans Le cadre de ce projet de 
recherche. 
4.1 Critères à considérer 
Bien sûr, il serait soubaitable d'implanter un mécanisme d'explications ayant 










Requérant un minimum de surcroît de travail 
Avec capacités de réaction 
Avec capacités d'adaptation 
Cependant, il faut considérer l'objectif du présent travail de recherche qui 
consiste à développer un mécanisme d'explications permettant à l'utilisateur d'obtenir des 
explications sur la méthode de résolution du système et sur les connaissances mèmes d'un 
domaine d'expertise (en l'occurrence la tarification de l'électricité à Hydro-Québec). De 
plus, il ne suffit pas d'être capable de fournir de telles explications, il faut aussi que 
l'utilisateur en soit satisfait. Il y a donc parmi cene liste de quaiités, des qualités a Favoriser 
par rapport à d'autres. Il ne faut pas oublier qu'il s'agit ici d'effectuer un transfert de 
connaissances, donc de s'assurer que l'utilisateur s'approprie de nouvelles connaissances 
ou consolide celles déjà acquises. 
Ainsi, la nécessité d'avoir un mécanisme d'explications efficace en terme 
d'exécution et qui requiert un minimum de surcroît de travail pour les concepteurs des 
systèmes experts ne cadre pas directement dans l'objectif à atteindre. C'est pourquoi, 
l'optimisation des algorithmes et processus de traitement de mème que l'implantation 
d'une m2thode qui tient compte de la tâche du cogniticien ne feront pas ici l'objet d'une 
grande attention. 
Le mécanisme d'explications devra cependant être suffisant de façon à ce que 
l'utilisateur puisse obtenir des explications non seulement sur la méthode de résolution du 
système mais également sur les connaissances mèmes du domaine d'expertise. Les 
connaissances explicatives devront donc être explicitement représentées. 
Cet aspect de suffisance engendre cependant une autre préoccupation, soit 
celle de la fidélité. Puisque l'on favorise l'existence de deux catégories de connaissances 
dans une même base de comaissances (connaissances explicatives et comaissances 
servant au moteur d'inférence pour la résolution des problèmes), il faut s'assurer de la 
concordance entre ces deux catégories de connaissances. 11 faut donc que les textes 
explicatifs fournis correspondent à ce que le systeme expert fait réellement. On pourrait 
bien sûr s'attarder à concevoir un mécanisme capable d'extraire les deux types de 
connaissances à même une seule source (tel le générateur de programme XPLAiN de 
Swartout) de façon à assurer la fidélité. Cependant, il ne s'agit pas ici d'un des éléments 
essentiels a l'atteinte de l'objectif du présent travail. Bien sûr, la fidélité des explications 
importe, mais c'est la façon dont on va s'y prendre pour l'assurer qui l'est moins. Ainsi, 
dans un premier temps, on relayera cette responsabilité au concepteur du système qui 
devra s'assurer de la concordance entre les deux catégories de connaissances. 
On s'assurera de créer un mécanisme d'explications flexible et extensible de 
façon à permettre la génération de textes explicatifs selon différentes stratégies 
d'rxplication ainsi que l'accroissement de son potentiel explicatif par l'ajout de nouvelles 
stratégies d'explication. 
Il faudra également que les textes explicatifs générés soient naturels, donc 
cohérents et reflétant la structure du discours humain. En ce sens, il faudra être capable de 
générer des textes explicatifs composés de plusieurs phrases liées par des relations 
rhétoriques et reflétant autre chose que la trace d'exécution. 
Finalement, l'un des critères importants à considérer sera de concevoir un 
mécanisme d'explications sensible. Pour ce, il faut un mécanisme qui tienne compte de 
l'utilisateur de façon à satisfaire les attentes de l'utilisateur en matière d'explication. Ce 
critère de sensibilité est au coeur de deux axes de recherche différents. 
4.2 Deux écoles de pensée 
Selon Carcagno [2], la vaieur explicative d'une réponse n'est pas une qualité 
intrinsèque au texte, mais elle est plutôt accordée par l'interiocuteur en fonction de ses 
buts, ses attentes et ses comaissances. La question qui se pose maintenant est de savoir s'il 
est possible, à partir d'une requête de l'utilisateur, de justement connaître ses buts, ses 
attentes et ses co~aissances et ainsi déterminer ce que doit contenir une explication. Cela 
entraîne nécessairement de poser des hypothèses sur ce à quoi l'utilisateur s'attend en 
matière d'explication. Mais comment valider ces hypothèses? On a déjà mentionné que 
l'utilisation d'un modèle de I'utilisateur permet de représenter ses connaissances et ses 
buts. Ainsi, il serait possible de valider les hypothèses dès le départ, mais encore faut-il 
que ce modèle soit précis et complet. Mais on pourrait également valider les hypothèses. 
une fois l'explication fournie, en analysant les réactions de l'utilisateur. En effet, en 
permettant au système et à l'utilisateur d'avoir un véritable dialogue entre eux, il est alors 
possible pour l'utilisateur de négocier l'explication qu'il désire. On considère alors que 
I'utilisateur est le seul juge de la qualité de l'explication. Donc, il faut choisir: valider les 
hypothèses a priori ou a posteriori? 
De façon à faciliter le choix, voici les observations qui sont ressorties d'une 
analyse de dialogues entre deux humains (un expert-conseiller et un requérant) effectuée 
par Moore et Paris 1231: 
II arrive fréquemment que le requérant ne comprenne pas totalement une 
explication de l'expert. L'expert doit donc dans ces cas définir certains 
termes qu'il a employés ou fournir d'autres connaissances préalables à la 
compréhension de l'explication. 
Le requérant pose souvent des questions dans le but d'obtenir des 
éclaircissements, d'autres détails ou carrément une autre explication. 
Il est fréquent que le requérant ne sache pas ce qu'il ne comprend pas. Il a 
souvent des difficultés à formuler une question claire: il hésite, répète 
l'explication de l'expert ou dit tout simplement qu'il n'a pas compris. 
L'expert n'a pas un modèle complet et précis du requérant. Au mieux, il peut 
lui assigner un stéréotype au début de la conversation, puis caner son 
modèle tout au long du dialogue. 
Considérant que: 1- l'une ou I'autre des approches de modélisation de 
L'utilisateur (selon le niveau d'expertise de l'utilisateur ou selon ses buts) suppose une 
parfaite connaissance de l'utilisateur, car autrement les explications produites ne seraient 
pas totalement adaptées; 2- la conception et la gestion d'un modèle parfait el complet de 
l'utilisateur ne sont pas réalistes [28 1; 3- rarement une explication satisfait entièrement son 
destinataire du premier coup (selon les observations précédemment mentionnées), alors on 
en arrive au constat suivant: le mécanisme d'explications doit posséder des capacités de 
réaction et d'adaptation. 
4.3 Type de mécanisme choisi 
En fonction de ce qui précède, on peut &mer que le mécanisme 
d'explications à réaliser devra être flexible et extensible, et capable de générer des 
explications naturelles construites à partir de connaissances explicatives explicitement 
représentées dans la base de connaissances. 
On favorise égaiement un mécanisme d'explications possédant des capacités 
de réacrion et d'adaptation pour satisfaire l'utilisateur plutôt qu'un mécanisme basé 
uniquement et entièrement sur un modèle de l'utilisateur. Ce qui veut dire qu'il faut être 
capable d'instaurer un véritable dialogue entre le système et l'utilisateur. CeIa n'empêche 
en rien d'utiliser un modèle de l'utilisateur incompIet, ne serait-ce que pour s'assurer de 
ne pas dire ou répéter des choses que l'utilisateur connaît déjà. 
4.3.1 PréaIables à la capacité de réaction et d'adaptation 
On peut supposer que toute personne qui désire fournir une explication à une 
autre personne a des buts ou des intentions qui servent à créer un effet sur cette autre 
personne. Pour y arriver, elle doit nécessairement avoir recours à des ressources 
linguistiques et sélectionner les bonnes. 
Selon Moore [19], si l'on désire être capable de faire participer un ordinateur 
à un dialogue explicatif avec un utilisateur, l'ordinateur doit être capable de raisonner sur 
son propre discours explicatif, c'est-à-dire, comprendre ses propres explications. Cela 
requiert d'implanter une méthode de planification de texte capable de conserver 
l'information reflétant les intentions de l'ordinateur et la manière dont ces intentions ont 
été réalisées. En ayant cela, l'ordinateur sera en mesure d'analyser son propre discours 
explicatif pour déterminer son prochain texte explicatif dans le cas où une explication ou 
une partie d'explication n'a pas bien été comprise par l'utilisateur. 
CHAPITRE 5 
CHOIX D'UNE MÉTHODE DE PLANIFICATION DE TEXTE 
L'objectif du présent chapitre est de choisir une méthode de planification de 
texte qui permet de conserver les informations nécessaires pour qu'un mécanisme 
d'explications utilisant une telle méthode soit doté de capacités de réaction. 
5.1 Analyse des premières approches 
Comme il a été mentionné, l'une des premières approches de planification de 
texte utilisait les schémas explicatifs de McKeown. Bien que les schémas explicatifs 
offrent une certaine souplesse en permettant l'ajout de prédicats rhétoriques optionnels 
pouvant être instanciés selon le contexte, selon ce qui a déjà été dit et selon ce que 
l'utilisateur connaît, leur utilité est limitée par un désavantage important, soit le manque 
de représentation du but de chacune des parties d'un texte explicatif. En effet, les schémas 
explicatifs n'ont aucune représentation explicite de l'effet de chacune des parties d'un 
texte sur l'utilisateur et sans cette information, il est impossible d'expliquer a nouveau une 
partie de texte non comprise, ni de justifier pourquoi telle chose a été dite. Ce qui fait qu'en 
l'absence de toute structure des buts de chacune des parties d'un texte explicatif, un 
mécanisme d'explications ne peut espérer offrir des capacités de réaction et d'adaptation. 
En effet, une fois son explication produite, il n'est pas en mesure de raisonner sur celle-ci 
puisqu'ii n'a aucune information lui permettant de savoir pourquoi une telle partie de texte 
ou un tel segment de discours existe dans l'explication. Tout système devant supporter un 
dialogue explicatif avec l'utilisateur doit pouvoir raisonner sur ses propres expIications, et 
a cet égard, les schémas explicatifs s'avère inadéquats. 
Le développement de méthodes de ~Ianification de texte dynamiques, comme 
celle employée par le planificateur de Hovy et présentée au chapitre 3, a permis de 
démontrer l'applicabilité de la théorie de la structure rhétorique de Mann et Thompson 
pour la production de textes explicatifs cohérents. Ces méthodes permettent de mémoriser 
le rôle rhétorique de chacun des segments d'un texte explicatif. Cela leur confère jusqu'à 
un certain point des capacités de réaction, puisqu'a chaque relation rhétorique peut être 
déduit un but ou une intention. Par exemple, à une relation rhétorique de motivation peut 
être associée une intention de persuasion de faire queique chose. On dit bien jusqu'à un 
certain point seulement car comme on va le voir à la prochaine section, il y a un probléme 
à considérer que les ensembles de relations rhétoriques et d'intentions sont en relation 
bijective. 
5.2 Problème de représentation des intentions 
Bien que les plans de relation permettent de représenter chaque relation 
rhétorique employée pour chacun des segments d'un texte explicatif, il subsiste toutefois 
un problème que l'on peut illustrer à l'aide d'un exemple. 
Soit le fragment de dialogue suivant et L'arbre de planification de texte 
correspondant (Figure 5.1): 
Système: Vous devez fournir votre numéro de compte. Prenez votre facture. 
Le numéro de compte y est indiqué. OK? 
Utilisateur: Non! 
Faire en sorte que l'utilisateur fournisse son numéro 
Demander a l'utilisateur son numéro Effet: Rendre- l'utiIisa+r apte 
"Vous devez fournir votre numéro. " foumir le numero i 
Informer l'utilisateur que le 
numéro est sur Ia facture 
"Le numéro de compre y est 
indiqué. " 
N 
Figure 5.1 Arbre de planification de texte d'un fragment de dialogue 
Dans ce diaiogue, le système demande d'abord à l'utilisateur de fournir son 
Informer l'utilisziteur de ce qu'il lui faut Effet: Faire en sorte que 
"Prenez votre facture." l'utilisateur sache que 





numéro de compte. Pour l'aider, le système emploie une reIation d'habilitation en lui 
S 
indiquant que sa facture peut lui être utile. Puis, l'expert termine en utilisant une relation 
circonstancielk (de Lieu) pour mentionner que le numéro de compte est sur la facture. 
Chacune de ces relations rhétoriques est également accompagnée d'un effet à créer sur 
l'utilisateur. 
Comment le système peut-il réagir suite à la réponse négative de l'utilisateur 
signifiant qu'il n'est pas capable de fournir son numéro? Partant de l'hypothèse que 
l'utilisateur ne peut fournir son numéro parce qu'il ne le uouve pas sur la facture (l'autre 
hypothèse serait que l'utilisateur ne trouve tout simplement pas sa facture), le systeme doit 
être capable d'identifier le segment du texte explicatif qui est en cause. I l  s'agit ici du texte 
généré par le satellite de la relation circonstancielle. Cette tâche d'identification est ardue, 
mais supposons qu'il en soit capable. Que peut-il faire dors? II peut essayer de trouver 
d'autres plans de relation qui ont le même effet (faire en sorte que l'utilisateur sache que 
le numéro est sur la facture), mais qui sont accomplis différemment. Il peut aussi utiliser 
d'autres informations circonstancielles au sujet du numéro de compte, mais il est fort à 
parier que ces autres informations circonstancielles ne sont pas pertinentes (par exemple, 
depuis quand le numéro existe). 
Le problème ici est qu'il est difficile pour le système de réagir en réponse a 
l'utilisateur en ne sachant pas pourquoi l'information circonçtancielie est présentée. Ce 
qu'il manque dans la planification de texte de la Figure 5.1, c'est une information 
indiquant l'intention derrière la présentation de la relation circontancielle. Dans ce cas-ci, 
on peut affirmer que cette intention en est une visant à permettre l'identification du numéro 
de compte par l'utilisateur. Connaissant cette intention, il serait alors possible pour le 
systeme d'utiliser une autre relation rhétorique ayant la même intention. Par exemple, une 
relation élaboration-objet-attribut (le numéro de compte commence par les quatre 
premières lettres de votre nom) ou une relation comparative-contraste (le numéro de 
compte n'est pas celui apparaissant en haut à gauche de la facture). 
On peut constater que, contrairement aux relations rhétoriques 
interpersonnelles, les relations rhétoriques au niveau des idées ne sont pas en relation 
bijective avec les intentions- Les relations rhétoriques interpersonneIles étant des relations 
par lesquelles on tente de créer un effet sur L'utilisateur, ii est facile de voir qu'à chaque 
relation de ce type correspond une et une seule intention et vice-versa. Par exemple, à une 
intention de persuasion du bien fondé d'une action de la part du système correspond une 
relation rhétorique de justification, et l'inverse est vrai. 
Dans le cas des relations rhétoriques au niveau des idées, ceci n'est pas vrai 
puisqu'en général il existe différentes relations rhétoriques pour réaliser une intention. Par 
exemple, si l'intention est de s'assurer que l'utilisateur connaisse un concept, on peut 
utiliser des relations rhétoriques circonstancielles, comparatives, d'élaboration, etc. 
Inversement, une relation rhétorique peut servir à diverses intentions. Par exemple, une 
relation rhétorique comparative peut ètre utilisée pour définir un nouveau concept, donner 
les différences entre deux concepts, convaincre l'utilisateur d'un choix, etc. 
Pour qu'un mécanisme d'explications puisse avoir des capacités de réaction et 
d'adaptation, il ne suffit donc pas de conserver la structure rhétorique du texte explicatif. 
Il faut également conserver la structure des intentions. 
5.3 Planificateur de Moore et Paris 
Comme on le sait maintenant, un bon moyen pour un système d'offrir des 
capacités de réaction et de participer à un dialogue explicatif avec l'utilisateur est d'être 
en mesure de comprendre ses propres explications. Pour y parvenir, il doit pouvoir 
raisonner sur les intentions incluses dans le texte explicatif, non seulement pour le but 
global de l'explication, mais également pour chaque sous-but de l'explication. Il doit en 
plus pouvoir connaître les moyens rhétoriques employés pour atteindre ces buts. 
Le planificateur de texte de Moore et Paris [21] est le seul parmi un ensembie 
de planifacateurs de texte (Hovy [7], Maybury [15], Cawsey [3], Suthers [30]) à considérer 
le problème de réaction et d'adaptation en dissociant structure rhétorique et structure des 
intentions. La plupart des planificateurs de texte sont dépourvus de toute capacité de 
recouvrement local, c'est-à-dire, pouvoir fournir une autre explication sur une partie de 
texte explicatif non comprise ou qui demande des éclaircissements. Leur mécanisme de 
recouvrement est plutôt global en ce sens que leur seul moyen de réaction, lorsqu'une 
explication ou une partie d'explication n'est pas comprise (bien que leur problème réside 
justement dans l'impossibilité d'identifier cette partie d'explication non comprise), 
consiste à employer une autre stratégie pour réaliser le but de discours de tête, c'est-à-dire, 
1s noeud-racine de l'arbre de planification de texte. 
En plus de représenter la structure rhétorique et Ia structure des intentions lors 
de la planification d'une explication, le planificateur de texte de Moore et Paris mémorise 
chaque hypothèse faite à propos des buts et connaissances de l'utilisateur. Ceci est 
important puisqu'étant donné que le système repose sur un modèle de l'utilisateur qui n'est 
ni complet ni précis, il doit faire de telles hypothèses de temps à autre, de façon à pouvoir 
utiliser ses stratégies d'explication (une stratégie pouvant nécessiter que l'utilisateur 
connaisse un concept donné par exemple). En mémorisant ces hypothèses, elles 
deviennent alors disponibles plus tard pour le cas où une partie du texte explicatif reposant 
sur l'une des hypothèses n'aurait pas été comprise. Le système peut alors décider de rendre 
vraie une hypothèse seIon laquelle l'utilisateur connaît un concept donné en élaborant sur 
ce concept. 
5.3.1 Aperçu du processus de planification de texte 
Le processus de planification de texte s'amorce avec un but de communication 
résultant soit d'un traitement effectué par le système, soit d'une requête de l'utilisateur. Ce 
but de communication indique I'objectif du texte explicatif à présenter à l'utilisateur. 
Lorsqu'un but de communication est envoyé au planificateur de texte, celui-ci consulte sa 
librairie de stratégies pour déterminer tesquelles s'appliquent au but de communication a 
réaliser. Ces stratégies sont encodées sous forme d'opérateurs de planification de texte qui 
ont sensiblement Ia même fonction que les plans de relation de Hovy, mais leur structure 
differe quelque peu. Des contraintes, sur la base de cornaissances ou sur le modèle de 
l'utilisateur, sont également associées aux stratégies et sont utilisées comme filtre de 
sélection lorsque plusieurs stratégies sont candidates. Le choix d'une stratégie peut mener 
à décomposer l'opérateur de phnification de texte correspondant, et la planification se 
poursuit alors jusqu'à ce que chaque sous-but ne se décompose plus. Le produit de cette 
décomposition est appelé plan de rexte. La méthode de décomposition hiérarchique 
employée ici est très semblable à la méthode de décomposition hiérarchique que l'on a 
présentée à ia section 3 -3, "Planijkation dynamique de rexte ". 
Pendant le processus de planification de texte, on mémorise toutes les 
hypothèses à propos de ce que l'utilisateur connaît, de même que toutes les stratégies de 
rechange qui auraient pu être choisies à un noeud (sous-but) donné. 
Une fois la p l d ~ c a t i o n  de texte terminée, celle-ci est envoyée a un générateur 
de texte pour produire te texte explicatif a présenter a l'utilisateur. Ensuite, le système 
attend un feed-back de l'utilisateur. Ce feed-back peut nécessiter l'envoi d'un nouveau but 
de communication au planificateur de texte si ce feed-back indique que l'utilisateur désire 
poser une question en rapport avec le texte explicatif qui vient de lui être présenté, ou s'il 
indique que l'utilisateur n'a pas compris I'explication. L'envoi de ce nouveau but de 
communication déclenche alors le début d'un nouveau processus de planification de texte 
qui cette fois nécessite la consultation de ce qu'il convient d'appeler l'historique du 
dialogue. En effet, cet historique du dialogue contient les plans de texte produits durant le 
dialogue avec l'utilisateur qui peuvent être consultés pour déterminer de quelle façon 
répondre lorsqu'une explication n'est pas comprise- En sachant quelle stratégie a été 
employée et dans quel but, le mécanisme d'explications est a même de déterminer une 
stratcgie de rechange pouvant accompIir le but ayant échoué. 
Le mécanisme d'explications du présent travail de recherche s'inspire du 
planificateur de texte de Moore et Paris. Le coeur de ce planificateur de texte est régi par 
un algorithme de planification de texte qui permet au système de participer à un dialogue 
explicatif avec l'utilisateur puisqu7il a cette particularité que l'on a mentionnée: iI  
représente explicitement l'intention de chaque segment ou partie de I'explication. C'est 
pourquoi on peut qualifier cet algorithme d'algorithme à mémoire d'intentions. 
L'algorithme est aussi hiérarchique parce qu'il décompose chaque but de haut niveau en 
sous-buts de plus bas niveau, le résultat étant une structure arborescente. 
CHAPITRE 6 
MÉCANISME DE PLANIFICATION DE TEXTE 
L'algorithme de planification de texte est au coeur même de la méthode de 
pianification de texte adoptée. Il utilise des opérateurs de pIanification de texte qui servent 
à accomplir les buts du planificatew de texte. De façon à obtenir des plans de texte qui 
représentent explicitement les structures d'intentions et des relations rhétoriques, on 
répertorie les buts selon deux classes: les buts de communication et les buts linguistiques. 
6.1 Buts de communication 
Les buts de communication sont représentés en terme d'effets que le système 
entend créer sur les croyances de l'utilisateur (ce qu'il sait, connaît), de mème que ses buts 
(ce qu'il désire faire, atteindre). Voici quelques exemples: 
Persuader l'utilisateur de faire teIle chose. 
S'assurer que l'utilisateur connaît certaines choses à propos de tel concept. 
S'assurer que l'utilisateur croit teI1e proposition. 
Les buts de communication présents dans les plans de texte ne génèrent aucun 
texte. Seuls les buts linguistiques ont cette propriété. A noter que le noeud de tête (ou 
noeud-racine) d'un plan de texte est toujours un but de communication. 
6.2 Buts linguistiques 
Les buts linguistiques correspondent aux moyens linguistiques disponibles au 
système pour lui permettre de réaliser Ies buts de communication. Ils servent à produire le 
texte de l'explication et ils constituent des actes de discoiils ou bien des buts rhétoriques. 
6.2.1 Actes de discours 
Les actes de discours sont des buts linguistiques à partir desquels sont produits 
directement les segments de texte d'une explication. Panni les actes de discours, on dénote 
l'acte informer, l'acte demander et l'acte recommander. Par exemple: 
Informer l'utilisateur à propos de quelque chose. 
Demander a l'utilisateur de faire une action. 
Recommander à l'utilisateur de faire tel choix. 
Dans un plan de texte, les actes de discours représentent les noeuds-feuilles de 
ce plan. Par conséquent, les actes de discours ne sont pas décomposables. 
6.2.2 Buts rhétoriques 
Les buts rhétoriques sont des buts linguistiques servant à établir les liens 
rhétoriques entre les segments d'un texte explicatif. Par exemple: 
Décrire un concept en donnant une définition (élaboration par définition). 
Décrire un concept en spécifiant ses attributs (élaboration par attributs). 
Énumérer Les différences avec un concept connu (comparaison par contraste). 
Les buts rhétoriques, contrairement aux actes de discours, ne sont pas réalisés 
directement. Ils sont décomposables en d'autres sous-buts, ces sous-buts étant soit des buts 
de communication, soit des actes de discours. 
Le noeud-racine d'un plan de texte étant représenté par un but de 
communication et les noeuds-feuilles par des actes de discours, les buts rhétoriques sont 
donc des noeuds internes au plan de texte (mais pas nécessairement tous les noeuds 
internes puisque d'autres buts de communication peuvent émaner d'un but rhétorique). 
6.3 Opérateurs de planification de texte 
Pour réaliser Ies buts de communication et les buts linguistiques, qui sont en 
fait les noeuds du plan de texte d'une explication, le planificateur de texte a recours à un 
ensemble d'opérateurs appelés opérateurs de plan~fication de texte. Ces opérateurs ont 
une structure qui leur confere un rôle de décideur pour l'algorithme de planification de 
texte. En effet, Les opérateurs de planification de texte contiennent sufisamment 
d'informations leur permettant de déterminer si une stratégie d'explication donnée peut 
s'appliquer dans un contexte donné. Concrètement, les stratégies d'explication sont 
représentées par les buts rhétoriques encodés dans des opérateurs de planification de texte. 
Voici donc ce que contient la structure de ces opérateurs: 
Un effet: sert à caractériser le but recherché par l'opérateur. II peut s'agir 
d'un effet de communication, émanant d'un but de communication, ou d'un 
effet linguistique, émanant d'un but linguistique. Les effets de 
communication sont exprimés en termes d'état mental de l'utilisateur à 
atteindre. Par exemple, un effet de communication peut ètre du genre "faire 
en sorte que l'utilisateur soit persuadé de devoir faire telle chose", ou encore, 
"faire en sorte que l'utilisateur connaisse l'existence de tel concept". Pour ce 
qui est des buts linguistiques, on peut mentionner que "établir une évidence 
pour la proposition qui vient d'être mentionnée", "élaborer un concept" ou 
encore "informer l'utilisateur de quelque chose", en sont quelques exemples. 
Des contraintes: faits qui doivent exister dans la base de connaissances 
explicatives ou dans Ie modèle de l'utilisateur pour que l'opérateur puisse 
être utilisé. La liste de contraintes peut également être vide. 
Un noyau: sous-but nécessaire à l'atteinte de l'effet a créer par l'opérateur. 
Un satellite: sous-but qui contribue à l'atteinte de I'effet à créer par 
l'opérateur. Il vient renforcer le propos tenu au niveau du noyau. Le satellite 
n'est pas obligatoire. Aussi, s'il en existe un, il peut être optionnel, auquel cas 
le mécanisme d'explications l'ignore s'il est dans un mode oii il doit produire 
des textes explicatifs laconiques. Si par contre il est en mode verbeux, le 
satellite ne sera pas ignoré. 
La Figure 6.1 présente un exemple d'opérateur de planification de texte de 
Moore et Paris [2 11. 
EFFECT : 
(PERSUADED ?hearer (DO ?hearer ?act ) ) 
CONSTRAINTS: 
(AND (GOAI; ?hearer ?goal) ) 
(STEP ?act ?goal) 
NUCLEUS : 
(FORALL ?goal (MOTIVATION ?act ?goal) ) 
SATELLITE: 
ni 1 
Figure 6.1 Exemple d'opérateur de planification de texte de Moore et Paris 
Cet opérateur contient l'information quant au fait que le but de communication 
du système visant a persuader I'utilisateur (hearer) de faire une action (act) peut être 
réalisé en motivant cette action en termes d'un but (goal) de I'utilisateur. Cet opérateur 
contient deux contraintes. La première stipule que I'utilisateur doit avoir un but, et la 
seconde. que l'action que l'utilisateur doit poser est une étape pour atteindre ce but, 
chacune de ces contraintes étant respectivement une contrainte sur le modèle de 
l'utilisateur et une contrainte sur la base de comaissances explicatives. 
6.4 Modèle de I'utilisateur 
Bien qu'il ait été dit que l'acquisition et la gestion d'un modèle de l'utilisateur 
complet et précis soit irréaliste (section 4.2, "Deux écoles de pensée '3, il faut tout de 
même considérer qu'un modèle de I'utilisateur, aussi restreint soit-il, s'avère un élément 
à ne pas négliger lors des échanges avec l'utilisateur, ne serait-ce que pour s'assurer de ne 
pas redéfinir inutilement des concepts que l'utilisateur connaît déjà par exemple. Mais 
également, le modèle de I'utilisateur peut être fort utile pour déterminer la meilleure 
stratégie à employer là où plusieurs stratégies sont candidates. Chacune de ces stratégies, 
qui se transposent en fait à un opérateur de planification de texte, peut être confrontée aux 
autres par le biais des contraintes de l'opérateur auquel elles sont associées. Ainsi, on 
pourrait privilégier une stratégie, donc un opérateur, pour laquelle toutes les contraintes en 
rapport avec le modèle de l'utilisateur sont satisfaites. 
Mais il ne faut pas tomber dans le piège de rejeter toutes stratégies possédant 
une contrainte du modèle de l'utilisateur non satisfaite. Cette façon de faire tend à 
considérer le modèle de I'utilisateur comme étant précis et complet. Il faut plutôt exploiter 
le fait que le mécanisme d'explications a des capacités de réaction et qu'il sera en mesure 
de satisfaire l'utilisateur si la stratégie employée ne porte pas fmit. 
Le modèle de l'utilisateur peut contenir principalement six types 
d'information [23] :  
Les concepts que l'utilisateur connaît, c'est-à-dire, des concepts dont il 
connaît les attributs, les fonctions, etc. Par exemple, I'utilisateur connaît le 
concept tarz$M ainsi que le fait que ce tarif n'a pas de frais de redevance, a 
une puissance souscrite, etc. 
Les concepts dont l'utilisateur a une idée, c'est-à-dire, des concepts dont 
l'utilisateur connaît une description, mais ne connaît pas nécessairement ses 
attributs, fonctions, etc. Par exemple. l'utilisateur connaît l'existence du tarif 
M. que c'est un tarif général, mais sans plus. 
Des faits que l'utilisateur croit, comme par exemple, des relations entre les 
concepts: Le fait que par exemple les jours d'hiver, contrairement aux jours 
d'été, sont sujets à une prime de dépassement. 
Les buts de l'utilisateur. Par exemple, l'utilisateur veut connaître les tarifs 
applicabies dans son cas. 
Les comaissances de l'utilisateur en matière de méthode pour atteindre ses 
buts. Par exemple, I'utilisateur sait qu'il doit déterminer son appel maximal 
de puissance pour L'aider à connaître Ies tarifs applicables. 
Les connaissances de l'utilisateur en matière de méthode pour faire une 
action. Par exemple, l'utilisateur sait comment calculer le nombre de jours 
d'hiver d'une période de consommation. 
6.5 Historique du dialogue 
L'historique du dialogue est une composante du mécanisme d'explications 
servant à conserver ce que les deux interlocuteurs du dialogue se sont dit. Il contient donc 
les requêtes de l'utilisateur ainsi que les réponses du système. Loin d'être limité à ne 
conserver que le texte d'une réponse, l'historique du dialogue contient en fait chaque plan 
de texte généré par le planificateur de texte. Ceci est important quand vient le temps pour 
le mécanisme d'explications d'interpréter une question de l'utilisateur. Il consulte alors 
l'historique du dialogue de façon à pouvoir déterminer à quoi se rapporte la question. Et 
puisque chaque plan de texte contient a Ia fois la structure des intentions et la structure des 
relations rhétoriques, le mécanisme d'explications a accès à toute l'information nécessaire 
pour réagir. 
6.6 Architecture 
Avant de présenter ie fonctionnement de l'algorithme de planification de texte, 
il serait bon de schématiser L'ensembIe des composants nécessaires au fonctionnement de 
cet algorithme. Ces composants sont, en plus des deux participants (le système et 
l'utilisateur): l'analyseur des demandes, le planificateur de texte, les opérateurs de 
planification de texte, le modèle de l'utilisateur et l'historique du dialogue. La Figure 6.2 
présente l'architecture du mécanisme d'explications dans laquelle interagissent tous ces 
composants. 
Système ~tilisateur 
Figure 6.2 Architecture du mécanisme d'explications 
Les modalités d'interaction entre les différents composants sont exposées à la 
section suivante où l'algorithme de planification de texte est présenté. 
6.7 Algorithme de planification de texte 
L'algorithme de planification de texte à mémoire d'intentions entre en scène 
au moment oir une requête, parvenant de l'utilisateur ou du système, est envoyée au 
mécanisme d'explications, pIus précisément à son analyseur des demandes. Chacune des 
requêtes est convertie par l'analyseur des demandes en un but de communication. 
Rappelons qu'un but de communication est représenté en termes d'effet que le système 
entend créer sur l'état mental de l'utilisateur. Par exemple, si l'analyseur des demandes 
reçoit du système une requête visant a demander a l'utilisateur de faire une action, le but 
de communication qui en résulte devra amener I'utiIisateur à avoir pour but d'effectuer 
cette action. 11 en est de même si ta requête provient de l'utilisateur. Par exemple, si la 
requête de l'utilisateur est une question du type Qu 'est-ce que tel concept?, le but de 
communication résultant devra faire en sorte que l'utilisateur connaisse des choses à 
propos de ce concept. 
Le but de communication produit par l'analyseur des demandes est ensuite 
acheminé au planificateur de texte, dont la responsabilité est de produire un plan de texte. 
La première étape de la construction d'un plan de texte consiste a identifier tous les 
opérateurs de planification de texte dont l'effet correspond au but de communication. Il est 
effectivement possible, et cela est souhaitable, qu'il existe plus d'un opérateur qui 
satisfasse ce critère. Par exemple, un but de communication ayant pour objectif d'amener 
l'utilisateur à avoir certaines connaissances à propos d'un concept peut être réalise soit par 
un opérateur qui élabore les attributs de ce concept, soit par un opérateur qui compare ce 
concept à un concept connu de I'utilisateur, ou encore par un opérateur qui élabore par un 
exemple, etc. 
Tous les opérateurs retenus suite à Ieur confrontation au but de communication 
représentent des candidats potentiels pour faire partie du plan de texte. Cependant, pour 
devenir de véritables candidats, chacune de leurs contraintes doit être satisfaite. Par 
exemple, l'une des contraintes de l'opérateur d'élaboration d'un concept par un exemple 
est qu'il doit exister dans la base de connaissances explicatives un exemple se rapportant 
à ce concept. S'il un tel exemple n'existe pas, l'opérateur est alors rejeté comme candidat. 
A l'inverse, il se peut qu'un même opérateur puisse produire plus d'un candidat, car le fait 
de vérifier les contraintes de cet opérateur amène à instancier les variables contenues dans 
les contraintes. Dans le cas de l'opérateur d'élaboration d'un concept par un exemple, il se 
peut très bien qu'il existe plus d'un exemple pour un concept donné, créant ainsi autant de 
candidats qu'il y a d'exemples. Il est important de remarquer que déjà, lors de la 
vérification des contraintes d'un opérateur, le contenu du texte explicatif commence à se 
préciser puisque l'instanciation des variables des contraintes effectue une sélection 
d'informations dans la base de connaissances explicatives. 
On se rappellera que les contraintes d'un opérateur sont de deux types: les 
contraintes sur la base de connaissances explicatives et les contraintes sur le modèie de 
l'utilisateur. Bien qu'un opérateur soit rejeté par le fait qu'une contrainte sur la base de 
connaissances explicatives n'est pas satisfaite, il en va tout autrement en ce qui a trait aux 
contraintes sur le modèle de l'utilisateur. Étant donné que i'on considère Le modèle de 
l'utilisateur comme étant ni complet ni précis, il serait absurde de rejeter un opérateur sur 
le simple fait qu'une ou plusieurs de ses contraintes sur le modèle de l'utilisateur ne sont 
pas satisfaites. On conserve plutôt l'opérateur comme candidat avec une mention 
indiquant que telle ou telle contrainte n'est pas satisfaite. On verra plus loin que ce type 
d'information est utile lors du processus de recouvrement servant à produire une nouvelIe 
explication lorsqu'une explication n'est pas comprise. 
A ce stade-ci, l'algorithme doit prendre une décision quant à l'opérateur 
candidat à choisir parmi l'ensemble des candidats disponibles. Ce choix est effectué ii 
l'aide d'une heuristique de sélection, laquelle peut se baser sur des facteurs tels que: ce que 
l'utilisateur connaît, ce qui a été dit jusqu'à maintenant, ce que l'utilisateur préfère ou toute 
autre considération pouvant apporter une aide pour effectuer un choix. Une fois le candidat 
choisi, ce choix est enregistré, de même que tous les autres candidats n'ayant pas été 
choisis. Le fait de conserver la liste des candidats une fois Ia séIection d'un candidat 
réalisée s'avère nécessaire pour permettre au mécanisme d'explications de réagir si 
l'utilisateur n'est pas satisfait d'une explication. Ce faisant, il est alors possible 
d'employer une autre stratégie comme par exemple, donner un exemple si le fait de fournir 
une définition n'a pas produit l'effet escompté. 
L'étape suivante consiste à développer le noyau et le satellite de l'opérateur 
retenu. Le développement d'un noyau ou d'un satellite s'effectue de la même façon que 
l'on vient de décrire, c'est-à-dire, en recherchant les opérateurs dont l'effet correspond au 
but du noyau ou du satellite. Ce but peut être soit un but de communication, soit un but 
linguistique (but rhétorique ou acte de discours). Le développement d'un satellite n'est pas 
nécessairement effectué contrairement au développement d'un noyau, la raison étant 
qu'un satellite peut être optionnel. Selon que le mécanisme d'explications est dans un 
mode verbeux ou non, cela amène le satellite à être soit considéré, soit ignoré. Cependant, 
1'aIgorithrne ne développera pas nécessairement un satellite optionnel, même si le 
mécanisme d'explications est dans un état verbeux. En effet, pour qu'un satellite optionnel 
soit développé, il ne faut pas qu'il mène à la production d'un segment de texte dont le 
contenu est déjà connu par l'utilisateur. Par exemple, si l'objectif d'un satellite optionnel 
est de donner des instructions quant à la façon d'exécuter une action et que le modèle de 
l'utilisateur indique que l'utilisateur connaît la façon de faire, dors  le satellite ne sera pas 
développé. 
Le plan de texte est complété une fois que chaque sous-but a été affrné en acte 
de discours. Une fois complété, le plan de texte est acheminé au générateur de texte. 
Cependant, il serait faux de croire que la génération du plan de texte est un processus d'une 
seule itération sans aucun retour arrière. En réalité, il est possible durant la génération du 
plan de texte que l'algorithme ne trouve aucun opérateur pour satisfaire un but. Cela peut 
se produire en plusieurs circonstances: 
L'effet d'aucun opérateur ne correspond au but a accomplir. 
Les contraintes des opérateurs qui sont candidats potentiels ne sont pas 
satisfaites. 
Tous les opérateurs candidats ont déjà été utilisés- Cela se produit lorsque le 
mécanisme d'explications en est à une nième tentative pour accomplir un but 
de communication. 
Lorsque cela se produit, le planificateur de texte doit effectuer un retour arrière 
d'un niveau dans l'arborescence du plan de texte, puis tenter de réaliser le but de ce noeud- 
parent en utilisant une autre stratégie, laquelle se trouve parmi les opérateurs candidats non 
utilisés pour ce noeud-parent. Si aucun de ces candidats ne parvient à réaliser le but @our 
cela, il faut aussi que tout l'arbre sous-jacent puisse s'accomplir), alors le planificateur 
remonte d'un autre niveau. Si le planificateur remonte jusqu'au noeud-racine et que toutes 
les stratégies de ce noeud ont été testées, l'algorithme ne peut produire un plan de texte. 
La complexité de l'algorithme de planification de texte peut être évaluée en 
terme du nombre d'opérateurs candidats testés lors de l'élaboration d'un plan de texte. 
Ainsi, soit n, le nombre de noeuds d'un plan de texte, et p, le nombre d'opérateurs 
candidats par noeud, il existe alors pn combinaisons possibles d'opérateurs dans un plan 
de texte. Dans le pire cas, il se  peut qu'une seule de ces combinaisons permette de réaliser 
le plan de texte et qu'elle soit trouvée en dernier. La complexité de l'algorithme de 
planification de texte est donc O@") dans le pire cas. Cela peut donc résulter en un très 
grand nombre de tests, mais dans les faits, plusieurs facteurs viennent atténuer ce nombre: 
Les noeuds-feuilles d'un plan de texte qui sont des actes de discours et qui ne 
possèdent qu'un seul noeud candidat (diminue n). 
Un nombre moyen d'opérateurs candidats égal à 2 ou 3 ( p petit). 
Un nombre de contraintes limité pour chaque opérateur qui diminue les 
chances qu'un opérateur soit rejeté. 
Une base de connaissances explicatives assez riche pour être en mesure de 
satisfaire Ies contraintes des opérateurs, et diminuer par le fait même le 
nombre d'opérateurs rejetés a cause de contraintes non satisfaites. 
Le Tableau 6.1 montre les différentes étapes de l'algorithme de planification 
de texte. 
Tableau 6.1: Algorithme de planification de texte 
1. Envoyer un but de communication au planificateur de texte. 
2. Trouver tous les opérateurs dont l'effet correspond au but à accompIir. 
3. Pour chaque opérateur trouvé à l'étape 2, vérifier ses contraintes: 
si toutes ses contraintes sont satisfaites 
alors créer un opérateur candidat 
sinon si les seules contraintes non satisfaites sont des contraintes du 
modèle de l'utilisateur 
alors créer un opérateur candidat et conserver les hypothèses 
4. Sélectionner l'un des opérateurs candidats généré à l'étape 3. 
5 .  Si le but du noyau de l'opérateur choisi n'est pas un acte de discours 
alors envoyer ce but puis retourner à l'étape 2. 
6. Si le satellite de l'opérateur choisi existe 
et que le mécanisme d'explications est en mode verbeux 
et que le but du sateIlite de l'opérateur choisi n'est pas un acte de 
discours 
et que le satellite est, soit requis, soit optionnel (mais menant à la 
production d'un segment de texte ne correspondant pas à un contenu déjà 
connu par l'utilisateur) 
alors envoyer ce but puis retourner au point 2. 
7. Envoyer le plan de texte au générateur de texte. 
Les étapes 5 et 6 (Tableau 6.1) font ressortir une caractéristique de 
l'algorithme de planification de texte, à savoir: il s'agit d'un algorithme récursif du type 
profondeur d'abord. En effet, l'arbre représentant le plan de texte est généré en 
développant compiètement une branche (du noeud-racine au noeud-feuille) avant de 
développer une autre branche, contrairement à un algorithme du type largeur d'abord où 
chaque noeud de niveau n est développé avant de développer un noeud de niveau n+l. Que 
l'algorithme de planification de texte soit du type profondeur d'abord ou qu'il ait été du 
type largeur d'abord n'a cependant pas de conséquence, car le plan de texte résultant est 
le même dans les deux cas. On pourrait être porté à croire qu'étant donné les instanciations 
de variables effectuées dans Ies contraintes des opérateurs, les valeurs de ces variables 
instanciées pourraient dépendre de l'ordre selon lequel les opérateurs sont développés, 
mais il n'en est rien. Sans en faire la preuve, cela réside dans le fait qu'aucune variable 
n'est présente dans deux noeuds différents sans que l'ancêtre commun à ces deux noeuds 
n'ait défini la valeur de cette variable. 
6.8 Génération du texte explicatif 
Le produit de l'algorithme de planification texte est un plan de texte représenté 
par une structure arborescente dans laquelle chaque noeud-feuille est un acte de discours. 
Dans cette arborescence, le contenu du texte explicatif y est a la fois présent et structuré. 
D'une part, le contenu, extrait a partir des contraintes de chaque opérateur du plan de texte, 
est présent dans les actes de discours et dans certains buts rhétoriques. D'autre part. la 
structure du contenu y est représentée par la structure même du plan de texte. Bien que la 
structure du texte explicatif à générer soit en corrélation directe avec la structure du plan 
de texte, le résultat dépend du type de parcours que l'on effectuera dans cette arborescence 
au moment de générer l'explication. 
En effet, puisque l'organisation du contenu se trouve dans une structure 
arborescente, on sait qu'il existe plusieurs façons de parcourir un arbre. Il faut donc 
s'assurer d'utiliser le bon type de parcours au moment de générer l'explication. Un 
parcours du type profondeur d'abord s'avère être le type de parcours à utiliser puisqu'en 
utilisant ce type de parcours, le texte à générer correspond à l'ordre des actes de discours 
rencontrés. Cela est Iogique puisque chaque segment de texte d'une explication est en fait 
une branche de l'arbre et que cette explication est une suite de segments de texte liés par 
des reIations rhétoriques. Il faut donc générer l'explication en parcourant l'arbre branche 
par branche et non pas niveau par niveau. Le parcours de l'arbre d'un plan de texte est donc 
un processus O(n) où n est Ie nombre de noeuds à visiter. 
6.8.1 Techniques de génération de texte 
Il existe principalement deux techniques pour produire le texte de chacun des 
segments de texte d'une explication. La première technique consiste à fournir le contenu 
de chaque acte de discours et but rhétorique à un composant appelé générateur de texte. 
Un générateur de texte est composé d'éléments tels une grammaire de la langue, un 
lexique de base et un lexique du domaine, et est capable de produire des textes cohérents 
et natureIs. La seconde technique consiste à associer le contenu de chaque acte de discours 
et but rhétorique à des bouts de texte préfabriqués. Cette seconde technique est beaucoup 
moins complexe à implanter que la première. mais cette simplicité se paye par des 
explications moins naturelles et dont Ia fidélité est plus dificile à assurer. 
Considérant que les efforts du présent travail de recherche doivent être 
consacrés à valider l'hypothèse selon IaquelIe les capacités de réaction de l'algorithme a 
mémoire d'intentions permettent de satisfaire, en matière d'explication, un utilisateur dont 
on ne possède pas de modèle complet et précis, on a adopté la seconde technique. 
6.9 Réaction au feed-back de l'utilisateur 
Les observations qui sont ressorties de l'analyse de dialogues effectuée par 
Moore et Paris, présentée à la section 4.2, démontrent que le requérant (utilisateur) est 
rarement totalement satisfait de l'explication fournie par l'expert (système). C'est 
pourquoi, une fois un texte explicatif présenté, Le système se met en attente d'un feed-back 
de l'utilisateur, ce feed-back pouvant être de trcis types: 
1. l'utilisateur indique qu'il a compris l'explication, auquel cas le système 
n'a pas d'autre texte explicatif à fournir et peut donc poursuivre à l'étape 
suivante de sa tâche, 
2. une question est demandée en rapport avec le texte explicatif qui vient 
d'être présenté, 
3. l'utilisateur n'a pas bien compris, auquel cas le mécanisme d'explications 
doit clarifier une partie du texte explicatif ou élaborer une toute autre 
explication. 
Le premier type de feed-back, exprimé par l'utilisateur sous la forme d'un ok 
par exemple, est trivial à traiter puisqu'il n'y a rien a faire. Dans le cas des deux autres 
types de feed-back, Ia tâche du système est plus complexe puisqu'il doit interpréter et 
répondre à l'utilisateur en tenant compte du contexte du dialogue dans lequel s'est produit 
le feed-back. 
6.9.1 Réaction suite à une question 
Lorsqu'un texte explicatif est présenté à t'utilisateur, celui-ci peut vouloir, et 
cela est tout à fait légitime, poser des questions dans le but d'obtenir des éclaircissements 
ou d'autres détails qui vont lui permettre de mieux saisir le message contenu dans le texte 
explicatif. Les types de questions que l'on se propose de supporter sont soit des questions 
à propos des concepts, soit des questions du type powquoi à propos des parties du texte. 
De façon à bien illustrer les différents types de questions, voyons d'abord à la 
page suivante un plan de texte ainsi que le texte explicatif correspondant. 
Faire en sorte que l'utilisateur fournisse le nombre de jours d'hiver 
I 
S (optionnel) 
Demander à l'utilisateur le nombre de jours d'hiver pershider I'utilis$eur de f@urnir 
" Vous devez fournir le nombre de jours d'hiver." le nombre de jours d'hiver 
I 
Motiver 1' uti 1 isateur à fournir 
le nombre de jours d'hiver 
Faire connaître à I'utilisateur 
la particularité des jours d'hiver 
pour la prime de dépassement 
Informer l'utilisate& de cette particularité 
"Les jours d'hiver sont sujets à une 
prime de dépassement " 
N: Noyau 
S: Satellite 
1 S (optionnel) 
Faire une Lornparaison avec 
les jours d'été 
"tandis que'' 
Informer l'utilisateur de Ia particulanté 
des jours d'été pour la prime de dépassement 
"les jours d'été ne sont pas sujets 
à une prime de dépassement.'' 
Vous devez fournir le nombre de jours d'hiver. Les jours d'hiver 
sont sujets à une prime de dépassement tandis que les jours 
d'été ne sont pas sujets à une prime de dépassement. 
Figure 6.3 Plan de texte et l'explication produite 
De ce texte explicatif, l'utilisateur peut poser des questions à propos des 
concepts, par exemple: 
Qu'est-ce que les jours d'hiver? 
Qu'est-ce que les jours d'été? 
Qu'est-ce qu'une prime dépassement? 
Quelles différences y a-t-il entre les jours d'hiver et les jours d'été? 
Quelles similitudes y a-t-il entre les jours d'hiver et les jours d'été? 
Quant aux questions du type pourquoi, elles ne se rapportent pas au mot ou 
expression identifiant un concept, car une question du genre Pourquoi les jours d'hivers? 
n'a pas de sens. Elles se rapportent plutôt aux actes de discours contenus dans le texte 
explicatif. Ainsi, chaque acte de discours présent dans l'explication est sujet à une question 
du type pozrrqzroi. Si l'on examine l'exemple de texte explicatif présenté à la Figure 6.3, 
et sachant que ce texte est compose de trois actes de discours (un du type recommander et 
deux du type informer), on a les questions potentielles suivantes: 
Pourquoi les jours d'hiver sont sujets à une prime de dépassement? 
Pourquoi les jours d'été ne sont pas sujets à une prime de dépassement? 
Pourquoi vous me demandez de fournir le nombre de jours d'hiver? 
Lorsque l'utilisateur formule une question du type Qu 'est-ce que tel concept? 
à propos d'un concept, le mécanisme d'explications interprète cette requête comme une 
demande pour faire connaître quelque chose à propos de ce concept. La stratégie consiste 
alors à envoyer à l'algorithme de planification de texte, un but de communication dont 
l'effet à créer sur l'utilisateur est de faire en sorte qu'il connaisse quelque chose à propos 
du concept auquel la question se rapporte. Or, on sait qu'il peut exister plusieurs relations 
rhétoriques pour un même effet. Dans ce cas-ci, on peut utiliser par exemple une relation 
d'élaboration, une relation circonstancielle ou encore une relation comparative avec un 
autre concept. 
Par exemple, avec la question suivante: 
Qu'esr-ce qu'une prime de dépassement? 
alors le mécanisme d'explications peut répondre par une relation d'élaboration par 
définition telle que: 
C'est un prix supplémentaire à payer pour chaque 
kilowatt de puissance appelée au-delà des limites 
établies selon le tarif général applicable. 
ou par une relation circonstancielle de temps cornme suit: 
C'est un prix supplémentaire à payer en période 
d' hiver seulement. 
Lorsque plusieurs stratégies existent, comme c'est le cas avec l'exemple 
précédent, le mécanisme d'explications doit s'assurer d'utiliser une stratégie qui ne répète 
pas des choses qui ont déjà été dites. Cette vérification s'effectue à l'aide de l'historique 
du dialogue. Ainsi, toujours selon l'exemple précédent, si l'historique du dialogue indique 
que l'on a déjà informé l'utilisateur à propos du concept prime de dépassement à l'aide 
d'une relation rhétorique d'élaboration par définition, on devra opter pour une autre 
stratégie qui n'a pas été utilisée. Si une telle stratégie n'existe pas, on powait signaler à 
l'utilisateur qu'il n'y a pas de texte explicatif à fournir puisqu'il connaît déjà toutes les 
réponses. Ou bien, on pourrait utiliser une stratégie par défaut, comme par exemple une 
relation d'élaboration par définition, laquelle est toujours applicable si l'on exige que 
chaque concept possède une définition dans la base de connaissances explicatives. Cette 
seconde approche est celle qui a été retenue. On pense qu'il est préférable de fournir une 
réponse a l'utilisateur plutôt que de le laisser sans réponse puisque c'est l'utilisateur lui- 
même qui a explicitement demandé de l'information à propos d'un concept. C'est pour 
cette même raison qu'on ne valide pas une stratégie en fonction du modèle de l'utilisateur 
puisque, même si ce modèle indiquait que l'utilisateur connaît le concept prime de 
dépassement, on doit produire un texte explicatif puisque l'utilisateur le demande. 
Dans le cas des questions visant à comparer deux concepts (par exemple, 
Qtrelles diférences y a-[-il entre les joirrs d'hiver et les jours d'été?), le mécanisme 
d'explications envoie un but de communication dont l'objectif est de faire en sorte que 
l'utilisateur connaisse les différences entre les deux concepts. Ce type d'intention ne peut 
être réalisé que par une relation rhétorique comparative. 
Pour ce qui est des questions du type pourquoi, le mécanisme d'explications 
doit d'abord interpréter le sens de cette question avant de pouvoir établir sa stratégie pour 
répondre, Puisque ce type de question est formé a partir des actes de discours, 
l'interprétation qui en découle dépend du type d'acte de discours en cause. Par exemple, 
le fait de demander une question du type pourquoi en rapport avec un acte de discours du 
type informer doit être interprété comme une demande de persuasion de la véracité de 
l'affirmation contenue dans l'acte de discours. Par exemple. soit la question suivante: 
Pourquoi les jours d'été ne sont  pas s u j e t s  à une 
prime de dépassement? 
Par l'envoi d'un but de communication de persuasion de l'fimation, le 
mécanisme d'explications peut répondre par une relation rhétorique d'évidence' telle que: 
Parce que durant les mois d'été, l a  disponibilité 
plus  graïde s u r  le  réseau permet de répondre à une 
demande accrue. 
Si par contre l'acte de discours est une recommandation (faire tel choix par 
exemple) ou une demande (fournir une information par exemple), alors une question du 
type pourquoi en rapport avec ces actes de discours doit être interprétée respectivement 
comme une demande de persuasion d'effectuer un choix ou une demande de persuasion 
de faire une action. Par exemple, avec la question suivante: 
Pourquoi vous m e  demandez de fournir l e  nombre de 
j ours d' hiver? 
le mécanisme d'explications envoie un but de communication au planificateur de texte 
pour persuader l'utilisateur de faire l'action de fournir le nombre de jours d'hiver. Comme 
pour tout autre but de communication, il est possible qu'il existe différentes stratégies pour 
répondre. L'une d'elle consiste à utiliser une relation rhétorique de motivation par 
particularité du concept. mais cette stratégie a déjà été utilisée dans l'explication initiale 
(Les jours d'hiver sont sujets à une prime de dépassement). Une autre stratégie consiste à 
1 .  Une relation rhétorique d'évidence est une relation dont l'intention du satellite est d'augmenter le 
degré de croyance de l'utilisateur face au contenu présenté par le noyau. 
utiliser une relation rhétorique de motivation par le but. Ainsi, si le modèIe de l'utilisateur 
contient une information quant à un but de l'utilisateur dont l'action de fournir le nombre 
de jours d'hiver est une étape ou une sous-étape, alors le mécanisme d'explications peut 
produire une réponse du genre: 
Parce que je dois calculer la prime de dépassement 
et que le nombre de jours d'hiver est un des para- 
mètres pour calculer la prime de dépassement. 
6.9.2 Réaction suite à une incompréhension 
Dans d'autres cas, il arrive que l'utilisateur ne sache pas ce qu'il ne comprend 
pas et a donc des dificuItés à formuler une question claire. Dans ce type de situation, le 
mécanisme d'explications doit permettre à l'utilisateur d'exprimer son désarroi. Cela peut 
se faire par exemple en permettant une requête du type Hein?. Ainsi, chaque fois que le 
feed-back de l'utilisateur est Hein?, Le mécanisme d'explications doit interpréter ce feed- 
back comme une demande de clarification de I'explication produite. 
La première difficulté à laquelle est confronté le mécanisme d'explications est 
de déterminer quel but de communication dans le texte expIicatif n'a pas été atteint, 
puisqu'il y a bel et bien au moins un tel but qui a failli à la tâche étant donné que 
l'utilisateur n'a pas bien compris I'explication. 
Il existe différentes raisons pour lesquelles un but de communication n'a pas 
réussi à créer l'effet voulu sur l'utilisateur. L'une d'entre elles est l'utilisation d'une 
stratégie ayant nécessité de poser une hypothèse sur le modèle de l'utilisateur. En effet, on 
se rappellera que durant Ia planification de texte, le mécanisme d'explications peut 
supposer que l'utilisateur connaît une certaine chose de façon à pouvoir utiliser une 
stratégie dont l'une des contraintes est que l'utilisateur connaisse cette chose. Ce faisant, 
il est alors possible que le mécanisme d'explications ait à clarifier une partie de 
l'explication en rapport avec le fait que l'utilisateur n'avait pas la connaissance requise 
pour bien comprendre l'explication initiale. Cela revient à initier un nouveau but de 
communication par IequeI le mécanisme d'explications va s'assurer que l'hypothèse posée 
soit maintenant vraie. Par exempie. soit le texte explicatif suivant: 
Vous devez fournir le nombre de jours d'hiver. Les 
jours d'hiver sont sujets à une prime de dépassement 
tandis que les jours d'été ne sont pas sujets à une 
prime de dépassement. 
En supposant que le modèle de l'utilisateur ne contient aucune mention au fait 
que l'utilisateur connaît quelque chose à propos du concept prime de dépassement, la 
stratégie employée a donc nécessité de poser une hypothèse, soit celle selon laquelle 
l'utilisateur sait quelque chose à propos de ce concept. Suite au feed-back de l'utilisateur, 
un feed-back du type Hein?, le mécanisme d'explications lancera un nouveau but de 
cornunication pour rendre vraie l'hypothèse, donc un but de communication dont 
l'objectif est de faire en sorte que l'utilisateur connaisse quelque chose a propos du 
concept prime de dépassemenr. Le texte explicatif suivant pourrait alors être généré: 
Une prime de dépassement est un prix supplémentaire 
à payer pour chaque kW de puissance appelée au-delà 
des limites établies selon le tarif général applica- 
ble. 
La seconde raison pour laquelle un but de communication n'a pas réussi a 
créer l'effet voulu sur l'utilisateur est l'absence de support au texte produit par le noyau 
d'un opérateur (stratégie). Cela peut se produire lorsque l'opérateur de planification de 
texte utilisé pour le but de communication contient un satellite optionnel qui n'a pas été 
développé. Par exemple, le plan de texte de la Figure 6.3 montre que le but de 
communication en tête de l'arbre est réalisé par un opérateur contenant un satellite 
optionnel. En supposant que le mécanisme d'explications est dans un mode laconique. ce 
satellite optionnel n'est pas développé et le texte explicatif suivant en résulte: 
Vous devez fou rn i r  l e  nombre de jours d ' h ive r .  
Si le feed-back de l'utilisateur indique qu'il ne comprend pas la demande, le 
mécanisme d'explications détectera, en examinant le plan de texte contenu dans 
l'historique du dialogue, qu'un satellite optionnel n'a pas été développé et initiera une 
nouvelle planification de texte pour développer ce satellite. Dans le cas de la Figure 6.3, il 
s'agit d'un but de communication de persuasion qui produit le texte suivant: 
L e s  j o u r s  d' hiver sont  su j e t s  à une prime de  dépasse- 
ment tandis  que l e s  jours d'été ne sont  pas s u j e t s  à 
une prime de dépassement. 
On remarque que le texte explicatif produit est le même que celui qui aurait été 
produit si le feed-back de l'utilisateur avait été Pourquoi vous me demandez de fournir le 
nombre de jours d'hiver?. Cela est tout à fait cohérent puisqu'en rapport avec un acte de 
discours de type demander, le mécanisme d'explications interprète une question du type 
pourquoi comme une requête de persuasion du bien fondé de cette demande. Et puisque le 
satellite optionnel déveioppé a justement pour but de persuader l'utilisateur, cela explique 
pourquoi on aurait obtenu la même explication. 
Le mécanisme d'explications possède donc au moins deux stratégies de 
recouvrement pour venir en aide à l'utilisateur lorsqu'une expIication n'est pas bien 
comprise: l'envoi d'un but de communication pour rendre vraie une hypothèse et le 
développement d'un satellite optionnel. Ces stratégies de recouvrement ont 
essentiellement pour objectif de fournir un complément d'information, par rapport au texte 
original, pour le noeud ayant failli à la tâche: rendre vraie une hypothèse en élaborant un 
concept ou justifier une affirmation par le développement de son satellite optionnel. 
Plusieurs questions se posent cependant. Premièrement, la recherche du noeud 
ayant failli à la tâche doit-elle s'effectuer en considérant d'abord le premier segment de 
texte de I'explication ou le dernier segment? Deuxièmement, quelle stratégie de 
recouvrement doit-on privilégier en premier: rendre vraie une hypothèse ou développer un 
satellite optionnel? 
Pour répondre à la première question, on introduit ici la notion de centre 
d'urtention. Chaque personne qui lit un texte centre nécessairement son attention, 
consciemment ou inconsciemment, sur des concepts ou des objets de ce texte (Mckeown 
[ld]). On distingue cependant deux types de centre d'attention: immédiat et global. Le 
centre d'attention immédiat est celui qui fait référence à la façon dont le centre d'attention 
change ou demeure constant lors du passage d'une phrase à l'autre. Le centre d'attention 
global décrit pour sa part le centre d'attention sur l'ensemble du texte. Il englobe donc plus 
de concepts, plus d'informations que Le centre d'attention immédiat. Les deux stratégies 
de recouvrement que l'on a exposées sont des stratégies qui viennent ajouter un 
complément d'information à un noeud ou à un segment du pian de texte. Elles ont donc 
une portée locale et affectent le centre d'attention immédiat. Pour cette raison, on 
considère qu'il est préférable de parcourir le plan de texte en commençant par le dernier 
segment de texte pour trouver le but ayant failli à la tâche: on essaye de corriger d'abord 
le sujet abordé dans le centre d'attention immédiat plutôt qu'un sujet abordé 
antérieurement. 
Quant à savoir laquelle des deux stratégies doit être appliquée en premier, on 
pose l'hypothèse qu'il est préférable de s'assurer d'abord que l'utilisateur ait les 
comaissances requises (rendre vraie une hypothèse) avant de Iu i  fournir davantage 
d'informations (développer un satellite optionnel). 
Lorsqu'aucune des deux stratégies de recouvrement ne peut s'appliquer. c'est- 
à-dire, lorsqu'aucun noeud du plan de teae n'a généré d'hypothèse et ne possède de 
satellite optionnel non développé, le mécanisme d'explications a recours à une autre 
stratégie. Cette stratégie consiste à essayer autre chose pour produire le texte explicatif. 
Cette autre chose, c'est la Iiste des opérateurs candidats, conservée dans chacun des 
noeuds du plan de texte, qui va permettre de Ie générer. Panni les opérateurs candidats 
d'un noeud, on retrouve bien sûr tous les opérateurs dont l'effet correspond au but à 
accomplir, mais également chaque intanciation d'un mème opérateur. 
Ainsi, reprenons l'exemple de la Figure 6.3 dont le texte explicatif est 
reproduit ci-dessous: 
Vous devez fournir le nombre de jours d'hiver. Les 
jours d'hiver sont sujets à une prime de dépassement 
tandis que les jours d'été ne sont pas sujets à une 
prime de dépassement. 
En supposant qu'aucune hypothèse n'a été émise et que tous les satellites 
optionnels ont été développés lors de la planification de texte, le mécanisme d'explications 
tente alors de trouver un noeud possédant une autre stratégie pour générer un autre texte 
explicatif. Il se trouve, pour fin de l'exemple, que Le noeud dont le but est de motiver 
L'utilisateur à fournir le nombre de jours d'hiver possède une autre stratégie que celle 
utilisée (motiver en citant une particularité). Cette autre stratégie consiste à motiver par le 
but comme suit: 
Je dois calculer la prime de dépassement et le nombre 
de jours d'hiver est un des paramètres pour calculer 
la prime de dépassement. 
Le recouvrement par l'utilisation d'un autre opérateur candidat est une 
stratégie qui tend non pas à ajouter un complément à un segment de texte, mais plutôt à 
vouloir dire Ies choses autrement. Il s'agit d'une approche plus globale qui, on suppose, 
affecte davantage le centre d'attention global que le centre d'attention immédiat. Pour 
cette raison, la recherche d'un noeud possédant des opérateurs candidats doit s'effectuer 
en commençant par le premier segment de texte (noeud-racine du plan de texte) plutôt que 
par le dernier segment de texte comme dans !e cas des autres stratégies de recouvrement. 
Le mécanisme de planification de texte qui vient d'être présenté a été implanté 
puis testé à l'aide d'un prototype. Ce prototype fait l'objet du prochain chapitre. 
CHAPITRE 7 
PROTOTYPE 
Un prototype du mécanisme d'explications présenté au chapitre précédent a 
été implanté de façon à vérifier sa faisabilité, mais surtout, de façon a valider ses capacités 
de réaction. Le présent chapitre expose la méthodologie employée pour la réalisation de 
ce prototype. 
7.1 Domaine d'application 
Pour être en mesure de tester le mécanisme d'expkations et son algorithme 
de planification de texte, on doit dans un premier temps choisir un domaine de 
connaissances avec lequel l'utilisateur et le système vont pouvoir participer à un dialogue 
explicatif. Le choix de ce domaine de connaissances ne s'est pas fait au hasard. 
Considérant que ce mécanisme d'explications est l'une des composantes d'un système 
d'aide au transfert de connaissances pour les représentants commerciaux d'Hydro- 
Québec, il convient, ne serait-ce que pour susciter encore plus l'intérêt, de choisir un 
domaine de comaissances avec lequel les représentants commerciaux doivent composer. 
L'un de ces domaines est la tarification de l'électricité à Hydro-Québec. En plus de 
constituer un domaine de connaissances d'intérêt pour les représentants commerciaux, ce 
domaine a l'avantage de ne pas être trop complexe, d'être bien circonscrit et d'avoir des 
connaissances facilement accessibles [9,10,I 1 1. 
7.2 Exemples de dialogues 
L'une des façons de faire pour vdider Ies capacités de réaction du mécanisme 
d'explications consiste à comparer des didogues explicatifs obtenus entre un utilisateur et 
Ie système à ceux obtenus entre un utilisateur et un expert humain. 
Dans cette optique, on a soumis queIques participants (de niveaux débutant et 
intermédiaire dans le domaine de la tarification) à de courtes séances de consultation avec 
un expert humain. Chacun des dialogues s'amorçait par une réponse de l'expert, suite à 
quoi le participant devait fournir un feed-back en se resseignant toutefois aux types de 
feed-back que l'on a présentés précédemment, soit: 
une question du type Qu 'est-ce que tel concept?, 
une question du type Quelle est la diflérence entre telle chose et telle chose?, 
une question du type Pourquoi telle chose?, 
une question du type Hein? pour demander une clarification si l'explication 
est mai comprise, 
un OK pour mettre fin au dialogue. 
Les Tablea 7.1 à Tsb*.u 7.4 illustrent quatre exemples de dialogu&btenus % 
entre un participant et l'expert humain. 
Tableau 7.1: Dialogue humain-humain #1 
Erpert: II n )  qu'un seul rorÏfapplicable, c'err le iari/.CI. 
Requéranr Pourquoi? 
Erpert: Étant donné que vous me= indiqué une puissance souscrite de 600 klY. c'est le tarf.Cf 
qui s'applique. 
Requérant: Hein? 
Erperr: Bien oui. le r a r f Y  s'applique à tout abonnement qui a une puissance souscrite 
d'au moins 100 k K  mais inférieure à 5000 klV. 
Requérant: C'est quoi au juste une puissance souscrite? 
Grpert: C'est fa puissance minimale à payer pour un abonnement. Elle peut être supérieure à la puissance 
marimale appelée. 
Requérant: Hein? 
Erperr: Par exemple. si vous prenez une puissance souscrite de 600 klV, vous devrezprrver 
une prime de puissance minimale pour 600 kW mëme si votre appel marimal de puissance 
n'a été que de 300 kW! 
Requérant: OK! 
Tableau 7.2: Dialogue humain-humain #2 
Erperr: Les rarfs applicnbfessont G er G-9. 
Requéranr: Quelles difirences qu'il y a entre les tarifs G et C g ?  
Erpert : Pour le turi/G vous devezpayer une redevance d'abonnement. mais pas pour le 
rarrf G-9. .&CSSI. le tarrfiï romporle deux tranches de prrr régressr/s pour l'énergie. 
Le tori/G-9 lui n'a qu'une seule franche de prü pour IYnergie. 
En plus. la prime de puissance n ésr pas la même. 
Requirant: Quelles diyirenres entre lu prime de puissance du t a r f G  er celle du tarfG-9? 
fipert: Pour le rari/G la prime de puissance est de 13.1 7s  pour chaque klV de puissance 
a facturer qui e~cède $0 kW d u  tarr/G-9 rous les k W  de puissatice à facrurer 
sonr/acrurés à 3.45s chacun. 
Requéranr: Quelles diferences entre le prrjc de l'énergie du t a r f G  et celui du tarfG-9? 
Erpert: ..lu tarfG les 1 1 -00 premiers ktVh sont facturés à -, 18 cents, Ikwédant lui 
à 3.62 cents. Pour le tarifG-9 tous les kWh sont facturés à 7.42 cents. 
Requérant: OK! 
Tableau 73: Dialogue humain-humain #3 
/ Erpert: Vous devriez opterpour le tari/G-9 au lieu du 
Requérant: Pourquoi? 
Evperf: Parce que ça va vous coüter moins cher. 
Requérant: Pourquoi? 
1 Erpert: Parce que votre facteur d'utilisation est faible. 
Requérant: Hein? 
Etpert: D'abord. au tarf G. fa prime de puissance est plus élevée qu hu tarif G-9. 
Et puisque votre facteur d'utilisation est faible vous ne pourrez pas béninijicier 
d'économies substantielles sur la deuxième tranche de prir de l'énergie du 
tarif G. Donc le tarif G-9 est p l u  avantageurétant donné que la facture 
sera moitu élevée. 
Tableau 7.4: Dialogue humain-humain #4 
Erpert: Cous devez indiquer le nombre de jours d'hiver de la période. 
Requérant: Pourquoi? 
Erpert: J'ai besoin de calculer la prime de dépassement pour calculer le montant de IaJacture. 
et le nombre de jours d'hiver est un des paramètres dont j .ai besoin. 
Requ6runt: Hein? 
Erpert: Bien oui! Les jours d'hivers sont sujets à une prime de dépassement mais pas les jours dëté. 
Requérant: C'est quoi une prime de dépassement? 
Erpert: Cksr un p r k  supplémentaire a payer pour chaque k W  de puissance appelée 
au-delri d'une certaine limite. et ça. en période d'hiver seulement. 
Requérant: Hein? 
kper t :  Par eremple. la période du 25 mars au 25 avril comporte -jours d'hiver sujets 
à une prime de dépassement puisque la période d'hiver se termine le 31 mars. 
Requkrant: Pourquoi les jours d'hiver sont sujets à une prime de dépassement? 
Erpert: Parce que durant les mois d'hiver. le rciseau est très sollicité et l'achat d'électricité 
peut s'avérer nécessaire. 
Requérant: OK! 
7.3 Analyse des dialogues 
L'analyse des dialogues précédents doit permettre de faire ressortir Les 
éléments essentiels au mécanisme d'explications pour qu'il puisse participer à de tels 
types de dialogues explicatifs. Ces éléments essentiels sont les intentions, les relations 
rhétoriques et les connaissances explicatives. Il est important de signaler ici que les types 
d'intentions et de relations rhétoriques répertoriés auront pour but de représenter les 
composantes de la structure des dialogues, et que de telles composantes ne sont pas 
exclusives aux dialogues étudiés. C'est donc dire que des dialogues touchant d'autres 
parties du domaine de connaissances de la tarification de l'électricité ou touchant tout 
autre domaine de connaissances dont les types de dialogues peuvent s'apparenter aux 
dialogues analysés sont aussi concernés. 11 sufit pour cela d'incorporer les comaissances 
explicatives nécessaires. 
7.3.1 Détermination des intentions et des relations rhétoriques 
Les capacités de réaction du mécanisme d'explications reposent sur le fait que 
son aigorithme de planification de texte gère à la fois la structure des intentions et la 
structure des reLations rhétoriques d'un texte explicatif. Comme on le sait maintenant, une 
mërne intention peut être réalisée parmi un choix de relations rhétoriques, et une même 
relation rhétorique peut servir à diverses intentions. 
L'examen des dialogues explicatifs des Tableau 7.1 a Tableau 7.4 fait ressortir 
Les intentions suivantes: 
Persuader de quelque chose (par exempte, Parce que votre facteur 
d'utilisation est faible (dialogue #3)). 
Persuader de faire queIque chose (par exemple, J ' Q ~  besoin de calculer la 
prime de dépassement pour caZculer le montant de la facture, et le nombre de 
jours d'hiver est un des paramètres dont j 'ai besoin. (dialogue #4)). 
Faire connaître un concept (par exempte, C 'est lapuissance minimale àpayer 
pour un abonnement. (dialogue #2)). 
Faire connaître la différence entre deux concepts (par exemple, Au tarifG les 
11 700 premiers kWh sont factzcrés à 7.18 cents, l'excédant lui à 3,62 cents. 
Pour le tarif G-9 tous les kWh sont facturés à 7,42 cents. (dialogue #2)). 
Amener à croire que c'est le meilleur choix (par exemple, Parce que ça va 
vous cozîter moins cher. (diaIogue #3)). 
Amener a croire à une proposition bar exemple, Il n j, a qtf 'un setri tarif 
applicable et c 'est le tarifM (dialogue #1)). 
Amener à croire qu'une action est une des étapes pour atteindre un but (par 
exemple, ...p our calculer le monfant de la facture, et le nombre de jours 
d'hiver est un des paramètres dont j 'ai besoin. (dialogue M)). 
Chacune de ces intentions est réalisée par une relation rhétorique, cette 
relation rhétorique étant parfois choisie parmi un ensemble de relations rhétoriques. Ainsi, 
par exemple, l'intention de persuasion de faire quelque chose (fournir un paramètre, opter 
pour un choix recommandé) a été réaiisée par une relation rhétorique de motivation. Il peut 
s'agir d'une relation rhétorique de motivation par le but ( J a i  besoin de calculer la prime 
de dépassement pour calculer le montant de la facture, et le nombre de jours d'hiver est 
un des paramètres dont j 'ai besoin.,. de motivation par particularité (Bien oui! Les jours 
d'hivers sont sujets à une prime de dépassement. ..) ou de motivation par avantage (Parce 
que ça va vous colîter moins cher.). Pour ce qui est de l'intention de faire connaître un 
concept, cela a été réalisé soit par une relation rhétorique d'élaboration par définition 
(C'est le rapport de la consommation moyenne sur la consommation maximale pour une 
période de consommation.), soit par une relation rhétorique circonstancielle (...en période 
d'hiver seulement.), soit par une relation d'élaboration par un exemple (Par exemple, la 
période du 25 mars au 25 avril comporte 7 jours d'hiver sujets à une prime de 
dépassement puisque la période d'hiver se fermine le 31 mars. 1 ou encore par une relation 
comparative (La puissance souscrite pezct être supérieure à la puissance maximale 
appelée). D'un autre ceté, L'intention d'amener à croire une proposition a pu être réalisée 
soit par une relation rhétorique d'élaboration par énumération des membres d'un ensemble 
(Les tarifs applicables sont G et G-9.)' soit par une relation rhétorique d'élaboration par 
attribut d'un concept (Les jours d'hivers sonr sujets à une prime de dépassement.), soit par 
une relation rhétorique de cause à effet (Étant donné que vous avez indiqué une puissance 
souscrire de 600 kW, c'est le turzYM qui s'applique.) ou encore par une relation rhétorique 
comparative (Les jours d'hivers sont sujets à une prime de dépassement, mais pas les jours 
d'été.). 
Le Tableau 7.5 résume les liaisons intentionslrelations rhétoriques observées 
dans les quatre dialogues. 
Tableau 7.5: Liaisons intentionslrelations rhétoriques 
I Intentions 
-- - 
1 Persuader de quelque chose 
1 Persuader de faire quelque chose 
Faire connaître un concept 
Faire connaître La différence entre 
deux concepts 
Amener à croire que c'est le meil- 
leur choix 
Amener à croire à une proposition 
Amener a croire qu'une action est 
une des étapes pour atteindre un but 
Relations Rhétoriques 
- - -  - 
Évidence 
Motivation par Ie but 
Motivation par particularité 
Motivation par avantage 
Élaboration par définition 








Élaboration  roce es sus-Étape 
Circonstancielle (manière) 
Bien sur, ce tableau ne dresse pas la liste exhaustive de toutes les liaisons 
possibles entre les intentions et les relations rhétoriques, mais bien celles observées dans 
les quatre dialogues. Cette remarque est importante puisque sinon, on pourrait être porté à 
croire que certaines relations rhétoriques ne sont applicables que pour une seule intention 
au niveau des idées, et qu'à ta limite, la structure des intentions pourrait être déduite en 
grande partie par les relations rhétoriques employées. Il faut conserver en tête que d'autres 
liaisons intentions/reIations rhétoriques peuvent venir s'ajouter pour enrichir l'ensemble 
des stratégies d'expIication, et qu'il est donc nécessaire de dissocier la structure des 
intentions de celle des relations rhétoriques (il sufit de se rappeler l'exemple présenté à la 
section 5.2, "Problème de représentation des intentions ", pour s'en convaincre). 
7.1 Implantation 
Comme premier prototype, on s'est limité à l'implantation des connaissances 
expiicatives et des opérateurs de planification de texte requis pour réaliser les dialogues 
explicatifs #1 et #4 (Tableau 7.1 et Tableau 7.4). 
7.4.1 Outils, langages et environnement de développement 
L'une des premières décisions qui doit être prise au moment de réaliser un 
prototype concerne le choix des outils informatiques, des langages de programmation et 
de l'environnement de travail à utiliser. Ce choix est bien sûr effectué en fonction des 
besoins et exigences du client, en l'occurrence les représentants commerciaux. 
Certains de ces besoins et exigences sont régis par des règles et pratiques 
établies. C'est le cas de l'environnement de travail. Chaque représentant commercial ayant 
à sa disposition un ordinateur portatif de type PC dont les applications s'exécutent sous le 
système d'exploitation Windows, le choix de la plate-forme et du système d'exploitation 
dans ce c a s 4  est quasi immuable. 
D'autres exigences sont dictées par la nature même de la tâche à informatiser. 
Dans le cas de l'implantation de l'algorithme de planification de texte à mémoire 
d'intentions, on distingue deux caractéristiques importantes. D'abord, la production des 
plans de texte nécessite une construction itérative d'arborescences, c'est-à-dire, une 
construction pouvant nécessiter des retours-arrières si t'un des chemins en exploration 
mène a un cul-de-sac. Ensuite, 1a vérification des contraintes de même que l'identification 
des opérateurs potentiels nécessitent plusieurs insmciations de variables. Ces deux 
caractéristiques, soit la gestion des retours-arrières et l'instantiation de variables, sont les 
points forts d'un langage de Se génération tel Prolog [II .  En effet, frolog, de par son 
moteur d'inférence intégré. ofie une gestion automatique des retours-arrières. De plus, 
Prolog permet de profiter de capacités de traitement symbolique hautement efficace sans 
aucun effort, contrairement aux Langages procéduraux traditionnels comme C, 
FORTRAN, Pascal, etc. Le choix de Prolog pour l'implantation de l'algorithme de 
planification de texte est donc justifié de cette façon et i'environnement de programmation 
Prolog choisi est LPA-PROLOG de la compagnie Logic Programming Associates Ltd 
[13]. 
Finalement, la satisfaction de certaines exigences s'effectue de façon plus 
arbitraire. C'est le cas de ]-interface personne-ordinateur. Bien que LPA-PROLOG of i e  
les prédicats nécessaires pour construire une intefiace personne-ordinateur, il n'est pas 
aussi souple que d'autres environnements de développement. On préfère plutôt utiliser ses 
capacités de s'interfacer avec d'autres applications via Ie mécanisme DDE (Dynamic Data 
Exchange) sous Windows, et profiter d'un environnement de développement plus adéquat 
pour la construction de l'interface personne-ordinateur. Cet environnement, c'est Delphi 
2 de la compagnie Borland [29]- Delphi 2 est un puissant environnement de 
développement en langage Pascal. 11 combine a la fois les caractéristiques de la 
programmation d'interface personne-ordinateur ainsi que la programmation orientée 
objet. Son environnement de développement est très convivial et il fournit une architecture 
basée sur la réutilisation de composants. Cela permet donc un développement rapide 
d'applications, caractéristique d'un développement par prototypage. 
Bref, le mécanisme d'explications verra l'algorithme de planification de texte 
développée avec LPA-PROLOG, son interface personne-ordinateur avec Delphi 3, Ie tout 
fonctionnant sur un ordinateur de type PC dans l'environnement Windows. 
7.4.2 Représentation des connaissances explicatives 
Les comaissances explicatives nécessaires à la production des explications 
sont représentées par une base de faits Prolog. 
D'abord, chaque concept possède un fait d'identification: 
concept(identificateur, 'texte'). 
par exemple, 
prime-de-depassement(identificateur, 'prime de depassement'). 
Le texte de L'identificateur est celui qui apparait dans une explication chaque 
fois que l'on doit mentionner le nom du concept. 
Chaque concept contient également deux faits indiquant son genre (masculin 




Ces informations sont prises en compte au moment d'utiliser l'identificateur 
d'un concept lorsqu'un texte explicatif est généré. 
Finalement, chaque concept contient un ensemble de prédicats reliant une 
relation rhétorique a un bout de texte explicatif. Par exemple: 
prime de-depassement(eiaborationgar_definition 'un prix suppiemen- 
taire apayer  pour chaque kilowatt de puissance appelee nu-dela des lim- 
ites etablies selon Ie &(tarif general) applicable'). 
prime~de~depassernent(circonstancielle~temps, 's'applique en &(periode 
d'hiver) seulement'). 
prime~de~depassement(elaboration~ar~exep1e 'la periode du 25 
mars au 25 a v d  comporte 7 jours d'hiver sujet a une prime de depasse- 
ment'). 
prime de-depassement(evidence elaborationjar-exempte, 'la &(pet+ 
ode di iver)  debute le i e r  decembre et se termine le 31 mars de I'aoaee 
suivante'). 
Ce sont ces faits de la base de connaissances explicatives qui permettent au 
planificateur et au générateur de l'explication d'extraire les informations nécessaires a la 
réalisation des intentions par des relations rhétoriques. 
On remarquera que certains bouts de texte sont bornés par des marqueurs 
spéciaux, &O. Comme on le verra un peu plus loin, cette syntaxe sert à identifier les 
concepts pouvant faire l'objet d'une question du type Qu 'est-ce que...?. 
7.4.3 Représentation des buts d e  communication et des buts linguistiques 
Chaque planification de texte s'amorce par l'envoi, au planificateur de texte, 
d'un but de communication. On sait qu'un but de comrnunication est représenté en terme 
d'effet que le système entend créer sur l'état mental de l'utilisateur. Par exemple, on 
représentera le fait que l'on veuille que l'utilisateur ait pour but de fournir le nombre de 
jours d'hivers de ta période par le prédicat suivant: 
ajour-but(faire(nbj hqeriode)). 
De même, le fait que l'on veuille faire connaître à l'utilisateur quelque chose 
à propos du concept prime de dépassement est réalisé par un but de communication 
représenté comme ceci: 
Ensuite. il y a les buts linguistiques. dont la nature est soit un but rhétorique. 
soit un acte de discours. Chaque but rhétorique est représenté par un prédicat de mème 
nom que la relation qu'il représente et ayant pour argument l'information nécessaire à sa 
réalisation. Par exemple, un but rhétorique d'élaboration d'un concept par définition est 
représenté par le prédicat suivant: 
où Concept est une variable à être instanciée. 
Quant aux actes de discours, qui sont au nombre de trois (informer, demander 
et recommander), ils sont également représentés par un prédicat portant leur nom et dont 
l'argument contient L'information nécessaire à la production d'un segment de texte (les 
actes de discours étant les noeuds-feuilles d'un plan de texte à partir desquels chaque 
segment de texte d'une explication est généré). L'information faisant partie d'un segment 
de texte est prise à même la base de connaissances explicatives. Par exemple, 
informer(e1aboration~ar-definition(Concep Definition)). 
permet de générer le segment de texte contenu dans la variable Definition découlant de la 
relation rhétorique d'élaboration par définition du concept contenu dans la variable 
Concept. Ainsi, si la variabIe Concept est instanciée àprime - de - depassement, il est alors 
possible d'instancier la variable Definition, sachant que le fait suivant existe dans la base 
de connaissances explicatives: 
primedde~depassement(e1aborationqar~definition, 'un prix supplemen- 
taire a payer pour chaque kilowatt de puissance appelee au-dela des lim- 
ites etabiies selon le &(tarif general) applicable'). 
7.4.4 Représentation du modèle de l'utilisateur 
Pour représenter le modèle de l'utilisateur. il est facile, en langage Prolog, de 
créer un ensemble de faits représentant les connaissances de l'utilisateur, d'en ajouter ou 
d'en enlever dynamiquement au fur et à mesure du dialogue, et de les utiliser pour vérifier 
les contraintes d'un opérateur. 
Au niveau du prototype, le modèle de l'utilisateur ne comprend initialement 
que deux faits, soit les buts de l'utilisateur, à savoir, déterminer les tarifs applicables et 
calculer le montant de la facture: 
Il ne contient aucune information quant aux connaissances de l'utilisateur. 
Elles seront plutôt inférées durant le dialogue. Par exemple, lorsque le but de 
communication connait~qqc(concept(prime~de~depassement)) est réalisé par une 
relation rhétorique d'élaboration par définition, le fait suivant est ajouté au modèle de 
l'utilisateur: 
connait-qqc(prime-de-depassement, definition). 
L'ajout dynamique de comaissances est réaiisé grâce au prédicat assert. Le 
retxait d'information du modèle de I'utilisateur s'effectue quant à lui par le prédicat 
retract. Cela peut être nécessaire lorsque les buts de l'utilisateur changent, par exemple. 
Parmi les informations contenues et gérées dans le modèle de l'utilisateur du 
prototype, seuls les buts de l'utilisateur et ses connaissances a propos des concepts y sont 
représentés. 
7.4.5 Représentation de l'historique du dialogue 
Tout comme le modèle de l'utilisateur, l'historique du dialogue est représenté 
par un ensemble de faits. Ces faits relatent ce qui a été dit et comment cela a été dit. Ainsi, 
Iors du parcours d'un plan de texte, au moment de géngrer une explication, chacun des buts 
de communication ou des buts linguistiques instanciés des opérateurs du plan de texte 
permet de créer, à l'aide du prédicat assert, un fait pour I'historique du dialogue. Par 
exemple: 
Ainsi, lorsque plusieurs stratégies existent, le mécanisme d'explications peut, 
par exempte, s'assurer d'utiliser une stratégie qui ne répète pas des choses qui ont déjà été 
dites. 
7.4.6 Représentation des opérateurs de planification de texte 
Chaque noeud d'un plan de texte est représenté par un opérateur de 
planification de texte. II y a donc un opérateur pour chaque but de communication 
(intention), chaque but rhétorique (relation rhétorique) et chaque acte de discours 
(informer, demander, recommander). Chaque opérateur comporte les informations 
suivantes: un nom, un effet, une liste de contraintes, un noyau, un satellite et le statut du 
satellite. On représente chaque opérateur par un prédicat o p g t  d'arité six de la forme 
suivante: 
opgt(Nom, Effet, [Liste-de-Contraintes], Noyau, Satellite, Statut - Satellite). 
Les attributs Eflet, Noyau et Satellite (lorsqu'il y en a un) correspondent à des 
buts de communication ou à des buts linguistiques dont la forme a été présentée a la section 
7.4.3, "Représentation des buts de communication et des buts linguistiques". Lorsqu'un 
opérateur n'a pas de satellite. l'attribut Satellite prend la valeur nil. L'attribut 
Statut-Satellite prend la valeur nil (s'il n'y a pas de satellite), obligatoire ou optionnel. 
Quant à la liste de contraintes, il s'agit d'une liste de faits à instancier avec des faits de la 
base de connaissances explicatives ou des faits du modèle de l'utilisateur. 
À titre d'exemple, prenons le cas d'une intention de faire connaître quelque 
chose à propos d'un concept. On sait que cette intention peut être réalisée par une relation 
rhétorique d'élaboration par définition, qui elle-même est réalisée par un acte de discours 









[Coucept(identificateur, J, Concept(definition, Definition)], 
informer(definition(Concept, Definition)), 
ni], nil). 





On remarque que ces opérateurs sont hiérarchiquement rattachables dû au fait 
que le noyau ou le satellite de l'un se marie à l'effet d'un autre. On dénote aussi que les 
contraintes de l'opérateur elaborutionqar-definition s'assurent que le concept faisant 
l'objet de l'élaboration existe et possède une définition. Finalement, le noyau 
aficher(Pmposition) de l'opérateur informer correspond en fait à un prédicat comportant 
une clause pour chaque type de Proposition possible. C'est ce même prédicat qui est 
responsable de la génération de chaque segment de texte d'une explication. On verra un 
peu plus loin une description plus détaillée de ce prédicat. 
7.4.7 Génération d'un plan de texte 
La génération d'un plan de texte s'amorce par la réception d'un but de 
communication par le planificateur de texte. Au niveau du prototype, le planificateur de 
texte est représenté par un prédicat récursif dont le but est de construire l'arborescence du 
plan de  texte: 
pIanification(Effet, Arbre) :- 
... traitement ... 
planification(Noyau, Sous-Arbre-Noyau), 
planification(Satellite, Sous-Arbre-Satellite). 
Cette structure algorithmique est à l'image d'une construction arborescente 
par profondeur d'abord. La partie traitement correspond aux étapes 2, 3 et 4 de 
l'algorithme de planification de texte du Figure 6.1 : trouver les opérateurs potentiels (ceux 
qui se marient à l'attribut Efet),  vérifier les contraintes et sélectionner un opérateur 
candidat. 
La sélection d'un opérateur candidat s'effectue présentement de façon un peu 
arbitraire, c'est-à-dire, sans aucune heuristique bien établie. Quelques opérateurs sont 
classés selon un ordre de préséance, mais sans plus. Par exempte, on suppose que comme 
première information d'un concept, il est préférable de donner sa définition plutôt que de 
prksenter un exemple. Si le fait de donner une dkfuiition ne suff~t  pas, alors là on peut 
donner un exemple. C'est pourquoi, lorsqu'un opérateur d'élaboration par définition et un 
opérateur d'élaboration par un exemple sont tous deux candidats, le premier a préséance 
sur le second. 
Chaque noeud de l'arbre du plan de texte est identifié par un numéro unique 
comme indiqué a la Figure 7.1. 
Figure 7.1 Numérotation des noeuds d'un plan de texte 
Chaque arbre est représenté par un terme contenant sa structure. La structure 
de l'arbre à la Figure 7.1 est représentée comme ceci: 
Cette forme de représentation est très efficace en Prolog, tant du point de vue 
de la construction de la structure que de son parcours. 
Aussi, pour chaque noeud, la seuIe information contenue dans l'arbre est son 
numero d'identification. Cela n'est cependant pas suffisant puisque que pour chacun des 
noeuds, on doit également conserver la liste des noeuds candidats, les hypothèses émises, 
de même que tout satellite optionnel non développé. A défaut de les conserver dans la 
structure même de l'arbre, non pas que cela soit plus efficace, mais plutôt pour simplifier 




7.4.8 Génération d'un texte explicatif 
La génération d'un texte explicatif s'effectue en parcourant l'arbre d'un pian 
de texte et en générant un segment de texte pour chaque noeud-feuille de l'arbre. Au 
niveau du prototype, le générateur de texte est représenté par un prédicat récursif qui 
permet de générer du texte chaque fois qu'un noeud-feuille (acte de discours) est 
rencontré: 
parcours-arbre(Arbre) :- 
Arbre = a(Noeud, Sous-Arbre-Noyau, Sous-Arbre-Satellite) 
... vérifier si Noeud est un acte de discours puis générer le terte ... 
parcours-arbre(Sous-Arbre-Noyau), 
parcours-arbre(Sous-Arbre-Satellite). 
Cette structure algorithmique permet un parcours de l'arbre par profondeur 
d'abord. 11 s'agit du type de parcours nécessaire pour générer un texte explicatif dans le 
bon ordre (section 6.8, "Génération du texte explicatif'). 
Lorsque l'algorithme rencontre un noeud-feuille, celui-ci correspond à l'un 
des trois actes de discours supportés: informer, demander et recommander. À chacun de 
ces actes de discours est associé un prédicat qui permet, dans un premier temps, de créer 
un préfixe au segment de texte à générer: Vous devez (pour l'acte de discours demander), 
Vom devriez (pour l'acte de discours recommander) et rien pour l'acte de discours 
in former. 
S'en suit, dans un deuxième temps, la génération du segment de texte. Cela 
s'effectue par le prédicat aficher(Proposition). Ce prédicat contient une clause pour 
chaque type de Proposition possible. Par exemple la proposition suivante: 
elaboration~ar-definition(Concept, Definition) 
permet de générer le segment de texte constitué de la définition d'un concept. 
L'information nécessaire est contenue dans la base de comaissances explicatives. Par 
exemple, si la variable Concept a pour contenu prime-de-depassement, dors la variable 
Definition sera instanciée selon la valeur trouvée dans la base de connaissances 
explicatives: 
prime - de-depassement(elaborationqar_definition 'un prix supplemen- 
taire a payer pour chaque kilowatt de puissance appetee au-dela des lim- 
ites etablies selon le &(tarif general) applicabIe'). 
En utilisant les faits suivants: 
prime-de-depassement(identificateur, 'prime de depassement'). 
prime - de - depassement(genre, feminin). 
prime - de-depassement(nombre, singulier). 
il est alors possible de générer le segment de texte suivant: 
'La prime de dépassement est un prix supplementaire a payer pour 
chaque kilowatt de puissance appelee au-dela des limites etablies seton le 
tarif general applicable.' 
7.4.9 Communication interprocessus 
Puisque l'on a opté pour l'utilisation de l'outil de développement d'interface 
personne-ordinateur Delphi 2 phtôt que celui fourni par LPA-PROLOG, il est nécessaire 
de transmettre à l'interface personne-ordinateur chaque segment de texte généré en 
Prolog. Également, puisque l'on a décidé d'implanter l'algorithme de planification de 
texte et l'interface personne-ordinateur dans deux processus ou tâches séparés, on utilise 
le mécanisme d'échange de données de Windows connu sous le nom de DDE (Dynarnic 
Data Exchange). Ainsi, chaque requête (but de communication) est transmise de 
l'interface Delphi vers Ie processus Prolog via le mécanisme DDE, et inversement, dans 
le cas de la réponse à Ia requête (texte explicatif). 
7.4.10 Création des questions relatives au texte explicatif 
De fqon à permettre à l'utilisateur d'exprimer son feed-back, des questions 
relatives aux différents types de feed-back supportés sont générées. 
D'abord, une question du type Qu'est-ce que ... ? est générée pour chaque 
concept rencontré et délimité par les caractères &O (par exemple &(tarifgeneral)). Cette 
tâche est réalisée par l'interface DeIphi lorsqu'elle reqoit un texte explicatif. 
Ensuite, des questions du type Pourgrloi? sont générées en rapport avec les 
actes de discours contenus dans I'explication. Un fait est conservé pour chaque acte de 
discours générant une question du type Pourquoi?: 
La liste des questions du type Poztrquoi? accompagnées de leur numéro 
d'identification (Id) est transmise, en même temps que le texte expIicatif, à l'interface 
Delphi. 
Finalement, l'interface Delphi complète la liste de questions par une question 
du type Hein?. La Figure 7.2 montre un exemple de texte explicatif accompagné de la liste 
des questions potentielles en rapport avec ce texte. 
7.4.11 Traitement du feed-back de l'utilisateur 
L'utilisateur exprime son feed-back par un choix au menu de questions (Figure 
7.2). Le traitement effectué alors est fonction de la narure de ce feed-back. Si le feed-back 
est une question du type Q z l  'est-ce que...?, alors l'interface Delphi envoie au processus 
Prolog un but de communication du type: 
ou Concept est le concept exprimé dans la question. Des lors, une nouvelle 
planification de texte s'amorce et un nouveau texte explicatif est généré. 
Si le feed-back est une question du type Pourquoi?, alors l'interface DeIphi 
envoie au processus Prolog un appel au prédicat suivant: 
où Id est le numéro d'identification de la question du type Pourquoi? fourni 
par le processus Prolog lors de la génération des questions. Ce prédicat permet au 
processus Prolog de récupérer l'acte de discours correspondant à la question et d'envoyer 
à son planificateur de texte le but de communication suivant: 
Finalement, si le feed-back est une question du type Hein?, alors L'interface 
Delphi envoie au processus Prolog un appel au prédicat hein. Ce prédicat est responsable 
du processus de recouvrement lorsqu'un texte explicatif n'est pas bien saisi par 
l'utilisateur (section 6.9.2. "Réacrion szrite à une incompréhension ").II y a trois stratégies 
de recouvrement implantées: 
1. rendre vraie une hypothèse, 
2. développer un satellite optionnel non développé, 
3. essayer un autre opérateur candidat. 
Ces stratégies sont répertoriées en deux catégories: 
1. celles en rapport avec le centre d'attention immédiat (stratégies 1 et 2)' 
2. celIes en rapport avec le centre d'attention global (stratégie 3). 
Comme on l'a mentionné (section 6.9.2, "Réaction mire à une 
incompréhension"), les stratégies en rapport avec le centre d'attention immédiat 
s'appliquent en considérant d'abord le dernier segment de texte d'un texte explicatif, 
tandis que les stratégies en rapport avec le centre d'attention global s'appliquent en 
considérant d'abord le premier segment de texte. De plus, on privilégie la première 
catégorie de stratégies avant la seconde. Ainsi, le prédicat hein tente d'abord d'appliquer 
une stratégie de recouvrement de la première catégorie, et s'il n'y en a pas, il essaye une 
stratégie de recouvrement de la seconde catégorie. S'il n'y en a pas non plus, le mécanisme 
d'explications signale a l'utilisateur qu'il n'y a pas de recouvrement possible. 
hein:- 
recouvrement-categoriel (Arbre), 
... si nécessaire ... 
recouvrement - categorie2(Arbre), 
... si nécessaire ... 
... mentionner qu'il n'y a pas de recouvrement possible ... 
Le recouvrement pour la première catégorie effectue une recherche en 
commençant par le dernier segment de texte, c'est-à-dire, le dernier acte de discours, c'est- 
a-dire, le dernier noeud-feuille. 
recouvrement-categoriel(Arbre) :- 
Arbre = a(Id, Sous-Arbre-Noyau, Sous Arbre-Satellite), 
recouvrement-categoriel (~ow-Arbre-!%ellite), 
recouvrement~categoriel(Sous~Arbre~Noyau), 
... vér1j7er s'il y a hypothkse pour ce noeud ... 
traite-hypothese(Id), 
... sinon, vér~jier s'il y a un satellite à développer pour ce noeud ... 
traite-satellite-non-deveioppefld), 
Quant au recouvrement pour la seconde catégorie, il effectue une recherche en 
commençant par le premier segment de texte: 
recouvrement-categorie2(Arbre) :- 
Arbre = a(Id, Sous-Arbre - Noyau, Sous - Arbre - SateMite), 
... vérifer s'il y a un autre candidat pour le noeud ... 
traite - autre - candidat(Id), 
... sinon, passer au noeud suivant ... 
recouvrement~categorie2(Sous~Arbre~Noyau), 
recouvrementdcategorie2(Sous~Arbre~Satellite). 
Chacun des prédicats de recouvrement, soit: 
utilise les informations contenues respectivement dans les structures suivantes, que l'on a 
présentées précédemment, pour savoir si une stratégie donnée s'applique pour le noeud de 




Ainsi, selon la stratégie de recouvrement applicable. on a que: 
une hypothèse est rendue vraie par l'envoi, au planificateur de texte, du but 
de communication Hypothese, ou Hypothese est de la forme 
un satellite non développé est développé par l'envoi, au planificateur de texte, 
du but de communication ou du but linguistique contenu dans Satellite, 
un autre opérateur candidat est choisi et l'on envoie, au planificateur de texte, 
l'attribut Efet de l'opérateur candidat choisi. 
L'annexe de ce mémoire montre un exemple complet de dialogue explicatif 
obtenu avec le mécanisme d'explications. 
CHAPITRE 8 
ANALYSE DES RÉSULTATS 
L'implantation d'un prototype ayant permis de démontrer la faisabilité du 
mécanisme d'explications, le prototype devait également ètre testé pour permettre de 
vérifier si les objectifs fixés ont été atteints. Rappelons que ces objectifs ont été exprimés 
en termes de critères de qualité que doivent posséder le mécanisme d'explications et les 
explications produites. Ces critères ont été identifiés à la section 4.3, "Type de mécanisme 
choisi " et se résument à la phrase suivante: 
Produire des explications naturelles à I 'aide d'un mécanisme 
d 'explications~7exible l extensible doté de capacités de réaction 
et d'adap farion. 
8.1 Type de tests 
Le prototype fut testé auprès de cinq utilisateurs dont les connaissances dans 
le domaine de la tarification de l'électricité correspondent à celles d'un utilisateur de type 
débutant. Pour cette expérience, le mécanisme d'explications était dans un mode de 
production de textes explicatifs laconiques. Ainsi, pour chaque explication, l'utilisateur 
recevait le minimum d'informations. Cela correspond à ne développer aucun des satelites 
optionnels des opérateurs de planification de texte. L'utilisateur avait accès à un menu de 
questions pour exprimer son feed-back et obtenir d'autres informations, agissant donc 
comme guide sur le type d'explication qu'il désirait recevoir. Également, la base de 
connaissances explicatives ne contenait que les connaissances contenues dans les 
dialogues présentés aux Figure 7.1 et Figure 7.4. Ces deux dialogues correspondent 
respectivement à l'atteinte des deux objectifs suivants pour l'utilisateur: 
1. Ètre convaincu que (e tarif M est applicable. 
2. Être convaincu de devoir fournir le nombre de jours d'hiver. 
8.2 Constatations 
Les constatations suivantes sont ressorties de l'expérience avec les cinq 
utilisateurs: 
Tous les utilisateurs ont affirmé avoir appris quelque chose en ce qui a trait au 
domaine de connaissances qu'est la tarification de 1'éIectricite. 
Les connaissances acquises n'ont pas toutes été les mêmes pour chacun des 
utilisateurs, certains préférant obtenir des informations par rapport a un 
concept plutôt qu'A un autre. Par exemple, certains utilisateurs ont demandé 
Qu 'est-ce que le tariflM? alors que d'autres ont demandé Qu  'est-ce qu 'zme 
puissance souscrite?. 
Plus de la moitié des utilisateurs ont affirmé préférer un texte explicatif court, 
à propos duquel ils peuvent demander des informations supplémentaires au 
besoin, à un texte explicatif plus long. Les autres ont dit qu'ils auraient aimé 
avoir l'information tout de suite parce que de toute façon, il a fallu qu'ils la 
demandent. Ces derniers étaient des utilisateurs n'ayant préalablement 
aucune co~aissance du domaine. 
Certains utilisateurs n'ont pu obtenir totale satisfaction puisque des concepts 
contenus dans les textes explicatifs n'avaient pas de question de type Qu 'est 
ce que ... ? au menu de questions (par exemple, puissance maximale appelée). 
Certains utilisateurs auraient aimé pouvoir poser d'autres questions. Par 
exemple, comme feed-back au texte explicatif Les farifs applicables sonr: 
tarif M, certains auraient voulu demander Pourquoi pas d'aunes rarifs? ou 
Pourquoi pas Ie rarif G?. 
Plusieurs utilisateurs ont utilisé la question Hein? comme type de feed-back, 
non pas parce qu'ils n'avaient pas bien compris l'explication, mais plutôt 
parce qu'ils désiraient obtenir plus d'informations. 
A d'autres occasions, plusieurs utilisateurs ont posé la question Hein? afin 
d'obtenir un type de réponse qu'ils préféraient. Par exemple, la relation 
d'élaboration par défmition était la première stratégie utilisée chaque fois 
qu'une question du type Qu'est-ce que ... ? était demandée. Le feed-back 
Hein? était alors exprimé pour obtenir une élaboration par un exemple, qui 
était la seconde stratégie. 
Quelques utilisateurs auraient aimé pouvoir spécifier de quelle manière ils 
désiraient être persuadés lorsqu'une question du type Pourquoi? était 
demandée. 
Tous les utilisateurs ont fait remarquer qu'il n'était pas suffisant de ne 
pouvoir poser une question qu'en rapport avec le dernier texte explicatif 
présenté. Très souvent, une question en rapport avec l'avant dernière 
explication était désirée. Cela se produit, par exemple, lorsqu'un texte 
explicatif est présenté et que l'utilisateur désire à la fois poser une question 
du type Qu 'esr-ce que? (pour mieux connaître un concept) suivie d'une 
question du type Pourquoi?. Pour arriver à leurs fins, les utilisateurs devaient 
redémarrer le dialogue. 
Quelques utilisateurs ont manifesté le désir d'obtenir non seulement 
l'information propre a un concept, mais également l'information qui lie deux 
concepts. Par exemple, les utilisateurs pouvaient obtenir de l'information 
quant aux concepts jours d'hiver et période de consommation, mais auraient 
aimé connaître l'interaction qu'il y a entre ces deux concepts (se faire dire par 
exemple que la période de consommation peut être exclue, incluse ou en 
chevauchement avec les jours d'hiver). 
Tous les utilisateurs ont été satisfaits de la vitesse de réaction du mécanisme 
d'explications, cette vitesse de réaction étant inférieure à une seconde. 
Tous ont su reconnaitre que les questions au menu étaient établies selon Ie 
contexte, c'est-à-dire, en rapport avec le texte explicatif venant d'être 
présenté. 
Aucune remarque quant à l'aspect naturel des textes explicatifs ou au niveau 
de langage emptoyé. On peut donc présumer qu'ils étaient adéquats. 
8 3  Analyse 
Que peut-on déduire de ces constatations ? 
D'abord, le fait que les utilisateurs affirment avoir acquis de nouvelles 
connaissances permet de conclure que le mécanisme d'explications peut être utilisé à des 
fins de transfert de comaissances- De plus, en exprimant leur feed-back par une question 
contextuelle (en rapport avec le texte explicatif affiché) et en pouvant compter sur 
différentes stratégies de réponse, les utilisateurs avaient donc en leurs mains un 
mécanisme d'explications doté de capacités de réaction et d'adaptation. 
Toutefois, les constatations font également ressortir que la satisfaction des 
utilisateurs n'est pas totale- L'un des facteurs en cause est dû au manque de connaissances 
explicatives qui s'est traduit, par exemple, par des concepts non présents dans les 
questions de type Qu 'est-ce que ... ? et par l'absence de liens entre les concepts. Cependant, 
cette lacune n'est pas imputable a Ia méthode choisie pour générer les textes explicatifs. 
mais plutôt aux ressources, telIe la base de connaissances explicatives, dont cette méthode 
a besoin. Il appert donc nécessaire d'élargir la base de connaissances explicatives de façon 
à incorporer davantage de concepts et à augmenter la richesse de cette base de 
connaissances explicatives en représentant les liens, le maillage qui existe entre les divers 
concepts du domaine de connaissances. 
Un autre point d'insatisfaction concerne le fait que l'utilisateur soit limité à 
poser une question uniquement en rapport avec l'explication qui vient de lui être présentée. 
Cela semble insufisant puisque les utilisateurs ont à maintes reprises manifesté le désir de 
poser une question en rapport avec un texte explicatif antérieur, dans la majorité des cas 
avec i'avant dernier texte explicatif. Cette observation est corroborée par une étude [26], 
menée à l'université d'Ottawa, qui démontre que les réponses fournies par un système 
d'information, en particulier la dernière et l'avant dernière réponse, ont un effet important 
sur les questions posées par les utilisateurs. En effet, l'étude, menée auprès de 38 
personnes, montre que 46% des questions des utilisateurs sont en rapport avec la dernière 
réponse et que 62% des questions sont en rapport avec la dernière ou l'avant dernière 
réponse. Au niveau du mécanisme d'explications que l'on a implanté. cela ne pose pas de 
problème puisque chaque plan de texte créé peut être conservé. Ainsi, on pourrait 
permettre à l'utilisateur de poser une question en rapport avec l'avant dernier texte 
explicatif, et même des textes explicatifs antérieurs. 
L'étude fait égaiement ressortir que seulement 33% des questions, donc un 
peu plus d'une question sur cinq, est une question sans rapport avec les réponses 
pnsentiss par Ie systéme d'information. Cela consolide donc l'approche que l'on a choisie 
et qui consiste à fournir à I'utiIisateur. via un menu par exemple, un ensemble de questions 
potentielles en rapport avec l'explication qu'on lui présente. Notre propre expérience a 
cependant démontré que, bien que l'utilisateur désire poser une question en rapport avec 
Ie texte explicatif qu'on lui présente, cette question n'apparaît pas toujours au menu de 
questions. Pour palIier à ce type de probléme, on a besoin d'un mécanisme d'explications 
qui soit extensible. C'est le cas du présent mécanisme d'explications. Effectivement, 
l'ajout de nouveaux opérateurs de planification de texte ayant des buts de communication 
liés à ces nouveaux types de questions est une solution. Encore une fois, comme ce fùt le 
cas avec l'un des problèmes précédents, soit le manque de connaissances explicatives, le 
problème des questions manquantes est un problème de ressources (opérateurs de 
planification de texte) et non un problème de méthode. 
Également, étant donné que les utilisateurs n'ont pas tous tes mëmes requêtes 
en ce qui a trait aux questions de types Qu 'esr-ce que ... ?, cela tend à démontrer qu'il est 
préférable de ne pas surcharger les textes explicatifs et de laisser tes utilisateurs demander 
l'information supplémentaire dont ils ont besoin. Par contre, le fait que certains utilisateurs 
aient mentionné préférer avoir l'information tout de suite, parce que de toute façon ils vont 
devoir la demander, penche en faveur d'un mécanisme d'explications plus verbeux. L'une 
des solutions pourrait résider dans un meilleur modèle de I'utilisateur, qui permettrait de 
connaître les préférences de cet utilisateur. L'autre solution, qui croît-on est préférable a 
la première puisqu'elle colle à L'approche seIon IaqueiIe l'utilisateur a un rôle de décideur 
dans le dialogue explicatif, consiste à laisser l'utilisateur indiquer Ie type de texte 
explicatif qu'il désire recevoir, à savoir: verbeux ou laconique. 
Finalement, une autre constatation est celle concernant l'utilisation de la 
question Hein?. Bien qu'elle ait été utilisée à bon escient dans bien des cas, cette question 
a également été utilisée pour obtenir une autre explication, non pas parce que l'explication 
initiale n'avait pas été comprise, mais parce que l'utilisateur n'aimait pas la stratégie 
employée ou en préférait une autre. Ce phénomène a également été observé avec la 
question de type Pourquoi? dont la réponse tend à persuader L'utilisateur de quelque chose. 
Dans ce cas, une fois l'explication foumie, l'utilisateur faisait usage de la question Hein? 
pour être persuadé d'une autre façon. Une solution a ce problème, et qui tendrait à 
diminuer le nombre d'échanges dans le dialogue, serait de foumir à ['utilisateur 
l'ensemble des stratégies applicables pour une question donnée. Il faut se demander 
toutefois si cette approche ne surchargerait pas trop l'utilisateur qui verrait un menu de 
stratégies s'ajouter à chaque question du menu de questions. Le problème peut ètre résolu 
encore une fois en laissant le choix à l'utilisateur d'avoir accès ou non à ces menus de 
stratégies. Mais au-delà de ces considérations, il y a un désavantage à fournir l'ensemble 
des stratégies pour chacune des questions, désavantage qui se paye en terme de temps de 
réaction de la part du système. En effet, déterminer les stratégies applicabLes à une 
question revient en fait à trouver tous les opérateurs candidats pour le but de 
communication associé à la question, et à effectuer une planification de texte (créer un 
plan de texte) pour chacun d'eux puisqu'il faut s'assurer qu'ils puissent être accomplis. 
Étant donné que la complexité de l'algorithme de planification de texte est de O@"), oùp  
est le nombre d'opérateurs candidats par noeud et n le nombre de noeuds d'un plan de 
texte, le coût d'un tel traitement est non negtigeabIe si le nombre de questions au menu est 
grand. 
L'expérience a donc montré d'une part que le mécanisme d'explications, basé 
sur un algorithme de planification de texte à mémoire d'intentions, offre des capacités de 
réaction et d'adaptation qui permettent a un utilisateur de participer à un dialogue 
explicatif sans que l'on ait recours à un modèle de l'utilisateur très sophistiqué. Également, 
la flexibilité et l'extensibilité du mécanisme d'explications sont assurées par 
l'enrichissement possible de la librairie d'opérateurs de planification de texte et de la base 
de co~aissances explicatives, tandis que t'aspect naturel des explications repose sur 
l'utilisation de segments de textes préfabriqués. D'autre part, L'expérience a aussi 
démontré certaines limites et contraintes du mécanisme d'explications. Le prochain 
chapitre examine donc les principaux correctifs à apporter pour pallier à ces limites et 
contraintes. 
CEFAPITRE 9 
CONCLUSION ET VOIES DE RECHERCHE FUTURES 
L'analyse des résultats de L'expérience que l'on a effectuée avec un groupe 
d'utilisateurs a permis de faire ressortir quelques problèmes avec le prototype. Il existe 
également d'autres problèmes qui ne sont pas ressortis [ors de l'expérience, mais dont on 
est conscient de l'existence et dont on fera mention. Parmi tous ces problèmes, qui sont en 
fait des limites, des contraintes ou des compromis, certains permettent de mettre en 
évidence des voies de recherche possibles que l'on identifiera dans les paragraphes qui 
suivent. 
On peut regrouper [es problèmes en deux catégories: ceux en rapport avec la 
méthode et ceux en rapport avec les ressources nécessaires à la méthode. Lorsque l'on 
parle de la méthode, on fait référence ici à l'algorithme de planification de texte, à la 
gestion et l'utilisation des structures des intentions et des relations rhétoriques de même 
qu'aux heuristiques employées. Quant aux ressources, on parle ici de la base de 
connaissances explicatives, des opérateurs de pIanification de texte, du modèle de 
l'utilisateur et de l'historique du dialogue. Certes, quelques-uns des problèmes peuvent 
être imputables à la méthode, mais comme on le verra, les principaux problèmes sont liés 
aux ressources. 
Ainsi, le principal probIème observé est celui de la complétude de la base de 
comaissances explicatives. On s'aperçoit rapidement, lors d'un dialogue explicatif que 
chaque utilisateur peut emprunter une tangente différente qui mène à L'exploration de 
différents sous-domaines du domaine de connaissances. La représentation de tous les 
concepts pour couvrir l'ensemble du domaine, de même que la représentation des 
connaissances de maillage entre les concepts est un travail fastidieux et est en fait le goulot 
d'étranglement du mécanisme d'explications. II y a donc des efforts à mettre en oeuvre 
pour trouver des représentations de connaissances qui facilitent l'expression des 
connaissances explicatives. On peut également entrevoir la possibilité de développer des 
méthodes ou des mécanismes pour générer automatiquement les connaissances 
explicatives, capables de les extraire et les représenter à partir de textes du domaine par 
exemple. 
Malgré que l'on ait mentionné à maintes reprises que l'obtention d'un modèle 
de l'utilisateur n'était pas une nécessité pour permettre d'entretenir un dialogue explicatif 
entre un système et un utilisateur de ce système, il n'en demeure pas moins qu'un tel 
modde se veut un çompEment à ne pas nigliger. En effet, sans modèle de l'utilisateur, 
l'algorithme de planification de texte doit émettre beaucoup d'hypothèses quant aux 
connaissances de l'utilisateur, de sorte que le processus de recouvrement réagit souvent à 
tort, Iorsqu'une explication est mal comprise, en rendant vraie une hypothèse tout 
simplement parce l'on ne connaît pas ce que l'utilisateur sait et ne sait pas. Il semble donc 
à première vue que l'une des solutions possibles serait de foumir un modèle le plus 
complet possible des connaissances de l'utilisateur de façon à limiter les recouvrements 
ou l'on explique des concepts. 
En contrepartie, un modèle plus complet tend à augmenter te nombre 
d'imprécisions et cela peut mener à des situations problématiques. Par exemple, 
qu'advient-il si initialement le modèle de l'utilisateur indique que l'utilisateur connaît Le 
conceptprime de dépassement, alors que dans les faits il n'en est rien? Dans ce cas, il n'y 
aura aucune hypothèse d'émise et le mécanisme d'explications n'a aucun moyen de savoir 
qu'en réalité l'utilisateur ne connaît pas le concept prime de dépassement. Si l'utilisateur 
sait pourquoi il n'a pas bien compris l'explication, il Iui sera possible de formuler une 
question du genre Qu 'est-ce qzc  'une prime de dépassement?. Si par contre l'utilisateur ne 
sait pas pourquoi il n'a pas bien compris l'explication et répond par un Hein?, cela pose 
effectivement un probième. 
AIors, quel type de modèle de l'utilisateur convient le mieux à la méthode 
utilisée? Un modèle moins complet mais pIus précis, un modèle plus complet mais moins 
précis, un modèle par stéréotype fixé au départ, un modèle statique. un modèle dynamique, 
etc. Il y a donc ici place à d'autres travaux de recherche. 
L'historique du dialogue peut également devenir une source de problèmes 
lorsqu'un diaiogue explicatif est long. En effet, cet historique du dialogue peut devenir 
immense, difficile à gérer et mener à une dégradation des performances du mécanisme 
d'explications. On doit alors se poser des questions, à savoir s'il est possible d'enlever des 
choses de l'historique du dialogue, et si oui, quand peut-on effectuer ces retraits. Sinon, on 
doit examiner La possibilité de combiner des informations contenues dans l'historique du 
dialogue, de manière a diminuer sa taille tout en ne perdant pas d'informations. Également, 
on doit voir s'il est possible et adéquat de faire passer des informations de l'historique du 
dialogue vers Ie modèle de I'utilisateur. 
Bien que cela n'ait pas transpiré de l'expérience effectuée, l'utilisation de 
segments de texte préfabriqués n'est pas aussi naturelle que cela puisse paraitre. Si à la 
sortie les textes ont une alIure naturelle, c'est au niveau de la tâche de représentation de 
chaque segment de texte dans la base de connaissances que ce l'est moins. En effet. la 
création de chaque segment de texte a nécessité une attention particulière a leur structure 
pour qu'ils puissent bien s'agencer dans un texte explicatif. II est donc nécessaire de 
trouver des moyens pour minimiser cette surcharge de travail en considérant, par exemple, 
une approche avec générateur de texte en langage naturel. Également, il est important de 
bien choisir les bonnes structures syntaxique et lexicale. sans quoi l'effet pourrait être 
inefficace. D'où Ia nécessité d'avoir un générateur de texte capable de contrôler Le niveau 
de langage requis pour une explication donnée, ce qui n'est pas le cas avec les segments 
de texte préfabriqués. 
Du point de vue de la méthode, il y a également quelques problèmes liés aux 
diverses stratigies employ6es ou aux comportements adoptés: 
Quoi faire lorsqu'à une question Hein? ne correspond plus aucune stratégie? 
Vaut-il mieux refoumir une réponse ou bien laisser l'utilisateur sans réponse 
pour ne pas tomber dans la répétition? 
Si lors d'un même dialogue l'utilisateur pose la même question Qu'est-ce 
que ... ? à propos d'un concept, doit-on conclure que c'est parce qu'il a oublié, 
auquel cas on pourrait lui répéter la réponse que l'on lui a déjà fournie, ou 
bien doit-on répondre en utilisant une autre stratégie parce que l'on suppose 
qu'il n'a pas bien compris antérieurement (bien qu'il aurait dû a ce moment 
exprimer un feed-back de type Hein?)? 
Comment établir les heuristiques de sélection d'opérateurs candidats et de 
stratégies de recouvrement? Doivent-elles être établies selon des critères tels 
que ce qui a été dit, ce que l'utilisateur connaît, la quantité d'informations 
qu'elles révèlent, etc. ou bien doit-on laisser chaque utilisateur indiquer ses 
préférences? 
Au menu de questions, doit-on présenter ou non les questions qui ont rapport 
avec ce qui a déjà été dit ou avec ce que l'utilisateur connaît déjà? En somme, 
est-ce qu'il est préférable d'alléger la tâche cognitive de l'utilisateur en ne lui 
présentant pas de questions redondantes ou bien laisser à l'utilisateur le plein 
contrôle du déroulement du dialogue? 
Est-il préférable de pouvoir poser des questions en rapport avec la dernière et 
l'avant dernière explication ou de permettre de revenir sur n'importe quelle 
explication antérieure? 
Certains éléments de réponse se trouvent probabkment dans l'étude des 
dialogues entre humains, et des recherches en ce sens pourraient s'avérer bénéfiques pour 
le type de mécanisme d'explications que l'on a implanté. Cependant, il n'est peut être pas 
suflïsant de copier le dialogue humain. Il faut exploiter ce que peut o f i r  l'ordinateur. En 
effet, l'utilisation d'autres médias peut pr*pri;l '----t s'avérer adéquat comme support à 
une explication (par exemple, l'emploi d'un graphique ou d'un extrait de bande 
magnétoscopique). 
Il serait également intéressant d'enrichir la variété de textes explicatifs en 
implantant des opérateurs de planification de texte ayant une structure ou un 
comportement différent de ceux que I'on a implantés. Par exemple, certaines relations 
rhétoriques peuvent nécessiter des opérateurs à multinoyaux ou a multisatellites (par 
exemple, une relation rhétorique de séquence). Également, il existe des relations 
rhétoriques pour lesquelles il est plus naturel que Le texte du satellite apparaisse avant celui 
du noyau. Cette constatation est ressortie des travaux sur la théorie de la structure 
rhétorique de Mann et Thompson. Le Tableau 9.1 ci-dessous présente la tendance 
d'ordonnancement de quelques reiations rhétoriques. 
Tableau 9.1: Ordonnancement Satellite/Noyau de relations rhétoriques 
Par exemple, pour une relation rhétorique de condition: 
Satellite avant le Noyau 
Satellite après le Noyau 
Si votre puissance souscrite est inférieure à 
100 kW (satellite), vous êtes admissibles au 






ou pour une relation d'habilitation, c'est-à-dire, rendre une personne apte à 
faire queIque chose: 
Indiquez l e  nombre de jours dr hiver (noyau) . L a  
période dr hiver se termine l e  3 1  mars (satellite) . 
Il serait intéressant également de tester le mécanisme d'explications dans un 
contexte de formation où des textes explicatifs composés de plusieurs paragraphes seraient 
générés. On pourrait dans ce genre d'interaction permettre à l'utilisateur d'interrompre à 
tout moment l'explication en cours pour demander par exemple des précisions sur un 
concept avant de poursuivre, cette approche ayant été utilisée par Cawsey [3]. Cela 
demande donc de générer un texte explicatif au fur et à mesure qu'il est planifié. 
L'algorithme de planification de texte se prête bien à ce type de comportement puisque sa 
~Ianification en profondeur d'abord correspond à l'ordre des phrases dans le texte 
explicatif. Il subsiste toutefois un problème relié aux possibles retours-arrières lors d'une 
planification de texte. En effet, puisque les segments de texte seraient générés au fiir et à 
mesure de leur planification, qu'advient-il dans les cas où l'on doit effectuer des retours- 
arrières à cause d'impasses rencontrées lors de la planification de texte? 
Malgré les limitations et contraintes énumérées, on peut affirmer que Ia 
participation d'un utiiisateur à un dialogue explicatif bas& sur un algorithme de 
planification de texte à mémoire d'intentions est possible, et ce, sans avoir recours à un 
modèle complet et précis de cet utilisateur. L'utilisation d'un langage comme Prolog a 
pennis d'obtenir un prototype rapidement. Ses capacités de traitement symbolique et son 
moteur d'infërence ont facilité grandement l'implantation de l'algorithme de planification 
de texte. 
En terminant, on constate qu'il y a un lien étroit entre l'architecture d'un 
mécanisme d'explications et sa capacité à foumir de bonnes explications. II n'est pas faux 
de dire que l'évolution des architectures des mécanismes d'explications est en très grande 
partie redevable aux besoins exprimés en matière d'explication. De meilleures 
architectures permettent la production de meilleures explications, mais en contrepartie. 
cela augmente la complexité des mécanismes d'explications. Cette augmentation de la 
complexité rend a son tour la construction d'explications plus difficile parce que les 
mécanismes d'explications sont confrontés à des structures complexes et à plusieurs types 
de connaissances et de ressources pour extraire le contenu explicatif a présenter à 
l'utilisateur. Mais cela en vaut la peine puisque le type de dialogue explicatif qui en résulte 
constitue un support a la tache de réflexion de I'utilisateur. II rend possible l'apprentissage 
d'un domaine de connaissances et contribue aussi au transfert de co~aissances. 
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ANNEXE 
Cette annexe présente un exemple complet de dialogue explicatif réalisé entre 
un utilisateur et le prototype di d'illustrer le comportement du mécanisme 
d'explications, et par le fait même, ses capacités de réaction. On ne décrira pas en détails. 
à chaque fois, tout ce que fait l'algorithme de planification de texte à chacune des étapes 
du dialogue. On fera plutôt ressortir Les comportements, les types de prise de décision et 
les situations qui n'auront pas encore été rencontrés jusqu'alors dans le dialogue. 
L'état initial de l'interface personne-ordinateur est itlustré ci-dessous: 
L'interface personne-ordinateur est composée d'une série de champs d'entrée 
et d'une zone de dialogue. C'est dans cette zone de dialogue qu'est &ché chaque réponse 
ou texte explicatif du système (préfixé par les caractères RS pour réponse-système) et 
chaque feed-back ou question de l'utilisateur (préfixé par les caractères QUpour question- 
utilisateur). À noter qu'aucun test d'utilisabilité de l'interface n'a été réalisé auprès des 
utilisateurs. 
Le dialogue explicatif s'amorce lorsque l'utilisateur clique avec le bouton 
gauche de la souris sur l'un des champs d'entrée. Pour le présent exemple, le dialogue est 
amorcé par le champ Turf(s). Il s'agit d'un diaiogue explicatif visant à convaincre 
l'utilisateur que, dans son cas, seul le tarif M est applicable. 
Ainsi donc, lorsque l'utilisateur clique sur le champ Tarifs), le but de 
communication suivant, exprimé sous forme de prédicat Prolog, est envoyé de l'interface 
personne-ordinateur à l'algorithme de planification de texte: 
connait-qqc(concept('tarifs applicables')) 
II s'agit ici d'un but de communication dont I'intention est de faire connaître 
quelque chose à l'utilisateur à propos du concept tarifs applicables. La première étape 
consiste à trouver tous les opérateurs dont l'effet correspond au but à accomplir. La 



















Chacun de ces opérateurs a pour seuie contrainte de s'assurer que le concept, 
que l'on veut faire connaître. existe dans la base de connaissances explicatives. Le noyau 
















nil, d ) .  
opqt(e1a borationgar-ensemble-mem bre, 
elaborationqarensemble~membre(concept(Concept)), 
[ensem ble-mem bre(Concept, Membres)], 
informer(ensemb1e-mernbre(Concept, Membres)), 
nil, nit). 
Toutefois, la base de connaissances explicatives ne contenant ni exemple. ni 
information circonstancielle pour le concept tarifs applicables, cela étant détecté lors de 
la vérification des contraintes, les deux premiers opérateurs (elaborationpar-exemple et 
elaborutionpar - circonstanciel[e-de-temps) sont alors rejetés. Les deux autres 
opérateurs sont quant a eux des opérateurs candidats puisque leurs contraintes sont 
satisfaites. Étant donné l'ordre de préséance que I'on a choisi d'accorder aux stratégies, 
l'algorithme choisit d'abord la stratégie d'élaboration par ensemble-membre. Cette 
stratégie permet d'obtenir la Iiste des tarifs applicables grâce à l'appel au prédicat 
ensemble - membre(Concept, Membres) via l'opérateur informer (noyau de l'opérateur 
elaborationpar - ensemble-membre), puis de fournir la réponse ci-dessous: 
L'autre opérateur candidat est conservé dans la liste des opérateurs candidats 
pour le noeud correspondant du plan de texte: 
Suite à cette réponse, un menu de questions de feed-back est construit, menu 
que l'utilisateur peut afficher en pIaçant Ie curseur de la souris dans la zone de didogue 
puis en cliquant sur le bouton droit de la souris: 
Supposons que l'utilisateur ait choisi la question Porrrqztoi le tarif M est 
applicable?. Cela représente une demande de persuasion de la proposition le tarifM est 
applicable, demande que l'on réalise au moyen d'un opérateur de persuasion par évidence. 
Dans le présent contexte, le but de communication envoyé à l'algorithme de planification 
de texte est un but de persuasion par applicabilité d'un concept: 
Dans la Librairie d'opérateurs, il n'existe qu'un seul opérateur dont l'effet 
correspond à ce but de communication: 
opqt(persuaderqar-evïdence, 
persuade(snpplicabilite(Concept)), 
[ Concept(applicabilite, Applicabilite), 




Cet opérateur possède trois contraintes: les deux premières en rapport avec la 
base de connaissances explicatives, l'autre en rapport avec le modèle de l'utilisateur. Les 
deux premières contraintes sont satisfaites puisque la base de connaissances explicatives 
contient les faits suivants pour le concept tarif - LM: 
tarif M(applicabilite, 'un tarif qui s'applique a tout abonnemment qui a 
une &(pissance souscrite) d'ru moins 100 kW mais inferieure a 5000 
kW). 
La contrainte en rapport avec le modéle de l'utilisateur n'est quant à elle pas 
satisfaite puisqu'initialement, ce modèle ne contient aucune des connaissances de 
l'utilisateur. Une hypothèse est donc émise pour le noeud courant: 
Finalement, puisque l'opérateur contient un satellite optionnel, alors que le 
mécanisme d'explications est en mode de génération de textes explicatifs laconiques. ce 
satellite n'est pas développé et le fait suivant est ajouté pour le noeud courant: 
Le noyau de l'opérateur persuaderqar - evidence, qui est un acte de discours 
de type informer, est alors réalisé et permet de fournir la réponse suivante: 
Les tarifs applicables sont : tarif M . 
U: Pourquoi le tadi hi est appllcsblc? 
:Vatte pulssanœ souscrite est de 600. 
Puis le menu de questions suivant est alors généré: 
OU: Pourquoi Ic  tarif M est applicable? 
RS: Votre puissance souscrite est de 600. 
: Ic tarH M est un tarif qui s'applique a tout abonncmmcnt qui a une pulssancc sousuftt 
au moins 100 kW mais infcrieure a 5000 W. 
Supposons maintenant que l'utilisateur exprime un feed-back de type Hein?. 
Selon son processus de recouvrement, le mécanisme d'explications vérifie d'abord s'il y 
a eu une hypothèse d'émise ou s'il existe un satellite optionnel qui n'a pas été développé. 
Dans Ie cas présent, ces deux possibilités existent. Cependant, étant donné que l'on ne 
possédait aucun modèle de l'utilisateur en ce qui a trait & ses connaissances du domaine, 
on a décidé de privilégier la stratégie de recouvrement qui consiste à développer un 
satellite optionnel non développé. avant celle qui consiste a rendre vraie une hypothèse. 
Cela permet d'éviter d'avoir recours inutilement à cette dernière stratégie puisque 
I'utilisateur peut posséder plusieurs connaissances du domaine que l'on ignore. Ainsi 
donc, un plan de texte est alors construit pour réaliser le satelIite non développé: 
Un seul opérateur de planification de texte a un effet correspondant: 
opqt(evidence, 
evidence(applicabiiite(Concept)), 
[Concept(applicabilite, Applicabilite) 1, 
croit(applicabilite(Concept)), 
nil, nil). 
Le noyau de cet opérateur est une intention visant a faire croire l'évidence à 
l'utilisateur: 
Puisque le base de connaissances explicatives contient ceci: 
tarif_M(applicabiiite, 'un tarif qui s'applique a tout abonnemment qui a 
une &(puissance souscrite) d'au moins 100 kW mais inferieure a 5000 
kW ). 
la réponse suivante est fournie: 
OU: Pourquoi le tarif M est applicable? 
RS: Votre puissance sousalte est de 600. 
QU: Hcin? 
RS: le tarit M egt un tain qui s'applique a tout abonnemment qui a une puissance sousdte 
d'au moins 100 kW mais tnterlcurc a 5000 W. 
Un nouveau menu de questions est alors généré: 
OU: Pourquoi l e  tadi M est applicable? 
RS: Votre puissance sousoite est de 600. 
S: le tarif M est un tarH qui s'applique a tout abonntmment qui a une puissancc souswitc 
au mains 100 W mais infcriture i 5000 W. 
Cette fois l'utilisateur décide de demander Qu 'est ce qn 'ilne puissance 
souscrite?. On se rend alors compte que l'on aurait peut-être dû inverser l'ordre d e  
préséance des stratégies de recouvrement précédemment envisagées, c'est-à-dire, rendre 
vraie l'hypothèse au lieu de développer le satellite non optionnel puisque l'utilisateur 
demande maintenant ce qu'est une puissance souscrite. Mais comme on peut le constater, 
les capacités de réaction du mécanisme d'explications et la participation de l'utilisateur au  
dialogue explicatif font que cela n'a guère de conséquences puisque L'utilisateur parvient 
tout de même à ses fins. Le but de communication suivant est donc envoyé au planificateur 
de texte: 
connait~qqc(concept~puissance souscrite')). 
Comme on l'a vu au début du dialogue, il existe quatre opérateurs dont l'effet 
correspond a ce but, lesquels mènent à la réalisation de buts rhétoriques d'élaboration. En 
examinant la base de connaissances explicatives, on remarque que seules les relations 
rhétoriques d'élaboration par définition et d'élaboration par un exemple peuvent être 
utilisées: 
puissance~souscrite(definition, 'la puissance minimale a payer pour un 
abonnement'). 
puissance-souscrite(exemple, 'si vous prenez une puissance souscrite de 
600 kW, vous devrez payer une prime de puissance minimale pour 600 
kW meme si votre appel maximale de puissance nà ete que de 300 kW). 
Selon l'ordre de préséance que l'on a établi, l'algorithme de planification de 
texte choisit d'abord, parmi les opérateurs candidats, l'opérateur d'élaboration par 
définition avant l'opérateur d'élaboration par un exemple. L'autre opérateur candidat est 
conservé dans la Iiste des opérateurs candidats pour le noeud correspondant du plan de 
texte: 
noeud-candidats(Id, [elaborationqar-un-exemple]). 
L'explication suivante est alors fournie à l'utilisateur: 
RS: Votre puissance souscrite est de 600. 
QU: Hein? 
RS: le tarff M est un tarif qui s'appllquc a tout abonnemrnent qui a une puissancc sousaite 
d'au moins 1 O0 kW mais infcdcure a 5000 kW. 
QU: Ou'csl-ce qu'une puissance sousafte? Q 
&s: La puissanec souscrite est la puissincc minimale a payer pour un abonnement 1 #l 
Un nouveau menu de questions est ensuite généré: 
d'au moins 100 mais infcrieurc a 5000 W. 
QU: Qu'est-ce qu'une puissance rauscritt? 
RS: la puissance s o u s d e  est Ia puissance minimale a payer pour un abonncmcnt 
Ensuite, l'utilisateur choisit le feed-back Hein?. Cette fois, aucune hypothèse 
n'a été émise et il n'existe aucun satellite optionnel non développé, de sorte que Le 
processus de recouvrement cherche alors à irouver un noeud du plan de texte pour lequel 
il existe un ou plusieurs opérateurs candidats n'ayant pas été utilisés. On s'aperçoit alors 
que l'on peut utiliser une relation rhétorique d'élaboration par un exemple pour recouvrer 
la stratégie d'élaboration par définition. Sachant que ceci est contenu dans la base de 
connaissances explicatives: 
puissance~souscrite(exemple, 'si vous prenez une puissance souscrite de 
600 kW, vous devrez payer une prime de puissance minimale pour 600 
kW meme si votre appel maximale de puissance nà ete que de 300 kW). 
la réponse suivante est fournie et représente, dans ce cas-ci, la dernier texte explicatif du 
dialogue: 
OU: Qu'est-ce qu'une puissance souscrite? 
RS: La puissance souscrile est la puissance minimale a payer pour un abonnement 
- Par mmple,  si  vous prenez une puissance souscriîc de 600 W. vous devrez payer 
prime de puissance minlmale pour 600 kW meme si wtre appel maximale de 
sance n'a etc que de 300 kW. 
- - 
Ce qui termine la présentation de l'exemple. 
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