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Abstract—Deep neural networks are usually trained with
stochastic gradient descent (SGD), which minimizes objective
function using very rough approximations of gradient, only aver-
aging to the real gradient. Standard approaches like momentum
or ADAM only consider a single direction, and do not try to
model distance from extremum - neglecting valuable information
from calculated sequence of gradients, often stagnating in some
suboptimal plateau. Second order methods could exploit these
missed opportunities, however, beside suffering from very large
cost and numerical instabilities, many of them attract to subop-
timal points like saddles due to negligence of signs of curvatures
(as eigenvalues of Hessian).
Saddle-free Newton method (SFN) [1] is a rare example of
addressing this issue - changes saddle attraction into repulsion,
and was shown to provide essential improvement for final value
this way. However, it neglects noise while modelling second order
behavior, focuses on Krylov subspace for numerical reasons, and
requires costly eigendecomposion.
Maintaining SFN advantages, there are proposed inexpensive
ways for exploiting these opportunities. Second order behavior is
linear dependence of first derivative - we can optimally estimate
it from sequence of noisy gradients with least square linear
regression, in online setting here: with weakening weights of old
gradients. Statistically relevant subspace is suggested by PCA
of recent noisy gradients - in online setting it can be made
by slowly rotating considered directions toward new gradients,
gradually replacing old directions with recent statistically rel-
evant. Eigendecomposition can be also performed online: with
regularly performed step of QR method to maintain diagonal
Hessian. Outside the second order modeled subspace we can
simultaneously perform gradient descent.
Keywords: non-convex optimization, stochastic gradient
descent, convergence, deep learning, Hessian, linear regres-
sion, saddle-free Newton
I. INTRODUCTION
In many machine learning situations we search for param-
eters θ ∈ RD (often in millions) minimizing some objective
function F : RD → R averaged over given (size n) dataset:
F (θ) =
1
n
n∑
i=1
Fi(θ) (1)
where Fi(θ) is objective function for i-th object of dataset. We
would like to minimize F through gradient descent, however,
dataset can be very large, and calculation of ∇θFi is often
relatively costly, for example through backpropagation of
neural network. Therefore, we would like to work on gradients
calculated from succeeding subsets of dataset (mini-batches),
or even single objects (original SGD). Additionally, objective
function can have some intrinsic randomness.
In stochastic gradient descent (SGD) framework [2], we can
ask for some approximation of gradient for a chosen point θt
in consecutive times t:
gt = ∇θF
t(θt) (≈ ∇θF (θ
t)) (2)
where F t corresponds to average over succeeding subset
(mini-batch) or even a single element (F t = Fi) - we can
assume that gt averages to the real gradient over time. In this
philosophy, instead of using the entire dataset in a single point
of the space of parameters, we do it in online setting: improve
the point of question on the way to use more accurate local
information.
To handle resulting noise we need to extract statistical
trends from gt sequence while optimizing evolution of θt,
providing fast convergence to local minimum, avoiding sad-
dles and plateaus. As calculation of gt is relatively costly
and such convergence often stagnates in a plateau, improving
it with more accurate (and costly) modelling might provide
significant benefits especially for deep learning applications
- very difficult to train efficiently due to long reason-result
relation chains.
A natural basic approach is working on momentum [3]:
evolve θ toward some (e.g. exponential moving) average
of gt. There are also many other approaches, for example
popular AdaGrad [4] and ADAM [5] estimating both average
gradient and coordinate-wise squared gradient to strengthen
underrepresented coordinates.
Such standard simple methods leave two basic opportu-
nities for improved exploitation of statistical trends from
gt sequence, discarding valuable information this sequence
contains. We would like to practically use them here:
1) They do not try to estimate distance from local ex-
tremum (∇F = 0), which is suggested in linear be-
havior of gradients, and could allow to optimize the
crucial choice of step size: which should be increased in
plateaus, decreased to avoid jumping over valleys. It can
be exploited in second order methods, however, directly
calculating inverse Hessian from noisy gradients is
numerically problematic. Instead, we will extract it from
statistics of noisy gradients in an optimal way: estimate
this linear behavior of gradients by least squares linear
2regression, reducing weights of old gradients. Control-
ling sign of curvatures we can handle saddles this way -
correspondingly attracting (λ < 0) or repelling (λ < 0).
2) First order methods focus on information in only a
single considered direction, discarding the remaining.
Modelling based on information in multiple directions
allows for optimization step in all of them simultane-
ously, for example attracting in some and repelling in
others to efficiently pass saddles. As full Hessian is
often too costly, a natural compromise is second order
modelling in d dimensional linear subspace, usually
d ≪ D. One difficulty is locally choosing subspace
where the action is, for example as largest eigenvalues
subspace of PCA of recent noisy gradients. It can
be turned into online update of considered directions
by slowly rotating them toward new noisy gradients,
extracting their statistical trends. While not necessary,
maintaining nearly diagonal Hessian in the considered
subspace should improve performance - it can be made
e.g. by making linear regression in entire subspace and
periodically performing diagonalization, or regularly
QR method [6] step.
Both these opportunities could be exploited if trying to
model full Hessian H , but it is usually much too costly:
requiring at least O(D2) memory and regular computations.
However, we can focus on some chosen number d ≤ D of
looking most promising directions (as modelled eigenvectors),
reducing this memory and computational cost to ≈ O(dD).
Many second order methods neglect signs of curvatures,
e.g. natural gradient [7]: θ ← θ−H−1g attracting to near point
with zero gradient, which is usually a saddle. It also concerns
quasi-Newton methods like L-BFGS [8]. Many other methods
approximate Hessian with positive-defined, trying to pretend
that non-convex function is locally convex, again attracting
not only to local minima - for example using Gauss-Newton,
Levenberg-Marquardt, or analogous Fisher information matrix
(e.g. K-FAC [9]). Negative curvature is also neglected in co-
variance matrix based methods like TONGA [10]. Nonlinear
conjugated gradient method assumes convectiveness.
However, saddles are believed to be very problematic
in such training. While there is belief that nearly all local
minima are practically equally good, they are completely
dominated by saddles - which number is exponentially (with
dimension) larger than of minima. Additionally, plateaus are
often formed near them - requiring much larger steps to
be efficiently passed. Hence it is beneficial to not only use
second order methods, but those which can handle saddles -
which include signs of curvatures into considerations, instead
of just ignoring it.
Very rare example of such methods is saddle-free New-
ton (SFN) [1], changing step sign for negative curvature
directions: from attraction to saddle into repulsion. It has
shown to lead to significantly better parameters, literally a
few times lower error rate on MNIST while compared with
other methods: stagnating in suboptimal solutions with strong
negative curvatures (saddles, plateaus). SFN was able to
weaken these negative eignevalues a few orders of magnitude.
The importance of not neglecting negative curvature is also
presented e.g. in [11], showing that such rare negative curva-
ture directions allow for significant improvements of value.
However, SFN leaves some improvement opportunities, we
would like to exploit here:
1) SFN tries to directly calculate second order behavior,
neglecting stochastic nature of base of this calculation,
what results in numerical instabilities for required Hes-
sian inversion. To extract it from statistics instead, we
can see second order behavior as linear trend in the first
order behavior, which can be found in an optimal way
by linear regression of the noisy gradients, for example
with weakening weights of the older ones.
2) While we need to restrict modelling to a subspace, SFN
uses Krylov subspace for convenience of numerical pro-
cedure. Instead, recent noisy gradients suggest locally
interesting directions, which can be extracted through
PCA or its online analogue discussed here.
3) Instead of calculating eigendecomposition in a given
point, we can do it in online setting: split into regularly
performed steps maintaining diagonal Hessian, like of
QR method.
4) As we can practically use second order model only for
low dimensional subspace, in the remaining directions
we can simultaneously perform gradient descent.
This paper is work in progress, requiring experimental
investigation for choosing the details. The v4 version is com-
pletely rewritten - previous were based on gradient agreement,
what is problematic for stability, only 1D linear regression was
suggested. This version is completely based on gradient linear
regression, including multidimensional.
II. 1D CASE WITH LINEAR REGRESSION OF DERIVATIVES
Estimating second order behavior from noisy gradients is
a challenging task, especially if we would like to distinguish
signs of curvatures - what is required to avoid saddle attrac-
tion. Close to zero Hessian eigenvalues can change sing due
to this randomness, changing predicted zero gradient position
from one infinity to another.
Hence this estimation needs to be performed in a very
careful way, preferably extracting statistics from a large
number of such noisy gradients. What we are in fact interested
in is position of zero derivative point in each considered
direction, determined by liner trend of first derivative. An
optimal way to extract linear trend is least squares linear
regression - applied to sequence of gradients here, preferably
with reduced weights of old noisy gradients to include two
approximations: that function is only locally modeled as
second degree polynomial, and that we would like to slowly
rotate the considered directions.
Let us focus on 1D case in this Section, then we will
do it in multiple directions (e.g. a few from a million) -
separately in each direction for diagonalized, or combined
to maintain nearly diagonal Hessian. The choice of such
subspace will explore recent statistically relevant directions,
in the remaining we can perform casual gradient descent.
3A. 1D static case - parabola approximation
Let us start with 1D case, with parabola model first:
f(θ) = h+
1
2
λ(θ − p)2 f ′(θ) = λ(θ − p)
and MSE optimizing its parameters for (θt, gt) sequence:
argmin
λ,p
∑
t
wt(gt − λ(θt − p))2 for some weights (wt)
For parabola and t = 1, . . . , T times we can choose uniform
weights wt = 1/T . Later we will use exponential moving
average - reducing weights of old noisy gradients, seeing such
parabola as only local approximation. The necessary ∂p =
∂λ = 0 condition (neglecting λ = 0 case) becomes:∑
t
wt(gt − λ(θt − p)) = 0 =
∑
t
wt(θt − p)(gt − λθt + λp)
g − λθ + sλp = 0 = θg − λθ2 + 2λpθ − pg − sλp2
for averages:
s =
∑
t
wt θ =
∑
t
wtθt g =
∑
t
wtgt
θg =
∑
t
wtθtgt θ2 =
∑
t
wt(θt)2 (3)
Their solution is (least squares linear regression):
λ =
s gθ − g θ
s θ2 − θ
2
clipped e.g.: λ =
c(s gθ − g θ)
s θ2 − θ
2
p =
λθ − g
sλ
=
θ2 g − θ θg
θ g − s θg
(4)
Where some ”clipping” is required to avoid λ ≈ 0, e.g. for
some minimal value ǫ > 0, c(x) = sign(x)min(|x|, ǫ).
Observe that λ estimator is (g, θ) covariance divided by
variance of θ (positive if not all equal).
B. 1D online update by exponential moving average
Objective function is rather not exactly parabola - should
be only locally approximated this way. It can be handled by
increasing recent weights in the above averages, weakening
influence of the old noisy gradients. Its simplest realization is
through exponential moving averages wt ∝ β−t for β ∈ (0, 1)
usually β ∈ (0.9, 0.999), allowing to inexpensively update
such averages for a given moment, starting with 0 in t = 0:
θ
t
= β θ
t−1
+ (1− β) θt = (1− β)
t∑
t′=1
βt−t
′
θt
′
gt = β gt−1 + (1− β) gt
θg
t
= β θg
t−1
+ (1− β) θtgt
θ2
t
= β θ2
t−1
+ (1− β) (θt)2
st = (1− β)
t∑
t′=1
βt−t
′
= 1− βt (5)
The st is analogous e.g. to bias in ADAM, in later training it
can be assumed as just s = 1.
It might be worth modifying β, e.g. increasing it for larger
step to reduce weights of far gradients.
C. 1D linear regression-based SGD method
Linear regression requires values in at least two points,
hence there is needed at least one step (better a few) of a
different method to start using linear regression, for example
just SGD - going toward stochastic gradients, updating aver-
ages (5) starting from initial θ
0
= g0 = θg
0
= θ2
0
= s0 = 0.
Then we can start using linear model for derivative: f ′(θ) ≈
λ(θ − p), using updated parameters from (4) regression.
Getting λ > 0 curvature, the modeled optimal position
would be θ = p. However, as we do not have complete
confidence in this models, and would like to work in online
setting, a safer step is θ ← θ + α(p − θ) for α ∈ (0, 1]
parameter describing trust in the model, which generally can
vary e.g. depending on estimated uncertainty of parameters.
Natural gradient method corresponds to α = 1 complete trust.
Getting λ < 0, minimizing modelled parabola would take
us to infinity, hence we need some arbitrary choice for these
negative curvature directions. Saddle-free Newton kind of
chooses −α in these directions, experiments in [11] suggest
to use ∼ 0.1 of gradient projection for such directions.
The λ ≈ 0 case can correspond to plateau, or to inflection
point: switching between convex and concave behavior. These
are very different situations: in the former we should maintain
larger step size for a longer time, in the latter we need to be
more careful as λ = 0 would correspond to p in infinity. These
two cases could be distinguished for example by looking at
evolution of λ (higher order method), or just at its local
variance: reduce step if it is large.
While it leaves opportunities for improvements, for sim-
plicity we can for example use SFN-like step: just switching
sign for λ < 0 directions. Applied clipping prevents λ ≈ 0
cases, alternatively we could e.g. replace sign with tanh:
θt+1 = θt + α sign(λt) (pt − θt) (6)
III. MULTIDIMENSIONAL CASE
We can now take it higher dimensions, what will be done
in 3 steps here: first directly for the entire space, then with
periodic or online diagonalization updating basis rotation,
and finally as a linear subspace of a higher dimensional
space - additionally rotated toward new statistically relevant
directions. The next Section contains algorithm for such final
method for improving convergence of SGD.
A. Direct multivariate approach
Second degree polynomial parametrization in d dimensional
space analogously becomes:
f(θ) = h+
1
2
(θ − p)TH(θ − p) ∇f = H(θ − p)
For Hessian H ∈ Rd×d and p ∈ Rd position of saddle
or extremum. Least square linear regression would like to
analogously minimize:
argmin
H,p
∑
i,t
wt
(
gti −
∑
k
Hik(θ
t
k − pk)
)2
4Getting analogous necessary conditions. First for ∂pj = 0
(neglecting generic case of getting to kernel of H):
∀j
∑
t,i
wt
(
gti −
∑
k
Hik(θ
t
k − pk)
)
Hij = 0
∀i gi −
∑
k
Hikθk + s
∑
k
Hikpk = 0
g = Hθ − sHp = H(θ − s p) (7)
for gi = gi, θi = θi vectors of averaged values as previously,
s =
∑
t w
t. For ∂Hij = 0 we get:
∀i,j
∑
t
wt(θtj − pj)
(
gti −
∑
k
Hik(θ
t
k − pk)
)
= 0
giθj − gipj =
∑
k
Hik
(
θkθk − pkθj − θkpj + s pkpj
)
gθ − gpT = Hθθ −Hpθ
T
−H(θ − sp)pT
where the last is matrix equation with gθij = giθj , θθij =
θiθj averages. Substituting (7) twice we get:
gθ = Hθθ −Hpθ
T
= Hθθ − s−1(Hθ − g)θ
T
sgθ = sHθθ −Hθθ
T
+ gθ
T
H =
(
sgθ − g θ
T
)(
sθθ − θ θ
T
)−1
(8)
analogous to λ formula (4) in 1D, replacing covariance with
covariance matrices, denominator is positive defined. Using
p = (θ −H−1g)/s (9)
we get the ∇f = 0 position: extremum or saddle of degree
2 polynomial modelling our function.
To treat it only as local model, in online setting we
can analogously calculate averages as exponential moving
average, e.g.
θiθj
t+1
= β θiθj
t
+ (1− β) θtiθ
t
j
Now SFN-like approach would be calculating eigendecom-
position H = OTΛO, then performing
θt+1 = θt +OT sign(Λ)O (θt − pt)
Where sign(Λ) means applying sign to each coordinate of this
diagonal matrix - it turns attraction into repulsion for negative
curvature directions to handle saddles. There is also needed
some clipping to handle λ ≈ 0.
To avoid costly diagonalization in every step, for online
method let us now discuss doing it periodically.
B. Periodic diagonalization - currently main approach
Diagonalization is relatively costly and using inaccurate one
seems not a problem, e.g. completely omitting it is analogous
to using gradient method instead of conjugated gradients.
Hence we can perform it periodically - every some number
of steps, modifying the considered basis: in which we can
assume that Hessian is nearly diagonal.
Let (vti)i=1..d be basis in moment t, which is approximately
orthonormal (no need for perfect): vti · v
t
j ≈ δij . Denote:
θt·i = θ
t · vti g
t
·i = g
t · vti (10)
as coordinates in current basis. We can update multidimen-
sional averages for linear regression in these coordinates, e.g.
θiθj
t+1
= β θiθj
t
+ (1− β) θt·i θ
t
·j
Then update 1D regression (4) independently for each coor-
dinate i = 1, . . . , d, using diagonals: giθi, θiθi, and perform
step (6) in each coordinate (with reduced trust α). The next
Section contains complete algorithm.
Additionally, while in most steps the basis is unchanged,
every some number of steps we should improve digital-
ization: estimate Hessian from averages using (8), find its
eigendecomposition H = OTΛO, use it to rotate the basis
[v1, . . . , vd]
T ← O[v1, . . . , vd]
T (matrix with vi as columns)
and calculated averages:
θ ← Oθ g ← Og θθ ← OθθOT gθ ← OgθOT
C. Online diagonalization
There is also a possibility to perform diagonalization in
online setting - split it into regular less expensive steps
maintaining nearly diagonal Hessian.
Looking at Hessian formula (8), we can start from diagonal
H and ask for let say first order correction during step of
updating the averages - introducing tiny nondiagonal terms.
Then we can perform step for example of QR algorithm [6]:
decomposing matrix A = QR and multiplying in opposite
order: B = RQ = QTQRQ = QTAQ, this way reducing
nondiagonal terms. Its cost can be reduced if neglecting
products of non-diagonal terms, also for rotating the basis
with such Q close to identity matrix.
To avoid directly calculating Hessian with (8), we could
try to separately evolve
(
sgθ − g θ
T
)
and
(
sθθ − θ θ
T
)−1
,
using (AB−1)′ = A′B−1 − AB−1B′B−1 formula and first
order steps for updating the averages.
However, it seems still relatively costly, would need to
recalculate Hessian sometimes due to inaccuracies, brings ad-
ditional complications - the details of possible improvements
it can bring are left for further work.
D. Modeling subspace for very high dimensions
As the original space of parameters has often huge dimen-
sion (D) in machine learning applications, often in millions,
for practical optimization we would like to model Hessian
only for some of them (d≪ D), e.g. a few. In the remaining
we can simultaneously e.g. perform gradient descent.
5Modelling just d = 2 directions, in contrast to d = 1, has
a chance to see both attracting and repelling direction near
a saddle to efficiently handle them. As negative eigenvalues
have often lower absolute values, what we can see e.g. in
[11], there is rather required larger d to include some negative
curvature directions in the model, like d = 10.
To work in a linear subspace, analogously as for periodic
online diagonalization, we can consider evolving (vti)i=1..d
basis, this time with vectors from the large space: vti ∈ R
D .
The question is how to choose these d directions in much
larger D dimensional space? We would like to find where the
action locally is, what is suggested by directions of the fastest
change: (noisy) gradients. To extract multiple relevant direc-
tions from their statistics, a natural way is performing PCA
and taking subspace spanned by eigenvectors corresponding
to the largest d absolute eigenvalues - getting d dimensional
subspace with the lowest average Euclidean distance from
projections. However, PCA would require construction and
diagonalization of huge D ×D covariance matrix.
Hence we would like to use only (vti)i=1..d basis as the
current description, and modify it accordingly to part of
gradient it cannot represent:
g˜t := gt −
d∑
i=1
(gt · vti) v
t
i (11)
which can be also directly used for simultaneous gradient
descent. A simple way to update the basis is just adding
vi + = γi g˜
t to each vector. This way recent statistically
relevant directions would gradually become represented by
the used basis, replacing locally insignificant directions.
To maintain vi · vj ≈ δij , sometimes improved with
orthonormalization step, let us assume it in time t and find
matrix Γ ≈ I to satisfy it in t+ 1 in below form:
vt+1i = Γii v
t
i +
∑
j 6=i
Γijv
t
j + γi g˜ (12)
1 ≈ vt+1i · v
t+1
i ≈ Γ
2
ii +
∑
j 6=i
(Γij)
2 + γ2i ‖g˜‖
2
i 6= j : 0 ≈ vt+1i · v
t+1
j ≈ ΓiiΓji + ΓijΓjj + γiγj‖g˜‖
2
Neglecting higher order terms (e.g. ΓiiΓji ≈ Γji), and taking
symmetric Γij = Γji, we can choose (i 6= j):
Γij = −
1
2
γiγj‖g˜‖
2 Γii = 1−
1
2
γ2i ‖g˜‖
2
Further pseudocode simplifies it for γi = γ choice - rotating
all basis vectors with the same strength. It might be also
worth to consider e.g. being more conservative for large |λ|
directions - try to mostly rotate those of low |λ|, what can be
obtained e.g. by using γi ∝ |λi|
−κ e.g. for κ = 1/2.
We slowly loose orthonormality this way, hence orthonor-
malization should be performed from time to time, e.g. every
some number of steps, or if not passing some test of orthonor-
mality. While Gram-Schmidt depends on vector order, we can
e.g. use approximate but symmetric orthonormalization step:
∀i ui ← vi −
∑
j 6=i
(vi · vj) vj then ∀i vi ←
ui
‖ui‖2
(13)
As we neglect all but d direction, we can additionally make
gradient descent θ ← θ + ηg˜ for a standard choice of η.
IV. ALGORITHM EXAMPLE
This Section summarizes a basic choice of algorithm using
periodic diagonalization. For simplicity it neglects time index.
Initialization - choose:
• d number of considered directions (could vary),
• α ∈ (0, 1] describing confidence in model, step size -
can be increased in the beginning,
• β ∈ (0, 1) constant in exponential moving average,
weight of old gradients drops ∝ β∆t. Generally can
depend e.g. on step size - be increased for larger steps.
• tiny γ > 0 describing speed of exploration of new
directions, can be e.g. increased in the beginning,
• tiny ǫ > 0 for clipping - handling λ ≈ 0 situations,
• optional η > 0 for neglected directions gradient descent,
• θ - initial parameters, e.g. chosen randomly using proba-
bility distribution of parameters of given type of network,
• s = 0 ∈ R, g = θ = 0 ∈ Rd, gθ = θθ = 0 ∈ Rd×d
• (v1, . . . , vd) initial basis - for example as random size d
orthonormal set of vectors vi ∈ R
D .
Initial model training - perform some number of steps of a
different method like SGD (θ ← θ−ηg), in each step updating
averages (2 below) and basis (5 below, γ can be increased).
Finally diagonalize Hessian (6 below) and orthonormalize the
basis (7 below).
Until some convergence condition do optimization step:
1) Calculate stochastic gradient g ← gt in current
postion θt = θ for current minibatch,
2) Update averages for linear regression in (vi) basis:
∀i=1..d θ·i ← θ · vi g·i ← g · vi
∀i=1..d θi ← β θi + (1 − β) θ·i
∀i=1..d gi ← β gi + (1 − β) g·i
∀i,j=1..d θθij ← β θθij + (1− β) θ·i θ·j
∀i,j=1..d gθij ← β gθij + (1− β) g·i θ·j
u← βu+ (1− β)u
3) Calculate curvatures and positions assuming diagonal
Hessian:
∀i=1..d λi ←
c(s gθii − gi θi)
s θθii − (θi)2
pi =
λiθi − gi
sλi
with example of clipping: c(x) = sign(x) min(|x|, ǫ).
4) Perform proper step for position, for example:
θ ← θ + α
d∑
i=1
sign(λi) (pi − θ·i) vi
5) Explore new directions - outside current subspace:
g˜ := g −
d∑
i=1
(g · vi)vi v¯ =
1
2
γ2 ‖g˜‖2
d∑
i=1
vi
∀i=1..d vi ← vi + γ g˜ − v¯
6optionally do gradient descent: θ ← θ − ηg˜
6) Every some number of steps diagonalize Hessian:
H ←
(
sgθ − g θ
T
)(
sθθ − θ θ
T
)−1
diagonalize: H = OTΛO
θ ← Oθ g ← Og
θθ ← OθθOT gθ← OgθOT
∀i ui ←
∑
j
Oijvj then ∀i vi ← ui
7) Every some number of steps improve orthonormality:
∀i=1..d ui ← vi −
∑
j 6=i
(vi · vj)vj vi ←
ui
‖ui‖2
V. CONCLUSIONS AND FURTHER WORK
There were presented general ideas for second order opti-
mization methods:
• estimating second order behavior from linear trend of
(noisy) gradients - using least square linear regression,
• focused on online setting: evolution split into regular
inexpensive steps exploiting local behavior,
• using inexpensive adaptation of subspace to statistically
relevant directions in sequence of gradient,
• optimized also for non-convex situation, handling saddles
by considering signs of curvatures,
• hybrid with first order model - simultaneously using
stochastic gradient outside second order model subspace.
While they can be useful also for other situations, the main
purpose here is optimizing SGD - algorithm for such applica-
tion is finally suggested. Choosing the details like parameters
or minibatch size will require further experimental work.
There are also many questions and opportunities to explore,
for example:
• Beside the question of choosing parameters including
minibatch size, it might be worth to evolve them - e.g.
increase steps α in the beginning, lower β for larger
steps for faster forgetting of far gradients, increase γ in
the beginning for faster search of relevant directions.
• While for λ > 0 we should just go toward minimum of
modeled parabola, the λ < 0 case needs some arbitrary
choice of step size. As in SFN we just switch sign here,
however, it seems unlikely that it is the optimal way,
there is flexibility to customize it.
• Improving way of handling λ ≈ 0 situations, e.g. various
ways for clipping, maybe using higher order behavior to
distinguish inflection point from plateau.
• Online diagonalization might offer improvements.
• It might be worth weakening external basis rotation
for higher absolute eigenvalues e.g. γi = |λi|
−κ, the
question is how much: e.g. what power to choose.
• It might be worth adding estimation of uncertainty espe-
cially of positions p, and modify step size α accordingly.
• Subspace dimension d might evolve depending on local
situation, e.g. by removing low curvature directions, or
adding new random ones - first only updating their model
before including into proper step.
• Having the gradients, we can by the way use them for
some first order optimization - like mentioned gradient
descent in directions not included in second order model
(g˜). It might be worth to explore more sophisticated
hybrids of different order methods.
• Least squares linear regression could analogously pro-
vide 3rd order (or higher) local situation by additionally
updating e.g. θθθ and gθθ averages - it might be worth
considering e.g. using 2nd order model in a few direc-
tions, additionally 3rd order in let say one dominant di-
rection (e.g. as coefficient of its orthogonal polynomial),
and 1st order gradient descent in the remaining. Their
choice of dimensions could very adaptively.
• There are successful mechanisms for strengthening un-
derrepresented coordinates, for example in AdaGrad or
ADAM - they can be also applied in second order
methods, what might be also worth exploring for example
by increasing weights of such rare coordinates here.
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