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SCHRO¨DINGER OPERATORS DEFINED BY INTERVAL EXCHANGE
TRANSFORMATIONS
JON CHAIKA, DAVID DAMANIK, AND HELGE KRU¨GER
Abstract. We discuss discrete one-dimensional Schro¨dinger operators whose potentials are gener-
ated by an invertible ergodic transformation of a compact metric space and a continuous real-valued
sampling function. We pay particular attention to the case where the transformation is a minimal
interval exchange transformation. Results about the spectral type of these operators are established.
In particular, we provide the first examples of transformations for which the associated Schro¨dinger
operators have purely singular spectrum for every non-constant continuous sampling function.
1. Introduction
Consider a probability space (Ω, µ) and an invertible ergodic transformation T : Ω → Ω. Given
a bounded measurable sampling function f : Ω → R, one can consider discrete one-dimensional
Schro¨dinger operators acting on ψ ∈ ℓ2(Z) as
(1.1) [Hωψ](n) = ψ(n+ 1) + ψ(n− 1) + Vω(n)ψ(n),
where ω ∈ Ω, n ∈ Z, and
(1.2) Vω(n) = f(T
nω).
Clearly, each Hω is a bounded self-adjoint operator on ℓ
2(Z).
It is often convenient to further assume that Ω is a compact metric space and µ is a Borel measure.
In fact, one can essentially force this setting by mapping Ω ∋ ω 7→ Vω ∈ Ω˜, where Ω˜ is an infinite
product of compact intervals. Instead of T , µ, and f one then considers the left shift, the push-forward
of µ, and the function that evaluates at the origin. In the topological setting, it is natural to consider
continuous sampling functions.
A fundamental result of Pastur [26] and Kunz-Souillard [22] shows that there are Ω0 ⊆ Ω with
µ(Ω0) = 1 and Σ, Σpp, Σsc, Σac ⊂ R such that for ω ∈ Ω0, we have σ(Hω) = Σ, σpp(Hω) = Σpp,
σsc(Hω) = Σsc, and σac(Hω) = Σac. Here, σ(H), σpp(H), σsc(H), and σac(H) denote the spectrum,
the pure-point spectrum, the singular continuous spectrum, and the absolutely continuous spectrum
of H , respectively.
A standard direct spectral problem is therefore the following: given the family {Hω}ω∈Ω, identify
the sets Σ, Σpp, Σsc, Σac, or at least determine which of them are non-empty. There is a large literature
on questions of this kind and the area has been especially active recently; we refer the reader to the
survey articles [9, 14] and references therein.
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Naturally, inverse spectral problems are of interest as well. Generally speaking, given information
about one or several of the sets Σ, Σpp, Σsc, Σac, one wants to derive information about the operator
family {Hω}ω∈Ω. There has not been as much activity on questions of this kind. However, a certain
inverse spectral problem looms large over the general area of one-dimensional ergodic Schro¨dinger
operators:
Kotani-Last Conjecture. If Σac 6= ∅, then the potentials Vω are almost periodic.
A function V : Z → R is called almost periodic if the set of its translates Vm(·) = V (· − m) is
relatively compact in ℓ∞(Z). The Kotani-Last conjecture has been around for at least two decades
and it has been popularized by several people, most recently by Damanik [9, Problem 2], Jitomirskaya
[14, Problem 1], and Simon [28, Conjecture 8.9]. A weaker version of the conjecture is obtained by
replacing the assumption Σac 6= ∅ with Σpp ∪ Σsc = ∅. A proof of either version of the conjecture
would be an important result.
There is an equivalent formulation of the Kotani-Last conjecture in purely dynamical terms. Sup-
pose Ω, µ, T , f are as above. For E ∈ R, consider the map
AE : Ω→ SL(2,R), ω 7→
(
E − f(ω) −1
1 0
)
.
This gives rise to the one-parameter family of SL(2,R)-cocycles, (T,AE) : Ω×R2 → Ω×R2, (ω, v) 7→
(Tω,AE(ω)v). For n ∈ Z, define the matrices AnE by (T,AE)
n = (T n, AnE). Kingman’s subadditive
ergodic theorem ensures the existence of L(E) ≥ 0, called the Lyapunov exponent, such that L(E) =
limn→∞
1
n
∫
log ‖AnE(ω)‖ dµ(ω). Then, the following conjecture is equivalent to the one above; see, for
example, [9, Theorem 4].
Kotani-Last Conjecture – Dynamical Formulation. Suppose the potentials Vω are not almost
periodic. Then, L(E) > 0 for Lebesgue almost every E ∈ R.
The existing evidence in favor of the Kotani-Last conjecture is that its claim is true in the large
number of explicit examples that have been analyzed. On the one hand, there are several classes of
almost periodic potentials which lead to (purely) absolutely continuous spectrum. This includes some
limit-periodic cases as well as some quasi-periodic cases. It is often helpful to introduce a coupling
constant and then work in the small coupling regime. For example, if α is Diophantine, T is the
rotation of the circle by α, g is real-analytic, and f = λg, then for λ small enough, Σpp ∪ Σsc = ∅;
see Bourgain-Jitomirskaya [5] and references therein for related results. On the other hand, all non-
almost periodic operator families that have been analyzed are such that Σac = ∅. For example, if α is
irrational and T is the rotation of the circle by α, then the potentials Vω(n) = f(ω + nα) are almost
periodic if and only if f is continuous — and, indeed, Damanik and Killip have shown that Σac = ∅
for discontinuous f (satisfying a weak additional assumption) [10].
In particular, we note how the understanding of an inverse spectral problem can be advanced by
supplying supporting evidence on the direct spectral problem side.
This point of view will be taken and developed further in this paper. We wish to study operators
whose potentials are not almost periodic, but are quite close to being almost periodic in a sense to be
specified, and prove Σac = ∅. In some sense, we will study a question that is dual to the Damanik-
Killip paper. Namely, what can be said when f is nice but T is not? More precisely, can discontinuity
of T be exploited in a similar way as discontinuity of f was exploited in [10]?
The primary example we have in mind is when the transformation T is an interval exchange
transformation. Interval exchange transformations are important and extensively studied dynamical
systems. An interval exchange transformation is obtained by partitioning the unit interval into finitely
many half-open subintervals and permuting them. Rotations of the circle correspond to the exchange
of two intervals. Thus, interval exchange transformations are natural generalizations of circle rotations.
SCHRO¨DINGER OPERATORS DEFINED BY IET’S 3
Note, however, that they are in general discontinuous. Nevertheless, interval exchange transformations
share certain basic ergodic properties with rotations. First, every irrational rotation is minimal, that
is, all its orbits are dense. Interval exchange transformations are minimal if they obey the Keane
condition, which requires that the orbits of the points of discontinuity are infinite and mutually disjoint,
and which holds under a certain kind of irrationality assumption and in particular in Lebesgue almost
all cases. Secondly, every irrational rotation is uniquely ergodic. This corresponds to the Masur-Veech
result that (for fixed irreducible permutation) Lebesgue almost every interval exchange transformation
is uniquely ergodic; see [24, 29]. A major difference between irrational rotations and a typical interval
exchange transformation that is not a rotation is the weak mixing property. While irrational rotations
are never weakly mixing, Avila and Forni have shown that (for every permutation that does not
correspond to a rotation) almost every interval exchange transformation is weakly mixing [2].
This leads to an interesting general question: If the transformation T is weakly mixing, can one
prove Σac = ∅ for most/all non-constant f ’s? The typical interval exchange transformations form
a prominent class of examples. For these we are able to use weak mixing to prove the absence of
absolutely continuous spectrum for Lipschitz functions:
Theorem 1.1. Suppose T is an interval exchange transformation that satisfies the Keane condition
and is weakly mixing. Then, for every non-constant Lipschitz continuous f and every ω, we have
σac(Hω) = ∅.
For more general continuous functions, it is rather the discontinuity of an interval exchange trans-
formation that we exploit and not the weak mixing property. We regard it as an interesting open
question whether the Lipschitz assumption in Theorem 1.1 can be removed and the conclusion holds
for every non-constant continuous f .
Our results will include the following theorem, which we state here because its formulation is simple
and it identifies situations where the absence of absolutely continuous spectrum indeed holds for every
non-constant continuous f .
Theorem 1.2. Suppose r ≥ 3 is odd and T is an interval exchange transformation that satisfies the
Keane condition and reverses the order of the r partition intervals. Then, for every non-constant
continuous f and every ω, we have σac(Hω) = ∅.
Remarks. (i) Reversal of order means that if we enumerate the partition intervals from left to right
by 1, . . . , r, then i < j implies that the image of the i-th interval under T lies to the right of the image
of the j-th interval. Note that our assumptions on T leave a lot of freedom for the choice of interval
lengths. Indeed, the Keane condition holds for Lebesgue almost all choices of interval lengths.
(ii) We would like to emphasize here that all non-constant continuous sampling functions are covered
by this result. Of course, if f is constant, the potentials Vω are constant and the spectrum is purely
absolutely continuous, so the result is best possible as far as generality in f is concerned.
(iii) Even more to the point, to the best of our knowledge, Theorem 1.2 is the first result of this kind,
that is, one that identifies an invertible transformation T for which the absolutely continuous spectrum
is empty for all non-constant continuous sampling functions.1 While one should expect that it should
be easier to find such a transformation among those that are strongly mixing, no such example is
known. Our examples are all not strongly mixing (this holds for interval exchange transformations in
general) [15].2
1There are non-invertible examples, such as the doubling map, defining operators on ℓ2(Z+). In these cases, the
absence of absolutely continuous spectrum follows quickly from non-invertibility; see [11].
2After a preliminary version of this paper was posted, Svetlana Jitomirskaya explained to us how to prove the absence
of absolutely continuous spectrum for the two-sided full shift and every non-constant continuous sampling function. Her
proof is also based on Kotani theory.
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(iv) In particular, this shows that interval exchange transformations behave differently from rotations
in that regularity (or any other property) of f and sufficiently small coupling do not yield the existence
of some absolutely continuous spectrum.
The organization of the paper is as follows. We collect some general results about the absolutely
continuous spectrum of ergodic Schro¨dinger operators in Section 2. In Section 3, we recall the for-
mal definition of an interval exchange transformation and the relevance of the Keane condition for
minimality of such dynamical systems. The main result established in Section 4 is that for minimal in-
terval exchange transformations and continuous sampling functions, the spectrum and the absolutely
continuous spectrum of Hω are globally independent of ω. Section 5 is the heart of the paper. Here
we establish several sufficient conditions for the absence of absolutely continuous spectrum. Theo-
rems 1.1 and 1.2 will be particular consequences of these results. Additionally, we establish a few
results in topological dynamics. In Section 6 we use Gordon’s lemma to prove almost sure absence of
eigenvalues for (what we call) Liouville interval exchange transformations. This is an extension of a
result of Avron and Simon.
2. Absolutely Continuous Spectrum: Kotani, Last-Simon, Remling
In this section we discuss several important results concerning the absolutely continuous spectrum.
The big three are Kotani theory [17, 18, 19, 20, 21], the semicontinuity result of Last and Simon [23],
and Remling’s earthquake3 [27].
Kotani theory and Remling’s work provide ways to use the presence of absolutely continuous spec-
trum to “predict the future.” Kotani describes this phenomenon by saying that all potentials leading
to absolutely continuous spectrum are deterministic, while Remling uses absolutely continuous spec-
trum to establish an oracle theorem. Last and Simon discuss the effect of taking limits of translates
of a potentials on the absolutely continuous spectrum. Their result may also be derived within the
context Remling is working in; see [27] for the derivation.
Let us return to our general setting where (Ω, µ, T ) ergodic is given and, for a bounded measurable
function f : Ω → R, the potentials Vω and operators Hω are defined by (1.2) and (1.1), respectively.
We first recall a central result from Kotani theory. It is convenient to pass to the topological setting
described briefly in the introduction. Choose a compact interval I that contains the range of f and
set Ω˜ = IZ, equipped with the product topology. The shift transformation T˜ : Ω˜ → Ω˜ is given by
[T˜ ω˜](n) = ω˜(n + 1). It is clearly a homeomorphism. Consider the measurable map K : Ω → Ω˜,
ω 7→ Vω. The push-forward of µ by the map K will be denoted by µ˜. Finally, the function f˜ : Ω˜→ R
is given by f˜(ω˜) = ω˜(0).
We obtain a system (Ω˜, µ˜, T˜ , f˜) that generates Schro¨dinger operators {H˜ω˜}ω˜∈Ω˜ with potentials
V˜ω˜(n) = f˜(T˜
nω˜) in such a way that the associated sets Σ˜, Σ˜pp, Σ˜sc, Σ˜ac coincide with the original
sets Σ, Σpp, Σsc, Σac, but they come from a homeomorphism T˜ and a continuous function f˜ .
The following theorem shows that the presence of absolutely continuous spectrum implies (contin-
uous) determinism. For proofs, see [21] and [9], but its statement and history can be traced back to
the earlier Kotani papers [17, 18, 19, 20].
Theorem 2.1 (Kotani’s Continuous Extension Theorem). Suppose Σac 6= ∅. Then, the restriction of
any ω˜ ∈ supp µ˜ to either Z+ or Z− determines ω˜ uniquely among elements of supp µ˜ and the extension
map E : supp µ˜|Z− → supp µ˜, ω˜|Z− → ω˜ is continuous.
Another useful result, due to Last and Simon [23], is that the absolutely continuous spectrum
cannot shrink under pointwise approximation by translates:
3For lack of a better term, we quote Barry Simon here (OPSFA9, Luminy, France, July 2007).
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Theorem 2.2 (Last-Simon Semicontinuity). Suppose that ω1, ω2 ∈ Ω and nk →∞ are such that the
potentials VTnkω1 converge pointwise to Vω2 as k→∞. Then, σac(Hω1) ⊆ σac(Hω2).
We will furthermore need the following proposition, which follows from strong convergence.
Proposition 2.3. Suppose that ω1, ω2 ∈ Ω and nk →∞ are such that the potentials VTnkω1 converge
pointwise to Vω2 as k →∞. Then, σ(Hω1) ⊇ σ(Hω2).
Theorems 2.1, 2.2 and Proposition 2.3 will be sufficient for our purpose. We do want to point out,
however, that all the results that concern the absolutely continuous spectrum, and much more, are
proved by completely different methods in Remling’s paper [27] — hence the term earthquake.
3. Interval Exchange Transformations
In this section we give a precise definition of an interval exchange transformation and gather a few
known facts about these maps. As a general reference, we recommend Viana’s survey [31].
Definition 3.1. Suppose we are given an integer r ≥ 2, a permutation π : {1, . . . , r} → {1, . . . r}, and
an element Λ ∈ ∆r = {(λ1, . . . , λr), λi > 0,
∑r
j=1 λj = 1}. Let Ω = [0, 1) be the half-open unit interval
with the topology inherited from R. Then the interval exchange transformation T : Ω→ Ω associated
with (π,Λ) is given by T : Ij ∋ ω 7→ ω −
∑j−1
i=1 λi +
∑
i, pi(i)<pi(j) λi, where Ij =
∑j−1
i=1 λi + [0, λj).
Remarks. (i) If r = 2 and π(1) = 2, π(2) = 1, then T is conjugate to T˜ : R/Z → R/Z, ω˜ 7→ ω˜ + λ2,
that is, a rotation of the circle. More generally, the same is true whenever π(j) − 1 = j + k mod r
for some k. In this sense, interval exchange transformations are natural generalizations of rotations
of the circle. We call π with this property of rotation class.
(ii) The permutation π is called reducible if there is k < r such that π({1, . . . , k}) = {1, . . . , k} and
irreducible otherwise. If π is reducible, T splits into two interval exchange transformations. For this
reason, it is natural to only consider irreducible permutations.
Definition 3.2. The interval exchange transformation associated with (π,Λ) satisfies the Keane con-
dition if the orbits of the left endpoints of the intervals I1, . . . , Ir are infinite and mutually disjoint.
The following result is [31, Proposition 3.2,4.1]):
Proposition 3.3 (Keane). If π is irreducible and Λ is rationally independent, then the interval
exchange transformation associated with (π,Λ) satisfies the Keane condition.
If an interval exchange transformation satisfies the Keane condition, then it is minimal. More
precisely, for every ω ∈ Ω, the set {T nω : n ≥ 1} is dense in Ω.
On the other hand, the Keane condition is not necessary for minimality; see [31, Remark 4.5] for
an example. For a more detailed discussion, see [4, Section 2].
Lemma 3.4. Assume that T is minimal. Given any N ≥ 1, ω, ω′ ∈ Ω, ǫ > 0, there exists l ∈ Z such
that
(3.1) |Tm(ω)− Tm+l(ω′)| < ǫ
for any −N ≤ m ≤ N .
Proof. Since the set of discontinuities of T j, −N ≤ j ≤ N is discrete in [0, 1) and we have chosen T to
be right continuous, we can find an interval [a, b) ⊆ [0, 1) containing ω such that T j are isometries on
[a, b) for −N ≤ j ≤ N . Hence, for any ω˜ ∈ I := [a, b) ∩ (ω − ǫ, ω + ǫ), (3.1) holds. Since T is minimal
and I has non-empty interior, we can find l such that T lω′ ∈ I, finishing the proof. 
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4. Some Facts About Schro¨dinger Operators Generated by Interval Exchange
Transformations
In this section, we prove some general results for potentials and operators generated by minimal
interval exchange transformations. First, we show that all potentials belong to the support of the
induced measure and then we use this observation to show that the absolutely continuous spectrum is
globally constant, not merely almost surely with respect to a given ergodic measure. Note that there
are minimal interval exchange transformations that admit several ergodic measures.
Lemma 4.1. Suppose that T is a minimal interval exchange transformation and µ is T -ergodic. Then,
for every continuous sampling function f , we have {Vω : ω ∈ Ω} ⊆ supp µ˜, where µ˜ is as defined in
Section 2.
Proof. Note first that since suppµ is closed, non-empty, and T -invariant, it must equal all of Ω because
T is minimal. Now given any ω ∈ Ω, we wish to show that Vω ∈ supp µ˜. Consider the sets [ω, ω + ε)
for ε > 0 small. Since suppµ = Ω, µ([ω, ω + ε)) > 0 and hence there exists ωε ∈ [ω, ω + ε) such that
Vωε ∈ supp µ˜. It follows that there is a sequence ωn which converges to ω from the right and for which
Vωn ∈ supp µ˜. Since T is right-continuous and f is continuous, it follows that Vωn → Vω pointwise as
n→∞. Since supp µ˜ is closed, it follows that Vω ∈ supp µ˜. 
Theorem 4.2. Suppose that T is a minimal interval exchange transformation. Then, for every
continuous sampling function f , we have that σ(Hω) and σac(Hω) are independent of ω.
Proof. We first show that for ω, ω′ ∈ Ω, we have σ(Hω) = σ(Hω′). By Lemma 3.4 and f being
continuous, we can find a sequence nk such that sup|l|≤k |f(T
nk+lω) − f(T lω′)| ≤ 1
k
. Hence VTnkω
converges pointwise to Vω′ . Now Proposition 2.3 implies that σ(Hω) = σ(HTnkω) ⊇ σ(Hω′). In-
terchanging the roles of ω and ω′ now finishes the proof. To prove the claim about the absolutely
continuous spectrum, repeat the above argument replacing Proposition 2.3 by Theorem 2.2 to obtain
σac(Hω) = σac(HTnkω) ⊆ σac(Hω′). This implies ω independence of σac(Hω). 
5. Absence of Absolutely Continuous Spectrum for Schro¨dinger Operators
Generated by Interval Exchange Transformations
In this section we identify situations in which the absolutely continuous spectrum can be shown to
be empty. Particular consequences of the results presented below are the sample theorems stated in
the introduction, Theorems 1.1 and 1.2. We will make explicit later in this section how these theorems
follow from the results obtained here.
Let us first establish the tool we will use to exclude absolutely continuous spectrum.
Lemma 5.1. Suppose T is a minimal interval exchange transformation and f is a continuous sampling
function. Assume further that there are points ωk, ωˆk ∈ Ω such that for some N ≥ 1, we have
(5.1) lim sup
k→∞
|f(TNωk)− f(T
N ωˆk)| > 0,
and for every n ≤ 0, we have
(5.2) lim
k→∞
|f(T nωk)− f(T
nωˆk)| = 0.
Then, σac(Hω) = ∅ for every ω ∈ Ω.
Proof. By passing to a subsequence of ωk, we can assume that the limit in (5.1) exists. Fix any
T -ergodic measure µ and assume that the corresponding almost sure absolutely continuous spectrum,
Σac, is non-empty. By Lemma 4.1, the potentials corresponding to the ωk’s and ωˆk’s belong to supp µ˜.
Then, by Theorem 2.1, the map from the restriction of elements of supp µ˜ to their extensions is
continuous. Moreover, since the domain of this map is a compact metric space, the map is uniformly
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continuous. Combining this with (5.1) and (5.2), we arrive at a contradiction. Thus, the µ-almost
sure absolutely continuous spectrum is empty. This implies the assertion because Theorem 4.2 shows
that the absolutely continuous spectrum is independent of the parameter. 
Our first result on the absence of absolutely continuous spectrum works for all permutations, but
we have to impose a weak assumption on f .
Theorem 5.2. Suppose T is an interval exchange transformation that satisfies the Keane condition.
If f is a continuous sampling function such that there are N ≥ 1 and ωd ∈ (0, 1) with
(5.3) lim
ω↑ωd
f(TNω) 6= lim
ω↓ωd
f(TNω),
then σac(Hω) = ∅ for every ω ∈ Ω. In other words, if f is continuous and f ◦ T n is discontinuous for
some n ≥ 1, then σac(Hω) = ∅ for every ω ∈ Ω.
Proof. Since f is continuous, it follows from (5.3) that ωd is a discontinuity point of T
N . Since T
satisfies the Keane condition, this implies that T n, n ≤ 0, are all continuous at ωd. Thus, choosing a
sequence ωk ↑ ωd and a sequence ωˆk ↓ ωd, we obtain the conditions (5.1) and (5.2). Thus, the theorem
follows from Proposition 3.3 and Lemma 5.1. 
Remarks. (i) If π is irreducible and not of rotation class, then the interval exchange transformation
T has discontinuity points. Fix any such point ωd and consider the continuous functions f that obey
(5.4) lim
ω↑ωd
f(Tω) 6= lim
ω↓ωd
f(Tω).
This is clearly an open and dense set, even in more restrictive categories such as finitely differentiable
or infinitely differentiable functions. Thus, the condition on f in Theorem 5.2 is rather weak.
(ii) If the permutation π is such that T is topologically conjugate to a rotation of the circle, then there
is only one discontinuity point and the condition (5.4) forces f to be discontinuous if regarded as a
function on the circle! Thus, in this special case, Theorem 5.2 only recovers a result of Damanik and
Killip from [10].
Even though the condition on f in Theorem 5.2 is weak, it is of course of interest to identify cases
where no condition (other than non-constancy) has to be imposed at all. The following definition will
prove to be useful in this regard.
Definition 5.3. We define a finite directed graph G = (V,E) associated with an interval exchange
transformation T coming from data (π,Λ) with π irreducible. Denote by ωi the right endpoint of
Ij , 1 ≤ j ≤ r − 1. Set V = {ω1, . . . , ωr−1} ∪ {0, 1}. The edge set E is defined as follows. Write
T−ωˆ = limω↑ωˆ Tω and T+ωˆ = limω↓ωˆ Tω. Then there is an edge from vertex v1 to vertex v2 if
T−v1 = T+v2. In addition, there are two special edges, e˜1 and e˜2. The edge e˜1 starts at 0 and ends at
ωj for which T+ωj = 0, and the edge e˜2 ends at 1 and starts at ωk where T−ωk = 1.
Remarks. (i) Irreducibility of π ensures that the ωj and ωk that enter the definition of the special
edges actually exist.
(ii) Note that the graph G depends only on π, that is, it is independent of Λ. Indeed,
T+(ωj) =


0 π(j + 1) = 1
T−(1) π(j + 1)− 1 = π(r)
T−(ωk) π(j + 1)− 1 = π(k)
and T−(ωj) =


1 π(j) = r
T+(0) π(j) + 1 = π(1)
T+(ωk) π(j) + 1 = π(k + 1)
for j = 1, . . . , r − 1.
(iii) T is defined to be right continuous, so we could simply replace T+ωˆ by T ωˆ. In order to emphasize
that the discontinuity of T is important, we did not do so in the above definition.
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Examples. In these examples, we will denote permutations π as follows:
π =
(
1 2 3 · · · r
π(1) π(2) π(3) · · · π(r)
)
.
(i) Here are the permutations relevant to Theorem 1.2:
π =
(
1 2 3 · · · 2k 2k + 1
2k + 1 2k 2k − 1 · · · 2 1
)
.
The corresponding graph
✚✙
✛✘
0 ✲✚✙
✛✘
ω2k ✲✚✙
✛✘
ω2k−2 ✲ ✲✚✙
✛✘
ω4 ✲✚✙
✛✘
ω2· · ·
e˜1
✚ ✙❖
✚✙
✛✘
ω2k−1 ✲✚✙
✛✘
ω2k−3 ✲✚✙
✛✘
ω2k−5 ✲ ✲✚✙
✛✘
ω1 ✲✚✙
✛✘
1· · ·
e˜2
✚ ✙❖
consists of two cycles, each of which contains exactly one special edge.
(ii) For the permutations
π =
(
1 2 · · · k k + 1 · · · r − 1 r
r − k + 1 r − k + 2 · · · r 1 · · · r − k − 1 r − k
)
,
which correspond to rotations of the circle, the graph looks as follows:
✚✙
✛✘
0 ✲✚✙
✛✘
ωr−k ✲✚✙
✛✘
1
e˜1 e˜2
✚ ✙❖
✚✙
✛✘
ωj j 6= r − k
✡✠✻
It consists of several cycles, each of which contains either no special edge or two special edges.
Theorem 5.4. Suppose the permutation π is irreducible and the associated graph G has a cycle
that contains exactly one special edge. Assume furthermore that Λ is such that the interval exchange
transformation T associated with (π,Λ) satisfies the Keane condition. Then, for every continuous
non-constant sampling function f , we have σac(Hω) = ∅ for every ω ∈ Ω.
Proof. Our goal is to show that under the assumptions of the theorem, every non-constant continuous
sampling function satisfies (5.3) for N ≥ 1 and ωd ∈ (0, 1) suitable and hence the assertion follows
from Theorem 5.2. So let us assume that f is continuous and (5.3) fails for all N ≥ 1 and ωd ∈ (0, 1).
We will show that f is constant. If there is a non-special edge from v1 to v2, where v1 6= v2, the
Keane condition implies that for every n ≥ 1, T n will be continuous at the point T−v1 = T+v2
and hence T n−v1 = T
n
+v2 for every n ≥ 1, where we generalize the previous definition as follows,
T n−ωˆ = limω↑ωˆ T
nω and T n+ωˆ = limω↓ωˆ T
nω. Next let us consider the special edges. For the
edge e˜1 from 0 to ωj (for j suitable), we have by construction and the Keane condition again that
T n+1+ ωj = T
n
+0 for n ≥ 1. Likewise, for the special edge e˜2 from ωk to 1 (for k suitable), we have
T n+1− ωk = T
n
−1 for n ≥ 1. By our assumption on f , the function ω 7→ f(T
nω) is continuous for
every n ≥ 0. In particular, we have f(T n−ωm) = f(T
n
+ωm) for every n ≥ 0 and 1 ≤ m ≤ r − 1.
Consequently, if there is a path containing no special edges connecting vertex v1 to vertex v2, then
f(T n±(v1)) = f(T
n
±(v2)). On the other hand, if there is a path containing just e˜1 (but not e˜2) from
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v1 to v2, then T±v1 = T
2
±v2. Likewise, if there is a path containing just e˜2 from v1 to v2, then
T 2±(v1) = T±(v2). Putting all these observations together, we may infer that if there is a cycle
containing exactly one special edge and a vertex ωj , then f(T
nωj) = f(T
n+1ωj) for every n ≥ 1.
The Keane condition implies that the set {T nωj : n ≥ 1} is dense; see Proposition 3.3. Thus, the
continuous function f is constant on a dense set and therefore constant. 
Proof of Theorem 1.2. Example (i) above shows that Theorem 1.2 is a special case of Theorem 5.4. 
Remarks. (i) Of course, it is necessary to impose some condition on the permutation π aside from
irreducibility in Theorem 5.4. It is known, and discussed in the introduction, that the assertion of
Theorem 5.4 fails for permutations corresponding to rotations. Example (ii) above shows the graph
associated with such permutations and demonstrates in which way the assumption of Theorem 5.4
fails in these cases.
(ii) There is another, more direct, way of seeing that Theorem 5.2 is not always applicable. Suppose
that the interval exchange transformation T is not topologically weakly mixing. This means that
there is a non-constant continuous function g : Ω → C and a real α such that g(Tω) = eiαg(ω) for
every ω ∈ Ω. At least one of ℜg and ℑg is non-constant. Consider the case where ℜg is non-constant,
the other case is analogous. Thus, f = ℜg is a non-constant continuous function from Ω to R such
that f(TNω) = ℜg(TNω) = ℜ
(
eiαg(TN−1ω)
)
= · · · = ℜ
(
eiNαg(ω)
)
. Since the right-hand side is
continuous in ω, so is the left-hand side, and hence (5.3) fails for all N ≥ 1 and ωd ∈ (0, 1). Nogueira
and Rudolph proved that for every permutation π that does not generate a rotation and Lebesgue
almost every Λ, the transformation T generated by (π,Λ) is topologically weakly mixing [25]. This
result was strengthened, as was pointed out earlier, by Avila and Forni [2]. However, there are cases
where topological weak mixing fails (see, e.g., [13]) and hence the argument above applies in these
cases.
This example is even more striking, since if we write g(ω) = λeiθ, we see that f(TNω) =
λℜ(eiNα+iθ) = λ cos(θ + Nα). Hence the operator defined by (1.1) is the almost Mathieu opera-
tor and it has purely absolutely continuous spectrum for |λ| < 2 for α irrational, and for all λ if α is
rational; see [1] and references therein for earlier partial results.
Let us briefly discuss the results above from a dynamical perspective. To do so, we recall the
definition of a Type W permutation; compare [7, Definition 3.2].
Definition 5.5. Suppose π is an irreducible permutation of r symbols. Define inductively a sequence
{ak}k=0,...,s as follows. Set a0 = 1. If ak ∈ {π−1(1), r + 1}, then set s = k and stop. Otherwise let
ak+1 = π
−1(π(ak)− 1) + 1. The permutation π is of Type W if as = π−1(1).
It is shown in [7, Lemma 3.1] that the process indeed terminates and hence as is well defined.
Observing [7, Theorem 3.5], [30, Theorem 1.11] then reads as follows:
Theorem 5.6 (Veech 1984). If π is of Type W, then for almost every Λ, the interval exchange
transformation associated with (π,Λ) is weakly mixing.
We have the following related result, which has a weaker conclusion but a weaker, and in particular
explicit, assumption:
Corollary 5.7. Every interval exchange transformation satisfying the Keane condition and associated
to a Type W permutation is topologically weakly mixing.
Proof. We claim that π is TypeW if and only if the associated graphG has a cycle that contains exactly
one special edge. Assuming this claim for a moment, we can complete the proof as follows. Suppose
Λ is such that the Keane condition holds for the interval exchange transformation T associated with
(π,Λ). We may infer from the proof of Theorem 5.4 that for every non-constant continuous function
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f , there is an n ≥ 1 such that f ◦T n is discontinuous. This shows that T does not have any continuous
eigenfunctions and hence it is topologically weakly mixing. Thus, it suffices to prove the claim. Note
that the procedure generating the sequence {ak}k=0,...,s is the same as determining the arrows in the
cycle containing the vertex 0 in the graph G associated with π. Thus, if π is not Type W, then before
we close the cycle containing the vertex 0, it is identified to the vertex 1. This necessitates that this
cycle contains both special edges. On the other hand, if π is Type W, then the cycle containing the
vertex 0 closes up with just one special edge. 
Recall now that a continuous map S : Y → Y is said to be a topological factor of T : [0, 1)→ [0, 1)
if there is a surjective continuous map π : [0, 1)→ Y such that π ◦T = S ◦π. T is called topologically
prime if it has no topological factors. If T has a factor, we can find a continuous function f : [0, 1)→ R
such that also f ◦ T n is continuous, by setting f = g ◦ π for some continuous g : Y → R. Hence,
Theorem 5.4 also has the following consequence:
Corollary 5.8. Every interval exchange transformation satisfying the Keane condition and associated
to a Type W permutation is topologically prime.
Let us now return to our discussion of sufficient conditions for the absence of absolutely continuous
spectrum, presenting results that hold under additional assumptions on the sampling function f .
Theorem 5.9. Assume that the graph G contains a path with ℓ vertices corresponding to distinct
discontinuities. Then if the continuous function f is such that for every x ∈ R, the set f−1({x}) has
at most ℓ− 1 elements, we have Σac = ∅ for any T satisfying the Keane condition.
Proof. Denote by Ω˜ the set of ℓ distinct vertices, from the assumption of the theorem. If (5.3) fails,
we see as in the proof of the last theorem that f(ω) ∈ {f(ω′), f(T−1ω′), f(Tω′)} for ω, ω′ ∈ Ω˜. By the
Keane condition this contradicts our assumption of the preimage of a single point under f containing
a maximum of ℓ− 1 points. 
Theorem 5.10. Suppose that f is non-constant and Lipschitz continuous and T is an interval ex-
change transformation for which f ◦T n is continuous for every n. Then, T is not measure theoretically
weakly mixing.
Proof. By assumption f satisfies |f(x)−f(y)| ≤ k|x−y| for all x, y. Assume that f ◦T n is continuous
for every n. Consider x, y ∈ Ω with x < y. Denote by δ1 < · · · < δt the discontinuities of T n between
x and y. Then,
|f(T n(x)) − f(T n(y))| ≤ |f(T n(x))− f(T n−(δ1))|+ |f(T
n
−(δ1)− f(T
n
+(δ1))|
+ |f(T n+(δ1))− f(T
n
−(δ2))|+ · · ·+ |f(T+(δt))− f(T
n(y))|
= |f(T n(x))− f(T n−(δ1))|+ |f(T
n
+(δ1))− f(T
n
−(δ2))|
+ · · ·+ |f(T+(δt))− f(T
n(y))|
≤ k(|T n(x)− T n−(δ1)|+ |T
n
+(δ1)− T
n
−(δ2)|
+ · · ·+ |T n+(δt)− T
n(y)|)
= k(|x− δ1|+ |δ1 − δ2|+ · · ·+ |δt − y|) = k(y − x),
where we used in the first equality that f(T n−(δi)) = f(T
n
+(δi)) since f ◦ T
n is continuous, in the
second inequality that f is k-Lipschitz, and in the second equality that T n is an isometry on (δi, δi+1).
So we have seen that, we also have that |f(T nx) − f(T ny)| ≤ k|x − y|. We now proceed to show
that T cannot be weak mixing. Since f is continuous and non-constant, there exist c > 1, E, d,
such that 110 < Leb({x : |f(x) − E| < d}) < Leb({x : |f(x) − E| < cd}) <
1
2 . For any ω with
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T n(ω) ∈ {x : |f(x)− z| < d} and any ω˜ ∈ B(ω, (c−1)d
k
), we compute
|f(T nω˜)− E| ≤ |f(T nω)− E|+ |f(T nω)− f(T nω˜)| < d+ k ·
(c− 1)d
k
= cd,
where we used that f ◦ T n is k-Lipschitz continuous by the last lemma. So, we have that T nω˜ ∈
{x : |f(x)− E| < cd}. This implies that for the set
{
(ω, ω˜) : ω˜ ∈ B
(
ω, (c−1)d
k
)}
⊆ Ω× Ω, which has
positive measure, we have that its image under T n × T n never intersects the set {ω : |f(ω) − E| <
d} × {ω˜ : |f(ω˜)−E| ≥ cd}, which also has positive measure. Hence, T × T cannot be ergodic, and so
T is not weakly mixing. 
Remark. We only use that T is a piecewise isometry and f ◦ T n is continuous for all n. In particular,
the argument extends to rectangle exchange transformations and interval translation maps.
Proof of Theorem 1.1. The result follows from Theorems 5.2 and 5.10. 
Let us say that a function f has a non-degenerate maximum at ωmax if for any ε > 0, there is a
δ > 0 such that
(5.5) f(ω) ≥ f(ωmax)− δ ⇒ |ω − ωmax| ≤ ε.
Theorem 5.11. Let π be a non-trivial permutation. Assume that T = (π,Λ) satisfies the Keane
condition and that f has a non-degenerate maximum at ωmax and a continuous bounded derivative.
Then, (5.3) holds. In particular, we have σac(Hω) = ∅ for every ω ∈ Ω.
Proof. First, it follows from Keane’s condition that we can assume (by possibly replacing T with T−1)
that ωmax is not a discontinuity point of T n, n ≥ 1. Assume that (5.3) fails, and fix a discontinuity
point ωdisc of T . Our goal is to show that f is constant, which of course contradicts the assumption
that the maximum of f at ωmax is non-degenerate. We do this by showing that f ′(ω˜) = 0 for every
ω˜ ∈ Ω. So let ω˜ ∈ Ω be given. By Proposition 3.3, there is a sequence lk →∞ such that T lkωmax → ω˜.
By (5.5), we can find δk > 0 such that |f(ω)− f(ω
max)| ≤ δk implies
(5.6) |ω − ωmax| ≤
1
k
.
Applying Proposition 3.3 again, we can find a sequence nk →∞ such that |T
nkωdisc−ωmax| ≤ δk2‖f ′‖∞
and hence |f(T nkωdisc) − f(ωmax)| ≤ δk2 for every k ≥ 1. Since (5.3) fails, we can find εk > 0 such
that |f(T nkω) − f(T nkωdisc)| ≤ δk2 for every ω ∈ (ω
disc − εk, ωdisc). Combining these two estimates,
we find |f(T nkω)− f(ωmax)| ≤ δk, ω ∈ (ωdisc− εk, ωdisc). Thus, by (5.6), |T nkω−ωmax| ≤
1
k
, ω ∈
(ωdisc − εk, ωdisc). Hence, for any choice of ωk ∈ (ωdisc − εk, ωdisc), we have T nkωk → ωmax and
T nkωdisc → ωmax as k → ∞. Since Tm is continuous at ωmax for every m ≥ 1, we can achieve by
passing to a subsequence of nk (and hence also of ωk and εk, but keeping lk fixed) that
(5.7) T nk+lkωk → ω˜, T
nk+lkωdisc → ω˜
as k →∞. By possibly making εk smaller, it follows from Keane’s condition that
(5.8) inf
ω∈(ωdisc−εk,ωdisc)
|T nk+lkω − T nk+lkωdisc| ≡ c(k) > 0.
Indeed, for small enough εk, T
nk+lk−1 : T (ωdisc − εk, ωdisc)→ [0, 1) is a continuous map and Tωdisc /∈
T (ωdisc − εk, ωdisc). Hence their images under T nk+lk−1 are also disjoint. Now, since (5.3) fails and
(5.8) holds, we can choose ωk ∈ (ω
disc−εk, ω
disc) such that |f(T nk+lkωk)−f(T
nk+lkωdisc)| ≤ c(k)
k
and
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|T nk+lkωk − T nk+lkωdisc| ≥ c(k) hold. By (5.7), T nk+lkωk → ω˜ and T nk+lkωdisc → ω˜. It therefore
follows that
|f ′(ω˜)| = lim
k→∞
|f(T nk+lkωk)− f(T
nk+lkωdisc)|
|T nk+lkωk − T nk+lkωdisc|
≤ lim
k→∞
1
k
= 0.
This concludes the proof since ω˜ was arbitrary. 
Corollary 5.12. For any T not a rotation and satisfying the Keane condition, and λ > 0, the
Schro¨dinger operator with potential given by V (n) = λ cos(2πT n(ω)) has σac(Hω) = ∅
Proof. Note that though cos(2πx) does not have a non-degenerate maximum (as a function on [0, 1)), it
does have a non-degenerate minimum. The argument for this case is the same as in Theorem 5.11. 
6. Absence of Point Spectrum for Schro¨dinger Operators Generated by Interval
Exchange Transformations
A bounded map V : Z → R is called a Gordon potential if there exists a sequence qk → ∞ such
that
(6.1) lim sup
k→∞
(
sup
0≤j<qk
|V (j)− V (j ± qk)| exp(Cqk)
)
= 0, ω ∈ ΩL(T )
for any C > 0. It is a well-known fact that Schro¨dinger operators with a Gordon potential have purely
continuous spectrum; see [12] for the original Gordon result and [8] for the result in the form stated
above and the history of criteria of this kind.
We will now identify a dense Gδ set of interval exchange transformations such that they generate
Gordon potentials for suitable sampling functions. For the case of two intervals (i.e., rotations of the
circle), this is a result due to Avron and Simon [3]. In analogy to the convention for rotations, we will
refer to these as Liouville interval exchange transformations. Explicitly, we call an interval exchange
transformation T Liouville if it satisfies the following property: There exists a sequence qk →∞ and
ΩL(T ) ⊆ T of full measure such that
(6.2) lim sup
k→∞
(
sup
0≤j<qk
|T jω − T j±qkω| exp(Cqk)
)
= 0, ω ∈ ΩL(T )
for any C > 0. We will show in the following that the set of Liouville interval exchange transformation
is a dense Gδ set of zero measure.
If f : T → R is Ho¨lder continuous, the above property implies that Vω(n) = f(T nω) is a Gordon
potential. It was shown by Chulaevskii in [6] that the set of Liouville interval exchange transformations
is dense and a Gδ set. In fact, we state without proof the following result, which clearly implies that
Liouville interval exchange transformations are dense and Gδ:
Lemma 6.1. Given a decreasing function f : N→ (0,∞), we can find a dense Gδ set U in ∆r such
that for every interval exchange transformation in U the following holds.
For almost every ω, there exists a sequence qk = qk(ω)→∞ such that for k ≥ 1,
(6.3) sup
0≤j<qk
|T jω − T j±qkω| ≤ f(qk).
For the reader desiring further references, one could choose the interval exchange transformations
to be in a small neighborhood of the primitive interval exchanges considered in [30] part II. These
were introduced in [16]. Thus, we have the following theorem:
Theorem 6.2. If T is a Liouville interval exchange transformation and f is Ho¨lder continuous, then
for every ω ∈ ΩL(T ), Hω has no eigenvalues.
We remark that it is easy to show that the set of Liouville interval exchange transformations has
zero measure.
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