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Sommaire
Les enjeux des projets informatiques sont très importants. Leur gestion doit prendre en compte
plusieurs facteurs tout au long du cycle de développement dont les coûts, les délais, les besoins
fonctionnels implicites et explicites et les caractéristiques qualité du logiciel. La démarche qualité
intègre aux projets de développement une approche qui permet le contrôle du produit final et
apporte une plus value aux projets.
L’approche orientée objet a fait son apparition pour répondre à ces besoins. En effet, en facilitant
la maintenance des logiciels ainsi que leur réutilisabilité, les programmes sont plus faciles à
tester, à améliorer et à maintenir.
Dans ce travail, nous essayons d’établir l’existence de liens causaux entre des mesures internes
prélevées sur des logiciels orienté objet et des facteurs de qualité tels que : la réutilisabilité, la
propension à engendrer des erreurs et la maintenabilité. Pour ce faire, nous avons utilisé une
technique combinant statistiques et intelligence artificielle, les réseaux Bayésiens, qui présentent
dc nombreux avantages.
Mots Clés: Qualité de logiciel, Paradigme orienté objet, Métriques orientées objets, Réseaux
Bayésiens, Algorithmes d ‘apprentissage, Maintenance logiciels.
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Abstract
The stakes are of an extreme importance when initiating a computer systems’ project. The cost
for the development cycles, delays, implicit and explicit functional needs and the characteristic
qualities of the software, must be held into account. Steps taken to validate the quality of the
software product is an integral part of the development process to insure a better control and
assure an added value to the final product.
Object oriented approach made its appearance to answer to these needs. In fact, in faciliting
software maintenances and also their reusability, programs have become easier to test, improve
and maintain.
In this work, we are trying to establish the causal Iink between internai measures taken for object
oriented software and quality factors such as: reusability, fault-proneness and maintaining
aspects. In order to accomplish this, we have used a technique combining statistics and artificial
intelligence, Bayesian networks, which present numerous advantages.
Keywords: Software quality, Object oriented paradigm, Object oriented metrics, Bayes jan
network, A1achine leai-ning aÏgorithins, Software inaintenan ce.
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1Chapitre 1 — Introduction
1-1 Problématique
La révolution de la technologie de l’information est l’un des faits marquants de notre siècle. Un
pourcentage très élevé de foyers, ainsi que d’industriels se dotent d’ordinateurs pour le traitement
automatique de leurs informations et pour l’automatisation des processus de production et de
gestion. Depuis l’avènement de cette technologie, elle n’a cessé de se développer. Les revues
spécialisées nous informent chaque jour des progrès scientifiques et techniques matériels et
logiciels survenus. En effet, l’industrialisation du cycle de vie des logiciels a donné naissance ?i
une multitude d’AGL (Atelier de Génie Logiciel) pour automatiser toutes ou une partie des étapes
de mise en oeuvre d’un logiciel. De ce fait, la production des logiciels a atteint un niveau sans
précédent. Les utilisateurs de la technologie de l’information se trouvent donc devant un large
éventail d’offres logicielles. Ces utilisateurs sont devenus de plus en plus exigeants et les
producteurs de logiciels ont commencé à offrir des logiciels de haute qualité et au moindre coût.
Pour l’acquisition d’un produit, l’utilisateur a à sa disposition toute une panoplie de tests,
comparaisons, avis et autres. Les produits de grande diffusion, les revues, induisent très
certainement un besoin implicite de qualité fortement influencé par les dernières publications des
grands éditeurs.
Pour satisfaire ce besoin implicite de qualité, il est primordial de mettre en place une stratégie
d’évaluation et de mesure.
Les premiers travaux liés à la mesure de la qualité des logiciels remontent à 1974/1977; ils sont
l’oeuvre de McCall, Boehm et al j6], [29].
McCall a défini un modèle basé sur la mise en concordance de caractéristiques internes’ et de
caractéristiques externes2 d’un logiciel. Les facteurs sont des caractéristiques externes telles que
la sûreté, l’efficacité, la commodité, la maintenabilité, la portabilité, la fiabilité, etc. autant de
termes d’exigence formulée par la demande. Chaque facteur identifié peut être caractérisé par sa
fréquence d’approbation et sa netteté à le distinguer. Les critères sont des caractéristiques internes
telles que la tolérance aux erreurs, la normalisation, la standardisation, les contrôles. Ils ont une
influence sur un ou plusieurs de ces facteurs [77].
L’objectif de notre recherche est de prouver l’existence de liens causaux entre les mesures
internes et certains facteurs de la qualité pour éviter les risques qui peuvent nuire à ces facteurs et
produire des logiciels de bonne qualité. Notre méthodologie se basera sur l’utilisation des
historiques de mesures de produits déjà développés et sur les réseaux Bayésiens, l’une des
techniques de l’intelligence artificielle.
Les facteurs de mesure de qualité que nous allons traités sont
• Degré de réutilisation de classes C++,
• Propension des classes C++ à engendrer des erreurs,
• Effort pour la correction de composants ADA.
1-1-1 Degré de réutilisation de classes C++
La réutilisation permet la conception de nouveaux composants à partir de composants déjà
existants par la duplication ou la réadaptation. L’approche orientée objet permet la réutilisation de
composants existants (classes, méthodes, objets). Un développeur a tendance à reproduire la
même erreur via le mécanisme de la réutilisabilité.
Certains attributs internes peuvent être d’excellents indicateurs de la réutilisabilité. Dans notre
recherche, nous allons vérifier trois hypothèses sur l’existence de lien causal entre le couplage, la
complexité et l’héritage d’une part, et le facteur réutilisabilité de classes d’autre part.
1 La qualité interne du produit, essentiellement liée au processus.
2 La qualité visible du produit, l’utilisateur peut la constater.
31-1-2 Propension des classes C++ à engendrer des erreurs
Dans un environnement de développement utilisant le paradigme orienté objet, une erreur peut
facilement se propager et nuire à la qualité du produit final si le composant qui contient l’erreur
est utilisé pour bâtir d’autres composants (par le biais de l’héritage par exemple). Un produit
exempt d’erreur réduira sans doute l’effort de correction et de maintenance. Trois hypothèses
impliquant des liens entre le couplage, la cohésion et l’héritage avec la propension à engendrer
des erreurs seront vérifiées.
1-l-3 Effort pour la correction de composants ADA
La maintenance corrective ou adaptative demande des efforts importants durant le cycle de vie du
logiciel. La maintenance corrective concerne la correction des erreurs alors que la maintenance
adaptative concerne la modification d’un logiciel en réponse à un changement intervenu dans son
environnement logiciel ou matériel.
La phase de maintenance consomme beaucoup de ressources et de temps. Par conséquent, elle
engendre des coûts très élevés. Un logiciel doit être facilement maintenable. En réalité, l’effort à
déployer pour corriger un composant logiciel est difficile à estimer.
Dans notre recherche, nous allons uti]iser des mesures de composants écris en langage ADA pour
vérifier une hypothèse portant sur l’influence de mesure d’attributs internes sur l’effort à déployer
pour l’isolation et la correction des erreurs.
1-2 Travaux reliés
On cite un ensemble de travaux qui ont tenté d’établir des liens entre les mesures internes
et les attributs de qualité précités dans la section 1.1
Gianluigi Caldiera et Victor R. Basili [72J dans leur article “Identifying and qualifying reusable
software components”, révèlent que l’application des mesures de logiciels permet
l’automatisation de l’extraction de composants réutilisables à partir de systèmes existants et
contribue ainsi à la réduction du code que les experts devraient analyser. On retrouve aussi des
4études de cas qui montrent que les techniques expérimentales contribuent à la réduction de la
quantité de code à évaluer pour identifier les composants réutilisables. Alors que dans t73], Pnce
et al ont présenté une technique pour l’analyse et la mesure de la réutilisabilité de la conception
orientée objet. Ils affirment que les mesures peuvent être incorporées dans l’environnement de
conception et de développement. Dans j74J, L. Etzkom et C. G. Davis affimient que la
réutilisabilité ne constitue pas le grand souci lors de la conception de la majorité des systèmes
orientés objet. Ils ajoutent aussi le fait que les commentaires et identificateurs reflétaient mieux
les concepts humains que les algorithmes; d’où l’utilité d’outils basés sur la compréhension
sémantique du code pour améliorer la réutilisabilité.
Dans 1701, Basili et al ont aussi étudié la réutilisation de composants logiciels. Ils ont construit
des modèles prédictifs des coûts de la maintenance à partir d’informations collectée sur les
activités de la maintenance corrective pour la ‘Generalized Support Software Reuse Asset
Library’ de la NASA, ce qui leur a permis de remarquer que les mesures de certains attributs
internes permettent de prédire les efforts de la maintenance.
Dans 1541, Briand, Devanbu et Melo ont publié l’article “An Investigation into Coupling
Measures for C++” dans lequel ils ont défini un ensemble de métriques de couplage de systèmes
orientés objet au niveau conception. Ils ont proposé 24 métriques de couplage validées
empiriquement en analysant la relation de cause à effet avec la probabilité de détection d’erreurs
dans les classes. Ces métriques ont été reprises dans notre étude. Et dans [75J, H. Lounis, H. A.
Sahraoui et W. Melo ont considéré dans l’article “Vers un modèle de prédiction de la qualité du
logiciel pour les systèmes à objets” qu’un produit logiciel est modulaire si ses composants
présentent un haut degré de cohésion et un faible degré de couplage. Les mesures de couplage
entre classes permettent la compréhension du lien existant entre le couplage des classes et les
attributs de qualité. La validation de cette hypothèse a été faite en utilisant une méthode
statistique et une technique d’apprentissage symbolique. Ils ont donc réaffirmé que la modularité
est un critère important de la qualité du logiciel.
Dans 1761, M. Almeida, H. Lounis et W. L. Melo ont présenté dans leur article “An Investigation
on the Use of Machine Leamed Models for Estimating Software Correctability” une étude
empirique qui a pour but de démontrer les capacités des algorithmes d’apprentissage automatique
pour évaluer le coût de la maintenance corrective de composants logiciels défaillants.
5Cette liste de travaux souligne l’importance des mesures dans le domaine du génie logiciel pour
l’estimation des coûts durant le cycle de vie du produit logiciel. Notre étude vise à identifier les
mesures d’attributs internes pertinentes influençant les attributs de qualité suivants: la propension
à engendrer des erreurs, la réutilisabilité et la maintenabilité. L’établissement des ces relations
serviront à l’augmentation de la réutilisation des composants logiciels, la diminution des coûts de
la maintenance, la prédiction des erreurs et le gain en terme de temps durant le processus de
développement et maintenance.
L’une des difficultés majeures dans cette étude est le manque de données. Les systèmes à
analyser ne sont pas disponibles, et les prélèvements de mesures tout au long du cycle de
développement des logiciels sont absents. En effet, la plupart des entreprises ne font pas de suivi
de leurs projets informatiques.
1-3 Organisation du mémoire
Le chapitre 2 vise à introduire le génie logiciel et à définir ses objectifs ainsi que l’approche
orientée objet: ses origines, propriétés et les méthodes de développement mises au point sans
oublier de vanter les mérites de la programmation orientée objet qui est d’une grande valeur pour
le développement des logiciels. Nous abordons aussi la maintenance des logiciels et les différents
types de maintenance. Nous présentons également la qualité du produit logiciel incluant les
différentes perceptions de la qualité dépendamment de chacun des intervenants. Les facteurs de
qualité et les métriques y sont aussi définis.
Le chapitre 3 traite des techniques d’apprentissage automatique utilisées pour l’estimation de la
qualité de logiciel. En premier lieu, on y présente les techniques d’apprentissages les plus
utilisées en nous attardant principalement sur la technique des réseaux Bayésiens utilisée dans
notre recherche. Nous exposons également les multiples domaines d’application des réseaux
Bayésiens. Puis nous présentons les points forts et limites de cette technique. Enfin, nous
proposons une comparaison des réseaux Bayésiens et des autres techniques de modélisation telle
que les réseaux neuronaux, les arbres de décision et les systèmes experts.
6Le chapitre 4 est consacré à la présentation des hypothèses utilisées dans notre recherche. Nous
nous basons sur un ensemble de mesures prélevées sur des logiciels orienté objet pour valider les
différentes hypothèses. Ce qui nous permettra d’étudier l’existence de liens causaux entre des
attributs internes de ces logiciels et des facteurs de qualité tels que: la réutilisabilité, la
propension à engendrer des erreurs et la maintenabilité.
La motivation du chapitre 5 est de valider les hypothèses énoncées dans le chapitre précédent.
Nous allons d’abord présenter l’outil retenu pour l’extraction des connaissances sous forme de
réseaux Bayésiens ainsi que notre méthodologie de travail. Ensuite, les résultats de nos
expériences d’estimation des facteurs ci-dessus seront détaillés. Enfin, une comparaison avec les
résultats des autres techniques d’IA sera présentée.
Finalement, le chapitre 6 présente certaines conclusions ainsi que les perspectives de ce travail.
7Chapitre 2 - Génie logiciel et approche orientée objets
2-1 Génie logiciel
2-1-1 Définition
Le terme ‘génie logiciel” a été introduit en 1968 : Il s’agissait de reconnaître le fait que les
principes du génie peuvent s’appliquer au développement de logiciel [101.
Il est composé de 2 mots, génie et logiciel, définit respectivement comme suit:
La notion de génie.
D’après le Petit Robert, ce mot désigne les connaissances et techniques de l’ingénieur. Ce terme
est donc synonyme de science de l’ingénieur (engineering) qui peut être définie comme
l’application des sciences et mathématiques par laquelle les propriétés de la matière et les sources
d’énergie de la nature sont rendues utiles à l’homme dans des constructions, machines, produits,
systèmes et procédés.
La notion de logiciel:
L’organisation internationale de normalisation ou ISO, a défini en 1981, le logiciel (software)
comme un ensemble de programmes, de procédures, de règles et de la documentation nécessaire
au fonctionnement d’un système informatique. Il est opposé au terme matériel (hardware).
Traduction de l’anglais software.
Ce qui nous amène aux définitions suivantes du génie logiciel
• Le génie logiciel est l’art de spécifier, de concevoir, de réaliser et de faire évoluer, avec des
moyens et dans des délais raisonnables, des programmes, des documentations et des
procédures de qualité en vue d’utiliser un ordinateur pour résoudre certains problèmes[281.
• Techniquement, le génie logiciel représente un ensemble de procédures, méthodes, langages,
ateliers, imposés ou préconisés par les normes adaptés à l’environnement d’utilisation afin de
favoriser la production et la maintenance de composants logiciels de qualité t7].
$• C’est le processus visant la résolution de problèmes posés par un client, par le
développement systématique et l’évolution de systèmes logiciels de grande taille et de haute
qualité en respectant les contraintes de coûts, de temps et autres [8J.
2-1-2 Objectif du génie logiciel
L’objectif principal du génie logiciel n’est pas l’acquisition de nouvelles connaissances, mais
plutôt leur mise en application en optimisant le coût de développement du logiciel. L’importance
d’une approche méthodologique s’est révélée par la crise de l’industrie du logiciel à la fin des
années 70 qui consistait en
• L’augmentation des coûts de développement d’un logiciel. On trouve dans la littérature des
dépassements moyens du coût budgété prévu de 70%.
• Le non respect des délais : le délai de livraison d’un logiciel est rarement respecté. On trouve
dans la littérature des dépassements moyens du délai prévu de 50%.
• La qualité du logiciel: La qualité du logiciel livré est souvent déficiente. Le produit ne
satisfait pas les besoins de l’utilisateur; il consomme plus de ressources que prévu.
• La maintenance du logiciel: qui est souvent difficile, coûteuse et se trouve souvent à l’origine
de nouvelles erreurs. Mais en pratique, l’adaptation des logiciels est indispensable car leurs
environnements d’utilisation changent et les besoins des utilisateurs évoluent.
2-1-3 Cycle de développement logiciel
Le développement d’un logiciel se fait suivant un cycle appelé le cycle de vie du logiciel. Le
cycle de vie est généralement décomposé en phases comme suit:
• Phase d’analyse (fonctionnelle) puis de conception : Durant cette phase, il va y avoir
conjointement l’étude des données et des traitements à effectuer. C’est dans cette phase
en général que s’appliquent les techniques de modélisation. Il en découle la description
de l’architecture à créer et les programmes à écrire et la manière dont tout cela va être
intégré.
Spécification
• Conception
• Définition de l’architecture
9• Phase de réalisation et de programmation: consiste en l’écriture et tests des différents
programmes
• Algorithmique
• Codage
• Programmation
Contrôle de version
• Tests unitaires
• Optimisation de code
• Phase de livraison
• Intégration
Validation
• Documentation du logiciel
Ces phases sont échelonnées dans le temps. Une phase se termine par la remise d’un (ou
plusieurs) document(s) validé(s) conjointement par l’utilisateur et le développeur. Une phase de
développement se termine lorsque la revue de cette phase est faite. Une phase ne peut commencer
que lorsque la précédente est terminée. À la fin de chaque phase, l’utilisateur et le développeur
sont d’accord. La décomposition en phases de développement permet donc le suivi du projet par
l’utilisateur.
2-2 Approche orientée objets
2-2-1 Origines de la programmation objet
Les premières pierres du concept “objet” furent posées en 1965 par deux chercheurs norvégiens,
01e DahI et Kristen Nygaard, qui souhaitaient améliorer la capacité d’expression des langages
traditionnels afin d’exprimer des modèles de simulation avec plus d’efficacité. Ils proposent
l’unification des notions de procédures et de données grâce à un mécanisme d’abstraction qu’ils
nomment “classe d’objets” en se basant sur les travaux de Tony Hoare. Ils proposent notamment
les principes d’encapsulation, de classes et d’instances et de factorisation des propriétés des
classes en graphe d’héritage. Tous ces principes ont abouti au langage Simula-67. Le deuxième
promoteur de ce “mode de programmation” fut Alan Kay, qui introduisit l’idée de communication
par messages en proposant le langage SmallTalk (1976) Lii].
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2-2-2 Propriétés des approches objets et méthodes de
développement
Chaque méthode ou chaque langage est caractérisé par un certain nombre de briques de base qui
peuvent se combiner pour définir des entités de plus haut niveau. On parle de sous-programmes
pour les langages procéduraux (type Pascal, C), de fonctions pour les langages fonctionnels (type
Lisp) et de règles pour les langages déductifs (type Prolog). Une approche objet utilise comme
élément fondamental, des entités (les objets) qui représentent des abstractions d’objets du monde
réel.
Les propriétés partagées par toutes les approches objet sont:
L’encapsuÏation. le mécanisme consiste à regrouper en une même entité à la fois les
attributs (données) et les opérations (sous-programmes) associées, ce qui permet donc de
garantir l’intégrité des données contenues dans l’objet.
— L ‘indépendance temporelle: les objets sont définis par eux-mêmes de façon indépendante
de leur contexte. Le comportement d’un objet peut être défini, indépendamment du
contexte dans lequel il est appelé, ce qui facilite la maintenance et la réutilisabilité,
puisqu’un même objet fonctionnera de manière identique dans des contextes d’appel
différents.
— L ‘indépendance spatiale: tous les aspects relatifs à une même entité sont physiquement
dans le même module, ce qui facilite grandement l’identification d’un problème, puisque
la détermination de l’entité en cause détermine directement le module informatique
responsable.
Plusieurs méthodes de développement orientée objet ont été mises au point. Toutefois seules 3
méthodes ont véritablement émergé
— La méthode OMT de Rumbaugh 1121 :: Object Modeling Technique, cette méthode
intègre les éléments fondamentaux des concepts objet : les objets, les classes, les
associations, l’agrégation et l’héritage. Elle se décompose en quatre phases : l’analyse, la
conception du système, la conception des objets et l’implémentation de l’application dans
un langage de programmation choisi.
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— La méthode BOOCH’93 de Booch [13] : cette méthode fut définie à l’origine pour la
programmation en langage Ada, puis généralisée par la suite à d’autres langages. Cette
méthode de conception se décompose en quatre étapes: identifier les classes et les objets
à un niveau d’abstraction donné, identifier la sémantique de ces classes et de ces objets en
précisant pour chaque classe son interface, identifier les relations entre ces classes en
distinguant d’une part les aspects statiques, d’autre part les aspects dynamiques et
implémenter les classes et les objets.
—
La méthode 003E de Jacobson j14] : Object Oriented Software Engineering. Cette
méthode repose sur l’analyse des besoins usagers, elle est fondée sur un concept central
appelé “use cases” qui a inspiré par la suite le diagramme de cas d’utilisation d’UML.
Rumbaugh et Booch qui furent rejoints en 1995 par Jacobson ont uni leurs efforts à partir de 1994
pour mettre au point le langage de modélisation UML (Unified Modeling Language), ce qui a
permis la définition d’un langage standard en profitant des avantages des différentes méthodes.
2-2-3 Avantages de l’approche orientée objet
La programmation orientée objet est d’une grande valeur pour le développement des logiciels. En
effet, cette approche a les avantages suivants
• Accélération du développement de nouveaux programmes,
• Maintenabilité accrue des applications (baisse des coûts de la maintenance),
• Réutilisation des composants logiciels,
• Cohérence avec la vision que l’utilisateur a du système,
• Approche décentralisée faiblement procédurale (les objets communiquent en s’envoyant
des messages).
• Rend les logiciels plus compréhensibles ce qui diminue les risques d’erreur entre le
passage de la phase d’analyse à la phase programmation.
En gros, l’approche orientée objet permet de rendre les logiciels plus fiables. Elle accentue la
réutilisation, ajoute de la valeur et est censée améliorer la qualité des systèmes.
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2-3 La maintenance du logiciel
La maintenance du logiciel est l’ensemble des travaux effectués sur un logiciel après sa mise en
opération. La notion de maintenance va au-delà de la simple réparation ou changement des
composants défaillants du système. En effet, elle peut aller de la prédiction de défaillances
jusqu’à l’amélioration du système, en passant par la prévention des fautes. Cette activité débute à
la livraison du logiciel et s’achève à la fin de l’exploitation du système. Certaines tâches de
maintenance sont communes au développement logiciel. En effet, pour adapter ou perfectionner
un logiciel, il faut déterminer les nouvelles exigences, restructurer, générer du code et tester le
système. Généralement, lorsque ces tâches sont effectuées sur un système existant, elles relèvent
de la maintenance.
2-3-1 Types de maintenance du logiciel
Une fois le logiciel opérationnel, commence la phase de maintenance. Au niveau de la littérature,
on retrouve différents types de maintenance du logiciel
• Maintenance corrective: désigne les interventions nécessaires en vue de pallier une anomalie
de fonctionnement du logiciel découvert une fois le logiciel remis au client, dû à la non
conformité aux fonctionnalités décrites dans la documentation d’utilisation du logiciel, aux
erreurs de programmation et d’implémentation. Ces interventions permettent la détection et la
correction des erreurs résiduelles. Vu qu’on ne pourra jamais découvrir toutes les fautes lors
de la phase de test, ce type de maintenance est inévitable. Il ne constitue toutefois qu’environ
17% de l’effort total de maintenance [151.
• Maintenance adaptative: désigne les modifications à apporter au système de façon à tenir
compte du changement dans l’environnement (logiciel et matériel) qui évolue. Cela peut
concerner l’adaptation d’un logiciel à une nouvelle version d’un système d’exploitation, le
changement dans les règles et procédures, etc. La maintenance adaptative compte pour
environ 18% de l’effort total de maintenance [151.
• Iviaintenance peifective: permet d’ajouter et d’implémenter de nouvelles exigences qui
permettent d’améliorer les fonctionnalités du système, cela en réponse aux changements
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définis par l’utilisateur ou le concepteur. C’est la principale activité de la maintenance qui
constitue entre 60 et 70% de l’effort total de maintenance [15J.
2-4 Qualité du produit logiciel
Le but ultime du développement de logiciel est de développer des logiciels de qualité. Le terme
« qualité » est assez vague : en gros, il signifie que l’on cherche à développer un logiciel qui
correspond aux besoins d’un utilisateur de ce logiciel.
2-4-1 Qualité d’un logiciel
2-4-1-1 Définition de la qualité d’un logiciel
Selon la norme 150 le terme ‘qualité du logiciel’ est l’ensemble des traits et des caractéristiques
d’un produit logiciel portant sur son aptitude à satisfaire des besoins exprimés ou implicites.
C’est donc la conformité à des besoins fonctionnels et de performances explicités, à des standards
professionnels de développement explicitement documentés, à des caractéristiques implicites
attendues de tout logiciel développé.
On trouve dans la littérature de multiples définitions de la qualité. En voici quelques unes t
• Bell [16] définit la qualité par rapport à l’utilisateur final et au logiciel livré. Il précise qu’un
logiciel de qualité répond aux besoins des utilisateurs, est fiable et facile à maintenir.
• Norris [17J détaille un peu plus cette définition et note que les caractéristiques de qualité d’un
produit logiciel concernent la sécurité, l’adaptabilité, les performances, la capacité
fonctionnelle, la fiabilité, et la facilité d’utilisation.
• Arthur [1$] refuse le caractère trop limité d’une définition portant exclusivement sur le
logiciel livré. En conservant le point de vue du client et en se plaçant au niveau de l’offre
logicielle, il ajoute aux caractéristiques précédemment citées des contraintes de coûts et de
délais (aussi bas que possibles et conformes aux attentes des clients).
• Babey 1191 précise pour sa part que la qualité pour les développeurs consiste à proposer des
solutions logicielles respectant les exigences des utilisateurs tout en maîtrisant les délais et les
coûts de développement. Dans ce cas la qualité porte alors sur l’efficacité du processus de
développement.
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Maréchal [301 précise que la qualité vue par le chef d’une entreprise fournisseur se traduit en
termes de délai de production maîtrisé, d’insignifiance des défauts de conception, d’absence
de réclamation, etc. Les caractéristiques de qualité portent sur la satisfaction des clients et sur
le processus de développement.
2-4-1-2 Perception de la qualité
En général, lorsqu’on parle de qualité, il faut préciser la qualité « de quoi » (d’un produit, d’un
service, d’une activité de développement, etc.) et les besoins «de qui » (un utilisateur, un chef de
projet, etc.). La qualité du logiciel peut « être classée seloit un certain nombre de perspectives ou
de points de vue» [9]. Souvent, chaque intervenant développe sa propre perspective par rapport à
un produit logiciel. Les intervenants peuvent être soit des «utilisateurs», soit des «réalisateurs».
Toutefois, cette approche peut être trop restrictive dépendamrnent des besoins. Dans les faits,
l’environnement de travail est plus diversifié et exige une meilleure méthode pour décrire le
produit logiciel.
Plusieurs intervenants contribuent donc à la définition de la qualité de logiciel, chacun selon ses
intérêts et ses rôles dans le développement du produit logiciel. On distingue essentiellement [211
• Utilisateurs : Ceux qui utilisent le logiciel, en général, ils sont ceux qui interviennent le
moins durant le processus de réalisation. Leur taux de satisfaction déterniinera la mesure
dans laquelle l’investissement dans le projet était justifié. Chacun de ces intervenants
possède son propre point de vue sur la qualité du logiciel et ces différents points de vue
peuvent être conflictuels.
• Clients: Ceux qui financent pour le projet logiciel, ils sont souvent éloignés du quotidien
de mise en oeuvre et désirent la réussite du projet afin de justifier les dépenses encourues.
Ils évaluent la réussite du projet entre autre en fonction de la livraison du produit dans le
respect des délais et du budget.
• Développeurs : Ceux qui conçoivent le logiciel.
• Gestionnaires : Ceux qui supervisent la production du logiciel. Leur objectif est la
satisfaction des clients en leur livrant un produit qui répond à leur besoin en respectant
les contraintes de budget et de délais.
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Le schéma suivant résume la perception, de chacun de ces participants, de la qualité de logiciel
t21]:
- Facilité d’utilisation,
- Fiabilité et
- Utilité
Utilisateurs
Logiciel
Prooduits intérmédiaires
Développeurs
- facilité de conception, de
maintenance et réutilisation,
- Testabilité
- Délais,
- Coûts,
- Satisfaction des utilisateurs
Clients
[•
Offre
Qualité
Bénejïces
Gestionnaires
- Part de marché,
- Satisfaction du client,
- Peu coûteux à développer
Figure 1: Perception de la qualité du logiciel
La perception de la qualité est donc une volonté de mesurer, observer, contrôler, apprendre pour
améliorer le produit, le service, la façon de développer le produit, les délais, les coûts, etc.
2-4-2 Facteurs de qualité
James McCall a rédigé en 1977 un des premiers documents de discussion de l’industrie du
logiciel sur les facteurs de qualité du logiciel [61. Son modèle, nommé « modèle McCall », vise
surtout les réalisateurs et est utilisé durant le processus de réalisation. Le document
Characteristics oJSofiware QuaÏity [291 est une autre tentative de l’industrie de définir la qualité
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du logiciel. Il a fréquemment été utilisé comme document de référence et décrit plusieurs attributs
de la qualité du logiciel.
La norme ISO 9126 (ISO/IEC 9126:1991) décrit dans une liste, les six dimensions de la qualité
du logiciel. Cette norme d’évaluation de produit vise à éliminer toute confusion entre les
utilisateurs et les réalisateurs. Plus récemment, le Guide to the Sofiware Engineering Body of
Knowledge-SWEBOK (IEEE 2000) a adopté la norme 150 9126 pour la description du domaine
des connaissances en matière de qualité du logiciel.
Tous ces modèles traitent généralement les 3 niveaux suivants:
• Les facteurs qualité : perception de l’utilisateur et du client (point de vue externe)
• Les critères qualité: perception du développeur et du gestionnaire (point de vue
interne, technique)
• Les métriques: ce qui permet de mesurer un critère
Plusieurs facteurs et critères de la qualité ont été utilisés dans les modèles de la qualité, parmi eux
on trouve t61
• Conformité: aptitude d’un produit logiciel à remplir exactement ses fonctions, définies
par le cahier des charges et les spécifications.
• Efficacité : mesure l’aptitude d’un logiciel à minimiser la consommation des ressources
matérielles qu’il utilise (CPU, E/S, mémoire, etc.).
• Sécitrité: aptitude à surveiller, contrôler, interdire les accès non autorisés.
• Maniabilité: mesure l’aptitude à minimiser l’effort d’apprentissage de l’utilisation du
système.
• Maintenabiflté : mesure l’aptitude d’un logiciel à faciliter la localisation et la correction
d’erreurs résiduelles (il s’agit bien là de correction de défauts de non—conformité par
rapport aux spécifications et non de défauts provenant ULine mauvaise expression des
besoins).
• Testabilité: mesure l’aptitude d’un logiciel à faciliter la vérification de son comportement
par rapport à des critères de test et de recette.
• Adaptabilité mesure l’aptitude du logiciel à faciliter l’adenction de nouvelles
fonctionnalités ou la modification de fonctionnalités existantes (cet aspect couvre la
correction des défauts provenant d’une mauvaise expression des besoins).
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• Portabilité facilité avec laque]le un logiciel peut être transféré sous différents
environnements matériels et logiciels.
• Réutilisabilité aptitude d’un logiciel à être réutilisé, en tout ou en partie, dans de
nouvelles applications.
• Interopérabilité: mesure l’aptitude du logiciel à garantir l’ouverture du système à
d’autres systèmes.
• Intégrité : aptitude d’un logiciel à protéger son code et ses données contre des accès non
autorisés et malveillants.
• Utilisabilité : facilité d’apprentissage, d’utilisation, de préparation des données,
d’interprétation des erreurs et de rattrapage en cas d’erreur d’utilisation.
• fiabilité: aptitude d’un produit logiciel à fonctionner dans des conditions anormales sans
pannes.
• Extensibilité : facilité avec laquelle un logiciel se prête à une modification ou à une
extension des fonctions qui lui sont demandées.
• Compatibilité: facilité avec laquelle un logiciel peut être combiné avec d’autres logiciels.
• Correction mesure le degré de conformité par rapport aux spécifications.
• Couplabilité: mesure l’aptitude d’un logiciel à être intégré dans un ensemble plus vaste.
Certains attributs sont liés à l’exécution (point de vue de l’utilisateur) et d’autres, à la réalisation
(point de vue du réalisateur). Nous allons nous limiter dans notre recherche à la maintenabihté, la
réutilisabilité et la propension à engendrer les erreurs.
La mnaintenabilité
La définition ISO de la maintenabilité se concentre sur « l’effort nécessaire pour faire des
modifications données » 126]. Cette caractéristique intéressera plus particulièrement le client
lorsqu’il s’agira d’une mise à jour ou d’une nouvelle version d’un logiciel.
La maintenabilité est aussi la facilité avec laquelle
• Un logiciel peut être corrigé en cas d’erreurs,
• Il peut être modifié pour satisfaire de nouveaux besoins.
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La réutilisabilité t
La réutilisabilité est la facilité avec laquelle on peut réutiliser une partie ou tout le logiciel dans la
réalisation d’un nouveau logiciel. Cet attribut est à la base de la réussite du développement
orienté objet. Elle envisage une diminution des coûts et de la durée de réalisation en profitant des
expériences antérieures.
La réutilisabilité peut se faire en partageant des classes d’objets, en exploitant le concept
d’héritage ou en dupliquant le code existant par exemple.
La propension à engendrer des erreurs t
Durant la phase de développement de logiciel orienté objet, développement de classes C++ dans
notre projet, un ou plusieurs composants logiciels peuvent contenir des erreurs, et vu qu’ils
constituent des bases pour le développement d’autres composants en utilisant le concept
d’héritage, il y’a risque de propagation de l’erreur sur toutes les autres composantes logiciels.
2-5 Métriques
Afin de mesurer la qualité du logiciel, des métriques sont associées aux facteurs de la qualité.
Nous allons présenter brièvement le processus de mesure, puis les pnncipales métriques que nous
allons utiliser dans notre recherche. Ces métriques permettent de mesurer différents aspects de
l’héritage, de la cohésion et du couplage pour une application orientée objet.
2-5-1 Définition
Les métriques représentent une échelle quantitative et une méthode, qui peuvent être employées
pour déterminer la valeur que prend une propriété pour un produit logiciel spécifique.
Avant d’être utilisée, une métrique suit le processus de mesure, qui débute par la création de la
méthode de mesure et se termine par son utilisation tel qu’illustré : [25]
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— Etapel: Ï
d Etape2: Etape3: Etape4:
la méthode de Application de Obtention des Exploitation
mesure [J la méthode résultats des resultats
Figure 2 : Processus de mesure
2-5-2 Différents types de métriques
Plusieurs classifications des métriques peuvent être utilisées. Elles peuvent se faire par 1781
Métriques de produit
Les métriques concernant le logiciel sont celles du produit. Elles décrivent une propriété du
logiciel. Exemples: nombre de fonctions, d’opérateurs par fonction, complexité cyclomatique,
etc.
Métriques de processus
Elles décrivent une propriété du processus relatif au logiciel (développement, maintenance, tests,
etc.). Exemples : effort de développement, productivité,etc.
Métriques du code
• lignes de code, nombres d’opérandes, d’opérateurs, etc.
• complexité cyclomatique
taux de commentaires
Métriques de ta spécification (conception)
• cohésion et couplage des modules
• taille et fréquence de communication de données entre les différents modules
Métriques du processus de gestion
• mesure de la capacité à estimer
• mesures liées à la documentation (taille, modularité,
...)
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Métriques dti processus qualité
nombres de revues, d’inspections, etc.
Dans le cadre de ce travail, on traitera des métriques de produit, de code et de spécification.
2-5-3 Exemples de métriques
2-5-3-1 Terminologie
L’objet de cette section est de présenter des mesures orientées objets qui seront utilisées pour
réaliser nos expérimentations. Nous avons utilisé la terminologie utilisée dans j27].
Relations d ‘héritage:
Soit un système orienté objet constitué d’un ensemble de classes noté C. On définit les relations
d’héritage pour chaque classe c e C par:
• Farents(c) i C : l’ensemble des classes parents de la classe c
• Children(c) cz C : l’ensemble des classes enfants de la classe c
• Ancestors(c) c C : l’ensemble des classes ancêtres de la classe c
• Descendants(c) Œ C : l’ensemble de classes descendantes de C
Une classe c peut déclarer une classe d comme ami si d peut accéder aux éléments non publics de
e, d’où:
• friends(c) C : l’ensemble des classes amis de la classe c
• Fi-iends’(c) ci C : l’ensemble des classes qui déclarent la classe c comme ami
• Others(c) ci C : l’ensemble des autres classes de la classe c
Sachant que:
• Others(c) = C \ (Aiicestors(c) Descendants(c) u friends(c) u friends’(c) u {c})
Méthodes:
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Une classe c a un ensemble de méthodes M(c). Une méthode peut être virtuelle ou non virtuelle,
héritée, surchargée ou nouvellement définie. Ainsi, M(c) peut être décomposée en un ensemble de
méthodes déclarées et un ensemble de méthodes implémentées dans c. Pour chaque classe c E C
soit
• MD(c) : ]‘ensemble des méthodes déclarées dec
• M, (c) : l’ensemble des méthodes implémentées de c
Tel que: M(c) =MD(c)UMJ(c) et MD(c)nMf(c) =
En plus, pour chaque classe c E C soit:
• MINH (c) ci M(c) : l’ensemble des méthodes héritées de la classe c
• Mo.R (c) ci M(c) : l’ensemble des méthodes surchargées de la classe c
• MNEJV (c) ci M(c) : l’ensemble des méthodes nouvelles, non héritées et non surchargées
de la classe c,
Tel que : M(c) M,NH (e) u Mo,R (e) u MNE,v (c)
• Mplb (c) ci M(c) : représente l’ensemble des méthodes publiques
• M,,,,,1 (e) ci M(c) : représente l’ensemble des méthodes non publiques
• M(c)
= ‘Pub (c) u M,ipub
Attributs:
Une classe a des attributs hérités ou nouvellement déclarés. Pour chaque classe e E C, soit A(c)
l’ensemble des attributs de la classe c
• A(c)=AD(c)uAJ(c)où
o AD(c) : l’ensemble des attributs déclarés dans la classe c
o A, (c) : l’ensemble des attributs implémentés dans la classe e
Les méthodes référencent les attributs, soit:
• AR(m) : l’ensemble des attributs référencés par la méthode m, tel que in E M(c)
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nouvelles caractéristiques et plus il est probable qu’elle réutilise des méthodes héritées et moins
elle est générique.
to si parents(c) = O
DIT(c)=
+ max {DIT(c’) : c’ e Pareitts(c) }, sinon
— AID, Average Inheritance DeptÏi ofa class:
Le AD d’une classe sans ancêtres est zéro. Pour toutes les autres classes, AID d’une classe est le
AID moyen de ses classes parents, incrémenté de 1
O si parents (e ) = O
AID (e) = (1 + AID (c’))
C E Parents ( ç sinon
Parents ( e )
CLD, Class-to-LeafDeptÏi:
Le nombre maximum de niveaux dans la hiérarchie en dessous de la classe mesurée:
to si Descendants(c) = O
C’LD(c)=
tmax{DIT(c’) — DIT(c) : ce Desceitdants(c)}, sinon
—
NOC, Number 0f Chiidren:
Le nombre de sous classes immédiates subordonnées à une classe dans la hiérarchie des classes
(le nombre de classes qui héritent directement d’une classe donnée). Une valeur modérée du NOC
indique la portée de réutilisation, des valeurs plus grandes peuvent indiquer une abstraction non
appropriée dans la conception. Des classes avec un grand nombre d’enfants demandent beaucoup
de services génériques à tous les enfants dans des contextes vanés et doivent être plus flexibIes
c’est une contrainte qui peut introduire une grande complexité à la classe parent.
Plus le nombre d’enfants est élevé plus la réutilisation effective est importante, car
l’héritage est une forme de réutilisation.
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• Plus le nombre d’enfants est élevé, plus le risque d’une utilisation inadéquate du
mécanisme de l’héritage est grand. On pourra alors se trouver soit face à une mauvaise
abstraction pour la classe de base, soit face à un cas de mauvaise utilisation de l’héritage.
• Le nombre d’enfants donne une idée sur l’impact d’une classe sur la conception. Si une
classe a un nombre important d’enfants, elle pourra requérir d’avantage d’efforts de test.
NOC(c) = Children(c)
— NOP, Number OJFarents:
C’est le nombre de classes à partir desquelles une classe donnée hérite directement.
NOF(c) = ParenLc)
NOD, Niunber 0fDescendents.
C’est le nombre de classes qui héritent directement ou indirectement d’une classe (c-à-d ses
enfants, ses petits enfants et ainsi de suite).
NOD (c) = Descendant
— NOA, Number OfAncestors:
C’est le nombre de classes distinctes à partir desquelles une classe donnée hérite directement ou
indirectement. Si l’héritage multiple n’est pas supporté, cette mesure est confondue avec le DIT.
NOA(c) = Ancestors(c)
— NMO, Nu,nber ofMethods Overridden:
Le nombre de méthodes surchargées.
NMO(c) = jMQJ/R (c)
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— NML Nttnzber ofMethods Inherited:
Le nombre de méthodes héritées.
NMI(c)
= MJNH (c)
— NMA, Number oJMethods Added new methods:
Le nombre de nouvelles méthodes dans une classe, non héritée, non surchargées.
NMA(c) = MNEJJ, (c)
— SIX Specialization Index:
Index de specialization définit par la formule suivante:
SIX(c) = NMO(c).DIT(c)
2-5-3-3 Mesures de Cohésion
La cohésion représente le degré avec lequel les méthodes d’une classe interagissent. Une forte
cohésion indique une bonne cohérence. Une classe avec une faible cohésion entre ses éléments
indique une mauvaise conception. Les principales métriques de cohésion sont
— Lack ofCohesion in Methods (LCOM):
C’est le nombre de paires de méthodes disjointes qui n’utilisent pas des attributs en commun.
C’est la différence entre le nombre de paires de méthodes ne partageant aucune variable
d’instance et le nombre de paires de méthodes partageant une ou plusieurs variables d’instance.
LCOM est forcée à zéro pour toute valeur négative de celle-ci.
u°u.ts
—
!
‘O]
:s1oy
uows
‘(a)
t
‘j
ap
ztoiizptto
3
tos
(3,)’pl/
ut
A
O
=(t
u)
iV‘o]
siviws
spotn
sp
satid
p
iqmou
suwui
‘j
‘SUflWWOD
snquijup
uiji
unn
ssup
uflsupspo4w
p
saitd
p
aqtuou
wwoo
[oz]
1qwptq3
id
uwrniuiiugp
(D)J,\JxyJ
«j’voxi)
sj,otji
uîuolsat/o3fo
{
(
‘ut)pijjç3
‘iUA
(tut)
j4jÇ
3
tjQ
A
(z)’y
u(tut)YV
u(tut)fy
y
()3A
tuttut:[t;utiuj
}
=
sarSp
TUMflS
uoTBupp
siqnsvu(D)tNyJ
ainiuns
(YNoxI
(pjjiyJ)
spoqwptJ
ut
uoisat/o3Jo
v7—
ssso
p
uotduoo
p
sinijp
i
JfltA
UXdwOD
IflA
‘UoiflSd3UI1IAP
uuI
tj,40yj
{
(3)
‘V
(tut)JV
u
t
‘tu)f
y
y
(3)
3A
[
tu’
ttu}}
=(3)
iidstugp
sars
I
i
(3)
j[
=
‘PUu04D3JWUfl
un
(r
‘=
nb
p
‘rj
p
sjuuoo
susodwoD
p
atqwou
(D)tJ,41yJ
(von)
spotf,zaJ4r
tu
uolsat/o3fopv’j—
=
(3)
y
u
(Zttt)ry
u
(
t»jy
yut
tut
V
()
‘frlJ
3
itt’
1tt
{
iu’
ttu]}
=(a)
1JA/Q37
(‘plo3
spolpapr
tt?
u01s3t103J0
ïr—
9
27
— Lack ofCohesion in Methods (LCOM5,):
LCOM5(c) est définie initialement par Henderson [21J
li1 (c)
— A (c)
{m : ni e M1 (e) A a e AR(rn)
LCOM (c)=
M1(c)—1
— Cou, Lack 0f Cohesion in methods:
Cette métrique est une variation de LCOM5
{in : in e M1 (e) A a e AR(rn)}
OEA1 (r)Cohc) =
M1 (c) — A1 (c)
— Co, Connectivity:
Soient V, et E définie dans LCOM3, alors Co est définie comme suit:
Co(c) = 2
(Vj
—
l)(VJ —2)
— TCÇ light Ctass Cohesion:
Cette mesure reflète l’approche de Bieman et Kang [22] pour mesurer la cohésion. Elle est définie
comme étant les paires de méthodes publics qui sont connectées
cau(m1 ,in,)
=
U ARtm) [ U AR(m) n A1 (c) ome {n }s1!i1 (m1 ) nie {rn, }$IM (ni,
{[m1 ,in, 1:1711 ,m, e M1 (c) ‘“Piib (e) A in, A cau(,n1 ,rn, )}TCC(c) =
M1 (c) n M Pub (c)M1 (e) n Mp,b (c) — i)
2$
— LCC, Lose Class Cohesion:
LCC est similaire à TCC, à l’exception que LCC considère aussi les paires de méthodes
indirectement connectées
{m1 m]: m ,m, M, (c) n MPUb (c) A ni1 A cait (m1 ,m, )
LCC(c)= - -
M, (c) n MP,,b (c)M, (c) n M Pub (c) — i)
— ICFL Ii/onnationJlow based Cohesion:
La cohésion d’un ensemble de classes est la somme de la cohésion des classes dans l’ensemble.
Elle représente le nombre d’invocations des autres méthodes de même classe.
ICIJ(m) = + Par(m’))NPI(m,m’)
mEA! (C)LJAfEtC)
ICN= >ICHc(nz)
,uuM1 (e)
2-5-3-4 Mesures de couplage
Le couplage représente le degré d’indépendance entre deux classes [20J. Plus une classe est
couplée avec d’autres classes, plus elle est sensible aux changements effectués dans ces classes et
plus elle est susceptible d’avoir des erreurs. Cette classe est donc plus difficile à comprendre, à
modifier et à déboguer et par conséquent il est difficile de la maintenir.
Les métriques ci-dessous mesurent différentes facettes du couplage entre classes.
— CBO, Coupling Between Object classes:
Selon la définition de cette mesure proposée par Chidamber et Kemerer[20J, CBO est le nombre
de classes avec lesquelles une classe est couplée. Deux classes A et B sont couplées l’une à
l’autre, si les méthodes de la classe A utilisent les méthodes ou attributs de la classe B ou vice
versa.
29
Un fort couplage indique une faible encapsulation des classes et peut nuire à la réutilisation. Vu
l’échange entre les classes, un fort couplage introduit plus d’erreur. Plus le CBO est faible pour
une classe, plus cette classe est facilement réutilisable.
CBO(c) = e C \ {c}: uses(c, d) y uses(d, c)
— CBO’, Coupling Between Object classes:
À la différence de CBO, cette mesure ne prend pas en considération le couplage entre les classes
reliées par l’intermédiaire de l’héritage.
CBO’(c) = e C \ {{c} u Ancestors(c)}: uses(c, d) y uses(d, c)}1
— RFC, Response For a CÏass:
C’est le nombre de méthodes d’une classe plus le nombre de méthodes invoquées dans cette
classe. Cette mesure reflète le niveau de communication potentiel entre une classe et les autres
classes. Plus une classe a un RFC élevé, plus elle est difficile à comprendre et plus l’effort de
testabilité et de déboguage est grand. RFC sert à évaluer la testabilité, plus une classe invoque des
méthodes de diverses origines, plus elle est compliquée à comprendre; évaluer la complexité, plus
une classe invoque des méthodes, plus elle est complexe; et à évaluer l’effort de test vu que plus
une classe est complexe, plus l’effort de test sera important.
—
RFC’, Response For u Ctass:
C’est le nombre de méthodes qui peuvent être possiblement invoquées en réponse à un message
envoyé à une classe c, incluant le nombre de ses méthodes, les méthodes invoquées par les
méthodes de celle-ci et ainsi de suite.
RFC’(c) = RFCa (c)
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RFCa (c), Response for a CÏass:
Pour un niveau ‘ spécifié:
RfCa (e)
= Û R1 (e) , R0 (e) = M(e) et R11 (c) = U PIM (m)
1=0 ,nRjc)
— MPC, Message Fassing Coïtpling:
Cette métrique a été définie originalement par Li et Henry t24]. C’est le nombre d’invocations de
méthodes dans une classe.
MPC(c)= NSI(m,m’)
,,,AJ1 (c) nzES1M(,n)Ai, (c)
— DAC, Data Abstraction Coupling:
Cette métrique est définie à l’origine par Li et Henry [241. C’est le nombre d’attributs et de
paramètres qui sont instances d’une autre classe. DAC permet d’évaluer le couplage interne d’une
classe avec d’autres classes.
DAC(c)= >.ACA(e,d)
dEC,dc
— DAC ‘,Data Abstraction CottpÏing.
C’est le nombre de différentes classes qui sont utilisées comme type pour un attribut.
DAC’(e) = (ACA(e,d) > 0)
de C.dc
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— OcAEc, Others C’Ïass-Attribute Export Coupling:
C’est le nombre de classes avec lesquelles une classe a un couplage de type Export, autres que les
super-classes ou sous-classes.
OCAEC(c) = ACA(d,c)
deO!hers(c)
IFCMIC, Inverse Friend Ctass-Method hnport CoupÏing:
C’est le nombre d’interactions classe-methodes entre une classe et les classes avec lesquelles elle
est amie.
IFCMIC(c) = >ACM(c,d)
fIE friends ‘(c)
— A CMIC, A ncestors Class-Method iinport cotpliiig.
C’est le nombre de classes parentes avec lesquelles une classe a un couplage de type Import.
ACMIC(c)= ACM(c,d)
dEAnccs!ors(c)
— OCMIC, Others Class-Method Import CoupÏing:
C’est le nombre de classes avec lesquelles une classe a un couplage de type Import, autres que les
super-classes ou sous-classes.
OCMIC(c) = ACM(c,d)
deOtl,eis(c)
— FCMEC, Friends Cïass-MetÏzod Export Coupling:
C’est le nombre de classes amies avec lesquelles une classe a un couplage de type Export.
FCMEC(c) = ACM(c,cl)
defriends(c)
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— DCMEC, Descendants Class-Method export coupling:
C’est le nombre de sous-classes avec lesquelles une classe a un couplage de type Export.
DCMEC(c) = ACM(c,d)
dEDescendants( c)
— OCMEC, Oth ers Ctass-Method Export CoupÏing 1
C’est le nombre de classes avec lesquelles une classe a un couplage de type Export, autres que les
super-classes ou sous-classes.
OCMEC(c) = ACM(d,c)
deOihers(c)
— IfMMIC, Inverse friend Method-Method hnport Coupling 1
C’est le nombre d’interactions méthodes-méthodes entre une classe et les classes avec lesquelles
elle est amie.
IFMMIC(c) = AMM(c,d)
dfrie,,ds’ (c)
— AMMIC, Ancestors MetÏiod-Method hnport Coupting I
C’est le nombre de classes parentes avec lesquelles une classe a un couplage de type Import.
AMMIC(c)= >ZAMM(c,d)
dAncestors( e)
— OMMIC, Oth ers Method-MetÏîod Iniport Cotcpling:
C’est le nombre de classes avec lesquelles une classe a un couplage de type Import, autres que les
super-classes ou sous-classes.
OMMIC(c) = AMM(c,d)
deOthers(c)
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— fMMEc, Friends Method-Method Export CoupÏing:
C’est le nombre de classes amies avec lesquelles une classe a un couplage de type Export.
fMMEC(c) = AMM(d,c)
deFriends(c)
—
DMMEc, Others Metlzod-Method Export CottpÏing:
C’est le nombre de classes avec lesquelles une classe a un couplage de type Export, autres que les
super-classes ou sous-classes.
DMMEC(c) = AMM(d,c)
de Descendants (r)
—
OMMEc, Others Method-Method Export Coupling:
C’est le nombre de classes avec lesquelles une classe a un couplage de type Export, autres que les
super-classes ou sous-classes.
OMMEC(c) AMM(d,c)
deOthers(c)
D’autres mesures utilisées dans nos expériences ont été proposées par Henderson 1311 qui les a
classifiées en deux catégories
1. Mesure interne de classe (class internai measure) il s’agit d’une mesure faite à l’interne de la
classe qui peut s’exprimer par le seul moyen d’entités appartenant au produit. Cette catégorie
évalue la taille d’une classe et sa complexité.
— NOM, Number 0f local MetÏiods:
Le nombre de méthodes localement définies dans une classe (hors méthodes héritées). II
indique l’incrément de l’interface apporté par cette classe. Plus NOM est élevée, plus une
classe est complexe.
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CIS, CÏass Inte,face Size:
Le nombre de méthodes publiques (globales) dans une classe.
NPM Nun ber 0fParameters Per Method:
La moyenne du nombre de paramètres par méthode dans une classe. Calculée en
sommant le nombre de paramètres de toutes les méthodes divisé par le nombre de
méthodes dans une classe.
— NOPM, Number ofPoty,noiphic Methods:
Le nombre de méthodes polymorphiques (y compris surchargées).
NAD, Number 0fAbstract Data Types.
Le nombre d’objets définis par l’utilisateur, utilisés comme attributs dans une classe.
— NRA, Number ofReference Attributes
Le nombre de pointeurs et références utilisées comme attributs dans une classe.
— NFA, I’hunber oJPziblic Attribittes:
Le nombre des attributs déclarés comme publics dans une classe.
2. Mesures au niveau système (system level metrics) : regroupe les mesures de classes internes
et externes.
— DSC, Systein Size in Classes.
Le nombre total de classes dans un système
—
N0J-L Number 0fHierarchies.
Le nombre d’hiérarchies de classes dans un système
— NIC, Number of Independent Classes:
Le nombre de classes (solitaires) qui ne sont pas héritées par d’autres classes.
— NSL Number ofSingle Inheritance:
Le nombre de classes ou sous-classes qui utilisent un simple héritage.
—
NML Nztmber ofMultple Inheritance:
Le nombre de classes qui utilisent un héritage multiple.
—
NLC, Number ofLeafClasses.•
Le nombre de classes feuilles dans les hiérarchies du système.
— ADI, Average Deptiz oflnheritance:
La profondeur moyenne de l’héritage de classes dans un système.
— A WL Average Width ofInheritazice:
Le nombre moyen de descendants par classe dans un système.
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— ANA, Average Nïtinber ofAncestors:
Le nombre moyen de classes à partir des quelles une classe hérite de l’information
— 01M, Nom ber oflnÏierited Methods:
Le nombre de méthodes qui sont utilisées dans la classe courante mais définies dans
des classes ancêtres.
2-5-3-5 Mesures de complexité de composants ADA
La maintenance corrective est l’étape qui consiste à réparer les erreurs qui restent toujours au
niveau du code contenant des erreurs de compilation et des erreurs conceptuelles quand les tests
ne sont pas concluants. Plus une erreur est rapidement localisée, moins va être le coût de sa
réparation. La recherche de modèles pour estimer ce type de maintenance est très intéressante
dans la vie d’un logiciel.
Pour les composantes ADA, voici la liste des mesures utilisées dans notre recherche
— Cyclomatic coinplexity : Développée en 1976 par Mc Cabe, elle fournit une mesure
quantitative de la complexité logique d’un logiciel, ce qui permet de mesurer le nombre
de chemin conditionnel d’un programme et de lui attribuer une valeur de complexité.
C’est le nombre de chemins indépendants dans un graphe de flux de contrôle (le nombre
de cas de tests à effectuer pour couvrir au moins une fois tous les énoncés).
— Statements t Le nombre d’instructions dans une méthode.
— Executable: Le nombre d’instructions exécutables dans la méthode.
— Dectarative: Le nombre de déclarations dans la méthode.
— Total source Zincs : Le nombre total des lignes incluant les lignes de code, les lignes de
commentaire et les lignes vides. Cette mesure consiste tout simplement à compter le
nombre de lignes du code (LOC). Signalons qu’il faut faire la distinction entre les lignes
commentées (CLOC) et les lignes non commentées (NLOC). La longueur totale d’un
programme LOC NLOC + CLOC. Le rapport CLOC/LOC indique le niveau de
commentaire du programme. Ces mesures ne donnent qu’une faible indication de la
complexité du programme.
— Ada language statements : Le nombre d’instructions Ada.
— Lines of code t Le nombre de lignes de code dans la méthode, incluant les lignes de code,
de commentaires et vides.
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— Maxi,nttnz statenient nesting depth : Représente la profondeur maximale des instructions
emboîtées pour la totalité des méthodes. La profondeur d’une instruction simple est de O.
Pour les instructions emboîtées, la valeur augmente de 1 pour chaque nouvelle
imbrication.
— Lines of coniinents : Le nombre de lignes de commentaires.
— Total statement nesting depth : La somme de la totalité des profondeurs.
— Inline cominents : Les commentaires qui apparaissent sur la même ligne que ce qu’ils
décrivent. Ils sont très utiles pour expliquer brièvement avec quelques informations les
particularités du code.
— Average statement nesting deptÏi : La moyenne des profondeurs des instructions
emboîtées.
— Blank unes : Le nombre de lignes vierges.
Halstead définit quatre mesures primitives : ni, n2, Ni, N2 en se basant sur la supposition qu’un
programme est constitué uniquement d’opérateurs et d’opérandes:
Number ofdistinct operators (‘ni) : nombre d’opérateurs distincts.
— Number ofdistinct operands (‘ii2,) : nombre d’opérandes distincts.
— Number ofoperators (Ni) : nombre total d’opérateurs utilisés.
— Nuniber ofoperands (N2 : nombre total d’opérandes utilisés.
2-6 Conclusion
Les métriques présentées dans ce chapitre seront utilisées pour vérifier principalement trois
hypothèses afin d’établir l’existence de lien causal entre des attributs internes et les facteurs de
qualité tel que la réutilisabilité, la maintenabilité et la propension à engendrer des erreurs.
39
Chapitre 3 — Réseaux Bayésiens et construction de
modèles prédictifs
Notre objectif dans ce chapitre est de présenter quelques techniques d’apprentissage automatique
utilisées pour l’estimation de la qualité de logiciel. Plusieurs travaux ont exploités ces techniques
dans ce sens. Citons à titre d’exemple les travaux de
• Boukadoum et al [2J ont utilisé l’apprentissage automatique et la logique floue pour la
prédiction de l’évolutivité de logiciel.
• Poter and Selby 131 : ont utilisé l’algorithme d’apprentissage 1D3 pour la construction
automatique d’un modèle de prédiction de la qualité de logiciel.
• Lynda Ait Mehedine [41 utilisant les arbres de décision pour l’estimation de
caractéristiques externes de qualité à partir de mesures d’attributs internes.
• Fethi Guerdelli t51 : utilisant la technique des réseaux de neurones pour l’estimation de la
qualité du produit logiciel.
Nous présenterons brièvement les techniques d’apprentissage les plus utilisés, et nous nous
attarderons principalement sur la technique des réseaux Bayésiens utilisée dans notre recherche.
3-1 Les algorithmes d’apprentissage
3-1-1 Les arbres de décision
Les arbres de décision sont essentiellement des systèmes de classification qui permettent de
prédire le résultat d’un nouvel événement en se basant sur des exemples passés. Le modèle est
construit à partir d’un ensemble d’exemples d’apprentissage et est représenté sous la forme d’un
arbre.
Un arbre de décision est défini comme un graphe orienté sans cycles dont les noeuds portent une
question, ou un test, les arcs des réponses, et les feuilles des conclusions, ou des classes
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terminales. C’est un arbre au sens informatique du terme où les noeuds non terminaux sont
associés à des questions et les réponses sont associées aux branches menant aux descendants d’un
noeud non terminal. Chaque noeud d’un arbre de décision contient un test et les feuilles ont les
valeurs ‘Oui’ ou ‘Non’. Le parcours d’un chemin à partir de la racine jusqu’à un noeud
correspond à une série de questions et réponses. La taille de l’arbre dépend généralement de
l’ordre dans lequel les attributs sont traités.
Les méthodes à base d’arbres de décision les plus importantes sont
• CART développée par Breiman et al. en 84 111. Cette méthode, développée par des
statisticiens, construit des arbres de décision binaires. Elle peut être étendue pour traiter
le cas d’attributs continus. Le critère de Gini est utilisé pour associer un test à un noeud.
L’élagage de l’arbre se fait par estimation de l’erreur réelle en utilisant un ensemble test.
La phase d’élagage peut être modifiée pour le cas d’échantillons de plus petite taille. On
utilise alors la validation croisée comme estimation de l’erreur réelle.
• 1D3 développée par Quinlan en 83, améliorée en 93 par une nouvelle version C4.5 [64J.
On ne se restreint pas à des attributs binaires. Le choix du test associé à un noeud se fait à
l’aide de la fonction Gain ou de la fonction GainRatio basées sur la fonction entropie. La
méthode peut prendre en compte le cas où les valeurs de certains attributs sont non
spécifiées. Elle prend également en compte le problème des attributs continus. On peut
choisir entre arbres et règles, l’élagage se fait sur l’arbre ou sur le système de règles et se
base sur une estimation de l’erreur réelle à partir de l’ensemble d’apprentissage.
• Signalons une dernière méthode basée sur le principe MDL (Minimum Description
Length) de Rissanen. Cette méthode a été développée par Quinlan et Rivest [65J. Elle
construit l’arbre de décision qui permet de coder de la façon la plus courte possible
l’échantillon (on code l’arbre et les exceptions). Cette méthode permet de faire des ponts
intéressants entre codages et probabilités et a des performances satisfaisantes.
3-1-1 Exemple d’arbre de décision
Voici un exemple d’arbre de décision tiré des notes de cours de Francois Denis et Rémi Gilleron
de l’université de Lille. Il s’agit d’une population constituée d’un ensemble de patients. Il y a
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deux classes : malade et bien portant. Les descriptions sont faites avec les deux attributs
Température qui est un attribut à valeurs décimales et gorge irritée qui est un attribut logique.
figure 3 : Exemple d’arbre de décision
Les arbres de décision présentent des avantages tels que la lisibilité du résultat (sous forme de
graphe, un arbre de décision est facile à interpréter), la prise en compte simultanée de variables
qualitatives et quantitatives (discrètes ou continues) ainsi que les valeurs manquantes et la
disponibilité des outils de fouille de données. Mais ils présentent aussi des désavantages, tels que
la sensibilité au nombre de classes (les performances tendent à se dégrader lorsque le nombre de
classes devient trop important) et l’évolutivité dans le temps (si les données évoluent avec le
temps, il est nécessaire de relancer une phase d’apprentissage sur l’échantillon complet).
3-1-2 La logique floue
La logique floue (fiizzy logic) 166] a été formalisée en 1965 par Lotfi Zadeh de l’Université de
Berkeley (Califomie). Il a éprouvé le besoin de formaliser la représentation et le traitement de
connaissances imprécises ou approximatives, afin de pouvoir traiter des systèmes de grande
complexité dans lesquels interviennent des facteurs humains.
La logique floue est une extension de la logique classique (booléenne). Les deux théories sont
identiques et ont les mêmes résultats lorsque les conditions limites (toute valeur est vraie ou
fausse) de la logique classique sont atteintes. De la même manière, la logique utilisée dans la
logique floue n ‘est pas floue : la logique est un édifice mathématique totalement cohérent
Malade
Malade Bien portant
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utilisant les mêmes règles que les mathématiques usuelles, seule l’axiomatique de base est
différente.
L’intérêt de la logique floue est dans sa capacité de simplification de la réalisation et l’utilisation
des applications informatiques vu qu’elle propose la formalisation des termes vagues, dans le but
de les rendre manipulables par les ordinateurs.
Les premiers travaux concernant la logique floue ont concerné les données imprécises. La
modélisation de l’imprécision se faisant au moyen de la théorie des sous-ensembles flous. La
notion d’incertitude a été formalisée plus tardivement par la théorie des possibilités.
Il est important de noter que la logique floue ne vient pas concurrencer d’autres techniques, mais
vient en complément de formalisation lorsqu’on doit faire face à l’imprécision ou l’incertitude.
On peut ainsi trouver:
• des réseaux de neurones utilisant la logique floue : les réseaux neuro-flous (fiizzy neuro
networks);
• la logique floue pour modéliser les données imprécises dans le cadre de l’inférence
Bayésienne (Jitz-y bayesian iifereiice)
• l’imprécision de mesures probabilistes (fit_j’probabiÏities).
La logique floue présente des avantages tels que la maîtrise de systèmes à comportement
complexe, la simplicité de sa mise en oeuvre, la disponibilité de solution logicielle et matérielle.
Mais elle présente aussi des désavantages tels que l’approche artisanale et non systématique,
la possibilité d’apparition de règles d’inférence contradictoires et l’absence de modèle
mathématique pour toutes les situations.
3-1-3 Les réseaux de neurones
Avant de donner la définition des réseaux de neurones, on va définir d’abord ce qu’est un
neurone:
3-1-3-1 Neurone
Un neurone est aussi appelé neurone formel pour le distinguer du neurone biologique. C’est une
fonction algébrique non linéaire, paramétrée, à valeurs bornées. de variables réelles appelées
‘f-)
entrées. Un neurone est une sorte d’automate qui se compose d’entrées, d’une sortie et d’une
fonction des entrées vers la sortie.
Figure 4 Neurone formel
X : représente le signal transmis par le neurone
W, : représente le poids d’une connexion
f: représente la fonction d’activation
y=f(x1,.. x :w1,.. .w) : représente la fonction des entrées vers la sortie.
3-1-3-2 Réseau de neurones
Le réseau de neurones est un outil qui sert à l’analyse statistique. C’est une fonction paramétrée
qui est la composition d’opérateurs mathématiques simples appelés neurones reliés ente eux par
des connexions, ce qui leur permet l’échange dinformation en provenance d’autres neurones du
réseau. Ils ont une grande capacité de stockage de la connaissance ce qui permet la construction
de modèles de comportement partir des exemples qu’on lui soumet.
C’est le renforcement ou l’affaiblissement de certaines connexions qui adapte la “structure” du
réseau pour donner des réponses différentes. Chaque neurone est paramétrable et afin d’obtenir
un réseau intéressant, on modifie ces paramètres pour adapter les calculs qu’ils effectuent. Tout
ceci permet de créer une caractéristique des réseaux de neurones qu’est l’apprentissage (et
l’oubli).
y=f(X1 : W1,, W)
Wn
Figure:
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On retrouve deux types d’apprentissage
• Apprentissage supen’isé 11 représente le mode d’apprentissage le plus courant. Il
consiste à évaluer les poids synaptiques (poids des connexions) qui minimisent l’erreur
globale sur une base d’apprentissage qui consiste en une série d’entrées au réseau
desquelles on connaît les sorties associées.
• Apprentissage non supervisé C’est un mode d’apprentissage moins intuitif qui
correspond au cas où il n’est pas possible d’avoir une base d’apprentissage. Dans ce cas,
on présente les entrées att réseau et on le laisse évoluer librement jusqu’à ce qu’il se
stabilise.
3-1-3-3 Étape de conception d’un réseau de neurones
Pour la construction d’un réseau de neurones, on retrouve quatre grandes étapes
• Choix des échantillons : C’est une étape cruciale qui détermine le type de réseati le plus
approprié pour la résolution du problème. Elle conditionne le type de réseau, le nombre
de neurones d’entrée, le nombre de neurones de sortie et la façon dont il faudra mener
l’apprentissage, les tests et la validation.
• Elaboration de la structure du réseau : Celle ci dépend étroitement du type des
échantillons. On choisi d’abord le type de réseau (Réseau de Hopfield, réseati de
Kohonen, etc). En général, il faut tester toutes les possibilités et choisir celle qui offre les
meilleurs résultats.
Figure 5 Réseau multicouches
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• Apprentissage : Cette phase consiste en le calcul des pondérations optimales des
différentes liaisons, en utilisant un échantillon. La méthode la plus utilisée est la rétro
propagation : On entre les valeurs des cellules d’entrée et en fonction de l’erreur obtenue
en sortie, les poids accordés aux pondérations sont corrigés. Ce cycle est répété jusqu’à ce
que la courbe d’erreurs du réseau soit croissante.
• Validation : Représente les tests auxquels on procède pour vérifier que le réseau réagit
bien une frns calculé. II existe plusieurs méthodes parmi elle la validation croisée. La
méthode la plus simple est de garder une partie de l’échantillon pour la validation.
3-1-3-4 Types des réseaux de neurones
• Les Perceptrons Multicouches: Ce sont des réseaux à apprentissage supervisé. Leur
structure est la suivante: une couche d’entrée, une couche de sortie et une ou plusieurs
couches cachées. Chaque neurone n’est relié qu’aux neurones des couches précédentes,
mais à tous les neurones de la couche précédente. La fonction d’activation utilisée est en
générale une somme pondérée.
• Les Réseaux de Kohonen: Ils se distinguent par l’absence de la variable à prédire, et
donc par l’inexistence de la couche sortie. Ils comportent deux couches
• Une couche d’entrée où chaque noeud représente une entrée
• Une couche cachée où les noeuds sont connectés uniquement aux noeuds d’entrée
et non entre eux.
Ils sont surtout utilisés dans les domaines de la robotique, l’analyse des données et les
diagnostics médicaux.
• Les Réseaux de Uopfield : Ce sont des réseaux récursifs, un peu plus complexes que les
perceptrons multicouches. Chaque cellule est connectée à toutes les autres et les
changements de valeurs de cellules s’enchaînent en cascade jusqu’à un état stable. Ces
réseaux sont bien adaptés à la reconnaissance de formes.
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3-2 Fondements des réseaux Bayésiens
Les réseaux Bayésiens constituent l’un des formalismes les plus complets et les plus cohérents
pour l’acquisition, la représentation et l’utilisation de la connaissance par des ordinateurs. Ils
doivent leur nom aux travaux de Thomas Bayes au I 8 siècle sur la théorie des probabilités. Ils
sont le résultat de recherches effectuées dans les années 80, dues à J. Pearl à UCLA et à une
équipe de recherche Danoise à l’université de Aalborg.
Les réseaux Bayésiens sont le résultat de la convergence de deux domaines de recherche, en
l’occurrence l’intelligence artificielle et les statistiques.
Du point de vue de l’intelligence artificielle, la construction d’un système expert nécessite la prise
en compte de l’incertitude dans le raisonnement. En effet, un expert humain est capable de porter
un jugement sur une situation même en l’absence de toutes les données nécessaires. Pour l’imiter,
le système expert doit être capable de raisonner sur des faits et des règles incertains. Dans ce
sens, les réseaux Bayésiens ainsi que d’autres méthodes permettent d’intégrer l’incertitude dans le
raisonnement. Les réseaux Bayésiens se distinguent par leur aspect quantitatif.
Du point de vue statistique, l’utilisation de réseaux Bayésiens permet d’extraire, à partir des
tableaux de mesures, une représentation graphique compacte, sans perte d’information. Le
statisticien peut l’utiliser pour raisonner, effectuer des interprétations et tirer des conclusions plus
facilement.
3-2-1 Représentation graphique de la causalité
3-2-1-1 Définition
Intuitivement, la figure suivante permet de schématiser l’influence d’un événement, d’un fait, ou
d’une variable (A) sur un événement, un fait, ou une variable (3) respectivement en les reliant
par une flèche orientée de A vers B.
C
C
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Ainsi:
S’il existe une relation causale de A vers B, tottte bformation sur A petit modifier la
connaissance que j ‘ai de 3, et, récproqueineitt, toitte i,ïfor,nation sur B petit modifier la
connaissance quej ‘ai de A. [32]
3-2-1-2 Circulation de l’information dans un graphe causal
À l’aide d’un exemple extrêmement classique dans la littérature sur les réseaux Bayésiens extrait
de [331, et repris dans [34], nous allons présenter la circulation de l’information dans un graphe
causal
Ce matin-là, alors que le temps est clair et sec, M. Holmes sort de sa maison, et s’aperçoit que la
pelouse de son jardin est humide. Il se demande alors s’il a plu pendant la nuit, ou s’il a
simplement oublié de débrancher son arroseur automatique. Il jette alors un coup d’oeil à la
pelouse de son voisin, M. Watson, et s’aperçoit qu’elle est également humide. Il en déduit alors
qu’il a probablement plu, et décide de partir au travail sans vérifier son arroseur automatique
Soient A, P, J et V des faits tels que
A : j ‘ai oublié de débrancher mon arroseur automatique
P : il a plu pendant cette nuit
J: l’herbe de mon jardin est humide
V : l’herbe du jardin de mon voisin est humide
La représentation graphique du modèle causal utilisé par M. Holmes est la suivante
0
Le raisonnement de M. Holmes se résume dans l’explication suivante des causalités
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0
S’il a plu pendant la nuit, l’herbe de mon jardin est
humide.
S’il a plu pendant la nuit, l’herbe du jardin de mon
voisin est également humide.
Si j’ai oublié de débrancher mon arroseur
automatique, l’herbe de mon jardin est humide.
Étant donné que l’information J est vraie, le modèle nous indique que J a du être causé soit par
A, soit par P. Les deux causes sont a priori plausibles (probables) par manque d’information
complémentaire.
La véracité de V renforce la croyance en P, quoique le voisin pourrait lui aussi avoir oublié de
débrancher son arroseur automatique. Dans cette première analyse, seulement le sens de
circulation Effet —* Cause a été considéré.
O
La connaissance de J renforce la croyance dans
l’une des deux causes A ou P
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La connaissance de Vaugrnente la croyance dans la
cause P. La cause A devient moins plausible
M. Holmes a donc déduit que son arroseur automatique était à l’arrêt à partir du fait que la
pelouse de son voisin était humide.
En général, pour expliquer la circulation de l’information dans un graphe causal, Patrick Naim
dans (32J a considéré les 3 cas suivants
X Z Y
Connexion convergente: X et Y causent Z.
X Z Y
Connexion en série : X cause Z, Z cause Y (ou le
cas symétrique).
X Z Y
Connexion divergente : Z cause X et Y.
Dans le tableau suivant [321, l’auteur a expliqué la circulation de l’information de X à Y et a
donné des exemples pour chacun des cas:
Graphe Propriété Exemple
/jÇ L’information ne peut X = tremblement de terre Y = voleur Z
circuler de X à Y que si Z alarme Le fait qu’il y ait eu un tremblement
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de terre dans le voisinage n’a aucun lien a
priori avec que le fait que ma maison ait
été cambriolée. En revanche, si mon alarme
s’est déclenchée, j’ai tendance à croire que
je viens d’être cambriolé. Si maintenant
j’apprends qu’il vient d’y avoir un
tremblement de terre dans le voisinage, je
suis rassuré sur l’éventualité d’un
cambriolage.
t___- L’information ne peut X = ensoleillement Y = récolte Z prix du
circuler de X à Y que si Z blé. Si la saison a été ensoleillée, la récolte
n’est pas connu, sera abondante. Si la récolte est abondante,
le prix du blé est bas. Si je sais déjà que la
récolte a été abondante, le fait de connaftre
l’ensoleillement ne m’apprend plus rien sur
le prix du blé.
L’information ne peut X la pelouse de mon jardin est humide Y
circuler de X à Y que si Z la pelouse de mon voisin est humide Z
n’est pas connu. il a plu cette nuit Si la pelouse de mon
jardin est humide (X), j’ai tendance à croire
qu’il a plu cette nuit (Z), et donc que la
pelouse de mon voisin sera aussi humide
(Y). Si en revanche je sais qu’il a plu cette
nuit (Z), je peux affirmer que la pelouse du
jardin de mon voisin sera humide (Y), et
l’information que je peux avoir sur l’état de
ma propre pelouse (X) n’y change rien.
est connu.
Tableau 1 : Circulation de l’information d’un noeud à un autre
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3-2-2 Notion de probabilité associée
L’assimilation de la plausibilité d’un fait à une probabilité mathématique permet d’exprimer ce
dernier quantitativement.
Reprenons l’exemple du graphe causal simple A cause B et supposons que la règle A ‘ B est
vraie. Pour formaliser cette proposition en termes de probabilités, considérons deux variables A et
B qui peuvent prendre toutes les deux les valeurs Vrai et faux.
Probabilités a priori t
Du fait que nous n’avons aucune information sur les événements A et 3, nous n’avons pas
attribué a priori une croyance plus forte à un événement plutôt qu’à son contraire
Evénement Probabilité Commentaire
A V 1/2 A priori, rien ne me permet de dire que A est plus
certain que . J’attTibue donc la probabilité 1/2 aux
A = f 1/2 deux événements
J’admets que la règle A i B est vraie, donc, si A
s’est réalisé, B l’est aussi.
Par contre, si A ne s’est pas réalisé, je ne peux rien dire
sur la réalisation de B.
Considérons tes événements A =V et A = f. Ils vérifient les conditions d’application du théorème
Probabilités conditionnelles
Pour connaître la valeur de P (A=V I B=F).
de Bayes, puisque:
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(AV) n (A=F)Ø
(A = V) U (A f) E
Le théorème de Bayes nous donne:
P(A= VIB=F)
= P(B=FA=V)*P(A=V)
P(B=FA=V)*P(A=V) + P(B=fA=f)*P(A=f)
Donc :P(AVIB=F)0
3-2-3 Les réseaux Bayésiens
3-2-3-1 Définition:
Un réseau Bayésien est défini comme suit:
• Une suite de variables notée V et une suite d’arcs entre les variables, notée E,
Chaque variable possède un nombre fini d’états exclusifs,
• Les variables et les arcs forment un graphe orienté acyclique (La définition des graphes
orientés acyclique est présentées dans l’Annexe A), noté G=(V,E),
• À chaque variable A avec ses parents B, 32 , B, est associée une probabilité
conditionnelle P(A I B1, B2 , Bu). Lorsque la variable ne possède pas de parent, la
dernière quantité devient une probabilité marginale P(A) [35]
En d’autres termes t36]
B (G, O) est un réseau Bayésien si G = (X, E) est un graphe acyclique dirigé dont les sommets
représentent un ensemble de variables aléatoires X
= { X , x, } , et si
= [F(x,/x )] est la matrice des probabilités conditionnelles du noeud i connaissant l’état
de ses parents Pa(X) dans G.
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Une hypothèse imposée par la théorie des réseaux Bayésiens est que pour chaque variables X,
l’ensemble de variables Pa(X) doit être tel que X est conditionnellement indépendant à X (J j)
sachant Pa(X) (noté X,IX, I (X,)).
Un réseau Bayésien B représente une distribution de probabilité sur X dont la loi jointe peut se
simplifier de la manière suivante
P (X1, X7,..., X,) fl P(X/X (V ))
3-2-3-2 Exemple de réseau Bayésien
Nous allons illustrer un exemple issu des travaux de Lauritzen et Spïegelhalter [37J; cité dans
plusieurs références sur les réseaux Bayésiens [34j, t381, et [39J ; il figure aussi dans la
présentation de plusieurs logiciels de calcul sur les réseaux Bayésiens (Netica
http://www.iioiUsvs.com/itetica.lit,,,!, Hugin : http://www. Itit dkl et B ayesia
http://www.bayesia.com) et il a pour domaine une base de connaissances médicales.
Énoncé de / ‘exemple:
La dyspnée (difficulté à respirer) peut être causée par une tuberculose, un cancer du poumon ou
une bronchite (ou par aucune ou plusieurs d’entre ces causes). Un passage récent en Asie
augmente les risques de tuberculose ; fumer est reconnu comme étant un facteur important de
risque pour le cancer du poumon ou la bronchite. Une radiographie des poumons ne permet pas
de différencier le cancer du poumon et la tuberculose, ni ne permet d’observer la présence ou non
d’une dyspnée.
Considérons le cas d’un spécialiste des maladies des poumons désirant modéliser sa connaissance
sur le diagnostic du cancer ou de la tuberculose afin de résoudre des situations telles que celle
d’un patient atteint de dyspnée, ayant séjourné en Asie, sans connaissance sur son passé de
fumeur, ni de radiographie des poumons. Le spécialiste voudrait pouvoir déterminer les
probabilités d’existence des 3 maladies connues ou encore connaître les causes après avoir donné
les valeurs observées qui sont les symptômes.
55
Choix des variables aléatoires.
fumer : Le patient consomme-t-il du tabac, qui prend les valeurs {Oui, Non .
V. en Asie : Le patient a-t-il visité l’Asie, qui prend les valeurs {Oui. Non).
Bronchite : Le patient a-t-il une bronchite, qui prend les valeurs {Présent, Absent}.
Cancer : Existence d’une tumeur au poumon, qui prend les valeurs {Présent, Absent}.
Tuber. : Le patient a-t-il la Tuberculose, qui prend les valeurs {Présent, Absent }
Dyspnée : Le patient a-t-il des difficultés respiratoires, qui prend les valeurs {Présent,
Absent}.
Radiologie : Résultat radiologique, qui prend les valeurs {Anormal, Normal}.
HjpotÏièses de modélisation.
• Les variables Fumer (consommation du tabac) et Visite en Asie sont les causes, supposées
indépendantes; elle constituent donc les racines du réseau Bayésien.
• Les variables Bronchite, Cancer et Tuberculose sont les maladies, influencées par Visite en
Asie pour la Tuberculose et consommation du tabac (fumer) pour le Cancer et la Bronchite.
• Les variables Dyspnée et Radiologie constituent les symptômes ; on suppose que la Dyspnée
est influencée par les 3 maladies, alors que la Radiologie est influencée par la Tuberculose et le
Cancer. De plus, on n’est pas capable d’isoler les influences du Cancer et de la Tuberculose sur
la Radiologie et sur la Dyspnée ; c’est pourquoi une nouvelle variable Tuber. ou Cancer
(Tuberculose ou Cancer) a été introduite, elle exprime la présence de l’une au moins
des maladies Cancer et Tuberculose.
Modélisation de la base de connaissances:
La base de connaissances peut être modélisée comme suit:
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Lois des probabilités des variables aléatoires:
Les lois dans ce cas de variables discrètes sont des tables de probabilités; pour les deux variables
sans parent (Fumer) et (V. en Asie) ce sont des probabilités absolues tandis que pour les autres
variables ce sont des tables de probabilités conditionnelles, conditionnellement aux parents.
Four (fumer)
P(Fumer = Oui) = 0.5.
• Foui- (V. en Asie,)
P(V.enAsie = Oui) 0.01.
• Pour (‘Bronchite)
P(Bronchite Présent/fumer = Oui) = 0.6
P(Bronchite Présent/Fumer Non) = 0.3
e Pour (Tuberculose,)
P(Tuber. = Présent/V.enAsie = Oui) = 0.05
Figure 6 : Réseau Bayésien pour diagnostiquer la dyspnée
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P(Tuber. PrésentN.enAsie Non) 0.01
Four (Cancer)
P(Cancer — Présent/Fumer
— Oui) — 0.1
P(Cancer Présent/Fumer Non) 0.01
Four (“Tuberculose ou Cancer
‘).
Tuber. Cancer Tuber. Ou Cancer vraie
Présent Présent 1
Présent Absent 1
Absent Présent 1
Absent Absent O
Tableau 2 : Loi de “Tuber. ou Cancer” conditionnellement à Tuber. et Cancer
Four (Radiologie):
Tuber. Ou Cancer Radiologie = Anormal
Vrai 0.9$
Faux 0.05
Tableau 3 : Loi de Radiologie conditionnellement à “Tuberculose ou Cancer”
Pour (Dyspnée):
Tuber. Ou Cancer Bronchite Dyspnée = Présent
Vrai Présent 0.9
Vrai Absent 0.7
Faux Présent 0.8
Faux Absent 0.1
Tableau 4 : Loi de conditionnellement à “Tuber. ou Cancer” et Bronchite
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3-2-3-3 Propriétés
Un Réseau Bayésien est caractérisé par une
Description qualitative des dépendances entre des variables (graphe causal) tel que
o Le graphe ne doit pas être cyclique
o On peut numéroter les variables (ordre topologique)
• Description quantitative de ces dépendances Probabilités conditionnelles-
Les réseaux Bayésiens possèdent de nombreuses appellations:
Système expert Bayésien, Système expert probabiliste, réseau de croyance, réseau causal,
etc.
• Belief network, Bayesian network, probabilistic independence networks.
3-3 Techniques de modélisation
3-3-1 Inférence
L’inférence dans un réseau Bayésien consiste à propager une ou plusieurs informations certaines
au sens du réseau, (c’est à dire les valeurs établies par certaines variables), pour en déduire
comment ceci intervient sur les probabilités d’évènements liés à d’autres variables.
Il existe plusieurs algorithmes d’inférence dans les réseaux Bayésiens. Ils sont classés en deux
groupes:
• Les méthodes d ‘inférence exactes qui exploitent les indépendances conditionnelles contenues
dans les réseaux et donnent à chaque inférence les probabilités a posteïiori exactes. Par
exemple l’algorithme Clustering effectue l’inférence en transformant le réseau en un arbre pour
lequel chaque noeud regroupe plusieurs noeuds du réseau initial.
• Les niéth odes approchées qui estiment les probabilités a posteriori. Pour ces méthodes, deux
exécutions d’une inférence peuvent donner des probabilités a posteriori différentes. Par
exemple les algorithmes d’échantillonnage stochastique qui estiment les probabilités en
effectuant plusieurs tirages dans l’ensemble des combinaisons possibles des états des variables
du réseau.
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3-3-2 Apprentissage
L’apprentissage d’un réseau Bayésien consiste à estimer les lois de probabilités conditionnelles
de chaque noeud du réseau (apprentissage des paramètres) et à trouver la meilleure structure du
graphe représentant le problème à résoudre (apprentissage de la structure).
Les techniques d’apprentissage peuvent se regrouper en deux grandes familles, selon la
disponibilité de données concernant le problème à traiter [321
Apprentissage automatique à partir d’une base de données (données complètes ou non), par
des approches statistiques ou Bayésiennes si la structure du réseau n’est pas fournie a priori
par un expert.
Acquisition de connaissance avec un expert du domaine.
La recherche scientifique dans le domaine des réseaux Bayésiens a permis l’élaboration
d’algorithmes «d’apprentissage» performants, capables d’estimer automatiquement les
paramètres des modèles et même d’élaborer leur structure à partir des connaissances ci priori et
des données disponibles. C’est en considérant que le nombre de modèles de causalités reliant un
certain nombre de variables est fini, même s’il est grand. qu’on peut finalement envisager de se
passer d’expert, et de construire un modèle uniquement à partir des données, en recherchant
simplement parmi tous les modèles possibles celui qui représente le mieux la réalité.
Dans ce qui suit, et vu la disponibilité des données expérimentales de notre problématique et la
possibilité de se passer de l’expert, on va se limiter à un apprentissage à partir des données pour
élaborer notre structure du réseau et nos paramètres (tables de probabilités).
3-3-2-1 Apprentissage de paramètres
On entend par paramètres, les probabilités conditionnelles ou la partie quantitative du réseau
Bayésien. Ce type d’apprentissage consiste à estimer les distributions de probabilités à partir de
données disponibles complètes ou incomplètes
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Cas de données complètes:
Apprentissage statistique
Cette méthode repose sur l’estimation d’un événement par sa fréquence d’apparition dans la
base de données.
Apprentissage Bayésien:
Cette méthode consiste à trouver les paramètres O les plus probables en utilisant des a priori sur
ces paramètres.
Cas de données incomplètes:
Généralement, les données sont incomplètes. Certaines variables ne sont jamais observées ou ne
le sont que partiellement. Les méthodes d’estimation les plus utilisées sont fondées sur
l’algorithme itératif Expectation-Maximisation (EM).
Apprentissage statistique
L’algorithme EM s’applique à la recherche des paramètres en répétant jusqu’à convergence de
l’espérance et la maximisation t321.
Apprentissage Bayésien:
Il suffit de remplacer le maximum de vraisemblance de l’étape de maximisation par un
maximum (ou une espérance) a posteriori [321.
3-3-2-2 Apprentissage de structure
L’objectif de ce type d’apprentissage est de trouver la meilleure structure d’un réseau Bayésien
qui représente les données. Théoriquement, pour trouver une telle structure, tous les graphes
possibles doivent être parcouru, en leur associant un score, puis en choisissant le graphe ayant le
score le plus élevé. Mais pratiquement, il a été démontré dans [41] que r(n), le nombre de
structures différentes pour un réseau Bayésien possédant n variables, est super-exponentielle. Il
est donné par la formule de récurrence suivante
n i+l n i(n—J) 20(17)
r(n)= (-1) Q )2 r(n- i)= n
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On trouve par exemple:
• r(1)=l,
• r(2)3,
• r(3)=25,
• r(4) 543,
• r(5)29281,
• r(10)=4,2x 1018.
Il est donc impossible d’effectuer un parcours exhaustif en un temps raisonnable dès que le
nombre de noeuds dépasse 7 ou 8. La plupart des méthodes d’apprentissage de structure utilisent
alors une heuristique de recherche dans l’espace des graphes acycliques dirigés.
De nombreuses méthodes sont proposées dans la littérature. On trouve à titre d’exemple
L ‘algorithme PC’, recherche de causalité:
Cet algorithme a été introduit par Spittes, Glymour et Scheines en 1993 1421. La structure du
réseau Bayésien peut être construite à partir de l’ensemble des relations d’indépendances
conditionnelles, en utilisant les tests statistiques d’indépendance conditionnelle entre deux
variables quelconques conditionnellement à un ensemble de variables. Le principe de cet
algorithme est le suivant
• Construire un graphe non dirigé qui va contenir les relations entre les variables, en se basant
sur les tests d’indépendance conditionnelle,
• Détecter les V-Structures, à ce niveau, le graphe obtenu est un graphe partiellement dirigé,
• Propager les orientations de certains arcs.
Un autre algorithme (IC) basé sur le même principe a été introduit par une équipe concurrente à la
même époque [431.Cet algorithme construit le graphe non orienté en rajoutant des arêtes au lieu
d’en supprimer.
L ‘algorithme BN-PC:
Cette méthode de recherche de causalité nommée BN-PC-B [44] reprend le principe de
l’algorithme PC en essayant de diminuer le nombre de tests d’indépendance conditionnelle. Elle
est constituée de trois phases
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• Rechercher une structure initiale arborescente
• Rechercher des ensembles de conditionnement entre les variables pour décider s’il faut
relier les noeuds correspondants
• Essayer de retirer des arcs superflus
Le graphe partiellement dirigé obtenu à la fin de la 3ème phase est alors orienté complètement de
la même manière que l’algorithme PC.
L ‘arbre de poids maximal:
Cette méthode proposée par Chow et Liu [45J est dérivée de la recherche de l’arbre de
recouvrement de poids maximal (maximal weight spanning tree ou MWST). Elle s’applique aussi
à la recherche de structure d’un réseau Bayésien en fixant un poids à chaque arête potentielle A—
B de l’arbre. Ce poids peut être
• L’information mutuelle entre les variables A et B comme proposé par [451,
• La variation du score local lorsqu’on choisit B comme parent de A 1461.
Une fois cette matrice de poids définie, il suffit d’utiliser un des algorithmes standard de
résolution du problème de l’arbre de poids maximal comme l’algorithme de Kruskal 1471.
L’arbre non dirigé retourné par cet algorithme doit ensuite être dirigé en choisissant une racine
puis en parcourant l’arbre par une recherche en profondeur. La racine peut être choisie
aléatoirement ou à l’aide de connaissance a priori, ou encore en prenant la variable représentant la
classe pour des problèmes de classification.
L ‘algorithme K2. [501
Cet algorithme tente de maximiser la probabilité de la structure à partir des données. En ajoutant
un ordre sur les noeuds, de manière à ce qu’un noeud ne puisse être parent d’un autre que s’il
précède celui-ci dans cet ordre, il est alors possible de réduire l’espace de recherche, qui devient
alors l’ensemble des réseaux Bayésiens respectant cet ordre d’énumération. L’algorithme K2 teste
l’ajout de parents en respectant cet ordre. Le premier noeud ne peut pas posséder de parents et
pour les noeuds suivants, l’ensemble de parents choisi est celui qui augmente le plus la mesure
Bayésienne.
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La recherche gÏoutoiiiie. 1481
L’algorithme de recherche gloutonne (Greedy Search) est un algorithme très répandu en
optimisation. Son principe est le suivant:
• Partir d’un graphe de départ,
• Définir un voisinage de ce graphe,
• Associer un score à chaque graphe du voisinage, le meilleur graphe est alors choisi comme
point de départ de l’itération suivante.
La notion de voisinage d’un graphe orienté acyclique (dag) est définie à l’aide de trois
opérateurs:
• Ajout d’arc du graphe d’origine,
• Suppression d’arc du graphe d’origine,
• Inversion d’arc du graphe d’origine.
Si le graphe obtenu réalise un maximum (local) de la fonction de score, l’algorithme s’arrête.
L’espace de recherche est alors l’espace complet des dag.
L ‘algorithme Structural-EM : [49]
Cette méthode a été introduite en se basant sur le principe de l’algorithme EM. Elle permet de
traiter le cas des données incomplètes sans avoir à ajouter une nouvelle modalité (variable non
mesurée) à chaque noeud.
Cette méthode itérative part d’une structure initiale pour estimer la distribution de probabilité des
variables cachées ou manquantes grâce à l’algorithme EM classique. L’espérance d’un score par
rapport à ces variables cachées est ensuite calculée pour tous les réseaux Bayésiens du voisinage
afin de choisir la structure suivante.
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3-4 Pourquoi utilise-t-on les réseaux Bayésiens?
3-4-1 Domaines d’application
Les réseaux Bayésiens possèdent plusieurs domaines d’applications
litdttstrie :
Les applications dans le domaine industriel sont:
• Diagnostic de pannes en fonction de mesures du système
• fusion de données:
La société danoise HUGIN a développé pour le compte de la société LOCKHEED un système de
contrôle d’un véhicule sous-marin autonome. Ce système évalue en permanence les capacités du
véhicule a réagir à certains types d’événements.
Baitqtte/fbtaitce:
Plusieurs applications existent; on les trouve surtout dans les domaines suivant
• Analyse financière,
• Scoring,
• Évaluation de risques, détection de fraudes.
Saurav Duffa et Lynford E. Graham de Rutgers University ont montré la faisabilité de
l’application des réseaux Bayésiens à l’analyse financière, en particulier pour la prédiction de
faillites.
Informatique:
Les réseaux Bayésiens peuvent être utilisés pour des applications d’accès intelligent à
l’information et d’adaptation intelligente des systèmes aux utilisateurs.
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3-4-2 Points forts et limites des réseaux Bayésiens
3-4-2-1 Avantages des réseaux Bayésiens:
Une représentation intuitive d ‘un domaine de connaissance:
La représentation des connaissances utilisées dans les réseaux Bayésiens est la plus intuitive
possible, il s’agit simplement de relier des causes et des effets par des flèches.
Cette représentation des connaissances par liens entre causes et effets est souvent plus naturelle
que la représentation par règles de production. Ainsi, il est plus facile pour un expert de
formaliser ses connaissances sous forme de graphe causal que sous forme de système à base de
règles.
Une représentation de connaissances lisible:
La représentation des connaissances est assez lisible (par opposition aux réseaux de neurones par
exemple, ou même aux arbres de décision).
Des capacités d ‘apprentissage:
Les algorithmes actuels permettent l’apprentissage de façon très complète même en l’absence
totale de connaissances et par la méthode du maximum de vraisemblance on peut aboutir à la
structure du réseau la plus adaptée; aussi la détermination des matrices de probabilités
conditionnelles peut être effectuée par simple calcul de fréquences ou par détermination du
maximum de vraisemblance si on dispose de connaissances sur la structure de causalité, et d’une
base d’exemples représentative.
Des capacités d’explication et de simulation très complète:
Le fonctionnement général d’un réseau Bayésien est celui d’un système de propagation
d’informations. On peut propager des informations de différentes natures: certitude positive (on
connaît avec certitude la valeur de l’un des noeuds du réseau), certitude négative (on peut
éliminer avec certitude l’une des possibilités pour l’un des noeuds, sans pour autant connaître sa
valeur), ou information incertaine.
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Disponibilité des outils et qualité de I ‘offre en matière de logiciels.•
Les algorithmes d’apprentissage de structures et de paramètres sont disponibles sous plusieurs
plateformes.
Lin .fornîalisine uniJ?cateitr
Les réseaux Bayésiens permettent de traiter des applications intégrant des degrés d’incertitudes.
Cette particularité est prise en compte par le formalisme probabiliste. Les techniques disponibles
pour traiter ce genre de problème (modèles de regression, réseaux de neurones, arbres de
décision) ne sont pas construites sur un tel formalisme.
Les réseaux Bayésiens permettent de considérer dans un même formalisme la représentation de
modèles de causalité et les statistiques multivariées.
Les techniques les plus utilisées pour le data mining comme les arbres de décision ou les réseaux
de neurones peuvent également être représentés au sein de ce formalisme, qui permet également
de prendre en compte l’optimisation de certains des paramètres d’apprentissage du réseau.
3-4-2-2 Comparaison avec d’autres techniques
Le tableau suivant, extrait de [321, permet d’illustrer une comparaison des réseaux Bayésiens et
des autres techniques de modélisation telle que les réseaux neuronaux, les arbres de décision et
les systèmes experts.
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Analyse de Réseaux Arbres de Systèmes Réseaux
Connaissances
données neuronaux décision experts Bayésiens
ACQUISITION
Expertise seulement *
Données seulement + * + +
Mixte + + + *
Incrémental + *
Généralisation + * + +
Données incomplètes + *
REPRÉSENTATION
Incertitude + *
Lisibilité + + + + *
facilité *
Homogénéité *
UTILISATION
Requêtes élaborées + + *
Utilité économique + + *
Performances + *
Tableau 5: Comparaison des réseaux Bayésiens avec d’autres techniques
L’acquisition, la représentation et l’utilisation des connaissances. La représentation adoptée est la
suivante
• À chaque ligne correspond une caractéristique, qui peut être un avantage, ou la prise
en compte d’un problème spécifique.
Si la technique considérée permet de prendre en compte ce problème, ou présente cet
avantage, un signe + est placé dans la case correspondante.
• Un signe * est placé dans la case de la meilleure technique du point de vue de la
caractéristique considérée
6$
3-4-2-3 Limites des réseaux Bayésiens
Probabilités:
L’utilisation des graphes de causalité est une approche très intuitive et naturelle. L’utilisation des
probabilités qui est essentielle pour rendre ces modèles quantitatifs reste cependant non intuitive
par rapport à un décideur.
Complexité des algorithmes:
La généralité du formalisme des réseaux Bayésiens aussi bien en terme de représentation que
d’utilisation les rend souvent difficile à partir d’une certaine taille. La complexité des réseaux
Bayésiens ne se traduit donc pas seulement en termes de compréhension par les utilisateurs.
Apprentissage:
Du point de vue de l’apprentissage, les réseaux Bayésiens disposent d’un recul très inférieur à
celui dont disposent maintenant les réseaux neuronaux.
Lisibilité des graphes:
Si le graphe représente un grand nombre de noeuds, il est moins lisible que s’il est représenté par
un arbre de décision. En plus, les probabilités ne sont pas représentables et dans ce cas on ne peut
pas distinguer si un arc et important ou non.
Variables continues:
Les algorithmes d’apprentissage et d’inférence ainsi que les outils disponibles pour la
manipulation des réseaux Bayésiens utilisent jusqu’à présent seulement des variables discrètes.
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Chapitre 4 — Hypothèses de travail
L’objectif de ce chapitre est de présenter les hypothèses utilisées dans notre recherche. Pour
valider des hypothèses conformes au standard IEC 14598, nous allons nous baser sur un ensemble
de mesures prélevées sur des logiciels orientés objets. Ainsi, nous étudierons l’existence de liens
causaux entre des attributs internes de ces logiciels et des facteurs de qualité tels que : la
réutilisabilité, la propension à engendrer des erreurs et la maintenabilité.
Plusieurs techniques peuvent être utilisées pour l’estimation de la qualité du logiciel. Nous avons
retenus la technique des réseaux Bayésiens décrite dans le chapitre précédent. Pour chacune des
expériences que nous allons réaliser, nous allons proposer les hypothèses reliant les attributs
internes des logiciels orientés objet et les facteurs de qualité, puis nous allons lister les mesures
sélectionnées que nous avons utilisé pour la prédiction. Enfin, nous allons effectuer une
comparaison avec les résultats obtenus à partir d’autres techniques d’estimation de la qualité
logicielle.
4-1 Estimation de la réutilisabilité
La réutilisabilité de composants et de parties de codes qui existent déjà permet d’éviter la
réécriture des procédures et des composants qui fonctionnent et ne permet que le développement
du code restant qui est propre à l’application et rend le développement plus rapide et son coût de
développement nettement moins important.
Vu que plusieurs parties du code de logiciels se ressemblent, il devrait donc être possible
d’exploiter ces points communs, et d’éviter ainsi la réinvention de solutions à des problèmes qui
ont déjà été rencontrés.
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Voici quelques définitions de la réutilisabilité du produit logiciel
• [55]: la réutilisabilité est l’aptitude d’un logiciel à être réutilisé en tout ou en partie
pour de nouvelles applications,
• [56] : la réutilisabilité consiste à se servir d’un composant pour en créer un nouveau,
• [57]: la réutilisabilité n’a pas seulement l’intérêt d’éviter de retaper 30% du code. Elle
simplifie considérablement la maintenabilité des applications, la fiabilité,
l’évolutivité, l’utilisabilité et l’adaptabilité car elle se base en général sur des
composants ayant déjà été testés et fait leurs preuves.
Dans nos expériences, on va faire ressortir les propriétés du code qui affectent la réutilisabilité.
Sachant qu’un composant est réutilisable si l’effort déployé pour sa réutilisation est inférieur à
l’effort d’une nouvelle implémentation, on doit trouver l’algorithme d’apprentissage le plus
efficace qui nous permet la détection des composants orientés objets réutilisables.
Les données utilisées comprennent 84 classes dont l’extraction a été réalisée avec deux outils:
GEN++ développé par Prem Devanbu [6$], [69] et son équipe et QMOOD (Quality model for
Object-Oriented Designs) [701. Ces outils ont la capacité d’extraire des informations relatives à
l’organisation des programmes comme la hiérarchie de classes et la complexité des classes.
La variable dépendante est la quantité d’effort nécessaire pour réutiliser un composant d’un
système dans un autre ayant le même domaine d’application. On retrouve les valeurs suivantes de
la réutilisabilité pour les différentes classes étudiées [5]:
Totalement réutilisable: il s’agit d’un composant générique à un certain domaine; a pour
valeur 1.
• Réutilisable avec un minimum de travail: moins de 25% du code nécessite des
modifications pour être utilisé dans le nouveau système; a pour valeur 2.
• Réutilisable avec du travail important : plus de 25% du code nécessite des modifications
pour être utilisé dans le nouveau système; a pour valeur 3.
• Non réutilisable : signifie que le composant est très spécifique au système; a pour valeur
4.
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4-1-1 Héritage versus réutilisabilité
Hypothèse 1HR:.la position d une classe dans Ï ‘arbre d ‘héritage affecte d ‘une certaine iiianière
sa réutilisabilité
Cette hypothèse exprime l’impact de l’héritage sur la réutilisabilité. L’héritage est une relation
entre les classes qui permet la définition et la mise en oeuvre d’une classe basée sur d’autres
classes existantes. Il permet à une classe d’objets (sous-classe) de réutiliser les attributs et les
opérations (méthodes) définis pour une classe d’objets plus générale (appelé super classe ou
classe parente). L’héritage peut être simple ou multiple. L’héritage simple permet à une sous-
classe d’avoir uniquement une seule super classe, alors que l’héritage multiple permet à une sous-
classe d’avoir plusieurs super classes.
Pour mesurer la position d’un composant dans la hiérarchie des classes, nous utiliserons la liste
des métriques ci-dessous
• Depth 0f Inheritance Tree (DIT)
• Height 0f friheritance Tree (HIT)
• Number 0f Ancestors (NOA)
• Number 0f Children (NOC)
Number 0f Descendants (NOD)
• Number 0f Jriherited Methods (01M)
• Number 0f Parents (NOP)
4-1-2 Couplage versus réutilisabilité
Hypothèse 2CR : le couplage entre une classe et son environnement affecte d ‘une certaine
iiianière sa réutilisabilité.
Chidamber et Kemerer définissent le couplage comme étant le degré d’interdépendance entre une
classe et une autre. Plus une classe est couplée avec plusieurs autres classes, plus elle est affectée
par les changements faits dans les autres classes, ce qui nous amène à dire qu’un composant est
plus réutilisable si ses dépendances avec d’autres composants du système sont faibles.
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Pour vérifier cette hypothèse, nous utiliserons deux types de mesures de couplage : couplage au
niveau conception et couplage au niveau du code. Pour chaque niveau, voici la liste des métriques
utilisées
Hypothèse 2CRa Mesure au niveau conception
Cette liste de mesures a été proposée dans [54j. Le niveau de couplage d’une classe est déterminé
durant la conception du système. Ces mesures prennent en compte différents mécanismes du
langage C++ tels que la spécialisation, la généralisation, l’agrégation,etc.
• Source Line 0f Code (SLOC)
• Weighted Methods Per Class (WMC)
• Depth 0f Jnheritance Tree (DIT)
Number 0f Chiidren (NOC)
Coupling Between Object classes (CBO)
• Response For Class (RFC)
• Lack of cohesion in methods (LCOM)
• Inverse Friend Class-Attribute Import Coupling (WCAIC)
• Ancestors Class-Attribute Import Coupling (ACAIC)
• Others Class-Attribute import coupling (OCAIC)
• Friends Class Export Coupling (FCAEC)
• Descendants Class-Attribute export coupling (DCAEC)
• Others Class-Attribute Export Coupling (OCAEC)
• Inverse Friend Class-Method Import Coupling (IFCMIC)
• Ancestors Class-Method import coupling (ACMIC)
• Others Class-Method import coupling (OCMIC)
• Friends Class-Method Export Coupling (FCMEC)
• Descendants Class-Method export coupling (DCMEC)
• Others Class-Method Export Coupling (OCMEC)
• Inverse Friend Method-Method Import Coupling (WMMIC)
• Ancestors Method-Method Import Coupling (AMMIC)
• Inverse Friend Method-Method Export Coupling (LFMMEC)
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• Others Method-Method Import Coupling (OMMIC)
• Others Method-Method Export Coupling (OMMEC)
• Ancestors Method-Method Export Coupling (AMMEC)
Hypothèse 2CRb : Mesure au niveau code
Nous utilisons les métriques de couplage au niveau du code parmi celles proposées par Lounis et
al. dans [52j
• No Parameter Interconnection (NPI)
• Scalar-Data hterconnection (SDI)
• Scalar-Control Jnterconnection (SCI)
• Scalar-Data/Control Interconnection (SDCI)
• Retum-Date Interconnection (RDI)
• Retum-Control Interconnection (RCI)
• Retum-Data/Confrol Interconnection (RDCI)
• $tamp-Date Jnterconnection (StDI)
• Stamp-Confrol Interconnection (StCI)
• Stamp-Data/Confrol Jnterconnection (StDCI)
Tramp Interconnection (TI)
Scalar-Reference Data Interconnection (SRDI)
Scalar-Reference Control Interconnection (SRCI)
Scalar-Reference Data-Control Interconnection (SRDCI)
• Scalar-Reference Modification Interconnection (SRIVII)
• Stamp-Reference Data Interconnection (StRDI)
• Stamp-Reference Control Interconnection (StRCI)
• Stamp-Reference Data-Control Intercoimection (StRDCI)
• Stamp-Reference Modification hiterconnection (StRMI)
• Global-Data Interconnection (GDI)
• Global-Control Interconnection (GCI)
Global-Data Control Interconnection (GDCI)
• Global-Modification Interconnection (GMI)
• Type Interconnection (TYI)
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Le couplage concerne le degré d’interdépendance entre les composants d’un système. Un faible
couplage indique une bonne qualité de conception et d’implémentation. Ainsi, si les dépendances
d’un composant avec les autres composants sont faibles alors il est plus réutilisable et vis versa.
4-1-3 Complexité versus réutilisabilité
Hypothèse 3CoR: la taille et ta complexité d’une classe affecte d’une certaine manière sa
réutilisabilité.
La liste des mesures pour vérifier l’influence de la complexité sur le facteur réutilisabilité est la
suivante
• Weighted Methods Per Class (WMC)
• Response For a Class (RFC)
• Number 0f local Methods (NOM)
• Class Interface Size (CIS)
• Number 0f Parameters Per Method (NPM)
• Number of Polymorphic Methods (NOPM)
• Number 0f Abstract Data Types (NAD)
• Number ofReference Attributes (NRA)
• Number of Public Attributes (NPA)
• Class Size in Bytes (CSB)
La complexité est généralement fonction de la taille d’un composant. La complexité d’un logiciel
influence énormément l’aptitude à comprendre et à résoudre un problème, à utiliser et modifier
une partie du logiciel. Elle est souvent liée à la probabilité d’erreurs dans un module [59J.
On trouve plusieurs définitions liées à la complexité, parmi lesquelles:
1- Dans 1601, la complexité est définie comme étant le degré de difficulté à comprendre ou à
vérifier la conception ou l’implémentation d’un composant ou d’un système.
2- D’après Myers [611, la complexité d’un objet est une mesure de l’effort mental requis
pour comprendre cet objet.
La complexité, sous toutes ses formes, est considérée comme un indicateur de fiabilité, de
compréhension, de maintenance, d’adaptabilité et de réutilisabilité.
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4-2 Estimation de la propension à engendrer des erreurs
L’environnement de travail, l’expérience des développeurs, les méthodes et les outils utilisés et la
formation, sont des facteurs qui peuvent affecter la propension à engendrer des erreurs.
Pour l’estimation de la propension à engendrer des erreurs, nous utiliserons des données
provenant du système LALO (Langage d’Agents Logiciels Objet) développé et maintenu par le
Centre de Recherche Informatique de Montréal (CRIM) depuis 1993. Il s’agit de 90 composants
C++ totalisant environ 57000 lignes de code source. Nous avons utilisés uniquement les 83
classes développées par l’équipe LALO pour notre étude.
Les développeurs sont expérimentész ils ont travaillé sur différents projets, possèdent une large
expérience avec les méthodes d’analyse et de conception orientées objet et sont très familiers
avec le langage C++.
Les métriques que nous allons utiliser sont liées à l’héritage, la cohésion et au couplage. Notre
objectif est la construction de modèles prédictifs pennettant l’identification des composants
pouvant contenir des erreurs.
La variable dépendante est définie comme étant le nombre de corrections effectuées pour
permettre d’identifier quel composant est plus susceptible de contenir des erreurs.
Une action humaine causant une faute dans un produit logiciel est définie comme une erreur. Les
erreurs engendrent souvent des défaillances du produit. Chaque faute détectée est documentée en
incluant une brève description de la nature du problème, les noms et les versions des composants
affectés par les changements, la nature de la maintenance, les parties du code source des
composants modifiées et l’effort déployé pour la réparation.
Lounis et al t521 ont proposé une série de mesures validée à travers un modèle prédictif traitant
de la propension à engendrer des erreurs en utilisant C4.5. La variable dépendante a été
déterminée selon plusieurs expériences (6 cas). Cette variable dépendante varie selon l’équipe qui
effectue les mesures et selon l’échelle de valeurs utilisées.
Pour les besoins de notre étude, les valeurs attribuées à la variable dépendante sont:
• Valeur O : dans le cas de composants ne contenant pas d’erreur.
• Valeur I : dans le cas de composants avec de faibles chances de contenir des erreurs.
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Valeur 2 : dans le cas de composants pouvant contenir des erreurs.
4-2-1 Hérïtage versus propension à engendrer des erreurs
Hypothèse 111E la position d’un composant dans une hiérarchie de classes affecte sa
propension à engendrer des errettrs.
Plus une classe est éloignée du sommet d’un arbre d’héritage, plus elle est susceptible de contenir
des erreurs, vu qu’elle hérite de beaucoup de méthodes et d’attributs à manipuler. Plus une classe
a de descendants, plus grand sera le nombre de classes enfants qui vont être affectées à cause de
l’héritage.
Les mesures utilisées pour valider cette hypothèse sont:
• Depth of Inheritance Tree (DIT)
• Average inheritance depth (AID)
• Class to leaf depth (CLD)
• Number 0f Children (NOC)
• Number 0f Parents (NOP)
• Number 0f Descendants (NOD)
• Number 0f Ancestors (NOA)
• Number of Methods Overriden (NMO)
• Number of Methods Jnherited (NMI)
• Number ofmethods Added, (new methods) (NMA)
• Specialization hdeX (SIX)
Une classe d’objets placée en bas de la hiérarchie peut hériter de plusieurs classes de niveau
supérieur. Le risque de contenir des erreurs (héritées de ses superclasses) est élevé.
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4-2-2 Cohésion versus propension à engendrer des erreurs
Hypothèse 2ChF le degré de cohésion d’un composant affecte sa propension à engendrer des
erreurs.
Pour la validation de cette hypothèse, nous utiliserons les mesures suivantes, présentées dans le
chapitre 2:
• Lack of cohesion in methods (LCOM1)
• Lack of cohesion in methods (LCOM2)
• Lack of cohesion in methods (LCOM3)
• Lack of cohesion in methods (LCOM4)
• Lack of cohesion in methods (LCOM5)
• Lack ofcohesion in methods (Coh)
• Connectivity (Co)
• Loose Class Cohesion (LCC)
• Tight Class Cohesion (TCC)
• Information flow based cohesion (ICH)
La cohésion représente le degré avec lequel les méthodes d’une classe interagissent (les classes
accèdent à des attributs communs). Les modules présentant une forte cohésion sont faciles à
maintenir, de plus ils représentent des candidats potentiels pour la réutilisation. Une classe avec
une faible cohésion entre ces éléments est un indice d’une mauvaise conception.
Un module est dit fortement cohésif s’il accomplit une seule tâche particulière et que tous ses
éléments y contribuent. Les éléments d’un module peuvent être des instructions, des données, des
sous fonctions ou des modules.
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4-2-3 Couplage versus propension à engendrer des erreurs
Hypothèse 3CE te degré de dépendance entre composants et leur environnement de deflnition
affecte la propension à engendrer des errettrs.
Stevens et al.[62j définissent le couplage comme étant la mesure de la force de l’association
établie par une connexion d’un module avec un autre, alors que Pressman t631, le définit comme
étant une mesure d’interconnexion parmi les modules formant la structure du logiciel.
L’interaction d’un module avec plusieurs modules du système le rend plus difficile â maintenir
puisque chaque changement subi par le rnodu]e peut affecter les modules auxquels ce dernier est
associé. Un module présentant un fort couplage est un module complexe. Cette complexité se
traduit par la difficulté à comprendre le module, à détecter les erreurs, à les corriger et à le
changer.
La complexité d’un système peut être réduite par la conception de modules interagissant
faiblement les uns avec les autres.
Parmi les mesures de couplage, nous utiliserons les mesures qui suivent
• Coupling Between Object classes (CBO)
• Response For Class (RFC)
• Message Passing Coupling (MPC)
• Information flow based coupling (ICP)
• Information flow based inheritance coupling (LH-ICP)
• Information flow based non-inheritance coupling (N114-ICP)
• Data Abstraction Coupling (DAC)
• Inverse Friends Class-Attribute Import Coupling (LFCAIC)
• Ancestors Class-Atfribute Import Coupling (ACAIC)
• Others Class-Attribute Import Coupling (OCAIC)
• Friends Class-Attribute Export Coupling (FCAEC)
• Descendants Class-Attribute Import Coupling (DCAEC)
• Others Class-Attribute Export Coupling (OCAEC)
• Inverse Friends Class-Method Import Coupling (LFCMIC)
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• Ancestors Class-Method Import Coupling (ACMIC)
• Others Class-Method Import Coupling (OCMIC)
• friends Class-Method Export Coupling (fCMEC)
• Descendants Class-Method Export Coupling (DCMEC)
• Others Class-Method Export Coupling (OCMEC)
• Inverse Friends Class-Method Import Coupling (WMMIC)
• Ancestors Method-Method Import Coupling (AMMIC)
• Others Method-Method Import Coupling (OMMIC)
• friends Method-Method Export Coupling (fMMEC)
• Descendants Method-Method Export Coupling (DMMEC)
• Others Method-Method Export Coupling (OMMEC)
4-3 Estimation du coût d’une maintenance corrective
La maintenance de logiciel tend à absorber une partie significative des ressources informatiques,
entre 50% et 70% du coût total du logiciel selon différentes sources [581.
La productivité des équipes de maintenance est fortement influencée par la maintenabilité. Il est
donc essentiel pour un gestionnaire de systèmes de bien gérer la maintenabilité pour planifier et
contrôler adéquatement les projets de maintenance. Puisqu’on ne peut gérer ce qu’on ne peut
mesurer, il apparaît nécessaire de pouvoir quantifier la maintenabilité pour bien gérer la
maintenance.
La maintenance corrective est le type de maintenance le plus évident. Elle désigne les
interventions nécessaires en vue de pallier une anomalie de fonctionnement du logiciel qui aurait
due être découverte lors de la phase de test. Comme on ne pourra jamais découvrir toutes les
fautes lors de la phase de test, ce type de maintenance est inévitable. Les développeurs se réfèrent
à leur expérience pour pouvoir évaluer les coûts pouvant être engendrés. C’est une manière
informelle à laquelle les gestionnaires ne peuvent pas toujours se fier pour estimer les coûts et les
efforts à cet effet. D’où l’importance de ta recherche de modèles qui peuvent aider à mieux
estimer la maintenabilité pour pouvoir prédire ce type de maintenance.
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Pour l’estimation de la maintenance corrective, nous appliquerons notre approche sur un
ensemble de données relatives à la maintenance d’une librairie de composants de la NASA,
totalisant 515000 de lignes de code source. La première application utilisant ces données a été
développée en 1995.
C’est l’outil ASAP qui a permis l’extraction des mesures utilisées à partir de 164 composants Ada
défaillants.
Pour chaque composant, la liste des mesures utilisées est la suivante pour l’Hypothèse 1MC
• Cyclomatic complexity
• Statements
• Executable
• Declarative
• Total source lines
• Ada language statements
• Lines of code
• Maximum statement nesting depth
• Lines ofcomments
• Total statement nesting depth
Inline comments
• Average statement nesting depth
• Blank lines
• Number of distinct operators (ni)
Number of distinct operands (n2)
• Number of operators (Ni)
• Number of operands (N2)
La variable dépendante est l’effort total déployé pour isoler et corriger un composant défaillant.
L’échelle utilisée est
• Une heure
• Uneheureàunjour
• Un jour jusqu’à trois jours
• Plus defroisjours
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Une fois les erreurs repérées, les mainteneurs identifient les causes et localisent l’endroit où
appliquer les modifications. Par la suite, les changements de design, de code et de documentation
seront effectués. Les noms des composants modifiés seront également fournis.
Pour les besoins de notre étude, le coût de la maintenance corrective a été divisé en deux
catégories:
• Maintenance facile : concerne tout effort d’isolation et correction qui est inférieur à une
journée
• Maintenance difficile: concerne tout effort d’isolation et correction qui dépasse une
journée.
Dans le chapitre suivant, on va vérifier les hypothèses que nous venons d’énoncer, ce qui va nous
permettre de faire ressortir les liens causaux entre les attributs internes et les facteurs de qualité.
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Chapitre 5
— Vérification des hypothèses de travail
L’objectif de ce chapitre est de présenter la partie application de notre recherche qui nous
permettra de vérifier les hypothèses conformes au standard IEC 1459$, en nous basant sur un
ensemble de mesures prélevées sur des logiciels orientés objet. L’estimation des facteurs de la
qualité logicielle que sont: la réutilisabilité, la propension à engendrer des erreurs et la
maintenabilité, se basera sur l’utilisation d’un outil de manipulation des réseaux Bayésiens.
Nous allons, d’abord, présenter l’outil retenu pour l’extraction des connaissances (sous forme de
réseaux Bayésien) et la génération des résultats. Ensuite, les résultats de nos expériences
d’estimation des facteurs ci-dessus seront détaillés. Enfin, une comparaison avec les résultats des
autres techniques d’JA sera présentée.
5-1 Modèles d’estimation
5-1-1 Présentation de l’outil
Weka (Waikato Environment for Knowledge Analysis) est un ensemble d’outils de manipulation
et d’analyse de données. La plupart des algonthmes d’intelligence artificielle, dont les arbres de
décision, les réseaux de neurones et les réseaux Bayésiens, y sont implémentés.
Il est écrit en java et est disponible sur le site web www.cs.waikato.ac.nz!ml/weka. Il s’appuie sur
le livre Data A’fining, practical machine Ïearning bols aiid techniques ivith Java impÏementations
(Witten & frank), éditeur: Morgan Kaufmann [671.
Cet outil se compose principalement de
• Classes Java permettant le chargement et la manipulation des données,
• Classes pour l’implémentation des principaux algorithmes de classification supervisée ou
non supervisée,
• Outils de sélection d’attributs et outils de statistiques sur ces attributs,
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Classes permettant la visualisation des résultats.
Weka peut être manipulé via son interface graphique, pour charger un fichier de données,
appliquer un algorithme au choix sur ces données, vérifier l’efficacité de l’algorithme; ou bien
simplement invoquer un algorithme à partir de la ligne de commande.
Plusieurs algorithmes d’apprentissage des réseaux Bayésiens sont implémentés dans Weka et
plusieurs possibilités sont offertes, parmi lesquelles on trouve
• L’apprentissage de structure des réseaux Bayésiens utilisant divers algorithmes de type
Hill Climbing (K2, TAN,
...) et d’autres types (Simulated Annealing, recherche Tabou),
• Les mesures basées sur des scores locaux telles que: Bayes, BDe, MDL, Entropy, AIC
sont implémentées,
• L’indépendance conditionnelle, base de l’algorithme causal, l’est aussi,
• L’estimation des paramètres utilisant des estimations directes et la moyenne dans un
modèle Bayésien,
• Interface utilisateur facilitant l’inspection des réseaux Bayésiens,
• Fonctionnalité de Weka permettant de faire des expériences systématiques pour comparer
les performances des réseaux Bayésiens à d’autres classificateurs tel que : C4.5, nearest
neighbor, support vector, etc.
• Code source disponible et facilement extensible et on peut l’intégrer dans d’autres
systèmes.
5-1-1-1 Algorithmes de recherche:
Les algorithmes suivants sont implémentés en utilisant des mesures basées sur des scores locaux:
• K2 C’est l’application de l’algorithme Hill Climbing et l’ajout des arcs avec un ordre
fixe des variables. Deux possibilités sont offertes
• useRandoniOrder = true : l’ordre aléatoire des noeuds est utilisé au début de la
recherche,
• useRandomOrder false (valeur par défaut): l’ordre d’apparition des données
dans la liste est utilisé.
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La seule exception dans ces deux possibilités est le fait que, dans le cas d’un réseau Bayésien
naïf (initAsNaiveBayes assigné à true), la classe variable est mise initialement dans l’ordre.
• Hill Climbing : Cet algorithme ajoute et supprime des arcs sans fixer un ordre des
variables. Si useArcReversal est assigné à true, les arcs réversibles sont aussi considérés
lors de la détermination de l’étape suivante. Les options utilisées sont
o InitAsNaiveBayes : Par défaut, elle est fixée à True, d’ou le réseau initial utilisé
pour l’apprentissage structure est un réseau de type Naive Bayes, qui représente
un réseau avec des fléches à partir du noeud à prédire vers chacun des autres
noeuds. Lorsque fixée à False, un réseau vide sert comme structure du réseau
initial
o MaxNrOWarents: permet de spécifier le nombre maximum de parents que
chacun des noeuds dans un réseau Bayésien peut avoir.
o ScoreType: détermine la mesure utilisée pour juger de la qualité de la structure
du réseau généré. On peut utiliser Bayes, BDeu, Minimum Description Length
(MDL), Akaike Information Criterion (AIC) et Entropy.
• Repeated Hill Climber : Commence par un réseau généré aléatoirement et applique
l’algorithme hill climber pour atteindre un optimum local et ainsi le meilleur réseau est
obtenu.
L’algorithme dispose des mêmes options que ceux de l’algorithme Hill Climbing.
TAN: Utilise l’arbre augmenté du réseau Bayésien naif construit par le calcul du poids
maximum dans l’arbre en utilisant l’algorithme de Chow et Liu. Les options utilisées
sont:
o ScoreType: détermine la mesure utilisée pour juger de la qualité de la structure
du réseau généré. On peut utiliser Bayes, BDeu, Minimum Description Length
(MDL), Akaike Information Criterion (AIC) et Entropy.
• Simutated annealing : utilise l’ajout et la suppression des flèches. L’algorithme génère
aléatoirement un réseau B0S initial très proche du réseau courant B. Les options utilisées
sont:
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o ScoreType: détermine la mesure utilisée pour juger de la qualité de la structure
du réseau généré. On peut utiliser Bayes, BDeu, Minimum Description Length
(MDL), Mcaike Information Criterion (AIC) et Entropy.
TabuSearch 1711 : utilise aussi l’ajout et la suppression des flèches. Il applique le
concept de l’algorithme Hill Climbing jusqu’à la rencontre d’un optimum local. Les
options utilisées sont
o InitAsNaiveBayes : Par défaut, elle est fixée à True. Le réseau initial utilisé pour
l’apprentissage de la structure est un réseau de type Naive Bayes, qui représente
un réseau avec des fléches à partir du noeud à prédire vers chacun des autres
noeuds. Lorsque fixée à False, un réseau vide sert comme structure du réseau
initial
o MaxNrOfParents: permet de spécifier le nombre maximum de parents que
chacun des noeuds dans un réseau Bayésien peut avoir.
o ScoreType: détermine la mesure utilisée pour juger de la qualité de la structure
du réseau généré. On peut utiliser Bayes, BDeu, Minimum Description Length
(MDL), Akaike Information Critenon (AIC) et Entropy.
Ge,teticSearclt : utilise une implémentation simple de l’algorithme Genetic Search lors
de l’apprentissage de la structure du réseau qui est représentée par un tableau de n’n avec
n le nombre des noeuds. Les options utilisées sont:
o ScoreType: détermine la mesure utilisée pour juger de la qualité de la structure
du réseau généré. On peut utiliser Bayes, BDeu, Minimum Description Length
(MDL), Akaike Information Criterion (AIC) et Entropy.
NaiveBayes: suppose que les probabilités de certains événements peuvent être estimés
par leurs fréquences et établit une hypothèse d’indépendance entre les attributs.
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5-1-1-2 Interface graphique
L’outil se lance par java -jar $WEKAHOME/weka.jar (il faut exécuter au préalable la
commande: setenv WEKAHOME /usr/local/weka-3-4), et nous pouvons choisir entre:
• Simple CLI : Un interpréteur de ligne de commande.
• Explorer : Une interface graphique.
• Experii:teitter : Un outil pour tester des schémas de fouille de données.
Le choix de l’option Explorer, affiche l’écran suivant
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Figure 7 Fenêtre principale de l’Explorer de Weka
Les six onglets correspondent soit à des étapes du processus d’apprentissage, soit à des classes
d’algorithmes de classification (supervisée ou non)
• Preprocess : Pour la saisie des données, l’examen et la sélection des attributs, les
transformations d’attributs.
• Classtfy: Les méthodes de classification.
• Cluster: Les méthodes de segmentation (clustering).
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• Associate : Les règles d’association.
• Setect attributes $ L’étude et la recherche de corrélations entre attributs.
• Visualize : représentations graphiques des données.
5-1-1-3 Preprocess
Ce sous-menu permet le chargement d’un fichier de données. On ne peut charger que des fichiers
de format arff (format spécifique de Weka). Un fichier de format arff se compose:
• Du nom de la relation : @relation maintenabilityAda
• De la liste des noms d’attributs (@attribute Cyc Cornp real) et du type de valeurs
o Nominale: @affribute Apredire { 1,2 }
o Réelle: @attribute Sumexecutable real
• De la liste des instances : chaque ligne représente une description, par la liste des valeurs
de chacun de ses attributs. Une valeur manquante est remplacée par un point
d’interrogation.
L’exemple suivant représente le contenu d’un fichier en format arff:
@attribute Cyc_Comp real
@attribute Sumstat real
@attribute Sumexecutable real
@attribute Sumdeclarative real
@attribute Stsourceline real
@atfribute Sadalangstat real
@attribute Sumlines 0f Code real
@affribute Smaxstatenestd real
@attribute Slinecomm real
@attribute Ststatenestd real
@attribute Sinlinecomm real
@attribute Savstatenestd real
@attribute Sumblank Lines real
@attribute Sumni real
@attribute Sumn2 real
@attribute Sumgn 1 real
@attribute Sumgn2 real
@attribute Apredire { 1,2 }
@data
197,363,285,?, 1009,363,903,4,75,898,0,2.47,31,92,134,2185,1332,1
O,201,O,201,694,20l,611,2,61,263,O,l.3l,22,101,l91,l72$,’?4
Figure 8 : Ficher en format ARFF
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On peut aussi charger des données à partir d’une requête SQL (Open DB), ou à partir d’une
adresse URL (Web).
Lors du chargement du fichier arff, la liste des attributs s’affiche à gauche de la fenêtre et en
cliquant sur l’un d’eux des statistiques s’affichent à droite:
des valeurs minimales, maximales et moyennes pour les attributs de type numériques.
des répartitions par valeur pour les attributs nominaux.
Dans les deux cas, le nombre de valeurs manquantes, distinctes et uniques sont calculées.
En dessous de ces statistiques élémentaires, un petit graphique indique la répartition des exemples
pour l’attribut courant, sous forme d’un histogramme où la couleur indique la proportion
d’éléments de chaque classe dans chaque colonne.
Le bouton « Visualize AIl » permet de voir tous les histogrammes en même temps, ce qui permet
d’avoir une idée sur la répartition des données par classe et par attribut.
On peut définir des filtres qui modifient le fichier de données:
• calculer de nouveaux attributs (AddExpression).
modifier le type d’un attribut (NumericToBinaiy, NumericTransform,StringToNominal,...)
• remplacer les valeurs manquantes (ReplaceMissingValues).
• supprimer des instances selon un certain critère (enlever si mal classé
RemoveMisclassifid, enlever un certain pourcentage d’exemples : RemovePercentage,...).
• supprimer des attributs.
Certains noms de filtres sont explicites, d’autres ne le sont pas. La javadoc de Weka peut apporter
un complément d’informations sur tous les filtres qui manquent.
5-1-1-4 Classify
Sous l’onglet Classify, choisir weka.bayes.BayesNet: C’est la version Weka des réseaux
Bayésiens, choisir ensuite ‘Use training set’ pour créer un réseaux standard, puis ‘start’ pour lancer
la construction du réseau. La fenêtre ‘Classifier output’ fournit les résultats du calcul : description
du réseaux, taux d’erreurs, matrice de confusion,
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On peut visualiser le réseau en cliquant à l’aide du bouton droit, dans la fenêtre ‘Resuit list’, sur la
dernière commande effectuée.
Les arbres de décisions sont implémentés dans weka.classifiers.trees.J48 : C’est la version Weka
de C4.5.
Les réseaux de neurones sont dans weka .classifiers.functions.MultilayerPerceptron.
5-1-1-5 Les filtres dans WEKA
Plusieurs filtres peuvent être appliqués aux attributs ou aux instances (vecteurs, exemples)
• Divisés en supervisé et non supervisé, attributs ou instances;
• Créer de nouveaux attributs à partir d’attributs existants, en utilisant des opérations
algébriques;
• Supprimer des instances avec des valeurs d’attributs comprises dans des intervalles, par
exemple valeurs manquantes, suppression d’attributs de types spécifiques (ex. binary);
• Modifier des valeurs nominales par des valeurs binaires, ex. X, {a,b,c,d} >
(X1,X12)E({O,1},{O,1});
• Discrétiser des attributs, définir des fourchettes ou rechercher une discrétisation normale;
• Et d’autres.
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5-1-1-6 Select Attribute
Preprocess CIassify Custer Associate S&ect affributes VuaIize
AffributeEv&uetor
j__Choose__j CfsSubsetEual
SerchMethod
Choose j Hestfirst -D I -N S
Aftnbute Selection Mode Affribute selechon output
Use full training set
O Cross-vetdation
(Nom) Reusability
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Resuft hst (right-ciick for options)
Status
_____
OK LOJ__J
Figure 9 Sélection d’attributs dans Weka
La sélection d’attributs permet de sélectionner les attributs les plus importants dans la prédiction
des attributs de qualité. Le résultat est sous forme de liste ordonnée selon l’importance des poids
accordés aux attributs. Plusieurs algorithmes d’évaluation et méthodes de recherche sont
disponibles.
Sous l’onglet Select Affributes, on trouve
• Attribute Evatuator: algorithme utilisé pour l’évaluation de la pondération des attributs.
• Search Method : indique la méthode de recherche utilisée.
• Liste dérottiaitte: permet le choix de l’attribut dont on veut prédire la valeur.
Weka Explorer
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5-1-2 Préparation des données expérimentales à partir des
données brutes
Supposons que l’on dispose de données à partir desquelles on veut bâtir un réseau Bayésien. Ces
données sont généralement stockées dans une base de données ou sous format excel par exemple.
Cependant Weka exige que ces données soit sous format arff décrit ci-dessus, étant donné qu’on a
besoin de savoir le type d’information sur chaque attribut qu’on ne peut pas déduire
automatiquement à partir de ses valeurs. Ainsi, étant donné que nos données expérimentales sont
sous format Excel (.xls), nous sommes dans l’obligation de les convertir sous format arff
Sachant qu’un fichier arff est composé de liste d’instances et de leurs attributs séparé par des
virgules (voir l’exemple ci-dessus), Excel nous a permis d’exporter les données sous format de
fichiers avec des virgules comme séparateur. Ensuite, on charge le fichier dans un éditeur de texte
(ex. WordPad), et on insère:
• Le nom de l’ensemble des données en utilisant l’étiquette @relation,
• Les informations concernant les attributs en utilisant @attribute,
• Et la ligne @data;
Enfin on sauvegarde le fichier avec l’extension arff
Le processus de conversion utilisant des données sous format Excel est alors comme suit:
• À partir du menu fichier, sélectionner enregistrer sous puis choisir le format csv (Comma
Delemited) à partir de la boite de dialogue, et sauvegarder le fichier;
• Charger le fichier dans Microsoft Word, remplacer la lére ligne (les entête du fichier excel
original) par une structure d’entête d’un fichier arff(@relation, @data) voir figure (c);
• Enfin, sauvegarder sous format Text Only ivitÏi Line en lui donnant l’extension arff;
Une fois convertit dans un format arff, nos données sont prêtes à être analysées en utilisant les
fonctionnalités de Weka.
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5-1-3 Dïscrétisatïon des données
5-1 -3-1 Principe de discrétisation
Certains algorithmes de prédiction ne peuvent traiter que des attributs nominaux. C’est le cas
notanmient des algorithmes qui traitent les réseaux Bayésiens implémentés dans Weka, cependant
les arbres de décision peuvent manipuler des attributs numériques.
Dans notre recherche, les attributs numériques doivent donc être discrétisés en un nombre
d’intervalles distincts. Il existe deux approches de discrétisation: [671
• Discrétisation non supervisée : cette approche se base sur la quantification de chaque attribut
concerné par l’absence de connaissance sur les instances de classes dans l’ensemble des
données expérimentales.
• Discrétisation supervisée : cette approche prend en considération les valeurs de classes lors
de la discrétisation.
La façon évidente de discrétiser un attribut numérique est de diviser son domaine en un nombre
prédéterminé d’intervalles égaux. Cette façon est utilisée surtout lorsqu’on dispose des données.
Mais comme toute méthode de discrétisation non supervisée, elle risque de détruire les
distinctions produites pour être utilisés lors du processus d’apprentissage en utilisant un large
découpage ou en ne choisissant pas les limites qui rassemblent inutilement plusieurs instances de
différentes classes.
Equat-intervaÏ (equiwidht) bining: diviser tout le domaine des nombres en des intervalles de
largeur égale. Cette méthode divise les instances inégalement: des cases contiennent plusieurs
instances tandis que d’autres ne contiennent aucune instance.
Equal-frequency (equidepth) bining: utilise des intervalles qui contiennent un nombre égal de
valeurs.
5-1-3-2 Exemple de discrétisation via weka
Si on prend la métrique NOP (Nuinber 0f Parents) qui représente le nombre de classes à partir
desquelles une classe donnée hérite directement. La métrique NOP utilisé au niveau de
l’hypothèse 1HR est de type numérique qui possède 13 valeurs distinctes parmi les $4 valeurs.
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Statistiques Valeur
Minimum O
Maximum 52
Mean 3.833
En discrétisant cette métrique via Weka en utilisant la discrétisation non supervisée en 3
intervalles EqïcaÏ-ftequency, on obtient ce qui suit:
Label Intervalle Nombre
A X<=l.5 26
B 1.5<X<=4.5 30
C X>4.5 28
5-1-4 Train
Sert à enregistrer les performances de l’algorithme d’apprentissage en teme de taux de succès.
Ce taux est évalué sur l’ensemble d’apprentissage et cette phase est nommée phase
d’apprentissage. Durant cette phase, l’algorithme reçoit en entrée le training set qui représente
l’ensemble de toutes les données d’apprentissage ainsi qu’un ensemble de paramètres. Le résultat
de cet apprentissage est appelé modèle. Dans ce cas ci, l’algorithme d’apprentissage perd son
indépendance face aux données, donc on ne peut se fier aux résultats obtenus sur le training set.
Ce qu’il faut, c’est que le modèle de classification obtienne de bons résultats par rapport à de
nouvelles données qu’on veut classer dans le futur. D’où l’idée de l’évaluation basée sur un
ensemble de données indépendantes appelé ensemble test.
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5-1-5 Spiit
Une méthode d’estimation de la fiabilité d’un modèle de classification consiste en
• Diviser les données en deux ensembles: un ensemble pour l’apprentissage et un autre pour
les tests,
• Bâtir le modèle en utilisant seulement l’ensemble d’apprentissage,
• Examiner sa performance à partir des nouveaux cas de test.
Cette méthode est satisfaisante lorsqu’on dispose d’un grand échantillon de données.
Dans le cas contraire, on distingue deux problèmes
• Dans le but d’avoir une estimation raisonnable du taux d’erreur, l’ensemble test doit être
grand. La puissance de classification des données d’apprentissage devient alors faible.
Lorsque la quantité des données est moyenne, plusieurs décompositions de données en
ensembles d’apprentissage et de test peuvent produire des grandes variations des taux
d’erreurs pour les cas non vus.
Généralement le split par défaut est 66%, ce qui veut dire que 66% des données sont utilisés lors
de l’apprentissage et 34% sont utilisés pour le test. Dans nos expériences, à chaque résultat
obtenu, le pourcentage du split qui nous a donné le meilleur résultat sera entre parenthèses.
5-1-6 Cross Validation (Validation croisée)
Une estimation solide de la précision pour les cas non vus peut être obtenue par cross-validation.
Dans cette procédure, les données disponibles sont divisées en N blocs pour que le nombre de cas
et de distribution de classe soit fait d’une manière uniforme. N modèles différents de
classification sont donc bâtis, dans lesquels un bloc est omis à partir des données d’apprentissage,
et le modèle résultat est testé pour les cas appartenant au bloc omis. De cette façon, chaque cas
apparaît exactement dans un ensemble de test. À condition que N soit très petite
— généralement
10- le taux d’erreur moyen à travers les N ensembles de test non vus est une meilleure prédiction
du taux d’erreur du modèle bâtis à partir de toutes les données.
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5.1.7 Méthodologie de travail
Afin de constmire le réseau Bayésien qui permet de générer le meilleur résultat avec le plus bas
taux d’erreur (instances non classifiées correctement) et qui a le taux le plus haut pour les
instances classifiées correctement, on effectue les étapes suivantes
1. Préparation du fichier de données de format arff à partir du fichier csv;
2. Discrétisation des données : vu que les algorithmes de réseaux Bayésien implémentés dans
Weka ne traitent que des variables discrètes et que nos fichiers de données contiennent des
variables continus, il est impératif de les discrétiser. Plusieurs tests ont été effectué pour
déterminer les plages de variation des différentes variables qui nous permet d’avoir le
meilleur résultat;
3. Choix des variables pertinentes qui permet l’élimination des variables fortement corrélées
afin d’éviter leur surreprésentation via Select Attribute. Nous avons remarqué que les
meilleurs résultats étaient obtenus en utilisant l’algorithme WrapperSubsetEval en
combinaison avec la méthode de recherche GeneticSearch, et aussi l’algorithme
JnfoGainAttributeEval avec la méthode de recherche Ranker;
4. Suppression des variables à éliminer et génération d’un nouveau fichier contenant juste les
variables retenues;
5. Exécution des algorithmes des réseaux Bayésiens avec différentes options jusqu’à
identification d’un algorithme qui nous permet d’avoir le meilleur résultat (Dans notre cas,
c’est l’algorithme Hill Climbing qui a donné les meilleurs résultats) avec les options
suivantes
a. InitAsNaiveBayes= False
b. maxNrOfParents = 3 (Permet d’avoir un nombre de relations parents-enfants
raisonnables afin d’assurer la lisibilité du réseau et éviter d’avoir de grandes tables de
probabilités)
e. ScoreType = Entropy
Cette cobinaison d’options nous a permis d’avoir de meilleurs résultats, Ils ont été choisis
après plusieurs tests;
6. Utiliser le train, la cross validation et le split qui nous permet d’avoir notre résultat;
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7. Répéter les étapes 3, 4, 5 et 6 avec les algorithmes et options choisies pour essayer
d’améliorer notre résultat.
5-2 Expérimentations
5-2-1 Estimation de la réutilisabilité
5-2-1-1 Hypothèse 1HR: Héritage vs réutilisabilité
Pour vérifier l’hypothèse 1HR et en appliquant notre méthodologie de travail sur les données de
cette hypothèse, on obtient les résultats suivants
1. Le nombre d’intervalles de discrétisation est 4.
2. Pour la sélection d’attributs, et après application des algorithmes et méthodes de recherche
retenus (WrapperSubsetEval en combinaison avec GeneticSearch, et aussi l’algorithme
infoGainAttributeEval avec Ranker), les variables retenues sont les suivantes:
a. DIT,
b. NOC,
c. 01M,
d. NOP
3. Résultat obtenu après variation de l’intervalle de cross validation:
Algorithme Train Cross validation Spiit
HuliClimbing 79.76 % 66.67 % (24) 73.3 3 % (83)
K2 78.57 % 63.09 % (7) 61.54% (85)
RepeatedHillClimber 79.76 % 59.52 % (12) 62.50 % (81)
TAN 77.38 % 61.90 % (6) 70 % (89)
SimulatedAnnealing 79.76 % 63.09 % (12) 62.5 % (82)
TabuScarch 79.76 % 64.29 % (10) 71.43 % (84)
GeneticSearch 79.76 % 58.33 % (17) 64.29 % (84)
NaiveBayes 61.90 % 55.95 % (6) 66.67 % (90)
Tableau 6 : Résultats de l’influence de l’héritage sur la réutilisabilité
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Comme on peut le remarquer, le meilleur résultat obtenu est 66.67% pour la cross validation
et 73.33% pour le spiit. C’est l’algorithme d’apprentissage HillClimbing qui dorme le
meilleur résultat. Néanmoins, on remarque que TabuSearch donne aussi un bon résultat, aussi
bien pour la cross validation 64.29% que pour le split 71.43%.
4. Réseau Bayésien obtenu parr HiliClimbing:
Figure 10 : Réseau Bayésien pour l’hypothèse 1UR
Comme on peut le constater, les attributs internes utilisés NOC, 01M , NOP et DIT jouent un
rôle important pour la prédiction de la réutilisabilité, chose qui est confirmé par les taux de
succès obtenus. Ces mêmes attributs ont été jugés pertinents aussi dans d’autres études 141
pour NOC, 01M et NOP.
A noter que dans ce cas, la répétition des étapes 3, 4, 5 et 6 décrites dans la section ci-dessus
NOC
NOP
DIT
n’a pas amélioré nos résultats.
9$
5-2-1-2 Hypothése 2CRa Couplage niveau conception vs réutilisabilité
1. Le nombre d’intervalles de discrétisation est 3
2. Pour la sélection d’attributs, et après application des
recherche retenus (WrapperSubsetEval en combinai son
l’algorithme infoGainAttributeEval avec Ranker), les
suivantes
a. WMC,
b. NOC,
c. LCOM,
d. IFCAIC,
e. FCAEC,
f. DCAEC,
g. OCMIC,
h. IfCMIC,
i. ACMIC,
j. AMMEC
algorithmes et méthodes de
avec GeneticSearch, et aussi
variables retenues sont les
On répète les étapes 3, 4, 5 et 6 jusqu’à obtention d’un meilleur résultat.
3. Après application de l’algorithme WrapperSubsetEval en combinaison avec
GeneticSearch sur les variables retenus dans (2), et aussi l’algorithme
liffoGainAttributeEval avec Ranker, les variables retenues sont les suivantes:
a. OCMIC,
b. NOC,
c. ACMIC,
d. WMC,
e. AMMEC,
f. LCOM
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4. Résultat obtenu après variation de l’intervalle de cross validation
Algorithme Train Cross validation Spiit
HiliClimbing 84.52 % 77.38 ¾ (66) 83.33 ¾ (83)
K2 82.14% 71.43%(50) 75%(91)
RepeatedHillClïmber 82.14% 69.05 % (10) 71.43 ¾ (92)
TAN 79.76% 75%(14) 78.57%($4)
SîmulatedAnnealing 83.33 % 70.24 % (8) 77.78 % (79)
TabuSearch 77.3 8 % 72.62 % (12) 72.73 % (74)
GenetïcSearch 84.52 % 66.67 %(10) 81.48 ¾ (68)
NaiveBayes 55.95% 51.19%(8) 62.5%(91)
Tableau 7 : Résultats de l’influence du couplage niveau conception
sur la réutilisabilité
Comme on peut le remarquer, le couplage niveau conception affecte la réutilisabilité avec un
degré de confiance de 77.38% pour la cross validation et de 83.33% pour le spiit. C’est
l’algorithme d’apprentissage HillClimbing qui donne le meilleur résultat. Néanmoins, on
remarque que TabuSearcli donne aussi un bon résultat pour la cross validation 72.62% suivi
de K2 71.43%. Ce qui nous permet d’affirmer que les mesures sélectionnées peuvent
expliquer la variable dépendante Reusability.
5. Réseau Bayésien obtenu par HiliClimbing:
Figure 11: Réseau Bayésien pour l’hypothèse 2CRa
D’après la figure ci-dessus, les attributs OCMIC, NOC, ACMIC, WMC, AMMEC et LCOM
jouent un rôle important pour la prédiction de la réutilisabilité pour l’hypothèse 2CRa . Les
taux de succès obtenus le confirment. Les attributs NOC, ACMIC et AMMEC figurent parmi
les attributs pertinents sélectionnés dans [4].
5-2-1-3 Hypothèse 2CRb Couplage niveau code vs réutilisabilité
1- Le nombre d’intervalles de discrétisation est 2
2- Pour la sélection d’attributs, et après application des algorithmes et méthodes de
recherche retenus (WrapperSubsetEval en combinaison avec GeneticSearch, et aussi
l’algorithme infoGainAttributeEval avec Ranker), les variables retenues sont les
suivantes
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a. SDCIexp
b. RCIimp
c. RCIexp
d. StClimp
e. SRCIexp
f. StRDIimp
g. StRCIexp
h. StRDCIexp
i. StRDCI
j. TYIexp
k. TYI
On répète les étapes 3, 4, 5 et 6 jusqu’à obtention d’un meilleur résultat.
3- Après application de l’algorithme WrapperSubsetEval en combinaison avec
GeneticSearch sur les variables retenus dans (2), et aussi l’algorithme
JnfoGainAttributeEval avec Ranker, les variables retenues sont les suivantes:
a. TYIexp
b. RCIimp
c. RCIexp
U. TYI
e. StRCIexp
f. StRDIimp
g. StRDCI
h. SRCIexp
i. SDCIexp
j. StRDCIexp
k. StClirnp
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4- Résultat obtenu après variation de l’intervalle de cross validation:
Algorïthme Train Cross validation Split
HiilCiimbing 82.14 ¾ 77.38 % (9) 92.85 % (84)
K2 83.33 ¾ 76.19 % (10) 83.33 % ($6)
RepeatedHillClimber 80.95 ¾ 75 % (12) $1.82 % ($1)
TAN 79.76 % 73.81 %(15) 91.67 % (86)
SimulatedAnnealing 86.90 % 72.62 % (6) 83.33 % ($6)
TabuSearcli 73.81 % 70.24 %(15) 81.82 %(88)
GenetïcSearch
-- -- --
NaiveBayes 65.48 % 65.48 % (10) 85.71 % (92)
Tableau $ Résultat de l’influence du couplage niveau code sur la réutilisabilité
On peut constater que l’algorithme HillClimbing offre le meilleur résultat tant au niveau de la
cross validation où on a pu atteindre un taux de réussite de 77.38%, qu’avec le split avec un
taux de succès de 92.85%. Suivi de l’algorithme K2, avec lequel on a pu atteindre 76.19% au
niveau de la cross validation et de l’algorithme TAN avec 9 1.67% au niveau du split. Chose
qui nous permet de renforcer l’hypothèse énoncée.
5- Réseau Bayésien obtenu par HillClimbing:
Figure 12 : Réseau Bayésien pour l’hypothèse 2CRb
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Les attributs utilisés pour l’obtention de telle taux de réussite sont TYlexp, RCIimp, RCIexp,
TYI, StRCIexp, StRDIimp, StRDCI, SRCIexp, SDCIexp, StRDCIexp et StClimp.
TYIexp, RCIexp, TYI et SRCIexp ont aussi été sélectionnés comme attributs pertinents dans
les expérimentations de [4].
( StRDCIexp ‘)
--
)
(
(
)
( SRCIexp )
-___ --
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5-2-1-4 Hypothèse 3CoR Complexité vs réutilisabilité
1- Le nombre d’intervalles de discrétisation est 5
2- Après application de l’algorithme WrapperSubsetEval en combinaison avec
GeneticSearch, et aussi l’algorithme JnfoGainAttributeEval avec Ranker, les variables
sont les suivantes
a. NOM
b. CIS
c. NOT
d. NPA
e. NPM
3- Résultat obtenu après variation de l’intervalle de cross validation
Algorithme Train Cross validation Spiit
ilhliClimbing 91.66 % 73.80 ¾ (36) 83.33 %(93)
K2 88.09 ¾ 60.71 % (12) 77.78 % (90)
RepeatedHillClimber 92.86% 71.43 ¾ (28) 71.43 ¾ (92)
TAN 89.29 % 64.29 % (14) 66.67 % (90)
SimulatedAnnealing 88.09 % 55.95 % (11) 71.43 % (92)
TabuSearch 92.86 % 7 1.43 % (29) 73.33 ¾ (65)
GeneticSearch 92.86 % 64.29 ¾ (9) 66.67 ¾ (86)
NaiveBayes 70.24 % 60.7 1 % (15) 77.78 %(90)
Tableau 9 : Résultats de l’influence de la complexité sur la réutilisabilité
Comme on peut le remarquer, la complexité affecte la réutilisabilité avec un degré de
confiance de 73.80% pour la cross validation et de 83.33% pour le split. C’est l’algorithme
d’apprentissage HillClimbing qui donne le meilleur résultat. Mais on remarque que
TabuSearcli ainsi que repeatedHillClimber donnent aussi un bon résultat pour la cross
validation 71.43%, alors que les algorithmes K2 et Naives Bayes donnent un bon score pour
le spiit qui est de 77.78%. Ce qui nous permet de conclure que les mesures de complexité
sélectionnées peuvent expliquer la variable dépendante Reusability.
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4- Réseau Bayésien obtenu
D’après la figure ci-dessus, les attributs internes NOM, CIS, NOT, NPA et NPM
permettent la prédiction de la réutilisabilité pour l’hypothèse 3CoR . Les taux de réussite
obtenus confirment ces résultats.NPM est un attribut pertinent dans la prédiction ressortit
aussi par les expérimentations de j4J.
À noter que dans ce cas, la répétition des étapes 3, 4, 5 et 6 décrites dans la section ci-
dessus n’a pas permis d’améliorer nos résultats.
Figure 13 t Réseau Bayésien pour l’hypothèse 3CoR
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5-2-1-5 Comparaison avec d’autres algorithmes
Les résultats qu’on a obtenu vont être comparés avec les résultats présentés dans l’article
intitulé “Machine Learning-Based Quality Predictive Models: Towards an Artificial
Intelligence Decision Making System” de Hakim Lounis et Lynda Ait-Mahiedine 2004. Cette
étude porte sur les mêmes données mais en utilisant d’autres techniques.
Hypothèse Hypothèse 1HR Hypothèse 2CRa Hypothèse 2CRb Hypothèse 3CoR
(Héritage) (Couplage niveau (Couplage niveau (Complexité)
conception) code)
Résultats CV Splït CV Spiit CV Spiit CV Spiit
C4.5 73.8 88.1 86.9 89.3
OC1 48.8 53.6 51.2 54.8
One-Rule 45.2 56 53.6 42.9
CN2 67.3 63.1 62.5 60
CBL 54.8 63.1 66.7 60.7
RPROPRN 56.3 75 75 68.8
Naive Bayes 45.2 57.1 46.4 45.2
HiilClimbing 66.67 73.33 77.38 83.33 77.38 92.85 73.8 83.33
TabuSearch 64.29 71.43 72.62 72.73 70.24 81.82 71.43 73.33
K2 63.09 61.54 71.43 75 76.19 83.33 60.71 77.78
Tableau 10 Comparaison de nos résultats avec ceux d’autres études
Le tableau ci-dessus contient les résultats obtenus avec la cross validation et le spiit. Le split a
donné de très bons résultats notamment pour le couplage niveau code avec lequel on a obtenu
un taux de succès de 92.85%. Au niveau de la cross validation, Pour l’hypothèse H1R, on a
obtenu un taux de succès de 66.67% avec l’algorithme HillClimbing qui reste un bon résultat
comparativement à 86.9% pour le C4.5 et 67.3% pour le CN2. Alors que pour l’hypothèse
2CRa, le résultat obtenu est de 77.38% qui est le deuxième meilleur résultat après celui de
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C4.5 (77.38% vs 88.1%). Avec l’hypothèse 2CRb, on a obtenu un taux de succès de 77.38%
qui dépasse de loin le résultat des autres algorithmes sauf pour le C4.5 avec 86.9%. Enfin, au
niveau de l’hypothèse 3CoR, le résultat de l’algorithme HillClimbing est de 73.8% qui est le
deuxième meilleur résultat après le résultat de C4.5 (89.3%).
À noter que les algorithmes comparés sont basés sur les mêmes paramètres. Ce qui nous
permet de dire que nos résultats sont satisfaisants pour les quatre hypothèses et de conclure
ainsi que certaines mesures sélectionnées peuvent prédire les classes réutilisables et aussi de
confirmer l’existence de lien entre les mesures sélectionnées lors de chacune des expériences
et la variable à prédire qui est la réutilisabilité.
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5-2-2 Estimation de la propension à engendrer des erreurs
5-2-2-J Hypothèse JHE Héritage versus propension à engendrer des
erreurs
1- Le nombre d’intervalles de discrétisation est 5
2- Après application de l’algorithme WrapperSubsetEval en combinaison avec
GeneticSearch, et aussi l’algorithme liffoGainAttributeEval avec Ranker, les variables
retenues sont les suivantes
a. NOC
b. NOP
e. NMO
d. NMA
3- Résultat obtenu après variation de l’intervalle de cross validation
Algorithme Train Cross validation Splït
HïllClimbing 85 % 81.25 % (31) 94.1 1 % (79)
K2 90 % 80 % (7) 90% (75)
RepeatedllïllClïmber 85 % 76.25 % (8) 84.61 % (68)
TAN 85% 75%(10) 83.33%(70)
SimulatedAnnealing 92.5 % 78.75 % (10) 85.18 ¾ (67)
TabuSearch 85 % 80 ¾ (26) 93.33 % (82)
GeneticSearch 92.5 % 80 % (5) 92.86 % (83)
NaïveBayes 78.75 % 73.75 % (3) 83.33 %(77)
Tableau 11 t Résultats de l’influence de l’héritage sur la propension à engendrer
des erreurs
L’algorithme HillClimbing donne le meilleur résultat au niveau de la cross validation avec
81.25%. Pour le split, HillClimbing donne un taux de réussite de 94.11%, suivi de prés de
TabuSearch avec 93.33%. Les algorithmes K2, TabuSearch et GeneticSearch ont aussi donné
de bon résultat pour la cross validation avec 80 ¾. Ce qui renforce ïhypothèse énoncée.
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4- Réseau Bayésien obtenu:
Les attributs prépondérants dans la prédiction sont NOC, NOP, NMO et MVIA. NOC et
NIVIA. Ces attributs ont été aussi sélectionnés comme attributs pertinents dans les
expérimentations de 141.
À noter que dans ce cas, la répétition des étapes 3, 4, 5 et 6 décrites dans la section ci-dessus
n’a pas permis d’améliorer nos résultats.
Figure 14 Réseau Bayésien pour l’hypothèse 111E
Ho
5-2-2-2 Hypothèse 2ChE : Cohésion versus propension à engendrer des
erreurs
1- Le nombre d’intervalles de discrétisation est 5.
2- Après application de l’algorithme WrapperSubsetEval en combinaison avec
GeneticSearch, et aussi l’algorithme InfoGainAttributeEva] avec Ranker, les variables
retenues sont les suivantes
a. Coh
b. Co
3- Résultat obtenu après variation de l’intervalle de cross validation
Algorithme Train Cross validation SpIIt
HiliClimbing 85 % 83.75 % (8) 88.89 % (78)
K2 85% 82.5%(l0) $2.14%(66)
RepeatedllillClimber 85 % 80 % (11) 83.33 ¾ (70)
TAN 85% 80 0/ (15) $1.82 %(73)
SimulatedAnnealing $5 % 78.75 %(l0) 85 %(75)
TabuSearch 85 % $3.75 ¾ (17) 87.5 ¾ (80)
GeneticSearch $5 % 80 ¾ (9) 80.77 % (6$)
NaiveBayes 67.5 ¾ 63.75 ¾ (4) 77.78 % (89)
Tableau 12 Résultats de J’influence de la cohésion sur la propension à engendrer
des erreurs
Les algorithmes HillClimbing et TabuSearch donnent le meilleur résultat au niveau de la
cross validation avec 83.75%. Pour le split, HillCiimbing donne un taux de réussite de
88.89%, suivi de prés de TabuSearch avec 87.5%. L’algorithme K2 a donné aussi un bon
résultat pour la cross validation avec 82.5%. Ce qui renforce l’hypothèse énoncée.
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4- Réseau Bayésien obtenu:
À partir de la figure, on peut remarquer que les deux attributs Coh et Co sont les attributs
sélectionnés pertinents pour la prédiction.
À noter que dans ce cas, la répétition des étapes 3, 4, 5 et 6 décrites dans la section ci-dessus
n’a pas permis d’améliorer nos résultats.
5-2-2-3 Hypothèse 3CE: Couplage versus propension à engendrer des
erreurs
1- Le nombre d’intervalles de discrétisation est 2.
2- Après application de l’algorithme WrapperSubsetEval en combinaison avec
GeneticSearch, et aussi l’algorithme frifoGainAttributeEval avec Ranker, les variables
retenues sont les suivantes
Figure 15 : Réseau Bayésien pour l’hypothèse 2ChE
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a. CBO
b. CBOPrime
1cP
d. OCPŒC
e. OCMIC
f. OMMIC
On répète les étapes 3, 4, 5 et 6 jusqu’à obtention d’un meilleur résultat.
5- Après application de l’algotihme WrapperSubsetEval en combinaison avec
Genetic$earch sur les variables retenus dans (2), et aussi l’algortihme
InfoGainAttributeEval avec Ranker, les variables retenues sont les suivantes:
a. OCMIC
b. CBOPrime
c. OMMIC
d. OCAEC
e. ICP
f CBO
6- Résultat obtenu après variation de l’intervalle de cross validation:
Algorithme Train Cross validation Spiit
HillClïmbïng 78.75 ¾ 80 % (58) 80.77 % (6$)
K2 71.25 % 66.25 % (10) 71.43 ¾ (92)
RepeatedilhliClimber 78.75 ¾ 72.5 % (9) 75 ¾ (66)
TAN 75 % 68.75 % (15) 73.08 % (6$)
SimulatedAnnealing 81.25% 73.75% (8) 79.17% (70)
TabuSearch 77.5 ¾ 76.25 % (1 1) 80 % (94)
GeneticSearch 8 1.25 % 73.75 % (7) 76.92 % (68)
NaiveBayes 71.25 ¾ 71.25 % (14) 77.78 ¾ (89)
Tableau 13 Résultats de l’influence du couplage sur la propension à engendrer
des erreurs
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Concernant la cross validation, l’algorithme HiilCiimbing donne le meilleur taux de succès
qui atteint 80%, suivi de TabuSearch qui lui donne un taux de 76.25%. Quand au Spiit,
plusieurs algorithmes donnent d’aussi bons résultats, par exemple : HillClimbing,
TabuSearch , SimulatedAnnealing et Naive Bayes. Ce dernier algorithme a donné un bon
résultat comparativement aux autres au niveau de la cross validation 71.25%.
7 Réseau Bayésien obtenu:
--
( oci’zic
( oc
ton )
-
(
( OMMIC
Figure 16 Réseau Bayésien pour l’hypothèse 3CE
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Les attributs OCMIC, CBOPrime, OMMIC, OCAEC. ICP et CBO sont les attributs
sélectionnés pertinents pour la prédiction. Parmi eux, les attributs CBO et OCMIC sont des
attributs pertinents ressortis aussi par les expérimentations de [4].
5-2-2-4 Comparaison avec d’autres algorithmes:
Les résultats qu’on a obtenus vont être comparés avec les résultats de trois études
1. Une étude faite par Ikonomosvski 1271 et portant sur les mêmes données mais en
utilisant les arbres de décision,
2. Une autre étude faite par [51 et qui utilise les réseaux de neurones,
3. Ainsi que l’étude faite par [4] et portant sur différents algorithmes d’apprentissage (CN2
version améliorée, Part et Naive Bayes).
La comparaison a donné le tableau suivant
Hypothèse Hypothèse 111E Hypothèse 2ChE Hypothèse 3CE
(Héritage) (Cohésion) (Couplage)
Résultats CV Spiit CV Spiit CV Spiit
C4.5 $9.16 84.34 84.34
R.N 81.25 81.25 75
CN2 87.5 89 72.22 74.8 78.53 58.22
Part 80 $5.18 69.62 85 82.5 85.5
Naive Bayes 43.75 30 77.21 86.77 72.5 79.5
HillClimbingR.B 81.25 94.11 83.75 88.89 80 80.77
TabuSearch R.B 80 93.33 [ 83.75 87.5 76.25 80
K2 R.B 80 90 82.5 82.14 66.25 71.43
Tableau 14: Comparaison de nos résultats avec ceux d’autres études
Le tableau ci-dessus contient les résultats obtenus avec la cross validation et le split. Les
résultats de ces algorithmes sont obtenus basés sur les mêmes paramètres. Nos résultats de la
cross validation sont proches de ceux des autres études sinon meilleurs dans certain cas, alors
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que pour ceux du split, on a obtenu les meilleurs résultats comparativement aux autres
techniques
1. Pour l’hypothèse IHE (Héritage), on a obtenu les mêmes résu]tats que ceux des
réseaux de neurones et de meilleurs résultats que les autres résultats, exceptés pour le
C4.5 qui reste le meilleur algorithme. Le résultat du spiit a dépassé et de loin le
résultat de l’algorithme CN2 avec un taux de 94.11% vs 89%.
2. L’hypothèse 2ChE (Cohésion) aborde un taux de 83.75% pour la cross validation qui
dépasse tous les autres résultats exceptés C4.5, mais le résultat du spiit a dépassé
celui des autres algorithmes avec un taux de 88.89% vs 85% pour Part.
3. L’hypothèse 3CE (Couplage) donne un taux de 80% pour la cross validation, ce qui
dépasse aussi les autres résultats exceptés le résultat de C4.5 84.34% et la classe par
conséquent en deuxième position.
Pour les trois hypothèses énoncées, nos résultats sont satisfaisants (entre 80% et 83.75%)
pour la cross validation et pour le Split, entre 80.77% et 94.11%. Ce qui nous permet de
conclure que certaines mesures sélectionnées peuvent prédire les classes qui peuvent
engendrer des erreurs et aussi de confirmer l’existence de lien entre nos mesures
sélectionnées lors de chacune des expériences et la variable à prédire Faultpron qui est la
propension à engendrer des erreurs.
H6
5-2-3 Estimation du coût d’une maintenance corrective
1- Le nombre d’intervalles de discrétisation est 5.
2- Après application de l’algorithme WrapperSubsetEval en combinaison avec
GeneticSearch, et aussi l’algorithme InfoGainAtfributeEval avec Ranker, les variables
retenues sont les suivantes
a. Surnexecutable
b. Sumdeclarative
e. Sadalangstat
d. SumblankLines
3- Résultat obtenu après variation de l’intervalle de cross validation et du pourcentage du
split
Algorithme Train Cross validation Spiit
HuliClimbing 76.83 % 65.85% (79) 73.68 % (77)
K2 77.44 % 63.41 % (25) 69.57 % (72)
RepeatedHillClimber 76.83 % 64.63 % (35) 65 % (76)
TAN 71.34% 60.37 % (25) 63.16 % (77)
SimulatedAnnealing 78.05 % 60.9$ % (14) 66.67 % (93)
TabuSearch 76.83 % 64.63 % (70) 70 % (70)
GeneticSearch 78.04 % 62.19 % (7) 65.85 % (75)
NaiveBayes 61.59 % 55.49 % (51) 63.16 % (77)
Tableau 15 : Résultats de l’estimation du coût d’une maintenance corrective
L’algorithme HillChmbing donne le meilleur taux de succès aussi bien pour la cross
validation que pour le spiit, suivi de TabuSearch et RepeatedHillClimbing qui donnent de
bons résultats aussi pour la cross validation avec un taux de 64.63%.
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4- Réseau Bayésien obtenu
Les attributs nombre d’instructions exécutables dans la méthode, le nombre de
déclarations dans la méthode, le nombre d’instructions Ada et le nombre de lignes vierges
ont été sélectionnés comme variables pertinente pour l’estimation de la maintenance
corrective. Les taux de réussite obtenus le confirment.
Répéter les étapes 3, 4, 5 et 6 décrites dans la section ci-dessus n’a pas améliorer
nos résultats.
Figure 17 Réseau Bayésien pour l’estimation d’une maintenance corrective
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5-2-3-1 Comparaison avec d’autres algorithmes
Les résultats qu’on a obtenus vont être comparés avec les résultats présentés dans l’article
intitulé “Machine Learning-Based Quality Predictive Models : Towards an Artificial
Intelligence Decision Making System” de Hakim Lounis et Lynda Ait-Mahiedine 2004. Cette
étude porte sur les mêmes données mais en utilisant d’autres teclmiques.
La comparaison a donné le tableau suivant
Hypothèse Hypothèse 1HR (Héritage)
Résultats CV Spiit
C4.5 66
OC1 68.8
One-Rule 58.5
CN2 54
CBL 56.7
RPROPRN 56.7
Naive Bayes 54.9
HillClimbing 65.85 73.68
TabuSearch 64.63 70
i 63.41 69.57
Tableau 16 Comparaison de nos résultats avec ceux d’autres études
Le tableau ci-dessus contient les résultats obtenus avec la cross validation et le split pour les
algorithmes des réseaux Bayésiens et les autres algorithmes basés sur les mêmes paramétres.
Le split a donné de meilleurs résultats. La cross validation a donné aussi de bons résultats.
Nos résultats sont donc satisfaisants pour 1 ‘hypothèse énoncée ci-dessus, certaines mesures
sélectionnées peuvent estimer la maintenance corrective, confirmer ainsi l’existence de lien
entre nos mesures sélectionnées lors des expériences et la variable à prédire.
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Chapitre 6— Conclusion
L’objectif ultime de notre recherche est l’estimation de la qualité du produit logiciel en utilisant
les réseaux Bayésiens, l’une des techniques de l’intelligence artificielle. C’est en se basant sur des
données issues de composants logiciels orientés objet, que nous avons réalisé nos
expérimentations pour vérifier des hypothèses conformes au standard IEC 14598 qui vont nous
permettre d’établir l’existence de liens causaux entre des attributs internes dont l’héritage, la
cohésion, le couplage et la complexité d’une part; et les facteurs de qualité logicielle qui sont: la
réutilisabilité, la propension à engendrer des erreurs et la maintenabilité, d’autre part.
Le choix des réseaux Bayésiens est principalement dû à leurs divers champs d’application ainsi
que les différents avantages qu’ils offrent. De plus, ils constituent un domaine de recherche très
actif et encore peu utilisé dans l’estimation de la qualité de logiciel.
En premier lieu, nous avons discrétisé les données et nous avons réduit le nombre de variables en
ne gardant que les variables pertinentes, ce qui nous a permis l’utilisation des réseaux Bayésiens.
Puis, nous avons évalué les différentes hypothèses en utilisant divers algorithmes des réseaux
Bayésiens.
Nous avons obtenu des résultats encourageants comparativement aux autres techniques qui ont
été utilisées ultérieurement sur les mêmes échantillons de données.
Un algorithme s’est distingué et a donné de très bons résultats sinon meilleurs dans certains cas
aussi bien avec la cross validation qu’avec le Split. Il s’agit de l’algorithme HillClimbing qui
effectue des recherches sur l’espace des structures des réseaux en partant d’un réseau initial (vide,
aléatoire), et à chaque étape il génère toutes les variétés du réseau obtenues en ajoutant,
supprimant ou inversant un arc particulier, et choisit le meilleur réseau en utilisant une fonction
de score.
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Nos expérimentations nous ont permis la vérification des trois hypothèses portant sur:
i. la relation entre la réutilisabilité et les mesures d’héritage, de couplage et de
complexité;
ii. la relation entre la propension à engendrer des erreurs et des mesures d’héritage, de
couplage et de cohésion;
iii. la relation entre l’effort de la maintenance et des mesures de complexité.
Les résultats obtenus seront utiles pour la mise en place de modèles d’estimation pour réduire
l’effort de maintenance, augmenter la réutilisabilité, gagner du temps et de l’argent lors du
développement d’autres logiciels, et bien sûr, avoir un produit final de bonne qualité.
Cependant, la généralisation de ces résultats n’est pas aussi évidente vu que les facteurs de qualité
sont dépendants des différents intervenants et de leur perception de la qualité : l’effort de
maintenance varie en fonction de la compétence de l’équipe et de son organisation, du degré de
documentation, etc. Ce qui est aussi réutilisable pour l’un ne l’est pas forcément pour un autre.
Ajoutons que la quantité de données utilisées est insuffisante pour bâtir des réseaux Bayésiens
parfaits. En effet, la construction d’un meilleur réseau passe par l’utilisation d’un grand nombre
de cas couvrant le maximum de possibilités. Les performances des réseaux Bayésiens auraient été
meilleures si on disposait d’un échantillon de données plus volumineux.
L’absence de règles ou de méthodes rigoureuses de discrétisation de données était l’un de nos
problèmes vu que l’étape de discrétisation est la première étape obligatoire pour la réalisation de
nos expériences; il a fallu passer par plusieurs essais pour trouver la bonne configuration. Bien
que nous ayons retenus les meilleurs intervalles parmi ceux testés, nous ne pouvons pas affirmer
qu’ils sont les meilleurs.
En guise d’extensions de notre recherche, nous proposons notamment l’enrichissement de l’étape
de discrétisation en suivant des méthodes automatiques pour la recherche des bonnes
combinaisons d’intervalles ou en trouvant des algorithmes d’apprentissages capables de
manipuler des variables continues.
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IANNEXES
Graphes (321
Définitions:
Les graphes sont des structures de données très efficaces pour modéliser les problèmes
complexes. Ils sont composées de deux ensembles: un ensemble de sommet et un ensemble de
relation entre ces sommets. On distingue deux types de graphes
• Graphe non orienté: où les relations entre les sommets existent dans les deux sens.
• Graphe orienté: c’est un graphe dans lequel chaque arête a un sens de parcours
obligatoire. Un chemin le long d’un tel graphe doit donc être parcouru en suivant le sens
des flèches.
Plus sommairement:
Graphe:
Soit Vun ensemble fini. Soit E une partie de V * V.
Si Vx e V,(x, x) E, alors G = (J’Ç E) est appelé un graphe orienté sur V.
Chemin:
Soit G = (V, E) un graphe orienté. Une séquence de noeuds [v, y , y] est un chemin
dans G si et seulement si
Vi,1 i n,(v,v) cE
Cycle
Soit G
=
(T’Ç E) un graphe orienté. Un cycle est un chemin [v,v
II
Graphe acyclïque orienté (DAG):
Soit G (J’ E) un graphe orienté. G est acyclique si G ne contient aucun cycle.
Parent, enfant
Soit G
=
(VÇ E) un graphe orienté. Si V(u,v) e E, alors u est un parent de y, et y est un enfant
de it.
