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Abstract
A new method of estimation of intrinsic volume densities for a stationary random closed set Ξ ⊆ Rd
with values in the extended convex ring is introduced. The local Steiner formula is applied to the closure
of the complement of the ε-parallel set to Ξ for n ≥ d different radii and, by solving a linear regression
model, estimates of the intrinsic volume densities of the ε-parallel set are obtained, which are used as
approximations of the those of Ξ itself. The consistency of the estimator as ε → 0 is shown, and the
method is tested on simulations of a planar Boolean model of discs.
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1. Introduction
The intrinsic volumes V0(K ), . . . , Vd(K ) of a convex body K ⊆ Rd are determined by the
Steiner formula
Vd(Kε) =
d∑
i=0
εiωiVd−i (K ),
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where Vd is the volume (d-dimensional Lebesgue measure), Kε = {x ∈ Rd : dist (x, K ) ≤ ε}
the (closed) ε-parallel set to K and ωi denotes the volume of the unit ball inRi . (Under a different
normalization, they are known as quermassintegrals or Minkowski functionals.) The intrinsic
volumes can be extended additively to sets from the convex ring (finite unions of convex bodies).
For details, see [13].
We consider a stationary random closed set Ξ in Rd with values in the extended convex ring
(e.g. Ξ can be represented as a locally finite union of convex bodies). Under certain integrability
conditions, the intrinsic volume densities of Ξ can be defined as (see [14,9])
V k(Ξ ) = lim
r→∞
EVk(Ξ ∩ r B)
Vd(r B)
, (1)
where B is any convex body with nonempty interior; for a detailed introduction see [14,16]. In
the plane, V 2(Ξ ) is the volume density, V 1(Ξ ) is one half of the circumference density of ∂Ξ ,
and V 0(Ξ ) is the mean Euler number density. If Ξ is a Boolean model, then the densities can
be used to obtain estimators of the mean intrinsic volumes of the primary grain and also of the
Boolean model intensity (see [14,17]). The volume density will not be considered in this note (a
standard point-counting method can be used for its estimation).
For methods concerning estimation of the Euler number density, we refer to [7,5,8]. (Note
that estimations of all intrinsic volume densities can be obtained from those of the Euler number
density by means of the Crofton formula
V k(Ξ ) = αd,kEV 0(Ξ ∩ Ld−k),
where αd,k is a constant, and the mean value is taken over all (d − k)-dimensional subspaces
Ld−k , see [14, Section 5.3.4].) A new method of simultaneous estimation of intrinsic volume
densities has been recently proposed by Schmidt and Spodarev [11], see also [3] and [15]. This
method uses a generalization of the Steiner formula for the volume of the parallel neighborhood
of a set from the convex ring, and is based on counting a topological index function of the set
within an observation window.
The aim of this note is to present an alternative method outlined already in [9]. We shall use
the notation A∗ = Rd \ A for the closure of the complement of A. The intrinsic volume densities
are estimated on the set (Ξε)∗ instead of on the set Ξ . The set (Ξε)∗ has locally positive reach
and, therefore, the local Steiner formula can be applied. An n-fold application (n ≥ d) of the
Steiner formula for different radii from the interval (0, ε] yields a linear regression model whose
solution yields estimators of the intrinsic volume densities of (Ξε)∗ (and, hence, also of Ξε). We
show that these are asymptotically unbiased and consistent (in the L1 as well as in an almost sure
sense) estimators of the intrinsic volume densities of Ξ as ε → 0.
The estimation procedure is tested on a planar Boolean model of discs for different area
fractions. The numerical results are compared with those obtained by Ohser and Mu¨cklich [7]
and Schmidt and Spodarev [11].
2. Sets with positive reach and the Steiner formula
Our setting is the d-dimensional Euclidean space Rd with norm | · |. The symbol B(x, r)
denotes the closed ball with centre x and radius r > 0. We shall use some necessary notions
of geometric measure theory using the Federer’s book [2] as basic reference, but we shall try to
keep the extent as minimal as possible. We say that a vector u ∈ Rd is tangent to a set X ⊆ Rd
at x ∈ Rd if there exists a sequence xi ∈ X \ {x}, xi → x , and positive numbers ri such that
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ri (xi − x)→ u, i →∞. The set of all tangent vectors to X at x is denoted by Tan(X, x); it is a
closed convex cone (see [2, Section 3.1.21]). A vector n ∈ Rd is said to be normal to X at x if
n · u ≤ 0 for any u ∈ Tan(X, x); the set of all normal vectors to X at x is denoted by Nor(X, x).
As a dual cone, Nor(X, x) is always a closed convex cone.
Given a set X ⊆ Rd and a point x ∈ X , the reach of X at x (denoted reach (X, x)) is the
supremum of all r > 0 such that any point y ∈ B(x, r) has a unique nearest neighbour in X . The
reach of X is then given by
reach X = inf{reach (X, x) : x ∈ X}.
Sets with positive reach were introduced by Federer [1] as a common generalization of closed
convex sets and closed sets with C2 smooth boundary. In [1], curvature measures Ck(X; ·) of
orders k = 0, 1, . . . , d − 1 were introduced for sets with positive reach, and the Steiner formula
and principal kinematic formula were proved.
We shall work with a slight generalization of sets with positive reach. We say that a set X ⊆
Rd has locally positive reach if X is closed and has reach (X, x) > 0 for any x ∈ X . Note that,
since the reach function x 7→ reach (X, x) is continuous on X , we have infx∈K∩X reach (X, x) >
0 for any compact set K whenever X has locally positive reach. Thus, as we shall show now,
curvature measures can be defined for sets with locally positive reach as well.
Let Unp(X) denote the set of all points z ∈ Rd for which there exists a unique point x ∈ X
nearest to z. The metric projection ξX is then defined on Unp(X):
ξX : Unp(X)→ X,
so that ξX (z) is the unique nearest point of X to z ∈ Unp(X). The subset of Rd × Sd−1
nor X =
{
(x, n) : ∃z ∈ Unp(X) \ X, x = ξX (z), n = z − x|z − x |
}
is called the unit normal bundle of X . The name is justified by the property
(x, n) ∈ nor X ⇐⇒ n ∈ Nor(X, x) ∩ Sd−1,
see [1].
In the sequel, we shall need an integral representation of curvature measures which was
derived in [18]; see also [10]. It can be shown that if reach X > 0 then the unit normal
bundle nor X is locally (d − 1)-rectifiable (in particular, it has locally finite (d − 1)-dimensional
Hausdorff measure Hd−1), and that at Hd−1 for almost all points (x, n) ∈ nor X there exist
(generalized) principal curvatures κ1(x, n), . . . , κd−1(x, n) ∈ (−reach X,∞] and (generalized)
principal directions a1(x, n), . . . , ad−1(x, n) ∈ Sd−1 such that a1(x, n), . . . , ad−1(x, n), n form
a positively oriented orthonormal basis of Rd . Then, using the generalized symmetric functions
of principal curvatures
Sk(x, n) =
∑
1≤i1<···<ik≤d−1
κi1(x, n) · · · κik (x, n)√
1+ κ1(x, n)2 · · ·
√
1+ κd−1(x, n)2
,
we can write
Ck(X; B) = 1
(d − k)ωd−k
∫
nor X
1B(x)Sd−1−k(x, n)Hd−1(d(x, n))
for any bounded Borel set B ⊆ Rd ; Ck(X; ·) is the kth curvature measure of X (0 ≤ k ≤ d − 1)
and it is a Radon signed measure in Rd . In the definition of Sk , we use the convention
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1√
1+∞2 = 0 and
∞√
1+∞2 = 1. We remark that the curvature measures we deal with are
first coordinate projections of the curvature measures introduced in [18] as signed measures on
Rd × Sd−1. If X is bounded, we set Vk(X) = Ck(X;Rd) (the last value is finite since clearly
Ck(X;Rd) = Ck(X; X) <∞ if X is bounded).
The following local version of the Steiner formula holds for a set X with locally positive reach
(it can be obtained as a minor extension of [18, Theorem 2]):
Vd((Xε \ X) ∩ ξ−1X (B)) =
d∑
i=1
εiωiCd−i (X; B) (2)
whenever B ⊆ Rd is a bounded Borel set and infx∈B reach (X, x) ≥ ε. (Note that, setting
B = Rd , we get the classical Steiner formula given in the Introduction, used there to introduce the
intrinsic volumes in another, but equivalent, way.) Of course, the Steiner formula does not hold
if the last condition is violated. Nevertheless, we shall use the following more general formula
where the volume of the parallel set is replaced by the integral of an appropriate index function.
Lemma 1. Let X be a set with locally positive reach, B ⊆ Rd a bounded Borel set and ε > 0.
Then
d∑
i=1
εiωiCd−i (X; B) =
∫
Rd
Iε(X; z, B) dz,
where
Iε(X; z, B) =
∑
x∈σε(X,z)
1B(x) sgn
(
d∑
i=1
|z − x |i−1Si−1
(
x,
z − x
|z − x |
))
and
σε(X, z) =
{
x : 0 < |x − z| < ε,
(
x,
z − x
|z − x |
)
∈ nor X
}
.
Proof. Applying the area formula as in [18] to the Lipschitz mapping f : (x, n, t) 7→ x + tn
defined on nor X × (0, ε) we obtain∫
nor X
1B(x)
∫ ε
0
Jd f (x, n, t)g(x, n, t) dt Hd−1(d(x, n))
=
∫
Rd
∑
(x,n,t)∈ f −1{z}
1B(x)g(x, n, t) dz (3)
for any integrable real function g. The d-dimensional Jacobian of f was computed in [18] as
follows. We use the fact that the vectors
1√
1+ κi (x, n)2
(ai (x, n), κi (x, n)ai (x, n)) , i = 1, . . . , d − 1,
form an orthonormal basis of the tangent space Tan(nor X, (x, n)) for Hd−1 almost all (x, n) ∈
nor X and the approximative differential of f and such a point (x, n) is
Df (x, n)
[
1√
1+ κi (x, n)2
(ai (x, n), κi (x, n)ai (x, n))
]
= 1+ tκi (x, n)√
1+ κi (x, n)2
ai (x, n).
T. Mrkvicˇka, J. Rataj / Stochastic Processes and their Applications 118 (2008) 213–231 217
Consequently,
Jd f (x, n, t) =
∣∣∣∣∣d−1∏
i=1
1+ tκi (x, n)√
1+ κi (x, n)2
∣∣∣∣∣ =
∣∣∣∣∣ d∑
i=1
t i−1Si−1(x, n)
∣∣∣∣∣ .
Hence, choosing
g(x, n, t) = sgn
(
d∑
i=1
t i−1Si−1(x, n)
)
,
the assertion follows. 
We shall also need later the following inequality. Let |Ck |(Ξ ; ·) denote the total variation of
the signed measure Ck(Ξ ; ·).
Lemma 2. If X has locally positive reach, and B ⊆ Rd is a bounded Borel set and ε > 0, then
Vd((Xε \ X) ∩ ξ−1X (B)) ≤
d∑
i=1
εiωi |Cd−i |(X; B).
Proof. We shall use (3) again with the same function f , but with g ≡ 1 instead. We obtain
Vd((Xε \ X) ∩ ξ−1X (B)) ≤
∫
Rd
∑
(x,n,t)∈ f −1{z}
1B(x) dz
=
∫
nor X
1B(x)
∫ ε
0
Jd f (x, n, t) dt Hd−1(d(x, n))
≤
∫
nor X
1B(x)
∫ ε
0
d∑
i=1
t i−1|Si−1(x, n)| dt Hd−1(d(x, n))
=
d∑
i=1
εiωi |Cd−i |(X; B).
We have used the estimate
Jd f (x, n, t) ≤
d∑
i=1
t i−1|Si−1(x, n)|. 
3. Parallel approximation of polyconvex sets
Let S denote the extended convex ring, i.e., the family of sets which can be represented as a
locally finite union X = ⋃∞i=1 X i of convex bodies X i (the local finiteness means here that any
bounded set is hit by a finite number of convex components X i only). Curvature measures as
additive functionals on the family of convex bodies admit an additive extension to the sets from
S. The additivity is understood here with respect to the set operations, i.e.,
Ck(X ∪ Y ; ·)+ Ck(X ∩ Y ; ·) = Ck(X; ·)+ Ck(Y ; ·)
whenever the curvature measures of all four given sets are defined. Note that the additivity
relation cannot be used as a definition of curvature measures for unions of convex bodies, since
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the union representation need not be unique. The first explicit definition by means of an index
function was given by Schneider in [12] (see also [13]). Later, a more general definition for
certain locally finite unions of sets with positive reach (including sets from the extended convex
ring) was given by Za¨hle in [19] and in [10]. In [10], the following topological index function
was used:
iX (x, n) = 1X (x)
(
1− lim
r→0+
lim
s→0+
χ(X ∩ B(x + (r + s)n, r))
)
, (x, n) ∈ Rd × Sd−1,
where X ∈ S and χ denotes the Euler–Poincare´ characteristic. Let nor X ⊆ Rd × Sd−1 be the
support of iX . It can be shown that, as in the case of sets with positive reach, nor X is locally
(d − 1)-rectifiable and principal curvatures, principal directions and symmetric functions of
principal curvatures can be defined at Hd−1 almost all (x, n) ∈ nor X so that the curvature
measures can be represented as
Ck(X; B) = 1
(d − k)ωd−k
∫
nor X
iX (x, n)1B(x)Sd−1−k(x, n)Hd−1(d(x, n))
for any bounded Borel set B. In fact, if X = ⋃i X i with convex bodies X i , the principal
curvatures at (x, n) are those of some the convex bodies
⋂
i∈I X i such that x ∈ X i , i ∈ I
(I is a finite index set).
It can be seen from the integral representation above that the curvature measures are defined
locally, in the following sense: If X, Y ∈ S and G is an open set such that X ∩ G = Y ∩ G then
Ck(X; B) = Ck(Y, B) for any bounded Borel subset B of G.
Let X be a set from S. We shall deal in the sequel with the parallel approximation Xε of X
(which is, of course, again from the extended convex ring) and the closure of its complement,
(Xε)∗. It has been shown in [9, Theorem 2] that (Xε)∗ has locally positive reach for sufficiently
small ε and that the vague convergence of curvature measures
(−1)d−1−kCk((Xε)∗; ·)→ Ck(X; ·), ε → 0, (4)
takes place. (The result was originally proved in [10, Corollary 3.1] in a more general setting,
but under additional assumptions of compactness and that the components of positive reach do
not lie in a “special” mutual position.) Moreover, if (Xε)∗ has locally positive reach, then
(−1)d−1−kCk((Xε)∗; ·) = Ck(Xε; ·) (5)
which follows from [10, Theorem 3.3]. For completeness, we recall that signed Radon measures
µε on Rd converge to µ vaguely if
∫
f dµε →
∫
f dµ, ε → 0, for any continuous function
f with compact support in Rd . If µ,µε are nonnegative measures, then the vague convergence
of µε to µ is equivalent to the property µε(B) → µ(B), ε → 0, for any bounded Borel set B
which is a continuity set for µ, i.e., µ(∂B) = 0 (∂B denotes the topological boundary of B).
This property does not hold for signed measures in general. We shall use a stronger continuity
assumption for B.
Definition 1. We say that a Borel set B ⊆ Rd is X -continuous with respect to X ∈ S if there
exists a representation X = ⋃i X i as a locally finite union of convex bodies X i such that B is
a continuity set for Ck(
⋂
i∈I X i ; ·) for any k = 0, 1, . . . , d and any index set I with
⋂
i∈I X i
nonempty.
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Lemma 3. Let a bounded Borel set B be X-continuous with respect to X ∈ S. Then
Ck(Xε; B)→ Ck(X; B), ε → 0.
Proof. Let X = ⋃i X i be the representation from Definition 1. The additivity of curvature
measures yields
Ck(Xε; B) =
∑
I
(−1)|I |−1Ck
(⋂
i∈I
X iε; B
)
,
where the sum runs over all index sets I such that B ∩⋂i∈I X i is nonempty, and |I | denotes
the cardinality of I . Note that, since B is bounded, the alternating sum is in fact finite
(Ck(
⋂
i∈I X iε; B) = 0 whenever B ∩
⋂
i∈I X iε = ∅). The same formula holds with Xε, X iε
replaced by X, X i , respectively. Since
⋂
i∈I X iε ↘
⋂
i∈I X i , ε → 0, for any I , and, as these
are convex bodies, it follows that the nonnegative finite measures Ck(
⋂
i∈I X iε; ·) converge to
Ck(
⋂
i∈I X i ; ·) weakly and, hence,
Ck
(⋂
i∈I
X iε; B
)
→ Ck
(⋂
i∈I
X i ; B
)
, ε → 0,
and the assertion follows. 
The convergence (4) is the crucial property for our estimation procedure. Let a set X ⊆ Rd
from the extended convex ring be given. Let B0 denote the family of all bounded Borel subsets
of Rd of positive Lebesgue measure. If ε ≥ δ > 0 and B ∈ B0 we write
v(X; ε, δ, B) = Vd((((Xε)∗)δ \ (Xε)∗) ∩ ξ−1(Xε)∗(B))/Vd(B).
Let ∆ be a finite subset of the interval (0, ε] and denote its elements by
∆ = {δ1 < · · · < δn};
we shall always assume that n ≥ d . Consider the vector
V (X; ε,∆, B) = (v(X; ε, δ1, B), . . . , v(X; ε, δn, B))T
and denote also
C(X; B) = (Cd−1(X; B), . . . ,C0(X; B))T.
Consider the transformed vector
V̂ (X; ε,∆, B) = Σd(M∆MT∆)−1M∆V (X; ε,∆, B),
where
M∆ =

δ1ω1 , δ2ω1 , . . . , δnω1
δ21ω2 , δ
2
2ω2 , . . . , δ
2
nω2
...
...
...
δd1ωd , δ
d
2ωd , . . . , δ
d
nωd

and Σd is the diagonal d × d matrix with diagonal elements Σd(i, i) = (−1)i−1, i = 1, . . . , d.
Note that rankM∆ = d since n ≥ d .
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In fact, V̂ (X; ε,∆, B) is the least-squares solution of the linear regression model for the
unknown coefficients Ci (Xε; B)/Vd(B) from the Steiner formula, as can be seen from the
following result.
Proposition 1. If X ∈ S and B ∈ B0 then
Σd V̂ (X; ε,∆, B) = C((Xε)
∗; B)
Vd(B)
for any ε > 0 and any ∆ with sufficiently small max∆. If, moreover, B is X-continuous then
lim
ε→0 limmax∆→0
∣∣∣∣V̂ (X; ε,∆, B)− C(X; B)Vd(B)
∣∣∣∣ = 0.
Proof. Given ε > 0, the Steiner formula (2) for (Xε)∗ gives
V (X; ε,∆, B) = M
T
∆C((Xε)
∗; B)
V d(B)
whenever max∆ ≤ infx∈B∩(Xε)∗ reach ((Xε)∗, x), which is true for max∆ small enough by [9,
Theorem 2]. Applying (M∆MT∆)
−1M∆ to both sides, we obtain
Σd V̂ (X; ε,∆, B) = C((Xε)
∗; B)
Vd(B)
.
Using Lemma 3 we get
lim
ε→0ΣdC((Xε)
∗; B) = C(X; B)
if B is X -continuous, which completes the proof. 
A natural question arises whether the entries v(X; ε, δ, B) can be replaced by
w(X; ε, δ, B) = Vd((((Xε)∗)δ \ (Xε)∗) ∩ B)/Vd(B),
W (X; ε,∆, B) = (w(X; ε, δ1, B), . . . , w(X; ε, δn, B))T
with the analogous estimator
Ŵ (X; ε,∆, B) = Σd(M∆MT∆)−1M∆W (X; ε,∆, B).
We shall show later that both estimators are asymptotically L1-consistent in the planar case. It
remains open whether this result holds in higher dimensions.
4. A consistency result
Let Ξ be a random closed subset of Rd with values in S. This means that Ξ is a random
element from the extended convex ring S equipped with the σ -algebra σS which is the trace of
the usual Borel σ -algebra of the Matheron–Fell topology on the space of closed subsets of Rd ,
see [4]. We shall assume throughout the paper that Ξ is stationary, i.e., that its distribution is
invariant with respect to translations. Assume further that
E |Ck |(Ξ ;Cd) <∞, (6)
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where Cd = [0, 1]d is the unit cube. Note that, by stationarity, (6) is equivalent to
E |Ck |(Ξ ; D) <∞ for some cube D (7)
(indeed, we can cover Cd by a finite number of translates of D, and |Ck |(Ξ ; D+ z) has the same
distribution as |Ck |(Ξ ; D) for any z ∈ Rd ). We define the kth intrinsic volume density of Ξ as
V k(Ξ ) = ECk(Ξ ;Cd), k = 0, . . . , d. (8)
We have then V k(Ξ ) = ECk(Ξ ; B)/Vd(B) for any Borel set B with finite positive volume, see
[9]. (For the consistency with (1), see the remark below.) We shall denote the vector of intrinsic
volume densities as
V (Ξ ) = (V d−1(Ξ ), . . . , V 0(Ξ ))T.
Analogously, we define the densities of total variations of Vk as
|V k |(Ξ ) = E|Ck |(Ξ ;Cd), k = 0, . . . , d.
Given a set R from the convex ring, we denote by N (R) the minimum number N of convex
bodies K 1, . . . , K N such that R = K 1 ∪ · · · ∪ K N . Consider the following condition for the
stationary random closed set Ξ :
E 2N (Ξ∩Cd ) <∞. (9)
Remark 1. It can be shown that both definitions, (1) and (8), are equivalent under (9). Indeed,
let B be a convex body with nonempty interior, r > 0, and let (r B)− denote the union of all
integer translates of the unit cube Cd contained in r B. Then we have, by the additivity and local
property of curvature measures,
EVk(Ξ ∩ r B) = ECk(Ξ ; (r B)−)+ ECk(Ξ ∩ r B; r B \ (r B)−).
The first summand equals λd(r B)V k(Ξ ), while the second one is of order o(λd(r B)), r → ∞,
which can be shown by using (9) and the fact that the number of integer translates of Cd hitting
r B \ (r B)− is of order o(λd(r B)), r →∞.
Note also that (9) implies (6), which follows from the following fact.
Lemma 4. Given a convex body K there exists a constant cK > 0 such that for any X ∈ S,
Borel set B ⊆ int K and k ≤ d,
|Ck |(X; B) ≤ cK 2N (X∩K ).
Proof. Write X ∩ K = K 1 ∪ · · · ∪ K N with convex bodies K 1, . . . , K N and N = N (X ∩ K ).
By the local property of curvature measures, we have |Ck |(X; B) = |Ck |(X ∩ K ; B). Applying
the inclusion–exclusion formula, we get
|Ck |(X; B) ≤
∑
I⊆{1,...,N }
Ck
(⋂
i∈I
K i ; B
)
≤ 2N sup
K ′⊆K
Vk(K
′),
where the last supremum is taken over all convex bodies K ′ contained in K . Since the intrinsic
volumes Vk are monotone on K′ (see [14, Section 7.1]), the supremum is bounded by Vk(K ).
Hence, setting cK = max{V0(K ), . . . , Vd(K )}, the proof is complete. 
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In the proof of the following auxiliary lemma, we shall use the notion of a point process on
the space K′ of nonempty convex bodies equipped with the Hausdorff metric. We say that a
Borel measure µ on K′ is locally finite if µ(KB) < ∞ for all B ∈ K′, where KB = {K ∈
K′ : K ∩ B 6= ∅}. Under a point process Φ on the metric space K′, we understand a locally finite
integer-valued random Borel measure onK′, see [14].Φ can be represented as a countable sum of
Dirac measures Φ =∑i δKi with Ki ∈ K′, and one often writes conventionally K ∈ Φ instead
of Φ({K }) > 0. The point process Φ is simple if Φ({K }) ≤ 1 for all K ∈ Z . Φ is stationary
if its distribution is invariant with respect to translations. We say that Φ has finite intensity if
EΦ(KB) < ∞ for any bounded Borel set B. If Φ is stationary, then a sufficient condition for
finite intensity is that EΦ(KC ) < ∞ for some cube C (indeed, any bounded Borel set B can be
covered by a fixed finite number of translates of C , B ⊆ (C + z1) ∪ · · · ∪ (C + zn), and thus
EΦ(KB) ≤ EΦ(KC+z1 ∪ · · · ∪KC+zn ) ≤ nEΦ(KC ) <∞).
Note that if Φ is a (stationary) point process on K′, then its union set Ξ = ⋃K∈Φ K is a
(stationary) random closed set with values in the extended convex ring. A converse assertion was
shown in [14, Satz 4.4.2].
Lemma 5. Let Ξ be a stationary random closed set with values in S and satisfying (9). If a Borel
set B satisfies Vd(∂B) = 0, then B is Ξ -continuous almost surely.
Proof. Note that (9) implies that EN (Ξ ∩ C) < ∞ for any bounded Borel set C (this follows
from the fact that the functional N is subadditive, i.e., N (R ∪ S) ≤ N (R) + N (S) for any sets
R, S from the convex ring). Thus we can use [14, Satz 4.4.2] to represent Ξ = ⋃K∈Φ K as the
union set of a simple stationary point process Φ on K′. We shall show that Φ has finite intensity.
Let C˜ ⊆ intCd be a cube lying inside the open unit cube. The construction of Φ in [14, Satz
4.4.2] proceeds as follows: the shifted random closed set Ξ − ξ , where ξ is a uniform random
vector from Cd independent of Ξ , is intersected with unit cubes Cd+z, z ∈ Zd , each intersection
is represented as a polyconvex set, and the resulting union is shifted back by ξ . It follows that we
have an estimate
Φ(KC˜ ) ≤
2d∑
i=1
N (Ξ ∩ (Cd − zi + ξ)), (10)
where z1, . . . , z2d are the vertices of C
d . Using the stationarity of Ξ and independence of ξ , we
get EΦ(KC˜ ) <∞ by (9).
Let Φ(n), n ∈ N, be the point process of nonempty intersections of n different convex bodies
of Φ. Φ(n) is again a stationary point process on K′. If C˜ is as above, then, using (10), we get
Φ(n)(KC˜ ) ≤
(
Φ(KC˜ )
n
)
≤ (Φ(KC˜ ))n ≤
 2d∑
i=1
N (Ξ ∩ (Cd − zi + ξ))
n .
The conditional expectation of the last term given ξ does not depend on the value od ξ , by
stationarity. Thus, we get the estimate
EΦ(n)(KC˜ ) ≤ E
 2d∑
i=1
N (Ξ ∩ (Cd − zi ))
n .
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The random variables N (Ξ ∩ (Cd − zi )) have the same distribution, and, applying the binomial
formula and the Ho¨lder inequality, we get
EΦ(n)(KC˜ ) ≤ 2ndE(N (Ξ ∩ Cd))n .
The last expectation is finite due to (9). Thus, Φ(n) has finite intensity for any n ∈ N.
For given 0 ≤ k ≤ d , the functional
Ψ (n)k (·) =
∑
K∈Φ(n)
Ck(K ; ·)
defines a stationary (nonnegative) random measure with locally finite expectation. We can write
Ck(Ξ ; ·) =
∞∑
n=1
(−1)n−1Ψ (n)k (·).
By stationarity, EΨ (n)k is a multiple of the Lebesgue measure. Hence, if Vd(∂B) = 0 then
EΨ (n)k (∂B) = 0, and thus, Ψ (n)k (∂B) = 0 a.s., and the assertion follows. 
We shall use V̂ (Ξ ; ε,∆, B) as an estimator of V (Ξ ). First we state its asymptotic
unbiasedness.
Theorem 1. Let Ξ be a stationary random closed set with values in S and satisfying (9). Then
lim
ε→0 V (Ξε) = V (Ξ ).
Let further B ∈ B0 be such that Vd(∂B) = 0. Then
lim
ε→0 limmax∆→0
E V̂ (Ξ ; ε,∆, B) = V (Ξ ).
Proof. Denote by C˜ = [ 14 , 34 ]d a cube of side length 12 and observe that N (Ξε∩C˜) ≤ N (Ξ ∩Cd)
for ε < 14 (indeed, note that if Ξ ∩Cd = K 1∪· · ·∪K N then Ξε∩C˜ = (K 1ε ∩C˜)∪· · ·∪(K Nε ∩C˜)).
Thus we have E2N (Ξε∩C˜) <∞ for all k = 0, . . . , d − 1 and ε < 14 , and hence, E|Ck |(Ξε; D) <
∞ for any cube D ⊆ int C˜ , by Lemma 4. Thus Ξε fulfills (7) (and, consequently, (6)) for ε small
enough and its intrinsic volume densities are defined.
Let D be any cube contained in the interior of C˜ . By Lemma 5, D is Ξ -continuous a.s., and
we may use Lemma 3 to obtain
lim
ε→0Ck(Ξε; D) = Ck(Ξ ; D) almost surely.
The first assertion of Theorem 1 follows by the Lebesgue dominated theorem, since we have by
Lemma 4
|Ck(Ξε; D)| ≤ cC˜ 2N (Ξε∩C˜).
Let now B be the bounded Borel set from the assumption. We know from Lemma 5 and
Proposition 1 that
lim
ε→0 limmax∆→0
V̂ (Ξ ; ε,∆, B) = C(Ξ ; B)
Vd(B)
a.s.
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We need to apply the expectation and interchange it with the limits in the last equation. Again, we
shall find an integrable majorant and apply the Lebesgue dominated theorem. Using Lemma 2,
we can estimate the entries of V̂ by
v(Ξ ; ε, δi , B) ≤
d∑
j=1
δ
j
i ω j |Cd− j |(Ξε; B).
It follows that the j th coordinate of V̂ (Ξ ; ε,∆, B) has an upper bound
|V̂ (Ξ ; ε,∆, B) j | ≤ |Cd− j |(Ξε; B).
Thus it is sufficient to find an integrable upper bound for |Ck |(Ξε; B) independent of ε, for any
k = 0, 1, . . . , d − 1. We can cover B by a finite number of translates of D, say
B ⊆
n⋃
i=1
(D + zi ),
where the number n depends only on B. We thus have, by the additivity of curvature measures
|Ck |(Ξε; B) ≤
n∑
i=1
|Ck |(Ξε; D + zi ),
where the summands on the right hand side are identically distributed by stationarity. But we
have already found an integrable majorant for |Ck |(Ξε; D). Hence, the proof is complete. 
To obtain the almost sure and L1 consistency of our estimator, we shall need the ergodicity
of Ξ . The stationary random set Ξ is called ergodic if Pr[Ξ ∈ I] ∈ {0, 1} for any translation
invariant set I ∈ σS (I is translation invariant if for any closed set F ∈ S, F ∈ I iff F+z ∈ I for
any z ∈ Rd ). We shall use the spatial ergodic theorem due to Nguyen and Zessin [6, Corollaries
(4.9), (4.20)], applied to the translation covariant additive set function B 7→ Ck(Ξ ; B): If (B j )
is a sequence of convex bodies with inradii growing to infinity, and if there exists an integrable
random variable Y such that∣∣∣∣∣Ck
(
Ξ ; K ∩
[
−1
2
,
1
2
)d)∣∣∣∣∣ ≤ Y ∀K ∈ K′, (11)
then
lim
j→∞
C(Ξ ; B j )
Vd(B j )
= V (Ξ ) a.s. and in L1. (12)
Theorem 2. Let Ξ be a stationary ergodic random closed set with values in the extended convex
ring, and assume that (9) holds. Let (B j ) be a sequence of convex bodies with inradii growing to
infinity. Then
lim
ε→0 limj→∞ limmax∆→0
V̂ (Ξ ; ε,∆, B j ) = V (Ξ ) a.s. and in L1.
Proof. First, we note that given ε > 0 and j ∈ N, we have
lim
max∆→0
V̂ (Ξ ; ε,∆, B j ) = C(Ξε; B j )Vd(B j ) (13)
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(see the proof of Proposition 1). The ergodicity of Ξ implies the same property for Ξε (indeed,
if I is a translation invariant subset of F then [Ξε ∈ I] = [Ξ ∈ φ−1I] with the measurable
mapping φ : F 7→ Fε and φ−1I is translation invariant as well, hence Pr[Ξε ∈ I] ∈ {0, 1}).
Let us verify that Ξε fulfills the assumption (11). Let K 1, . . . , K 2
d
be translates of C˜ =
[ 14 , 34 ]d which cover [− 12 , 12 ]d . We have∣∣∣∣∣Ck
(
Ξε; K ∩
[
−1
2
,
1
2
)d)∣∣∣∣∣ ≤ |Ck |
(
Ξε; K ∩
[
−1
2
,
1
2
)d)
≤
2d∑
i=1
|Ck |(Ξε; K i ).
We shall show that each of the random variables Yi = |Ck |(Ξε; K i ) is integrable. Denote
D = [ 18 , 78 ], and let Di be a translate of D containing K i in its interior. Then, by Lemma 4,
Yi ≤ cDi 2N (Ξε∩Di ), which has the same distribution as cD2N (Ξε∩D) by stationarity. Using the
same argument as at the beginning of the proof of Theorem 1, we get N (Ξε ∩ D) ≤ N (Ξ ∩Cd)
for ε < 18 ; hence, EYi ≤ cDE2N (Ξ∩C
d ) which is finite by (9).
We thus obtain, applying (12) and (13) for Ξε:
lim
j→∞ limmax∆→0
V̂ (Ξ ; ε,∆, B j ) = V (Ξε) a.s. and in L1.
The proof is completed by using the first assertion of Theorem 1. 
Remark: The consistency assertion from Theorem 2 is not completely satisfactory, since it admits
that it might be necessary to decrease the maximum radius max∆ with growing window B j . We
hope to be able to prove a stronger consistency result where the limits over j and max∆ are
interchanged, at least in the planar case.
5. The planar case
We shall limit ourselves to R2 for this section and the sequel of the paper. Let X from the
extended convex ring in R2, ε > 0, ∆ = {δ1, . . . , δn} and B ⊆ R2 bounded Borel be given. We
have, by definitions
M∆V (X; ε,∆, B) =
(
2
∑
i
δiv(X; ε, δi , B), pi
∑
i
δ2i v(X; ε, δi , B)
)T
and
(M∆M
T
∆)
−1 = 1
4pi2
((∑
i
δ2i
)(∑
i
δ4i
)
−
(∑
i
δ3i
)2)

pi2
∑
i
δ4i , −2pi
∑
i
δ3i
−2pi
∑
i
δ3i , 4
∑
i
δ2i
 .
The value in the denominator is positive, which can be shown by the Jensen formula. Denote
q(∆) =
(∑
i
δ2i
)(∑
i
δ4i
)
+
(∑
i
δ3i
)2
(∑
i
δ2i
)(∑
i
δ4i
)
−
(∑
i
δ3i
)2 .
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The function q of ∆ is scaling invariant, i.e., q(s∆) = q(∆) for any s > 0 and any finite
set ∆ ⊆ (0,∞). For the “uniformly distributed” δi ’s, δi = iδ, i = 1, . . . , n, we obtain
q(∆) = 31+ 15n−1 − 15n+2 − 153n2+3n+2 .
Below we show that the estimators V̂ and Ŵ are asymptotically equivalent, with growing
window B.
Theorem 3. For any ε > 0, q > 0 and a sequence (B j ) of convex bodies with inradii growing
to infinity we have
lim
j→∞ sup∆⊆(0,ε]
q(∆)≤q
E|Ŵ (Ξ ; ε,∆, B j )− V̂ (Ξ ; ε,∆, B j )| = 0.
Proof. Observe that a point z from the collar (Ξ ∗ε )δ \ Ξ ∗ε can contribute differently to
w(Ξ ; ε, δ, B j ) and v(Ξ ; ε, δ, B j ) only if the line segment with endpoints z and ξΞ ∗ε (z) hits the
boundary of B j , which implies that the distance of ξΞ ∗ε (z) to ∂B j is less than or equal to δ. Thus,
given δ > 0, we have
|w(Ξ ; ε, δ, B j )− v(Ξ ; ε, δ, B j )| ≤
V2(((Ξ ∗ε )δ \ Ξ ∗ε ) ∩ ξ−1Ξ ∗ε ((∂B j )δ))
V2(B j )
≤ 2δC1(Ξ
∗
ε ; (∂B j )δ)+ piδ2|C0|(Ξ ∗ε ; (∂B j )δ)
V2(B j )
(the last inequality follows from Lemma 2; note that C1(·; ·) is always nonnegative in R2), and
hence
E|w(Ξ ; ε, δ, B j )− v(Ξ ; ε, δ, B j )| ≤ (2δV 1(Ξε)+ piδ2|V 0|(Ξε))V2((∂B j )δ)V2(B j ) .
Since V2((∂B j )δ) ≤ 2δH1(∂B j )+ piδ2 by Lemma 6, we have
E|w(Ξ ; ε, δ, B j )− v(Ξ ; ε, δ, B j )| ≤ δ2ab j
with a = 2V 1(Ξε)+ 2piε|V 0|(Ξε) and b j = 2H
1(∂B j )+piε
V2(B j )
provided that δ ≤ ε. Let now ∆ with
max∆ ≤ ε be given. We shall omit the arguments Ξ , ε,∆ and B j of V,W, V̂ and Ŵ for brevity,
and we shall enumerate the coordinates W˜ = (W˜1, W˜0)T, V˜ = (V˜1, V˜0)T. The two coordinates
of EM∆(W − V ) indexed subsequently by 1 and 0 can be estimated by
|E(M∆(W − V ))1| ≤ 2
∑
i
δ3i ab j ,
|E(M∆(W − V ))0| ≤ pi
∑
i
δ4i ab j ,
Hence, using the matrix form of (M∆MT∆)
−1 given above and the triangular inequality, we get
|E(Ŵ0 − V̂0)| ≤ 1
pi
q(∆)ab j .
For the first coordinate, we use coarser estimates
|E(M∆(W − V ))1| ≤ 2ε
∑
i
δ2i ab j ,
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Table 1
Discretized discs D1, . . . , D14 with their radii used in the estimating procedure
Number Discretized disc Radius
1 1,3,1 0.9000964794459934
2 3,3,3 1.2728784832488125
3 1,3,5,3,1 1.7998331125406437
4 3,5,5,5,3 2.1732391707091603
5 5,5,5,5,5 2.545038648737105
6 1,3,5,7,5,3,1 2.6992119094296885
7 1,5,5,7,5,5,1 2.845433390406142
8 3,5,7,7,7,5,3 3.0732399757028777
9 5,7,7,7,7,7,5 3.445663491015048
10 1,5,7,7,9,7,7,5,1 3.7454995433188247
11 3,5,7,9,9,9,7,5,3 3.9728829038809836
12 1,7,7,7,9,7,7,7,1 4.024127997195045
13 3,7,7,9,9,9,7,7,3 4.118720086897983
14 5,7,9,9,9,9,9,7,5 4.345928414277148
Each disc is described by the numbers of pixels in its consecutive horizontal lines.
|E(M∆(W − V ))0| ≤ piε
∑
i
δ3i ab j ,
Hence,
|E(Ŵ1 − V̂1)| ≤ 12εq(∆)ab j .
As b j → 0, j →∞, the assertion follows. 
Lemma 6. For any convex body K in R2 and r > 0 we have
V2((∂K )r ) ≤ 2rH1(∂K )+ pir2.
Proof. We have V2(Kr \ K ) = rH1(∂K ) + pir2 by the Steiner formula. Hence, it is sufficient
to show that V2(K \ K−r ) ≤ rH1(∂K ), where K−r = {x ∈ K : dist (x, ∂K ) ≥ r}. By
standard methods, we can write V2(K \ K−r ) =
∫ 0
−r H1(∂Ks) ds, and since the boundary length
s 7→ H1(∂Ks) is monotone increasing in s, the assertion follows. 
6. Description of the algorithm
Discretization. When the planar set Ξ is discretized (i.e., represented by a subset of the integer
lattice Z2), then the problem appears of how to find the discretized version of the parallel set Ξε
with a small radius ε. We take for (the discretized) Ξε the dilation of Ξ with a discretized small
disc of radius ε. We use a set of symmetric discretized discs with radii as small as possible. The
radius of a discretized disc was computed in the following way. We drew a sufficiently large disc
(we chose its radius 480 pixels) and dilated it with the tested small discretized disc. The radius
was then determined in such a way that the area increase corresponds to that of dilation with a
smooth disc of corresponding radius.
We used 14 discretized discs D1, . . . , D14, which are listed together with their radii
δ1, . . . , δ14 in Table 1. They are all centrally symmetric with the centre of symmetry at the origin
(i.e., they intersect an odd numbers of horizontal lines in Z2 and have odd numbers of lattice
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Fig. 1. The dependence of B1(ε) (left) and B0(ε) (right) on p for ε = 4.346.
points (pixels) in each intersected horizontal line). The value of ε was chosen as the maximum
radius, i.e., ε = δ14 = 4.346. The corresponding value of q(∆) from Section 5 for the chosen set
of radii is 46.1547.
The algorithm proceeds as follows. We determine the set Ξ ⊕ D14 in the observation window
B by dilating the discrete data set Ξ with D14, and take its complement in B. Afterwards, for
i = 1, . . . , 14, we determine the set
Hi = [(Ξ ⊕ D14)C ⊕ Di ] \ (Ξ ⊕ D14)C . (14)
The number of all pixels in Hi would determine the value ofw(Ξ ; ε, δi , B) up to a normalization
constant. To determine v(Ξ ; ε, δi , B) we sum only those pixels in Hi which have their nearest
point in (Ξ ⊕ D14)C lying in B. In order to be able to decide whether the nearest points lie in B,
we have done minus sampling, i.e., we used a slightly smaller window B = [5, 995]2.
Estimator bias. We shall show by the example of a stationary Boolean model (see [16] or [14])
how the bias of the estimator V̂ (Ξ ; ε,∆, B) depends on ε and the volume fraction p. Let Ξ
be a Boolean model with convex grains in R2 with intensity α > 0 and primary grain Z0 (a
random convex body with reference point in the origin). Then, Ξε is a Boolean model as well,
with intensity α and primary grain Z0ε . The intrinsic volume densities can be found analytically,
see [14, Section 5.4.3]:
V1(Ξε) = (1− pε)αEV1(Z0ε ),
V0(Ξε) = (1− pε)
(
α − 1
pi
α2(EV1(Z0ε ))
2
)
,
where pε = 1− exp(−αEV2(Z0ε )) is the area fraction of Ξε.
From the proof of Theorem 1, we know that the estimator V̂ (Ξ ; ε,∆, B) is an unbiased
estimator of the vector of intrinsic volume densities of V (Ξε). Thus we can express the bias of
the estimator V̂ (Ξ ; ε,∆, B) (as an estimator of V (Ξ )) by
Bk(ε) = Vk(Ξε)− Vk(Ξ ).
Let Ξ be a Boolean model, now with area fraction p and circular primary grain with diameter
uniformly distributed between 20 and 40. (This model is used later for our simulation too.) We
can see the dependence of Bk(ε) on p for ε = 4.346 in Fig. 1 and the dependence of Bk(ε) on ε
for p = 0.5 in Fig. 2.
We can see from Fig. 2 that with decreasing ε, the absolute value of the bias is decreasing as
well. On the other hand, we need as many dilation radii as possible for the linear regression
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Fig. 2. The dependence of B1(ε) (left) and B0(ε) (right) on ε for p = 0.5.
Table 2
Theoretical and estimated values of specific intrinsic volumes estimated with resolution 1000× 1000
p 0.2 0.5 0.8
V 0(Ξ )× 104 0.477816 0.39153 −0.605932
V˜0 × 104 0.41964 0.153529 −0.679059
V˜0
R × 104 0.4885 0.426084 −0.584021
V˜0
S × 104 0.434868 0.155503 −0.107988
V˜0
O × 104 0.431250 0.159556 −0.106723
δV 0,V˜0
,% −12.18 −60.83 12.07
δ
V 0,V˜0
R ,% 2.24 8.71 −3.61
δ
V 0,V˜0
S ,% −8.99 −60.33 78.22
δ
V 0,V˜0
O ,% −9.75 −59.29 76.13
Standard Deviation(V˜0)× 104 0.044929 0.083423 0.081626
Mean square error(V˜0)× 108 0.005403 0.063806 0.012010
2V 1(Ξ ) 0.011476 0.02228 0.020693
2V˜1 0.012077 0.020598 0.014850
2V˜ R1 0.011266 0.022151 0.020907
2V˜ S1 0.012123 0.023402 0.021547
2V˜ O1 0.011361 0.021947 0.02022
δV 1,V˜1
,% 5.24 −7.55 −28.23
δV 1,V˜
R
1
,% −1.83 −0.58 1.04
δV 1,V˜
S
1
,% 5.64 5.04 4.13
δV 1,V˜
O
1
,% −1.0 −1.5 −2.29
Standard Deviation(2 ∗ V˜1) 0.0011 0.000728 0.000936
Mean square error(2 ∗ V˜1) 1.57 ∗ 10−6 3.36 ∗ 10−6 35 ∗ 10−6
The values in italics are taken from [15] for comparison.
contained in the algorithm. The best results were obtained with 14 discs (see Table 1) and
ε = δ14 = 4.346.
7. Simulational results
To test the performance of the above method, we choose the same sample design as in [15].
In that paper, two estimators were compared: the one proposed by Spodarev and Schmidt [15]
(denoted here by V̂ S), and the one proposed by Ohser and Mu¨cklich [7] (denoted by V̂ O ). The
230 T. Mrkvicˇka, J. Rataj / Stochastic Processes and their Applications 118 (2008) 213–231
Table 3
Theoretical and estimated values of the intrinsic volume densities estimated with resolution 10,000 × 10,000
p 0.2 0.5 0.8
V 0(Ξ )× 104 0.477816 0.39153 −0.605932
V˜0 × 104 0.475519 0.371016 −0.647306
V˜ R0 × 104 0.482309 0.401197 −0.626619
δV 0,V˜0
,% −0.48 −5.34 6.83
δV 0,V˜
R
0
,% 0.94 2.35 3.41
Standard Deviation(V˜0)× 104 0.0697 0.104643 0.133594
Mean square error(V˜0)× 108 0.004864 0.011389 0.019559
δV 0,W˜0
,% −2.39 −14.29 11.23
δV 0,W˜
R
0
,% −0.97 −6.59 7.81
2V 1(Ξ ) 0.011476 0.02228 0.020693
2V˜1 0.011518 0.022132 0.020048
2V˜ R1 0.011425 0.022246 0.020678
δV 1,V˜1
,% 0.37 −0.66 −3.11
δV 1,V˜
R
1
,% −0.44 −0.15 −0.07
Standard Deviation(2 ∗ V˜1) 0.001175 0.000828 0.000792
Mean square error(2 ∗ V˜1) 1.38 ∗ 10−6 0.71 ∗ 10−6 1.04 ∗ 10−6
δV 1,W˜1
,% 1.78 −0.78 −2.82
δV 1,W˜
R
1
,% 0.97 −0.27 0.22
estimator described in Section 6 is denoted by V̂ and, after the additional bias reduction described
in Section 6 (under the Boolean model assumption) has been made, it is denoted by V̂ R . We
shall present the numerical results for individual coordinates (intrinsic volume densities) V̂0,
V̂1.
We made 200 realizations of the planar Boolean model Ξ of the discs described above in the
observation window B = [0, 1000]2. The disc radii are uniformly distributed in [20, 40]. The
intensity of the underlying Poisson point process of the centres of the discs was chosen to fit the
area fractions p = 0.2, 0.5, 0.8. The averages of the estimates over 200 realizations are denoted
by V˜ Sk , V˜
O
k , V˜k, V˜
R
k . Its values are compared with the theoretical counterparts V 0(Ξ ), V 1(Ξ ) in
Table 2. To compare the precision of all algorithms, the relative error δα,β = β−αα · 100% of an
estimated quantity β with respect to the theoretical value α is given.
We can compare the theoretical bias of the estimator V̂ for different area fractions shown
on Fig. 1 with the simulated results shown in Table 2. For the chosen area fractions p, the
estimator V̂1 has maximal bias approximately for p = 0.2, and p = 0.8 and V̂0 has maximal bias
approximately for p = 0.5.
Because the estimation by V̂i of one realization in the resolution 1000 × 1000 is quite
fast, we present results with resolution 10,000 × 10,000 as well, which takes approximately
21 min on the Pentium IV 2 GHz. This reduces the bias of the estimator V̂i by approximately
90%. 200 realizations of the same model as above were simulated (Boolean model with
circular primary grains with diameters with uniform distribution on [20, 40] in the observation
window B = [0, 1000]2), but each unit square can now be divided into 100 pixels; hence the
estimation procedure is much more sensitive. The results compared with the theoretical values
V 0(Ξ ), V 1(Ξ ) are given in Table 3.
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In Section 3 we introduced the estimator Ŵ , which is based on the area fraction of (Ξ ∗ε )δ \Ξ ∗ε .
This estimator does not need minus sampling, and it is a bit faster than V̂ . Both estimators are
nearly equivalent in the resolution 1000×1000. But with increasing resolution, this small change
becomes significant. Their comparison is also shown in Table 3.
8. Discussion
Table 2 shows that all the three estimators V̂ Sk , V̂
O
k and V̂k (k = 0, 1) yield comparable
results. The estimator V̂0 seems to work better than the other two for large area fractions. The
shortcoming of V̂k is that the bias is nonzero and difficult to estimate if we do not know the
model. Its advantage, on the other hand, is the simplicity of the algorithm and very short running
time, which makes it possible to increase the resolution. The denary increase of resolution leads
to a significant error decrease, see Table 3.
The computer programme was prepared for public can be downloaded from http://www.pf.
jcu.cz/∼mrkvicka/math.
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