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Available online 28 November 2015AbstractGene Regulatory Network (GRN) has always gained considerable attention from bioinformaticians and system biologists in
understanding the biological process. But the foremost difficulty relics to appropriately select a stuff for its expression. An
elementary requirement stage in the framework is mining relevant and informative genes to achieve distinguishable biological facts.
In an endeavor to discover these genes in several datasets, we have suggested a strategic gene selection algorithm called Support
Vector Machine Bayesian T-Test Recursive Feature Elimination algorithm (SVM-BT-RFE), which is an extended variation of
support vector machine recursive feature elimination (SVM-RFE) algorithm and support vector machine t-test recursive feature
elimination (SVM-T-RFE). Our algorithm accomplishes the goal of attaining maximum classification accuracy with smaller
subsets of gene sets of high dimensional data. Each dataset is said to contain approximately 5000e40,000 genes out of which a
subset of genes can be selected that delivers the highest level of classification accuracy. The proposed SVM-BT-RFE algorithm was
also compared to the existing SVM-T-RFE and SVM-RFE where it was found that the proposed algorithm outshined than the latter.
The proposed SVM-BT-RFE technique have provided an improvement of approximately 25% as compared to the existing SVM-T-
RFE and more than 40% of improvement as compared to the existing SVM-RFE. The comparison was performed with regard to the
classification accuracy based on the number of genes selected and classification error rate of 5 runs of the algorithm.
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The complex patterns of gene expression are
engendered in response to specific cellular activities at
different levels. One of the most challenging objectives
of systems biology is to provide qualitative and
quantitative models for reviewing the intricate patterns
of gene interaction [1,2]. Amongst all the models, genen behalf of University of Kerbala. This is an open access article under
4.0/).
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Construction of GRN is the process of identification of
genes that interact in a geneegene interaction network.
This helps researchers define the diverse biologic
functions and undercurrents of molecular activities
taking place in a human body. However, identifying
GRNs cannot be accurate because of high density of
the network, deficiency of information about biological
organism and uproar in the expression measurement
[4,5].
Conventionally, gene selection [6e9] is considered
as a vital technique with microarray data. The DNA
microarray technology has provided us several pros-
pects to detect gene expression levels for many thou-
sands of genes simultaneously. The problem is to select
a small subsection of genes from a huge pattern of
expressions. The challenging task is to choose relevant
genes that are highly correlated to classify because of
small sample size of the expression data. Gene selec-
tion methods are usually categorized into four different
approaches: filter [10], wrapper [11], embedded [12],
and hybrid [13]. Filter methods [14] evaluate based on
the individualities of the data and relation of each gene
with the class label. It usually considers statistical
properties of the data without any learning model. The
wrapper methods [15] are quite popular in machine
learning tasks and applications. This method evaluates
the fitness of subset of selected genes iteratively by a
specific learning classifier model in the genetic selec-
tion process. In the embedded method [16], using a
preliminary gene set, a learning classifier model is
skilled to establish a criterion to measure the rank
values of genes. The hybrid approach [17] takes the
benefits of the filter and the wrapper approaches. In the
hybrid approach at a first subset of genes is chosen
based on the filter approach and then the wrapper
approach is active to select the final gene set.
Various computational approaches have been pro-
posed to select genes based on the information they
provide, simplicity and computational efficiency. Diaz-
Uriarte and de Andres [18] discussed a method for
gene selection and data classification based on a
random forest where the method yields small sets of
genes that provides high classification accuracy.
Shreem et al. [19] proposed an approach that embeds
the Markov Blanket with the harmony search algo-
rithm for gene selection. Cai et al. [20] too proposed a
feature weighting algorithm for gene selection called
LHR. LHR estimates the feature weights through local
approximation based on Relief F. Han et al. [21] pro-
posed and suggested the gene-to-class sensitivity sub-
jugated by a single hidden layered feedforward neuralnetwork in a hybrid gene selection. They used k-means
clustering and binary particle swarm optimization for
filtering irrelevant genes.
Similarly, Guyon et al. [22] proposed a feature
elimination technique using support vector machines
[23e27] known as support vector machine recursive
feature elimination (SVM-RFE). In this algorithm, the
genes are removed recursively based on the SVM
classifier weights and later classifies the samples with
SVM. Studies based on SVM-RFE approach have
drawn a huge curiosity among the researchers for
selection of relevant genes. But the major problem
with this algorithm is that, it consumes a huge amount
of training time, the problem of over-fitting persist
and at each iteration it eliminates only one gene at a
time. Li et al. [28] proposed SVM-T-RFE, a gene
selection algorithm that extended the SVM-RFE al-
gorithm by incorporating the Welch's t-test. This
method combined the statistical Welch's t-test to
predict higher accuracy and more significant genes.
But this method too has a problem. Unlike the pre-
vious algorithm, this algorithm is entirely dependent
on the threshold value which is somewhat in the range
of 0e1 with a variation of 0.01 at each step. Hence,
the algorithm need to iterate till the set {0, 0.01, 0.02
… 1} is covered. This leads to a time consuming
process as the algorithm has to execute for the above
threshold set. In our study, we have proposed a
technique known as Support Vector Machine Bayesian
T-Test Recursive Feature Elimination algorithm
(SVM-BT-RFE) based on the SVM-RFE and a sta-
tistical test (Bayesian t-test).
For our experiment, we have considered five data-
sets i.e. colon dataset [29], Leukemia dataset [30],
medulloblastoma dataset [31], Lymphoma dataset [32]
and prostate cancer dataset [33]. The nature of the
dataset is quite large enough in terms of the number of
genes, but have a small sample size. In this work, the
SVM-RFE algorithm is merged with Bayesian T-test
for selecting genes from the high dimensional datasets.
The ranking criteria that is considered as the vital
parameter in this algorithm is redefined with the help
of the Bayesian T-test. Our approach helps us to select
a smaller subset of genes as compared to the general-
ized SVM-RFE. Amongst SVM-BT-RFE, SVM-T-RFE
and SVM-RFE, the proposed approach takes slight an
extra time for its two parameters value calculation but
computationally the number of genes selected is much
appropriate and less as compared to the remaining of
the two algorithms.
This article is structured as follows: firstly, the
section depicts the materials and methods that have
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methods and the algorithms like Bayesian T-test,
Support Vector Machine Recursive Feature Elimina-
tion algorithm, etc. Second, the experimentation
section deals with the preprocessing of the data
along with the parametric discuss and the schematic
representation of the proposed model. In the next
section, the result of the proposed technique have been
critically analyzed with the existing techniques and the
significance have been summarized. Finally, the
conclusion of the work is briefed up with the necessary
future directions.
2. Materials and methods
2.1. Datasets used
Expression profiling of colon cancer or colorectal
adenomas and normal mucosas from 32 patients were
downloaded from Gene Expression Omnibus [29].
This set consists of 32 adenomas and 32 normal
mucosas sample (64 samples) having 43, 237 genes.
To illustrate the molecular developments underlying
the alteration of normal colonic epithelium, the tran-
scriptomes of 32 prospectively collected adenomas
were equated with those of normal mucosa from the
same entities. Similarly, the leukemia dataset was
collected from Ref. [30] where the dataset is said to
consist of 10, 056 genes with 48 samples of both ALL
and AML (24 ALL and 24 AML each). Apart from
these two, few more datasets were taken into
consideration like the medulloblastoma dataset [31]
having 5893 genes with 34 samples of 25 C and 9
D samples, Lymphoma dataset [32] having 7070
genes having 77 samples of 58 DLBCL and 19 FL
samples (Affymetrix HuGeneFL array), and the
prostate cancer dataset [33] having 12,533 genes with
102 samples of 50 normal and 52 tumor samples
(Affymetrix Human Genome U95Av2 Array
platform). These large-scale gene expression dataset
was first considered to be statistically evaluated and
then was used for the comparison of existing SVM-
RFE algorithm, SVM-T-RFE and SVM-BT-RFE
algorithm.
2.2. Bayesian T-test
Ace of the significant statistical difficulties is
finding out whether or not a gene is differentially
expressed in two different samples. Typically, student
t-test [34] statistics are used for the purpose, but it
possesses some of the major restrictions like it canonly test differences between two groups, its
restricted to a single group or repeated measures de-
signs, etc. To address the deficits of the student t-test
many other methods were proposed out of which
Bayesian T-test [35] was highly debated. A Bayesian
framework was utilized with the t-test in the micro-
array experiments for better accuracy. It is said to
succeed the generalized t-test in terms of simplicity
and accuracy.
In the framework, the Bayes formula [36] is used to
calculate the posterior probability of any model. The
posterior formulation of within sample variation is a
given as in Eq. (1):
s2p ¼
v0s
2
0 þ ðn 1Þs2x
v0 þ n 2 ð1Þ
where, s2x ¼ the real estimate within treatment among
replicate variations, n ¼ no. of replicates, v0; s20 ¼ prior
degrees of freedom/variance. The Bayesian T-test, S is given
as in Eq. (2):
S¼ x1  x2
sp
ð2Þ
where, x1 ¼ mean of sample 1 and x2 ¼ mean of sample 2.
2.3. Statistical analysis of Bayesian T-test
For our experiment, five datasets were considered
that contains a number of samples. The datasets were
evaluated using a Bayesian T e test with a significance
level of 0.05. Normally, the statistical implication of
the genes is believed if the t-score is high or the p-
value is less. Grounded on the p-values of the
Bayesian T-test the genes whose p-values are less than
equal to 0.05 are considered as statistically significant
genes.
2.4. SupportVectorMachineeRecursiveFeatureElimination
(SVM-RFE)
One of the most critical research problem is
selecting genes from thousands of genes in number
and small number of samples. Support Vector
MachinedRecursive Feature Elimination (SVM-
RFE) [18] is a state-of-the-art algorithm that is used
for gene selection. The position of the features of a
classification problem can be provided by the SVM-
RFE algorithm proposed by Guyon et al. [22]. The
algorithm is trained by SVM with a linear kernel and
the features are removed recursively using the
smallest ranking criterion. In order to generate a rank
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Eq. (3):
W ¼
Xn
i¼1
bixiyi ð3Þ
where, i is the number of genes ranging from 1 to n; bi is the
Lagrangian Multiplier estimated from the training set; xi is the
gene expression vector for sample i and yi is the class label of i
(yi2 [1, þ1]).2.5. Support Vector Machine and T-statistic Recursive
Feature Elimination (SVM-T-RFE)
SVM-RFE [22] recursively eliminated the genes
based on the weight vectors and generated the rank
score list. SVM-T-RFE approach proposed by Li et al.[28] is an enhanced version of the existing SVM-RFE
algorithm that incorporates the original SVM-RFE
and Welch's t-test statistic. A two sample Welch's t-
test with unequal variance is applied along with the
weight vectors of the SVM and threshold parameters
to bring forth a new modified rank score as given in
Eq. (4):
Rank; ri ¼ q*wi þ ð1 qÞ*ti ð4Þ
where, ri ¼ rank of the ith gene, q ¼ parameter determining
the tradeoff between SVM weights and t-statistic range from
0 to 1, ti ¼ Welch's t-test of the ith gene. Welch's t-test is
defined as in Eq. (5):
t ¼ x1  x2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s2
1
n1
þ s22
n2
q ð5Þ
where, n1 and n2 are the sizes of sample 1 and sample 2, x1 and
x2 are the means of sample 1 and sample 2 and s
2
1 and s
2
2 are the
variances of sample 1 and sample 2.2.6. Proposed Support Vector Machine-Bayesian T-test-
Recursive Feature Elimination (SVM-BT-RFE) for gene
selection
The statistical Bayesian T-test and SVM-RFE are
two foremost techniques that can be used for the
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used alone do not result in an optimal solution and
the same can be stated about the SVM-RFE algo-
rithm. As we know that the p-values are engendered
from the statistical test with a standard significance
level of 5% or 0.05, the differentially expressed genes
too can be exemplified from the same. The top most
genes can be used in the ranking criteria along with
the two techniques. The ranking criteria is stated as
in Eq. (6):
Rank;R ¼ Tg½h*Wi þ ð1 hÞ*Bti ð6Þ
where, Tg ¼ p-value of top most genes generated from the
Bayesian T-test, h ¼ parametric accord between SVM weight
and Bayesian T-test score, Wi ¼ SVM weight vector for ith
gene and Bti ¼ Bayesian T-test value (p-value) for all ith
genes. The h range varies between 0 and 1 with an increment
value of 0.01 or 0.001 depending on the number of top most
genes selected. The ranking score basically depends on two
factors such as the Tg and h. The Bayesian T-test values of the
top most genes when merged with h, W, Bti results in mini-
mum number of features needed for maximum classification
accuracy.
The ranking score, R is used to acquire an insight
about each gene's importance for classification. In
other words, the ranking score is applied to determine
the extent of the importance of a gene i for the purpose
of sorting. In the proposed algorithm, the aim is to get
a new rank list by recursively removing the genes
having smallest rank from the gene set list till no genes
are present in the gene set.
The original algorithm of Guyon et al. [22] has been
modified and the proposed algorithm is stated in al-
gorithm III.3. Experimentation
In this section, we started out with the preprocessing
of the five datasets to normalize the values followed by
the parameters discussion. The schematic model is
presented in the section to state the flow the algorithm
used. For the evaluation of the work, MATLAB version
of R2014a was used with the system requirement of
8 GB RAM.
3.1. Preprocessing
One of the most essential stage of pre-processing is
normalization. This helps to transform the raw data
into data appropriate for innumerable application.
Datasets were normalized using the z-score normali-
zation or zero-mean normalization technique [37].
Here, the values for an attribute are normalized using
the mean and the variance. The above technique is
stated as in Eq. (7):
v0i ¼
vi R
stdðRÞ ð7Þ
where, v0i ¼ z-score normalized value of vi; vi ¼ is the
value of the row, R of the ith column. The std(R) is the
standard deviation given as in Eq. (8) and R is the mean
given as in Eq. (9).
stdðRÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
ðn 1Þ
Xn
i¼1

vi R
2s ð8Þ
R¼ 1
n
Xn
i¼1
vi ð9Þ
3.2. Parameter discussion
Algorithm III depicts the proposed SVM-BT-RFE
method, where the linear SVM has been trained in
each iteration, depending on different sets of G values.
The parameters used here are Tg and h. As discussed
earlier, the top most genes are chosen based on the
order of descending t-score value or in the order of
ascending p-value. The top 50, 100 or 500 genes can be
selected for the purpose of rank generation. The h value
depends drastically on the number of genes selected.
The range of h is between 0 and 1 with a difference of
either 0.01 or 0.001 or 0.0001 depending on the number
of genes selected. The finite set of h should be as {0,
0.01… 0.99, 1} or {0, 0.001, 0.002… 1} and likewise.
Table 1
Characteristics and features of the dataset used in experimental analysis.
Data Amount of genes No. of samples Training data Testing data References
Class1 Class2
Colon 43,236 32 (N) 32 (T) 45 19 [29]
Leukemia 10,056 24 (ALL) 24 (AML) 34 14 [30]
Medulloblastoma 5893 25 (C) 9 (D) 24 10 [31]
Lymphoma 7070 58 (D) 19 (FL) 54 23 [32]
Prostate cancer 12,533 50 (N) 52 (T) 44 18 [33]
Table 2
Performance analysis of SVM-BT-RFE as compared to SVM-RFE
and SVM-T-RFE for Colon dataset.
Amount
of genes
Classification accuracy (in %)
SVM-BT-RFE SVM-T-RFE SVM-RFE
Best Mean Worst Best Mean Worst Best Mean Worst
100 68 68 68 55 55 55 50 50 50
300 89.3 87 85 65.01 65 65 53 53 53
500 93 90.89 90 70.23 68.3 67.23 63 62 61.58
700 97 93.45 90.28 74.68 72.99 72.32 72.78 71.68 71
900 99.5 95 93 84.87 80.96 79.05 78 77.03 77.67
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is to limit the number of iterations based on which the
ranks can be generated. Instead of considering many
iterations, based on the threshold parameter h (i.e. from
0 to 1) the number of iterations gets restricted and the
process limits to the number of top most genes selected.
Now considering the proposed rank criteria it can be
seen that the Tg is used with parameterized equation
which is a combination of h, wi and Bti. When h is 0,
then we only consider the Bti values along with the Tg.
Similarly, when we consider h to be 1, then we only
consider the SVM weight vector values along with the
Tg. We get a different ranking criteria for the proposed
SVM-BT-RFE when lone SVM weight vectors or
Bayesian T-test values are used with the differentially
expressed genes set. The SVM-BT-RFE algorithm also
restricts the consumption of time if few numbers of top
most genes are considered.
3.3. Implementation and performance analysis
The proposed model is described as follows:
The SVM-BT-RFE algorithm (Algorithm III) was
realized through a series of steps. To instigate with, the
datasets using z-score normalization process. Using the
normalized datasets, a statistical technique known as
Bayesian T-test was employed for the determination of
gene selection. The Bayesian T-test with a significance
level of 5% or 0.05 resulted in a p-value based on
which the over-expressed and under-expressed differ-
ential genes were mined. The genes having p-value less
than equal to 0.05 (5% significance level) were
designated as the genes of interest and the remaining
were discarded. The first phase of gene selection settles
over here.
In the subsequent phase, the normalized dataset was
considered to train the linear SVM. The linear SVM
yields a Lagrangian Multiplier value, b that was
further used to calculate the weight vector using Eq.
(3). These weight vectors were later used for deter-
mining the ranking score for the process of recursive
elimination of genes. In this approach, prior to findingthe ranking score the top most genes were sorted out
using the p-values (genes having the p-values less than
equal to 0.05). In this paper top 50, 100 and 500 genes
are used for evaluation.
Beginning with the last and the final process of gene
selection, we used the algorithm III. The ranking score
was generated using a threshold, h ranging from (0e1)
having a suitable difference of 0.1, 0.01 or 0.001
depending on the number of top genes selected. The
ranking iteration was dependent upon the number of
genes selected. Based on the results produced by these
rank iterations 100 genes were eliminated in one pass
as the number of genes were more than 10,000. For
genes less than 10, 000, 5 genes were removed at a
time. This helped to limit the time consumed which
would have been extremely high if one gene was
removed at a time. This procedure was iterated until
the ordered set, G was empty. This process produced a
minimum number of genes required for acquiring an
accuracy of 100% or an error count of 0.
4. Result discussion
For the proper discussion of the algorithms, in this
work five different datasets have been used and eval-
uated from different sources. Table 1 presents the
entire details and description of the datasets that have
been taken for the performance analysis and
comparisons.
Table 3
Performance analysis of SVM-BT-RFE as compared to SVM-RFE
and SVM-T-RFE for Leukemia dataset.
Amount
of genes
Classification accuracy (in %)
SVM-BT-RFE SVM-T-RFE SVM-RFE
Best Mean Worst Best Mean Worst Best Mean Worst
6 100 94.87 87.5 98 92 85 65 58 50
7 100 97 90 99.53 95.10 89.23 68.21 60.01 50.71
8 100 98.01 91.26 100 97 93 75.31 64.2 52.9
9 100 99 93 100 98.02 94.25 80.2 68 54.01
Table 4
Performance analysis of SVM-BT-RFE as compared to SVM-RFE
and SVM-T-RFE for Medulloblastoma dataset.
Amount
of genes
Classification accuracy (in %)
SVM-BT-RFE SVM-T-RFE SVM-RFE
Best Mean Worst Best Mean Worst Best Mean Worst
9 100 97.62 95.23 100 98 96.01 94 89.45 85
12 100 98.1 96.23 100 98.7 97.56 98 97 94
16 100 98.7 97.45 100 99.4 98.89 100 98.3 96.78
18 100 99 98 100 99.45 99 100 98.7 97.54
Table 5
Performance analysis of SVM-BT-RFE as compared to SVM-RFE
and SVM-T-RFE for Lymphoma dataset.
Amount
of genes
Classification accuracy (in %)
SVM-BT-RFE SVM-T-RFE SVM-RFE
Best Mean Worst Best Mean Worst Best Mean Worst
10 98.01 85.12 72.24 97 83.33 69.86 86 76.78 68
13 99.3 89.65 80 98.5 87.05 77 90.24 81.71 75
16 100 94.5 89.04 99.89 93.38 86.87 98 89 81.36
19 100 95.52 91.78 100 95.16 90.33 100 96.01 92.21
Table 6
Performance analysis of SVM-BT-RFE as compared to SVM-RFE
and SVM-T-RFE for prostate cancer dataset.
Amount
of genes
Classification accuracy (in %)
SVM-BT-RFE SVM-T-RFE SVM-RFE
Best Mean Worst Best Mean Worst Best Mean Worst
12 98.11 94.33 89 95 93.7 87.45 84 78.2 72.48
15 98.79 96 92.14 96.23 94.6 89.33 93.78 87.39 81.01
18 99.34 97.49 95 97.51 96.6 93.25 95.01 92 86
20 99.64 98.22 96.42 98.4 97 94 98.10 96 91.57
Table 7
Classification error (in %) over 5 runs for the three gene selection
method for colon cancer dataset.
Methods Amount of genes selected
100 200 300 400
SVM-BT-RFE 28 11.24 10.41 9.02
SVM-T-RFE 45.01 37 36.12 34.33
SVM-RFE 53.57 52.5 51.18 50.07
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lection is that with a huge ordered gene subset we have
to find a smaller subset with higher classification ac-
curacy. Based on this aspect of gene selection, when
we compared the original SVM-RFE, SVM-T-RFE and
the proposed SVM-BT-RFE technique for gene selec-
tion, and it was found that the SVM-BT-RFE techniqueprovided better results with respect to the number of
genes selected and accuracy in classification. The
performance of all the three algorithm was compared
using the five well known datasets. Tables 2e6 shows
the performance of each algorithm with respect to the
genes selected and the accuracy obtained using SVM
classification.
In Table 2, the performance of colon cancer data
was found to be better in SVM-BT-RFE by selecting
genes above 700 (97% accuracy). Though, for a
smaller set of genes the result produced was not
satisfying in our algorithm but as compared to the other
two the performance of our algorithm was far better.
SVM-RFE shows the least accuracy as compared to the
SVM-BT-RFE and SVM-T-RFE as it recursively
removes one gene per iteration. In Table 3, the per-
formance of leukemia data was quite appropriate as
maximum accuracy (100%) have been achieved with
only 6 sets of genes using SVM-BT-RFE. Using SVM-
T-RFE maximum accuracy was achieved, but a mini-
mum of 8 genes was required. Table 4 describes the
performance measure of medulloblastoma data where
with only 9 subsets of genes the SVM-BT-RFE and
SVM-T-RFE produced maximum achievable accuracy
(100%). Table 5, presents the analysis of lymphoma
data where a minimum of 16 genes were needed out of
7070 genes for attaining 100% accuracy. Table 6,
presents the prostate cancer data for which the SVM-
BT-RFE provided highest accuracy with 20 genes but
still a minimum of 12 genes did provide a good ac-
curate value. Though, for this dataset the SVM-T-RFE
and SVM-RFE too provided quite a good figured ac-
curacy as compared to our proposed algorithm, but
with a slight good margin our algorithm was shown to
be more beneficial. From the above tables, we can
conclude that the SVM-BT-RFE is providing better
results as compared to the other two algorithms.
For performing a detailed comparison of all the
three algorithms we can present different classification
error rates that we obtained after about 5 runs or iter-
ations of the algorithm. Instead of completing all the
iterations, we chalked out a small run with a minimal
Table 8
Classification error (in %) over 5 runs for the three gene selection
method for Leukemia dataset.
Methods Amount of genes selected
5 10 15 20
SVM-BT-RFE 10.02 5.14 2.41 1.56
SVM-T-RFE 15.25 7.89 3.34 2.05
SVM-RFE 30 17.46 9.78 5
Table 9
Classification error (in %) over 5 runs for the three gene selection
method for Medulloblastoma dataset.
Methods Amount of genes selected
5 10 15 20
SVM-BT-RFE 17.58 12.41 9.89 9
SVM-T-RFE 22 19.87 17.98 15
SVM-RFE 34 32.14 31.05 29.87
Table 10
Classification error (in %) over 5 runs for the three gene selection
method for Lymphoma dataset.
Methods Amount of genes selected
10 15 20 25
SVM-BT-RFE 29.33 27.74 22.85 18.75
SVM-T-RFE 33.86 31.87 29.87 26.14
SVM-RFE 36.14 34.20 31.20 28.10
Table 11
Classification error (in %) over 5 runs for the three gene selection
method for prostate cancer dataset.
Methods Amount of genes selected
10 15 20 25
SVM-BT-RFE 30.01 27.33 24.45 21.74
SVM-T-RFE 33 31.5 29.56 25.86
SVM-RFE 36.10 33.56 31.07 28.30
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analysis done with proper classification error rates
obtained with only 5 iterations or runs.
Instead of executing the algorithm fully, we partially
executed them for a maximum of 5 iterations. It was
found that the SVM-BT-RFE algorithm still outperforms
the other two algorithms in terms of classification error
rates. Table 7, presents the classification error rate for the
colon cancer dataset from43, 236 genes.As the gene size
is large, so at one iteration, we removed a maximum of
100 genes. The classification error rate for the above
mentioned dataset in SVM-BT-RFE was found to be
higher for 100 genes, but it gradually diminished as the
size of the genes started increasing. SVM-T-RFE and
SVM-RFE too showed an increased percent of errorrates for the abovementioned dataset. Table 8, shows the
error rate with a leukemia dataset. We took certain
number of genes in the dataset and the corresponding
error ratewas found to be related. SVM-RFE showed the
maximum classification error rate in 5, 10, 15 and 20
genes. Table 9, presents the medulloblastoma dataset
where the SVM-BT-RFE algorithm gave a lesser error
rate as compared to the SVM-T-RFE and SVM-RFE for
5, 10, 15 and 20 genes. Tables 10 and 11, depicts the
lymphoma and prostate cancer dataset. Here too, we can
find the SVM-RFE algorithm providing maximum
classification error rate as compared to the other two
techniques. In an overall representation and conclusion
drawn from the above tables, it was found that though
SVM-T-RFE provided better results as compared to
SVM-RFE but still SVM-BT-RFE supplied the best
result as compared to the error rate, accuracy and se-
lection of number of smaller gene sets. We can also in-
crease the number of iterations but the result would be
more or less same as stated from Tables 7e11
Figs. 2e6 shows the classification error rate (%)
that we obtained in 5 runs and the respective com-
parison results for Colon cancer, Leukemia, Medul-
loblastoma, Lymphoma and Prostate cancer dataset
for the proposed SVM-BT-RFE, SVM-T-RFE and
SVM-RFE. It was observed that the proposed algo-
rithm outperformed the remaining two algorithms.
This paper can be summarized as follows:
1. The original SVM-RFE algorithm used for gene
selection aims at eliminating genes recursively. It
basically eliminates one gene at a time. Though the
algorithm is a state-of-the-art technique, but the
flaws (consumption of the high amount of training
time, elimination of one gene at a time and over-
fitting problem) of the algorithm make it exten-
sively discouraging to use.
2. The extended version of the SVM-RFE algorithm
called SVM-T-RFE that is a conjunction of SVM-
RFE and Welch's t-test was highly recognized as
it's aimed at training the algorithm in a much faster
manner by eliminating many a genes at a time.
Based on the size of the dataset the genes were
recursively removed, making the algorithm faster
enough to work with.
3. Both the above said algorithm work with the
weight vectors to get the rank score. Based on the
rank score the gene subsets were generated that
predicted maximum classification accuracy.
4. We proposed a further extended algorithm called
SVM-BT-RFE where we have considered the
merits of SVM-RFE and SVM-T-RFE. The
Fig. 1. The proposed model for SVM-BT-RFE.
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Fig. 2. Classification error rates (over 5 runs) for SVM-BT-RFE,
SVM-T-RFE and SVM-RFE with respect to the number of genes
selected for Colon cancer dataset.
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Fig. 3. Classification error rates (over 5 runs) for SVM-BT-RFE,
SVM-T-RFE and SVM-RFE with respect to the number of genes
selected for Leukemia dataset.
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Fig. 4. Classification error rates (over 5 runs) for SVM-BT-RFE,
SVM-T-RFE and SVM-RFE with respect to the number of genes
selected for Medulloblastoma dataset.
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Fig. 5. Classification error rates (over 5 runs) for SVM-BT-RFE,
SVM-T-RFE and SVM-RFE with respect to the number of genes
selected for Lymphoma dataset.
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genes by predicting the rank score using the
recursive elimination technique.
5. The algorithm considered the findings of the sta-
tistical Bayesian T-test and generalized T-test, andmerged it with the weight vector to produce a new
ranking score.
6. The generalized t-test was used as a filter for
extracting the top most genes (most significant
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Fig. 6. Classification error rates (over 5 runs) for SVM-BT-RFE,
SVM-T-RFE and SVM-RFE with respect to the number of genes
selected for Prostate Cancer dataset.
95S. Mishra, D. Mishra / Karbala International Journal of Modern Science 1 (2015) 86e96genes whose p-values were less than the 5% sig-
nificance level) which were used along with the
SVM-weights and Bayesian T-test p-values to
develop a faster algorithm.
7. The algorithm, though seemed to be a little time
consuming, but it's quite fast enough as the number
of iterations are scaled down to the number of top
most genes selected and the threshold range of
0e1.
8. Comparing the three algorithms with five datasets
it was found that SVM-BT-RFE is quite powerful
enough in selecting the minimum subset of genes
that attain maximum classification accuracy.
9. Proof can be easily realized over the graph shown
in Figs. 2e6, where the classification error rates
(over 5 runs) for five datasets with respect to all
three methods have been shown.5. Conclusion and future direction
Statistical tests like Bayesian T-test, T-test, Welch's
Test and many more are quite prominent techniques for
finding differentially expressed genes in microarray
dataset. The existing SVM-RFE algorithm [3] creates a
gene rank list by training a linear SVM and eradicating
the gene with lowest ranking criterion in a classifica-
tion task. Our proposed SVM-BT-RFE technique is
likewise intended to generate rank list of the top listed
genes with the additional straining process (as shown
in phase I of Fig. 1) using the statistical Bayesian T-
test. The performance of our proposed algorithm was
found to be better than the existing SVM-RFE algo-
rithm as it produced a minimum number of genes with
better prediction accuracy. Though the result generated
by the algorithm was far better than the existing
technique, but the additional filtering process does in-
crease the complexity of the algorithm. The proposed
SVM-BT-RFE can be used further in constructing the
GRN. Genes selected from the proposed method can beused for network construction which will help us to
detect the focused genes that leads to a particular type
of disease. Hence, in future we would considering this
approach for GRN's construction.References
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