Abstract-The deflation technique replaces small eigenvalues of a matrix with zeros to accelerate convergence of iterative linear solvers. In this paper, it is shown that the reason why recently proposed computational frameworks such as the explicit and implicit error corrections and singularity decomposition as well as the conventional AV method improve convergence in linear solvers is clarified from a view point of the matrix deflation.
I. INTRODUCTION
In the finite element (FE) analysis of electromagnetic fields, the computational times for the solution of linear equations, which dominate other process times, are strongly required to be reduced. The deflation techniques, whose origin can be found in literatures in 1980s, are expected to be suitable for this purpose; they replace small eigenvalues of a matrix with zeros to improve the matrix condition and weaken computational burdens in linear solvers. Recently, the deflated conjugate gradient (CG) method has been applied to diffusion problems for layered media [1] and two dimensional magnetostatic problems [2] . Moreover, mathematical properties of the deflated CG method has been discussed for symmetric positive definite matrices [3] .
As different approaches for acceleration of linear solvers, the explicit and implicit error corrections (EEC, IEC) have been introduced by analogy to the multi-grid method [4] . The singular decomposition (SD) method [5] , which is based on the concept of IEC, has been shown to significantly improve convergence of linear solvers for problems including flat FEs. However, the reason why these techniques work well has not been very clear. In this paper, validity of these method is explained from the view point of the matrix deflation. Moreover, the AV method, whose computational times are usually shorter than that of A method, is discussed on the basis of the matrix deflation.
II. DEFLATION AND EEC, IEC, SD
Let us consider an FE equation
, where is a symmetrix semi-positive definate matrix whose eigenvlaues are § § § "
, ¥ is assumed to be in the range of . The deflation method carries out the decomposition , that is
The above decomposition is expressed as . In the EEC [4] , the solution vector is decomposed into
, which is inserted to
to obtain the equation for
. Moreover, to determine F , the Petrov-Galerkin method is applied to this equation to obtain the equation for
. These equations are alternatively solved. Now it can be shown that elimination of F from these equations results in (2) . Hence the EEC improves the matrix condition in the same way as the deflation method mentioned above.
In the IEC and SD methods, the equations in the EEC are coupled in the form 
III. CONCLUSIONS
In this paper, the basic properties of the EEC, IEC and SD methods are discussed on the basis of the matrix deflation. In the long version, the effect of approximated eigenvectors for
