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Abstract
A theorem of alternatives provides a reduction of validity in a substructural logic to validity in its multiplicative frag-
ment. Notable examples include a theorem of Arnon Avron that reduces the validity of a disjunction of multiplicative
formulas in the “R-mingle” logic RM to the validity of a linear combination of these formulas, and Gordan’s theo-
rem for solutions of linear systems over the real numbers, that yields an analogous reduction for validity in Abelian
logic A. In this paper, general conditions are provided for axiomatic extensions of involutive uninorm logic without
additive constants to admit a theorem of alternatives. It is also shown that a theorem of alternatives for a logic can be
used to establish (uniform) deductive interpolation and completeness with respect to a class of dense totally ordered
residuated lattices.
1. Introduction
In [3] Arnon Avron proved a remarkable theorem relating derivability in the “R-mingle” logic RM (see, e.g., [11,
1, 2]) formulated with connectives +, ¬, ∧, and ∨, to derivability in its multiplicative fragment with connectives +
and ¬. More precisely, Avron proved that a disjunction of multiplicative formulas ϕ1 ∨ . . .∨ϕn is derivable in RM
if and only if ϕj1 + . . . +ϕjk is derivable in RM for some 1 ≤ j1 < . . . < jk ≤ n. Indeed, two proofs are given of this
result. The first is an easy consequence of a (quite hard) cut elimination proof for a proof system for RM defined
in the framework of hypersequents, introduced in the paper as sequences of sequents. The second proof is semantic
and makes use of the completeness of RM and its multiplicative fragment with respect to an infinite-valued and a
three-valued matrix, respectively.
The central aim of the first part of this paper is to show that Avron’s theorem belongs to a family of results that may
be understood as “theorems of alternatives” for substructural logics. Such theorems in the field of linear programming
are duality principles stating that either one or another linear system has a solution over the real numbers, but not both
(see, e.g., [10]). In particular, Gordan’s theorem (replacing real numbers with integers) asserts that for anyM ∈ Zm×n,
either yTM > 0 for some y ∈ Zm or Mx = 0 for some x ∈ Nn\{0}.
This version of Gordan’s theorem is proved in [9] by extending partial orders on free abelian groups to total orders
and formulated as a correspondence between derivability in Abelian logic A (see, e.g., [24, 7, 21]) and derivability
in its multiplicative fragment. That is, a disjunction of multiplicative formulas ϕ1 ∨ . . .∨ϕn is derivable in A if and
only if λ1ϕ1 + · · · + λnϕn is derivable in A for some λ1, . . . ,λn ∈ N not all 0. In Section 3, we provide a sufficient
condition for an axiomatic extension of involutive uninorm logic without additive constants IUL− (see [19]) to satisfy
such an equivalence. The condition is based on derivability and determines a family of substructural logics admitting
a theorem of alternatives that includes RMt (RM with an additional truth constant), involutive uninorm mingle logic
without additive constants IUML− (axiomatized relative to RMt by 1 → 0, see [19]), Abelian logic A, and the
“balanced” extension BIUL− of IUL− with additional axioms nϕ→ ϕn and ϕn → nϕ for each n ∈ N.
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The second part of the paper focuses on applications of theorems of alternatives. In Section 4, we show that
if an extension of IUL− with a theorem of alternatives admits deductive interpolation or right uniform deductive
interpolation (see, e.g., [20, 25, 17]) for its multiplicative fragment, then the full logic admits the property. For
example, this provides an alternative proof thatRMt admits deductive interpolation (and hence right uniform deductive
interpolation), first proved in [23] (see also [2, 18]). In Section 5, we show that any extension of IUL− that derives
1→ 0 and has a theorem of alternatives is complete with respect to a class of dense totally ordered residuated lattices.
Obtaining such a “dense chain completeness” result is important in the field of mathematical fuzzy logic as a key
intermediate step towards proving that an axiom system is “standard complete”: that is, complete with respect to a
class of algebras with lattice reduct [0,1] (see, e.g., [15, 19, 8, 5, 22, 12]). Although theorems of alternatives hold
only for a fairly narrow class of substructural logics, we obtain here new dense chain completeness proofs for IUML−
and A, and a dense chain completeness result for BIUL− that does not seem to be easily proved using other methods
developed in the literature.
2. Preliminaries
Let L be any propositional language and let FmL denote the set of formulas of this language over a fixed countably
infinite set of variables, denoting arbitrary variables and formulas by p,q,r, . . . and ϕ,ψ,χ, . . . , respectively. Given
Σ ⊆ FmL, we let Var(Σ) denote the set of variables occurring in Σ, shortening Var({ϕ}) to Var(ϕ). We also denote
the formula algebra of L by FmL and recall that a substitution for L is a homomorphism σ : FmL → FmL.
A substitution-invariant consequence relation over L is a set ⊢L ⊆ P (FmL) × FmL that satisfies the following
conditions for all Σ∪Σ′ ∪ {ϕ} ⊆ FmL (writing Σ ⊢L ϕ to denote 〈Σ,ϕ〉 ∈ ⊢L):
(i) if ϕ ∈ Σ, then Σ ⊢L ϕ (reflexivity);
(ii) if Σ ⊢L ϕ and Σ ⊆ Σ
′ , then Σ′ ⊢L ϕ (monotonicity);
(iii) if Σ ⊢L ϕ and Σ
′ ⊢L ψ for every ψ ∈ Σ, then Σ
′ ⊢L ψ (cut);
(iv) if Σ ⊢L ϕ, then σ[Σ] ⊢L σ(ϕ) for any substitution σ for L (substitution-invariance).
If also Σ ⊢L ϕ implies Σ
′ ⊢L ϕ for some finite Σ
′ ⊆ Σ, then ⊢L is called finitary.
An ordered pair L = 〈L,⊢L〉, where ⊢L is a substitution-invariant consequence relation over a propositional lan-
guage L, is called a logic over L. We call another logic L′ an extension of L if ⊢L ⊆ ⊢L′ . Given X ⊆ FmL, we also call
the smallest extension of L that includes X an axiomatic extension of L and denote it by L⊕X.
Let us consider a propositional language Lm with binary connectives→, · and constants 1,0, defining ¬ϕ := ϕ→
0, ϕ+ψ := ¬ϕ→ ψ, and, inductively, 0ϕ := 0, ϕ0 := 1, (n+1)ϕ = nϕ+ϕ, and ϕn+1 = ϕn ·ϕ for n ∈ N. We shorten
FmLm to Fmm and call its membersmultiplicative formulas. Multiplicative linear logicMLL over Lm can be defined
via derivability in the axiom system:
(ϕ→ ψ)→ ((ψ → χ)→ (ϕ→ χ)) (ϕ→ (ψ → χ))→ ((ϕ ·ψ)→ χ)
(ϕ→ (ψ→ χ))→ (ψ→ (ϕ→ χ)) ϕ→ (ψ→ (ϕ ·ψ))
ϕ→ ϕ ϕ→ (1→ ϕ)
¬¬ϕ→ ϕ 1
ϕ ϕ→ ψ
ψ
(mp)
The following useful deduction theorem is proved by an easy induction on the height of a derivation in an axiomatic
extension ofMLL.
Lemma 2.1 (cf. [4]). Let L be an axiomatic extension ofMLL. Then for any Σ∪ {ϕ,ψ} ⊆ Fmm,
Σ∪ {ϕ} ⊢L ψ ⇐⇒ Σ ⊢L ϕ
n → ψ for some n ∈ N.
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It will also be useful later to consider the logic MLLu defined over Lm by the axiom system for MLL extended
with the “unperforated” rule schema
nϕ
ϕ (un) (n ∈ N
+)
Let Lℓ be the propositional language with connectives ∧, ∨, ·,→, 1, and 0, shortening FmLℓ to Fmℓ . Multiplicative
additive linear logic without additive constants MALL− over Lℓ can be defined via the axiom system for MLL
extended with the axiom and rule schema
(ϕ ∧ψ)→ ϕ ϕ→ (ϕ ∨ψ)
(ϕ ∧ψ)→ ψ ψ→ (ϕ ∨ψ)
((ϕ → ψ)∧ (ϕ → χ))→ (ϕ→ (ψ ∧χ)) ((ϕ → χ)∧ (ψ→ χ))→ ((ϕ ∨ψ)→ χ)
ϕ ψ
ϕ ∧ψ
(adj)
Appropriate algebraic semantics for MALL− and other substructural logics are provided by classes of residuated
lattices [6, 16, 13]. An involutive commutative residuated lattice is an algebraic structureA = 〈A,∧,∨, ·,→,1,0〉 such
that 〈A,∧,∨〉 is a lattice (where a ≤ b :⇐⇒ a ∧ b = a), 〈A, ·,1〉 is a monoid, ¬¬a = a for all a ∈ A, and → is the
residual of ·, i.e., b ≤ a→ c ⇐⇒ a · b ≤ c for all a,b,c ∈ A. It is easily shown (see, e.g., [13]) that the class of all
involutive commutative residuated lattices can be defined by equations and hence forms a variety that we denote by
InCRL.
Let K be any class of involutive commutative residuated lattices. We define for Σ∪ {ϕ} ⊆ Fmℓ ,
Σ |=K ϕ :⇐⇒
for any A ∈ K and homomorphism e : Fmℓ → A,
1 ≤ e(ψ) for all ψ ∈ Σ =⇒ 1 ≤ e(ϕ).
It is easily checked that |=K is a substitution-invariant consequence relation over Lℓ; moreover, if K is a variety
(equational class), this consequence relation will be finitary (see, e.g., [20]).
For any logic L =MALL− ⊕A for some A ⊆ Fmℓ , we obtain a variety
VL := {A ∈ InCRL | |=A ψ for all ψ ∈ A}.
The following algebraic completeness theorem is then standard.
Proposition 2.2 (cf. [13]). If L =MALL− ⊕A for some A ⊆ Fmℓ , then for all Σ∪ {ϕ} ⊆ Fmℓ ,
Σ ⊢L ϕ ⇐⇒ Σ |=VL ϕ.
The multiplicative fragment of an extension L of MALL− is the logic Lm defined over Lm with ⊢Lm := ⊢L ∩
(P (Fmm)×Fmm). In order to reduce consequence in L to consequence in Lm, we require distributivity properties that
are satisfied in particular when L is complete with respect to a class of totally ordered algebras. We therefore consider
involutive uninorm logic without additive constants (see [19]), which may be defined as
IUL− := MALL− ⊕ {((p→ q)∧ 1)∨ ((q→ p)∧ 1)}.
For any variety V of involutive commutative residuated lattices, let us denote the class of totally ordered members of
V by V c. For axiomatic extensions of IUL−, we obtain the following more specialized completeness result.
Proposition 2.3 (cf. [19, 13]). If L = IUL− ⊕A for some A ⊆ Fmℓ , then for all Σ∪ {ϕ} ⊆ Fmℓ ,
Σ ⊢L ϕ ⇐⇒ Σ |=V cL ϕ.
Using the previous proposition, it is straightforward to prove that in any axiomatic extension L of IUL−, each
formula ϕ ∈ Fmℓ is equivalent both to a conjunction of disjunctions of multiplicative formulas and a disjunction of
conjunctions of multiplicative formulas. It is also straightforward to establish the following equivalences:
Σ ⊢L ϕ1 ∧ϕ2 ⇐⇒ Σ ⊢L ϕ1 and Σ ⊢L ϕ2
Σ∪ {ψ1∧ψ2} ⊢L ϕ ⇐⇒ Σ∪ {ψ1,ψ2} ⊢L ϕ
Σ∪ {ψ1∨ψ2} ⊢L ϕ ⇐⇒ Σ∪ {ψ1} ⊢L ϕ and Σ∪ {ψ2} ⊢L ϕ.
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Consequence in L can therefore be reduced to consequences of the form Σ ⊢L ϕ1∨ . . .∨ϕn where Σ∪ {ϕ1, . . . ,ϕn} ⊆
Fmm.
The following axiomatic extensions of IUL− will be of particular interest in this paper:
A := IUL− ⊕ {(p→ p)→ 0, 0→ 1}
RMt := IUL− ⊕ {p→ (p + p), (p + p)→ p}
IUML− := RMt ⊕ {1→ 0}
BIUL− := IUL− ⊕ {np→ pn,pn → np | n ∈ N}.
The varieties VA, VRMt , and VIUML− are term-equivalent to lattice-ordered abelian groups, Sugihara monoids, and odd
Sugihara monoids, respectively, while VBIUL− (where “B” stands for “balanced”) consists of involutive commutative
residuated lattices satisfying xn ≈ nx for all n ∈ N.
3. Theorems of Alternatives
We will say that an extension L of IUL− admits a theorem of alternatives if for any multiplicative formulas
Σ∪ {ϕ1, . . . ,ϕn} ⊆ Fmm,
Σ ⊢L ϕ1 ∨ . . .∨ϕn ⇐⇒ Σ ⊢L λ1ϕ1 + · · ·+λnϕn for some λ1, . . . ,λn ∈ N not all 0.
Such logics must satisfy the law of excluded middle and a “mingle” axiom.
Lemma 3.1. Let L be an extension of IUL− that admits a theorem of alternatives. Then
(i) ⊢L p∨¬p
(ii) ⊢L 0→ 1.
Proof. For (i), it suffices to observe that ⊢L ¬p + p and hence, by the theorem of alternatives for L, also ⊢L p ∨¬p.
For (ii), we note first that ⊢IUL− (¬p + ¬p) ∨ (p + p). Hence, by the theorem of alternatives for L, we obtain ⊢L
λ(¬p +¬p) + µ(p + p) for some λ,µ ∈ N not both 0. If µ , 0, then substituting 1 for p yields ⊢L µ(1 + 1) and, by
a further application of the theorem of alternatives, ⊢L 1 + 1. Similarly, if λ , 0, then substituting 0 for p yields
⊢L λ(1 + 1) and, again by the theorem of alternatives, ⊢L 1+1. In both cases it follows that ⊢L 0→ 1.
We therefore define IUL⋆ = IUL− ⊕ {p ∨¬p, 0 → 1} and note that one direction of the theorem of alternatives
holds for any extension of this logic.
Lemma 3.2. For any extension L of IUL⋆ and Σ∪ {ϕ1, . . . ,ϕn} ⊆ Fmm,
Σ ⊢L λ1ϕ1 + · · ·+λnϕn for some λ1, . . . ,λn ∈ N not all 0 =⇒ Σ ⊢L ϕ1 ∨ . . .∨ϕn.
Proof. Observe that for any Σ∪{ϕ,ψ,χ} ⊆ Fmℓ , if Σ ⊢L (ϕ+ψ)∨χ, then Σ ⊢L (¬ϕ→ ψ)∨χ and, since ⊢L ϕ∨¬ϕ,
also Σ ⊢L ϕ ∨ψ ∨χ. The claim follows by a simple inductive argument.
We now establish a sufficient condition for extensions of IUL⋆ that are axiomatized via additional multiplicative
formulas by considering corresponding axiomatic extensions of MLL. Since 0→ 1 is derivable in the multiplicative
fragment of any extension of IUL⋆ , we let MLL0 := MLL⊕ {0→ 1} andMLL
u
0 := MLL
u ⊕ {0→ 1}.
Lemma 3.3. Let A ⊆ Fmm and suppose that for any Σ∪ {ϕ} ⊆ Fmm,
Σ ⊢IUL⋆⊕A ϕ ⇐⇒ Σ ⊢MLL0⊕A λϕ for some λ ∈ N
+.
Then IUL⋆ ⊕A admits a theorem of alternatives and its multiplicative fragment is MLLu0 ⊕A.
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Proof. By Lemma 3.2, it suffices to prove the left-to-right direction of the theorem of alternatives for IUL⋆ ⊕ A.
Suppose that Σ ⊢IUL⋆⊕A ϕ1 ∨ . . . ∨ ϕn for some Σ ∪ {ϕ1, . . . ,ϕn} ⊆ Fmm and let p be a variable such that p <
Var(Σ∪ {ϕ1, . . . ,ϕn}). Observe that
{ϕ1 → p, . . . ,ϕn → p,ϕ1 ∨ . . .∨ϕn} ⊢IUL⋆⊕A p
and hence
Σ∪ {ϕ1 → p, . . . ,ϕn → p} ⊢IUL⋆⊕A p.
By assumption, there exists λ ∈ N+ such that
Σ∪ {ϕ1 → p, . . . ,ϕn → p} ⊢MLL0⊕A λp.
But then, using Lemma 2.1, there exist λ1, . . . ,λn ∈ N such that
Σ ⊢MLL0⊕A (ϕ1 → p)
λ1 → . . .→ (ϕn → p)
λn → λp.
If all the λ1, . . . ,λn are 0, then we can substitute p with ϕ1 and obtain Σ ⊢MLL0⊕A λϕ1. Otherwise, we substitute p
with 0 and obtain
Σ ⊢MLL0⊕A λ1ϕ1 + · · ·+λnϕn.
So clearly also Σ ⊢IUL⋆⊕A λ1ϕ1 + · · ·+λnϕn.
Finally, it follows directly from the assumption and the fact that {λϕ} ⊢IUL⋆ ϕ thatMLL
u
0⊕A is the multiplicative
fragment of IUL⋆ ⊕A.
We are now able to formulate a sufficient condition for admitting a theorem of alternatives for logics axiomatized
relative to IUL⋆ by multiplicative formulas.
Theorem 3.4. Let A ⊆ Fmm and suppose that for some n0 ∈ N, whenever n ≥ n0, there exist m ∈ N
+,k ∈ N such
that ⊢MLL0⊕A (np)
k → m(pn). Then IUL⋆ ⊕A admits a theorem of alternatives and its multiplicative fragment is
MLLu0 ⊕A.
Proof. Assume that for some n0 ∈ N, whenever n ≥ n0, there exist m ∈ N
+,k ∈ N such that ⊢IUL⋆⊕A (np)
k →m(pn).
By Lemma 3.3, to show that IUL⋆ ⊕A admits a theorem of alternatives and its multiplicative fragment isMLLu0 ⊕A,
it suffices to prove that for any Σ∪ {ϕ} ⊆ Fmm,
Σ ⊢IUL⋆⊕A ϕ ⇐⇒ Σ ⊢MLL0⊕A λϕ for some λ ∈ N
+.
Suppose first that Σ ⊢MLL0⊕A λϕ for some λ ∈ N
+. Then also Σ ⊢IUL⋆⊕A λϕ and, since {λϕ} ⊢IUL⋆⊕A ϕ, it follows
that Σ ⊢IUL⋆⊕A ϕ. To prove the converse, we assume contrapositively that Σ0 := Σ satisfies
(⋆) Σ0 6⊢MLL0 ⊕Aλϕ for all λ ∈ N
+.
We enumerate Fmm as (ψi )i∈N. Suppose now that ΣN for some N ∈ N contains ψi or ¬ψi for all i < N and satisfies
(⋆). Consider ψN and suppose for a contradiction that for some λ,µ ∈ N
+,
ΣN ∪ {ψN } ⊢MLL0⊕A λϕ and ΣN ∪ {¬ψN } ⊢MLL0⊕A µϕ.
By Lemma 2.1, there exist r, s ∈ N such that
ΣN ⊢MLL0⊕A (ψN )
r → λϕ and ΣN ⊢MLL0⊕A (¬ψN )
s → µϕ.
Using the fact that ⊢MLL0 0→ 1, it follows easily that also
(i) ΣN ⊢MLL0⊕A (ψN )
rs → sλϕ and (ii) ΣN ⊢MLL0⊕A (¬ψN )
rs → rµϕ,
where (ii) can be rewritten, more conveniently, as
(ii’) ΣN ⊢MLL0⊕A rsψN + rµϕ.
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By assumption, with n = rst for some large t ∈ N+, there exist m ∈ N+,k ∈ N such that
⊢MLL0⊕A (rst(ψN ))
k →m(ψN )
rst .
Observe also that, using (i) and (ii’),
ΣN ⊢MLL0⊕A m(ψN )
rst →mstλϕ and ΣN ⊢MLL0⊕A (rst)ψN + (rtµ)ϕ.
Hence ΣN ⊢MLL0⊕A (rst(ψN ))
k →mstλϕ, yielding
ΣN ⊢MLL0⊕A (mstλ+ krtµ)ϕ,
which contradicts the assumption that ΣN satisfies (⋆). So ΣN can be extended with either ψN or ¬ψN to obtain
ΣN+1 ⊆ Fmm that satisfies (⋆). We then let
Σ
∗ :=
⋃
i∈N
Σi ,
noting that, by a simple argument using the fact that ⊢MLL0⊕A is finitary, Σ
∗ also satisfies (⋆).
Next, we define a binary relation Θ on Fmm by
ψ Θ χ :⇐⇒ Σ∗ ⊢MLL0⊕A ψ→ χ and Σ
∗ ⊢MLL0⊕A χ→ ψ.
It is then straightforward to show that Θ is in fact a congruence on Fmm and hence that the set of equivalence classes
Fmm/Θ = {[ψ] | ψ ∈ Fmm}, where [ψ] = {χ ∈ Fmm | ψ Θ χ}, can be equipped with well-defined binary operations ·
and→ and constants [1] and [0]. Now define also
[ψ] ≤ [χ] :⇐⇒ Σ∗ ⊢MLL0⊕A ψ→ χ.
This is a total order by construction and hence we can equip 〈Fmm/Θ, ·,→, [1], [0]〉 also with meet and join operations
∧ and ∨. It is then straightforward to show that the resulting algebra belongs to InCRL and satisfies each member of
A∪ {p ∨¬p, 0→ 1}. Finally, we consider a homomorphism e mapping each formula χ to its equivalence class [χ],
obtaining [1] ≤ e(ψ) for all ψ ∈ Σ⋆ and [1] 6≤ e(ϕ). Hence Σ 6⊢ IUL⋆ ⊕Aϕ as required.
Clearly, the logics BIUL−, A, RMt, and IUML− defined in Section 2 satisfy the condition of these previous
theorem and admit a theorem of alternatives. More generally, we obtain the following result for extensions of BIUL−.
Corollary 3.5. For any A ⊆ Fmm, the logic BIUL
− ⊕ A admits a theorem of alternatives and its multiplicative
fragment isMLLu0 ⊕ {np→ p
n,pn → np | n ∈ N} ⊕A.
Note that in the statement of Theorem 3.4, the m ∈ N+,k ∈ N satisfying the condition ⊢MLL0⊕A (np)
k → m(pn)
depend in general on the particular n ≥ n0. If the logic proves a knotted axiom of the form p
t → pt+1 (t ∈ N+),
however, these parameters can be fixed.
Corollary 3.6. For anyA ⊆ Fmm and k,m,r, s, t ∈ N
+, with r, s ≥ t, the logic IUL⋆⊕A∪{pt → pt+1, (rp)k →m(ps)}
admits a theorem of alternatives and its multiplicative fragment isMLLu0 ⊕A∪ {p
t → pt+1, (rp)k →m(ps)}.
For example, the logic IUL⋆ ⊕ {p2 → p3, (4p)5 → 6(p7)} has a theorem of alternatives. More generally, for any
A ⊆ Fmm and t,u,r0,k0,m0, s0, . . . , ru−1,ku−1,mu−1, su−1 ∈ N
+, where all the ri and si are congruent to i modulo u
and greater or equal to t, the logic IUL⋆ ⊕A ∪ {pt → pt+u} ∪ {(rip)
ki → mi(p
si ) | 0 ≤ i < u} admits a theorem of
alternatives. To see this, we apply Theorem 3.4 with n0 = max({ri | i < u} ∪ {si | i < u}). For each n ≥ n0, we let i
be the remainder of dividing n by u and choose k = ki , m = mi . That (np)
k → mpn is derivable in this logic can be
shown by reasoning that in the corresponding variety of residuated lattices, (np)ki ≤ (rip)
ki ≤mi(p
si ) ≤mi(p
n). (The
last inequality follows from repeated applications of pt ≤ pt+u and the first by repeated applications of (t + u)p ≤ tp,
which follows from pt ≤ pt+u and involutivity.)
Let us note that in the special cases of A, RMt, and IUML−, the theorem of alternatives can be established a` la
Avron [3] using either the completeness of the logic and its multiplicative fragment with respect to certain algebras
or a hypersequent calculus that admits cut elimination. However, in the case of BIUL− and other logics covered by
the above results, suitable algebras and hypersequent calculi are not available, so these methods cannot be followed.
What can be said is that if an extension of IUL⋆ admits a theorem of alternatives, then any analytic calculus for its
multiplicative fragment can be extended to an analytic calculus for the full logic using versions of the mix and split
rules.
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4. Interpolation
A logic L over a propositional language L is said to have the deductive interpolation property if for any finite
Σ ∪ {ϕ} ⊆ FmL satisfying Σ ⊢L ϕ, there exists Π ⊆ FmL with Var(Π) ⊆ Var(Σ)∩Var(ϕ) such that Π ⊢L ϕ and
Σ ⊢L ψ for all ψ ∈Π. It is easily shown (see, e.g., [25]) that this is equivalent to the following condition:
(†) For any finite Σ ⊆ FmL and X ⊆ Var(Σ), there exists Π ⊆ FmL with Var(Π) ⊆ X such that for any ϕ ∈ FmL
satisfying Var(Σ)∩Var(ϕ) ⊆ X,
Σ ⊢L ϕ ⇐⇒ Π ⊢L ϕ.
If Π in (†) can always be finite, then L is said to have the right uniform deductive interpolation property. If Π can
always be finite, but (†) is restricted to formulas ϕ ∈ FmL with Var(ϕ) ⊆ X, then L is said to be coherent. It is proved
in [17] that L has the right uniform deductive interpolation property if and only if it has the deductive interpolation
property and is coherent.
Recall that the multiplicative fragment of an extension L of MALL− is the logic Lm defined over Lm with con-
sequence relation ⊢Lm := ⊢L ∩ (P (Fmm)× Fmm). We show now that an extension of IUL
− that admits a theorem of
alternatives inherits deductive interpolation and coherence properties from its multiplicative fragment.
Theorem 4.1. Let L be an extension of IUL− that admits a theorem of alternatives.
(a) If Lm has the deductive interpolation property, then so does L.
(b) If Lm is coherent, then so is L.
(c) If Lm has the right uniform deductive interpolation property, then so does L.
Proof. Suppose for (a) that Lm has the deductive interpolation property. We consider first any finite Σ ⊆ Fmm
and X ⊆ Var(Σ). By assumption, there exists Π ⊆ Fmm such that Var(Π) ⊆ X and for any ϕ ∈ Fmm satisfying
Var(Σ)∩Var(ϕ) ⊆ X,
Σ ⊢L ϕ ⇐⇒ Π ⊢L ϕ.
Hence also for any ϕ1, . . . ,ϕn ∈ Fmm satisfying Var(Σ)∩Var({ϕ1, . . . ,ϕn}) ⊆ X, by the theorem of alternatives,
Σ ⊢L ϕ1 ∨ . . .∨ϕn ⇐⇒ Σ ⊢L λ1ϕ1 + · · ·+λnϕn for some λ1, . . . ,λn ∈ N not all 0
⇐⇒ Π ⊢L λ1ϕ1 + · · ·+λnϕn for some λ1, . . . ,λn ∈ N not all 0
⇐⇒ Π ⊢L ϕ1 ∨ . . .∨ϕn.
Moreover, recalling that everyϕ ∈ Fmℓ is equivalent in L to a conjunction of disjunction of formulas in Fmm and that
for any ∆∪ {ψ1,ψ2} ⊆ Fmℓ ,
∆ ⊢L ψ1 ∧ψ2 ⇐⇒ ∆ ⊢L ψ1 and ∆ ⊢L ψ2,
it follows that for any ϕ ∈ Fmℓ satisfying Var(Σ)∩Var(ϕ) ⊆ X,
Σ ⊢L ϕ ⇐⇒ Π ⊢L ϕ.
Now consider any finite Σ ⊆ Fmℓ and X ⊆ Var(Σ). Since for any ∆∪ {ψ1,ψ2} ⊆ Fmℓ ,
∆∪ {ψ1 ∧ψ2} ⊢L ϕ ⇐⇒ ∆∪ {ψ1,ψ2} ⊢L ϕ,
we may assume that Σ consists of disjunctions of formulas in Fmm. Suppose that Σ = Σ
′ ∪ {ψ1 ∨ψ2} and there exist
Π1 ∪Π2 ⊆ Fmℓ such that Var(Π1 ∪Π2) ⊆ X and for any ϕ ∈ Fmℓ satisfying Var(Σ)∩Var(ϕ) ⊆ X,
Σ
′ ∪ {ψ1} ⊢L ϕ ⇐⇒ Π1 ⊢L ϕ and Σ
′ ∪ {ψ2} ⊢L ϕ ⇐⇒ Π2 ⊢L ϕ.
We define
Π := {(χ1 ∧ . . .∧χn)∨ (χ
′
1 ∧ . . .∧χ
′
m) | χ1, . . . ,χn ∈Π1, χ
′
1, . . . ,χ
′
m ∈Π2}.
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Then Var(Π) ⊆ X and for any ϕ ∈ Fmℓ satisfying Var(Σ)∩Var(ϕ) ⊆ X,
Σ ⊢L ϕ ⇐⇒ Σ
′ ∪ {ψ1 ∨ψ2} ⊢L ϕ
⇐⇒ Σ′ ∪ {ψ1} ⊢L ϕ and Σ
′ ∪ {ψ2} ⊢L ϕ
⇐⇒ Π1 ⊢L ϕ and Π2 ⊢L ϕ
⇐⇒ Π ⊢L ϕ.
Hence it follows by induction on the number of occurrences of∨ inΣ that there existsΠ ⊆ FmL such thatVar(Π) ⊆ X
and for any ϕ ∈ FmL satisfying Var(Σ)∩Var(ϕ) ⊆ X,
Σ ⊢L ϕ ⇐⇒ Π ⊢L ϕ.
For (b) and (c), we just note that if Lm is coherent or has the right uniform deductive interpolation property, then
the construction described above will also yield a set Π that is finite and hence L will be coherent or have the right
uniform deductive interpolation property, respectively.
For example, deductive interpolation for the multiplicative fragment of RMt can be established proof theoretically
via a Maehara lemma argument for the sequent calculus for this fragment defined in [3]. This yields a further proof
of the fact that RMt has the deductive interpolation property, first proved in [23] (see also [2, 18]). Indeed, since the
variety of Sugihara algebras corresponding to RMt is locally finite, this logic is coherent and has the right uniform
deductive interpolation property. Similarly, it can be shown semantically that the multiplicative fragment of A has the
right uniform deductive interpolation property and hence that the same holds for the full logic (see [20] for a proof
that proceeds along these lines without mentioning a theorem of alternatives).
5. Density
Recall from Section 2 that any axiomatic extension L of IUL− is complete both with respect to a variety VL of
involutive commutative residuated lattices and to the class V cL of totally ordered members of VL. In this section we
show that if L has a theorem of alternatives and ⊢L 1 → 0, then L is also complete with respect to the class V
d
L of
dense totally ordered members of VL. From an algebraic perspective, such a completeness result corresponds to VL
being generated as a generalized quasivariety by the class V dL (i.e., VL = ISP(V
d
L )) or, equivalently, the property that
each member of V cL embeds into a member of V
d
L (see [22] for details).
Let us say that an extension L of IUL− is dense chain complete if for any Σ∪ {ϕ} ⊆ Fmℓ ,
Σ ⊢L ϕ ⇐⇒ Σ |=VdL
ϕ.
If L has a theorem of alternatives and is dense chain complete, then ⊢L 1→ 0. Just consider any A ∈ V
d
L and observe
that ⊢L (1→ x)∨ (x→ 0) by part (i) of Lemma 3.1, so 1 ≤ x or x ≤ 0 for all x ∈ A, and, since A is dense, 1 = 0 and,
by dense chain completeness, ⊢L 1→ 0. It follows, for example, that RM
t is not dense chain complete, although, as
shown below (or see [19]), IUML− = RMt ⊕ 1→ 0 does have this property.
One method for establishing dense chain completeness for a logic is to establish the admissibility of a certain
“density rule” (see [19, 8]). We say that an extension L of IUL− has the density property if for anyΣ∪{ϕ,ψ,χ} ⊆ Fmℓ
and p < Var(Σ∪ {ϕ,ψ,χ}),
Σ ⊢L (ϕ→ p)∨ (p→ ψ)∨χ ⇐⇒ Σ ⊢L (ϕ→ ψ)∨χ.
We make use of the following result, proved in a more general setting in [19] (see also [8, 5, 22, 12]).
Theorem 5.1 ([19]). Any extension of IUL− that has the density property is dense chain complete.
Theorem 5.2. Any extension of IUL− ⊕ {1→ 0} that admits a theorem of alternatives is dense chain complete.
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Proof. Let L be an extension of IUL− ⊕ {1→ 0} that admits a theorem of alternatives. By Theorem 5.1, it suffices to
prove that L has the density property. Suppose first that for some Σ∪ {ϕ,ψ,χ} ⊆ Fmm and p < Var(Σ∪ {ϕ,ψ,χ}),
Σ ⊢L (ϕ→ p)∨ (p→ ψ)∨χ.
Since L admits a theorem of alternatives, there exist λ,µ,γ ∈ N not all 0 such that
Σ ⊢L λ(ϕ→ p) +µ(p→ ψ) +γχ.
Substituting p with 0, and separately all other variables with 0, yields the consequences
Σ ⊢L λ(¬ϕ) +µψ +γχ and ⊢L λp +µ(¬p).
Multiplying the conclusion in the first consequence by λ and substituting p with ϕλ in the second consequence
produces the consequences
Σ ⊢L λ(ϕ
λ)→ (λµψ +λγχ) and ⊢L ϕ
λµ → λ(ϕλ).
By transitivity of implication, we obtain
Σ ⊢L ϕ
λµ → (λµψ +λγχ),
which can be rewritten as
Σ ⊢L λµ(ϕ→ ψ) +λγχ.
By the theorem of alternatives again, Σ ⊢L (ϕ→ ψ)∨χ.
Now consider the more general case where Σ ⊢L (ϕ → p) ∨ (p → ψ) ∨ χ for some Σ ∪ {ϕ,ψ,χ} ⊆ Fmℓ and
p < Var(Σ∪ {ϕ,ψ,χ}). If ϕ,ψ,χ ∈ Fmm, then using the equivalences presented in Section 2 and the multiplicative
case just established, we obtain again Σ ⊢L (ϕ→ ψ)∨χ as required. Otherwise, for q,r, s < {p} ∪Var(Σ∪ {ϕ,ψ,χ}),
we obtain
Σ∪ {q→ ϕ,ψ → r,χ→ s} ⊢L (q→ p)∨ (p→ r)∨ s.
But then also using the equivalences presented in Section 2 and the multiplicative case just established,
Σ∪ {q→ ϕ,ψ → r,χ→ s} ⊢L (q→ r)∨ s,
and finally, substituting ϕ for q, ψ for r, and χ for s yields Σ ⊢L (ϕ→ ψ)∨χ.
Corollary 5.3. Let A ⊆ Fmm and L = BIUL
− ⊕A. Then L is dense chain complete.
Let us remark finally that dense chain completeness can be established for A and IUML− via a direct semantic
argument or proof-theoretically using an analytic hypersequent calculus as described in [19], but these methods do
not seem to be available for BIUL− or other logics admitting a theorem of alternatives. It may be hoped also that this
new approach provides a first step towards addressing the open standard completeness problem for involutive uninorm
logic posed in [19], possibly by introducing a weaker theorem of alternatives property.1
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