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Abstract.We consider the heat equation with Dirichlet boundary
conditions on the tubular neighborhood of a closed Riemannian sub-
manifold of a Riemannian manifold. We show that, as the tube
diameter tends to zero, a suitably rescaled and renormalized semi-
group converges to a limit semigroup in Sobolev spaces of arbitrarily
large Sobolev index.
1 Introduction
This is the second paper where we investigate the asymptotic behavior of solu-
tions to the heat equation on tubular neighborhoods where Dirichlet boundary
conditions are imposed at the boundary of the tubes. As in [19], we consider an
l-dimensional closed Riemannian manifold L which is isometrically embedded
into another m-dimensional Riemannian manifold M , m > l. L(ε) denotes the
tubular neighborhood of radius ε > 0 and the solutions of the heat equation to
square - integrable initial conditions are given by the semigroup generated by
the Dirichlet Laplacian on L(ε). If these semigroups are properly rescaled and
renormalized, we observe convergence to a limit semigroup as ε tends to zero.
In [19], we proved the statement Theorem 1 below about convergence of the
semigroups in some suitable L2-space and identified the limit.
In this paper, we will prove Proposition 1 below, from which we can immediately
conclude Theorem 2 which states that the semigroups even converge in Sobolev
spaces of arbitrarily large Sobolev index. Consequently, the solutions of the
heat equations are smooth functions which converge uniformly with all their
derivatives as ε tends to zero. In the sequel, this behaviour is called smooth
convergence. Note that this is only true for compact subsets of the time axis
which do not contain t = 0 because neither the semigroups nor the limit ε to
zero are in general continuous at t = 0.
The result about the smooth convergence of the heat semigroups will be used in
[20] to complement and to extend results about Brownian motion conditioned
to tubular neighborhoods obtained in [22] and [21].
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In Section 2, we recall the setup, the construction of the rescaled and renor-
malized generator family and the main result from [19]. We formulate the
compactness result Proposition 1 and show how we obtain from it Theorem 2
about smooth convergence of the semigroups.
In Section 3, we investigate spectral properties of the Laplacian associated to
the reference metric by using results from [3] for Riemannian submersions with
totally geodesic fibers. This is due to the fact that the projection pi : L(1)→ L
is such a submersion if L(1) is equipped with the reference metric. Finally, we
recall the Shapiro-Lopatinskij condition for regular elliptic boundary problems
and show how we can equivalently represent the Sobolev norms by the operator
norm of such a boundary value problem. This may also serve as a simpler
example for what we will do in Section 4.
We think of the generators of the induced dynamics as a perturbation of the
generators associated to g0. In this last section, we therefore start by proving
some Kato type inequalities relating the perturbation, i.e. the difference of the
Laplace operators associated to the induced and to the reference metric, to the
reference family ∆0(ε). Then we take up the idea of Section 3 and represent
in Proposition 8 the Sobolev norm on the domain of powers of the Dirichlet
Laplacian associated to the induced metric by the graph norm of powers of the
Laplacian associated to the reference metric. To do so, we have to perform a
detailed analysis of the ε-dependence of the respective boundary conditions in
Proposition 7 and to use elliptic regularity. By interpolation, we finally arrive at
an estimate of the Sobolev norm from above by the graph norm of the induced
family ∆(ε). This is sufficient to finally prove Proposition 1 by an application
of the spectral theorem.
2 The Dirichlet Laplacian on small tubes
We consider the Dirichlet Laplacian ∆ε on the Hilbert space L
2(L(ε), g), i.e.
the operator associated to the quadratic form
q(ε)(u) :=
∫
L(ε)
m(dp) ‖du‖2 (1)
with domain D(qε) = H10(L(ε), g). Here, m denotes the Riemannian volume
measure associated to g and ‖ − ‖ the norm induced by g.
Let NL ⊂ TM |L be the normal bundle of the submanifold L ⊂ M . The
exponential map expM : TM →M restricted to NL thus yields a smooth map
exp⊥ : NL → M . By compactness of L, there is some r > 0, the injectivity
radius, such that exp⊥ : Uε(0) → L(ε) is a diffeomorphism from an open ε-
neighborhood of the zero section in NL to the tubular ε-neighborhood L(ε) of
L for all ε < r. In the sequel, we assume for simplicity that r > 1. The
bundle projection piN : NL → L induces a submersion pi = ϕ ◦ piN ◦ exp⊥−1 =
2
exp⊥ ◦piN ◦ exp⊥−1 : L(1) → L. For q ∈ L, the preimages pi−1(q) provide a
decomposition of L(1) into relatively closed, m− l-dimensional submanifolds.
On the tube, we consider the family of diffeomorphisms σε : L(ε)→ L(1) given
by
σε(p) := exp
⊥(ε−1 exp⊥−1(p)), (2)
ε > 0. These maps are called rescaling maps.
Apart from the metric g induced from M , we will also consider another metric,
the reference metric g0 on the tubular neighborhood L(ε). This is the metric
induced by the Sasaki metric (cf. [15], (4.6), p. 55 and (4.11), p. 58) on NL
via the exponential map.
Definition 1 Let gS be the Sasaki metric on the total space NL of the normal
bundle making it a Riemannian manifold. Via exp⊥, the restriction of the
Sasaki metric to U1(0) is transported to a Riemannian metric on L(1) which we
denote by g0. In the sequel, g0 will be referred to as the reference metric.
Denote the Riemannian volume measure associated to the reference metric by
m0. Denote by
ρ :=
dm
dm0
∈ C∞(L(1)) (3)
the Radon-Nikodym density of the volume measures associated to g, g0, respec-
tively. The density ρ > 0 is strictly positive, hence pointwise multiplication
of functions f ∈ L2(L(ε), g0) by ρ−1/2 yields a unitary isomorphism between
L2(L(ε), g0) and L
2(L(ε), g) for all 1 ≥ ε > 0. This, together with the rescal-
ing map from (2) yields a unitary isomorphism Σε : L
2(L(1), g0)→ L2(L(ε), g)
given by
Σεu :=
σ∗εu√
ρεm−l
(4)
where we use the shorthand σ∗εu := u ◦ σε. By smoothness of
√
ρ ∈ C∞(L(1)),
the maps Σε restrict to isomorphisms of the respective domains.
To finally construct the perturbation problem that we will actually investi-
gate, we will rescale now the quadratic forms (1) to quadratic forms defined on
H10(L(1), g0) and renormalize them with the help of the lowest eigenvalue λ0 of
the Dirichlet laplacian for the flat euclidean ball. The rescaled and renormalized
quadratic form
Fε(u) := q(ε)(Σεu)− λ0/ε2〈u, u〉0 (5)
where 〈−,−〉0 denotes the scalar product on the Hilbert space L2(L(1), g0) asso-
ciated to the reference metric, is the quadratic form associated to the operator
∆(ε) := Σ−1ε ∆εΣε − λ0/ε2.
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Definition 2 For ε > 0, the rescaled family is given by
∆(ε) := Σ−1ε (∆ε − λ0/ε2)Σε
where Σε is the unitary map from (4) and λ0 > 0 is the lowest eigenvalue for the
Dirichlet boundary problem on the euclidean unit ball B ⊂ Rm−l. the domain
of the rescaled family is D(∆(ε)) = H10 ∩H2(L(1), g0).
Consider now again the Dirichlet problem on the flat euclidean ball B ⊂ Rm−l.
The eigenspace to the lowest eigenvalue λ0 > 0 is one-dimensional and the
eigenfunctions are orthogonally invariant. Let thus U0(|w|) denote a normalized
eigenfunction of the flat Dirichlet Laplacian with eigenvalue λ0. On the tube,
we consider the function u0 ∈ C∞(L(1)) given by
u0(p) := U0(d(p, pi(p))). (6)
Definition 3 Let gL denote the induced metric on the submanifold L. Then
E0 ⊂ L2(L(1), g0) is given by
E0 := {u ∈ L2(L(1), g0) : u(p) = u0(p) v(pi(p)), v ∈ L2(L, gL)}.
Notation. (i) In the sequel, we will denote E0 and the L
2(L(1), g0)-orthogonal
projection onto it by the same symbol. (ii) For a given f ∈ L2(L, gL), we will
use the shorthand f = f ◦ pi and use the common notion basic functions for f
in the sequel.
The following main result of [19] is the starting point of our considerations.
Theorem 1 Let uε, ε > 0 be a sequence in the Hilbert space L
2(L(1), g0) which
converges to u ∈ L2(L(1), g0). Then
lim
ε→0
e−
t
2∆(ε)uε = E0 e
− t2 (∆L+WL)E0u
strongly in L2(L(1), g0) and uniformly for t ∈ K where K ⊂ (0,∞) is compact.
here, ∆L denotes the Laplace - Beltrami operator on L and WL ∈ C∞(L).
Proof: see [19], Theorem 2.
By [19], Proposition 1, the effective potential WL is the restriction of the poten-
tial
W =
1
2
∆ log ρ− 1
4
‖d log ρ‖2 ∈ C∞(L(1)) (7)
to the submanifold L. For an expression of the effective potential in terms
of in- and extrinsic geometric quantities such as the scalar curvature of the
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submanifold and the tension vector field of the embedding, we refer to [19],
Corollary 4. These considerations will play no role in the sequel.
We now want to prove that this convergence result also holds true in a con-
siderably stronger topology. Namely, the sequence converges in Sobolev spaces
of arbitrary large Sobolev index. To show this, we combine the previous re-
sult Theorem 1 with the following statement on uniform boundedness which by
Rellich’s Lemma is a compactness result on Sobolev spaces, too.
Proposition 1 (Compactness) Let ‖ − ‖k denote the norm of the Sobolev
space Hk(L(1), g0). Let uε, ε > 0 be a sequence of functions in L
2(L(1), g0)
converging in L2(L(1), g0) to some u. Let K ⊂ (0,∞) be compact and
u(ε, t) := e−
t
2∆(ε)uε.
Then, for all n ≥ 0 there are numbers Cn > 0, εn > 0 such that
(i) The sets At := {u(ε, t) : ε ≤ εn} ⊂ H2n(L(1), g0) are uniformly norm-
bounded for all t ∈ K, i.e. ‖u(ε, t)‖2n ≤ Cn <∞ uniformly for all ε ≤ εn.
(ii) The set
A := {u(ε,−) ∈ C(K,H2n(L(1), g0) : ε ≤ εn} ⊂ C(K,H2n(L(1), g0)
is uniformly equicontinuous.
From this proposition, we can immediately conclude the main result of this
paper.
Theorem 2 For every sequence uε, ε > 0 with limε→0 uε = u in L
2(L(1), g0),
we have
lim
ε→0
e−
t
2∆(ε)uε = E0 e
− t2 (∆L+WL)E0u
strongly in every Sobolev space Hk(L(1), g0), k ≥ 0, and uniformly for t ∈ K
where K ⊂ (0,∞) is compact.
Proof: By Proposition 1 (i) and by compactness of the embeddings
H2k(L(1), g0) ⊂ H2k−1(L(1), g0,
the sets At ⊂ H2k−1(L(1), g0) are relatively compact. By Proposition 1, (ii)
and the Arzela - Ascoli theorem that implies that A ⊂⊂ C(K,H2k−1(L(1), g0))
is relatively compact. We consider now an arbitrary sequence an,n≥1 in A. By
compactness, it contains a subsequence a′n, n ≥ 1 which converges to an element
a′∞ ∈ C(K,H2k−1(L(1), g0)). Then
lim
n→∞
sup
t∈K
‖a′n(t)− a′∞(t)‖0 ≤ limn→∞ supt∈K ‖a
′
n(t)− a′∞(t)‖2k−1 = 0
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and hence, the subsequence also converges in C(K,L2(L(1), g0)) to a
′
∞. By
Theorem 1, that implies that
a′∞(t) = E0 e
− t2 (∆L+WL)E0u.
Hence, every subsequence contains a convergent subsequence and all these con-
vergent subsequences have the same limit. That implies the statement.
In the remainder, all we have to do is to prove Proposition 1.
3 Reference metric and associated Laplacian
In this section, we investigate some properties of the reference metric and the
associated Laplacian. The basic idea of the proof of the homogenization result
is to compare the situation for the induced metric with the situation for the
reference metric. Thus, it is natural to introduce as well a rescaled family for
the Laplacian associated to g0. Thus, let ∆0 := −divg0grad denote the Laplace
- Beltrami operator on L(1) with respect to the metric g0. The corresponding
Dirichlet Laplacian ∆0,ε is given by ∆0,εu := ∆0u for all u in the domain
D(∆0,ε) := H10 ∩ H2(L(ε), g0). Thus, ∆0,ε is the positive operator associated to
the quadratic form
q0,ε(u) :=
∫
L(ε)
m0(dp)‖du‖20
with domain D(q0,ε) = H10(L(ε), g0). Specializing the construction from Section
2, (4), to the reference metric basically means that due to ρ ≡ 1, we obtain
Σ0,εu = ε
(l−m)/2σ∗εu.
Definition 4 For ε > 0, the rescaled reference family is given by
∆0(ε) := Σ
−1
0,ε (∆0,ε − λ0/ε2)Σ0,ε = σ−1ε (∆0,ε − λ0/ε2)σε
where σε is the rescaling map from (2) and λ0 > 0 is the lowest eigenvalue
for the Dirichlet boundary problem on the euclidean unit ball B ⊂ Rm−l. the
domain of the rescaled reference family is D(∆0(ε)) = H10 ∩ H2(L(1), g0).
The rescaled reference family can be quite well understood due to special geo-
metric properties of the reference metric. It turns out that with respect to the
reference metric, the canonical projection is a riemannian submersion with to-
tally geodesic fibers. That implies that the Laplacian on L(1) can be decomposed
into a vertical and a horizontal part and that these two parts actually commute.
This property provides us with quite detailed information about the spectrum
of the Laplacian and its behaviour under rescaling which makes the reference
metric especially suitable to serve as a basis for our perturbational ansatz. In a
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situation where the fibers are closed and, consequently, no boundary conditions
are present, these properties are proved in [3]. In the sequel, we will basically
follow this exposition with minor modifications due to the presence of Dirichlet
boundary conditions.
3.1 The decomposition of the Laplacian
Let φ : M → N denote a map between Riemannian manifolds and denote
by φ∗ : TM → TN its tangent map. For p ∈ M , the space Vp ⊂ TpM of
vertical vectors is given by Vp := kerφ∗ p. The space Hp ⊂ TpL(1) of horizontal
vectors is given by the orthogonal complement Hp(1) := kerφ⊥∗ p in TpM . In
the same way, we can define horizontal and vertical subbundle H,V ⊂ TM and
horizontal and vertical vector fields. Clearly, H ⊕ V = TM . Assuming that
the fibers φ−1(q) ⊂ M are Riemannian submanifolds for all q ∈ N , we may
consider the Laplace-Beltrami operators Dq on the fibers φ
−1(q) with respect
to the induced metric.
Definition 5 Let f ∈ C2(M). (i) The operator
∆VMf(p) := Dφ(p)
(
f |φ−1(φ(p))
)
(p)
is called the vertical Laplacian on M . (ii) The operator
∆HMf := (∆M −∆VM )f
is called the horizontal Laplacian on M .
φ is called a Riemannian submersion, iff it leaves the norm of horizontal vectors
unaffected, i.e. ‖φ∗v‖p = ‖v‖φ(p) for all v ∈ Hp, p ∈ M . The map is said
to have totally geodesic fibers, iff the fibers φ−1(q) ⊂ M are totally geodesic
submanifolds (see [9], p. 180).
Theorem 3 Let f ∈ C4(M). If φ : M → N is a Riemannian submersion with
totally geodesic fibers, we have [∆M ,∆
V
M ]f = [∆M ,∆
H
M ]f = [∆
H
M ,∆
V
M ]f = 0.
Proof: [3], Theorem 1.5.
We consider the projection map pi : L(1)→ L. Actually, we are in the situation
considered above. In particular, the operators ∆0, ∆
V
0 and ∆
H
0 commute in the
sense just described.
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Lemma 1 If L(1) is equipped with the reference metric g0, the canonical pro-
jection pi : L(1)→ L is a Riemannian submersion with totally geodesic fibers.
Proof: By [19], Section 6.1, we can find local coordinates (x,w) where x =
(xi)i=1,...,L and w = (w
α)α=1,...,m−l for the tube such that pi(x,w) = x, the
horizontal spaces Hx,w are generated by the vectors
Xi(x,w) = ∂i − wαCβiα∂β (8)
and the reference metric is given by
g0(x,w) =
(
gL,ij + w
µwνCαiµC
β
jνδαβ w
µCαiµ
wνCβjν δαβ
)
(9)
where Cµiα denote the connection coefficients of the bundle connection on NL.
By
〈Xi, Xj〉0 = gL,ij = 〈∂i, ∂j〉L = 〈pi∗Xi, pi∗Xj〉L,
we have a Riemannian submersion. The vanishing of the second fundamental
form of the fibers follows from the vanishing of the Christoffel symbols Γiαβ = 0
and Γµαβ = 0 for g0.
Thus, we finally obtain by combining the two statements above
Corollary 1 Let f ∈ C4(L(1)). Then we have
[∆0,∆
V
0 ]f = [∆0,∆
H
0 ]f = [∆
H
0 ,∆
V
0 ]f = 0.
3.2 The vertical operator as direct integral
In order to make use of the preceding discussion also for the investigation of the
spectral properties of the Dirichlet Laplacian as an operator on L2(L(1), g0),
we consider the tube L(1) equipped with the reference metric g0. First, we
will construct a direct integral decomposition of L2(L(1), g0) along the leaves
and a decomposable self-adjoint operator which extends the vertical Laplacian
defined for functions f ∈ C(L(1))∩C2(L(1)) with Dirichlet boundary conditions
f |∂L(1) = 0.
Now we proceed by constructing the leaf operator as a direct integral of Dirichlet
operators on the fibers. Let Dq,q∈L be given by the family of Dirichlet opera-
tors on the leaves. To be precise let Dq := −divqgradq, the Laplace-Beltrami
operator on (pi−1(q)) with domain
D(Dq) := H10 ∩H2(pi−1(q)).
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Since the differential expression for the Laplacian depends smoothly on the
fibers, the family is measurable. Since for riemannian submersions with totally
geodesic fibers the fibers are isometric (isometries are generated by horizontal
vector fields, see [3]), we check by a calculation in Fermi coordinates that all
fibers can be isometrically mapped to the Euclidean unit ball B ⊂ Rm−l. Hence,
the operators Dq are unitarily equivalent to the Dirichlet Laplacian on B ⊂
R
m−l for all q ∈ L. Hence, they are self-adjoint, and their spectra spec(Dq) are
semi-simple (i.e. consist only of eigenvalues of finite multiplicity) and strictly
positive with smallest eigenvalue λ0 > 0. Hence, the operator
∆V0 :=
∫ ⊕
L
mL(dq)Dq (10)
is self-adjoint and extends the operator ∆V0 defined on functions f ∈ C(L(1))∩
C2(L(1)) with Dirichlet boundary conditions f |∂L(1) = 0. It is therefore justified
to denote it by the same symbol. Hence, the Dirichlet leaf operator
∆V0 − λ0 :=
∫ ⊕
L
mL(dq) (Dq − λ0) (11)
is as well self-adjoint and
spec(∆V0 − λ0) := {λk − λ0 : k ≥ 1}
where λk,k≥0 denotes the spectrum of the Dirichlet Laplacian on the Euclidean
unit ball B ⊂ Rm−l. As already said in the introduction, the eigenspace of
the Dirichlet Laplacian in B ⊂ Rm−l belonging to the smallest eigenvalue λ0 is
one-dimensional, and the eigenfunctions are orthogonally invariant. Let again
u0(w) := U0(|w|) be a normalized eigenfunction generating this eigenspace.
Recall, [14], XIII.16, Definition, p. 281, that a bounded operator is called
decomposable, if it can be written as a direct integral of operators as above.
Then the kernel coincides with the asymptotic subspace from Definition 3.
Proposition 2 (i) The Dirichlet leaf operator ∆V0 − λ0 is non-negative with
kernel
ker(∆V0 − λ0) = {u ∈ V : u(p) := u0(p) v(pi(p)), v ∈ L2(L, gL)}.
Here, u0(p) := U0(d0(p, pi(p))), where d0 denotes the Riemannian distance with
respect to the reference metric g0 on L(1). (ii) The orthogonal projection E0
onto ker(∆V0 − λ0) is decomposable and given by T
E0 =
∫ ⊕
L
mL(dq)E0,q .
Remark. (i) Note that in local Fermi coordinates p ≡ (x,w) we have
u0(p) = U0(d(p, pi(p))) = U0(|w|) = u0(w)
9
which justifies our slight abuse of notation. (ii) In particular, the corollary im-
plies that the kernel coincides with the asymptotic subspace E0 from Definition
3.
Proof: see [19], Corollary 5.
A fortiori, by [14], Theorem XIII.85, p. 284, we may conclude analogous results
for all eigenspaces. We thus obtain the following spectral decomposition of
the operator ∆V0 : Let λk,k≥0 be the collection of eigenvalues of the Dirichlet
Laplacian on the euclidean unit ball B ⊂ Rm−l as above and Pk,k≥1 together
with P0 = E0 denote the corresponding eigenspaces. Again, we denote the
eigenspaces and the corresponding orthogonal projections by the same symbol.
Then, by mapping the euclidean unit ball B isometrically onto the fiber pi−1(q),
we obtain projections Ek,q on L
2(pi−1(q),mq) induced by Pk. Then, by [14],
Theorem XIII.85, p. 284, we can compute the spectral decomposition of D.
Proposition 3 The operator ∆V0 is self - adjoint on L
2(L(1), g0) with spectral
decomposition
∆V0 = λ0E0 +
∑
k≥1
λkEk
where
Ek =
∫ ⊕
L
mL(dq)Ek,q .
Proof: see [19], Proposition 3.
Remark. Note that the spectral eigenspaces Ek are infinite-dimensional in gen-
eral. In the next subsection, we will show that they all consist of eigenfunctions
of the Dirichlet Laplacian ∆0.
3.3 Common eigenfunctions and spectra
In this subsection, we show that the self-adjoint Dirichlet Laplacian ∆0 with
domain H10 ∩ H2(L(1), g0) actually commutes with the direct integral operator
just defined, which is a self-adjoint extension of ∆V0 and which we already de-
cided to denote by the same symbol. We start from the following well known
result (for a proof see for instance [16], Ch. 5.1, p. 303 ff.).
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Theorem 4 Let M be a smooth riemannian manifold with smooth boundary
∂M . The Dirichlet Laplacian is self-adjoint on L2(M, g) with a spectrum only
consisting of eigenvalues of finite multiplicity. The corresponding eigenfunctions
are smooth and can be chosen to form an orthonormal base of L2(M, g).
Lemma 2 (i) Let u be an eigenfunction of ∆0 with corresponding eigenvalue
µ. Then ∆V0 u is as well an eigenfunction of ∆0 with the same eigenvalue. (ii)
∆V0 : E → E yields a self-adjoint isomorphism for every eigenspace E of ∆0.
Proof: (i) By Theorem 4, u is smooth and we may apply Corollary 1. Hence
∆0(∆
V
0 u) = ∆
V
0 (∆0u) = µ∆
V
0 u.
(ii) By Theorem 4, the eigenspaces are finite-dimensional. By ∆V0 > 0, the
mapping is injective and hence surjective, too. Thus, ∆V0 is self-adjoint on
L2(L(1), g0) and leaves E invariant. Hence it is also self-adjoint when restricted
to E.
By the spectral theorem we now diagonalize ∆V0 on the respective eigenspaces of
∆0. Thus, we find smooth common eigenfunctions for the Laplacian and the ver-
tical Laplacian. Since these functions are already known to form an orthonormal
base of L2(L(1), g0) by Theorem 4, they also provide a spectral decomposition
of the self-adjoint direct integral operator representing the vertical Laplacian.
Thus, we obtain the following almost complete spectral characterization of the
three operators involved.
Proposition 4 Let the eigenvalues µ0 ≤ µ1 ≤ ... of the Dirichlet Laplacian
∆0 be ordered by magnitude. Then there is an orthonormal basis us,s≥1 of
L2(L(1), g0) consisting only of smooth functions such that
(i) ∆0us = µsus, (ii) ∆
V
0 us = λk(s)us, (iii) ∆
H
0 us = (µs − λk(s))us,
where k(s) is given by the unique k ∈ {0, 1, ...} such that Ek(s)us = us.
The spectrum of ∆H0 hence consists of the differences of eigenvalues of ∆0 and
∆V0 . However, different eigenvalues may lead to the same differences which
makes it difficult to make definite conclusions about the spectrum of ∆H0 . It
might even be that the spectrum is no longer discrete (cf. [3], 3.4). However,
note that by (9), in local coordinates the quadratic form associated to ∆H0 is
given by
τ(u) =
∫
dxdw
√
det gL g
ij
L XiuXju (12)
where Xi are the horizontal vector fields from (8). For a proof see [19], Lemma
4. In particular, by the positive definiteness of gL, we have τ(u) ≥ 0.
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3.4 The rescaled reference family
With these preliminaries, we can now derive two properties of the rescaled ref-
erence family. This is the starting point to consider the full rescaled reference
family as a singular perturbation of this expression.
Under the rescaling map σε, the reference metric scales as
g0(ε) = σ
∗−1
ε g0 =
(
gL,ij + w
µwνCαiµC
β
jνδαβ w
µCαiµ
wνCβjν ε
2 δαβ
)
(13)
in the local coordinates considered already in (9). Hence, only the fiber metric
is affected by the rescaling. In [3], Sec. 5, this scaling behaviour is called the
canonical variation of a Riemannian submersion. If L(1) is equipped with any
of the metrics g0(ε), ε > 0, pi is still a Riemannian submersion with totally
geodesic fibers (see [3], Prop. 5.2). We start with the following decomposition
formula (cf. [3], Prop. 5.3).
Proposition 5 The rescaled family can be written
∆0(ε) =
1
ε2
(
∆V0 − λ0
)
+∆H0 .
Proof: By [3], Prop. 5.3, the Laplacian on (L(1), g0(ε)) is given by
σ−1ε ∆0,ε σε =
1
ε2
∆V0 +∆
H
0
which implies the statement after subtracting λ0/ε
2.
The operators ε−2(∆V0 −λ0) and ∆H0 are still commuting. The second property
is the following lemma about the eigenvalues of the vertical Laplacian which
will be used several times in the sequel.
Lemma 3 Let λ0 ≤ λ1 ≤ ... be the eigenvalues of the Dirichlet Laplacian for
the unit ball B ⊂ Rm−l. Then we have: (i) If ε ≤ 1−λ0/λ1, then (λk−λ0)/ε2 ≥
λk/ε for all k ≥ 1. (ii) If ε2 ≤ 1− λ0/λ1, then (λk − λ0)/ε2 ≥ λk for all k ≥ 1.
Proof: Both parts follow from the inequality
λk − λ0
λk
= 1− λ0
λk
≥ 1− λ0
λ1
=
λ1 − λ0
λ1
12
and the fact that the lowest eigenspace of the Dirichlet laplacian for the flat
unit ball is non-degenerate, i.e λ1 > λ0.
3.5 Sobolev norms and the reference Laplacian
One cornerstone of the proof is the fact that on several subspaces of the Sobolev
spacesH2k(L(1), g0), the Sobolev norm can be equivalently expressed by powers
of the Laplace-Beltrami operator. Since L(1) is a manifold with smooth bound-
ary, we will need some properties of associated boundary problems. Let thus
L be an elliptic operator of order 2k on L(1) with coefficients that are smooth
on L(1). Let furthermore B := {B1, ...,Bk} be a system smooth differential ex-
pressions defined in a neighborhood of ∂L(1) in M . The following definition is
adapted from [2], Sec. 1.3.
Definition 6 (Shapiro - Lopatinskij condition) The system {L,B} is said
to provide a regular elliptic boundary problem iff
(i) 0 ≤ mj = ordBj < 2k for j = 1, ..., k and mi 6= mj for j 6= k,
(ii) the principal symbols Boj (x, ξ) are such that Boj (x, n(x)) 6= 0 for all x ∈
∂L(1), where n(x) is the unit normal vector on the boundary,
(iii) for any vector 0 6= ξ ∈ Tx∂L(1), the polynomials Boj (τ, ξ) := Boj (x, ξ +
τn(x)) of the complex variable τ are linearly independent modulo the poly-
nomial
Lo+(τ) :=
k∏
j=1
(τ − τ+j (x, ξ))
where the numbers τ+j (x, ξ) are the zeros of the polynomial Lo(x, ξ+τn(x))
with positive imaginary parts.
(i) - (iii) are called the Shapiro - Lopatinskij condition.
Since the regularity of an elliptic boundary value problem implies the validity of
a certain coercivity estimate and, finally, the subsequent representation of the
Sobolev norm, to prove the following statement we basically have to check the
Shapiro-Lopatinskij condition for the boundary problem we have in mind.
Let now ∆0 denote the Dirichlet Laplacian associated to g0, i.e. with zero
boundary conditions on ∂L(1) and denote by ∆k0 ist kth power.
Lemma 4 On D(∆k0) ⊂ H2k(L(1), g0), the 2k-Sobolev norm is equivalent to the
norm
|‖u‖|2k := ‖u‖0 + ‖∆k0u‖0.
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Proof: It is sufficient to prove the regularity result
‖u‖2k ≤ C
(‖u‖0 + ‖∆k0u‖0) (14)
since the reversed inequality follows from the fact that ∆k0 : H
2k(L(1), g0) →
L2(L(1), g0) is continuous. To prove (14), we use that such an estimate always
holds for (regular) elliptic boundary problems (see e.g. the survey [2], Theorem
2.2.1, p. 16). Hence, it remains to prove that L = ∆k0 with boundary conditions
B1u = u|∂L(1) = B2u = ∆0u|∂L(1) = ... = Bku = ∆k−10 u = 0
satisfies the Shapiro - Lopatinskij condition. But for the boundary problem
above, we can do all computations explicitly. We have thus
Lo+(τ, ξ) = (τ − i‖ξ‖)k, Bol (τ, ξ) = {(τ + i‖ξ‖)(τ − i‖ξ‖)}l−1
where l = 1, ..., k. Let now a = (a1, ..., ak) and
Qa(τ, ξ) :=
k∑
l=1
al Bol (τ, ξ).
Suppose that l0 := min{s : as 6= 0}. Then
Qa(τ, ξ)
Lo+(τ, ξ)
=
Qa(τ, ξ)
(τ − i‖ξ‖)l0−1 :
Lo+(τ, ξ)
(τ − i‖ξ‖)l0−1 =
Qa,l0(τ, ξ)
Lo+,l0(τ, ξ)
,
Qa,l0 and Lo+,l0 are both polynomials, and Lo+,l0 has only one zero of multiplicity
k−l+1 at i‖ξ‖ whereas Qa,l0(i‖ξ‖, ξ) = (2i‖ξ‖)l0−1al0 6= 0. Hence, the Shapiro-
Lopatinskij condition holds.
4 Smooth convergence
Now we are going to prove convergence of the semigroups generated by the
rescaled Laplacians associated to the induced metric in Sobolev spaces of arbi-
trarily large Sobolev index (in the sequel called smooth convergence). By the
proof of Theorem 2, we have already reduced that to the proof of Proposition
1 on uniform boundedness of the Sobolev norms. That implies compactness of
the family in Sobolev spaces of arbitrarily large index by Rellich’s Lemma (see
[16], Prop. 4.4, p. 287). Thus, the family actually converges in these Sobolev
spaces and the limit must coincide with the limit in L2(L(1), g0) from Theorem
1. The proof of Proposition 1 is based on the representation of the Sobolev
norms using the reference Laplacian in Lemma 4 and a perturbation ansatz for
the boundary problem.
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4.1 The induced metric
In the sequel, we will make use of the perturbation expansion of the operator
family associated to the rescaling of the induced metric in local Fermi coor-
dinates. Since the Laplacian is a (non linear) functional of the metric, all in-
formation about the families is contained in the perturbation expansion of the
difference of induced and reference metric. We summarize the necessary facts
in the following theorem, the three statements of which were proven in Section
5.2 of [19].
Theorem 5 (i) In local Fermi coordinates the metric tensor is given by
g(x,w) =
(
1 cb−1
0 1
) (
a 0
0 b
) (
1 0
b−1c+ 1
)
where
aij(x,w) = gL,ij(x)− 2wαgL isAsαj
+wαwβ(gL rsA
r
αiA
s
βj −Riαjβ) +O(|w|3),
ciσ(x,w) = w
αCσiα(x) +O(|w|2),
bµσ(x,w) = δµσ − 1
3
wαwβRµασβ(x) +O(|w|3).
Here, gL denotes the metric on L, Aα the Weingarten map of the embedding,
Cµiα(x) := 〈νµ(x), Diνα(x)〉 denote the connection coefficients of the induced
connection D on the normal bundle and R is the Riemannian curvature tensor
of M .
(ii) Let g(ε) := σ−1 ∗ε g be the rescaled metric. For the dual metric we have
g∗(ε) = g∗0(ε) +H
∗(ε) where
sup
p∈L(1)
‖H∗(ε)−H∗(0)‖ = O(ε)
as ε tends to zero. Furthermore, in local coordinates,
H∗(0) =
1
3
wαwβ
(
0 0
0 Rµανβ
)
.
(iii) We have Wε =WL ◦ pi + εW (ε) =WL ◦ pi + εW (ε) where WL denotes the
restriction of W to L andW (ε) is a smooth bounded function on L(1) converging
uniformly as ε tends to zero.
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4.2 A decomposition of ∆(ε)
By [19], Prop. 1, the rescaled and renormalized quadratic form (5) is given by
Fε(u) =
∫
L(1)
m0(dq)
(
‖du‖2g(ε) + (Wε −
λ0
ε2
)u2
)
where g(ε) = σ−1 ∗ε g, Wε = W ◦ σ−1ε and W is the effective potential (7). By
Theorem 5, we can even rewrite this as
Fε(u) =
∫
L(1)
m0(dq)
(
‖du‖2g0(ε) −
λ0
ε2
u2 + 〈du, du〉H +WLu2 + εr(ε, u, du)
)
where r(ε, u, du) is a closed quadratic form on H10(L(1), g0) with coefficients that
converge uniformly as ε tends to zero. Now the operator family associated to the
first term of Fε is the renormalized reference family. Now, in local coordinates
the perturbation is given by
〈du, du〉H = 1
3
∫
L(1)
m0(dq)w
αwβRαµβν∂µu ∂νu
=
1
12
∫
L(1)
m0(dq)Rαµβν LµαuLνβu
=
1
12
∫
L
mL(dp)Rαµβν(p) 〈Lµαup, Lνβup〉p
where Lµα = w
α∂µ−wµ∂α and we used the symmetries of the curvature tensor.
That implies that for u ∈ H10 ∩ H2(L(1), g0), partial integration leads to
Fε(u) =
1
2
{〈u,∆0(ε)u〉0 + 〈u,Au〉0 + ε〈u,R(ε)u〉0}
where A is a second order differential operator with smooth coefficients and
R(ε) is a second order differential operator with uniformly bounded smooth
coefficients. Thus, the operator family can be decomposed into
∆(ε)u = ∆0(ε)u+Au + εR(ε)u (15)
where
A(x,w) = − 1
12
Rβνµα(x)LβνLαµ +WL(x). (16)
In the sequel, we will denote the first and second order terms of A by PA :=
A−WL.
Remark. Note that since the vector fields Lαβ generate orthogonal transforma-
tions of the fibers and since the eigenfunctions U0 corresponding to the lowest
eigenvalue λ0 > 0 of the Dirichlet problem for the flat unit ball are orthogonally
invariant, we have
PAu = 0 (17)
for all u = u0 v ∈ E0. This fact will be used frequently in the sequel. Compare
[19], Lemma 7.
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4.3 A uniform regularity result for the induced metric
In this and in the following subsection, we will prove a basic result about uniform
regularity of the operator family ∆(ε), ε > 0, which implies that the 2-Sobolev
norms of the solutions w(ε) of ∆(ε)w(ε) = f ∈ L2(L(1), g0) – which by elliptic
regularity exist and are contained in H10 ∩H2(L(1), g0) for each individual ε > 0
– are in fact uniformly bounded for all ε > 0.
To be precise, we will prove the following statement.
Proposition 6 Let u ∈ H10 ∩ H2(L(1), g0). Then there is a constant K1 > 0
ans some ε1 > 0 such that
‖u‖2 ≤ K1 (‖∆(ε)u‖0 + ‖u‖0)
uniformly in ε < ε1.
The proof of the proposition splits up into a series of lemmas where ‖∆(ε)u‖0 is
decomposed into different parts which can be related by Kato-type inequalities
to the corresponding norm of the reference family. First, we consider once again
the reference family as the dominant term in the perturbation expansion of the
induced family.
Lemma 5 Let u ∈ H10 ∩H2(L(1), g0) and u⊥ := (1− E0)u. Then
‖∆0(ε)u‖20 ≥
1
ε2
‖∆V0 u⊥‖20 + ‖∆H0 u‖20 +
2
ε
〈∆H0 u⊥,∆V0 u⊥〉0
and we have 〈∆H0 u⊥,∆V0 u⊥〉0 ≥ 0.
Proof: Since u is contained in the domain of the Dirichlet operators, we may
use its spectral decomposition and obtain
‖∆0(ε)u‖20
=
1
ε4
‖(∆V0 − λ0)u‖20 + ‖∆H0 u‖20 +
2
ε2
〈∆H0 u, (∆V0 − λ0)u〉0
=
1
ε2
∑
k>0
[
λk − λ0
ε
]2
‖Eku‖20 + ‖∆H0 u‖20 +
2
ε
∑
k>0
λk − λ0
ε
〈Eku,∆H0 u〉0.
Now by
(i) [Ek,∆
H
0 ] = 0, E
2
k = Ek, E
+
k = Ek which implies
〈Eku,∆H0 u〉0 = 〈Eku,∆H0 Eku〉0 ≥ 0,
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(ii)
∑
k>0 Ek = 1− E0, u⊥ := (1− E0)u,
(iii) λk − λ0/ε > λk for ε < 1− λ0/λ1 (Lemma 3),
we obtain
‖∆0(ε)u‖20 ≥
1
ε2
∑
k>0
λ2k‖Eku‖20 + ‖∆H0 u‖20 +
2
ε
∑
k>0
λk〈Eku,∆H0 u〉0
=
1
ε2
‖∆V0 u⊥‖20 + ‖∆H0 u‖20 +
2
ε
〈∆V0 u⊥,∆H0 u⊥〉0.
By u⊥ := (1 − E0)u ∈ H10 ∩ H2(L(1), g0) we may conclude from (i), Lemma 1
and (12) the second statement
〈∆V0 u⊥,∆H0 u⊥〉0 =
∑
k≥0
λk〈Eku⊥,∆H0 u⊥〉0
=
∑
k≥0
λk〈Eku⊥,∆H0 Eku⊥〉0 = τ(Eku⊥) ≥ 0.
That implies the following individual inequalities.
Lemma 6 For u ∈ H10 ∩H2(L(1), g0), we have
‖∆0(ε)u‖0 ≥


1
ε‖∆V0 u⊥‖0
‖∆H0 u‖0√
2
ε 〈∆V0 u⊥,∆H0 u⊥〉
1/2
0
.
Recall that u⊥ := (1 − E0)u and note that we use the same local Fermi co-
ordinates and notations as in Theorem 5 and that we always sum over indices
occuring twice if not stated otherwise.
In order to estimate the norm ‖ − ‖2k of functions u ∈ H2k(L(1), g0) in the 2k-
Sobolev spaces, we will first localize the situation by a basic partition of unity
and explain how the bounds in local coordinates serve to establish a global
bound.
Let thus U := Uι,ι∈I be a finite open covering of the submanifold L which is
trivializing for the normal bundle, in particular pi−1(Uι) ≡ Uι × B, where B ⊂
R
m−l is again the euclidean unit ball. Let furthermore χι,ι∈I be a subordinated
smooth partition of unity on L where we assume for convenience that χι ≥ 0
for all ι ∈ I. Then, the functions χι := χι ◦ pi form a smooth partition of
unity on L(1) consisting only of basic functions. Local coordinates thus yield
an embedding
pi−1(Uι) ≡ Uι ×B ≡ Vι ⊂ Rl × Rm−l
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and we can thus think of Vι ≡ pi−1(Uι) as a regular subset of Rm and of χιu as
a real function.
The next result is another Kato-type estimate, in this case for the perturbing
operator.
Lemma 7 Let u ∈ H10 ∩ H2(L(1), g0). Then there is some uniform C > 0 such
that
‖Au‖0 ≤ C (ε‖∆0(ε)u‖0 + ‖u‖0)
for all ε > 0.
Proof: By (16), by (17), the fact that the quadratic form 〈du, du〉H = 〈u, PAu〉0
vanishes for u ∈ E0, and by the boundedness of WL, we conclude that there is
some CW > 0 such that
‖Au‖0 = ‖(PA +WL)u‖0 = ‖PAu⊥ +WL u‖0
≤ ‖PAu⊥‖0 + CW ‖u‖0.
Now we use the basic partition of unity χι,ι∈I . Since the χι are constant along
the fibers, we have E0(χιu) = χιE0u and hence
(χιu)
⊥ = χιu− E0(χιu) = χι(u− E0u) = χιu⊥.
Thus, using the local expression for PA and the smoothness and boundedness
of the coefficients, there are numbers Cι,ι∈I > 0 such that
‖PAu⊥‖0 ≤
∑
ι∈I
‖PA(χιu)⊥‖0
=
∑
ι∈I
‖ 1
12
RβναµLβνL
αµ(χιu)
⊥‖0
≤
∑
ι∈I
Cι‖χιLβνLαµu⊥‖0
The vector fields Lαβ are well-known to generate orthogonal transformations
of the fibers. Hence the operators LβνLαµ are second order differential op-
erators with with the same direct integral structure as the vertical Laplacian
∆V0 . Since (χιu)
⊥ ∈ H10 ∩ H2(pi−1(q)) and by elliptic regularity of the Dirichlet
Laplacian on the flat unit ball, we may use the vertical Laplacian to construct a
Sobolev-2-norm on the individual fibers and we obtain that there are numbers
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Cβναµι,1 , C
βναµ
ι,2 , C
βναµ
ι,3 > 0 such that
‖χιLβνLαµu⊥‖20 =
∫
L
mL(dq)χ
2
ι ‖LβνLαµu⊥q ‖2q
≤ Cβναµι,1
∫
L
mL(dq) ‖u⊥q ‖2H2(pi−1(q))
≤ Cβναµι,2
∫
L
mL(dq)
(‖u⊥q ‖q + ‖Dqu⊥q ‖q)2
= Cβναµι,2
(‖u⊥‖0 + ‖∆V0 u⊥‖0)2 .
Hence by Lemma 6
‖LβνLαµ(χιu)⊥‖0 ≤ Cβναµι,2
(‖u⊥‖0 + ε ‖∆0(ε)u‖0) .
Inserting this into the estimate for ‖PAu⊥‖0 above together with the treatment
of the zero order term yields the statement.
4.4 Proof of Proposition 6
Proof: As explained above
∆(ε) = ∆0(ε) +A+ εR(ε)
where A and R(ε) are second order differential operators with smooth coeffi-
cients. For A and R(ε) these coefficients together with all their derivatives are
uniformly bounded. With some suitable b > 0 we obtain by Lemma 7 and since
B(ε) are second order differential operators with uniformly bounded coefficients
‖∆(ε)u‖0 + b ‖u‖0 = ‖∆0(ε)u+Au+ εR(ε)u‖0 + b ‖u‖0
≥ ‖∆0(ε)u‖0 − ‖Au+ εR(ε)u‖0 + b ‖u‖0
≥ ‖∆0(ε)u‖0 − ‖Au‖0 − ε‖R(ε)u‖0 + b ‖u‖0
≥ ‖∆0(ε)u‖0 − C(ε‖∆0(ε)u‖0 + ‖u‖0)− εd‖u‖2 + b ‖u‖0
= (1− Cε) ‖∆0(ε)u‖0 + (b− C) ‖u‖0 − εd‖u‖2.
By Lemma 4, ‖u‖2 ≤ d′(‖∆0u‖0 + ‖u‖0) and thus
‖∆(ε)u‖0 + b ‖u‖0 ≥ (1 − Cε) ‖∆0(ε)u‖0 + (b− C − dd′ε) ‖u‖0)− dd′ε ‖∆0u‖.
By Lemma 5, we have (recall that ε ≤ 1)
‖∆(ε)u‖0 ≥ ‖∆V0 u⊥ +∆H0 u‖0
= ‖∆V0 u⊥ + λ0E0u+∆H0 u− λ0E0u‖0
≥ ‖∆0u‖ − λ0‖u‖0.
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Now we choose ε > 0 sufficiently small and b > 0 sufficiently large such that
c1 = 1− (C + dd′)ε, c2 = b− C − dd′ε− (1− Cε)λ0 > 0. That implies
‖∆(ε)u‖0 + b ‖u‖0 ≥ c1 ‖∆0u‖0 + c2 ‖u‖0
and by Lemma 4 again, the expression on the right hand side is equivalent to
the 2-Sobolev norm on H10 ∩ H2(L(1), g0). That implies the statement.
4.5 Boundary conditions for C∞-vectors of ∆(ε)
Still, our primary aim is to uniformly estimate the Sobolev norms of the family
u(ε) := e−
t
2∆(ε)uε for some fixed value t > 0. We will prove that for C
∞-
vectors, the 2k-Sobolev norms can be defined using kth powers of the Lapla-
cian ∆0 associated to the reference metric. For k = 1, we have D(∆(ε)) =
D(∆0) = H10 ∩ H2(L(1), g0) where ∆0 here denotes the corresponding Dirich-
let operator. This justifies the use of the spectral theorem for ∆(ε) and ∆0
in the preceding subsections. However, for k > 1, the domains do no longer
coincide and we have to be more careful about boundary conditions. Since
u(ε) is a C∞-vector for ∆(ε) (even analytic, see i.e. [13], X.6), we will con-
centrate on boundary conditions for C∞-vectors and assume therefore through-
out this subsection that u ∈ C∞(∆(ε)) := ⋂k≥1D (∆(ε)k). Note that by
D (∆(ε)k) ⊂ H10 ∩ H2k(L(1), g0) and by the Sobolev embedding theorem, the
smooth vectors can be considered as smooth functions and we may therefore
simply skip a discussion of trace-maps in determining the boundary values.
In principle, we use the same idea as in the proof of Lemma 4, but now we have
to seriously discuss the boundary conditions. We start with two lemmas which
are verified in local coordinates.
Lemma 8 Let u ∈ C∞(∆(ε)). u|∂L(1) = 0 implies ∆H0 u|∂L(1) = Au|∂L(1) = 0.
Proof: In local coordinates (16), we see that A contains only derivatives that
generate rotations of the fiber and therefore leave the boundary conditions un-
affected. The zero order term of A is bounded and continuous and thus we have
also Au|∂L(1) = 0 if u|∂L(1) = 0. For ∆H0 , we have
∆H0 = −
1√
det gL
Xi(g
ij
L
√
det gL)Xj − gijLXiXj
where the Xi are the horizontal vector fields (8) which consist of differentiation
in direction of the submanifold and of rotations of the fiber as in the case of A.
These derivatives do not affect zero boundary values at the boundary |w| = 1
either.
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Lemma 9 Let u ∈ C∞(∆(ε)). We have [∆V0 ,∆H0 ]u = [∆V0 , A]u = 0.
Proof: In local coordinates, ∆V0 consists only of derivatives in w-direction
and will thus not affect the coefficients of A which are basic functions and
thus constant along the fibers. Furthermore, it commutes with every genera-
tor of a rotation of the fiber and hence with all Lαµ since these vector fields
generate isometries of the fiber. The statement follows thus from [∆V0 , A]u =∑
ι∈I [∆
V
0 , A](χιu) = 0. [∆
V
0 ,∆
H
0 ]u = 0 was already discussed in Corollary 1.
The following proposition will be the main tool in the proof of the uniform
estimate in the subsequent subsection. It states that the boundary conditions
defining D(∆(ε)n) can in fact be represented as inhomogeneous boundary con-
ditions for the regular elliptic boundary problem from Section 3.5.
Proposition 7 Let u ∈ C∞(∆(ε)). For n ≥ 1 we have
∆n0u|∂L(1) = ε3 Tn(ε)u|∂L(1)
where Tn(ε) is a family of differential operators of order 2n on L(1) with smooth
coefficients which are bounded together with all their derivatives uniformly in
ε > 0.
Proof: We prove this statement by induction. (i) Let first be n = 1. By the
perturbation expansion for ∆(ε) we have
∆(ε)u|∂L(1) =
{
∆V0 − λ0
ε2
u+ (∆H0 +A)u+ εR(ε)u
}
|∂L(1)
where R(ε) is a second order operator with uniformly bounded coefficients. By
Lemma 8, that implies
∆(ε)u|∂L(1) =
{
1
ε2
∆V0 u+ εR(ε)u
}
|∂L(1)
and since by assumption ∆(ε)u|∂L(1) = 0, we have ∆V0 u|∂L(1) = −ε3R(ε)u|∂L(1)
and thus again by Lemma 8
∆0u|∂L(1) = ∆V0 u|∂L(1) +∆H0 u|∂L(1) = −ε3R(ε)u|∂L(1).
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Letting T1(ε) := −R(ε) yields thus the statement in the case n = 1. (ii) For the
step from n to n+ 1, we have
0 = ∆(ε)n+1u|∂L(1) = (ε2∆(ε))n+1u|∂L(1)
= (∆V0 + ε
3R(ε))(ε2∆(ε))nu|∂L(1)
=
{
∆V0 (∆
V
0 − λ0)n + ε2
n−1∑
s=0
∆V0 (∆
V
0 − λ0)s(∆H0 +A)(∆V0 − λ0)n−s−1
+ε3Rn(ε)
}
u|∂L(1)
where Rn(ε) is of order 2n+2 with uniformly bounded smooth coefficients. By
Lemma 9, we have thus
0 =
{
∆V0 (∆
V
0 − λ0)n + nε2(∆H0 +A)∆V0 (∆V0 − λ0)n−1 + ε3Rn(ε)
}
u|∂L(1)
= ∆V0 (∆
V
0 − λ0)nu|∂L(1) + ε3Rn(ε)u|∂L(1)
+nε2
n−1∑
s=0
(
n− 1
s
)
(−λ0)n−s−1(∆H0 +A)(∆V0 )s+1u|∂L(1)
= ∆V0 (∆
V
0 − λ0)nu|∂L(1) + ε3Rn(ε)u|∂L(1)
+nε2
n−1∑
s=0
(
n− 1
s
)
(−λ0)n−s−1(∆H0 +A)
{
(∆V0 )
s+1u− ε3Ts+1(ε)
}
u|∂L(1)
+nε2
n−1∑
s=0
(
n− 1
s
)
(−λ0)n−s−1(∆H0 +A)ε3Ts+1(ε)u|∂L(1).
By induction hypothesis (note that s+ 1 ≤ n), we have
((∆V0 )
s+1u− ε3Ts+1(ε))u|∂L(1) = 0
and hence again by Lemma 8
0 = ∆V0 (∆
V
0 − λ0)nu|∂L(1) + ε3Rn(ε)u|∂L(1)
+ε5n
n−1∑
s=0
(
n− 1
s
)
(−λ0)n−s−1(∆H0 +A)Ts+1(ε)u|∂L(1)
= ∆V0 (∆
V
0 − λ0)nu|∂L(1) + ε3Rn(ε)u|∂L(1)
+ε5n
n−1∑
s=0
(
n− 1
s
)
(−λ0)n−s−1(∆H0 +A)Ts+1(ε)u|∂L(1)
= ∆V0 (∆
V
0 − λ0)nu|∂L(1) + ε3(Rn(ε) + ε2R˜n(ε))u|∂L(1).
Thus, since Rn(ε) + ε
2R˜n(ε) is a family of differential operators of order 2n+2
with smooth and uniformly bounded coefficients as required, we obtain
∆V0 (∆
V
0 − λ0)nu|∂L(1) = ε3T˜n+1(ε)u|∂L(1).
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That implies
(∆V0 )
n+1u|∂L(1) = ε3T˜n+1(ε)u|∂L(1) −
n−1∑
s=0
(
n
s
)
(−λ0)n−s(∆V0 )s+1u|∂L(1)
and another application of the induction hypothesis to the sum on the right
hand side yields (again s+ 1 ≤ n) the statement
(∆V0 )
n+1u|∂L(1) = ε3Tn+1(ε)u|∂L(1).
This characterization of the boundary values enables us to proof the analogue
of Lemma 4 for the subset
D(ε0, k) := ∪ε≤ε0D(∆(ε)k) ⊂ H2k(L(1), g0)
which contains the families of semigroups generated by the rescaled Laplacians
associated to the induced metric. For ∆0(ε), the domains D(∆0(ε)k) are inde-
pendent of ε. The complication is that we now have to deal with the fact that
for the domains of powers of ∆(ε) this is no longer true in general. But we can
control the differences of the domains by representing the functions as solutions
of the elliptic boundary problem from Section 3.5 where now the boundary con-
ditions depend on ε. By the preceding proposition, we will be able to control
these boundary conditions in a suitable way.
Proposition 8 There is some ε0 > 0 such that the 2k-Sobolev norm is equiva-
lent to the norm
|‖u‖|2k := ‖u‖0 + ‖∆k0u‖0
on D(ε0, k) = ∪ε≤ε0D(∆(ε)k) ⊂ H2k(L(1), g0).
Proof: Let u ∈ D(∆(ε)k). It is again sufficient to prove that for some C > 0
that does not depend on ε we have the inequality
‖u‖2k ≤ C
(‖u‖0 + ‖∆k0u‖0) .
First of all, we use the fact that a function u ∈ D(∆(ε)k) solves the boundary
value problem from Section 3.5, but with different boundary conditions. In
particular, set f(u) := ∆k0u ∈ L2(L(1), g0) and
g1 := u|∂L(1) = 0,
g2 := ∆0u|∂L(1) = ε3 T2(ε)u|∂L(1),
...
gk := ∆
k−1
0 u|∂L(1) = ε3 Tk(ε)u|∂L(1).
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Using the notation from Section 3.5 again, we see that u solves the regular
elliptic boundary problem
Lu = f(u),Bju = gj,
j = 1, ..., k, with inhomogeneous boundary conditions. But that implies (see
e.g. [2], Theorem 2.2.1, p. 16) that
‖u‖2k ≤ C

‖u‖0 + ‖∆k0u‖0 + k∑
j=2
‖gj‖H2(k−j)−1/2(∂L(1),g0)

 . (18)
It is important to note that the constant C > 0 only depends on the boundary
problem and therefore not on ε > 0. The only part here that still depends
crucially on ε and that has to be taken care of are the boundary values gj . To
do so, we note that the operators Tj(ε) are of order 2j with smooth, uniformly
bounded coefficients and they are defined on the whole tube. Hence, by con-
tinuity of the trace map Hs(L(1), g0) → Hs−1/2(∂L(1), g0), we have constants
c2, ..., ck > 0 not depending on ε such that
‖gj‖H2(k−j)−1/2(∂L(1),g0) = ε3‖Tj(ε)u|∂L(1)‖H2(k−j)−1/2(∂L(1),g0) ≤ ε3cj ‖u‖2k.
For all ε less than some ε0 > 0, we can thus absorb these terms into the left
hand side of the inequality (18) above. That implies the statement.
4.6 The proof of Proposition 1
Now we come to the last step in the proof of Theorem 2, the proof of Proposition
1.
First of all, we state an interpolation result that we will have to use in the
sequel. It is a global version of the local statement from [1], Theorem 3.4, p.
25.
Lemma 10 (Interpolation) Let 1 ≤ k ≤ 2n + 1 be integer. Then, for all
1 ≥ α > 0 there are constants C(k, α) > 0 and C(k) > 0 such that
‖u‖k ≤ C(k) (α‖u‖2n+2 + C(k, α)‖u‖0) .
Proof: By [16], 4.4, p. 284 ff., the spaces Hk(L(1), g0) with k as above are
interpolation spaces of the form
Hk(L(1), g0) = [L
2(L(1), g0),H
2n(L(1), g0)]k/2n.
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By the Calderon-Lions interpolation theorem (see [13], Theorem IX.20, p. 37)
that implies the estimate
‖u‖k ≤ ‖u‖1−k/n0 ‖u‖k/n2n .
Using Young’s inequality ab ≤ ap/p+ bq/q, for a, b ≥ 0, p, q ≥ 1, 1/p+ 1/q = 1,
we thus obtain
‖u‖k ≤ 1
α
‖u‖1−k/2n0 α‖u‖k/2n2n ≤
1− k/2n
α1/(1−k/2n)
‖u‖0 + 2n
k
α2n/k‖u‖2n
where p = 1/(1− k/2n), q = 2n/k. By 2n/k > 1, α2n/k ≤ α and the statement
is proved.
Now we prove a uniform regularity result for the induced family on the subspace
of the associated boundary problem.
Proposition 9 Let u ∈ ⋂k≥1D (∆(ε)k). Then, for all n ≥ 0 there are numbers
Kn > 0, εn > 0 such that
‖u‖2n+2 ≤ Kn (‖∆(ε)u‖2n + ‖u‖0)
uniformly for all ε ≤ εn.
Proof: We will prove this statement by induction. The case n = 1 is given by
Proposition 6. The step from n to n + 1 is provided by the following chain of
arguments: We can apply the equivalent description of the Sobolev norms by
powers of ∆0 from Proposition 8 and obtain
‖u‖2n+2 ≤ C
(‖u‖0 + ‖∆n+10 u‖0)
≤ C (‖u‖0 + ‖∆n0u‖2)
≤ C (‖u‖0 + ‖∆n0u− ε3Tn(ε)u‖2 + ε3‖Tn(ε)u‖2)
where we insert the operators Tn(ε) from Proposition 7 which were globally
defined on L(1). Note that by Proposition 7, we have
∆n0u− ε3Tn(ε)u ∈ H10 ∩ H2(L(1), g0).
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and we may apply Proposition 6 to obtain
‖u‖2n+2 ≤ C(‖u‖0 + Cε3‖Tn(ε)u‖2)
+CK1(‖∆(ε)(∆n0u− ε3Tn(ε)u)‖0 + ‖∆n0u− ε3Tn(ε)u‖0)
≤ C(‖u‖0 + aε3‖u‖2n+2)
+CK1(‖∆(ε)(∆n0u− ε3Tn(ε)u)‖0 + ‖∆n0u− ε3Tn(ε)u‖0)
≤ C˜1(‖u‖0 + ε3‖u‖2n+2 + ‖u‖2n)
+CK1(‖∆(ε)∆n0u‖0 + ε‖ε2∆(ε)Tn(ε)u‖0)
≤ C˜2(‖u‖0 + (ε3 + ε)‖u‖2n+2 + ‖u‖2n)
+CK1 ‖∆(ε)∆n0u‖0
where we use the fact that ε2∆(ε) is also a differential operator of second order
with uniformly bounded smooth coefficients. By Lemma 10, we see that for ε
sufficiently small, we may absorb the ‖−‖2n-term and the ε‖−‖2n+2-term into
the ‖ − ‖2n+2-term on the left hand side of the inequality and that we obtain
after changing the constant if necessary
‖u‖2n+2 ≤ C˜3(‖u‖0 + ‖∆(ε)∆n0u‖0).
But now by Lemma 9 and Proposition 5, we have [∆0(ε),∆0] = 0 an we get
[∆(ε),∆n0 ] = [∆0(ε),∆
n
0 ] + [A+ εR(ε),∆
n
0 ] = [A+ εR(ε),∆
n
0 ]
and this is a differential operator with smooth and uniformly bounded coeffi-
cients of order 2n+ 1. Hence
‖u‖2n+2 ≤ C˜3(‖u‖0 + ‖∆(ε)∆n0u‖0)
≤ C˜3(‖u‖0 + ‖∆n0∆(ε)u‖0 + ‖[∆(ε),∆n0 ]u‖0)
≤ C˜4(‖u‖0 + ‖∆n0∆(ε)u‖0 + ‖u‖2n+1)
≤ C˜4(‖u‖0 + ‖∆(ε)u‖0 + ‖∆n0∆(ε)u‖0 + ‖u‖2n+1).
Absorbing again the ‖ − ‖2n+1-norm by Lemma 10 in the same way as above
finally yields
‖u‖2n+2 ≤ Kn(‖u‖0 + ‖∆(ε)u‖2n).
Let now uε, ε > 0, a sequence of initial conditions uε ∈ L2(L(1), g0) converging
to u ∈ L2(L(1), g0). Let t > 0 be fixed and again
u(ε, t) := exp
(
− t
2
∆(ε)
)
uε ∈
⋂
k≥1
D(∆(ε)k).
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Lemma 11 For all n ≥ 1 there are numbers Dn > 0, εn > 0 such that
‖u(ε, t)‖2n ≤ Dn
(
n∑
k=0
‖∆(ε)ku(ε, t)‖0
)
uniformly for all ε ≤ εn.
Proof: Again, we proceed by induction. The case n = 1 is proven by Proposi-
tion 6. Let now the statement be true for n. Then by Proposition 9
‖u(ε, t)‖2n+2 ≤ Kn+1(‖∆(ε)u(ε, t)‖2n + ‖u(ε, t)‖0)
≤ Kn+1(Dn
(
n∑
k=0
‖∆(ε)k∆(ε)u(ε, t)‖0
)
+ ‖u(ε, t)‖0)
≤ Dn+1
(
n+1∑
k=0
‖∆(ε)ku(ε, t)‖0
)
.
That implies that we finally obtain compactness in the appropriate in Sobolev
spaces.
Proof of Proposition 1: By the spectral theorem
∆(ε)ku(ε, t) =
∑
s≥0
λs(ε)
ke−
t
2λs(ε)〈us(ε), uε〉0 us(ε)
since the Dirichlet-Laplacians are self-adjoint with discrete spectrum
0 < λ1(ε) ≤ λ2(ε) ≤ ...
and associated normalized eigenfunctions us(ε) for all ε > 0. Thus
‖∆(ε)ku(ε, t)‖20 =
∑
s≥0
λs(ε)
2ke−tλs(ε)|〈us(ε), uε〉0|2
and by x2ke−tx ≤ (2k/t)2ke−2k =: ck for x ≥ 0, we obtain
‖∆(ε)ku(ε, t)‖20 ≤ ck‖uε‖20 ≤ Ck. (19)
since the sequence uε converges in L
2(L(1), g0). Combining this with Lemma
11 yields statement (i). For (ii), we consider t(K) := infK. If a > 0, we have
for all t′, t′′ ∈ K (even for all t′, t′′ > t(K)) that∣∣∣e−at′ − e−at′′∣∣∣2 ≤ a2e−2at(K) |t′ − t′′|.
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That implies by (ii)
‖∆(ε)k(u(ε, t′) − u(ε, t′′))‖20
=
∑
s≥0
λs(ε)
2k
∣∣∣e− t′λs(ε)2 − e− t′′λs(ε)2 ∣∣∣2 |〈us(ε), uε〉0|2
≤ |t′ − t′′|
∑
s≥0
λs(ε)
2k+2e−t(K)λs(ε) |〈us(ε), uε〉0|2
≤ |t′ − t′′|Ck+1
and therefore uniform equicontinuity of the family A.

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