Abstract-One of the properties of FAM, which is a mixed blessing, is its capacity to produce new neurons (templates) on demand to represent classification categories. This property allows FAM to automatically adapt to the database without having to arbitrarily specify network structure, hut it also has the undesirable side effect that on large databases it can produce a large nehvork size that can dramatically slow down the algorithms training time. To address this problem we propose the use of the Hilbert space-filling curve. Our results indicate that the Hilbert spacefilling curve can reduce the training time of FAM hy partitioning the learning set without a significant effect on the classification performance or network size. Given that there is full data partitioning with the HSFC we implement and test a parallel implementation on a Beowulf cluster of workstations that'further speeds up the training and classification time on large databases.
network architectures introduced by Carpenter, et al., 1991 Carpenter, et al., -1992 [3], [2] and has proven to be one of the premier neural network architectures for classification problems. Some of the advantages that FAM has, compared to other neural network classifiers, are that it learns the required task fast, it has the capability to do on-line learning, and its learning structure allows the explanation of the answers that the neural network produces.
One of it's properties which is a mixed blessing, is its capacity to produce new neurons (templates) on demand to represent classification categories. This property allows FAM to automatically adapt to the database without having to arbitrarily specify network structure, but it also has the undesirable side effect that on large databases it can produce a large network size that can dramatically slow down the algorithms training time. It would be desirable to have a method capable of keeping the training set on a manageable size without seriously affecting FAMs convergence, classification and generalization properties.
In this paper we propose the use of the Hilbert spacefilling curves for processing the training set to he used with FAM classification (hFAM). Our research on Hilbert spacefilling curves has shown that they can dramatically reduce the training time of FAM by partitioning the training set without a significant effect on the classification performance or network size. Skopal et al. [4] analyze different space-filling curves, amongst them the Peano curve, Z curve and the Hilbert curve, and also provide measures for their appropriateness. Moon et al. [8] argue and prove that the Hilbelt space-filling curve is the mapping that provides the least number of splits of compact sets from [0,1]" to [0,1]. This can be interpreted as stating that points that are close on the mapping will also be close on the n-dimensional hypercube. Lawder 161 has taken advantage of this and used the Hilbert space-filling curve to develop a multMimensional indexing technique. This paper is organized as follows: First we review the Fuzzy ARTMAP architecture and parameters, then we examine the computational complexity of FAM and analyze how and why a partitioning approach can considerably reduce the algorithms training time. After that we discuss spacefilling curves in general and the Hilbert space-filling curve in particular and why this curve can be instrumental in improving the FAM algorithm's convergence time. Furthermore, experimental results are presented on a sequential machine and on a Beowulf cluster of workstations that illustrate the merit of our approach. We close the paper with a summary of the findings and suggestions for further research.
THE FUZZY ARTMAP ARCHITECTURE
The Fuzzy ARTMAP architecture consists of four layers or fields of nodes (see Figure I) 
where:
The assumption here is that the input vector a is such that 
Fuzzy ARTMAP training is considered complete if and only if after repeated presentations of all training inputloutput pairs to the network no weight changes are produced. In some databases noise in the data may create over-fitting so a single pass over the training set may be preferable.
In the performance phase of Fuzzy ARTMAP only Operations 1 and 2 are implemented for every input pattem presented to Fuzzy ARTMAP.
E. Fuzzy ARTMAP pseudocode
We will be interested in classification problems where we associate input patterns to category labels. The following pseudo code algorithm makes use of these assumptions and simplifies accordintly the FAM algorithm. ?-ns, p , 3 and p ( I , w) is defined by the left hand side of inequality 4.
FAM-TRAINING-PHASE(Patte

C. FAM time complexity analysis
If we call r the average number of times that the repeat loop is executed for each input pattern. Then the number of times that a given input pattern I passes through the code will be:
Also, under the artificial condition that the number of templates does not change during training it is easy to see that the time complexity of the algorithm is:
T i m e ( F A M )
.Usually for a fixed type of database the FAM algorithm achieves a certain compression ratio. This means that the number of templates is actually a fraction of the number of patterns PT in the training set:
Dividing the training set into p partitions will reduce the number of patterns in each partition to f and the number of templates in each partition to On a sequential machine the speedup obtained by partitioning the training set into p subsets will be proportional to:
on average.
and on a parallel machine with p processors the speedup will be proportional to:
SPACE-FILLING CURVES
We will talk about a space filling curve SAf-as an mthorder approximation of the space-filling curve S in the Madimensional space. An Madimensional space-filling curve with grid size N connects Nu" points and has Nu" -1 segments. Figure 2 shows the Sweep and Peano space-filling curves respectively. The grid size in these examples is 4, the number of dimensions Ma = 2 the number of points that they connect is 4' = 16 and the number of segments is 15.
A curve S is space-filling iff 
A. The Hilbert space-filling Curve
We will denote the mth+xder approximation of the Madimensional Hilbert space-filling curve as E$. Examples of the first 4 approximations of the 2dimensional Hilbert spacefilling curve can be seen in figures 3 and 4. A 34imensional
Hilbert space-filling curve approximation can be seen in figure   5 . The mth+rder approximation H 2 of the HSFC has a 
B. The Hilbert space-filling for FAM partitioning
Our approach is the following: we take the set of training pairs (Ir,O'), apply the Hilbert index T = X?(a), where a is the non complement coded part of I = (a,l -a).
The resulting values are added to an index file and sorted. Once sorted the index is split into p contiguous and equal sized partitions, each partition is processed independently. The complexity of the partitioning operation is equal to the complexity of the sorting algorithm used, for any reasonable sort this is O(PTlog(PT)) and therefore does not add to the complexity of the FAM learning process itself (at least O ( P T 2 ) ) .
IV. EXPERIMENT DESIGN
Experiments where conducted on 3 databases: I real dataset and 2 artificial Gaussian data sets. All data sets where tested with training set sizes of 1000 x 2',z E {O, 1,. . . ,9}, that is 1,000 to 5 12,OOO patterns. The test set size was fixed at 20.000 patterns. The number of partitions varied from p = 1 (vanilla FAM) to p = 32, partition sizes also increased in powers of 2. The tests where conducted 32 independent times for each different ( p , PT) = (partition, training set size) pair.
A. Forest CoverType Database
The first database used for testing was the Forest CoverType database provided by Blackard [I] , and donated to the UCI 
V. EXPERIMENTAL RESULTS
In figure 7 we can see a bar graph of the number of templates on the Y axis, the training set size on the X axis (in thousands of patterns), and on the Z axis the number of partitions. Differences on the Z indicate that the number of partitions do not affect considerably the compression ratio. This is also confirmed in figures 8. The classification of the partitioned data is very similar from the classification of the non-partitioned ( I partition) data figure 9. The Tree Covertype database classification continues to improve up t o 512,000 patterns, clearly indicating that the database is sufficiently complex as to need a large training set size. This behavior is not observed on the Gaussian artificial data (5% or 15% data), which peaks performance at 32,000 patterns and makes the classification performance graph flat and uninteresting. 
B. Gaussian Databases
The Gaussian data was artificially generated using the polar form of the Box-Muller transform with the R250 random number generator by Kirkpatrick and Scholl [5] . We generated 2 class 16 dimensional data. 532,000 patterns where generated for each Gaussian database. 512,000 pattems where used for training, the last 20.000 where used for testing. One Gaussian database had a 15% overlap while the other had a 5% overlap. The speedup for the same data using a sequential processing machine can be seen in figure 1 I , we can see that the speedup for an single processor is in the order of p (17 for 32 processors) as indicated by equation IO and the speedup of the parallel implementation is in the order of p 2 (100 for 32 processors) as indicated by equation 11. 
VI. CONCLUSIONS
We presented the FAM algorithm applied to classification tasks on large databases and saw that it's training time tends to slow considerably when the size of the database grows. By analyzing the algorithm we proposed the use of Hilbert spacefilling curves to attack this problems. experimental results on 3 databases confirm our projections: classification performance is not affected, in fact, it is improved for the real database results, although this was not an objective in our study. Compression ratio is only slightly affected, and convergence time is improved linearly on the sequential machine and quadratically on the parallel machine. Nevertheless there is still room for improvement, in this study we applied a network partitioning approach to the training set. We believe that combining this with a network partitioning approach is the next step to achieve optimal workload balance in the parallel implementation, this is one of the directions of our current research.
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