We study Weyl-Heisenberg (=Gabor) expansions for either L 2 (IR d ) or a subspace of it. These are expansions in terms of the spanning set
e t : w 7 ! e it w :
Further, let L 2 (IR d ) be nite (though our analysis applies to in nite as well, it su ces for all practical purposes to assume that is nite). Finally, let K; L be two lattices in IR d . Then, we call the set X = (K; L) := fE k M l ' : ' 2 ; k 2 K; l 2 Lg a Weyl-Heisenberg system generated by . The WH system is normalized whenever k'k = 1, for all ' 2 . Also, whenever is a singleton, we refer to X as a principal Weyl-Heisenberg system (PWH system, for short). The number (2 ) d jKjjLj is the density parameter den(K; L) of (K; L), and is also referred to as the density denX of a PWH system X. We call a PWH system X a high-density system if denX 1 and a low density system if denX < 1.
Layout of the paper
Since the theory introduced in this paper is fairly elaborated, we had made a special e ort to present it in several \layers of di culty", allowing the interested reader to adjust his/her level of reading to the level of interest in this topic. Speci cally, we present in x2 relatively concise account of the development of the paper, including an array of selected results, while detailing more elaborated ndings in x3 and x4.
Firstly, we introduce, in x2.1, the notion of the adjoint X of a PWH system X. Our duality
The duality principle is a straightforward consequence of the berization of the WH system.
In x2.2 we describe the three Gramian matrices that underly our berization techniques and recall the main results of RS1]. That already allows us to provide a simple and complete proof of the duality principle. Furthermore, it shows how the Wexler-Raz identity, DLL], can be equivalently formulated (thereby proved) as a matrix identity. A more elaborated discussion of the duality principle, including direct relations between the operators of a system and the operators of its adjoint, are given in x3.2. In x2.4 and x3.4 we present our \Gramian analysis": analysis of the system that is based on inspection of the relevant Gramian matrices. In x2.4, the notion of oversampling is discussed, i.e., the possibility of converting a Bessel system into a frame by increasing the density of either the shifts or the modulations. In x3.4 we use Gramian analysis in estimating the frame bounds of a given system.
For a large family of WH systems, the Gramian matrices can be observed to be convolution operators, or, more generally, matrix-valued convolution operators. In such cases, a more subtle analysis, based on the symbols of the underlying convolution operators, is feasible. These symbols turn out to be multivariate analogs of the Zak transform, hence we refer to that course of study as \Zak transform analysis". In x2.4, we present the relatively simple case of a sup-adjoint system (which amounts in one dimension to a system whose density in an integer number). In this case the Gramian matrices are realized as a vector of convolution operators. In x4 we discuss the more general case of compressible systems (which, in one dimension, are systems whose density is a rational number). For these systems, the Gramian matrices are realized as arrays (of nite order) of convolution operators.
It should be understood that the goal of this paper is the application of the berization techniques of RS1] to WH systems. This means that we consistently strive to explain the various phenomena of the WH systems via the Gramian matrices, even when a direct course is available as well (such as in the case of Zak transform analysis).
Acknowledgments and general remarks
Our original interest in shift-invariant bases stems from the role of such systems in Approximation Theory (e.g., Box Splines). There, non-fundamental bases are the rule rather than the exception, and this explains our genuine interest in and emphasis on non-fundamental sets. On the other hand, frames have hardly been considered in Approximation Theory as an object of interest, and, in fact, our initial development of the frame material in was done \from scratch". While this somewhat cavalier approach might have had its own advantages, it also, inevitably, resulted in the re-invention of known and even classical results (the Zak transform and the DGM] painless construction of WH frames were among our early \innovations"). Communications we had in late 1992 with Chris Heil had helped us in drawing connections between our work and the rich frame literature.
Our rst presentation of the duality principle (in Oberwolfach, Summer 1993) had led to several very useful discussions with Hans Feichtinger and with some of his Vienna group people. In particular, numerical experiments conducted by Sigang Qiu had helped us in correcting the constant that appears in Theorem 2.3.
Selected results from x2 (such as Theorems 2.2 and 2.3) and x4 are announced in RS2]. After receiving a copy of RS2], Meir Zibulski from the Technion, Israel, had brought to our attention the articles TO1, 2] and ZZ]. The former establishes the univariate equivalent of part (f) of Theorem 2.2, while the latter derives the univariate equivalents of part (a,b) of Theorem 4.5, as well as of some other results from x4.
About the time we were essentially done with the present endeavour, Ingrid Daubechies had brought to our attention Janssen's paper J] and her joint paper with the Landaus DLL]. Both papers deal with the same phenomenon that we describe in x2 here. Speci cally, both contain statements equivalent to our Theorem 2.3, but under the additional assumptions that the underlying frame is univariate and fundamental. Both also contain results equivalent to the univariate case of parts (a,e) of our Theorem 2.2, including the connections between the frame bounds asserted in that theorem. It is probably correct to consider the three articles J], DLL], and ours as \simultaneous and independent", and it is worth mentioning that the techniques employed in these papers are quite di erent : J] ampli es the approach of Tolimieri and Orr, DLL] invokes what they call \the Wexler-Raz identity", while our development follows the berization techniques of RS1]. We decided to abstain from expanding our paper in directions that may be suggested from the reading of J] and DLL], with the following single exception: in x3.3, we show how the Wexler-Raz identity can be observed by using our decomposition-berization techniques.
We would like to extend our thanks to all the people whose contributions are detailed above. A nal remark: our results are always derived in a multivariate setup, and deal with systems which are not necessarily fundamental in L 2 (IR d ). It is probably true that no signi cant simpli cation of arguments would have occurred, had we chosen to restrict attention to univariate systems. In contrast, the treatment of non-fundamental systems seems to be harder than their fundamental counterparts, at least from the standpoint of the tools we borrowed from RS1] for either case.
2. Fiberization of WH systems and selected applications 2.1. The duality principle
We start our discussion here with the introduction of the (new) notion of the adjoint of the
Given ' 2 L 2 (IR d ), we associate each X = (K; L) ' with another PWH system, denoted by X , referred to hereafter as the adjoint system of X, and de ned by Example. Assume that X is a univariate PWH system. Then, (K; L) = (pZZ; 2 qZZ) for some parameters p; q > 0. Here, den(X) = (pq) ?1 . The adjoint system is ( e L; e K) = (ZZ=q; 2 ZZ=p), and its density is, indeed, pq. If pq = 1, the adjoint system coincides with the original system. Consequently, a univariate PWH system is self-adjoint if and only if its density is 1.
We prove in x2.2 the following result concerning the connection between a PWH system X and its adjoint X . Theorem 2.2. Let X be a normalized PWH system. Then: (a) X is a Bessel system if and only if X is one. In that case, kT X k 2 = den(X )kT X k 2 .
(b) Suppose that X is a Bessel system. Then X is a basis if and only if X is fundamental.
(c) X is a frame if and only if X is a frame. In that case, kT X j ?1 k ?2 = den(X )kT Xj ?1 k ?2 .
(d) X is a tight frame if and only if X is a tight frame. (e) X is a Riesz basis if and only if X is a fundamental frame. (f) X is an orthonormal basis if and only if X is a fundamental tight frame.
We note that the core claims in the above theorem are (a-c), with the rest being simple corollaries. Speci cally, (d) follows directly from (a)+(c), (e) follows from (b)+(c), and (f) follows from (d)+(e). The statement in (b) is actually valid even when X is not Bessel, if one de nes then appropriately the notion of a \basis". Finally, note that the roles of X and X in the theorem can certainly be interchanged (since X = X).
Remark. The paper TO2] precedes us in observing the connection (in the univariate setup) between a set (pZZ; 2 qZZ) ' and (ZZ=q; 2 ZZ=p) ' . The univariate case of part (f) of Theorem 2.2 can already be found in that reference.
Theorem 2.2 is complemented by the following theorem concerning the relation between the dual systems of X and X . Roughly speaking, it shows that the actions of taking adjoint and taking dual commute. In phrasing this result, we already took advantage of the well-known (and simple) fact that the dual system of a PWH frame (K; L) ' is of the form (K; L) (cf. Theorem 3.2 of BW]), i.e., is also a PWH system. This means that the notion of \the adjoint (R X X) of the dual system R X X of X" is well-de ned for every PWH system X.
Theorem 2.3. Let X be a PWH frame generated by ', X its adjoint frame. Then the dual of the adjoint is the adjoint of its dual; more precisely,
In particular, R X ' = (denX)R X ': In words, the generator of the dual frame of X , is the same as the generator of the dual frame of X, up to the (important) multiplicative constant denX.
Remark 2.4. Our argument in proving the above theorem (in fact, its rst half) supports a broader claim: if Y = (K; L) is any dual system of X (i.e., if T X T Y is the identity on the closed span of X), then (denX)Y is a dual system for X . Though, for computing the dual frame of X, one merely needs to nd its generator , this task is rather di cult in general, since no bi-orthogonality relations exist between X and its dual frame. On the other hand, if X is a fundamental frame, its adjoint is a Riesz basis, hence the dual of this adjoint is characterized by the standard bi-orthogonality relations. Theorem 2.3 asserts that the generator of the dual frame of X is, up to the multiplicative constant denX, the same as the generator of the dual frame of X, and thus suggests a simpler avenue for computing the generator of the dual frame of the fundamental X.
We refer to the relations between X and X that are expressed in Theorems 2.2 and 2.3 (as well as to (2.10), which is the technical ground for all these connections) as the duality principle of WH systems.
Remark. In RS2], Theorem 2.3 is announced with a (-n incorrect) multiplicative constant (denX) 1=2 . The fact that our constant was awed was revealed in numerical experiments conducted by Hans Feichtinger and Sigang Qiu (from Vienna), and we are grateful to them for pointing out this fact to us.
Three immediate, essentially well-known, corollaries are derived below as an illustration of the e cacy of the duality principle. Further corollaries and applications of the duality principle are collected in x3.1. These other ones include (a) review and extensions of the \painless construction of WH tight frames" from DGM], (b) results on frames generated by functions that are non-negative or that their Fourier transform is such, (c) partial orthogonality relations that a tight WH frame of a special structure, dubbed \sup-adjoint" herein, must satisfy, and more. Corollary 2.5. A self-adjoint X is a fundamental frame if and only if it is a Riesz basis.
This property follows directly from (e) of Theorem 2.2. The \only if" implication is well-known (cf. Theorem 3.7 of BW] which contains a proof of that implication for cartesian lattices).
Another conclusion, whose univariate case can be found in p. 81 of D2], is as follows.
Corollary 2.6. Let X be a normalized fundamental PWH frame. Then the frame bounds A; B of X satisfy A denX B:
In particular, the frame bound(s) of a normalized fundamental PWH tight frame is denX.
Proof: By (e) of Theorem 2.2, the adjoint X of X is a Riesz basis. Denoting by A 0 ; B 0 the Riesz bounds of X , it is clear that A 0 1 B 0 (since T X maps a sequence of norm 1, viz. the -sequence, to the function ', whose norm is 1 by assumption). An application of Theorem 2.2, parts (a,c), then yields the desired results on the frame bounds of X. Thus, roughly speaking (that is, ignoring the unitary transformation of taking complex conjugation, and ignoring the multiplicative constant (denX) ?1=2 ), the pre-Gramian of X equals pointwise to the adjoint pre-Gramian of X; this is the essence of the duality principle.
At this point, the discussion can be advanced in two di erent complementary ways. The rst, which we present here, fully invokes the berization results of RS1]. Roughly speaking, these results imply that the basic norm bounds of T X can be computed via a separate inspection of each ber J X (w) of J X . This, when combined with (2.10), will provide an immediate proof for almost all statements in Theorem 2.2. The other approach aims at direct connections between the two operators T X and T X , and is presented in x3.2.
Though the entire study of the decomposition idea can be performed by the pre-Gramian and its adjoint, we found it more convenient to express the various results in terms of Hermitian matrices. That is, the matrix 
where we have denoted each lattice by its generator; i.e., T is the synthesis operator of Y , T ' is the synthesis operator of X , etc.
In order to provide a taste of this identity, we transform it to the Fourier domain, and employ (2.11). Ignoring all normalization constants as well as possible complex conjugations, we obtain (since, up to multiplicative constants, J ' = J ' and J g = J g )
That last identity follows from the obvious relation
since U w f is the 0th column in the matrix J f (w).
We turn now to a brief discussion of the core of the RS1] observations. For that, we consider each (more precisely, almost each) G(w) as a densely de ned operator from`2(L ) into itself, and, similarly, each e G(w) as a densely de ned operator from`2( e K) into itself. Whenever the relevant operator is well-de ned and bounded, it is extended by continuity to the entire`2(L ) (`2( e K)). Then, the following is true.
(a) The following conditions are equivalent:
(b) Assume X is a Bessel system. Then the following conditions are equivalent.
(i) X is a frame.
(c) Assume X is a Bessel system. Then the following conditions are equivalent: (i) X is a Riesz basis.
(ii) G ? 2 L 1 . Furthermore, kT ?1 k 2 = kG ? k L 1 .
(d) Assume X is a Bessel system. Then the following conditions are equivalent: (i) X is a fundamental frame.
(
(e) Assume X is a frame. Then the following conditions are equivalent: (i) X is a tight frame.
(ii) G = G ? j a.e.
If X is fundamental, the last three conditions are also equivalent to:
(f) Assume X is a Riesz basis. Then the following conditions are equivalent: (i) X is orthogonal.
(ii) G = G ? a.e.
Since taking complex conjugation is certainly a unitary operation, we conclude from (2.10) that
etc. Parts (a,c,e) of Theorem 2.2 then follow from these relations when combined with the various assertions of Theorem 2.12. As mentioned before, parts (d,f) of Theorem 2.2 follow from (a,c,e), and, nally, a direct proof of (b) is given in x3.2. However, the entire argument sketched above, including all missing details, had already been detailed in Corollary 4.4 of RS1], which, as a matter of fact, was tailored there for the proof of Theorem 2.3. All we need here is to carefully compute the constants that arise when converting the shift-invariant setup of that corollary from the lattice ZZ d to general lattices.
Proof of Theorem 2.3. With = R X ' the generator of the frame dual to X, set 0 := (denX) , and Y := ( e L; e K) 0 . Our objective is to show that Y is the dual frame of X . The basis of the duality principle is the identi cation of J X as (denX) ?1=2 J X : With RX the dual frame of X, our de nition of 0 and Y imply also that
This establishes the relation we need for the application of Corollary 4.4 of RS1], with the following additional remark: the corollary assumes the underlying systems to be ZZ d -shift-invariant, hence requires relations such as J X J RX = J X J Y . Though our systems are K-or e L-shift invariant, the same relation should still be required (i.e., without any normalization factors; this is due to the fact that we use throughout normalized pre-Gramians). We had normalized 0 exactly for that purpose, and consequently obtain the relations \just right" (save an extra harmless complex-conjugation).
With these clari cation in hand, we invoke the above-mentioned Corollary 4.4 to obtain that, indeed, Y is the dual frame of X .
Remark. Here is, for a fundamental X, the argument that proves Remark 2.4: Y is a dual system for the fundamental X if and only if T X T Y = id if and only if J X (w)J Y (w) = id for a.e. w. A similar chain for the adjoint systems, together with (2.10) then completes the proof.
Gramian analysis: oversampling
By Gramian analysis we mean any method that studies the WH system X := (K; L) via its Gramian and dual Gramian bers without transforming these bers any more.
For example, one may attempt to estimate the frame bounds of a fundamental X by computing the norm and inverse norm of each ber e G(w) of the dual Gramian. That, however, may appear to be impractical: after all e G(w) is still a matrix of in nite order, hence represents an operator that, albeit much simpler than T, is not that transparent for analysis.
However, if one aims at estimating (rather then computing exactly) the frame bounds of X, then the Gramian matrices provide a convenient venue for it. For example, one may compute thè 1 -norm of a typical row of e G(w), and then takes the maximum over all possible rows and all bers e G(w). The result, in view of Theorem 2.12, bounds the upper frame bound from above. In fact, it is easy to perform this computation to obtain that, with X = (K; L) ' ,
The detailed derivation of the various estimates on the frame bounds is found in x3. ' (hence will oversample 13 the modulations rather than the shifts). So, roughly speaking, under some basic conditions on the smoothness (decay) of ', we should be able to obtain a frame from the Bessel system X by increasing the density of K (L, respectively). A special result in this direction follows (we present only the PWH-version of this result; the extension to general WH systems is notational). In this result, as well as in other results of this section, we use the notation
Theorem 2.13. Let X := (K; L) ' be a Bessel system. Assume that (a) The sequence f b (s)g s2 e K is summable (i.e., lies in`1( e K)).
(b) The shifts f'( ? l)g l2e L form a Riesz basis (respectively, a frame) with Riesz (frame) bounds A and B. Then, for all su ciently large integer n, the PWH system X n := (K=n; L) ' is a fundamental frame (frame, respectively). Furthermore, 
Further, the same theorem provides the simpler estimate
and the rst claim is thus established.
We now prove the other claim. Choosing n large enough, we can guarantee that (b (0)?c n ) > 0. Theorem 3.27 then implies that X n is a fundamental frame and that kT X n ?1 k ?2 n (b (0) ? c n ) njK n j ! j e LjjKj ?1 A = (denX)A:
14 Again, the converse inequality is straightforward. By the de nition of b (0) we can nd, for any " > 0, a set of positive measure " such that A(0; w) < b (0) + " for every w 2 " . Since jK n j ?1 A(0; w) is a diagonal element of e G X n (w), (regardless of the value of n), we conclude that G ? X n jK n j(b (0) + ") ?1 on " . By letting " ! 0, we obtain nkT X n j ?1 k 2 = nkG ?
The theorem suggests the construction of \snug frames" (Daubechies' terminology, meaning that the frame is \almost" tight) by \going to the limit" with a smooth orthonormal system: one starts with an orthonormal system F := f'( ? Theorem 2.14. Let X := (K; L) ' be a Bessel system. De ne
Assume that (a) The sequence f (s)g s2e L is summable (i.e., lies in`1( e L)).
(b) The e K-modulations of ' form a Riesz basis (a frame), with Riesz (frame) bounds A and B. Then, for all su ciently large integer n, the PWH system X n := (K; L=n) ' is a frame (which is fundamental in the Riesz case). Furthermore, lim n!1 kT X n k 2 n = denX B; lim n!1 kT X n j ?1 k ?2 n = denX A:
We also remark that some improvements are available in case b L (respectively, K ) satis es slightly better decay conditions than the mere assumption b L 2`1( e K) (respectively, K 2`1( e L)).
For example, if b L (respectively, K ) is majorized by a radially symmetric non-increasing summable function b 0 (respectively, 0 ), then it is easy to see that for any lattice K, (respectively, L) and for su ciently large positive (not necessarily integer) n, the system (K=n; L) ' (respectively, (K; L=n) ' ) is a frame. 15
Zak transform analysis
The Gramian analysis is crude in the sense that, generally speaking, it fails to take into account possible cancellations in the application of the operators G(w) and e G(w). However, there are cases when the Gramian G(w) and the dual Gramian e G(w) are intimately connected with a nite collection of convolution operators, and, in such cases, the Gramian matrix norms can be more accurately computed via the symbols of the underlying convolution operators. In this section we overview this approach, and provide the complete details in x4. The Zak transform enters the discussion naturally, as the symbol of the relevant convolution operator. As already mentioned in the introduction, the reference ZZ] contains, in the univariate setup, results which are equivalent to some of the results obtained here in this direction.
In the context of the duality principle, we discussed various types of WH systems that admit special properties, for example, a self-adjoint system. Zak transform analysis leads to a further, more systematic, classi cation of WH systems as follows: (a) A PWH self-adjoint system, X = X . In this case, the Gramian/dual Gramian ber operator is a convolution operator. A single function, the symbol of that convolution operator, can then be used to analyse completely the \basis" properties of X. (c) A sup-adjoint PWH system X. By de nition, this means that X X (i.e., e K L; in one dimension, this is the case of integral density). This system can be observed to be a special case of the systems discussed in (b). In fact, the same applies to sup-adjoint system generated by several functions: in all these cases the dual Gramian can be compressed into a single function, a function which, in a univariate setup, was already put into good use in D1] (being the way Daubechies derives her \exact bounds", cf. p. 982 of D1]). Due to the duality principle, the analysis of PWH sup-adjoint systems extends to their adjoint systems, termed here as sub-adjoint. (d) Compressible WH systems. This is the most general case our Zak transform analysis applies to. It is de ned as the case when the lattice e K \ L has a nite index in L; in one dimension this is equivalent to rational density. In this case, the Gramian and dual Gramian bers are shown to be matrix-valued convolution operators. The order of the relevant matrix is the index of e K \ L in L (respectively, in e K) for the Gramian operator (respectively, for the dual Gramian operator).
In the rest of this subsection, we outline the analysis of sup-adjoint systems. The extension of these observations to compressible WH systems is discussed in x4. Note The above analysis also implies that, for a sup-adjoint X = (K; L) , the operator T X T X is realized on the \Zak transform domain" as the multiplication (2:21)
To make sure, deriving the last theorem directly from that observation is quite straightforward, in stark contrast with the amount of work required for proving Theorem 2.12 (which we invoked in our approach here). However, having already Theorem 2.12 at our disposition, our argument contributes further to the understanding of the connection between the Gramian analysis and the Zak transform analysis. The duality principle can then be used to convert Theorem 2.20 to the language of sub-adjoint systems, with the relevant function being
We omit this restated result. '] is the spectrum of S(') (i.e., it is the set of all one-dimensional bers) and is useful for nding ker T X and its orthogonal complement. Analogously, in the case of a sub-adjoint WH X := (K; L) ' , a function f in the closed span of X is essentially identi ed by the restriction of its Fourier transform to e K + L. The bers here are indexed by e K L , and each ber space is an one-or zero-dimensional subspace of`2( ) (spanned by the evaluation of the pre-Zak vector at the corresponding (w; t)). The operator T X T X is realized, on \the Zak transform domain" as multiplication by Z X . We de ne the WH spectrum of X to be the support (X) e Our nal discussion in this section concerns with oversampling and undersampling of WH systems: Each sup-adjoint system can be realized as the result of oversampling a self-adjoint one, and each sub-adjoint system can be realized as the result of undersampling a self-adjoint system. Let X = (K; e K) ' be the self-adjoint system, Y = (K; L) ' its sup-adjoint counterpart (that is e K L), and Y the corresponding sub-adjoint. If X is a fundamental frame, then it is trivial to see that Y is such, too, and hence (by the duality principle, say) that Y is a Riesz basis. It is much less obvious to see that if X is a frame (not necessary fundamental), then both Y and Y are frames, too; it follows, however, from the analysis of the present subsection. In contrast, the converse does not follow: thus, while X can be viewed as an oversampled version of Y , the possible frame property of Y may be lost during that process. In summary, the \oversampling" of a sub-adjoint frame does not preserve in general the frame property.
3. Detailed Gramian analysis 3.1. More applications of the duality principle
We rst discuss the construction of WH systems generated by compactly supported functions. We then discuss partial orthogonality relations that are satis ed by tight sup-adjoint systems, and conclude the section with various miscellaneous observations concerning the connection between a frame and its dual system.
The duality principle yields a new proof (and in several dimensions) for the \painless construction of tight WH frames" that was done in DGM]. For that, suppose that we want to construct a fundamental frame for L 2 (IR d ) of the form (K; L) ' The computation of the dual frame is straightforward here. Indeed, the orthogonality between the e L-shifts of ' implies that the function that generates the dual frame of Y generates also the entire dual frame of X . The simpli cation is then due to the fact that computing the dual frame of Y is relatively easy (cf. RS1]. The special case of a Riesz basis is well-known). The analysis is applicable also in case b ' rather than ' is compactly supported. One simply applies the same arguments to the system (L; K) b ' instead of (K; L) ' . Thus, for this case, the e K-shifts of b ' are required to have disjoint supports.
We had mentioned before the basic fact that a frame and its dual system fail to satisfy the bi-orthogonality relations that are satis ed in the Riesz basis case. However, for sup-adjoint PWH systems X, the bi-orthogonality relations are preserved, though only to a limited extent: 22 Theorem 3.5. Every fundamental sup-adjoint (tight) frame X := (K; L) ' is a union of the form (K; L) ' = g2G (K; L) g of (denX) 2 Riesz (orthogonal) bases. Here, G (K; L) ' . Proof: Let (X i ) i2I be the cosets of X in X, and, with Y the dual frame of X, let (Y i ) i be the corresponding cosets of Y in Y . By Theorem 2.3, (denX)Y is the dual frame of X . Assuming X to be fundamental, we know (from (e) of Theorem 2.2) that the pair (X ; (denX)Y ) is bi-orthogonal, and from that it easily follows that each pair (X i ; (denX)Y i ) also consists of biorthogonal Riesz bases. Since each X i is of the form g + X , g 2 X, the result for a fundamental frame follows, while the result for a fundamental tight frame follows from the orthonormality of X (Theorem 2.2, part (f)).
Example. Suppose that X = (ZZ d ; 2 ZZ d =n) ' , with n positive integer. Then X = (nZZ d ; 2 ZZ d ) ' , hence X is indeed sup-adjoint. The cosets of X in X are (k + nZZ d ; l=n + 2 ZZ d ) ' ; k; l = 1; : : : ; n:
A necessary and su cient condition for X to be a fundamental tight frame is the orthogonality of the subset (nZZ d ; 2 ZZ d ) ' . In particular, one cannot get a sup-adjoint fundamental tight frame whose elements are not partially orthogonal in the above sense! While fundamental frames and fundamental tight frames can be constructed with some ease if the generator ' is known to be either compactly supported or band-limited, such frames can also be generated by functions which are neither compactly supported, nor band-limited. However, if the generator ' or its Fourier transform b ' is positive (as is the case with the Gaussian kernel) one cannot use ' to construct a fundamental tight frame. In fact, a slightly more general result is true: Theorem 3.6. Let ' be a generator of a fundamental frame X. Let In particular, if ' 2 L 2 , and either ' > 0 a.e. or b ' > 0 a.e, then, there exists no PWH fundamental tight frame generated by '. Proof: If X = (K; L) ' is a fundamental frame, then, by Theorem 2.2, X is a Riesz basis, and, by Theorem 2.3, is perpendicular to X n'. Since this latter set contains functions that are positive a.e. (of the form E l ', l 2 IR d ), it follows that cannot be essentially of one sign. This proves (a), while (b) follows by switching to the fundamental frame (L; K) b ' and invoking (a).
As Corollary 3.1 already indicates, the last result cannot be extended to functions ' which are only positive on their support. However, the argument used above leads to the following partial converse of Corollary 3.1.
Corollary 3.7. Let X = (K; L) ' be a fundamental tight frame, and assume that ' > 0 (respectively, b ' > 0) a.e. on its support. Then the sets (l + supp') l2e L (respectively, (k + supp b ') k2 e K ) are essentially disjoint.
Proof: Since X is fundamental and tight, its adjoint X is orthogonal. Thus, if supp ' \ (l +supp ') has a positive measure, the positivity of ' implies that h'; E ?l 'i > 0, and hence l 6 2 e L.
The argument for b ' is essentially the same.
Example. If supp ' = 0; a] and ' > 0 on (0; a), then Corollary 3.1 combined with Corollary 3.7
show that (pZZ; qZZ) ' is a fundamental tight frame if and only if the following two conditions hold: (a) aq 2 .
Finally, we have already commented on the value of Theorem 2.3 for the computation of the generator of the dual frame of a fundamental frame. We add below some further details in that direction.
Theorem 2.3, together with the duality principle, allows us to derive the following characterization of the generator of the dual of a fundamental PWH frame. Proof: Since X is a fundamental frame, its adjoint X is a Riesz basis. By Theorem 2.3, (denX) generates the dual basis of X = ( e L; e K) ' . Thus, is characterized by the condition 2 ran T X together with the bi-orthogonality conditions
This last condition is equivalent to the stated condition (b) (after taking into account the fact that The case discussed in Corollary 3.1 can be identi ed as a simple instance where condition (3.9)
automatically holds for l 6 = 0.
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The result reduces the computation of to solving a bi-in nite linear system of equations.
Under more restrictive conditions on the pair (K; L), we will show in section 4 that the computation of can be achieved by solving a nite system of linear equations (with function-valued coe cients).
Unitary relations between the analysis operator of a system and the synthesis operator of its adjoint
We have not discussed so far the exact meaning of the presentation provided by (J(w)) w to T (and, analogously, by (J (w)) w to T ). A complete discussion of that point (in a more general setup), including the issue of well-de nedness of these operators can be found in x1 of RS1] . In x2, we had circumvented entirely that point, and invoked instead the ready-to-use Theorem 2.12. However, for the sake of the present development, we need at least a basic grasp of that representation. All WH systems considered in the present subsection are assumed to be Bessel. U 2 T X = J X U 1 ;
hence that also (3:13)
However, it will be erroneous to conclude, in view of the above and (2.10), that we had established an operator relation between, say, T X and T X . The reason is that, while, up to a constant, (2.10) indeed shows that both J X and J X are synthesized from the same ber matrices, the two operators di er in their domain and target spaces: while J X acts from L 2 ( e K ; e K) into L 2 ( e K ; L), J X acts from L 2 ( L ; e K) into L 2 ( L ; L). Thus, nding exact connections between the relevant operators is more subtle than it may look like. Before we proceed, we sidetrack to list one corollary of the above discussion of independent interest (though quite unrelated to the present course of development): in the form described above, it is clear that every space L 2 ( ; e K) L 2 ( e K ; e K) is an invariant subspace of the operator J Y J X , for any Bessel X = (K; L) ' and Y = (K; L) . Since the space L 2 ( ; e K) represents all functions whose Fourier transform is supported on + e K, we arrive at the following conclusion.
Corollary 3.14. Let It will be technically more convenient to state our subsequent results in terms of the modi ed adjoint
with ' : t 7 ! '(?t). The reason is that J X 0 = J X , and hence the connection between J X and J X 0 is somewhat nicer than (2.10):
(3:15)
This implies that the details of unitary connections that we are going to discuss below are slightly simpli ed if we replace X by X 0 .
We have just mentioned the main di culty in establishing operator identities that connect the X and X (or X 0 ). This di culty disappears if we assume X to be self-adjoint. Indeed, in this case L = e K, hence the pre-Gramian identities (2.10), (3.15) can be interpreted as identities between operators. Thus, in the self-adjoint case, (2.10), (3.12) and (3.13) imply the following:
Theorem 3.16. Let X be a self-adjoint WH system. Then there exists an isometry U : L 2 (IR d ) ! 2 (X) such that T X = UT X 0 U: Consequently, the operators T X T X and T X 0 T X 0 are unitarily equivalent.
In fact, the previous discussion reveals a possible operator U. It is composed of the Fourier transform, followed by T Y , when Y = (K; L) , and the characteristic function of e K = L . 26
In more general setups, it is easier to derive connections between T X and T X 0 if one is willing to restrict the domain of these operators. Proof of (b) In particular, (a) is satis ed by all univariate systems of low-density, and (b) is satis ed by all univariate systems of high-density.
Proof: For the proof of (a), we choose := e K in Theorem 3.17. We then recognize that H ;e K = L 2 (IR d ), and the asserted result then follows from that theorem.
For (b), we choose := L in Theorem 3.17. The construction details of V e K that precede the theorem then imply that V e K maps H ; e K onto`2(X 0 ). We then take V 1 := V e K and V 2 := V L . For the univariate system (2 pZZ; qZZ) ' , we may choose e K := (0; 1=p), and L = (0; q).
Therefore, one of the intervals is included in the other, and it is easy to relate the type of inclusion to the \right" type of density.
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Discussion. The last corollary applies to multivariate systems, such as sup-adjoint, sub-adjoint (cf. x4), and many others, but certainly there are multivariate systems that satisfy neither condition.
To make sure, only low-density systems can satisfy condition (a), and only high-density systems can satisfy condition (b). This is in analogy with the self-adjointness, a property which in general implies, and in the univariate is also implied by, the denX = 1 property.
The Wexler-Raz identity
We sidetrack brie y here to discuss the Wexler-Raz identity WR], whose proof in DLL] was a key ingredient in the approach there. As we mention in the introduction, this section was added to the present article only after we became aware of the DLL] work and its details.
We will show that the identity reads at the ber level as vAu = uA v ;
with A a ber of the pre-Gramian matrix, and u; v some`2-vectors (of the right \order"). Such identity, of course, holds, but only after one veri es that all sums above are well-de ned, in the sense that each one of the rows and columns of A is in`2 (a condition which is self-evident for a pre-Gramian ber A), that Au as well as vA are in`2, and that v(Au ) = (vA)u . For the satisfaction of these latter requirements, we will assume that all our WH systems are Bessel, and will invoke Theorem 3.2.3 of RS1] which rigorously justi es the matrix manipulations we employ. Proof: The Bessel assumption on the systems involved ensures us that both sides of (3.20)
are well-de ned L 2 (IR d )-functions. Let r (respectively, e r) be the Fourier transform of the left (resp. right) hand side of (3.20). We will show that r = e r, a.e. 
Gramian estimates
We elaborate here further on the the topic of Gramian estimates: the estimation of the frame bounds by an inspection of the Gramian matrices (cf. x2.3). The arguments that lead to such estimates are only sketched. In any event, these are straightforward arguments which were already discussed in more detail (and in a more general context) in x1.6 of RS1]. For the simplicity of the presentation, we will consider only the case of a singleton . The extension to a nite is mainly notational.
Our rst objective is the derivation of upper and lower bounds for kTk that are veri able by a mere inspection of the entries of G and e G. For that purpose, we introduce the following map, which will be referred to as the A-transform (\A" for Ambiguity):
Here, L is some xed lattice, and L is a fundamental domain for that lattice. jb '( + l + )j) 2 :
While pointwise the two estimates are not comparable, it is easily seen that the sup-norm of (3.25) is the sup-norm of (3.24). Since the second estimate is based on the Gramian, and the example just studied is of a low-density system, this suggests that the Gramian upper bound estimates ((b) in the theorem) are better (i.e., tighter) for low-density systems, hence that the dual Gramian upper bound estimates (i.e., (a) of the theorem) yield better results for high-density systems.
In any event, the above analysis shows that T is bounded whenever b ' decays fast enough, or equivalently, whenever ' is smooth enough: Corollary 3.26. Let X be a PWH system generated by '. Then The derivation of su cient conditions for X to be a Bessel system is much simpler than guaranteeing X to be a frame. Unless we are willing to settle for conditions for a fundamental frame X or a Riesz basis X, it is virtually impossible to derive feasible su cient conditions for frames that are based on the magnitude of various entries of e G or G. However, in order for X to be a fundamental frame, e G(w) should be invertible, and that can be observed in case e G(w) is diagonally dominant. Su cient conditions of this type are discussed in the next theorem.
Theorem 3.27. Let X = (K; L) ' be a Bessel PWH system. Proof: Part (b) follows from (a) and the duality principle: to prove that X is Riesz basis, it su ces, by that principle, to prove that X is a fundamental frame. A conversion of the condition in (a) from (K; L) ' to ( e L; e K) ' then yields the condition in (b).
We now prove ( and thus the condition given in Theorem 3.27 is somewhat better. In any event, both conditions are based on very coarse estimates. The comparison of Theorem 3.27 to the lower bound estimate provided in Theorem 7 of TO2] is similar.
As stated several times before, the \basis" (K; L) ' satis es the same properties as its Fourier transform set (L; K) b ' . This means that all the above estimates are valid with ' replacing b ' and K, L interchanging roles.
Detailed Zak transform analysis

Zak transform analysis of compressible WH systems
In x2.4, it was shown that, for a sup-adjoint WH systems X, the study of T X is reduced to studying the behaviour of the single function e Z X . Though the same does not hold for other WH systems, there are more general situations when the analysis of X can be reduced to the study of nite-order Hermitian matrices. In fact, the situation here is analogous to that that occurs in the study of shift-invariant spaces. While, as discussed in x2.4, the PSI space and the sub-adjoint WH space have one-dimensional ber spaces, the more general FSI (= nitely generated shift-invariant) spaces are similar to the present compressible WH systems: the berization of both lead to ber spaces of nite dimension. In the latter case, each ber space S w;t is spanned by the columns of PZ X (w; t), hence is considered a subspace of`2( ) (see below for de nitions and details). The critical information required is that basic operations (such as nding image and kernel of operators, describing orthogonal projectors, computing dual system, etc.) can be performed ber by ber.
For FSI spaces, this was done in x2 of RS1]; the techniques, however, apply to general berization with nite-dimensional bers, hence to our present case of interest.
