Software bug localization is very important in software engineering, but it is also complicated and time consuming. To improve the efficiency of developers, researchers have developed various traditional bug localization and machine learning bug localization methods. In this paper, we propose a novel method that improves bug localization performance. First, surface lexical correlation matching between bug reports and source code files is used to obtain features by deep neural network. Second, to solve the lexical gap between bug reports and source code files, semantic correlation matching between them is used to obtain features based on word embedding and sentence embedding by deep neural network. Then, the joint features obtained by the surface lexical and semantic correlation matching are fused into a unified feature representation for bug reports and source code files. In addition, since our experimental datasets are imbalanced data, we use a focal loss function to solve the impact of data imbalance. Finally, our method obtains the relatively high bug localization performance compared to other classic methods.
I. INTRODUCTION
Software defect fixes in the software lifecycle have always been very important. General software defects are fed back to the development team by bug reports, and the development team fixes the bugs based on the reports. The key to addressing bug reports is to locate relevant source code files that contain defects. There are many methods for bug localization, such as traditional bug localization and machine learning bug localization methods.
Some researchers use traditional methods for bug localization. Lukins et al. [1] introduced an approach to measure the similarity between bug reports and source code files based on Latent Dirichlet Allocation (LDA) for bug localization. Gay et al. [2] calculated similarities between bug reports and source code files by Vector Space Model (VSM) for bug localization. Zhou et al. [3] proposed the famous The associate editor coordinating the review of this manuscript and approving it for publication was Heng Wang.
BugLocator method, which uses a revised VSM to rank all source code files according to the text similarity, taking into account similar bugs previously fixed. Saha et al. [4] used the structure information of source code files to improve the bug localization performance. Youm et al. [5] used text, stack trace, comment, structure and change history of source code files to locate buggy code files at the file and method level. Wong et al. [6] presented the BRTracer method, which improves the accuracy of bug localization by segments and stack-trace information. Wang and Lo [7] proposed the AmaLgam+ method, which uses similar report, structure, and other information to locate relevant buggy files. These traditional methods use feature attributes of bug reports and source code files for bug localization. These methods generally only consider surface lexical correlation matching of bug reports and source code files, ignoring semantic correlation matching, and because of the lexical gap, the performance is not high for bug localization. In addition, there are many traditional bug localization methods that require other relevant information that needs to be collected from software repositories. Moreover, some information is not easy to be collected, and, this also increases the complexity of some models.
Machine learning methods in bug localization generally include learning-to-rank and deep learning. Ye et al. [8] used the learning-to-rank algorithm to locate relevant buggy code files. Later, Ye et al. [9] used some related techniques such as word embedding to improve the similarity between bug reports and source code files. However, although this method uses word embedding to improve bug localization performance, it needs to collect additional relevant documents to train word embedding. In addition, the accuracy improvement is also limited. Recently, some researchers have used deep learning methods for bug localization. Lam et al. [10] used deep learning to locate relevant buggy code files. The method also considers the bug-fixing history for improving the bug localization performance. Huo et al. [11] proposed the NP-CNN method, which extracts the features of bug reports and source code files by convolutional neural networks, and then fuses their features to obtain the results of bug localization. Huo and Li [12] proposed the LS-CNN method, which fuses the extracted features by long short term memory networks and convolutional neural networks to obtain the results of bug localization. Xiao et al. [13] presented the DeepLoc method, which obtains vector of bug reports and source code files by word2vec and sent2vec to locate relevant buggy files by convolutional neural networks.
In these bug localization methods based on deep learning, some consider surface lexical correlation matching between bug reports and source code files, regardless of their semantic correlation matching. However, due to the lexical gap between bug reports and source code files, the bug localization performance is not high. Instead, some only consider semantic correlation matching, regardless of surface lexical correlation matching. The bug localization performance is also not high. Therefore, to more accurately locate relevant buggy code files for bug reports, we consider not only the surface lexical correlation matching between bug reports and source code files but also the semantic correlation matching based on word embedding and sentence embedding. Word embedding has proven to be an important technology in a variety of natural language processing (NLP) tasks. [14] , [15] . In addition, since each bug report is only related to a small number of source code files, it causes data imbalance for bug localization, and focal loss is used to solve the data imbalance. A part-of-speech (POS) tagger and abstract syntax trees (ASTs) are also used in bug reports and source code files, respectively, to determine the weights of corresponding words to calculate semantic correlations matching.
The main contributions of our work are as follows: 1. We propose a novel method called joint surface lexical and semantic correlation matching based on convolutional neural networks (SLS-CNN) for bug localization.
2. We use the loss function, named focal loss, to solve the imbalance data for bug localization. 3. We use a POS tagger and ASTs to determine the weights of corresponding words to calculate semantic correlation matching between bug reports and source code files.
The remainder of this paper is organized as follows. Section II reviews the background related to SLS-CNN. Section III gives a description of our approach. Our experimental preparations and results are presented in Section IV. Threats to validity are reviewed in Section V. Finally, we conclude this paper in Section VI.
II. BACKGROUND
In this section, convolutional neural networks, word2vec and doc2vec, imbalanced learning in software engineering and focal loss are presented.
A. CONVOLUTIONAL NEURAL NETWORKS
Deep neural networks are usually more difficult to train than traditional machine learning, but deep neural networks can acquire more powerful capabilities than traditional machine learning. Convolutional neural networks are very important in deep learning-related neural networks. In the 1960s, Hubel and Wiesel [16] discovered the unique network structure of the local sensitivities and directional selection of neurons in a cat's visual cortex, which can effectively improve the training performance of neural networks. In the 1980s, Fukushima [17] presented a hierarchical architecture, which is very similar to convolutional neural networks, but there is no back propagation mechanism. Later, more researchers entered the field to improve network performance.
Convolutional neural networks are mainly used in image processing. In recent years, convolutional neural networks have been gradually used in natural language processing and programming language processing, and have achieved good results [18] . Convolutional neural networks typically contain multiple layers. In addition to the common input and output layers, it also contains a convolutional layer, a pooling layer, and a fully connected layer. The input layer inputs data as an image pixel, text, or program code. The main function of the convolutional layer is to obtain local features of input data. The feature map of the previous layer is convoluted with the convolution kernel, and the result of the convolution is output by the activation function to form the neurons of the layer, thereby forming the feature map of the layer, named the feature extraction layer. The function of the pooling layer is to reduce the dimensions of the features obtained by the convolutional layer. The pooling layer splits the input data into nonoverlapping regions and reduces the spatial resolution of the network by pooling operations for each region. For example, the maximum pooling gets the maximum value in the selection area, and the average pooling gets the average value in the selection area. This operation eliminates the offset and distortion of the data. The fully connected layer is applied after the input data have undergone several convolutions and pooling operations. The output is a set of data that is fully connected. Finally, multiple sets of data are combined into one set of data. The output layer performs operations based on requirements (classification or regression, etc.).
Convolutional neural networks include forward propagation and back propagation.
Forward propagation includes related mathematical formulas. The output of the convolutional layer is computed in (1) . The output of the pooling layer is computed in (2) . The output of the fully connected layer is computed in (3) . The output of the output layer is computed in (4) .
where a l is the output of each layer. W and b refer to the parameters of hidden layer. ReLU , pool, σ , and softmax are functions, and l refers to the sequence number of layers for deep learning. Back propagation includes related mathematical formulas (using the batch gradient descent method as an example to describe the back propagation algorithm). The output of the fully connected layer is computed in (5) . The output of the convolutional layer is computed in (6) . The output of the pooling layer is computed in (7) .
where δ i,l refers to the output of each layer. rot180 () is the convolution kernel that was rotated 180 degrees. upsample () completes the logic of the pooling error matrix amplification and error redistribution. z i,l is the tensor, and l is the sequence number of layers for deep learning.
B. WORD2VEC AND DOC2VEC
Word embedding is a densely distributed representation of words. Each word vector usually has tens to hundreds of dimensions [19] , which is in stark contrast to the thousands of dimensions required for word sparse representation. For example, one-hot encoding is an example of sparse representation. With the development in deep neural network, word embedding has been effectively trained in many ways, which was widely used in a variety of NLP tasks [20] , [21] . Ever due to the in-depth study of the neural probabilistic language model by Bengio et al. [22] , [23] , the distributed vector models based on neural network have been widely developed. A word vector is a real-valued vector representation of fixed-size vocabulary based on learning a large number of text corpora, which allows words with similar semantics to have similar representations. There are a variety of methods for constructing word embeddings, such as the word2vec model [20] , [24] and the GloVe model [25] . Fig. 1 shows that word2vec has two training methods, namely, CBOW and skip-gram. Word2vec has two methods to speed up the training of words. One is hierarchical softmax, and the other is negative sampling [24] , [20] . Compared to hierarchical softmax, negative sampling abandons the Huffman tree structure from the projection layer to the output layer and changes to a full connection. The word vector trained by word2vec works well, and it can measure the similarity between different words. The skip-gram optimization objective is computed, as shown in (8) .
The corpus is a sequence of sentences consisting of S sentences (order is not important), and the entire corpus has V words to construct a likelihood function. T j is the number of words in the j-th sentence. w u ij +i j is one of the c ij words around the word w i j .
The CBOW optimization objective is computed, as shown in (9) .
The corpus is a sequence of sentences consisting of S sentences (order is not important), and the entire corpus has V words to construct a likelihood function. T j is the number of words in the j-th sentence. w i j is a predicted word. Context i j refers to the context of a sentence.
The previous section describes how a word forms a unique vector representation through the word2vec model. However, there are also many methods for constructing a sentence vector, and doc2vec is one of them. Doc2vec, also called a paragraph vector, was proposed by Tomas Mikolov based on the word2vec model [20] . It has some advantages; for example, it can accept sentences of different lengths as training samples, and predict a vector to represent different sentences. The structure of the model potentially overcomes the shortcomings of bag-of-words that ignore word order and syntax. Le and Mikolov [26] proposed two models for learning sentence and document distributed representations (paragraph vector). The Distributed Memory version of Paragraph Vectors (PV-DM) was the first model to learn paragraph vectors, similar to the CBOW model in word2vec, as shown in Fig. 2 . The distributed Bag-of-Words version of Paragraph Vector (PV-DBOW) was the second model to learn paragraph vectors, similar to the skip-gram model in word2vec, as shown in Fig. 3 . The advantage of PV-DM and PV-DBOW is that they can acquire not only sentence vectors but also document vectors. Calling doc2vec is quick and easy, and the implementation is integrated into the gensim package (https://radimrehurek.com/gensim/).
C. IMBALANCED LEARNING IN SOFTWARE ENGINEERING
In many cases, data sometimes has an imbalance problem. That is, one class of data contains considerably more data than other classes. The methods for solving data imbalance are usually divided into two categories: through sampling and through cost-sensitive methods. The sampling methods mainly change the distribution of original data, through oversampling, undersampling and synthetic sampling.
The cost-sensitive methods use different categories of samples to be misclassified to generate different costs to solve the data imbalance problem. In addition, many studies show that there is a strong link between cost sensitivity and data imbalance, and using cost-sensitive methods to solve the imbalance problem is better than using the sampling methods.
Related technologies for data imbalance are widely used in software engineering. Wang and Yao [27] improved the defect prediction performance based on the class imbalance. The dynamic AdaBoost.NC method was proposed to automatically adjust parameters during the training process without any parameters being defined in advance. This method is more efficient than the original AdaBoost.NC. Arar and Ayan [28] proposed a hybrid classifier that combines an artificial neural network (ANN) with an artificial bee colony (ABC). ABC is used to optimize the parameters of the ANN, which adds cost sensitivity to the ANN by an error function. Sheng et al. [29] developed the STEP system, which obtained maximum net profit, and converted the maximum net profit problem into a cost-sensitive problem. Xie and Li [30] proposed a cost-sensitive margin distribution optimization loss function and applied it to a deep neural network, which can handle the imbalance of software defect datasets. Huo et al. [11] proposed an unequal misclassification cost according to the imbalance ratio and trained a fully connected network in a cost-sensitive manner. Huo and Li [12] randomly dropped some negative samples to counteract the negative influence of data imbalance.
To improve the bug localization performance and handle the imbalanced data, we introduce a focal loss function and apply it to convolutional neural networks.
D. FOCAL LOSS
Lin et al. [31] first proposed focal loss, which was used for object detection. Focal loss mainly solves the problem of serious imbalances between positive and negative samples. It can be applied in many other research areas. For example, for bug localization, there are few source code files related to bug reports, and many source code files unrelated to bug reports, and for fraud detection, normal events outnumber abnormal events. These are imbalanced datasets. If you use common methods to solve these problems, it is difficult to meet the accuracy requirements. The focal loss function reduces the weights of a large number of simple negative samples during training. The cross-entropy loss function is computed in (10) . Focal loss is formed based on the cross-entropy loss function.
whereỹ is the output of the activation function, with values between 0 and 1. It can be seen that the cross-entropy loss is smaller for the positive sample with a larger output probability. For negative samples, the smaller the output probability is, the smaller the loss. The loss function is slow in the iterative process of a large number of simple samples, and the function may not be optimized. The focal loss function is computed in (11) .
where γ > 0 makes it possible to reduce the loss of easily classified samples and more attention to difficult misclassified samples. γ adjusts the rate at which simple sample weights are reduced. When γ is 0, it is the cross-entropy loss function. The degree of influence of the adjustment factor increases as γ increases. For example, γ is 2, and for a positive sample, the prediction result of 0.95 is definitely a simple sample, so the γ power of (1-0.95) is small, and the loss function value will decrease. The sample with a predicted probability of 0.3 has a relatively large loss. For negative samples, the predicted probability of 0.1 should be much smaller than the predicted probability of 0.7. For a predicted probability of 0.5, the loss is only reduced by 0.25 times, so more focus is on the indistinguishable samples. This reduces the impact of simple samples, and the impact of a large number of samples with a low probability of prediction can be more effective. In addition, the balance factor α is added to balance the proportion of positive and negative samples in (12) .
III. OUR APPROACH Fig. 4 shows the overall framework of our model. The whole architecture consists of three modules. 1. In module 1, the surface lexical correlation matching module utilizes convolutional neural networks to operate the interaction matrix of bug reports and source code files. 2. In module 2, the semantic correlation matching module is a hierarchical multistage structure, and the features of bug reports and source code files are extracted through convolutional neural networks. 3. In module 3, the feature connection optimization module links surface lexical and semantic correlation features and then optimizes the model based on focal loss. To improve the speed of training, we use the cosine similarity between any given bug report and the source code files to select the top 300 irrelevant source code files for training. In the paper, we obtain the number (n sbd ) of sentences from the description of each bug report, the maximum number (n sbs ) of words from the summary of each bug report, the number (n sc ) of lines from each source code file, the number (n bsb ) of words from the bug report and the number (n bsc ) of words from each source code file. For the training efficiency of our model, n sbs is the maximum value, and n sbd , n sc , n bsb and n bsc are not the maximum values. Statistics show that if the n sbd , n sc , n bsb and n bsc are set too small, the bug report and source code file cannot be fully expressed, and if the setting is too large, space is wasted. If the length of the bug report and source code file is less than the defined target length, they are padded by zeros. At the same time, Ye et al. [9] confirmed that the word vectors obtained by training the Wiki corpus and the project-specific corpus with word2vec have similar performance, and thus, the word vectors used in our method are obtained by training the Wiki corpus with word2vec.
A. MODULE 1 -SURFACE LEXICAL CORRELATION MATCHING
Surface lexical correlation matching is used for bug localization by the estimated correlation between bug reports and source code files based on the number and position of words.
Preprocessing of bug reports and source code files is important for surface lexical correlation matching. First, we split compound words into individual words for bug reports and source code files. For example, BcelClassWeaver is split into three words Bcel, Class and Weaver based on the capital letters. Then we remove punctuation, numbers and stop words, and convert uppercase to lowercase letters, etc. from the bug report. Then, in addition to removing Java language keywords for source code file, its preprocessing is the same as bug report preprocessing. In addition, in this paper, stemming of bug reports and source code file uses Porter stemming (https://tartarus.org/martin/PorterStemmer/).
In this module, we use a bug report and a source code file to generate an n bsc × n bsb interaction matrix X, which is the key to surface lexical correlation matching. The matrix is obtained whether the relevant words of the bug report appear in the source code file. Generating the interaction matrix is very simple. It only needs to compare each word r i in the bug report with each word s j in the source code file. If they are equal, the corresponding position of the interaction matrix is 1. If they are not equal, the corresponding position of the interaction matrix is 0. The final result is an interaction matrix containing only elements 0 and 1. Although the interaction matrix captures the surface lexical correlation matching of source code files and bug reports well, it does not retain semantic information about the words. Therefore, surface lexical correlation cannot obtain the specific information of words from the corpus, nor can it obtain the correlation information between different words. As shown in Fig. 5 , in the interaction matrix, the vertical is the vocabulary of the source code file, and the horizontal is the vocabulary of the bug report. The interaction matrix is first entered into the convolutional layer with n bsf convolution kernels, each convolution kernel having a size of n bsb × k and a step of 1. The output of the convolutional layer is entered into the pooling layer, and n bsf is obtained as the representation of surface lexical correlation features.
B. MODULE 2 -SEMANTIC CORRELATION MATCHING
Because surface lexical correlation has certain deficiencies in bug localization, semantic correlation can compensate for the lack of surface lexical correlation to some extent. The semantic correlation of bug reports and source code files can be obtained based on word embedding and sentence embedding by deep neural networks. The preprocessing of bug reports and source code files is the same as the preprocessing of module 1.
Semantic correlation matching first uses word2vec and doc2vec to obtain the low-density vector representation of words and sentences. The word vectors and sentence vectors (m d dimension) can reflect the semantic information of words and sentences, and then calculate semantic correlation matching between bug reports and source code files based on word vectors and sentence vectors. In this paper, the vector matrices for bug report and source code file are represented as n sb ×m d and n sc × m d , respectively.
In addition, in each bug report, the description is not as important as the summary [32] . Regardless of summary or description, they are written in natural language. The description of the bug report forms sentence vector by doc2vec, and the vector matrix for the description is n sbd × m d . Doc2vec has difficulty retaining important information for summary because the summary is always written containing useful information; therefore, the summary of the bug report cannot directly form a sentence vector by doc2vec. We convert the summary into a word vector by word2vec, and the vector matrix for the summary is n sbs × m d .
In general, noun-based sentence terms are more important than other POS in bug reports. Therefore, POS tagging techniques are used to label the summary field of each bug report [33] , [34] . In this paper, we use the POS tagger, named Stanford tagger (http://nlp.stanford.edu/software/tagger. shtml), to mark the POS of the summary field, and extract the nouns in the summary to increase their corresponding weights. For example, in Fig. 6 , the top part is the summary part, which belongs to the number 423040 Eclipse UI bug report, and the bottom part shows the POS tagging results of the summary by Stanford tagger, where 'Bug', 'activePart', 'SelectionAggregator' and 'parts' are nouns. Because 'Selec-tionAggregator' can directly specifies the buggy source code file for 'SelectionAggregator.java', this also proves the importance of nouns. Moreover, Tian et al. [35] confirmed that the Stanford tagger and TreeTagger achieved the highest accuracy on sample bug reports compared to seven other POS taggers.
In this case, Fig. 7 shows the process by which bug reports are extracted features through the convolutional neural network. n sbd and n sbs are combined into n sb for the maximum number for the bug report, and then, we use a convolutional layer with k × m d of n sf filters to form a n sf × (n sb − k + 1) matrix. Through the max pooling layer processing, the n sfdimensional vector is formed as features of the bug report extracted by the convolutional neural network.
In bug localization, some tokens in the source code file are very important, such as method and class name. Because source code file is structural, we rely on ASTs to obtain method and class names, and increase their corresponding weights for calculating semantic correlation. In this paper, we use javalang (https:// github.com/c2nes/javalang) to parse source code files into ASTs. In the current javalang version, it is designed using the Python language. Javalang provides a lexer and parser for java based on the Java language spec. In Fig. 8 , we use javalang to extract the method and class names of Eclipse UI's HandleObject.java. Fig. 9 shows the process by which source code files are extracted features through a convolutional neural network. First, each line for the source code files is converted into a word vector by word2vec. The dimension of the word vector is m d , and the vector matrix for the source code file is n sc × m d . Then, we use a convolutional layer with k × m d of n sf filters to form an n sf × (n sc − k + 1) matrix. Through the max pooling layer processing, the n sf -dimensional vector is formed as features of the source code file extracted by the convolutional neural network.
The n sf -dimensional vector can be obtained as features for the bug report. Accordingly, the n sf -dimensional vector can be obtained as features for the source code file. To match the bug report and the source code file, this paper performs the Hadamard product between the obtained source code file features and bug report features in (13) . HP = n sf • n sf (13) HP is the semantic correlation features of source code file and bug report.
C. MODULE 3 -FEATURES FUSION LAYER
In this section, the features obtained by module1 and mod-ule2 are fused into a unified feature representation for bug localization. In addition, there are few source code files related to bug reports, and many source code files unrelated to bug reports. The imbalance between the bug reports and source code files increases the difficulty in obtaining the high bug localization performance based on extracted features. To improve the bug localization performance, inspired by [31] , we train our model to learn the required parameters by minimizing the cost function in (14) . (14) where N refers to the number of bug reports, and K refers to the number of source code files. y k i refers to the label of whether the i-th bug report and the k-th source code file are related.ỹ k i refers to the predicted value of whether the i-th bug report and the k-th source code file are related. α is the balance factor, and γ is the rate at which the simple sample weight reduction is adjusted.
IV. EXPERIMENTAL SETUP AND RESULTS
First, in this section, the benchmark datasets and evaluation metrics are presented. Then, we analyze our experimental results in three parts. 1) Find the most appropriate correlation matching method. 2) Select the optimal loss function.
3) Compare multiple bug localization models.
A. BENCHMARK DATASETS
To evaluate our experiments, the experimental data we used was from Ye et al. [8] , which included four open source Java projects, the Eclipse UI (http://projects. eclipse.org/projects/eclipse.platform.ui), JDT (http://www. eclipse.org/jdt/), SWT (http://www.eclipse.org/swt/) and Tomcat (http://tomcat.apache.org), and these datasets can be publicly obtained. Here, we split these datasets into a training set, a validation set and a testing set. The oldest and newest bug reports are used as the validation set and testing set, respectively. Other bug reports are used as training set. TABLE 1 gives the number of bugs in each set in detail.
B. EVALUATION METRICS
In this paper, we use Precision, TOP N, MRR and MAP to measure the effectiveness of our experimental results, as follows:
1. Precision: Precision is the ratio of the relevant documen retrieved to all documents retrieved. 2. TOP N: The metric is the number of the top-N (N = 1, 5, 10) results obtained by locating buggy code files for bug reports. Each bug report locates at least one 
where rank i is the result obtained by locating the rank position of the first relevant buggy code file for bug report i. |S| refers to the total number of bug reports.
MAP (Mean Average Precision): The metric requires
the results that all bug reports locate relevant buggy code files. The Average Precision of the i-th bug report (AP i ) is as follows:
where |S i | refers to the i-th bug report query result list. |C i | refers to the number of relevant buggy code files for the i-th bug report. Precision(S i , j) refers to the precision of relevant j-th buggy code files for the i-th bug report query. The formula for MAP is as follows:
where |Q| refers to the number of bug reports. Illustrative Example: Fig. 10 shows an example of evaluation metrics. All queries are A and B, and all documents are the retrieved set. Q A and Q B are the A and B query result list. Q A has two relevant files, and Q B has three relevant files. At the same time, the precision of each file is calculated. Below, the relevant metrics are calculated according to the following example [36] .
Precision: Q A and Q B are formed by the A and B query. The precision of Q A is P Q A = 2 ÷ 6 = 33%. The precision of Q B is P Q B = 3 ÷ 6 = 50%.
TOP1: The first position of Q A is a relevant file, and the first position of Q B is not a relevant file. Therefore, TOP1 = 1 ÷ 2 = 50%.
TOP5: The first five files of Q A and Q B have two relevant files. Therefore, TOP5 = 2 ÷ 2 = 100%. 
RQ1 (How do Different Correlation Matching Methods Affect bug Localization Performance?):
Whether it is a bug report based on natural language or a source code file based on a programming language, the correlation matching between them is both surface lexical and semantic correlation matching. In this section, we compare the performance for bug localization under three conditions: surface lexical correlation matching, semantic correlation matching and joint surface lexical and semantic correlation matching. Fig. 11 shows only the surface lexical correlation matching based on convolutional neural network (SL-CNN). The bug report and source code file form the interaction matrix, which is trained to locate relevant buggy code files for bug reports by a convolutional neural network and focal loss. Fig. 12 shows only the semantic correlation matching based on a convolutional neural network (S-CNN). We use word2vec to represent the summary of the bug report as a word vector. The description of the bug report is represented as a sentence vector by doc2vec. Each line of the source code file is represented as a word vector by word2vec. Then, their features are extracted by convolutional neural networks. After the Hadamard product is performed between the obtained source code file features and bug report features, the model is trained based on focal loss. The evaluation results show that the bug localization performance of SLS-CNN is better than that of S-CNN and SL-CNN on the validation set.
We use TOP1, TOP5, TOP10, MRR and MAP to evaluate SLS-CNN, S-CNN and SL-CNN. Figs. 13, 14, and 15 show the comparison of four projects (Eclipse UI, JDT, SWT, Tomcat) in TOP1, TOP5, and TOP10. Overall, SLS-CNN is superior to S-CNN, and S-CNN is superior to SL-CNN. In these figures, regardless of which method is used, in TOP1, Tomcat's bug localization performance is highest. The TOP1 of SLS-CNN is 56.9%. The TOP1 of S-CNN is 50.0%. The TOP1 for SL-CNN is 34.6%. In TOP5, Tomcat still maintains a good evaluation in each model, but in TOP10, the advantages of Tomcat are not particularly obvious. For example, in the SLS-CNN model, the TOP1 of Tomcat is 56.9%, while the TOP1 of SWT is 40.1%; however, the TOP10 of Tomcat is 84.7%, and the TOP10 of SWT is 79.9%. In TOP10, their evaluation values are not much different. The possible reason is that the three models are more suitable for Tomcat's bug report and software structure.
For TABLE 2, we compare three models for four projects using MRR and MAP. SLS-CNN is superior to SL-CNN and S-CNN. SLS-CNN has the highest bug localization performance for Tomcat, and the values of MRR and MAP are 0.64 and 0.58, respectively. This result is consistent with the evaluation of the four software projects with TOP1, TOP5 and TOP10. Regardless of whether it is TABLE 2 or Figs. 13, 14 , and 15, the evaluation results show that the bug localization performance for joint surface lexical and semantic correlation matching is higher than considering only surface lexical correlation matching or semantic correlation matching.
RQ2 (Which Loss Function is Better for Improving bug Localization Performance for Cross-Entropy and Focal Loss?):
For bug localization, the source code file has many files. Each bug report compares all source code files to determine which source code file is buggy and we find only a few buggy source code files related to this bug report, which creates data imbalance. Imbalanced data affects convolutional neural network training, and we use a loss function to solve the impact of data imbalance. Different loss functions have different effects on the bug localization performance. In this paper, the loss function used is focal loss. We compare the bug localization performance of cross-entropy with the bug localization performance of focal loss. The model using cross-entropy as the loss function is named CE-CNN.
As shown in TABLE 3, the SLS-CNN and CE-CNN models are evaluated using TOP1, TOP5, TOP10, MRR and MAP. The data used in Table 2 is the validation set, while the data used in Table 3 is the testing set. The values of the five evaluation indicators in Table 3 are smaller than  Table 2 . The possible reason for this phenomenon is that the fit of the validation set is better than the testing set. For the four software projects, the maximum TOP1 of SLS-CNN is 53.5%, and the maximum TOP1 of CE-CNN is 49.1%. For the maximum evaluation of TOP5 and TOP10, the SLS-CNN performance is better than the CE-CNN performance. For SLS-CNN, the MRR values of the four software projects (Eclipse UI, JDT, SWT, and Tomcat) are 0.52, 0.50, 0.48, and 0.61, respectively, and for CE-CNN, the MRR values of the four software projects are 0.50. 0.47, 0.45, and 0.55, respectively. For MAP, The SLS-CNN model is also superior to the CE-CNN model.
It can be seen from the TABLE 3 that the SLS-CNN model based on focal loss can better solve data imbalance and further improve the bug localization performance.
RQ3 (Is Our Approach Better Than Other bug Localization Methods?): In this section, the SLC-CNN model based on surface lexical and semantic correlation matching of bug reports and source code files is compared with three stateof-the-art models, including HyLoc [10] , LR + WE [9] and BugLocator [3] . HyLoc uses deep learning and information retrieval technology to locate bug reports; LR+WE uses word embedding to obtain semantics of bug reports and source code files and then combines other features to enhance the bug localization performance. BugLocator uses a revised vector space model to rank all source code files according to the text similarity, taking into account similar bugs previously fixed
The four methods (SLC-CNN, HyLoc, BugLocator and LR + WE) mainly are evaluated using TOPN, MRR and MAP, and the TOPN is TOP1, TOP2,. . . TOP10. We compare SLS-CNN, HyLoc, BugLocator and LR + WE on four software projects (Eclipse UI, JDT, SWT, Tomcat). Fig. 16 (A) shows the performance of the four models for Eclipse UI on TOPN. It can be seen that the performance of the SLS-CNN method on TOPN is the best, and the performance of the BugLocator method is the worst. The performances of HyLoc, LR + WE and SLS-CNN are not much different, but The performances of the BugLocator and SLS-CNN method are quite different. For example, the TOP1 of SLS-CNN is 43.2%. The TOP1 of HyLoc is 40.3%. The TOP1 of LR + WE is 39.1%, and the TOP1 of BugLocator is 26.5%. Fig. 16 (B) shows the performance of the four models for JDT on TOPN. It can be seen that the LR + WE is slightly better than the SLS-CNN. The TOP1 of LR + WE is 41.2%, and the TOP1 of SLS-CNN is 41.1%. The TOP5 of LR + WE and SLS-CNN are 65% and 64.1%, respectively. The TOP10 of LR + WE and SLS-CNN are 75% and 73.4%, respectively. The relative performances of the HyLoc and the BugLocator method are poor. Fig. 16 (C) shows the performance of the four models for SWT on TOPN. It can be seen that the performance of the SLS-CNN method is optimal. The performance of the HyLoc method is slightly worse than the LR + WE method on TOP1, but from TOP2 to TOP10, it is better than the LR + WE method. The TOP1 and TOP2 of HyLoc are 31% and 42.8%, respectively, while the TOP1 and TOP2 of LR+WE are 34.2% and 41.1%, respectively. Fig. 16 (D) shows the performance of the four models for Tomcat on TOPN. The performance of the SLS-CNN method is slightly worse than the HyLoc method on TOP2, but on other TOPN, the performance of the SLS-CNN method is better than the HyLoc method. The TOP2 of SLS-CNN is 59.1%, and the TOP2 of HyLoc is 59.6%. From TOP1 to TOP5, the performance gap between HyLoc and SLS-CNN is relatively small, and from TOP5 to TOP10, the performance gap between HyLoc and LR + WE is relatively large. Fig. 17 (A) shows the performance of the four models for four software projects on MRR. It can be seen that the MRR of LR + WE for JDT is the best, and its value is 0.52. The MRR of SLS-CNN for the other three software projects is the best, and the values of Eclipse UI, SWT and Tomcat are 0.52, 0.48 and 0.61 respectively. The MRR of HyLoc and LR+WE for SWT are equal. Fig. 17 (B) shows the performances of four models VOLUME 7, 2019 for four software projects on the MAP. It can be seen that the MAP of LR + WE for JDT is the best, and its value is 042. The MAPs of SLS-CNN for Eclipse UI and Tomcat are the best, and the values are 0.42 and 0.54, respectively.
From the comparison of the four models using TOPN, MRR, and MAP, SLS-CNN obtains the relatively high bug localization performance compared to other methods, but the bug localization performance of LR + WE for JDT is higher than that of SLS-CNN. In general, different bug reports contain different information such as stack traces and program elements. In addition, the source code file structure, bug-fixing recency and frequency, etc. are also different. Since SLS-CNN mainly extracts the features of bug reports and source code files based on convolutional neural networks for bug localization, and LR + WE extracts multiple features including surface lexical similarity of bug reports and source code files, bug-fixing recency and frequency, etc. for bug localization. Therefore, the reason why the bug localization performance of LR + WE for JDT is higher than that of SLS-CNN is the influence of multiple different features.
V. THREATS TO VALIDITY
In our experiments, there are multiple potential threats including internal validity, construct validity and external validity.
Internal Validity: The quality of bug reports and source code files affects the performance of our method. The background knowledge of people who write bug reports and source code files affects their quality. Preprocessing of bug reports and source code files is also important. Good Preprocessing has a positive impact on our method. Different deep network structures also affect the performance of our method. These are very worthy of future studies.
External Validity: In our experiments, we use four projects written in JAVA in the YE article. It is not known whether other projects written in Java or other non-Java languages are suitable for our experiments. In the future, we intend to analyze the impact of projects written in other languages on our approach.
Construct Validity: The datasets used in our experiments are split into a training set, a validation set and a testing set in different proportions. Our approach that we split datasets exists in most machine learning fields. Whether the splitting strategy is optimal or not is uncertain. We leave the effects of different splitting strategies for future studies.
VI. CONCLUSION
In the paper, we proposed a novel method named SLS-CNN. This method joint surface lexical and semantic correlation matching based on convolutional neural networks for bug localization. Focal loss was used to solve the data imbalance. We used TOP1, TOP5, TOP10, MRR and MAP to evaluate SLS-CNN, HyLoc, BugLocator and LR + WE on four software projects (Eclipse UI, JDT, SWT, Tomcat). The results show that SLS-CNN obtains the relatively high bug localization performance compared to other methods.
Although our method improves the accuracy of bug localization, it still has some weaknesses. For example, all bug reports are treated as text for the same preprocessing, without considering the impact of different types of bug reports on the bug localization performance. In addition, all source code files are preprocessed based on natural language, without considering the differences between natural language and programming language.
In future, we will extract the features of bug report and source code file in a more efficient way to further improve the bug localization performance. For example, we classify different bug reports to extract more precise features. Since source code files are written in programming language, we rely on structural information, data flow information, dependency information, code length information, etc. to extract more precise features. In addition, better algorithms can be used to improve the accuracy of bug localization. Finally, we will apply our approach to additional types of datasets and other level fine-grained bug localization (such as method level). 
