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Abstract—A finite blocklenth analysis of the diversity-
multiplexing tradeoff is presented, based on nonasymptotic
bounds on the maximum channel coding rate of multiple-antenna
block-memoryless Rayleigh-fading channels. The bounds in
this paper allow one to numerically assess for which packet
size, number of antennas, and degree of channel selectivity,
diversity-exploiting schemes are close to optimal, and when
instead the available spatial degrees of freedom should be used to
provide spatial multiplexing. This finite blocklength view on the
diversity-multiplexing tradeoff provides insights on the design of
delay-sensitive ultra-reliable communication links.
I. INTRODUCTION
Multi-antenna technology is by now a fundamental part of all
modern wireless communication standards, due to its ability
to provide impressive gains in both spectral efficiency and
reliability. Multiple antennas yield additional spatial degrees of
freedom that can be used to lower the error probability for a given
rate, through the exploitation of spatial diversity, or increase
the rate for a given error probability, through the exploitation
of spatial multiplexing. These two effects cannot be harvested
concurrently and there exists a fundamental tradeoff between
diversity and multiplexing. This tradeoff admits a particularly
simple characterization in the regime of high signal-to-noise
ratio (SNR) and infinitely long data packets (codewords) [1].
Current cellular systems operate typically at maximum mul-
tiplexing [2]. Indeed, diversity-exploiting techniques such as
space-time codes turn out to be detrimental for low-mobility
users, for which the fading coefficients can be learnt easily
at the transmitter and outage events can be avoided altogether
by rate adaptation. On the other hand, for high-mobility users,
diversity-exploiting techniques are not advantageous because
of the abundant time and frequency selectivity that is available.
These considerations hold under the assumptions of long packet
lengths (1000 channel uses or more) and moderately low packet
error probability (around 10−2).
As we move towards next generation wireless communica-
tion systems (5G), these assumptions may cease to be valid.
Emerging applications in 5G (such as metering, traffic safety,
and telecontrol of industrial plants) may require the exchange of
short packets, sometimes under stringent latency and reliability
constraints [3], [4]. The question addressed in this paper is how
multiple antennas should be used in this scenario. Is diversity
more beneficial than multiplexing in the regime of short packet
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length (say 100 channel uses, roughly equal to a LTE resource
block) and high reliability (packet error rate equal to 10−5 or
lower)? What is the cost of learning the fading coefficients,
which is required to exploit spatial degrees of freedom, when
the packet size is short? Does this cost overcome the benefits
of multiple antennas?1 In this paper, we shed light on these
questions leveraging on recent progresses in finite blocklength
information theory [7]–[9].
Notation: Upper case letters such as X denote scalar ran-
dom variables and their realizations are written in lower case, e.g.,
x. We use boldface upper case letters to denote random vectors,
e.g., X , and boldface lower case letters for their realizations,
e.g., x. Upper case letters of two special fonts are used to denote
deterministic matrices (e.g., Y) and random matrices (e.g., Y).
The superscript H stands for Hermitian transposition and we use
tr(·) and det(·) to denote the trace and the determinant of a given
matrix, respectively. The identity matrix of size a×a is written as
Ia. The distribution of a circularly symmetric complex Gaussian
random variable with variance σ2 is denoted by CN (0, σ2).
Finally, ln(·) indicates the natural logarithm, [a]+ stands for
max{a, 0}, and Γα(β) denotes the complex multivariate Gamma
function.
II. CHANNEL MODEL AND PERFORMANCE METRICS
We consider a Rayleigh block-fading channel with Mt trans-
mit antennas and Mr receive antennas that stays constant for T
channel uses. For a frequency-flat narrowband channel, T is the
number of channel uses in time over which the channel stays
constant (coherence time); for a frequency-selective channel
and under the assumption that orthogonal frequency-division
multiplexing (OFDM) is used, T is the number of subcarriers
over which the channel stays constant (coherence bandwidth).
More generally, T can be interpreted as the number of “time-
frequency slots” over which the channel does not change. Within
the lth coherence interval, the channel input-output relation can
be written as
Yl =
√
ρ/MtXlHl +Wl. (1)
Here, Xl ∈ CT×Mt and Yl ∈ CT×Mr are the transmitted
and received matrices, respectively; the entries of the complex
fading matrix Hl ∈ CMt×Mr are independent and identically
distributed (i.i.d.) CN (0, 1); Wl ∈ CT×Mr denotes the additive
noise at the receiver and has i.i.d. CN (0, 1) entries. We assume
1In the infinite blocklength regime, this question was addressed in [5], [6].
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{Hl} and {Wl} to take on independent realizations over succes-
sive coherence intervals. We further assume that Hl and Wl are
independent and that their joint law does not depend on Xl.
Throughout the paper, we shall focus on the so called non-
coherent setting where both the transmitter and the receiver
know the distribution of Hl but not its realization. In other
words, a priori channel state information (CSI) is not available
at transmitter and at the receiver.
The assumption of no CSI at the transmitter is reasonable
in a high-mobility scenario, where the fast channel variations
make channel tracking at the transmitter unfeasible. It is also
appropriate for transmission over control channels or for time-
critical applications. Indeed, in both situations it is desirable
to avoid the creation of a feedback link, required to provide
CSI at the transmitter. The assumption of no a priori CSI at
the receiver allows one to characterize the information-theoretic
cost of learning the channel at the receiver (for example by pilot
transmission followed by channel estimation); see also [9, Sec. I].
This cost may be relevant when the packet size is limited and
the channel is rapidly varying.
We consider coding schemes with blocklength n = LT .
Specifically, each codeword XL , [X1, . . . ,XL] consists of L
subcodewords {Xl}Ll=1, each one undergoing a different fading
realization. We shall refer to L as the number of time-frequency
diversity branches. It is a measure of the degree of time-frequency
selectivity of the propagation channel. Furthermore, each code-
word is subject to the power constraint
1
L
L∑
l=1
tr
(
XlX
H
l
)
= TMt. (2)
Since the variance of the entries of Hl and of Wl in (1) is
normalized to one, ρ in (1) can be thought of as the SNR at
each receive antenna.
We shall constrain the subcodewords {Xl}Ll=1 to be scaled
unitary matrices, i.e.,
XHl Xl = c · IM , l = 1, . . . , L (3)
where c denotes a positive constant. Assumption (3) forces
orthogonality in space, and the transmit power to be allocated
uniformly across antennas and coherence intervals. Such a
power-allocation strategy is reasonable if i) the fading process is
isotropic in space and i.i.d. across coherence intervals and ii) the
transmitter is not aware of the channel realizations. As we shall
discuss in the next section, the assumption (3) is, for example,
satisfied by unitary space-time modulation, which achieves the
ergodic capacity at high SNR when T ≥Mt +Mr [10], [11].
The objective of the paper is to characterize the maximal chan-
nel coding rateR∗(n, ) among all codes that have blocklength n,
that satisfy both (2) and (3), and that are decodable with average
error probability not exceeding . A formal definition ofR∗(n, )
follows along the same line as [8, Def. 1].
III. OUTAGE AND ERGODIC CAPACITY
Most of the results available in the literature can be interpreted
as asymptotic characterizations of R∗(n, ) for n → ∞. For
the case when T and, hence n, grows to infinity for a fixed L,
the maximum coding rate R∗(n, ) converges to the outage
capacity Cout, [12, p. 2631], [13]
Cout, = sup{R : Pout(R) ≤ } (4)
where Pout(R) is the outage probability, defined as
Pout(R) = Pr
{
L∑
l=1
ln det
(
I+
ρ
Mt
HlHHl
)
< R
}
. (5)
The outage capacity does not depend on whether CSI is actually
available at the receiver or not. Indeed, as the coherent inter-
val T increases, the cost of learning the channel at the receiver
vanishes [8].
The diversity gain d∗(r) as a function of the multiplexing
gain r (as defined in [1]) is obtained by setting R = r ln ρ in (5),
and by computing the asymptotic ratio
d∗(r) = − lim
ρ→∞
Pout(r ln ρ)
ln ρ
. (6)
For the channel (1), the diversity d∗(r) as a function of r is a
piecewise linear curve joining the points (k, L(Mt−k)(Mr−k))
where k = 1, . . . ,min{Mt,Mr}. The price to be paid for such
an elegant characterization of the tradeoff between diversity and
multiplexing is its asymptotic nature in both the blocklength
and the SNR, which may limit its significance for the scenarios
analyzed in this paper.
For the case when L, and hence n, grows to infinity for
a fixed T , the maximum coding rate R∗(n, ) converges to
the ergodic capacity Cerg(ρ), which, for the case when the
constraint (3) is relaxed, is given by
Cerg(ρ) = (1/T ) sup I(X;Y) (7)
where Y =
√
ρ/MtXH + W and the supremum is over
all probability distributions of T ×Mt matrices X satisfying
E
[
tr
(
XXH
)] ≤ TMt. A closed-form expression for (7) is
not available. It is known that choosing X to be an isotropi-
cally distributed scaled unitary matrix achieves the first two
terms in the high-SNR expansion of Cerg(ρ) for the case when
T ≥ Mt + Mr [10], [11]. Such an input distribution, which
is often referred to as unitary space-time modulation (USTM),
yields codewords satisfying (3). This result thus provides support
for introducing the additional codeword constraint (3). In the
remainder of the paper, we shall focus on the case T ≥Mt +Mr
and denote the USTM input distribution by PUX .
IV. BOUNDS ON R∗(n, )
A. Output distribution induced by USTM
A fundamental ingredient of the nonasymptotic bounds on
R∗(n, ) described in this section is the following closed-form
expression for the probability density function (pdf) induced on
the channel outputY =
√
ρ/MtXH+W by a USTM-distributed
input X ∼ PUX .
Proposition 1: The pdf induced on Y in (1) by an USTM
input distribution PUX is
fY(Y) =
(1 + ρT/Mt)
Mt(T−Mt−Mr)
piMrT (ρT/Mt)Mt(T−Mt)
· ΓMt(T )
ΓMt(Mt)
ϕρ,Mt,T (σ
2
1 , . . . , σ
2
Mr). (8)
Here, σ1 ≥ · · · ≥ σMr denote the ordered singular values of Y,
and ϕρ,Mt,T : R
Mr
+ → R+ is defined as
ϕρ,Mt,T (b1, . . . , bMr) ,
detA∏Mr
i<j(bi − bj)
·
Mr∏
i=1
e−(1+ρT/Mt)
−1bi
bT−Mri
(9)
where A is an Mr ×Mr real matrix whose (j, k)th entry is
[A]jk =
{
bMt−jk γ˜
(
T + j − 2Mt, ρTbkMt+ρT
)
, if L ≤Mt
bT−jk exp[−bkρT/(Mt + ρT )] , otherwise
(10)
with
γ˜(n, x) , 1
Γ(n)
∫ x
0
tn−1e−tdt (11)
denoting the regularized incomplete Gamma function.
Proof: See [14].
Remark 1: A different expression for the output pdf induced
by PUX is reported in [15]. The expression in Proposition 1
appears to be easier to compute and more stable numerically.
B. USTM Dependency Testing Lower Bound
We first present a lower bound on R∗(n, ) that is based on
the dependency testing (DT) bound developed in [7, Th. 17] and
makes use of the USTM input distribution.
Theorem 2: Let Zl, l = 1, . . . , L, be independent complex
Gaussian T × Mr matrices with i.i.d. CN (0, 1) entries. Let
Λl,1 ≥ . . . ≥ Λl,Mr denote the ordered eigenvalues of ZHDZ,
where D ∈ RT×T is given by
D = diag
{
1 + ρT/Mt, ..., 1 + ρT/Mt︸ ︷︷ ︸
Mt
, 1, ..., 1︸ ︷︷ ︸
T−Mt
}
. (12)
Let
Sl , cMt,T − tr
(
ZHl Zl
)− lnϕρ,Mt,T (Λl,1, . . . ,Λl,Mr) (13)
where
cMt,T ,Mt(T −Mt) ln
ρT
Mt + ρT
− ln ΓMt(T )
ΓMt(Mt)
(14)
and ϕρ,Mt,T : R
Mr
+ → R+ is defined in (9). Furthermore, let
ub(n,M) , E
exp
−
[
L∑
l=1
Sl − ln M − 1
2
]+
 . (15)
We have
R∗(n, ) ≥ max{(lnM)/n : ub(n,M) ≤ } . (16)
Proof: The lower bound (16) follows by applying the DT
bound [7, Th. 17] with an input distribution PUXL chosen so that
the subcodewords {Xl}Ll=1, are i.i.d. PUX -distributed. Let fYL
denote the pdf of YL induced by PUXL , and fYL |XL denote the
conditional pdf ofYL givenXL. To use the DT bound [7, Th. 17],
we need to compute the information density
ıL
(
XL;YL
)
, ln
fYL |XL(YL |XL)
fYL(YL)
. (17)
Since the channel (1) is block-memoryless, fYL |XL(YL |XL)
factorizes as
∏L
l=1 fY |X(Yl |Xl) with
fY |X(Y |X) = e
−tr
(
YH
(
ρM−1t XX
H+IT
)−1
Y
)
piMrT det(ρM−1t XXH + IT )Mr
. (18)
Moreover, since the {Xl}Ll=1 are i.i.d., fYL also factorizes as
fYL(Y
L) =
L∏
l=1
fY(Yl) (19)
where fY is given in (8). It thus follows that
ıL(X
L,YL) =
L∑
l=1
ı(Xl;Yl) (20)
where
ı(X;Y) = ln
fY |X(Y |X)
fY(Y)
. (21)
Since PUY is isotropic, the probability distribution of ı(Xl;Yl)
takes the same value for all subcodeword matrices Xl satis-
fying (3). Without loss of generality, we choose Xl = X¯,
l = 1, . . . , L, where
X¯ ,
[ √
T IMt
0
]
. (22)
Through algebraic manipulations, one can show that, under
PYL |XL=X¯L , the random variable ı
(
X¯l;Yl
)
has the same dis-
tribution as Sl. Hence, ıL
(
X¯L;YL
)
has the same distribution as∑L
l=1 Sl. This proves (16).
C. Meta-converse Upper Bound
We next establish an upper bound on R∗(n, ).
Theorem 3: Let the random variables {Y¯l ∈ CT×Mr},
l = 1, . . . , L, be i.i.d. PUY -distributed; let ∆l,1, . . . ,∆l,Mr
denote the nonzero singular values of Y¯l, and let ∆l ,
diag (∆l,1, . . . ,∆l,Mr). Further let {Ul ∈ CT×Mt}, l =
1, . . . , L, be i.i.d. isotropically distributed unitary matrices;
let D, Sl, cMt,T , and ϕρ,Mt,T be defined as in (12), (13), (14),
and (9), respectively. Finally, let
Kl , cMt,T − tr
(
∆2lUHl D−1Ul
)
− lnϕρ,Mt,T (∆l,1, . . . ,∆l,Mr). (23)
Then, for every n and every 0 <  < 1, the maximal channel
coding rate R∗(n, ) for the block-memoryless Rayleigh-fading
channel (1) is upper-bounded by
R∗(n, ) ≤ 1
n
ln
1
P
[∑L
l=1Kl ≥ nγn
] (24)
where γn is the solution of
P
[ L∑
l=1
Sl ≤ nγn
]
= . (25)
Remark 2: The conditional probability P
[∑L
l=1Kl ≥
nγn|{∆l}
]
can be computed in closed-form by evaluating the
conditional characteristic function of Kl given ∆l using the
Itzykson-Zuber integral formula [16, Eq. (3.4)].
Proof: To upper-bound R∗(n, ), we use the meta-converse
(MC) bound [7, Th. 28] with the following auxiliary distribution
QYL =
L∏
l=1
PUY . (26)
Since PUY is isotropically distributed, β1−(PYL |XL=XL , QYL)
(as defined in [7, p. 2316]) takes the same value for all XL
satisfying (3). Thus, the MC bound yields [7, Th. 28]
R∗(n, ) ≤ 1
n
ln
1
β1−(PYL |XL=X¯L , QYL)
(27)
where X¯L = [X¯, . . . , X¯], with X¯ given in (22). By the Neyman-
Pearson lemma,
β1−(PYL |XL=X¯L , QYL) = QYL [ıL(X¯
L;YL) ≥ nγn] (28)
where ıL(·, ·) is defined in (17) and γn is the solution of
PYL |XL=X¯L
[
ıL(X¯
L;YL) ≤ nγn
]
= . (29)
We conclude the proof by noting that, under QYL , the random
variable ıL(X¯L;YL) has the same distribution as
∑L
l=1Kl, and
under PYL |XL=X¯L , it has the same distribution as
∑L
l=1 Sl.
V. NUMERICAL RESULTS
We consider the same setup as in [2], which is based on the
3GPP LTE standard [17]. Specifically, the packet length is set
to n = 168 symbols (an LTE resource block). Throughout, we
set ρ = 6 dB.
Control signaling: We first consider the case where the
packet error rate is  = 10−3, which may be appropriate for the
exchange of short packets carrying control signaling. In Fig. 1,
we plot the DT lower bound (16) and the MC upper bound (24)
for the caseMt = Mr = 2 as a function of the coherence interval
T . These bounds describe R∗(n, ) accurately and demonstrate
that R∗(n, ) is not monotonic in the coherence interval T , but
that there exists an optimal value T ∗ (or equivalently, an optimal
number L∗ = n/T ∗ of time-frequency diversity branches) that
maximizes it. For T < T ∗, the cost of estimating the channel
overcomes the gain due to time-frequency diversity. For T > T ∗,
the bottleneck is the limited time-frequency diversity offered by
the channel. A similar observation was reported in [9] for the
single-antenna case.
In the figure, we also plot the outage capacity Cout, in (4) as
a function of the number of time-frequency diversity branches
L = n/T (with n = 168). As shown in the figure, the outage
capacity provides a good approximation for R∗(n, ) only when
T ≈ n, i.e., when the fading channel is essentially constant over
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the duration of the packet (quasi-static scenario). Furthermore,
Cout, fails to capture the loss in throughput due to channel
estimation overhead, which is relevant for small T .
The two additional curves in Fig. 1 correspond to the case
of Alamouti transmission [18], a scheme that provides diversity
gain 4 but no multiplexing gain [19, Sec. 9.1.5]. Both a DT
bound (not detailed here for space limitations) and the outage-
versus-achievable rate C(ala)out, of this scheme are depicted. Fig. 1
demonstrates that, if outage capacity is used as performance
metric, then a diversity-exploiting scheme such as the Alamouti
code is nearly optimal when the channel provides limited diver-
sity in time and frequency (L ≈ 1). However, if the channel
provides significant time-frequency diversity, then one should
use the antennas in multiplexing mode. For example, for the case
L = 14, the gap between the Alamouti scheme and the outage-
optimal scheme is about 0.5 bit/channel use. Furthermore, this
gap increases as L grows. This observation is one of the key
contributions of [2].
The picture changes when the limited packet size is accounted
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Fig. 3. Mt =Mr = 2, n = 168,  = 10−5.
for. WhenL is large, and hence T is small, the cost of learning the
channel is significant. This means that large multiplexing gains
are not feasible and the gap to optimality of the Alamouti scheme
decreases. For example, the throughput reduction due to the use
of the Alamouti scheme (evaluated comparing the DT-Alamouti
and the DT-USTM lower bounds) is about 0 bit/channel use for
L = 1; 0.25 bit/channel use for L = 12; and 0.18 bit/channel
use for L = 42.
In Fig. 2, we present a similar comparison for the case of
a 4 × 4 system. As no generalization of the Alamouti scheme
exists beyond the 2× 2 configuration [20], we consider instead
the combination of Alamouti and Frequency Switched Transmit
Diversity (FSTD) used in LTE [17, Sec. 11.2.2.1]. This scheme
provides diversity gain 8 and no multiplexing gain. As shown
in the figure, the gap between the MC upper bound and the DT-
USTM lower bound is small, allowing for a precise characteriza-
tion ofR∗(n, ). In contrast, the gap between the DT-USTM and
the DT-FSTD lower bound is large, which suggests that using
all 8 antennas to provide diversity gain is suboptimal also when
the time-frequency diversity is limited (i.e., L is small).
Ultra reliable communication: In Fig. 3 and Fig. 4, we con-
sider the case  = 10−5, which may be relevant for the transmis-
sion of critical information, e.g., in traffic-safety applications [3].
Compared to the case  = 10−3, the gap between the optimal
schemes and the diversity-based schemes (Alamouti for the 2×2
configuration, and FSTD for the 4× 4 case) gets smaller. This
comes as no surprise, since the higher reliability requirement
makes the exploitation of transmit diversity advantageous.
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