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a b s t r a c t
A graph is well-covered if every maximal independent set has the same cardinality. The
recognition problem of well-covered graphs is known to be co-NP-complete. Let w be a
linear set function defined on the vertices of G. Then G is w-well-covered if all maximal
independent sets of G are of the same weight. The set of weight functions w for which a
graph isw-well-covered is a vector space. We prove that finding the vector space of weight
functions under which an input graph is w-well-covered can be done in polynomial time,
if the input graph contains neither C4 nor C5 nor C6 nor C7.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Throughout this paper G = (V , E) is a simple (i.e., a finite, undirected, loopless and without multiple edges) graph with
vertex set V = V (G) and edge set E = E(G).
The graph H is an induced subgraph of G if V (H) ⊆ V (G), and E(H) coincides with set of all the edges that appear in G
over V (H). In this case H = G[V (H)], and the graph H is said to be induced by the set V (H).
Cycles of k vertices are denoted by Ck. When we say that G does not contain Ck for some k ≥ 3, we mean that G does not
admit subgraphs isomorphic to Ck. It is important to mention that these subgraphs are not necessarily induced.
Let S ⊆ V be a set of vertices, and let i ∈ N. Then
Ni(S) = {w ∈ V |min
s∈S d(w, s) = i},
where d(x, y) is the minimal number of edges required to construct a path between x and y. If i ≠ j then, obviously,
Ni(S) ∩ Nj(S) = ∅. If S = {v} for some v ∈ V , then Ni({v}) is simply denoted by Ni(v).
A set of vertices S ⊆ V is independent if for every x, y ∈ S, x and y are not adjacent. It is clear that an empty set is
independent. The independence number of a graph G, denoted α(G), is the size of a maximum cardinality independent set
in G. A graph is well-covered if every maximal independent set has the same cardinality, α(G). Finding the independence
number of an input graph is generally an NP-complete problem. However, if the input is restricted to well-covered graphs
then the problem can be solved polynomially by applying the greedy algorithm.
A well-covered graph G is 1-well-covered if and only if for every vertex v ∈ G, the graph G − v is well-covered and
α(G) = α(G− v).
Let T ⊆ V . Then S dominates T if S ∪ N1(S) ⊇ T . If S and T are both empty, then N1(S) = ∅, and therefore S dominates T .
If S is a maximal independent set of G, then it dominates V (G).
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Two adjacent vertices, x and y, in G are said to be related if there is an independent set S, containing neither x nor y, such
that S ∪ {x} and S ∪ {y} are both maximal independent sets in the graph. If x and y are related, then xy is a relating edge. It is
proved in [1] that deciding whether an edge in an input graph is relating is an NP-complete problem.
Theorem 1.1 ([1]). The following problem is NP-complete:
Input: A graph G = (V , E) and an edge xy ∈ E.
Question: Is xy a relating edge?
However, if the input graph contains neither C4 nor C6 then the problem is polynomial.
Theorem 1.2 ([9]). The following problem is polynomially solvable:
Input: A graph G = (V , E), which contains neither C4 nor C6, and an edge xy ∈ E.
Question: Is xy a relating edge?
The recognition of well-covered graphs is known to be co-NP-complete [4,11]. The problem remains co-NP-complete
even when the input graph is K1,4-free [3]. However, the problem is polynomially solvable for K1,3-free graphs [12,13], for
graphswith girth at least 5 [6], for graphs that contain neither C4 nor C5 [7], for graphswith a boundedmaximumdegree [2],
for perfect graphs of bounded clique size [5], or for chordal graphs [10]. Recognizing 1-well-covered graphs with no C4 can
be implemented in polynomial time as well [8].
Brown, Nowakowski and Zverovich investigated well-covered graphs with no C4, and presented the following open
problem.
Problem 1.3 ([1]).What is the complexity of determining whether an input graph with no C4 is well-covered?
Levit and Tankus proposed the following.
Conjecture 1.4 ([9]). The following problem can be solved in polynomial time:
Input: A graph G = (V , E) which contains neither C4 nor C6.
Question: Is G well-covered?
The main finding of this article is a polynomial time algorithm, which receives as its input a graph without C4, C5, C6 and
C7, and finds the vector space of weight functionsw for which the graph isw-well-covered.
In Section 2 we define the notion of generating subgraphs. Then we prove that given an input graph G which contains
neither C4 nor C6 nor C7, for each induced complete bipartite subgraph B of G it can be decided polynomially whether B is
generating.
In Section 3we consider the fact that a weighted graph (G;w)with the family of all its independent sets forms aweighted
hereditary system. This system is greedy if and only if G is w-well-covered. We quote several known results about greedy
hereditary systems, anduse them toprove that a graph isw-well-covered if and only if it satisfies all the constraints produced
by its generating subgraphs.
In Section 4 we consider the fact that the set of all weight functions w for which a graph is w-well-covered is a vector
space. We prove that finding that vector space can be done polynomially if the input is restricted to graphs without C4, C5,
C6 and C7.
In the Conclusions we present an open problem for further research.
2. Generating subgraphs
In this section we define the notion of a generating subgraph. Then we prove that given an input graph G without C4, C6
and C7, and an induced complete bipartite subgraph B of G, it can be decided polynomially whether B is generating.
Let G = (V , E) be a graph, and letw : V −→ R be a weight function defined on its vertices. The weight of a set S ⊆ V is
defined by:w(S) =∑s∈S w(s). The graphG isw-well-covered if allmaximal independent sets ofG are of the sameweight [2].
Let B be a complete bipartite induced subgraph of G, and denote the vertex sets of the bipartition of B by BX and BY . Then B
is a generating subgraph ofG if there exists an independent set S ofG such that S∪BX and S∪BY are bothmaximal independent
sets of G. In this case B produces the constraint that BX and BY are of the same weight. If B is a generating subgraph of G, and
w is a weight function defined on the vertices of G such thatw(BX ) = w(BY ) thenw satisfies the constraint produced by B.
When a subgraph B is isomorphic to K1,1, it is generating if and only if its two vertices are related. Hence the notion of
related vertices is an instance of a generating subgraph.
For every P ∈ {BX , BY }, let Q = V (B)P , and define
M1(P) = N1(P) ∩ N2(Q ),M2(P) = N1(M1(P))B.
Proposition 2.1. The subgraph B is generating if and only if there exists an independent subset of the set N2(B), which dominates
N1(BX )△ N1(BY ) = M1(BX ) ∪M1(BY ).
Proof. Assume that there exists an independent subset S of the set N2(V (B)), which dominates M1(BX ) ∪ M1(BY ). Let us
expand it arbitrarily to a maximal independent set S∗ in V (G)(V (B) ∪ N1(V (B))). Then S∗ ∪ BX and S∗ ∪ BY are maximal
independent sets of G. Thus, by definition, V (B) = (S∗ ∪ BX )△ (S∗ ∪ BY ) is generating.
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Conversely, assume that the subgraph B is generating. Then there exist two maximal independent sets, S1 and S2 of G
such that S1 △ S2 = V (B). Therefore, S1 ∩ S2 ∩ (N2(V (B))) is an independent set of G that dominatesM1(BX ) ∪M1(BY ). 
If B is generating, then every independent set S ⊆ V (G)(V (B) ∪ N1(V (B))) that dominates N1(BX )△ N1(BY ) is called a
witness of the fact that B is generating. According to Proposition 2.1, for every generating subgraph B, there exists a witness
S ⊆ N2(V (B)).
The following theorem is a generalization of Theorem 1.2 for the case that the input graph does not contain C7.
Theorem 2.2. The following problem can be solved in polynomial time:
Input: A graph G = (V , E) which contains neither C4 nor C6 nor C7, and a complete bipartite induced subgraph B of G.
Question: Is B a generating subgraph of G?
Proof. Let us recall that the vertex sets of the bipartition of B are denoted by BX and BY . Assume, without loss of generality,
that |BX | ≤ |BY |. Notice that since the graph G does not contain C4, the set BX contains just one element, i.e., |BX | = 1.
Let BX = {x} and BY = {y1, . . . , yk}. Since G contains neither C4 nor C6 nor C7, we obtain the following:
• ∀1 ≤ i < j ≤ kN1(yi) ∩ N1(yj) = {x}. (If N1(yi) ∩ N1(yj) contains another vertex, v, then (x, yi, v, yj) is a C4).
• ∀1 ≤ i < j ≤ kN2(yi) ∩ N2(yj) ∩ N3(x) = ∅. (If there exists v ∈ N2(yi) ∩ N2(yj) ∩ N3(x), then there are two edge disjoint
2-length paths from yi and yj to v. The vertices of these paths and the vertex x are on a C6.)
• For every 1 ≤ i < j ≤ k there are no edges between N2(yi) ∩ N3(x) and N2(yj) ∩ N3(x). (Assume that vi ∈ N2(yi) ∩ N3(x)
and vj ∈ N2(yj) ∩ N3(x) are adjacent. Then yi, vi, vj, yi and x are on a C7.)
• For every 1 ≤ i ≤ k, every connected component of N1(yi)∩N2(x) contains at most one edge. (If a connected component
of N1(yi) ∩ N2(x) contains a path (v1, v2, v3), then (v1, v2, v3, yi) is a C4.)
• Every connected component of N3(x) contains at most one edge. (Assume, on the contrary, that a connected component
of N3(x) contains a path (v1, v2, v3). Then the graph contains a forbidden cycle: Let P1, P2 and P3 be shortest paths from
v1, v2 and v3 to x, respectively. Let v be the first vertex in the intersection of P1 and P3. If v ∈ N2(x) then v1, v2, v3 and x
are on a C4. If v ∈ N1(x), they are on a C6. In the remaining case v = x. If P1 and P2 are edge disjoint then v1, v2 and x are
on a C7. Otherwise P3 and P2 are edge disjoint and v3, v2 and x are on a C7.)
• Every vertex of N3(x) is adjacent to exactly one vertex of N2(x). (Assume, on the contrary, that a vertex v ∈ N3(x) is
adjacent to two distinct vertices, v1 and v2, of N2(x). If N1(v1) ∩ N1(v2) ∩ N1(x) = ∅ then v1, v, v2 and x are on a C6.
Otherwise v1, v and v2 are on a C4.)
The fact that the graph G does not contain C6 implies the following:
• There are no edges connecting vertices ofM2(BX )with vertices ofM2(BY ).
• The setM2(BX ) ∩M2(BY ) is independent.
• There are no edges between the vertices belonging toM2(BX ) ∩M2(BY ) and the other vertices ofM2(BX ) ∪M2(BY ).
Consequently, if Sx ⊆ M2(BX ) and Sy ⊆ M2(BY ) are independent, then Sx ∪ Sy is independent as well. Therefore, by
Proposition 2.1 it is enough to prove that one can decide in polynomial time whether there exists an independent subset of
the setM2(P) dominatingM1(P), where P ∈ {BX , BY }.
Let us note that:
• Every vertex ofM2(P) is adjacent to exactly one vertex ofM1(P), or otherwise the graph G contains a C4.
• Every connected component ofM2(P) contains at most 2 vertices, or otherwise the graph G contains either C4 or C6 or C7.
Let A1, . . . , Ak be the connected components ofM2(P). Define a flow network
FP = {GF = (VF , EF ), s ∈ VF , t ∈ VF , w : EF −→ R}
as follows.
Let
VF = M1(P) ∪M2(P) ∪ {a1, . . . , ak, s, t},
where a1, . . . , ak, s, t are new vertices, s and t are the source and sink of the network, respectively.
The directed edges EF are:
• the directed edges from s to each vertex ofM1(P);
• all directed edges v1v2 s.t. v1 ∈ M1(P), v2 ∈ M2(P) and v1v2 ∈ E;
• the directed edges vai, for each 1 ≤ i ≤ k and for each v ∈ Ai;
• the directed edges ait , for each 1 ≤ i ≤ k.
Let w ≡ 1. Invoke any polynomial time algorithm for finding a maximum flow in the network, for example, Ford and
Fulkerson’s algorithm. Let SP be the set of vertices inM2(P) in which there is a positive flow.
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Assume, on the contrary, that SP is not independent. There exist two adjacent vertices, v1 and v2, in SP . Hence v1 and v2
belong to the same connected component Ai of M2(P). Therefore there exists a flow of size 1 on each of the directed edges
v1ai and v2ai in the network. There exists a flow of size at least 2 in the edge ait , which is a contradiction to the fact that all
edges in the network have capacity 1. Therefore SP is independent.
The maximality of SP implies that |M1(P) ∩ N1(SP)| ≥ |M1(P) ∩ N1(S ′P)|, for any independent set S ′P ofM2(P).
Let us conclude the proof with the recognition algorithm for generating subgraphs.
For each P ∈ {BX , BY }, build a flow network FP , and find a maximum flow. Let SP be the set of vertices in M2(P) in
which there is a positive flow. If SP does not dominateM1(P) the algorithm terminates announcing that B is not generating.
Otherwise, let S be any maximal independent set in V (G)V (B) which contains SBX ∪ SBY . Each of S ∪ BX and S ∪ BY is a
maximal independent set of G, and B is generating.
This algorithm can be implemented in polynomial time: One iteration of Ford and Fulkerson’s algorithm includes:
• Updating the flow function. (In the first iteration the flow equals 0.)
• Constructing the residual graph.
• Finding an augmenting path, if exists. The residual capacity of every augmenting path is equal to 1.
Each of the above can be implemented in O(|V | + |E|) time. In each iteration the number of vertices in M2(P) with a
positive flow increases by 1. Therefore, the number of iterations cannot exceed |V |, and Ford and Fulkerson’s algorithm
terminates in O(|V |(|V | + |E|)) time. Our algorithm invokes Ford and Fulkerson’s algorithm twice, and terminates in
O(|V |(|V | + |E|)) time. 
3. Hereditary systems
In this Section we introduce the notion of a hereditary system. We quote several known results about greedy hereditary
systems, and use them to prove that a weighted graph (G;w) is w-well-covered if and only if it satisfies all the constraints
produced by its generating subgraphs.
A hereditary system is a pair H = (S, F), where S is a finite set and F is a family of subsets of S, where f ∈ F and f ′ ⊆ f
implies f ′ ∈ F . The members of F are called feasible sets of the system.
A weighted hereditary system is a pair (H, w), where H = (S, F) is a hereditary system, and w : S −→ R is a weight
function on S. The weight of a set S ′ ⊆ S is defined by:
w(S ′) =
−
s′∈S′
w(s′).
A greedy weighted hereditary system is a weighted hereditary system (H, w) for which all maximal feasible sets are of the
same weight.
Theorem 3.1 ([14]). Let
(H = (S, F), w : S −→ R)
be a weighted hereditary system. Then (H, w) is not greedy if and only if there exist two maximal feasible sets, S1 and S2, of F
with different weights, w(S1) ≠ w(S2), such that for each a ∈ S1 \ S2 and for each b ∈ S2 \ S1, the set (S1 ∩ S2) ∪ {a, b} is not
feasible.
Let (G, w) = (V , E, w : V −→ R) be a weighted graph. Then (G, w) with the family of all its independent sets clearly
forms a weighted hereditary system. This system is greedy if and only if G is w-well-covered. Hence, the following is an
instance of Theorem 3.1.
Theorem 3.2 ([14]). Let (G, w) be a weighted graph. Then G is not w-well-covered if and only if there exist two maximal
independent sets, S1 and S2 of G with different weightsw(S1) ≠ w(S2), such that G[S1 △ S2] is complete bipartite.
We now state and prove the following.
Theorem 3.3. Let (G, w) be a weighted graph. Then G isw-well-covered if and only if it satisfies all the constraints produced by
generating subgraphs of G.
Proof. According to the definition of a generating subgraph, if G isw-well-covered and B is a generating subgraph of G, then
the vertex sets of the bipartition of Bmust have equal weights.
Assume that G is notw-well-covered. By Theorem 3.2, there exist twomaximal independent sets S1 and S2 of G such that
w(S1) ≠ w(S2), and the subgraph G[S1 △ S2] is complete bipartite. Let H = G[S1 △ S2] be a complete bipartite subgraph.
The union of S1 ∩ S2 with either vertex set of the bipartition of H is a maximal independent set of the graph. Therefore, H is
generating. 
4. The vector space
The set of all weight functions w : V −→ R for which the graph G = (V , E) is w-well-covered is a vector space [2].
Assume that G contains neither C4 nor C5 nor C6 nor C7. In Section 2 we proved that for every complete bipartite induced
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subgraph B of G it is possible to decide in polynomial time whether B is generating. In Section 3 it was shown that the union
of constraints produced by all generating subgraphs of G is the vector space of weight functions under which G is w-well-
covered. However, the number of generating subgraphs of G is not necessarily polynomial. In this section we supply an
algorithm to find the requested vector space in polynomial time.
For every v ∈ V , define Lv to be the vector space of weight functions of G satisfying the union of all constraints produced
by subgraphs B of Gwith BX = {v}. Suppose thatw is a weight function defined on V . Then G isw-well-covered if and only
ifw ∈v∈V Lv .
Theorem 4.1. Let G = (V , E) be a graph that contains neither C4 nor C5 nor C6 nor C7. For every v ∈ V it is possible to find Lv
in polynomial time.
Proof. Let v ∈ V . For every non-empty vertex set S ⊆ N1(v), define
M1(S) = N1(S) ∩ N2(v) and M2(S) = N2(S) ∩ N3(v).
If S = {y} is a single vertex, thenM1({y}) andM2({y})will be abbreviated toM1(y) andM2(y), respectively. Let D(v) be the
set of all vertices y of N1(v) such that there exists an independent set ofM2(y)which dominatesM1(y). Note that y ∈ D(v)
if and only if v and y are related in the subgraph of G induced by {v, y} ∪M1(y)∪M2(y). Hence it is possible to find D(v) by
invoking the algorithm presented in the proof of Theorem 2.2 for each y ∈ N1(v).
Our first step is to build a family {Fv}v∈V of generating subgraphs such that all the constraints produced by the members
of Fv span the vector space Lv .
For every v ∈ V , define Fv to be the family of the following bipartite subgraphs of G:
• B∗ ∈ Fv , where B∗ is a graph with the following bipartition: B∗X = {v} and B∗Y containing exactly one vertex from every
connected component of D(v).
• If B∗ is not a copy of K1,1, then B∗{y} ∈ Fv for every y ∈ B∗Y ∩ N1(N2(v)).• G[V (B∗)△ V (C)] ∈ Fv for every connected component C of D(v) such that |V (C)| = 2.
Since G does not contain C4, every connected component of D(v) contains 2 vertices at most. For every y ∈ D(v), let
Sy be an independent set of M2(y), which dominates M1(y). Let us prove that

y∈D(v) Sy is independent. Suppose, on the
contrary, that there exist two adjacent vertices a1, a2 ∈ y∈D(v) Sy. It means that there are y1, y2 ∈ D(v), y1 ≠ y2 such that
a1 ∈ Sy1 ⊆ M2(y1) and a2 ∈ Sy2 ⊆ M2(y2). Since d(y1, a1) = d(y2, a2) = 2, the vertices v, y1, a1, a2, y2 belong to C7, which
contradicts the hypothesis of the theorem.
For every vertex y ∈ N1(v) we define a set m(y) of size at most 1: If M1(y) ≠ ∅ then m(y) is a single vertex of M1(y),
otherwise m(y) = ∅. If y1, y2 ∈ N1(v), then m(y1) ∪ m(y2) is independent, because G does not contain C5, and Sy1 ∪ m(y2)
is an independent set, since G does not contain C6.
For every member of Fv we present a witness that it is generating:
• A witness of B∗ is:
S∗ =

y∈B∗Y
Sy
 ∪
 
y∈(N1(v)B∗Y )
m(y)
 .
• Let y ∈ B∗Y ∩ N1(N2(v)). A witness of B∗{y} is:
(S∗Sy) ∪m(y).
• Let C = {y1, y2} be a connected component of D(v)with 2 vertices, and assume, without loss of generality, that y1 ∈ B∗Y .
A witness of G[V (B∗)△ V (C)] is:
(S∗(Sy1 ∪m(y2))) ∪ Sy2 ∪m(y1).
Our next step is to prove that the constraint produced by every generating subgraph B of G with BX = {v} is dependent
on the constraints produced by the members of Fv . Indeed, let B be a generating subgraph of G with BX = {v}. Then there
exist connected components C1, . . . , Cp of D(v) of size 2, and members y1, . . . , yq of D(v), such that
B = G

V (B∗)△
 
1≤j≤p
V (Cj)

{yi|1 ≤ i ≤ q}

.
Then the constraint produced by B is dependent on the constraints of the following members of Fv:
• B∗.
• B∗{yi} for every 1 ≤ i ≤ q.
• G[V (B∗)△ V (Cj)] for every 1 ≤ j ≤ p.
A weight functionw belongs to the vector space Lv if and only if it obeys the following constraints:
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• w(B∗X ) = w(B∗Y ). (The constraint produced by B∗).• If B∗ is not a copy of K1,1 then w(y) = 0 for every vertex y which is a connected component of D(v) of size 1. (A linear
combination of the constraints produced by B∗ and B∗{y}.)
• If B∗ is not a copy of K1,1 then w(y1) = w(y2) for every connected component Cj = {y1, y2} of D(v) of size 2. (A linear
combination of the constraints produced by B∗ and G[V (B∗)△ V (Cj)].)
The algorithm of finding a spanning set of Lv is completed.
For each y ∈ N1(v) the decision whether y ∈ D(v) takes O(|V |(|V | + |E|)) time. Hence, D(v) can be found in
O(|V |2(|V | + |E|)) time. In summary, the complexity of the algorithm finding Lv is O(|V |2(|V | + |E|)). 
Theorem 4.2. Let G = (V , E) be a graph that contains neither C4 nor C5 nor C6 nor C7. Then it is possible to find in polynomial
time the vector space of weight functionsw under which the graph G isw-well-covered.
Proof. According to Theorem 3.3, the vector space of weight functions of G under which the graph isw-well-covered is the
maximum linear subspace satisfying all the constraints produced by generating subgraphs of G. Since G does not contain C4,
one of the vertex sets of the bipartition of every generating subgraph comprises only one vertex. Hence, the required vector
space is

v∈V Lv .
By Theorem 4.1, for every v ∈ V one can find Lv in O(|V |2(|V | + |E|)) time. Consequently, {Lvi |1 ≤ i ≤ |V |} can be
found in O(|V |3(|V | + |E|)) time. In order to find the intersectionv∈V Lv , which is the vector space of weight functions
under which the graph is w-well-covered, it is enough to apply the Gaussian elimination procedure to a matrix of size
(
∑|V |
i=1 gi) • |V |, where gi is the number of generating subgraphs of G belonging to Fvi . Since
∑|V |
i=1 gi ≤ |V |2, the time
complexity of the Gaussian elimination procedure for thismatrix is bounded byO(|V |4). Finally,v∈V Lv may be constructed
in O(|V |3(|V | + |E|)). 
5. Conclusions
An important question for any family of graphs is: Does there exist an efficient recognition algorithm? The fact that well-
covered graph recognition is co-NP-complete was proved independently in [4,11]. A more challenging problem is how to
find the vector space of weight functions allowing a graph to bew-well-covered.
Our main conjecture reads as follows.
Conjecture 5.1. The following problem can be solved in polynomial time:
Input: A graph G which contains neither C4 nor C6 nor C7.
Question: Find the vector space of weight functionsw under which the graph G isw-well-covered.
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