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POLARIZATION OF KOSZUL CYCLES WITH APPLICATIONS
TO POWERS OF EDGE IDEALS OF WHISKER GRAPHS
JU¨RGEN HERZOG, TAKAYUKI HIBI AND AYESHA ASLOOB QURESHI
Abstract. In this paper, we introduced the polarization of Koszul cycles and
use it to study the depth function of powers of edge ideals of whisker graphs.
Introduction
Polarization is a technique to deform an arbitrary monomial ideal I in a polyno-
mial ring S into a squarefree monomial ideal I℘ in a larger polynomial ring S℘ such
that S/I is a quotient of S℘/I℘ modulo a regular sequence of linear forms. The
polarized ideal I℘ has a nice property that it has the same graded Betti numbers
as I. Therefore, many questions regarding monomial ideals can be reduced to the
study of squarefree monomial ideals. The fact that I and I℘ has same graded Betti
numbers implies that the corresponding Koszul homology modules of the ideal and
its polarization have the same vector-space dimension. Therefore, it is natural to
ask whether cycles whose homology classes form a basis of the Koszul homology of
I can be naturally lifted to cycles representing a basis for the Koszul homology of
I℘. In Theorem 1.1, it is shown that this is indeed the case.
In his book [12, Proposition 6.3.2], Villarreal uses polarization to give a sim-
ple proof of the fact that the edge ideal of a whisker graph is Cohen-Macaulay.
Given a finite simple graph G on the vertex set V (G) = {x1, . . . , xn} and the edge
set E(G). One defines whisker graph G∗ of G to be the graph with vertex set
{x1, . . . , xn, y1, . . . , yn} and edge set E(G) ∪ {{xi, yi} : i = 1, . . . , n}. By using the
results of Section 1, one easily sees that the homology classes of the cycles
xi1 . . . xikej1 ∧ ejn−k ∧ fi1 ∧ . . . ∧ fik(1)
with S = {i1, . . . , ik} a maximal independent set of G and {j1, . . . , jn−k} = V (G) \
S, form a basis of the Koszul homology Hn(x1, . . . , xn, y1, . . . , yn;S
∗/I(G∗)). Here
e1, . . . , en, f1, . . . , fn is a S
∗-basis of free module K1(x1, . . . , xn, y1, . . . , yn;S
∗/I(G∗))
with ∂(ei) = xi and ∂(fj) = yj. A basis cycle as described in (1) is used in Section 2
in the study of the powers of edge ideals of whisker graphs.
The homological and algebraic behavior of powers of an ideal has been subject
of many research papers in recent years. In particular, the nature of the depth
function f(k) = depth(S/Ik) of a graded ideal I in a polynomial ring S is still
quite mysterious. While it is known by a classical result of Brodmann [2] that f(k)
for k ≫ 0 is constant, the behavior of f(k) is not so well understood for initial
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values of k. In [8], it is shown that any non-decreasing bounded integer function
f(k) is the depth function of a suitable monomial ideal and it is conjectured that
f(k) can be any convergent nonnegative integer valued function. In support of this
conjecture, it was shown in [1] that f(k) may have arbitrarily many local maxima.
On the other hand, it seems that the depth function for the edge ideals behave more
tamely. In particular, it is expected that the depth function of an edge ideal is a
non-increasing function. This is indicated by the fact that edge ideals satisfy the
persistence property for the associated prime ideals of their powers, as shown in [4].
Interesting lower bounds for the depth function of an edge ideal have been achieved
by Morey [10]. On the other hand, even for simple graphs like a line graph or a
cycle, the precise depth function is unknown.
In this paper we give an upper bound for the depth function for any connected
whisker graph. In fact we show in Theorem 2.2 that for any connected graph G
on the vertex set [n], we have depth(S∗/I(G∗)k) ≤ n − k + 1 for k = 1, . . . , n. It
can be shown by examples that this upper bound is no longer valid if we drop the
assumption that G is connected. For connected graph this upper bound is obtained
by constructing suitable non-vanishing homology classes for the Koszul homology of
the powers of I(G∗). The cycles representing these non-vanishing homology classes
are obtained as products of certain 1-cycles and an (n−1)-cycle which is defined via
an independent set of G. For showing that the homology of this product of cycles
in the corresponding homology group is non-vanishing, we use a combinational fact
proved in Proposition 2.1 which says that any connected graph admits a friendly
independent set in the sense as described in this proposition. By using results from
[4] and [5], we show in Corollary 2.4 that depth(S∗/I(G∗)k) = 1 for k ≥ n if G is
bipartite and depth(S∗/I(G∗)k) = 0 for k ≥ n if G is non-bipartite.
The upper bound for the depth of the powers of a whisker graph given by our
Theorem 2.2 is not always attained. The simplest examples for such case are the
whisker graphs of a 3-cycle or 4-cycle. On the other hand, Villarreal [12, Proposition
6.3.7], has shown that depth(S∗/I(G∗)2) ≥ n−1 if G is tree (or even a forest) on the
vertex set [n]. In Theorem 2.5, we extend the result of Villarreal and show that for
any forest G one has depth(S∗/I(G∗)k) ≥ n− k+ 1 for k = 1, . . . , n. Together with
Theorem 2.2 we conclude that for any tree G we have depth(S∗/I(G∗)k) = n−k+1
for k = 1, . . . , n.
1. Polarization of Koszul cycles
Let K be a field and I ⊂ S = K[x1, . . . ,n ] a monomial ideal in the polynomial
ring S. We denote as usual by G(I) the unique minimal set of monomial generators
of I. If u = xa11 · · ·x
an
n is a monomial, we call a = (a1, . . . , an) the multi-degree of u
and set degxi u = ai for all i.
Let ci = max{degxi u : u ∈ G(I)} for i = 1, . . . , n, and let S
℘ be the polynomial
ring over K in the variables xij , i = 1, . . . , n, j = 1, . . . .ci. The polarization of I is
the squarefree monomial I℘ ⊂ S℘ generated by the monomials u℘ with u ∈ G(I)
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where for u = xa11 · · ·x
an
n one sets
u℘ =
∏
i=1,...,n
∏
j=1,...,ai
xij .
We extend this polarization operation to elements in the Koszul complex. Let
K(x; I) be the Koszul complex of the sequence x = x1, . . . , xn with values in I.
Recall that Ki(x) =
∧i F where F =⊕nj Sej and where ∂ej = xj for j = 1, . . . , n,
and that K(x; I) = K(x)⊗ I. Thus an element of Ki(x; I) is of the form∑
J
fJeJ ,
where the sum is taken over all ordered sets J = {j1 < j2 < · · · < ji} of cardinality
i, where fJ ∈ I and where eJ = ej1 ∧ ej2 ∧ · · · ∧ eji.
Next we consider the Koszul complex K(x℘; I℘). Here x℘ is the sequence
x11, x12, . . . , x1c1 , x21, . . . , x2c2 , . . . , xn1, . . . , xncn,
and Ki(x
℘) =
∧iG where G =⊕i=1,...,n⊕j=1,...,ci S℘eij .
We call an element uJeJ a monomial of K(x; I) if uJ is a monomial. We set
degxi(uJeJ) = degxi uJ + δj,
where
δj =
{
1, if j ∈ J,
0, otherwise.
and call
deg(uJeJ ) = (degx1(uJeJ), . . . , degxn(uJeJ))
the multi-degree of uJeJ .
For any monomial uJeJ of multi-degree≤ c (componentwise) where c = (c1, . . . , cn),
we define the polarization of uJeJ to be the monomial
(uJeJ)
℘ = u℘Jej1aj1+1 ∧ ej2aj2+1 ∧ · · · ∧ ejiaji+1,
in K(x℘; I℘), where J = {j1 < j2 < · · · < ji}, and ai = degxi uJ .
We extend this polarization operator to an arbitrary multi-homogeneous element
f =
∑
J λJuJeJ , λJ ∈ K, of multi-degree ≤ c , by setting
f℘ =
∑
J
λJ(uJeJ)
℘.
If follows from [3, Theorem 3.1] that any non-vanishing homology class of Hi(x; I)
can be represented by a multi-homogeneous cycle z =
∑
J λJuJeJ in Ki(x; I) with
deg z ≤ c. Thus the polarization of such cycles is defined.
The following example demonstrate the polarization of cycles: let I = (x21x2, x1x
2
2).
Then z = x1x
2
2e1 − x
2
1x2e2 is a cycle in K1(x1, x2; I), and z
℘ = x11x21x22e12 −
x11x12x21e22.
With the notation introduced, we have
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Theorem 1.1. Let I ⊂ S = K[x1, . . . , xn] be a monomial ideal and let c =
(c1, . . . , cn) be the integer vector with ci = max{degxi u : u ∈ G(I)} for i = 1, . . . , n.
Let z1, . . . , zr be multi-homogeneous cycles with multi-degree ≤ c, whose homology
classes form a K-basis of Hi(x; I). Then the homology classes of the cycles z
℘
1 , . . . , z
℘
r
form a K-basis of Hi(x
℘; I℘).
The theorem will be a consequence of the following
Lemma 1.2. Let M be a finitely graded S-module, and assume that x1 is a non
zero-divisor modulo M . Then there is a natural isomorphism
ϕ : Hi(x1, . . . , xn;M)→ Hi(x2, . . . , xn; M¯),
where M¯ is the S¯ = S/x1S-module M/x1M . This isomorphism is given as follows:
let z ∈ Zi(x1, . . . , xn;M) and write z = e1∧z0+z1 with z1 ∈ Ki(x2, . . . , xn;M). Then
the homology class [z] ∈ Hi(x1, . . . , xn;M) is mapped to [z¯1] ∈ Hi(x2, . . . , xn; M¯),
where z¯1 is obtained from z1 by taking the residue classes of the coefficients of z1
modulo x1.
Proof. Observe that z¯1 is indeed a cycle in K(x2, . . . xn; M¯), because 0 = x1z0− e1∧
∂z0 + ∂z1. From this equation it follows that e1 ∧ ∂z0 = 0 and hence ∂z¯1 = 0. Next
we show that ϕ is well defined. Let z be as in the statement and let w = z+∂b where
b ∈ Ki+1(x1, . . . , xn;M). Let b = e1 ∧ b0 + b1 with b1 ∈ Ki+1(x2, . . . , xn;M). Then
w = e1∧w0+w1 where w1 = z1+x1b0+∂b1. We have to show that [w¯1] = [z¯1]. But
this is obvious, because w¯1 = z¯1 + ∂b¯1, so that w¯1 and z¯1 differ only by a boundary
in Ki(x2, . . . , xn; M¯).
Since Hi(x1, . . . , xn;M) ∼= Tor
S
i (K;M) and Hi(x2, . . . , xn; M¯)
∼= TorS¯i (K, M¯), we
conclude that dimK Hi(x1, . . . , xn;M) = dimK Hi(x2, . . . , xn; M¯). Indeed, since x1
is a non-zero on M , the graded minimal free resolution of M¯ is obtained from
the graded minimal free resolution of M be reduction modulo x1. This implies
that dimK Tor
S
i (K;M) = dimK Tor
S¯
i (K, M¯). Hence, in order to prove that ϕ is an
isomorphism, it suffices to show that ϕ is surjective.
Let [v] ∈ Hi(x2, . . . , xn; M¯). There exists z1 ∈ Ki(x2, . . . , xn;M) with z¯1 = v.
It follows that ∂z1 = −x1z0 for some z0 ∈ Ki−1(x2, . . . , xn;M). Since 0 = ∂
2z1 =
−x1∂z0, we see that ∂z0 = 0. Now we set z = e1 ∧ z0 + z1. Then z is a cycle and
ϕ[z] = [v]. 
Proof of Theorem 1.1. Fix an integer 1 ≤ i ≤ n. For each u ∈ G(I) we define
u′ =
{
(u/xi)y, if x
2
i |u,
u, otherwise.
The element u′ is called the 1-step polarization of u with respect to the variable xi,
and the ideal I ′ = ({u′|u ∈ G(I)}) is called a 1-step polarization of I. Obviously, the
(complete) polarization of I can be obtained by a sequence of 1-step polarization.
Let I ′ be the 1-step polarization of I with respect to xi. Without loss of generality,
we may assume that i = 1. We consider the Koszul complex K(y, x1, . . . , xn; I
′) =
(
∧
H)⊗I ′ where H is the free S[y]-module with basis f, e1 . . . , en and where ∂f = y
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and ∂ej = xj for j = 1, . . . , n. Let z =
∑
J λJuJeJ be a multi-homogenous cycle of
Ki(x1, . . . , xn; I) with deg z ≤ c whose homology class is non-zero.
We set z′ =
∑
J λJ(uJeJ)
′, where
(uJeJ)
′ =


uJeJ , if x1 ∤ uJ ,
u′JeJ , if x1|uJ and 1 /∈ J,
uJe
′
J , if x1|uJ and 1 ∈ J.
Here e′J is obtained from eJ by replacing the factor e1 in eJ by f .
As an example we consider again the cycle z = x1x
2
2e1 − x
2
1x2e2 in K1(x1, x2; I)
where I = (x21x2, x1x
2
2). Then z
′ = x1x
2
2f − x1yx2e2.
We claim that z′ is a cycle in Ki(y, x1, . . . , xn; I
′), and that the map
Hi(y, x1, . . . , xn; I
′)→ Hi(x1, . . . , xn; I), [z
′] 7→ [z]
is an isomorphism. From this claim the theorem follows by induction on the number
of 1-step polarization which are required to obtain the polarization I℘ of I.
Proof of the claim: we first show that z′ is a cycle. We first discuss the case when
degx1 z ≤ 1.
By the definition of (uJeJ )
′, we have (uJeJ)
′ = uJeJ , for all J . It shows that
z = z′ and hence z′ is a cycle.
Now we discuss the case when degx1 z > 1. Let z = e1 ∧ z0 + z1 and z
′ =
f ∧ z′0 + z
′
1 with z1 ∈ Ki(x2, . . . , xn; I) and z
′
1 ∈ Ki(x1, . . . , xn; I
′). Moreover, z0 =∑
1∈J λJuJeJ\{1} and z1 =
∑
1/∈J λJuJeJ . From the definition of z
′ we see that
z′0 = z0 and z
′
1 =
∑
1/∈J λJu
′
JeJ where u
′
J = yuJ/x1. It implies that z
′
1 = (y/x1)z1.
By applying ∂ on z′, we get ∂(z′) = yz0 + ∂(z
′
1) = yz0 + (y/x1)∂(z1). It shows that
x1∂(z
′) = y∂(z) = 0. Hence ∂(z′) = 0.
We first observe that y−x1 is a non-zero divisor on S[y]/I
′ and that I ′/(y−x1)I
′ =
I. Therefore, by Lemma 1.2, there exists the isomorphism ϕ : Hi(y, x1, . . . , xn) =
Hi(y − x1, x1, . . . , xn; I
′) → Hi(x1, . . . , xn; I). Thus it remains to be shown that
ϕ([z′]) = [z]. Applying the Lemma 1.2, we write z′ = (f − e1) ∧ w0 + w1.
By definition,
z′ =
∑
x1∤uJ
uJeJ +
∑
x1|uJ ,1/∈J
u′JeJ +
∑
x1|uJ ,1∈J
uJf ∧ eJ\{1}
=
∑
x1∤uJ
uJeJ +
∑
x1|uJ ,1/∈J
u′JeJ +
∑
x1|uJ ,1/∈J
uJ(f − e1) ∧ eJ\{1} +
∑
x1|uJ ,1∈J
uJeJ .
Therefore,
w1 =
∑
x1∤uJ
uJeJ +
∑
x1|uJ ,1/∈J
u′JeJ +
∑
x1|uJ ,1∈J
uJeJ .
From this it follows that w¯1 = z, which by the definition of ϕ implies that ϕ([z
′]) =
[z], as desired. 
Corollary 1.3. Let I ⊂ S be a monomial ideal as in Theorem 1.1. Let z1, . . . , zr
be multi-homogeneous cycles with multi-degree ≤ c, whose homology classes form a
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K-basis of Hi(x;S/I) for i ≥ 1. Then the homology classes of the cycles z
℘
1 , . . . , z
℘
r
form a K-basis of Hi(x
℘;S℘/I℘).
Proof. We notice that for i ≥ 1 there is an isomorphism ϕ : Hi(x
℘;S℘/I℘) →
Hi+1(x
℘; I℘) with ϕ([z]) = [∂(w)] and w ∈ K(x℘;S℘) such that z = w+I℘K(x℘;S℘).
Since ∂(f℘) = (∂(f))℘ for any multi-homogenous element f ∈ K(x;S℘) with deg f ≤
c, the desired conclusion follows. 
As an example for the polarization of Koszul cycles, we consider whisker graphs.
Let G be a finite simple graph on the vertex set [n] = {1, . . . , n}. The whisker graph
G∗ of G is the graph with the vertex set V (G∗) = {1, . . . , n} ∪ {1′, . . . , n′} and the
edge set E(G∗) = E(G) ∪ {{1, 1′}, {2, 2′}, . . . , {n, n′}}.
Figure 1 displays the whisker graph of the graph G with edges {1, 2}, {2, 3}, {3, 4}
and {4, 2}.
•
• •
•
•
•
•
•
1′
2′ 3′
2
4
3
4′
1
Figure 1.
Let K be a field. The edge ideal I(G) of G is the monomial ideal in S =
K[x1, . . . , xn] generated by the monomials xixj with {i, j} ∈ E(G). We con-
sider the edge ideal I(G∗) of the whisker graph G∗ of G as the monomial ideal
in S∗ = K[x1, . . . , xn, y1, . . . , yn] with I(G
∗) = IG + ({xkyk|k ∈ [n]}).
Next, we let J(G) = (I(G), x21, . . . , x
2
n). Then, obviously, I(G
∗) = J(G)℘, where
for simplicity we set xi = xi1, yi = xi2, for i = 1, . . . , n. For the polarized Koszul
complex of K(x1, . . . , xn; I(G)) we use the notation ei = ei1 and fi = ei2. Given a
cycle
∑
J λJuJeJ ∈ K(x1, . . . , xn; J(G)) representing a non-zero homology class, the
polarized cycle in K(x1, . . . , xn, y1, . . . , yn; I(G
∗)) is given as
∑
J λjujeJ ′ where eJ ′
is obtained from eJ by replacing ej for j ∈ J by fj if xj |u.
Note that Hn(x1, . . . , xn; J(G)) is minimally generated by the homology classes
[ue1 ∧ . . . ∧ en] with u = xi1 . . . xik where {i1, . . . , ik} is a maximal independent set
of G. Recall that a subset S ⊂ V (G) is an independent set of G if {i, j} /∈ E(G)
for all i, j ∈ S. The set S is called a maximal independent set if S ∪ {k} is not
independent for all k /∈ V (G) \ S.
It follows from Corollary 1.3, that the elements
xi1 . . . xikej1 ∧ ejn−k ∧ fi1 ∧ . . . ∧ fik(2)
form a basis of Hn(x1, . . . , xn, yi, . . . , yn;S
∗/I(G∗)) where S = {i1, . . . , ik} is a max-
imal independent set of G and {j1, . . . , jn−k} = V (G) \ S.
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2. Powers of whisker graphs
In this section, we want to study the powers of whisker graphs. For the formulation
of the main result we introduce the following concept. Let G be a finite simple graph
on [n], and let S be a maximal independent subset of V (G). We define the graph
ΓS(G) with vertex V (ΓS(G)) = S and {i, j} ∈ E(ΓS(G)) if and only if there exists
k ∈ V (G) \ S such that {i, k}, {j, k} ∈ E(G).
Proposition 2.1. Let G be a finite simple connected graph. Then there exists an
independent set S such that ΓS(G) is connected.
Proof. Let ∆(G) be the clique complex of G with cliques F1, . . . , Fr. We are going
to construct the independent set S of G as follows. Let v1 ∈ V (F1). We may assume
that v1 ∈ V (Fi) for i = 1, . . . , t and v1 /∈ V (Fi) for i > t. If t = r, then we are
done. Assume that t < r. Since G is connected, there exists Fi with i > t, say
Ft+1, such that V (Ft+1)∩V (Fj) 6= ∅ for some j ≤ t. Since Ft+1 is a maximal clique,
V (Ft+1) 6⊂
⋃t
i=1 V (Fi) because otherwise v1 ∈ V (Ft+1), a contradiction. Hence,
we may choose v2 ∈ V (Ft+1) \
⋃t
i=1 V (Fi). We may assume that v2 ∈ V (Fi) for
i = t + 1, . . . , s and does not belong to any other clique. If s = r, then ΓS(G)
is a line graph with vertex set {v1, v2}. Indeed, {v1, v2} /∈ E(G) because the set
of neighbors of v1 is equal to
⋃t
i=1 Fi and v2 /∈
⋃t
i=1 Fi. On the other hand, if
k ∈ V (Ft+1)∩V (Fj). then {v1, k}, {v2, k} ∈ E(G). Therefore, {v1, v2} ∈ E(ΓS(G)).
Consider all Fj for j > s such that V (Fj) ⊂
⋃t
i=1 V (Fi). We may assume that it is
the case for Fs+1, . . . , Fk. If k = r, then {v1, v2} is an independent set for G, and we
are done. If k < r, then since G is connected there exists a clique Fi, say Fk+1, such
that V (Fk+1)∩V (Fj) 6= ∅ for some j < k and V (Fk+1) 6⊂
⋃s
i=1 V (Fi)(=
⋃k
i=1 V (Fi)).
We choose v3 ∈ V (Fk+1)\
⋃s
i=1 V (Fi). If j < t then {v1, v3} will be an edge of ΓS(G),
and if t + 1 ≤ j ≤ s, then {v2, v3} will be an edge of ΓS(G). Proceeding this way,
we obtain the desired independent set S of G such that ΓS(G) is connected. 
We call an independent set S of G friendly if it satisfies the condition that ΓS(G)
is connected. For example, if we consider the line graph L on vertex set [4] with
edges {{1, 2}, {2, 3}, {3, 4}}. Then S = {1, 3} is a friendly independent set of L
while {1, 4} is not a friendly independent set of L.
Theorem 2.2. Let G be a finite simple connected graph on vertex set [n], and G∗
be the whisker graph of G. Furthermore, let I(G∗) ⊂ S∗ = K[x1, . . . , xn, y1, . . . , yn]
be the edge ideal of G∗. Then
depth(S∗/I(G∗)k) ≤ n− k + 1, for k = 1, . . . , n.
Proof. Let M be an S∗-module and consider the Koszul complex
K(M) = K(x1, . . . , xn, y1, . . . , yn;M)
with K1(M) =
⊕n
i=1Mei ⊕
⊕n
j=1Mfj and ∂ei = xi and ∂fj = yj, for all i, j.
We first show that
H2n−2(I(G
∗)n) 6= 0.
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This will imply that depth(S∗/I(G∗)n) ≤ 1. To see that the above Koszul homol-
ogy does not vanish, we proceed as follows.
By Proposition 2.1 we may choose a friendly independent set S of G with |S| = s.
Since ΓS(G) is connected, there exists a spanning tree T of ΓS(G) with s− 1 edges
α1, . . . , αs−1. We may assume that α1, . . . , αs−1 is a leaf order for T . In other words,
the following conditions are satisfied: (i) α1 has a free vertex in T , (ii) for each j > 1,
αj ∩αi 6= ∅ for some i < j and αj has a free vertex in the tree Tj = α1, . . . , αj . Now,
we label the vertices of T inductively as follows: 1 is the free vertex of α1 in T1 and
the other vertex in T1 is given the label 2. Suppose, the labeling of Tj−1 is defined.
Then we give the new vertex of Tj , the label j + 1. Then α1 = {1, 2} and for each
j > 1, αj = {ij , j + 1}, where {ij} = αj ∩ αi.
The following Figure 2, gives an example of such a labeling.
• •
•
•
•
•
2 4
1
3
5
6
α3
α1
α2 α4
α5
Figure 2.
According to our labeling of T , we have S = {1, . . . , s}. By definition of ΓS(G),
there exists for each edge αj = {ij , j + 1} ∈ E(T ), a vertex vj ∈ {s + 1, . . . , n}
such that {ij, vj}, {vj, j + 1} ∈ E(G). Then zj = xijxvjej+1 − xj+1xvjeij is a cycle
belonging to Z1(I(G
∗)).
Furthermore, for each k ∈ {s + 1, . . . , n}, we choose jk ∈ S such that {k, jk} ∈
E(G). Then zk = xkxjkfk − xkykejk is a cycle belonging to Z1(I(G
∗)). This gives
n− s such cycles.
Let
c =
s∏
i=1
xies+1 ∧ . . . ∧ en ∧ f1 ∧ . . . ∧ fs.
Note that by (2), c is a cycle in Zn(S
∗/I(G∗)) whose homology class [c] inHn(S
∗/I(G∗))
is non-zero. In particular, [∂(c)] is non-zero homology class in Hn−1(I(G
∗)).
Let
a = c ∧ z1 ∧ . . . ∧ zs−1 ∧ zs+1 ∧ . . . ∧ zn.
Observe that a ∈ K2n−1(I(G
∗)n−1). We set z = ∂(a). Then z ∈ Z2n−2(I(G
∗)n).
Indeed, z = ∂(c) ∧ z1 ∧ . . . ∧ zs−1 ∧ zs+1 ∧ . . . ∧ zn, and it has coefficients in I(G
∗)n
because ∂(c) and each zi has coefficients in I(G
∗).
We claim that [z] is a non-zero homology class in H2n−2(I(G
∗)n). To prove the
claim, we show that z is not a boundary, that is, there does not exist any b ∈
K2n−1(I(G
∗)n) such that z = ∂b. On contrary, assume that such b exists. Then
∂(b) = ∂(a) = z implies ∂(a − b) = 0 which gives a − b ∈ Z2n−1(I(G
∗)n−1). Then,
there exists b′ ∈ K2n(S
∗) such that ∂(b′) = a−b where b′ = ve1∧. . .∧en∧f1∧. . .∧fn
and v is a monomial in S∗ because all cycles under consideration are Z2n-graded.
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Note that
w = (
s∏
i=1
xi)(
n∏
k=s+1
xkxjk)(
s−1∏
j=1
xijxvj )e2 ∧ · · · ∧ en ∧ f1 ∧ · · · ∧ fn
with ij , jk ∈ S, k, vj ∈ {s+ 1, . . . , n} is a non-zero term of a and it is not cancelled
by any other term of a because the product e2 ∧ · · · ∧ en ∧ f1 ∧ · · · ∧ fn appears only
once in the expansion of a. To see this, consider
c ∧ zs+1 ∧ · · · ∧ zn = (
s∏
i=1
xi)(
n∏
k=s+1
xkxjk)es+1 ∧ · · · ∧ en ∧ f1 ∧ · · · ∧ fn.(3)
Therefore, it follows that the term w appears only once in the expansion of a if
e2 ∧ · · · ∧ es−1 appears only once in the expansion of z1 ∧ · · · ∧ zs−1. Now to see this,
we write zj = gj−hj , where gj = xijxvjej+1 and hj = xj+1xvjeij for j = 1, . . . , s−1.
Note that for 1 ≤ t ≤ s−1 the wedge product z1∧ · · ·∧ zt is a linear combination of
gi1 ∧ · · · ∧ gik ∧ hj1 ∧ · · · ∧ hjt with {i1, . . . , ik} ∪ {j1, . . . , jt} = {1, . . . , t}. We prove
by induction on t that among these terms g1 ∧ · · · ∧ gt is the only term that does
not contain e1. For t = 1, the assertion is trivial. Now let t > 1 and assume that
th sonly term that does not contain e1 is g1 ∧ · · · ∧ gt−1. Then, the only terms of
z1 ∧ · · · ∧ zt which do not contain e1 are either g1 ∧ · · · ∧ gt or g1 ∧ · · · ∧ gt−1 ∧ ht.
However, by the definition of the cycles zj given in terms of the tree T it follows
that it = {2, . . . , t− 1}. Therefore, g1 ∧ · · · ∧ gt−1 ∧ ht = 0.
Next, we show that a ∈ K2n−1(I(G
∗)n−1) \ K2n−1(I(G
∗)n). For this it suffice to
show that w ∈ K2n−1(I(G
∗)n−1) \K2n−1(I(G
∗)n), because w is a non-zero term of
a which does not cancel against any other term in a, as we have just seen. In fact,
(
∏s
i=1 xi)(
∏n
k=s+1 xkxjk)(
∏s−1
j=1 xijxvj ) which is coefficient of w, there are n−1 terms
with indices in {s + 1, . . . , n} and n + s − 1 terms with indices in S = {1, . . . , s}.
Since S is a maximal independent set, this implies that w contains a product of
exactly n− 1 generator of I(G∗).
Since all coefficients of b = a− ∂(b′) are in I(G∗)n and the term w which appears
in the expansion of a does not have coefficient in I(G∗)n, w must be cancelled by
some term of ∂(b′). This gives
vx1e2∧· · ·∧enf1∧ . . .∧fn = (
s∏
i=1
xi)(
n∏
k=s+1
xkxjk)(
s−1∏
j=1
xijxvj )e2∧· · ·∧en∧f1∧· · ·∧fn,
which implies
v = (
s∏
i=2
xi)(
n∏
k=s+1
xkxjk)(
s−1∏
j=1
xijxvj ) ∈ I(G
∗)n−1.
The coefficient of the term vyne1 ∧ . . . ∧ enf1 ∧ · · · ∧ fn−1 which appears in the
expansion of ∂(b′) does not belong to I(G∗)n because xn is the only neighbor of yn.
Also the term vyne1 ∧ . . . ∧ enf1 ∧ · · · ∧ fn−1 is not cancelled by any of the terms
of a because from (3) we can see that all terms of a contain the wedge product
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f1 ∧ · · · ∧ fn as a factor. Hence, our assumption that z is a boundary leads us to
contradiction.
For simplicity of notation, we set z′i = zi for i = 1, . . . , s− 1 and z
′
i = zi+1 for i =
s+1, . . . , n−1. Note that ∂(c)∧z′1∧· · ·∧z
′
k−1 ∈ Zn+k−2(I(G
∗)k). We claim that this
cycle is not a boundary in K(I(G∗)k). This then implies that depth(S∗/I(G∗)k) ≤
n+ k − 1 since Hn+k−1(S
∗/I(G∗)k) ∼= Hn+k−2(I(G
∗)k) 6= 0.
In order to prove the claim, assume that there exists b ∈ Kn+k−1(I(G
∗)k) such
that ∂(b) = ∂(c)∧z′1∧· · ·∧z
′
k−1. Let b
′ = b∧z′k∧· · ·∧z
′
n−1. Then b
′ ∈ K2n−1(I(G
∗)n)
and ∂(b′) = ∂(b) ∧ z′k ∧ · · · ∧ z
′
n−1 = z, a contradiction. 
Our hypothesis of Theorem 2.2 which requires that G is connected is needed. For
example, if we take the disconnected graph G on vertex [4] with edge {{1, 2}, {3, 4}},
then depth(S∗/I(G∗)4) = 2.
Remark 2.3. Let I be an arbitrary monomial ideal in K[x1, . . . , xn, y1, . . . , yn]. In
[9, Theorem 3.3], it is shown that depth(S/Ik) ≤ 2n− k + 1 for k = 1, . . . , r, where
r < 2n is a number depending on I. Comparing this result with our Theorem 2.2,
where I is the edge ideal of a whisker graph, our bound is about half of the bound
which is valid for general monomial ideals.
Corollary 2.4. Let G be a finite simple connected graph on vertex set [n], G∗ be
the whisker graph of G, and I(G∗) ⊂ S∗ be the edge ideal of G∗. If G is bipar-
tite, then depth(S∗/I(G∗)k) = 1 for all k ≥ n, and if G is non-bipartite, then
depth(S∗/I(G∗)k) = 0 for all k ≥ n.
Proof. Suppose first that G is bipartite. Then G∗ is bipartite as well. It follows
from [11, Theorem 5.9] that the depth(S∗/I(G∗)k) ≥ 1 for all k. Thus our The-
orem 2.2 implies that depth(S∗/I(G∗)n) = 1. On the other hand, since the Rees
ring R(I(G∗)) of I(G∗) is Cohen-Macaulay (see for example [6, Corollary 5.20]), the
result of Eisenbud and Huneke [5, Proposition 3.3] yields the desired conclusion.
Now let G be a non-bipartite graph. It follows from [4, Corollary 4.3], applied to
our case, that Ass(S∗/I(G∗)k) = Ass(S∗/I(G∗)n) for all k ≥ n. On the other hand,
since G is non-bipartite, we know by [4, Corollary 3.4] that depth(S∗/I(G∗)k) = 0
for k ≫ 0. This implies that depth(S∗/I(G∗)k) = 0 for all k ≥ n. 
In general the upper bounds for the depth of the powers of the edge ideal of a
whisker graph given in Theorem 2.2 are not attained. For example, if G is a 3-
cycle then depth(S∗/I(G∗)) = 3 and depth(S∗/I(G∗)k) = 0 for all k ≥ 2. Even
if G is bipartite, this bound is not attained. For example, if G is a 4-cycle, then
depth(S∗/I(G∗)) = 4, depth(S∗/I(G∗)2) = 3 and depth(S∗/I(G∗)k) = 1 for k ≥ 3.
On the other hand, Villarreal showed [12, Proposition 6.3.7], that if G is a forest
then depth(S∗/I(G∗)2) ≥ n − 1. Together with our Theorem 2.2 it follows that
depth(S∗/I(G∗)2) = n− 1. By using the arguments applied in Villarreal’s proof, we
now show more generally
Theorem 2.5. Let G be a forest on n vertices and let
I = I(G∗) ⊂ S∗ = K[x1, . . . , xn, y1, . . . , yn]
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be the edge ideal of G∗. Then
depth(S∗/Ik) ≥ n− k + 1 for k = 1, . . . , n.
Proof. We show this by induction on k+n. If k+n = 1, then either k = 1 or n = 1.
If k = 1, then depth(S∗/Ik) = n since I is a Cohen-Macaulay of height n and for
n = 1 the assertion is trivial.
Let xn be a free vertex of the forest G with {xn−1, xn} ∈ E(G). Following the
notation used in the proof [12, Proposition 6.3.7], we denote by J the ideal which
is obtained by I by substituting xn = 0 and by L the ideal which obtained from
J by substituting xn−1 = 0. Furthermore, we set K = (J
k, xn−1xn, xnyn). Since
(Jk, xn−1xn) : xn = (L
k, xn−1), we obtain the exact sequence
0→ S∗/(Lk, xn−1)→ S
∗/(Jk, xn−1xn)→ S
∗/(Jk, xn)→ 0.
Since J is edge of a whisker forest on n− 1 vertices and L is the edge ideal of the
whisker forest on n− 2 vertices, our induction hypothesis implies that
depth(S∗/(Lk, xn−1)) ≥ n− k + 2 and depth(S
∗/(Jk, xn)) ≥ n− k + 1.
This implies that
depth(S∗/(Jk, xn−1xn)) ≥ n− k + 1.(4)
Since (Jk, xn−1xn) : xnyn = (L
k, xn−1), we obtain the exact sequence
0→ S∗/(Lk, xn−1)→ S
∗/(Jk, xn−1xn)→ S
∗/K → 0.(5)
From (4) and (5), we obtain
depth(S∗/K) ≥ n− k + 1.(6)
Note that (Ik, xnyn) = (J, xn−1xn)
k + (xnyn). Therefore, (I
k, xnyn) : xn−1xn =
(J, xn−1xn)
k : xn−1xn + (yn). Since (J, xn−1xn) is the edge ideal of the graph for
which {n − 1, n} is an edge with free vertex n, it follows by result of Morey [10,
Lemma 2.10] that (J, xn−1xn)
k : xn−1xn = (J, xn−1xn)
k−1. Therefore, altogether we
have that (Ik, xnyn) : xn−1xn = (J, xn−1xn)
k−1 + (yn). Thus, we obtain the exact
sequence
0→ S∗/((J, xn−1xn)
k−1 + (yn))→ S
∗/(Ik, xnyn)→ S
∗/K → 0.(7)
We claim that for k = 2, . . . , n we have depth(S∗/(J, xn−1xn)
k−1) ≥ n − k + 2.
Therefore, (6) and (7) implies
depth(S∗/(Ik, xnyn)) ≥ n− k + 1.(8)
By using (8) and our induction hypothesis, the exact sequence
0→ S∗/Ik−1 → S∗/Ik → S∗/(Ik, xnyn)→ 0.
yields that depth(S∗/Ik) ≥ n− k + 1 and proves our theorem.
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It remains to prove the claim. For that we use induction on k. For k = 2, this
inequality is shown in the proof of [12, Proposition 6.3.7]. Suppose that k > 2. Since
(J, xn−1xn) is the edge ideal of a tree with free vertex n, we may apply [10, Lemma
2.10], and obtain the exact sequence
0→ S∗/(J, xn−1xn)
k−2 → S∗/(J, xn−1xn)
k−1 → S∗/(Jk−1, xn−1xn)→ 0.
By our induction hypothesis, depth(S∗/(J, xn−1xn)
k−2) ≥ n−k+3 and (4) applied
for k − 1 yields depth(S∗/(J, xn−1xn)
k−2) ≥ n − k + 2. Therefore, it follows that
depth(S∗/(J, xn−1xn)
k−1) ≥ n− k + 2, as desired. 
By combining Theorem 2.2 and Theorem 2.5, we obtain
Corollary 2.6. Let G be a tree. Then
depth(S∗/I(G∗)k) = n− k + 1 for k = 1, . . . , n.
More generally, we expect that if G is a forest with m connected components,
then
depth(S∗/I(G∗)k) =
{
n− k + 1, if k ≤ n−m+ 1,
m, if k ≥ n−m+ 1.
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