Abstract-A parallel algorithm for detecting dominant points on a digital closed curve is presented. The procedure requires no input parameter and remains reliable even when features of multiple sizes are present on the digital curve. The procedure first determines the region of support for each point based on its local properties, then computes measures of relative significance (e.g., curvature) of each point, and finally detects dominant points by a process of nonmaxima suppression. This procedure leads to an important observation that the performance of dominant points detection depends not only on the accuracy of the measure of significance, hut mainly precise determination of the region of support. This solves the fundamental problem of scale factor selection encountered in various dominant point detection algorithms. The inherent nature of scale-space filtering in the procedure is addressed and the performance of the procedure is compared to those of several other dominant point detection algorithms, using a number of examples.
I. INTRODUCTION
S INCE Attneave's famous observation that information on the shape of a curve is concentrated at dominant points having high curvature [ 11, a number of algorithms have been suggested for finding the extrema on a digital curve. In general, there are two approaches to the problem. One is to detect the dominant points directly through angle or comer detection schemes [2] - [8] . The other approach is to obtain a piecewise linear polygonal approximation of the digital curve subject to certain constraints on the goodness of fit [9] , [lo] ;' dominant points then correspond approximately to the actual or extrapolated intersections of adjacent line segments of the polygon. It is pointed out in [15] that piecewise linear polygonal approximation with variable breakpoints will tend to locate vertices as actual dominant points. In this paper, we shall restrict our discussion to the former approach. The latter approach, which is essentially that of performing side de-tection, can be considered as a dual notion to the former approach.
It is observed that any of the above algorithms, except [5] , from either the former or latter approach, requires one or more input parameters. These parameters usually represent the region of support for the measurement of local properties (e. g . , curvature) at each point on the curve. They are selected based on the level of detail represented by the digital curve. In general, it is difficult to find a set of parameters suitable for a curve that consists of multiple size features. Too large a region of support will smooth out the fine features of a curve, whereas a small region of support will generate a large number of redundant dominant points. This is a fundamental problem of scale because the features describing the shape of a curve vary enormously in size and extent, and there is seldom a well-defined basis for choosing an appropriate scale (or smoothing) parameter correspond to a particular feature size [ 161.
In this paper, we present a dominant point detection algorithm which requires no input parameter. Our algorithm is motivated by the Rosenfeld-Johnston angle detection procedure [2] , in which both an incorrect region of support and incorrect curvature measures may be assigned to a point if the input smoothing parameter is not chosen correctly, and hence dominant points may be suppressed [17] . To overcome this problem, we propose that the region of support, and hence the corresponding scale or smoothing parameters, of each boundary point should be determined independently, based on its local properties. We further show that once the region of support of each point is determined, various measures of significance (e.g., curvature measures) of each point can be computed accurately for the detection of the dominant points. This leads to an important observation: the detection of dominant points relies not only on the accuracy of measures of significance, but primarily on the precise determination of the region of support. This finding is contrary to the notion of traditional dominant point detection algorithms, in which accurate determination of discrete curvature measures is believed to be the major factor in detecting reliable dominant points.
In Section II, we briefly review various dominant point detection algorithms. These include 1) the angle detection procedure by Rosenfeld and Johnston [2] , 2) the improved angle detection procedure by Rosenfeld and Weszka [3] , 3) the comer finding algorithm by Freeman and Davis [4] , 0162-8828/89/0800-0859$01.00 0 1989 IEEE 4) the dominant point detection procedure by Sankar and Sharma [5] , and 5) the vertex detection algorithm by Anderson and Bezdek [6] . In Section III, various measures of significance are defined and discussed; an algorithm to determine the local region of support, providing a basis for choosing the smoothing parameter is described; and the dominant point detection algorithm is presented. In Section IV, we compare our algorithm to the five algorithms mentioned above. We compare the performance of these algorithms using four digital closed curves with respect to 1) the number of detected dominant points, 2) the error introduced in approximating the closed curve by the polygon generated by joining the dominant points, and 3) the computational load. In Section V, the inherent nature of scale-space filtering of our algorithm is addressed, and a discussion and conclusions are presented.
II. DOMINANT POINT DETECTION ALGORITHMS
Let the sequence of II integer-coordinate points describe a closed curve C, c= (p, = (x;,y;),i = 1, *** ,?z} (2.1) where p, + , is a neighbor of pi (modulo n). The Freeman chain code of C consists of the n vectors
each of which can be represented by an integer f= 0, *** ) 7 (2.3) as shown in Fig. 1 where 1/47rfis the angle between the X-axis and the vector. The chain of C is defined as { F';, i = 1, --a, n} and pi = Z;+,,. All integers are modulo n.
Since dominant points on a curve correspond to points of high curvature, the various existing dominant point detection algorithms first compute an estimate of the curvature at each point on the curve. Next, a two-stage procedure is applied to choose dominant points. In the first stage, some input threshold is applied to the curvature estimates to eliminate those points whose curvature is absolutely too low to be considered as dominant points. In the second stage, a process of nonmaxima suppression is applied to the remaining points to eliminate any points whose curvature estimates are not local maxima in a sufficiently large segment of the curve. In this section, we briefly discuss five dominant point detection algorithms [2]-[6] . Table I gives a brief summary of these algorithms and our proposed algorithm. All the algorithms except [6] are parallel in nature, in the sense that the results at each point do not depend on the results obtained at other points.
A. Rosenfeld-Johnston Angle Detection Procedure (1973 VI) This parallel procedure is analogous to the Rosenfeld- Thurston edge detection algorithm [18] , which detects significant maxima in average gray-level gradients by using a variable degree of smoothing. Here cosik is the cosine of the angle between the k vectors a'jk and &k, SO that -I % cos,k 5 1, and cos;k = + 1 for the sharpest angle (O"), and -1 for a straight line ( 180").
2) Select a smoothing factor m (either n/ 10 or n/ 15 [2] ) based on the level of detail of C. At each point pi, COmpUte { cOs;k, k = 1, . * * , m }.
3) Assign region of support hi and curvature value COS;,~, to point pi for the largest h such that co%?l < COSj,,,( -, < . . * < cos;.h, 2 cos;,/,, -, . (2.6) 4) Retain those points pi where COS;,~, 2 cosj,h, for all j such that Ii -jl 4 h;/2, (2.7) as the curvature maxima.
B. Rosenfeld-Weszka Improved Angle Detection Procedure (1975 [3] )
The procedure described earlier is analogous to the edge detection algorithm developed in [ 181. However, this algorithm can lead to incorrect results when edges occur too close to one another [ 191. A modified algorithm, developed in [20] , has overcome this difficulty. This improved detection procedure is an analog of the modified edge de-tection algorithm in [20] . Specifically, after step 2) of the Rosenfeld-Johnston procedure, the k cosines (k > 1) at each point are smoothed as follows:
The { COSik } are then treated just like the ( cosik } after step 2).
C. Freeman-Davis Corner Finding Algorithm (1977 141) This algorithm starts with scanning the chain { c';, i = 1, 0.. ) n } with a moving straight line segment which connects the end points of a sequence of s links. As the line segment moves from one chain node to the next, the angular differences between successive segment positions are used as a smoothed measure of local curvature along the chain. 
2) Define the incremental curvature 6,, as twice the mean over two adjacent angular differences 6i.5 = e,+ 1,sei-1,s.
(2.11)
The incremental curvature is a smoothed measure of curvature; the greater the s, the heavier the smoothing. For a well-quantized curve, s will range normally from a minimum of 5 to a maximum of 13.
3) A comer is characterized by three incremental curvature regions-two for which 6i, fluctuates within relatively narrow limits due to quantization noise, separated by a third region consisting of precisely s + 1 nodes in which C 6i,~ equals a significant value. Specifically, define the comerity at node i by2 In this procedure, the dominant points are computed iteratively as the points of maximum global curvature, based on the local curvature of each point with respect to its immediate neighbors. First it is observed that each point of a closed curve having exactly two neighbors can be classified into three classes based on the local curvature, as shown in Table II . For those points having more than two neighbors, let (i, j ) be the point with k immediate neighbors where k 2 3. Find all possible pairs of 2-neighbor configurations of (i, j ), viz., a total of ("2) combinations. Assign to each such pair the corresponding local curvature, using Table II . From this collection, omit those pairs with zero curvature. Among the rest, if all the pairs have been assigned positive (negative) curvature, then the point (i, j ) is assigned the weight + 1 ( -1); on the other hand, if some pairs have positive curvature while the rest have negative curvature, then the point (i, j ) is assigned the weight 0.
Sankar-Sharma Procedure
Let P( i, j ) refer to the curvature value at the (i, j )th point on the picture plane. NDOMINATE + n, the total number of points DOLD + 0, the empty set. 1) Assign the numerical weight to each point (i, j ) as P( i, j ) + 0, or + 1 or -1 using Table II (2.14) I
3) Detect the dominant points as the set D defined as
(2.15)
If NDOMZNATE > 1 D 1, the number of currently detected dominant points, Set NDOMINATE + 1 D 1; DOLD +-D redo step 2) else stop DOLD is the required set of dominant points.
E. Anderson-Bezdek Vertex Detection Algorithm (1984 tw
All the methods discussed so far utilize various schemes for approximating discrete curvature. In [6] , tangential deflection and curvature of discrete curves are defined based on the geometrical and statistical properties associated with the eigenvalue-eigenvector structure of sample covariance matrices. Specifically, it has been proven in [6] that the nonzero entry of the commutator of a pair of scatter matrices constructed from discrete arcs is related to the angle between their eigenspaces, and the entry (in certain limiting cases) is also proportional to the analytical curvature of the plane curve from which the discrete data are drawn. The sequential algorithm then identifies the location of vertices of the discrete curves based on excessive cumulative tangential deflection between successive vertices, an approach which differs markedly from all the previous approaches of searching for points of relative curvature extrema.
Anderson-Bezdek Algorithm
Inputs: Four input parameters are required. 1) A tangential deflection angle threshold Ae,, typically in the range, 5" < At), < 25".
2) A smoothing factor m, typically in the range, 5 I m I 15.
3) A baseline acceptability parameter ehl, typically in the range, 0.7 < ebi < 0.9. 4) A minimum number of data points d between successive baseline vertices.
Outputs: The number of vertices c, their index labels ui, i = 1, * * * , c, and a designation of each vertex as a baseline threshold or tangential deflection threshold vertex.
Start-Up: Call the first data point a temporary vertex, set va = 1, i = 0, and c = 0.
Steps: la) From the ith vertex with label vi set 1 = Zii. lb) If 1 > n, stop. Otherwise, define the provisional baseline arc X( I), from which subsequent tangential deflections will be computed as X (1) There are two major problems with dominant point detection on digital curves. One is the precise definition of discrete curvature, the other is the determination of the region of support for the computation of the curvature. In the real Euclidean plane, curvature is defined as the rate of change of slope as a function of arc length. For the curve y = f(x), this can be expressed in terms of deriv-atives as
For a digital curve, if the discrete curvature is defined by simply replacing the derivatives in (3.1) by first differences, there is a problem that small changes in slope are impossible, since successive slope angles on the digital curve can differ only by a multiple of 45'. This difficulty is overcome in various dominant point detection algorithms discussed in Section II by using k > 1 differences, rather than by simply using the first differences (k = 1). In other words, a smoothed version of discrete curvature is measured, and k can be viewed as a smoothing parameter. Another way to overcome this problem is to use higher order chain codes [21] where the directions are quantized in more than eight steps.
A number of other authors have also concentrated on techniques involving direct measurements of discrete curvature or functions of discrete curvature [6] , [22]-[24] . These measurements are used in various dominant point detection algorithms to detect dominant points in the final steps of nonmaxima suppression. We shall call these functions measures of significance [25] , S( . ). Hence, the k cosine measures [(2.5) and (2.8)] in Rosenfeld-Johnston and Rosenfeld-Weszka, the comerity measure [(2.12)] in Freeman-Davis, the weighted curvature measure [(2.14)] in Sankar-Sharma, and the tangential deflection measure [(A.8) and (A.9)] in Anderson-Bezdek algorithms are all different types of measures of significance.
Since an approximate smoothed version of discrete curvature is measured in various algorithms, an appropriate smoothing factor (for example, m in the case of the Rosenfeld-Johnston procedure) has to be selected based on the level of detail represented in the digital curve in order to measure the discrete curvature to a certain degree of accuracy. This smoothing factor is in fact a function of the region of support which is used to compute the measure of significance. In general, the higher the level of detail, the smaller the smoothing factor to be selected. A major difficulty arises when a digital curve has features at various levels of detail. Here, if too large a smoothing factor is selected, some dominant points of fine features will be missed. On the other hand, if too small a smoothing factor is selected, extra nondominant points of coarse features may be detected, which constitutes redundancy. Both cases result in inaccuracy of dominant point detection. It has been remarked in [2] that the user of these procedures has to select a smoothing factor appropriate to the class of curves to be processed. However, the difficulty still remains, because curves usually consist of features of multiple sizes and this can only be overcome by using different smoothing factors for regions having different levels of detail.
In the next section, we show that the reliability and accuracy of dominant point detection depend not only on the accurate determination of discrete curvature, but primarily on the accurate determination of the smoothing factor of each point based on the local properties of that region. Our proposed algorithm requires no input smoothing parameter. The smoothing factor (or the region of support) of each point pi of the curve, which varies from point to point, is determined based on the local properties of pi. The determination of regions of support has also been referred to as the determination of domain D ( * ) [25] . We should point out that although the Sankar-Sharma procedure also requires no input smoothing parameters, it does not involve any determination of regions of support and the results are no better than those of any of the other methods tested (see Section IV).
In order to show and emphasize the implication of the determination of the region of support, we use the following three different measures of significance, which correspond to different degrees of accuracy of discrete cur- Davis [17] has pointed out that incorrectly chosen regions of support may cause the measures of significance to be computed over inappropriate neighborhoods which may subsequently cause dominant points to be discarded. The Rosenfeld-Weszka procedure deals with this problem by presmoothing the k cosines by averaging [see (2. S)]. However, it does not provide much better results.
The problem of the determination of regions of support has also been addressed by a number of other authors. Langridge [26] pointed out that each boundary point of a closed curve should have its own view of the curve. A dominant point should have a view which constitutes a meaningful region of support of the curve and should block the view from neighboring nondominant points. The author suggested that if we are trying to find whether a point dominates a section of the boundary, a possible constraint is that the point must be at a maximum height relative to the chord that joins the ends of the boundary fragment. However, while he noted that a criterion limiting how far around the curve this procedure should go is necessary, he did not suggest what criterion should be used. Rosenberg 1251 noted that certain points of a convex blob perceptually dominate other points of the blob. He further presented methods for the determination of regions of support with specific reference to convex blobs, and suggested that nonconvex blobs can be analyzed by decomposing them into convex blobs. However, this approach seems unreasonable and has been criticized by Davis [ 171. We now present a simple iterative algorithm to determine the region of support of a point pi of a closed curve. As discussed earlier, one of the problems is the accurate This makes sense for a continuous circle, but for a digital circle (say, of high resolution) there will be too many redundant points.4 To overcome this, condition (b) is used to limit how far around the curve condition (a) should be applied, a condition which is not made specific by Langridge. In fact in Fig. 2(d) (from [3] ), p, q, and r will be assigned regions of support of 4, 1, and 2, respectively, using condition (b) alone, which are argued in [3] to be having "best regions of support" of 4, 3, and 2, respectively. Intuitively, q should be assigned a best region of support of 1, since if small k's give the same cosine value as large ones, the angle must be sharp [27] ; therefore the smallest k ( 1, not 3 ) should be taken as the best region of support of q. For the type of curve in Fig. 2(e) , condition (b) but not condition (a) is necessary to ensure the correct detection of p, q, r, s, and t as dominant points. Hence, in order to ensure correct detection of dominant points for a general curve, both conditions (a) and (b) must be used. detection of dominant points when they occur too close to one another. It can be shown that condition (a) in (3.5a) alone will overcome the problem. In Fig. 2(a) (Fig. 4 of  [2] ), for example, a region of support of 1 and a cosine value of -1 will be assigned to p using condition (a) alone; both are correct. Similarly, in Fig. 2(b) (Fig. 2 of  [ 17] ), a region of support of 1 will be assigned to both i and j, while cosine values of cos (I ) and cos (J ) will be assigned to i and j, respectively, all are correct. Now consider the case of a circle in Fig. 2(c) . Every point on the circle will be assigned a region of support of diameter I and a cosine value of 0 using condition (a) alone, resulting in every point being detected as a dominant point.
C. Teh-Chin Dominant Point Detection Algorithm
A measure of significance, for example curvature which involves computing derivatives, must be determined over some region of support; however, there is rarely a sound basis for choosing this parameter. The chord length and the perpendicular distance introduced in the previous session provides a basis for choosing the appropriate region of support. The measure of significance of each point is determined by using the neighboring points within the extent. The measure of significance and the region of support of each point are then used to guide the selection of points to be removed. The points remaining after the removing process are the dominant points. We now present our dominant point detection algorithm. 2) Select a measure of significance (e.g., from one of the three defined at the end of Section III-A) and calculate its absolute value for each point, ( S( pi > ( . 3a) 1st pass: Perform nonmaxima suppression as follows; retain only those points pi where The 2nd pass in Step 3b) is equivalent to a sort of "fine tuning" adjustment in the positions of some dominant points. It can be skipped if not desired; a few dominant points may appear one point away from where they should be. l For the case when 1 curvature is selected as a measure of significance, the 4th pass in Step 3d) can be simplified by simply suppressing pi + , for groups of exactly 2 points that still survived.
Steps l), 2), and 3a) in the algorithm can be processed in parallel, and Steps 3b), 3c), and 3d) are processed sequentially, starting from the first contour point. The number of points survived after the process of nonmaxima suppression in Step 3a) is usually only a small fraction of the total input contour points. Thus, the sequential processing in Step 3) [i.e., Steps 3b)-3d)] is relatively inexpensive. This can be seen from the result in Section IV that the CPU processing time of our algorithm implemented sequentially is comparable to, and in some cases even much shorter than, those of the rest of the algorithms. The second pass in Step 3b) is essentially used to eliminate points having zero curvature. The third pass in
Step 3c) is needed to take care of points having regions of support of 1. 
IV. EXPERIMENTAL
RESULTS Dominant points on a digital curve can be used as a compact and effective representation of the curve for shape analysis and pattern classification [9] , [ 151. The polygon drawn by joining the adjacent dominant points is used to approximate the shape of the object. A quantitative measure of the quality of the detected dominant points is used in this paper, defined as the pointwise error between the digital curve and the approximating polygon. The error between a point p, of a digital closed curve C, as defined in (2. l), and the approximating polygon is defined as the perpendicular distance of the point to the approximating line segment. We denote this error by ei. Two error norms between C and its approximating polygon can be defined In this section, we compare our algorithm with the five algorithms discussed in Section II. Four closed curves were chosen to compare the algorithms with respect to 1) the number of detected dominant points, 2) the approximation errors E, and E,, and 3) the total CPU processing time. Fig. 3 is a chromosome-shaped curve with 60 vertices, Fig. 4 is a leaf-shaped curve with 120 vertices, Fig.  5 is a figure-8 curve with 4.5 vertices, and Fig. 6 shows a ON PATTERN curve consisting of three semi-circles having different radii, and has 102 vertices. The first three figures are taken from [2] and the last figure represents a typical example of a curve which has features of multiple sizes. The chain code of each curve, which constituted the input to all the algorithms, was coded in a clockwise direction starting from the point marked with q on each curve, using the Freeman code defined in Fig. 1 . The chain codes of all the curves can be found in Appendix B. All algorithms were implemented in Pascal and executed on a VAX 750 computer. All algorithms have the same input and output format,5 and process data in the clockwise direction. The results obtained by applying the six algorithms to Fig. 3 are shown in Figs. 3(a)-3(f) , which are also summarized in Table III 1) CPU Processing Time: The Sankar-Sharma algorithm is the most expensive one because of the iterative nature of the algorithm. The Rosenfeld-Weszka algorithm is relatively expensive because it takes an additional step of k cosine smoothing. There is little difference in computational loading among the rest of the four algorithms. It should be noted that the processing time of those algorithms requiring input parameters depends on the values of the parameters. In the Teh-Chin algorithm, three different measures of significance are used; of these, the 1 curvature measure is the least expensive.
2) Approximation Errors: Our algorithm consistently outperforms the rest of the algorithms in terms of both approximation error measures. The approximation errors obviously depend on the number of detected dominant points, nd. The data compression ratios of the total number of input contour points to the number of detected dominant points, n/n& are tabulated in the tables.
3) Number of Detected Dominant Points: Of the two algorithms which require no input parameters, our algorithm consistently detects more dominant points than the Sankar-Sharma algorithm does. This is because of the iterative approach of the Sankar-Sharma algorithm, in which the iteration process terminates when the number of detected dominant points converges to a minimum. This final set of minimal number of detected dominant points, however, does not necessary correspond to an accurate representation of the curve, as can be seen in Figs. 4(d) and 6(g). In fact, this is also the cause of its large computational load and large approximation errors. Obviously, the termination criterion is ad hoc and some other criteria, perhaps the approximation errors, could be used.
The number of dominant points detected by the rest of the four algorithms depends on the input parameters. In 'For the case of the Sankar-Sharma procedure, an additional set of input data has to be provided to differential the interior and exterior of the closed curve. IN FIG. 6 general, the larger the region of support introduced by the input parameters, the lower the number of dominant points detected. Table VI shows the results of Fig. 6 , which depicts a curve consisting of three regions having features of multiple sizes. The upper semicircle represents a coarse feature and requires a large region of support to avoid detecting redundant nondominant points. The two semicircles on the left and right represent finer features and hence require a smaller region of support to detect accurate dominant points. Fig. 6(a) shows that for the case of the Rosenfeld-Johnston algorithm, a large region of support performs reasonably well on the upper semicircle, but not on the other three smaller semicircles, where it misses dominant points. On the other hand, Fig. 6(b) shows that by using a smaller region of support, the dominant points of the smaller semicircles are detected accurately, but a large number of redundant nondominant points are detected on the big semicircle. This same phenomenon can also be observed in Figs. 6(c)-6(i) .
The above problem is overcome by our algorithm by varying the region of support automatically based on the level of detail in the local region. Figs. 6(j)-6(l) show the results; no dominant points are missed nor are redundant nondominant points detected.
4) The Importance of Region of Support: The results obtained by our algorithm using three different measures of significance (which correspond to different degrees of accuracy of discrete curvature estimates) are very much the same. This shows that dominant point detection relies heavily on the accurate determination of the local region of support, but not on the accuracy of discrete curvature estimations.
V. DISCUSSIONS AND CONCLUSION
In two-dimensional shape representation, points with high curvature (i.e., dominant points) are an important attribute of shape. The locations of the detected dominant points must be accurate and the number of points must provide a good representation of the shape without redundancy. Moreover, if dominant points are to be used in automatic pattern classification schemes, they must be generated automatically without relying on the knowledge of any special properties of the input pattern. In addition to all of the above discussed issues, another important one is the problem of adaptability. The problem is not so much with the appropriate selection of the input parameters, but with how well the algorithm adapts to changes in the input pattern, such as scale change, translation, and rotation.
Our dominant point detection algorithm does not have the shortcoming of requiring a set of fixed input parameters. Its ability to vary the region of support for the computation of local curvature enables the algorithm to perform reliably even when the object is scaled or consists of multiple size features. This can be seen from the results in Fig. 6 (j)-6(l).
The problem of scale has been a common source of difficulty in a number of signal description applications. In general, the description obtained depends heavily on the scale of measurement. At too fine a scale, one is swamped with extraneous detail. At too coarse a scale, important features may be missed, while those that survive will be distorted by the effects of excessing smoothing. In general, there is seldom a sound basis for choosing the scale of measurement a priori. One way to overcome the probto organize or simplify the description in a compact way. The scale-space filtering approach introduced by Witkin [16] deals effectively with this problem, and manages the ambiguity of descriptions of the signal at multiple scales.
In our algorithm, each region of a curve with an appropriate length is represented by a dominant point based on the local context of the region. This can be viewed as smoothing the curve by varying length windows. Hence, our algorithm is very much similar to the approach in Witkin's scale-space filtering.
It should be noted that our algorithm involves the computation of the perpendicular distance & of a point pi to a chord form by joining the two points pi -k and pi + k, which is computationally heavy. Instead, the perimeter length of pi -k and p, + k, which can be computed easily, can be used to replace djl.. APPENDIX A Let X and Y be a pair of data sets drawn from a closed curve C, { x = (x,, yi ), i = 1, * . . , n }, then the definition of their associated properties are given in Table VII .
The matrix A in (A. lc) is given explicitly by 
