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We study the impact of trimerization (breathing) of the nearest-neighbor (NN) exchange on the
planar XY spin-1/2 ferromagnet on the kagome lattice, including additional four-site ring exchange.
For uniform NN exchange, this model has previously been shown to transit from a long-range ordered
ferromagnet into a Z2 quantum spin liquid by virtue of the ring exchange. Using quantum Monte-
Carlo calculations, based on the stochastic series expansion, we present results for the spin stiffness,
the quantum phase diagram, the longitudinal static, as well as the transverse dynamic structure
factor. Our results corroborate 3D XY universality also at finite trimerization and suggest a simple
continuation of the quantum critical point of the uniform case into a line in terms of rescaled exchange
parameters. Moreover, at any trimerization and in the ordered phase the elementary excitations
can be understood very well in terms of linear spin wave theory, while beyond the critical line, in
the spin liquid phase we find signatures of spinon continua.
I. INTRODUCTION
Quantum spin liquids (QSL) constitute intriguing
forms of magnetic matter, which are attracting great in-
terest since several decades by now [1–6]. QSLs are char-
acterized by the absence of local magnetic order param-
eters, even at zero temperature, they show fractionalized
excitations, long-ranged topological entanglement, and
quantum orders beyond Landau’s paradigm of symme-
tries and spontaneous symmetry breaking. Proposals for
putative QSLs mostly rest on an underlying gauge struc-
ture [7], e.g. U(1) or Z2, likely related to the non-locality
of the fractional excitations [5].
Frustration of spin interactions is a prime ingredient
to drive magnetic systems into QSL states. This renders
quantum Monte-Carlo (QMC) calculations widely inap-
plicable as an unbiased tool, because of the minus-sign
problem [8]. Among the few exceptions, in which a Z2
QSLs can exactly be shown to exists in D ≥ 2 dimensions
[9] and for which quantum Monte-Carlo methods can be
applied [10], is Kitaev’s spin model, with frustrated com-
pass exchange on the honeycomb lattice. Another case of
great interest are variants of the class of Balents-Fisher-
Girvin (BFG) type models [11], which comprise certain
XXZ Hamiltonians with Ising frustration and easy-axis
anisotropy, e.g. on the kagome lattice. In the strong-
anisotropy limit, the low-energy manifolds of these mod-
els are exponentially degenerate from Sz constraints on
local units and feature ring exchange K ∼ J2XY /Jz. The
latter can lead to dynamics dual to quantum dimer mod-
els [12, 13] and realizes a similar Z2 gauge structure [14–
20].
Consequently the BFG QSLs are topologically ordered
with four-fold ground state degeneracy on the torus in 2D
and represent a deconfined phase [21–23]. The decon-
fined non-local elementary excitations are analogous to
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those of the toric code, i.e. ’electric’ e-particles (spinons,
neutral spin-1/2 excitations) and ’magnetic’ m-particles
(vortices, visons) [5, 13, 23, 24]. The e- and m-particles
are relative semions [5, 23], and in the BFG models the
spinons are known to have bosonic statistics [11]. As
for additional fingerprints of a Z2 QSL, the BFG phase
hosts symmetry-protected edge states for open boundary
conditions [25] and displays topological entanglement en-
tropy [19, 20].
An explicit low-energy Hamiltonian to study the BFG
QSL on the kagome lattice is the XY-model with ring
exchange on four-site bow-ties [18, 26], as in Fig. 1
H = −1
2
∑
〈ij〉
Jij
(
S+i S
−
j + h.c.
)−K ∑
〈ijkl〉∈./
Pijkl , (1)
where S±i are spin-1/2 raising and lowering operators on
sites i and Jij ≥ 0 and K ≥ 0 are the nearest-neighbor-
(NN) and ring exchange constants, respectively. The ring
exchange Pijkl = S
+
i S
−
j S
+
k S
−
l +S
−
i S
+
j S
−
k S
+
l acts on each
bow-tie (./) as illustrated in Fig. 1(a). This model is
amenable to QMC analysis, as it lacks a minus-sign prob-
lem. Variants of it, introducing additional interactions,
including also the Sz components have been considered,
focusing either on the spin, or its equivalent hard-core
boson formulation [15–17, 19, 20, 27].
With nearest-neighbor exchange Jij = J , Hamilto-
nian (1) has been shown to harbor two quantum phases
versus J/K [18]. For K → 0 the model represents the
spin-1/2 XY ferromagnet (FM), displaying a superfluid
(SFL) phase in terms of the hard-core boson language.
For J → 0 a BFG QSL is established. The critical cou-
pling is (K/J)c ≈ 10.9 [18], note the difference between
the NN exchange in (1) by a factor of 1/2. Approaching
the critical point out of the QSL, the spinons condense
into the superfluid density 〈b〉 of the hard-core bosons,
undergoing a conventional XY transition. The latter fea-
tures standard values for the exponent ν ' 0.6717 of the
divergence of the correlation length and z = 1 for the
dynamical critical exponent, consistent with 3D XY uni-
versality. However, due to the composite nature of the
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2hard-core bosons in terms of the spinons, the exponent of
the equal-time boson-correlation function is a fingerprint
of the deconfined quantum critical nature of the transi-
tion [28]. In fact, η? ≈ 1.339−1.493 has been established
[20, 28–33], which is different from standard 3D XY uni-
versality, i.e. η ≈ 0.038 [34], and therefore is referred to
as XY?.
A natural extension of (1) is to include inhomogene-
ity of the NN exchange in terms of trimerization, also
known as breathing, in which the spins belonging to up-
ward(downward) facing triangles experience different ex-
change couplings, JM(O). Such generalization is moti-
vated both by theory and experiment. With respect to
the former, recent analysis of other breathing kagome
spin systems, i.e. antiferromagnetic XYZ models indi-
cate that trimerization may help to stabilize quantum
disordered phases and QSLs [35–41]. However for BFG-
type models such analysis is lacking. With respect to
experiment, several interacting hard-core boson systems
on breathing kagome lattices have been realized in recent
ultracold-atom systems [42–46].
In this context, the main purpose of this work is to
uncover the quantum magnetism of the XY model with
ring exchange on the breathing kagome lattice versus the
trimerization ratio. Our prime focus will be on the spin
stiffness and the static spin structure factor (SSSF) in
order to analyze the shift of the quantum critical point
(QCP) versus JM/JO. In addition we will consider the
dynamical spin structure factor (DSSF) in order to shed
light on the elementary excitations.
The outline of the paper is as follows. In Section II A,
we list several details of the model. Section II B sketches
the QMC method. In Section II C, the extraction from
QMC of observables relevant to our study is described.
Section III is devoted to our results, comprising the spin
stiffness in Section III A, the quantum phase diagram in
Section III B, the static and dynamic structure factors in
Sections III C and III D. We conclude in Section IV. We
provide Appendix A on the single trimer stiffness and
Appendix B on the linear spin wave theory (LSWT) for
the breathing XY kagome ferromagnet.
II. MODEL AND METHOD
A. Model
The breathing version of model (1) reads
H =− 1
2
(
∑
M〈ij〉
JMS+i S
−
j +
∑
O〈ij〉
JOS+i S
−
j + h.c.)
−K
∑
〈ijkl〉∈./
Pijkl , (2)
where JM(O) refer to the solid(dashed) up(down) tri-
angles on the kagome lattice, depicted in Fig. 1(a),
which is a triangular Bravais lattice with lattice vectors
K
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FIG. 1. (a) Trimerized kagome lattice, with NN and ring
exchange JM(O) and K. (b) First and second Brillouin zone
with high-symmetry path.
R1,2 = (
1
2 ,
√
3
2 ), (1, 0) for a lattice constant l=1 hereafter,
and a three-site basis at rα=0,1,2 = (0, 0), (
1
4 ,
√
3
4 ), (
1
2 , 0),
i.e. the intersite distance is a = 1/2 and the number
of spins is N = 3L2. The reciprocal lattice vectors are
G1,2 = (0,
4pi√
3
), (2pi,− 2pi√
3
), with Gi ·Rj = 2piδij and the
Brillouin zone (BZ) is set by q = n1L G1 +
n2
L G2 with
n1,2 = 0, 1, . . . , L− 1, see Fig. 1(b).
For the remainder of the text we will employ a number
of dimensionless parameters, i.e. j = JO/JM, k = K/JM
and κ = K/J¯ . There we define a mean exchange cou-
pling J¯ = (JM + JO)/2 with a dimensionless version of
¯ = J¯/JM = (1 + j)/2. In this work, we will consider the
region of 0 ≤ j ≤ 1 and k ≥ 0.
B. Quantum Monte-Carlo method
The numerical results of this work are obtained from
QMC calculations, using the stochastic series expansion
(SSE) [47–49]. This method is based on an importance
sampling of the high temperature series expansion of the
partition function
Z =
∑
α
∑
SM
(−β)n(M − n)!
M !
〈α|
M∏
a=1
Hta,pa |α〉 , (3)
where β=1/T is the inverse temperature and M the
truncation order, self-adjusted to the desired pre-
cision. As compared to conventional implementa-
tions, we enhance the approach by including the
ring exchange following Ref. [50]. I.e. the en-
tries Hta,pa of the operator string
∏M
a=1Hta,pa now
comprise C-, J-, and K-type operators at plaque-
tte p, HC,p = CIijkl, HJ,p = (S
+
i S
−
j + S
−
i S
+
j )Ikl/2, and
HK,p = S
+
i S
−
j S
+
k S
−
l + S
−
i S
+
j S
−
k S
+
l , including appropri-
ate permutations of ijkl. C has to be chosen such
that all weights of the C-type operators are nonneg-
ative. |α〉 = |Sz1 , . . . , SzN 〉 refers to the Sz basis and
SM = [t1, p1][t2, p2] . . . [tM , pM ] is an index for the oper-
ator string.
This operator string is sampled, using a Markovian-
chain Metropolis scheme, employing three types of up-
dates, i.e. (i) diagonal updates which change the number
3of C-type operators HC,p in the operator string, (ii) loop
updates which change the type of operators HC,p ↔ HJ,p
and HJ,p ↔ HK,p, and (iii) multibranch cluster update
which change the type of operators HC,p ↔ HK,p. The
latter update refers to the prime new ingredient for ring
exchange models [50]. For bipartite lattices the loop up-
date comprises an even number of off-diagonal operators
(J- and K-type). This ensures positivity of the transition
probabilities and waives the minus-sign problem.
C. Observables
Here we briefly sketch formal details regarding the
main physical observables which we evaluate.
1. Spin Stiffness
To obtain the superfluid density, we calculate the spin
stiffness (or helicity modulus) ρS
ρS =
∂2F (φ)
∂φ2
∣∣∣∣
φ=0
, (4)
which indicates the presence of long-range order. Here
F (φ) is the free energy versus a twist of the spins in
the XY-plane, with an angle increasing by φ = Φ/L per
bond for any given bond direction. At T = 0, the free
energy is replaced by the ground state energy E(φ). We
implement the estimator for this quantity following Refs.
[51–54], using that the r.h.s. of (4) can be expressed in
term of squares of operators S+i S
−
j , transporting ↑-spins
along the ij-bond. I.e.
ρS =
1
dβ
d∑
α
〈W 2α〉 , (5)
where d = 2 refers to the dimension and the winding
number Wα is defined by
Wα =
1
Lα
∑
b
Nb,α , (6)
where α = x, y is the spatial direction and Lα the number
of bonds per spatial direction. The sign of the phase fac-
tor is Nb,α = ±1 whether the bond operator transports a
net spin current in + or − spatial direction, which corre-
sponds to the operators S+S− or S−S+ in the operator
string.
2. Spin Structure Factors
We evaluate two types of spin correlation functions.
First, the longitudinal, i.e zz, static spin structure factor
(SSSF)
S(q) =
1
N
∑
i,j
eiq·(ri−rj)〈Szi Szj 〉 , (7)
which is extracted during the simulation by calculating
the product of the Sz-component between all sites and
performing a Fourier transformation.
Additionally we evaluate the transverse, i.e. +−, dy-
namic spin structure factor (DSSF). In real space and at
imaginary time τ this is obtained from the SSE by [47]
〈
S+i (τ)S
−
j (0)
〉
=
〈
M∑
m=0
(
M
m
)(
τ
β
)m(
1− τ
β
)M−m
1
M
M−1∑
p=0
S+i (m+ p)S
−
j (p)
〉
W
, (8)
where i, j refer to lattice sites, m + p, p label positions
within the operator string, i.e. intermediate time slices,
and 〈. . . 〉W denotes the Metropolis weight of an operator
string of length M generated by the SSE [48, 49].
From (8) we proceed to momentum space by Fourier
transformation
S(q, τ) = 1
N
∑
i,j
eiq·(ri−rj)
〈
S+i (τ)S
−
j (0)
〉
. (9)
Since the model comprises three sites per unit cell,
S(q, τ) is a 3×3 matrix for each q-vector. To further an-
alyze this, we first rotate onto the principal axis, i.e. we
diagonalize this matrix. Only thereafter, and indepen-
dently for each eigenvalue Sµ(q, τ), µ=0,1,2, we perform
analytic continuation to real frequencies ω by
Sµ(q, τ) =
∫ ∞
0
dω Sµ(q, ω)K(ω, τ) , (10)
with a kernel K(ω, τ) = (e−τω + e−(β−τ)ω)/pi.
The inversion (10) is an ill-posed problem, for which
maximum entropy methods (MEM) have proven to
be well suited. Here we use Bryan’s MEM algo-
rithm [55–57]. This method minimizes the functional
Q = χ2/2 − ασ, with χ being the covariance of the
QMC data with respect to the MEM trial spectrum
S(q, ω). Overfitting is prevented by an entropy term
σ =
∑
ω S(q, ω) ln[S(q, ω)/m(ω)]. We have used a flat
default model m(ω), which is iteratively adjusted to
match the zeroth moment of the trial spectrum. The
optimal spectrum follows from the average of S(q, ω),
weighted by a probability distribution P [α|S(q, ω)] [55].
III. RESULTS
In this section, we detail our findings for the spin stiff-
ness and the quantum phase diagram, as well as the
static, and dynamic structure factors in order to char-
acterize the phases of the model versus ring exchange
and trimerization.
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FIG. 2. (a) Spin stiffness ρS for κ = 0, subtracted by
single trimer spin stiffness ρSt, for various trimerization ra-
tios j = 1, 0.5, 0.1 shown over wide temperature range. Low-
temperature plateaus set the scale T ∗ = j/L. Note: x-axis
scaled by j. (b) Inset shows spin stiffness versus L = 6, . . . , 12
at fixed low temperature T = j/10, for various trimerization
ratios j = 1, 0.5 and ring exchange κ = 0, 3. Errorbars smaller
than marker size.
A. Spin Stiffness
We use the stiffness to extract the quantum critical
point. To this end we rely on the fact that scaling the-
ory [58] has been proven to apply for j = 1 [18] and we
anticipate that chosing j 6= 1 should not change this.
This implies that the stiffness fulfills the scaling rela-
tion ρS = L
−zF ((κC − κ)L1/ν , β/Lz) with a universal
scaling function F . In turn, using z = 1 for the dy-
namical critical exponent, and fixing the temperature
such that Lz/β = c is constant, i.e. T = T ? = c/L,
the function ρSL will collapse onto a single curve ver-
sus (κC − κ)L1/ν for all L. This allows to determine the
QCP if c is chosen such, that T ? is low enough for ρS to
represent the zero temperature limit. Furthermore, since
ρS(κ = const., L) = const. for L  1 and T → 0, this
implies that F (x, const) ∝ xν .
Prior to analyzing ρSL in this way, we therefore need
to fix c. For this, Fig. 2(a) depicts the spin stiffness ver-
sus temperature for various trimerization at κ = 0 where
LRO is certain at T = 0 for j = 1. To focus on the col-
lective properties, we correct for the finite spin stiffness
present already on isolated trimers ρSt with j = 0, i.e. we
consider ρS−ρSt. Several points can be read off from this
figure. First, there is a clear low-T crossover regime to a
state with a finite stiffness, which decreases with increas-
ing trimerization. Choosing T ? well below this regime is
sufficient for the scaling analysis to describe zero temper-
ature behavior. Second, the crossover regimes for differ-
ent j can be made to coincide, if T is scaled by j. Third,
the figure shows that the crossover regime is rather in-
sensitive with respect to L for the systems sizes we have
investigated. Summarizing these points, c ' j is a suffi-
cient choice and we use T ? = j/L for the remainder of
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FIG. 3. Scaling behavior at T = T ∗ of ρS/L2−d−z versus
(κ−κC)L1/ν at (a) j = 1 and (b) j = 0.5. For j = 1 (j = 0.5)
QMC data collapses at κC ≈ 11.04 (κC ≈ 10.97). Solid black
curve ∝ (κC − κ)ν .
this work.
We also note from Fig. 2(a), that the low-T saturation
value of ρS − ρSt depends little on system size. Suffi-
ciently close to criticality, this is to be expected from
scaling. I.e., for any temperature on the low-T satura-
tion plateau of ρS(t), the universal function F (x, y) is in
its asymptotic regime F (x, const) ∝ xν . At fixed κ(C)
therefore, ρS ∝ L−z(L1/ν)ν = const versus L. For ρSt
the latter is satisfied trivially. The inset Fig. 2(b) demon-
strates, that the independence of system size of ρS at low
T remains valid over a wide range of j- and κ-values, ir-
respective of criticality, rendering the usage of the scaling
function rather robust.
Setting T = T ?, we now extract the QCP by opti-
mizing the collapse of all of our results for ρSL
z ver-
sus (κC − κ)L1/ν for L = 6 . . . 12 at fixed j, for various
j = 0.1 . . . 1 and employing the 3D XY? universality es-
tablished, i.e. z = 1 and ν = 0.6717. This leaves κC as
the single fit parameter.
Results for this optimization procedures are depicted
in Fig. 3 for two different j. Similar behavior is obtained
for all other j considered. The collapse is clearly evi-
dent and leads to a critical ring exchange κC ≈ 11.04
and 10.97 at j = 1 and 0.5, respectively. The value for
κC(j = 1) agrees with previous findings [18]. The fig-
ure displays an additional function ∝ (κ − κC)ν , which
can be superimposed to fit the QMC results very well
in the ordered phase. Apart from the collapse itself, this
provides further support for the validity of the scaling hy-
pothesis also at finite trimerization. In the LRO phase at
j 6= 1, and significantly off from criticality, non-universal
corrections in terms of an intermediate maximum in ρSL
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FIG. 4. Quantum phase diagram versus (a) ring exchange
k, (b) dimensionless ring exchange κ and trimerization ratio
j. Green symbols, critical coupling (a) kC , (b) κC for SFL-
QSL QCP. Orange squares, location of ρS-maximum. If not
visible, errrobars smaller than marker size. Note: opposite
y-axis directions in (a) and (b).
appear at finite κ. We observe this maximum at all j 6= 1
investigated. I.e. the stiffness provides no evidence for
phases other than SFL and QSL at j 6= 1.
B. Quantum Phase Diagram
Using all κC(j) obtained by the data collapse, we are in
a position to extend the quantum phase diagram (QPD)
derived in Ref. [18] from the line j = 1 onto the (κ, j)-
plane. This is shown in Fig. 4(b). Remarkably, if ex-
pressed in terms of κ = 2K/(JM+JO) = 2(K/JM)/(1+j)
the transition resides at a fixed location versus j within
the error of the data collapse. Speaking differently, and
equally remarkable, removing the implicit j-dependence
from the x-axis, as in Fig. 4(a), the QPD reveals an in-
crease in the tendency to form the QSL as the trimer-
ization increases. This can be understood by the de-
crease with j of the boson kinetic energy which drives
the SFL phase. In fact, performing linear spin-wave the-
ory (LSWT) exactly at K = 0, see Appendix B, each
spin is connected to four neighboring ones, two of them
by JM and two of them by JO. Therefore the leading
order-1/S contribution to the energy is proportional to
¯, see Eqns. (B4, B5).
It is tempting to speculate about the QPD as j → 0.
First, convergence issues with the QMC prevent us from
studying j = 0 directly. Second, strictly at j = κ = 0,
there can be no SFL LRO phase, since the system is a
lattice of disconnected trimers. Finally, it is likely, that
the QSL remains existent for κ > κC , also at j = 0. For
κ < κC , one scenario could be that the superfluid den-
sity vanishes as j → 0, consistent with Fig. 2, such that
ρS ≤ ρSt on the line j = 0 for all κ < κC . However, this
renders the nature of the state for κ < κC at j = 0 un-
clear. Another scenario, suggested by the maximum in
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FIG. 5. SSSF S(q) for various trimerization ratios
j = 1, 0.5, 0.1 and ring exchange couplings κ = 0, 8(< κC),
and 13(> κC). QMC at L = 12, T = T
∗.
ρS could be, that weak LRO, driven by ring exchange, re-
mains present even at j = 0, but with a non-monotonous
behavior versus κ < κC . This remains an open issue.
C. Static Spin Structure Factor
The SSSF S(q) is equivalent to the static density-
density correlation function within the hard-core boson
picture. As such it has been used to check if the tran-
sition from the SFL into the anticipated Z2-QSL is ac-
companied by a density wave, i.e. by any peaks scaling
∝ N . This has been excluded in [18] at j = 1, proving
that the non-SFL phase does not break discrete lattice
symmetries and thereby further corroborating its QSL
nature.
In view of the QPD in Fig. 4, the short-range nature of
the zz-spin-correlations will remain true also for j < 1.
Therefore, rather than repeating the finite-size scaling
analysis of [18], we highlight instead, that the SSSF is
almost insensitive to trimerization if considered in terms
of the rescaled ring exchange κ. This is shown in Fig. 5,
which depictes contours of S(q) at T = T ∗ and for L = 12
at κ = 0, 8(< κC), and 13(> κC).
Indeed, the changes in this figure along the vertical j-
direction in each column are small only. The evolution
of the contours along the κ-direction within the j = 0
row are consistent with that in [18]. For κ  1, the
maximum intensity in S(q) resides at the K-points, due
to the NN-correlations from j. As κ increases, the next
NN-correlations produce maximum intensity at the M-
points and minimum intensity at the Γ- and K-points.
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FIG. 6. DSSF in SFL phase at κ = 0 for three trimeriza-
tion ratios j = 1, 0.5, 0.25 (rows), along high-symmetry path
Fig. 1(b) in first and second BZ. Columns refer to the three
eigenmodes Eq. (10). QMC at L = 12, T = T ∗. Solid red
line: LSWT dispersions Eqns. (B4, B5).
D. Dynamic Spin Structure Factor
As to be expected from the QPD, the elementary exci-
tations fall into one of two classes. I.e. for κ<κC they are
magnons of a planar FM, with a broken residual U(1)-
symmetry and for κ>κC they represent the deconfined
spinons and visons of the Z2-QSL. While the DSSF can
be used directly to map out the magnon spectrum, it can-
not do so for the fractionalized one-particle excitations.
However, since the DSSF comprises a two-particle corre-
lation function in terms of the latter, it can access the
two-spinon spectrum, which is a continuum at each fixed
total momentum. Using QMC at j = 1, magnons (two-
spinon continua) have been verified in the FM (QSL)
phase directly for Hamiltonian (2) [27], and for a closely
related model of the BFG class [26]. Here we consider
the DSSF for j ≤ 1. Primarily, we focus on the magnon
excitations at κ = 0, since the dynamics in the QSL
phase is driven by the ring exchange, where effects of the
trimerization are not expected to be significant.
Fig. 6 details the evolution with j of the spectra of
the three diagonal modes Sµ(q, ω) of the DSSF at κ = 0.
The dispersions are shown along the high symmetry path
of the extended BZ depicted in Fig. 1(b). Each rows of
the figure display the typical signatures of a FM with a
three-site unit cell. I.e. there is one ”acoustic” Goldstone
magnon and two ”optical” magnon branches. Properly,
the dominant spectral weight occurs in the Goldstone
mode at the ordering vector, i.e. the Γ-point. The effect
of the trimerization can be seen clearly along the columns
of Fig. 6, i.e. as j is decreased, implying a reduction
of the magnon kinectic energy, the bandwidth for both
types of magnons shrinks accordingly, with however the
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FIG. 7. Cumulated eigenmodes of DSSF for three ring ex-
change values, in SFL phase at κ = 0, 8 (first, second row),
and QSL phase at κ = 13 (third row) for two trimerization ra-
tios j = 1, 0.5, along high-symmetry path Fig. 1(b) in first and
second BZ. QMC at L = 6 and T = T ∗. Intensities rescaled
for visibility. Solid red line in first row: LSWT dispersions
Eqns. (B4, B5).
Goldstone nature of the acoustic mode remaining intact.
To obtain a qualitative account of the magnon energies
to leading O(1/S) we have performed LSWT. See Ap-
pendix B. The LSWT dispersions are included in Fig. 6.
Their locations agree remarkably well with the QMC re-
garding the Goldstone mode. For the two optical modes,
comparison of the QMC spectra and the LSWT disper-
sions suggest, that diagonalizing S(q, τ), as described af-
ter Eq. (9) entails a mixing of the two optical modes.
Irrespective of the qualitative agreement between QMC
and LSWT, the figure also clearly demonstrates, that at
higher energies the QMC spectra tend to broaden, hint-
ing at the relevance of magnon-magnon interactions.
Fig. 7 depicts the evolution of the DSSF with κ cross-
ing over from the SFL into the QSL phase, along two lines
with j = 1 and 0.5. For simplicity, each spectrum refers
to a trace over the three diagonal modes. The values of κ
are chosen to be deep in the SFL phase, κ = 0, as well as
closer to the QCP, both, in the SFL and QSL phase, i.e.
at κ = 8 and 13, respectively. Several points should be
noted. First, in the SFL phase at κ = 0 and 8, the spec-
tra corroborate a clear Goldstone mode behavior, with a
pronounced spectral weight at the Γ-point. Second, in
the QSL phase, the spectral weight may show remnants
of this at j = 1. However clearly, for j = 0.5, the DSSF in
the QSL regime is rather featureless versus momentum.
Third, introducing ring exchange, the spectrum is shifted
to higher energies and is broadened (note the different y-
scales of the panels). Fourth, Fig. 7 displays an opening
of a gap at the Γ-point as κ increases. It is tempting
to associate this with the onset of the two-spinon gap for
κ > κC . To substantiate this, larger systems are required
to prove a vanishing gap for κ < κC . This is beyond our
7analysis.
IV. CONCLUSION
To summarize, using extensive quantum Monte-Carlo
calculations, we have investigated the role of trimeriza-
tion in the frustrated planar XY spin-1/2 ferromagnet on
the kagome lattice with four-site ring exchange. Among
our main findings is that qualitatively, several aspects
of the physics of this system already known for the uni-
form case, are nearly invariant with respect to trimeriza-
tion, if the exchange parameters are rescaled properly.
This pertains to the quantum phase diagram, compris-
ing LRO and Z2 QSL states, the scaling behavior and
the universality class, as well as the static structure fac-
tor of the model. Regarding the impact of trimerization
on the excitations, we find that linear spin waves remain
a reasonably valid description in the LRO phase, while
spinon continua in the QSL phase may even be inten-
sified in the non-uniform case. Open questions remain,
regarding a non-monotonous behavior of the spin stiff-
ness with ring exchange at strong trimerization, which
may signal new types of ground states. Regarding actual
realizations in optical lattices or local-moment systems,
our study shows that, in terms of the boson exchange
parameters, trimerization enlarges the QSL regime.
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Appendix A: Spin Stiffness of XY Trimer
At j = k = 0, our model simplifies to disconnected
XY trimers on a triangular lattice. In turn, even in this
limit the model exhibits a finite extensive spin stiffness,
resulting from the trimers. Since this does not imply a
collective LRO state, we analyze the stiffness obtained
from QMC by subtracting the bare trimer stiffness. The
latter can be obtained analytically by introducing a twist
φ along the x-direction of the trimer. This affects only
the Sz = ±1/2 sectors, containing cyclic permutation of
|↑↓↓〉 and |↓↑↑〉. For the Sz = 1/2
H
Sz=1/2
trimer (φ) = −
JM
2
|↑↑↓〉 |↑↓↑〉 |↓↑↑〉( )0 1 1
1 0 eiφ
1 e−iφ 0
(A1)
and identically for Sz = −1/2. Moreover Htrimer(φ)
|↑↑↑ (↓↓↓)〉= 0 |↑↑↑ (↓↓↓)〉. The stiffness is obtained from
the free energy by ρ˜St(T ) = ∂
2F (φ)/∂φ2|φ=0. Straight-
forward algebra yields
ρ˜St(T ) =
[
9 +
9(2(e
1
2T + 3)T + 3)
2(e
3
2T − 1)T − 3
]−1
. (A2)
Fig. 8 depicts ρ˜St(T )/4, where the factor of 4 refers to
L2α in Eq. (6) for trimers on a non-interacting kagome
lattice with j = 0, where Lα = 2 because of the JM and
(vanishing) JO bonds per spatial direction. The figure
also proves that QMC data for ρSt(T ) for a single trimer
from Eqns. (5, 6) agrees with Eq. (A2).
Appendix B: Linear Spin Wave Theory
In the SFL phase and for κ = 0, the QMC spectra can
be contrasted against magnon excitations obtained from
linear spin wave theory (LSWT). For the latter we use
the conventional Holstein-Primakoff representation with
a quantization axis along x and expanded up to leading
order 1/S, i.e.
Sxm = S − a†mam
Sym ≈
√
2S
2i
(
am − a†m
)
(B1)
with Boson operators a
(†)
m . Inserting this into Eq. (2) and
after Fourier transformation we get
H(2) = S
∑
q
Ψ†q
(
zJ¯ · 1− Γ(q) Γ(q)
Γ(q) zJ¯ · 1− Γ(q)
)
︸ ︷︷ ︸
M(q)
Ψq ,
(B2)
where z = zM + zO = 2 + 2 = 4 is the coordination num-
ber, Ψq = (a
†
0,q a
†
1,q a
†
2,q a0,q a1,q a2,q) is a spinor of cre-
ation and annihilation operators, with 0, 1, and 2 refer-
ring to kagome basis of the triangular lattice, and Γ(q)
encodes the hopping matrix elements
Γ(q) =
1
2
 0 JMeiq·r1 + JOe−iq·r1 JMeiq·r2 + JOe−iq·r2JMe−iq·r1 + JOeiq·r1 0 JMeiq·(r2−r1) + JOe−iq·(r2−r1)
JMe−iq·r2 + JOeiq·r2 JMe−iq·(r2−r1) + JOeiq·(r2−r1) 0
 . (B3)
8The magnon dispersions result from the parauni-
tary secular equation det |SΛ ·M(q)− ω1| = 0, where
Λ =
(
1 0
0 −1
)
. We find
ω20,1/J
2
M =
¯
2
[
6¯∓
√
(3j − 1)2 + 8[1 + j γ(q)]
]
(B4)
ω22/J
2
M =
3
2
(1 + j)2 = 6¯2 (B5)
with γ(q) = cos(2q·r1)+cos(2q·r2)+cos(2q·(r2−r1)). In
Eq. (B4), ω0 corresponds to the minus sign on the right
hand side and the three branches ω0 and ω1,2 comprise
one acoustic and two optical modes. One of the latter
is completely flat, i.e. at ω2 the magnons are localized
from local interference effects, which are a reoccurring
theme for NN-hopping models on the kagome lattice. At
the K-point, the gap between the 0- and 1-mode satisfies
∆01(K, j) ≡ ω0(K, j)− ω1(K, j) =
√
3¯(1−√j). I.e. for
j = 1, the optical and acoustic mode display a touching
point at this momentum.
10−2 10−1 100
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0.01
0.02
0.03
T
ρ
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(T
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FIG. 8. Comparison of spin stiffness versus T for single
XY trimer ρ˜St(T )/4 from Eq. (A2) with QMC trimer result.
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