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Abstract 
 
Assessing Indoor Emission and the Composition-Dependent Impact of Outdoor Aerosols 
on the Indoor Environment in an Urban Classroom 
 
Anita Marie Avery 
 
 
 
 
Aerosols transported to the indoor environment from outdoors undergo changes to 
their physical and chemical properties, dependent on the original aerosol composition and 
conditions in each environment. Volatilization or condensation of aerosol components 
can have a significant impact on the concentration and composition of indoor aerosol. 
Once indoors, outdoor-originated aerosols interact with indoor-originated aerosols and 
gases, simply mixing or reacting. Studies conducted in a Drexel University laboratory 
and classroom space in spring, summer, and winter, measured real-time aerosol 
composition of both indoor and outdoor air using an Aerodyne aerosol mass spectrometer 
(AMS) and gas phase measurements of CO, CO2, CH4, and O3 to assess the impact of 
outdoor aerosols, third hand smoke, and occupants on the indoor air quality. 
This study showed that physiochemical properties between species resulted in 
distinct differences in the indoor-outdoor (I/O) ratio based on the properties of each 
component, and the conditions (temperature, humidity) in each environment. The organic 
matrix was further analyzed by positive matrix factorization (PMF). To directly compare 
between seasons and sampling conditions including air exchange, a sulfate-normalization 
of the indoor-outdoor ratio (I/O)i/SO4 was used. Volatilization or condensation of semi-
volatile aerosol components was quantified using the (I/O)i/SO4 ratio as a function of 
temperature and humidity gradients. Volatile components, including nitrate, showed the 
 xv 
strongest correlation with temperature and humidity gradients. Seasonally-specific trends 
in each environment were analyzed in detail, including wintertime gas-phase plumes of 
CO, CO2, and CH4. 
Novel evidence of third hand smoke (THS) was observed indoors in summertime 
experiments. The PMF factor associated with THS was not seen in the outdoor aerosol 
dataset and contributed 23% of the total submicron aerosol loading indoors. The THS 
concentration was dependent on the total concentration of (non-THS) components, 
indicating continuous partitioning behavior from deposited smoke. Furthermore, the THS 
was related to hygroscopic components, and was only observed when aerosol liquid 
water (ALW) was predicted (i.e. summer, but not winter indoors). A mechanism for 
reactive uptake of cigarette-smoke related reduced nitrogen species explains this 
unexpected indoor emission. A follow-up experiment with deposited smoke confirmed 
the spectral signatures and partitioning behavior of THS.  
Impacts of occupancy on submicron aerosol composition were investigated using 
a CO2- based categorization of the classroom over time, of occupied and unoccupied 
conditions. Occupants contributed to loss of ozone indoors, and the products of ozone 
with squalene, and ozone with other human skin components were investigated as 
fragment families and as individual fragments. Hydrocarbon fragments were enhanced 
during occupied by 42%, and the emission of individual fragments were calculated as the 
solution to a modeled indoor equation, taking into account measured outdoor 
concentrations and air exchange rates. The total emission was calculated as 6.9 µg 𝛽"#	h"#, or about 25% increase from the average organic mass concentration in an 
occupied hour. The mass spectrum of emission rates is similar to that of the cooking PMF 
 xvi 
factor, indicative of the combination of oils and fatty acids that are ubiquitous in both 
cooking oils and skin oils. 
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Chapter 1. Introduction 
1.1. Motivation: Connecting Indoor and Outdoor Pollutants 
Although almost exclusively studied separately, indoor and outdoor air quality are 
intrinsically linked. They differ on characteristic time scales and length scales, which 
have important implications for exposure, human health, and climate implications. 
Emissions outdoors can cross the globe, while indoor emissions are a transient source, 
and a concentrated dose to occupants. Outdoor pollutants are monitored and regulated in 
the United States and other developed countries, but indoor air quality is not, except for 
specific industrial conditions. However, the processes of both environments impact 
human health, as outdoor air is continuously exchanged with indoor, and humans spend 
most of their time indoors (Klepeis et. al., 2001). Extensive outdoor work has revealed 
the importance of physiochemical properties of aerosols that are the result of their 
composition (Zhang et. al., 2008, Huffman et. al., 2009, Cappa and Jimenez, 2010), with 
applications to the fate and transport of aerosols across the globe (Jimenez et. al., 2009, 
Li et. al., 2014). These same composition-dependent properties in turn, affect how 
aerosol behaves when subjected to the temperature and humidity changes of an HVAC 
system, and how they will interact with indoor emissions.  
Indoor air quality (IAQ) is often controllable for human activity emissions and air 
exchange rate (HVAC operation) (Batterman and Burge, 1995), but these controllable 
factors are wildly different and incomparable between different indoor environments (i.e. 
offices, residences, vehicles) (Chen and Zhao, 2011, Rackes and Waring, 2016, Leavey 
et. al., 2017). Similarly, some occupant activities can be limited (i.e. smoking not allowed 
indoors), but exposure to sources like cooking and cleaning can only be mitigated by 
 2 
ventilation and filtration strategies. For other sources, including direct occupant effluents 
(Weschler, 2016), offgassing from materials (Zhu et. al., 2013, Huang et. al., 2015, Pei et. 
al., 2017), or secondary chemistry of outdoor-originated pollutants (Youssefi and Waring, 
2015), a systematic understanding emission rates and chemistry of individual pollutants is 
required to understand the consequences of exposure. 
These differences in perspective highlight the motivational differences in 
analyzing indoor and outdoor pollutants, but the physical processes, particle dynamics 
and aerosol chemistry don't change: most of same analytical techniques, including 
instrumentation, are transferrable. A recent review of the health impacts of terpene 
chemistry in both environments includes a description the disconnect between indoor and 
outdoor aerosol researchers who are examining the same problem (Rohr, 2013). To this 
end, this work applies techniques of the outdoor community (quantitative aerosol mass 
spectrometry) to the indoor environment, in order to investigate the chemical composition 
of indoor aerosols, the sources of specific chemical components as outdoor- or indoor-
originated, and the environmental parameters or occupant activities that emit aerosols and 
gases into the indoor environment. 
 
1.2. Research Objectives  
1.2.1. Objective 1: Describe the Impact of Outdoor Aerosol Composition and 
Environmental Conditions on the Chemically-Specific Indoor-Outdoor Ratio. 
Indoor aerosol composition and concentrations are a result of contributions from 
outdoors via air exchange, indoor emissions, losses by deposition or filtration, and 
transformations such as condensation and evaporation (Lai and Nazaroff, 2000a, El Orch 
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et. al., 2014, Riley et. al., 2002, Wallace, 2006, Waring, 2014, Waring and Siegel, 2008, 
Waring et. al., 2011). The indoor-outdoor ratio (I/O), as simply the concentration of 
indoor divided by the outdoor concentration, describes these combined processes as a 
single value. Deposition to filters and surfaces, which has been shown to be composition-
dependent (Lunden et. al., 2003, Lunden et. al., 2008), is included in the I/O ratio but is 
not considered explicitly. A review of the indoor-outdoor ratio revealed an expansive 
range of values, dependent on ventilation and human activities (Chen and Zhao, 2011), 
but without explicit identification of sources in each environment, or exposure 
implications due to comparing a single campaign-averaged value. 
Previous to this work, the chemical specificity of the I/O ratio has been mostly 
limited to components with well-known adverse health effects like black carbon (Viana 
et. al., 2011), and some metals (Pekey et. al., 2010, Oeder et. al., 2012). The indoor-
outdoor ratio of inorganic ions (Sangiorgi et. al., 2013), has been shown to be seasonally-
dependent, but represents only a small fraction of indoor aerosol. The use of AMSs in 
this work improves time resolution from filter studies from hours or days to minutes. 
Recently, AMSs have been used in indoor/outdoor work, successfully utilizing the 
instrument’s high time resolution, but lacking some of the in-depth chemical descriptions 
and analysis, including probing the organic matrix via PMF or other technique, and the 
volatility information available therein (Talbot et. al., 2016, Miller et. al., 2017). 
In the well-ventilated environments analyzed here, without deliberate indoor 
emissions like smoking, cooking or cleaning, outdoor-originated aerosols are the 
dominant contributor to indoor aerosol loading. Therefore, the seasonally-dependent 
outdoor emissions and concentrations drives the majority of the changes in concentration 
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and composition of aerosols in the indoor environment, in addition to contributing to a 
better understanding of the outdoor aerosols that impact other indoor spaces. Therefore, 
the seasonal variation of the outdoor aerosols and gases merits increased assessment both 
for exposure and prescription of control technologies. 
Using the known (via direct measurement), chemically-resolved indoor and 
outdoor concentrations at high time resolution using an AMS, we can determine the 
chemical species-specific I/O ratios of submicron aerosols, which can then be 
parametrized after sulfate normalization to understand the species-specific behavior of 
individual components. Volatility theory provides an understanding of the response of 
these I/O ratios to environmental gradients between the outdoors and indoors. 
Understanding these differences in behavior of species-specific I/O ratios is a necessary 
step to evaluate aerosol exposure in indoor environments more accurately, and to 
understand potential indoor emissions for analysis in other objectives. 
This objective is completed in Chapters 2 and 3. 
 
1.2.2. Objective 2: Third Hand Smoke Uptake to Aerosol Particles Indoors. 
The adverse health effects of first and second hand smoke have been observed for 
decades (U.S. Department of Health and Human Services, 2014). In addition to these 
routes, where the individual is aware of the exposure, exposure to cigarette smoke, or 
derivatives of cigarette smoke (potentially more or less harmful), can occur indoors 
without an occupant’s knowledge via third hand smoke (THS). This is residual smoke 
that has deposited on surfaces and then volatilized, with or without reaction while on the 
surface. Deposition onto clothing can also lead to exposure via dermal uptake of THS 
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(Bekö et. al., 2016). Tracers of nicotine and other volatile organic compounds (VOCs) 
has been found the homes of smokers and other smoking environments (Quintana et. al., 
2013, Ramírez et. al., 2015), but the mechanism of deposition and re-volatilization can 
occur anywhere exposed directly or indirectly, via volatilization from a smoker’s person 
or clothing. This mechanism is especially consequential in indoor environments that are 
densely populated, are frequented by smokers, or receive doses of secondhand smoke, 
including entryways. 
Indoors, the behavior of cigarette smoke-related VOCs is governed by the 
variability in ambient conditions (Ongwandee and Sawanyapanich, 2012), including 
available gas-phase oxidant reactants (Destaillats et. al., 2006, Petrick et. al., 2010, 
Borduas et. al., 2016), and material features of the indoor environment (Singer et. al., 
2007). Singer et. al. (2004) modeled VOCs including nicotine to describe the partitioning 
behavior of these pollutants, noting the vast range of vapor pressures and partition 
coefficients observed. Nicotine and other related heterocyclic compounds found in 
tobacco smoke (Clayton et. al., 2010) are semi-volatile in their neutral, or free-base, form 
(Pankow, 2001, Pankow et. al., 2004). Protonated versions, however, are strongly 
nonvolatile under acidic conditions. This acid/base chemistry is well understood from 
nicotine delivery analysis (Pankow et. al., 2004) because the dose of nicotine in cigarette 
smoke and biological uptake in a human body is dependent on the state of protonation. 
This work combines the ambient observations of signatures of THS with controlled 
experiments of generated THS, and the chemistry of nicotine and related species to 
provide a mechanistic description of the impact of THS. In warm seasons in this work, 
approximately a quarter of the total indoor aerosol mass is found to be attributable to 
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third hand smoke. This objective aims to describe the impact of THS in the sampled 
classroom and provide a predictive basis for identifying it in other environments.  
This objective is completed in Chapter 4. 
 
1.2.3. Objective 3: Aerosol-Phase Effects of Occupants on the Indoor Environment. 
Occupants are known to affect indoor air quality, as outlined in a recent review 
(Weschler, 2016). Skin constituents, largely long-chain fatty acids (Nicolaides, 1974), 
can be emitted into the gas phase directly, can react heterogeneously with ozone, and can 
be left behind on surfaces to react after an occupant has left the space. In addition to 
surface-type-dependent ozone deposition to indoor surfaces (Shu and Morrison, 2011, 
Springs et. al., 2011), ozone depletion due to occupants (Weschler et. al., 2007) is a key 
indicator of the role occupants play in affecting the indoor environment. The reaction of 
ozone, which is transported indoors from outdoors, or emitted from cleaning devices 
(Waring et. al., 2008) or printers (Morawska et. al., 2009), with double bonds of fatty 
acids and other skin oils is a well-characterized, fast reaction (Zhou et. al., 2016), but is 
complicated by the extensive list of components available for reaction, including inter-
occupant variability. However, known volatile organic compound (VOC) markers of 
occupants are products of the reaction of skin constituents with ozone, including 6-MHO 
and 4-OPA, and acetone (Fruekilde et. al., 1998, Wisthaler and Weschler, 2010). 
Recently, several studies have used PTR-MS and HR-ToF-CIMS instrumentation to 
identify gas phase and VOC effects of occupants (Liu et. al., 2015, Tang et. al., 2015, 
Tang et. al., 2016). However, the ionization techniques utilized in these instruments 
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prefer oxidized components and have limited quantitative capabilities for species that 
cannot be calibrated. 
Separating the influence of individuals from that of their surroundings has been 
challenging. In most environments, emissions are dominated by outdoor air, and human 
activities including smoking, cleaning, and cooking. Identification of occupant influence 
requires the time resolution to separate occupied and unoccupied times, sufficient 
occupant density to detect relatively small mass contributions, and the chemical 
specificity to explicitly account for the source of aerosol components by their source. Due 
to these limitations, occupant influence has not been observed quantitatively in bulk 
aerosol observations outside of controlled experiments. This work utilizes the time 
resolution and quantitative chemical specificity of the AMS to separate the occupant 
influence from outdoor sources, and quantifies the chemically-specific influence of 
occupants on the composition of indoor aerosols. 
This objective is completed in Chapter 5. 
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Chapter 2. Real-Time Transformation of Outdoor Aerosol Components Upon 
Transport Indoors Measured with Aerosol Mass Spectrometry 
 
2.1. Abstract  
Outdoor aerosols are transported indoors, where their component concentrations 
depend on aerosol size, physiochemical properties, indoor sources and losses, and cross-
environment gradients of temperature and relative humidity. We explored these 
dependencies by measuring real-time outdoor and indoor non-refractory, submicron 
(PM1) aerosol component mass concentrations in a mixed-use laboratory space with an 
Aerodyne mini-Aerosol Mass Spectrometer (AMS) and black carbon (BC) with an 
aethalometer. The median indoor/outdoor (I/O) ratios were 0.60 for sulfate, 0.25 for 
nitrate, 0.52 for ammonium, 0.73 for organics, and 0.61 for BC. Positive matrix 
factorization (PMF) on organic aerosol data identified hydrocarbon-like (HOA), cooking 
(COA) and oxygenated (OOA) factors. By assuming sulfate was nonvolatile, lost only by 
mechanical processes, and without indoor sources, the transformations of other 
components i due to partitioning changes or indoor sources were parameterized by 
normalizing their I/O ratios by sulfate’s I/O ratio; i.e., (I/O)i/SO4. Component specific 
behavior was quantified by regressions of (I/O)i/SO4 to outdoor-to-indoor temperature 
differences. Nitrate and HOA strongly and OOA weakly showed losses with increasing 
temperatures indoors versus outdoors, and HOA likely had an indoor source. To the date 
of this work, this was the first reported deployment of an AMS to analyze real-time 
indoor aerosol composition and outdoor-to-indoor transformation. 
The work in this chapter is published as Johnson et al., 2017, Indoor Air. Section 
2.2.2 on the mAMS and associated appendix have been added. 
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2.2. Introduction  
2.2.1. Connecting Indoor and Outdoor Air Quality 
Indoor and outdoor air are controlled separately due to differences in regulations, 
emissions, pollutant lifetimes, temporal and spatial scales, removal mechanisms, and 
boundary conditions (Nazaroff et. al., 2003). However, indoor air is strongly influenced 
by outdoor-to-indoor transport of ambient pollution (Wallace, 2006, Rackes and Waring, 
2013). For instance, outdoor aerosol from biogenic sources (Hallquist et. al., 2009), 
biomass burning (Reid et. al., 2005), and fuel combustion (Apte et. al., 2012) can be 
transported indoors, where humans in industrialized nations spend most of their time 
(Klepeis et. al., 2001), mixing with pollutants generated by smoking (Nazaroff and 
Klepeis, 2004), cooking (Wallace, 2006), use of cleaning supplies (Singer et. al., 2006a, 
Wallace et. al., 2006, Waring et. al., 2011, Youssefi and Waring, 2014), and emitted from 
indoor materials (Rackes and Waring, 2015). High aerosol concentrations are linked to 
adverse pulmonary (Pope et. al., 2002) and cardiovascular (Dominici et. al., 2006) 
diseases, so identifying and quantifying impacts of outdoor sources to indoor aerosol 
exposure is important for making informed decisions on regulating emissions or 
designing control systems. 
Atmospheric aerosol is primarily composed of sulfate, nitrate, ammonium, 
chloride, organics, and black carbon (BC), and its composition determines its volatility, 
hygroscopicity, and density (Zhang et. al., 2008, Huffman et. al., 2009, Cappa and 
Jimenez, 2010). These physicochemical properties affect how aerosol behaves in the 
atmosphere and how it transforms between outdoor and indoor environments. For 
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instance, ambient aerosol volatility has been examined with a thermodenuder coupled 
with an aerosol mass spectrometer (AMS) (Huffman et. al., 2009) and the organic aerosol 
(OA) components translated into volatility basis sets (VBS) (Donahue et. al., 2006) for 
use in modeling (Cappa and Jimenez, 2010). This ambient temperature dependence of 
OA partitioning is also meaningful for outdoor-to-indoor temperature gradients. Hodas 
and Turpin (2014) applied this OA VBS to time-averaged indoor and outdoor OA 
concentrations measured for residences in three U.S. cities during the study of the 
Relationships of Indoor, Outdoor, and Personal Air (RIOPA) and estimated volatility 
shifts in ambient OA mass due to temperature gradients as it was transported indoors. 
Similarly, (Waring, 2014) used VBS distributions to estimate the impact of temperature 
on indoor secondary organic aerosol (SOA) formation in the RIOPA dataset.  
While not explicitly considered in this paper, relative humidity (RH) gradients 
between indoors and outdoors lead to changes in water content of aerosol particles, and 
can influence the gas-to-particle partitioning of water soluble species such as nitrate and 
some low molecular weight organics (Kreidenweis et. al., 2008, Duplissy et. al., 2011). 
Temperature and RH gradients between indoors and out are inversely correlated and both 
may act to drive partitioning of volatile or water-soluble components to the gas phase 
(i.e., for cases with higher indoor temperatures or lower indoor RH than outdoors).  
Indoor aerosol concentrations are a result of contributions from outdoors via air 
exchange, indoor emissions, indoor losses by deposition or filtration, and transformations 
such as condensation and evaporation (Lai and Nazaroff, 2000b, El Orch et. al., 2014, 
Riley et. al., 2002, Wallace, 2006, Waring, 2014, Waring and Siegel, 2008, Waring et. 
al., 2011). The total effect of these mechanisms manifests itself as the ‘indoor-outdoor 
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(I/O) ratio,’ which is the indoor concentration normalized by the outdoor one (Chen and 
Zhao, 2011). Deposition to filters and surfaces, which has been shown to be composition-
dependent (Lunden et. al., 2003, Lunden et. al., 2008), is included in the I/O ratio but is 
not considered explicitly. 
Only a few studies have begun to examine how particle composition affects the I/O 
ratio, including inorganic ions (Sangiorgi et. al., 2013), black carbon (Viana et. al., 2011), 
and some metals (Pekey et. al., 2010, Oeder et. al., 2012). Combined indoor and outdoor 
studies of particle composition traditionally use techniques with time resolution of a few 
hours to days (i.e., with filters) to determine the indoor/outdoor ratio. Ligocki et. al. 
(1993) quantified differences in chemically-specific I/O ratios in a museum setting but 
did not connect them to time-dependent suspected sources of cleaning and occupants. In 
this work, we measured real-time indoor and outdoor concentrations and I/O ratios of 
non-refractory aerosol components of nitrate, sulfate, ammonium, and organics using an 
aerosol mass spectrometer (AMS), and BC using an aethalometer. Component mass 
changes were analyzed as a function of the outdoor-to-indoor temperature gradient. We 
believe this is the first reported use of an AMS indoors, allowing for the time resolved, 
detailed characterization of aerosol components. 
2.2.2. Aerosol Mass Spectrometry 
The mini-Aerosol Mass Spectrometer (mAMS, Aerodyne Research Inc.), utilizing 
a compact time-of-flight (C-ToF) mass spectrometer (Drewnick et. al., 2005, Canagaratna 
et. al., 2007) was used in this work. Developed for lower cost, power consumption, and 
physical size for improved mobility, than the original C-ToF instruments and current HR-
ToF-AMS instruments, the ToF spectrometer and instrument body design are identical to 
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the ToF-ACSM (Fröhlich et. al., 2013). The primary difference between the two are in 
acquisition of the background signal for subtraction from the sample signal. In the 
mAMS, a traditional AMS chopper, measures the “closed” signal as the chopper blocking 
the airbeam, and the “open” signal as the chopper allowing the full airbeam. The ToF-
ACSM, however, utilizes an integrated filter setup and automatic switching to measure 
the “filtered” as the “closed” signal and unfiltered as the “open” signal. As such, the 
mAMS is better used for ambient and source sampling that requires fast measurements, 
and the ToF-ACSM is designed for long-term monitoring. At the time of this chapter’s 
work, this mAMS used a traditional PToF chopper, although no PToF data are presented 
here. Later work utilized an ePToF and a re-designed instrument casing, but the same 
instrument body, including inlet, pumping system, and ToF. The mAMS was confirmed 
to be in agreement with a co-located HR-ToF-AMS (unpublished): this data and the 
detection limit of the instrument are discussed in Appendix G. 
 
2.3. Methods 
2.3.1. Sampling Location and Description 
Sampling was performed on April 9–22, 2013 in a multi-use building at Drexel 
University in Philadelphia, PA. The indoor space was mechanically ventilated with a 
standard heating, ventilating, and air-conditioning (HVAC) system, on a ground level, 
concrete-floored laboratory (68 m2, 294 m3) that housed instrumentation and metal and 
wooden desks. Under normal conditions, the HVAC system would operate on a set-back 
routine between the unoccupied hours of 10 p.m. and 6 a.m. (i.e., raise set-point 
temperature and reduce ventilation). However, due to a faulty cooling coil during testing, 
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the system was often operated under an occupied condition the entire day. Appendix 
Figure A.1 shows temperature effects of this faulty coil in contrast to normal weekday 
and weekend operation. 
We measured concentrations in three sampling inlets: the outdoor, indoor, and 
room supply air. The building’s ventilation air intake was on the rooftop, two stories 
above the indoor space, and the intake air was cleaned with a filter with a Minimum 
Efficiency Reporting Value (MERV) of MERV 11. The ventilation supply air for the 
building was measured at the ceiling outlet vent for the room, approximately 3 meters 
away from the instruments. Unfortunately, the building intake was not accessible for 
sampling, so the outdoor air sample inlet extended through an installed port one story 
above the study room. The indoor inlet was approximately 3 m above the ground, near 
the instruments. It is important to note that this indoor sampling location was different 
from the classroom used in the work presented in all subsequent chapters. Therefore, 
while processing mechanisms may be similar, caution should be taken in comparing of 
the indoor or I/O results between datasets. See Table A.1 for a comparison of datasets, 
including instruments used in each.  
 The outdoor inlet overlooked a small street with primarily pedestrian traffic and 
eight food truck vendors. Several major roadways, a bus, and train station were within a 
few blocks, and an elevated train track with diesel-powered freight trains was located ~50 
m from the building. A map of the area is shown in Figure A.2. One to five people 
occupied the indoor space during workday hours on most weekdays during the study, 
though occupancy was not monitored. The indoor space had one door that was used 
occasionally and windows that remained shut for the entire experiment. The air exchange 
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rate (AER), which is the volumetric flow of outdoor air through the space normalized by 
the volume of the space, was measured for the study room using carbon dioxide (CO2) 
decay (Roulet and Foradini, 2002) five times over the 14 days, and tests were performed 
while the space was unoccupied. Temperature, T (°C), and RH (%) were monitored 
indoors (Tin and RHin); outdoors, Tout and RHout were retrieved from the NOAA National 
Climatic Data Center’s Integrated Surface Hourly Data Base.  
 
2.3.2. Instrumentation 
Valve Switching System: A custom-made, automatic valve switching system 
alternated the sampling inlet between indoor, outdoor, and ventilation, every 2-min, 
resulting in a 6-min cycle. Flow was continuous through all three sampling lines using 
bypass flow equal to sample flow on the two lines not being measured.  
Mini-Aerosol Mass Spectrometer (mAMS): The mAMS (Aerodyne Research Inc.) 
measures bulk and size-resolved chemical composition of non-refractory, submicron 
particles including organics, nitrate, sulfate, ammonium, and chloride, utilizing a compact 
time-of-flight (C-ToF) mass spectrometer (Drewnick et. al., 2005, Canagaratna et. al., 
2007). The mAMS is similar to the Time-of-Flight Aerosol Chemical Speciation Monitor 
(Fröhlich et. al., 2013) with the addition of the size resolved composition measurement 
capability. Similar to the ToF-ACSM, the mAMS 1-min detection limits during this work 
were 0.26, 0.08, and 0.05 µg/m3 for organics, nitrate, and sulfate, respectively. The 
mAMS was operated in both mass spectrum (MS) and particle time of flight (PToF) 
modes (Jimenez et. al., 2003, DeCarlo et. al., 2006), but only mass spectral data are 
discussed here. A collection efficiency of 0.5 was applied to all AMS data, in order to 
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more equally compare indoor and outdoor datasets; a composition-dependent collection 
efficiency would have a negligible impact due to the dominance of organic aerosols in 
both environments (Middlebrook et. al., 2012). Chloride was rarely above detection and 
is not discussed. Ammonium neutralized nitrate and sulfate components, so it was also 
excluded from further analysis since its I/O relationship is a function of sulfate and 
nitrate. The CO2 measured by the aethalometer (described below) was used for mass 
spectra correction in the fragmentation table (Allan et. al., 2004). 
Aethalometer-33: The AE-33 (Magee Scientific) Aethalometer (Drinovec et. al., 
2015) measured light absorption at seven wavelengths at one-second intervals. The 1-
minute detection limit for BC measured at 960 nm was found to be 0.34 µg/m3. The 
relationships between each wavelength can help determine the source of BC (Wang et. 
al., 2013); however we did not attempt to identify sources and used the BC concentration 
derived from absorption at 960 nm (using a mass absorption coefficient of 7.19 m2/g as 
recommended by the manufacturer). This dual-spot aethalometer provides automatic 
loading artifact correction which was used here. Integrated into the AE-33 system was a 
CO2 monitor (Vaisala GMP343). 
Other Measurements: Indoor temperature and RH were measured with a HMP60 
Temperature and RH probe (Vaisala). 
 
2.3.3. Analysis Methods  
To quantify component changes upon transport indoors, I/O ratios were calculated 
after accounting for the lag-time of outdoor aerosols to be reflected in the indoor 
concentration, which was determined with a time-shifting regression analysis. 
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Specifically, the correlation between outdoor and indoor concentrations was calculated 
for sulfate measurements occurring on the same 6-min inlet cycle; then the correlation 
was calculated again for the original outdoor concentration and a ‘shifted’ indoor 
concentration measured 1 to 10 inlet cycles later in time (i.e., a 6 to 66-min time lag). 
This analysis was repeated for all continuous 20-hour segments, yielding a distribution of 
inlet cycle shifts, with one particular time-shift resulting in a best correlation (i.e., highest 
R2), which was taken as the characteristic time for aerosol transport indoors. Sulfate was 
used in the time-shift analysis because it is a regional source (Mohr et. al., 2011) with 
minimal potential for indoor sources, non-reactive, and of low volatility (Huffman et. al., 
2009). 
Positive matrix factorization (PMF) was applied to the organic mass spectral 
matrix using the entire dataset (i.e., all inlets together) to identify OA factors. PMF 
(Paatero, 1997) is a receptor model that decomposes a total signal into a linear 
combination of factors, and this technique can identify the relative contributions of OA 
types for AMS data (Lanz et. al., 2007, Ulbrich et. al., 2009). Factor mass spectra 
determined for this dataset were compared with previously observed factor spectra from 
other outdoor studies. 
 
2.4. Results and Discussion  
2.4.1. Weather, Temperature, and RH 
The weather outdoors varied throughout the study with Tout from 3 to 31 °C and 
RHout from 25 to 95%, and the mean (± standard deviation, s.d.) Tout was 15 (6) °C and 
RHout was 62 (20)%. Three days had periods of rain and high winds. Indoors, Tin ranged 
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from 24 to 36 °C with RHin from 15 to 50%, and the mean (s.d.) Tin was 28 (3) °C and 
RHin was 29 (8)%. These indoor temperatures are higher than typical in conditioned 
buildings in the U.S. (ASHRAE, 2013) and are due to a faulty cooling coil in the HVAC 
system during testing (though ventilation was of course still operational). Therefore, for 
the duration of the sampling, the indoor space was warmer and had lower RH than 
outdoors. Figure A.3 shows time-series plots for indoor and outdoor temperature, and 
RH, with additional outdoor weather data.  
 
2.4.2. Time Shift Determination 
Figure 2.1 shows an example of the time-shift analysis for a 20-hour period. The 
un-shifted series in Figure 2.1 (a) shows that time-varying trends in outdoor sulfate are 
mimicked indoors, but later in time. Figure 2.1 (b) demonstrates the distribution of R2 
between outdoor and indoor sulfate concentrations shifted from 0 to 66 minutes backward 
in time, as well as the time-shift with the strongest correlation. Finally, Figure 2.1 (c) 
illustrates the relationship between outdoor and indoor-shifted sulfate for the time-shift 
with highest correlation in this example, which had a slope of 0.51 (i.e., the sulfate I/O 
ratio during this period was 0.51).  
The time-shift with the best correlation overall was 26 min (see Figure A.4 for the 
distribution of best correlation values across the dataset). This transport characteristic 
time compares well with the residence time of 19.2 min, which was the inverse of the 
mean AER determined from five CO2 releases (i.e., mean AER = 3.12 ± 0.3 h-1; 
measured AERs are in Table A.2). The agreement of these methods indicates that this 
time-shifting technique is reasonable for correcting for the lag in aerosol composition 
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between environments. For the remaining analysis, all indoor species concentration time-
series were shifted by −26 minutes to account for the lag time.  
 
 
 
 
Figure 2.1.  Example of the process of indoor time shift determination 
The (a) un-shifted time series of indoor (light) and outdoor (dark) sulfate was offset by 6-minute 
increments (up to 66 minutes) to (b) find the maximum correlation of those calculated at each offset step, 
resulting in (c) a best estimate of the scatter plot of the indoor versus outdoor concentrations (for indoor 
concentration shifted by −26 minutes). 
 
 
 
2.4.3. Aerosol Composition 
Figure 2.2(a) shows the relative mean composition for outdoor and indoor 
aerosols components over the study. Table 2.1 lists the observed variation in these values 
throughout the course of the measurement period. Due to the high AER (3.12 h-1), we 
observed little variation between the indoor and supply air aerosol composition, so we 
focus the remaining discussion on the differences between the outdoor and indoor aerosol 
composition. Notably, all particle instruments used in this study measured only 
submicron aerosols, so re-suspended particles due to occupant activity (that are 
predominantly coarse mode) were unlikely to impact these measurements. In addition, 
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the high AERs likely indicate that air was exchanged on a time scale faster than 
secondary species readily form in the aerosol phase due to ozonolysis of any terpenoids.  
The mean outdoor aerosol concentration was 11.6 µg/m3, dominated by organics, 
followed by BC, sulfate, ammonium, and nitrate. PMF analysis of the organic mass 
spectral matrix identified four organic aerosol (OA) factors: hydrocarbon-like (HOA), 
cooking OA (COA), and two for oxygenated OA that were combined into a single OOA 
factor. The total indoor aerosol concentration mean was lower, at 6.1 µg/m3. Many 
species showed similar percentages indoors as outdoors, though nitrate and COA 
percentages decreased indoors and HOA increased. The median total aerosol I/O ratio 
was 0.56, which is typical for a mechanically ventilated building with filtration operated 
at this AER (Riley et al., 2002). 
The complete time-series for 1-hr averaged indoor and outdoor aerosol species 
and organic PMF factors is in Figure A.5, for which the −26 min time-shift was applied 
to all indoor measurements. I/O ratio determination was done on 1 hr averages of the 
time-shifted data to reduce noise from the higher frequency 6 min data. High outdoor 
aerosol concentrations for the first three days (e.g. peaked at 28.7 µg/m3 and frequently > 
20 µg/m3) corresponded with warm outdoor temperatures. Low outdoor concentrations at 
the end of the study corresponded to cooler temperatures (e.g. mean dropped to 8.1 µg/m3 
in the last week with only one short period > 12 µg/m3). Total indoor submicron aerosol 
never exceeded 14 µg/m3.  
Figure 2.2 (b) displays the mean diurnal outdoor and indoor concentrations for 
organics, nitrate, sulfate, and BC. Outdoor nitrate was generally low, and almost none 
was observed indoors, even during outdoor morning peaks (nitrate arithmetic mean for 
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outdoors: 𝑥 = 1.31 µg/m3 and indoors: 𝑥 = 0.24 µg/m3). Both outdoor and indoor sulfate 
showed little diurnal variability, indicative of behavior of a regional source with little 
local influence (sulfate outdoors: 𝑥 = 1.9 µg/m3 and indoors: 𝑥 = 1.2 µg/m3). BC outdoors 
and indoors followed normal traffic patterns, and during non-peak hours the outdoor and 
indoor concentrations did not vary much (BC outdoors: 𝑥 = 1.68 µg/m3 and indoors: 𝑥 = 
0.86 µg/m3). Organics varied by time-of-day, with a strong diurnal variation outdoors that 
was not observed indoors (organics outdoors: 𝑥 = 5.0 µg/m3 and indoors: 𝑥 = 3.1 µg/m3). 
PMF analysis allowed further investigation of the sources and variation of the OA 
factors. 
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Figure 2.2.  Diurnal pattern for measured species and their fractional contribution 
For the entire 14-day study, the average (a) aerosol species mass concentrations and diurnal concentrations 
profiles for (b) AMS species and (c) organic aerosol factors derived from PMF for outdoor (dark) and 
indoor (light) concentrations. BC = black carbon; Org = total organic aerosol (OA); NO3 = nitrate aerosol; 
SO4 = sulfate aerosol; OOA = oxygenated OA; COA = cooking OA; and HOA = hydrocarbon-like OA. 
The average concentration was 11.6 µg/m3 outdoors, and 6.1 µg/m3 indoors. This difference in 
concentration is reflected in the relative size of the pie charts in (a). 
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Table 2.1.  Measured concentration range for spring 2013 
For each AMS species or PMF-derived organic factor, summary statistics of measured concentrations over 
the 14-day campaign. 
Species 
or factor1 
Outdoor (µg/m3) Indoor (µg/m3) 
25th   Median 75th  25th   Median 75th  
Total 8.54 12.58 18.86 5.34 6.88 8.70 
SO4 0.66 0.92 1.46 1.05 1.50 2.51 
NO3 0.48 0.73 1.30 0.13 0.19 0.31 
BC 0.30 0.69 1.13 0.24 0.36 0.49 
Org 2.46 4.07 6.64 2.11 2.82 3.90 
OOA 1.54 2.22 3.18 0.78 1.20 1.91 
COA 0.50 0.96 2.24 0.35 0.51 0.76 
HOA 0.33 0.66 1.23 0.69 1.08 1.54 
1. SO4 = sulfate aerosol; NO3 = nitrate aerosol; BC = black carbon; Org = total organic aerosol (OA); OOA 
= oxygenated OA; COA = cooking OA; and HOA = hydrocarbon-like OA. 
 
 
 
2.4.4. PMF Analysis of Organic Aerosol 
PMF analysis of the organic mass spectral matrix yielded a 4-factor (fpeak = 0) 
best solution, which identified a cooking OA factor (COA), hydrocarbon-dominated OA 
factor (HOA), and two oxygenated OA (OOA) factors. The two OOA factors were 
combined into a single OOA factor as in Mohr et. al. (2012). The resulting 3-factor 
solution was analyzed both by spectral correlation with previously published spectra and 
by each factor’s contribution to the time series for indoor and outdoor air. A complete 
time series for the OA factors and their spectra are in Figures A.5 and A.6, respectively.  
Diurnal cycles for each factor are in Figure 2.2(c). The largest fraction of OA was 
typically the OOA factor (OOA outdoors: 𝑥 = 2.6 µg/m3 and indoors: 𝑥 = 1.4 µg/m3). The 
OOA mass spectrum correlates extremely well (R2 = 0.97) with the ‘low-volatility OOA’ 
(LV-OOA) from Crippa et. al. (2013a), where LV-OOA represents oxygenated organic 
aerosol that is aged (highly oxidized) and thus has a high oxygen-to-carbon ratio (O:C) 
and low volatility. This strong correlation suggests that OOA should have an I/O ratio 
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similar to that of non-volatile sulfate. Moreover, there is only weak dependency on time 
of day for OOA, indicating a regional source, rather than fresh OA that typically forms 
during the afternoon when photochemical activity is highest (e.g. Carlton and Turpin 
(2013). 
 The COA reflected the operating hours of the food trucks in proximity to the 
experimental location, which was ~7 a.m. to 5 p.m. on Monday through Friday and with 
limited service on Saturday (COA outdoors: 𝑥 = 1.67 µg/m3 and indoors: 𝑥 = 0.56 
µg/m3). As such, the COA concentration was much lower on weekends. However, COA 
dominated the outdoor OA during weekday lunchtimes, showing a strong peak around 
noon to 1 p.m. The COA factor here correlates well with the COA mass spectrum from 
Crippa et al. 2013 (R2 = 0.94). In general, COA factors have rarely been observed in unit 
mass resolution (UMR) spectra (Mohr et. al., 2012); however, the strong local source and 
clear diurnal trend make the retrieval of this factor straightforward for this dataset. 
HOA is unique among OA factors in that its indoor concentration was often equal 
to or higher than the outdoors (HOA outdoors: 𝑥 = 0.89 µg/m3 and indoors: 𝑥 = 1.20 
µg/m3). The indoor HOA diurnal profile is the combination of both a traffic source and 
(we speculate) the operation of the HVAC equipment. To elucidate the HOA sources, we 
can compare the indoor and outdoor diurnal profiles of BC, which is likely generated by 
traffic only, and HOA. Figure 2.3(a) shows the diurnal pattern of outdoor HOA and BC. 
The initial increase in the HOA and BC corresponds to the onset of morning traffic 
(Zhang et. al., 2005), and the diurnal trends for these factors mimic each other, with 
outdoor HOA existing at roughly the same outdoor BC concentration, which is higher 
than what has been observed for traffic related emissions at lower OA concentrations 
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(Chirico et. al., 2011). A regression analysis of HOA versus BC for outdoor aerosol 
measured during the study gives a slope of 0.87 and R2 value of 0.67. 
However, the indoor diurnal trends in Figure 2.3(b) also show the morning traffic 
peak, but the HOA indoor concentrations remain high throughout the day, while the BC 
concentrations follow the typical traffic emission pattern. The differences in these indoor 
trends suggests an HOA source indoors which does not have associated BC emissions 
(i.e., a non-combustion source). This source strength is approximated in Figure 2.3(b) by 
the gray area as 0.87 of the observed BC, so the remaining HOA is likely from an indoor 
source. The period of enhanced HOA relative to outdoors overlaps with the normal 
daytime operational hours of the HVAC system, and may indicate the study room’s air 
handling unit as an indoor source of HOA. Either aerosolized oils from HVAC equipment 
(Batterman and Burge, 1995) or semi-volatile lubricating oils that condense onto the pre-
existing particles are potential indoor sources of this aerosol component. Finally, the 
HOA mass spectrum correlates well (R2 > 0.9) with the HOA mass spectrum from other 
campaigns (Hersey et. al., 2011, Crippa et. al., 2013a) in urban areas (Paris and Los 
Angeles, respectively) during periods of traffic influence. 
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Figure 2.3.  Diurnal pattern of HOA and BC indoors and outdoors 
Mean diurnal profiles of Hydrocarbon-like Organic Aerosol (HOA) and Black Carbon (BC) both (a) 
outdoors and (b) indoors, over the 14-day sampling period. The estimated HOA from traffic sources (0.87 
of BC, as in outdoor) is estimated in gray. 
 
 
 
2.4.5. Indoor/Outdoor (I/O) Ratios 
For distributions of hour-averaged I/O ratios for each aerosol species and OA 
factor, Table 2.2 lists the medians and 25th and 75th percentiles, while Figure 2.4 
illustrates their ranges using box-and-whisker plots. Sulfate I/O ratios had a median of 
0.60, showing tight dispersion as the 25th and 75th percentiles differed by 0.14. In 
contrast, nitrate’s median I/O ratio was 0.25, though it also showed tight dispersion. The 
differences in I/O ratios for these species are expected since the indoor temperature was 
higher than outdoors, and nitrate is semi-volatile whereas sulfate is not. Consequently, 
nitrate will partition from the aerosol to the gas phase more strongly as temperature 
increases (Bergin et. al., 1997, Lunden et. al., 2003, Sarnat et. al., 2006, Huffman et. al., 
2009). Previous outdoor-to-indoor studies have observed this trend even at low time 
resolution (Sangiorgi et. al., 2013). Sulfate is not volatile at ambient temperatures and has 
been shown to have little dependence on temperature (Huffman et. al., 2009, Cappa and 
Jimenez, 2010). 
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The I/O ratio for BC showed a larger dispersion than nitrate or sulfate. Some of 
this variation may be due to the lower sensitivity of the aethalometer for BC as compared 
to the mAMS (approximately 10× lower) and/or artifacts associated with filter based 
sampling of BC (Cappa et. al., 2008, Lack et. al., 2008). Regardless of the spread, the BC 
median I/O ratio compares similarly to that of sulfate, which is consistent with the fact 
that both sulfate and BC are non-volatile species with no known indoor sources in this 
study space. The time series in Figure A.5 reveals some instances of I/O ratios greater 
than unity near the end of measurements, likely due to low signal-to-noise (S/N < 10) and 
measurement artifacts. 
The distribution of I/O ratios for bulk OA had wider dispersion than the 
inorganics, with a significant frequency of I/O ratios greater than unity, owing to the 
behavior of the individual OA factors, which also have I/O ratios shown in Figure 2.4. 
The COA had the lowest I/O ratio for OA factors, due to the proximity of the outdoor 
inlet to food trucks. Since the building air intake was located farther from this local 
source than the inlet line, the I/O ratio is likely biased low for this source, and caution 
should be used in generalizing these results to other studies. The OOA factor had an I/O 
ratio closer to that of sulfate. This similarity to sulfate indicates that this component is not 
very volatile, which is consistent with the strong correlation to other LV-OOA factor 
mass spectra (Crippa et. al., 2013a). Overall, the total organic aerosol I/O ratio was less 
than unity, while the I/O of the HOA factor frequently exceeded unity likely due to 
indoor source(s).  
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Table 2.2.  Statistics of I/O, (I/O)i/SO4, and regression of (I/O)i/SO4 against temperature gradient in 
spring 2013 
For each AMS species or PMF-derived organic factor, summary statistics of: indoor/outdoor (I/O) ratios, 
I/O ratios of components i normalized by the I/O ratio of sulfate (I/O)i/SO4, and regressions of (I/O)i/SO4 
against indoor-to-outdoor temperature differences (ΔTin-out). 
Species 
or 
factor1 
Percentiles for  
I/O ratios 
 
Percentiles for (I/O)i/SO4  
 Regression of (I/O)i/SO4 
against ΔTin-out 
25th   Median 75th   25th Median 75th  Slope y-Int. R2 
SO4 0.54 0.60 0.68  1.0 1.0 1.0  0 1  
NO3 0.16 0.25 0.35  0.27 0.41 0.57  −0.025 0.732 0.91 
BC 0.42 0.61 1.00  0.67 0.97 1.55    0.004 0.892 0.07 
Org 0.49 0.73 0.96  0.89 1.17 1.48  −0.010 0.995 0.20 
OOA 0.41 0.58 0.71  0.74 0.94 1.09  −0.003 0.905 0.02 
COA 0.23 0.47 0.97  0.45 0.85 1.40    0.036 0.355 0.80 
HOA 0.97 1.64 2.71  1.56 2.63 4.27  −0.046 3.192 0.60 
1. SO4 = sulfate aerosol; NO3 = nitrate aerosol; BC = black carbon; Org = total organic aerosol (OA); OOA 
= oxygenated OA; COA = cooking OA; and HOA = hydrocarbon-like OA. 
 
 
 
 
Figure 2.4.  Measured I/O ratios for spring 2013 
Distribution of measured I/O ratios for chemical species and PMF-derived organics. Boxes are 25th and 75th 
percentiles, and whiskers are 10th and 90th percentiles. SO4 = sulfate aerosol; NO3 = nitrate aerosol; BC = 
black carbon; Org = total organic aerosol (OA); OOA = oxygenated OA; COA = cooking OA; and HOA = 
hydrocarbon-like OA. 
 
 
 
2.4.6. Dependence of I/O Ratio on Temperature 
A fraction of the loss of ambient aerosol components upon transport indoors can 
be attributed to depositional losses to surfaces (Lai and Nazaroff, 2000b, Thatcher et. al., 
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2002) or HVAC filtration (Waring and Siegel, 2008, Azimi et. al., 2014). Since sulfate is 
non-volatile and has negligible indoor sources, its behavior demonstrates the impacts of 
those mechanical losses to a first order. With that assumption, the I/O ratios of the other 
components can be normalized by the sulfate I/O ratio to quantify additional mass losses 
due to volatility or other phenomena and/or mass gains from indoor sources. We refer to 
this metric as the ‘sulfate-normalized I/O ratio’ and often denote it as (I/O)i/SO4, where i is 
any component besides sulfate. This analysis implicitly assumes that all aerosol 
populations have similar depositional and filtration losses and that particles are internally 
mixed. If external mixtures of different components exist (e.g. fresh local traffic aerosol 
versus regional aerosol) there will be different mechanical loss rates, and this analysis 
will have associated error. However, the similar median I/O values for BC (from traffic) 
and sulfate (regional sources) suggest this is not likely to be a large effect. 
The median, 25th percentile, and 75th percentile of all (I/O)i/SO4 are in Table 2.2. 
Per the previous discussion all species except HOA are assumed to have no indoor 
sources, so their (I/O)i/SO4 quantify transformation losses above deposition and filtration, 
which we discuss at median values. The sulfate-normalized I/O ratio for nitrate showed 
the largest decrease, of a factor of 0.41. The sulfate-normalized I/O ratio for OOA also 
exhibited a slight decrease from unity, to 0.94, suggesting some volatile behavior 
consistent with thermodenuder data (Huffman et. al., 2009). The (I/O)i/SO4 for BC was 
near unity as expected, since it is largely nonvolatile, which also indicates that even if the 
BC is externally mixed to sulfate, the mass removal fraction is approximately similar. 
Conversely, the (I/O)i/SO4 for HOA is greater than others at 2.63, consistent with the 
hypothesis of an indoor HOA source, though it likely had loss transformations due to 
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mechanical losses and outdoor-to-indoor gradients like other factors (Huffman et. al., 
2009). In following chapters, occupant influence is identified as similar to COA and 
HOA spectra, however, here, the faulty heating coil here is connected to the increase in 
HOA, and the maximum occupant concentration in the room here was much lower than 
in the classroom in following chapters. 
During the study, the higher Tin and lower RHin both favored mechanisms for 
chemical species-specific loss of aerosol mass. Moreover, these variables are inversely 
related since the water vapor saturation pressure is a function of temperature. Separating 
the influence of these variables on the I/O ratio will be explored in future work when 
indoor to outdoor gradients of RH and temperature can be analyzed over a larger 
experimental range. That being said, Figure 2.5 illustrates the box-and-whisker plots of 
the (I/O)i/SO4 ratios against their corresponding binned indoor-to-outdoor temperature 
changes (ΔTin-out), and Table 2.2 lists the fit parameters for linear regressions of (I/O)i/SO4 
ratios against those ΔTin-out. (Complete scatter plots of (I/O)i/SO4 ratios versus ΔTin-out can 
be seen in Figure A.7) Thus, a negative slope indicates the additional mass loss with 
increasing temperature gradient, as we defined it. For some species (e.g. nitrate), the y-
intercept in Figure 2.5 is less than unity, indicating that temperature gradients are not the 
only mechanism leading to additional loss of these species indoors, and that RH changes 
or other mechanisms may also play a role. 
 All components, with the exception of BC and COA, exhibited a negative 
dependence of the (I/O)i/SO4 ratio on ΔTin-out. Likely loss mechanisms are volatile loss 
(Donahue et. al., 2006) or reduction in aerosol water content forcing some water-soluble 
species to the gas phase (e.g. Henry’s law mechanism).  
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In this study, the OOA was the least impacted by ΔTin-out, reflecting its low 
volatility and demonstrated that treating OOA as non-volatile aerosols would lead to 
fewer inaccuracies than for many other components in exposure predictions. Whether this 
is true for periods with high photochemical activity (e.g. summer time), or when OOA is 
composed more of semi-volatile OOA (SV-OOA), cannot be determined from this 
dataset. COA also has a positive slope with increasing ΔTin-out, but the uncertainty 
attributable to the physical proximity of the food vendors to the indoor space indicate low 
confidence in this value. 
The HOA component showed the strongest trend with ΔTin-out in this dataset (i.e., 
largest absolute slope). This result is not surprising, as Huffman et al. (2009) reported 
that HOA is more volatile than OOA. However, the HOA system is more complex than 
that of the other components, since it has an indoor source(s) also based on volatility. 
Therefore, in addition to outdoor sourced HOA being driven to the gas phase at higher 
temperatures indoors, the indoor sources of semi-volatile HOA will not partition as 
strongly to the particle phase (i.e., the semi-volatile species will remain in the gas phase) 
at these high indoor temperatures. 
Aerosol nitrate was also strongly influenced by increasing ΔTin-out, and since it has 
no indoor source, observed losses in addition to the mechanical losses can be attributed to 
the temperature and associated gradient impacts. The nitrate losses observed with ΔTin-out 
during this study are within the bounds of the mass fraction remaining (MFR) in 
laboratory and field studies reported in Huffman et al. (2009), which are also 
demonstrated in Figure 2.5. Nitrate may also be susceptible to changes in RH and 
resulting decreases in aerosol water content. However, the trends of gradients for 
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temperature and RH in this study are not possible to separate experimentally using this 
dataset, and these relationships will be explored in future work. 
Finally, the BC (I/O)i/SO4 ratios appear to increase slightly with higher ΔTin-out. 
However, Figure A.7 demonstrates that its positive dependency largely appears to be due 
a small set of low concentration data points at high ΔTin-out, and may be due to 
measurement artifacts with filter-based absorption measurements (Cappa et. al., 2008). 
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Figure 2.5.  Measured (I/O)i/SO4 against temperature gradient for spring 2013 
Dependence of (I/O)i/SO4 on differences in temperature between environments for (a) nitrate, (b) OOA (c) 
BC (d) COA (e) organics (OA), and (f) HOA. Data have been binned by temperature differences. *Nitrate 
results in panel (a) include additional traces of the mass fraction remaining (MFR), or fraction of total 
nitrate not lost to volatilization during heating dried aerosol with a thermodenuder, from MILAGRO 
campaign (ambient) and laboratory data, as described in Huffman et al. (2009).  
 
 
 
2.5. Conclusions and Implications for Indoor Air Exposure  
This study measured the real-time transformation of aerosol components upon 
transport from outdoors to indoors, using online high time resolution measurements from 
an aerosol mass spectrometer (AMS) and aethalometer. The high time resolution of mass 
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concentrations of speciated aerosol components improve understanding and predictive 
ability of indoor aerosols of outdoor origin. In the future, indoor exposure models can be 
improved by incorporating changes in aerosol composition due to environmental 
conditions, in addition to the current mass and size-dependent parameterizations. 
Furthermore, the use of the sulfate-normalized indoor/outdoor ratios, (I/O)i/SO4, separates 
the impact of chemical transformations from mechanical losses and, therefore, is a 
practical metric for use in models of varying complexities. These measurement results 
demonstrate that indoor aerosol concentration and composition are a function of the 
outdoor composition, as well as outdoor-to-indoor environmental gradients (e.g. 
temperature). For a given location, seasonal variations should thus also impact the indoor 
aerosol concentration and composition. Additional measurements when one of the 
gradients is reversed (i.e., T versus RH), which are currently underway, will help us 
better analyze and parameterize the observed differences in I/O ratios due to 
simultaneous changes in volatility and aerosol water content. 
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Chapter 3. Seasonal and Environmental Dependence of Outdoor-Originated 
Aerosol on the Indoor Air Quality 
 
3.1. Abstract 
Outdoor-originated aerosols are a major component of indoor air quality, varying 
both spatially and over short (diurnal) and long (seasonal) time scales. We examined the 
effect of these changes in aerosol loading and composition on indoor aerosol, by 
examining both indoor and outdoor aerosols in real time in an urban classroom in winter 
and summer 2016, using an aerosol mass spectrometer (AMS) and a suite of gas phase 
instruments. Positive matrix factorization (PMF) revealed 3 factors in common between 
seasons, including hydrocarbon-like, cooking, and oxidized organic aerosol (HOA, COA, 
and OOA). We report a sulfate-normalized indoor-outdoor ratio (I/O)i/SO4 to account for 
seasonal and other variation in ventilation and HVAC operation to compare emissions 
and chemically-based losses between environments. Heating of cold aerosols in 
wintertime can drive off water and volatile components, while summertime cooling of 
aerosols can have the reverse effect. However, the degree to which any effect is observed 
is dependent on the starting (outdoor) aerosol population and the magnitude of change (in 
temperature, RH, etc.). The median (I/O)i/SO4 for nitrate, black carbon (BC), total 
organics, and HOA was smaller in wintertime when temperature gradients between 
environments favored losses of volatile components; sources of HOA, BC, and COA 
were also found. Aerosol liquid water (ALW), as a function of the environmental 
conditions (temperature and humidity) and the relative contribution of hygroscopic 
components, exemplifies these different effects on the indoor environment. Summertime 
ALW indoors provides a medium for aqueous or otherwise liquid processing, which is 
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especially important for some of the typical gas phase reaction products that are 
important to indoor air quality and occupant exposure. This work describes the 
chemically-specific variations in exposure between seasons. 
The work in this chapter, except for sections 3.4.4 and 3.4.5, is prepared for 
submission for peer review. 
 
3.2. Introduction 
3.2.1. Seasonal-Dependence of Outdoor-Originated Aerosol 
Exposure to aerosols has been linked to adverse respiratory and cardiovascular 
conditions (Dominici et. al., 2006). While humans spend most of their time indoors 
(Klepeis et. al., 2001), it is instead outdoor air quality that is monitored and regulated 
with the aim of improving human health. Seasonally-dependent fluctuations in outdoor 
aerosols and, by extension, exposure to them is dependent on meteorological and 
emission variability (i.e. natural boundary layer height variability, heating-specific 
emissions in winter). However, long-term in-depth characterization of outdoor aerosols is 
difficult because most field work is constrained to a few weeks. The IMPROVE network 
(Malm et. al., 1994) has investigated chemical speciation via integrated filter samples at 
110 locations, some operating since 1985, but are limited to mostly rural locations at long 
time resolution. This limits application to investigation of changes between the indoor 
and outdoor environments. Other monitoring networks including the EPA AQ monitoring 
stations provide more local level data, but are similarly limited by time integrated filters. 
Recent instrument developments like the Aerosol Chemical Speciation Monitor (ACSM) 
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(Ng et. al., 2011), which can sample independently and continuously for weeks to 
months, has made long-term inter-seasonal and inter-annual measurements feasible.  
More than a decade of aerosol mass spectrometer (AMS) measurements, 
providing fast real-time submicron aerosol composition (DeCarlo et. al., 2006, 
Canagaratna et. al., 2007), across the world have resulted in several chemically-specific 
inter-seasonal analyses of megacities (Zhang et. al., 2007, Lanz et. al., 2010, Martin et. 
al., 2011, Park et. al., 2013, Hu et. al., 2016). Despite continental, latitudinal, annual, and 
intra-city differences, seasonal, spatial, and chemical processing trends have emerged, 
contributing greatly to a better understanding of aerosols. In applying these established 
analytical methods to the indoor environment, we provide a basis for analysis of these 
intensive field studies to be applied to local indoor environments and occupant exposure. 
This work aims to provide a direct comparative analysis for translating outdoor species to 
the indoor environment. 
 
3.2.2. Indoor-Outdoor Ratio 
Outdoor emissions make their way indoors via several important mechanisms 
(infiltration, penetration, etc.) (Meng et. al., 2007, Liu and Nazaroff, 2003), making 
emissions in each environment and processing between them important parameters of 
exposure. For environments with minimal indoor sources, the influence of outdoor 
aerosol on the indoor environment can be succinctly described with the indoor/outdoor 
(I/O) ratio (Riley et. al., 2002): the concentration of indoor aerosol divided by that of 
outdoor. For environments with indoor sources including cooking (Wallace et. al., 2004), 
cleaning (Nazaroff and Weschler, 2004, Singer et. al., 2006b), smoking (Nazaroff and 
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Klepeis, 2004), or other emission sources, the I/O ratio can exceed unity, but trends in 
this quantity over time provide insights into the dominant source of aerosols in the indoor 
environment. The I/O ratio has been widely used to describe penetration and infiltration 
across building uses, environmental conditions, and outdoor emission types (Chen and 
Zhao, 2011), but without the ability to compare directly across these important operating 
conditions, and it has been used with limited discussion as to the diverse characteristics 
of the outdoor-originated aerosols 
Johnson et al., (2017) introduced a sulfate-normalized I/O ratio as the I/O ratio of 
any aerosol chemical component, i, divided by the I/O ratio of sulfate, (I/O)i/(I/O)SO4, as 
(I/O)i/SO4 to normalize for mechanical losses. This metric allows the investigation of other 
contributions to the indoor aerosol population, including emissions indoors, or gains or 
losses due to physiochemical transformation. Use of the (I/O)i/SO4 creates a basis for 
comparison across seasons when building ventilation differs, and provides a 
standardization for other regions, climates, and building operation. 
 
3.2.3. Factors Affecting Chemical Transformation: Temperature, Humidity, Liquid 
Water, and Hygroscopic Components  
In addition to mechanical influences on the I/O ratio, chemical transformation of 
aerosol on transport between the two environments is governed by chemically-specific 
physiochemical properties including volatility. For a mechanically ventilated building, at 
positive temperature gradients (in>out, winter), the heating, ventilation, and air 
conditioning (HVAC) systems operating to heat outdoor air can vaporize volatilize 
components; in negative (in<out, summer) conditions, condensation can increase the I/O 
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ratio. The positive scenario has been studied extensively outdoors, using a thermodenuder 
coupled with an AMS (Cappa and Jimenez, 2010). Thermodenuder work has examined 
some of the complexity of organic aerosol (OA) from various sources (Kolesar et. al., 
2015) or Positive Matrix Factorization (PMF) result types (Huffman et. al., 2009). 
Temperature gradients between indoors and outdoors on organics using the Volatility 
Basis Set (VBS) (Donahue et. al., 2006) on RIOPA data (Hodas and Turpin, 2014, 
Waring, 2014) highlighted the geo-specific relationship between outdoor aerosol 
volatility and indoor aerosol observations. However, the negative case (in<out, summer) 
has not been experimentally investigated. 
While relative humidity (RH) and temperature are linked, the role of humidity in 
contributing to aerosol liquid water (ALW) uptake from hygroscopic components and 
subsequent re-partitioning of water soluble aerosol components with the gas phase is an 
important consideration in I/O ratios. ALW mass globally is approximately twice that of 
dry aerosol (Meng et. al., 1995), indicating the ubiquitous availability of an aqueous 
phase for processing of both organics and inorganics (Ervens et. al., 2011), and making 
organic aerosol dependent on temperature, humidity (Pankow, 2010, Shiraiwa et. al., 
2011), and inorganic hygroscopic components (Hodas et. al., 2014). Recent field studies, 
especially the Southern Oxidant and Aerosol Study (SOAS) (Nguyen et. al., 2014), have 
highlighted the importance of humidity and aqueous-phase processing in high-humidity 
environments, including the outdoor summertime work presented here. Long-term 
measurements in Beijing also showed seasonally dependent effects of aqueous processing 
with humidity across oxidized PMF factors (Xu et. al., 2017). 
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The impact of hygroscopic growth or contraction of aerosols, dependent on 
chemical composition and changes in humidity across a building envelope can be 
analogized to hygroscopicity-tandem differential mobility analyzer (HTDMA) work, 
which explored the expansion of aerosol size distribution with humidification, dependent 
on aerosol size, hygroscopic components, and humidity (Duplissy et. al., 2011, Jing et. 
al., 2016, Pöhlker et. al., 2016, Swietlicki et. al., 2017). A further combination of 
analytical methods in a volatility-hygroscopicity tandem DMA (VH-TDMA) (Meyer et. 
al., 2009) has shown the hygroscopicity of volatile compounds to be high, in agreement 
with growth factor measurements and Zdanovskii, Stokes, and Robinson (ZSR) 
predictions. Growth factor calculations based on hygroscopic components and humidity 
link these properties with ALW and size distribution outcomes. In the indoor 
environment, all of these properties are expressed in their (I/O)i/SO4, which is dependent 
on the environmental differences and processing between environments. 
 
3.3. Methods 
3.3.1. Sampling Methods 
Sampling took place in winter (Jan 31-Mar 2) and summer (July 13-Aug 13) of 
2016, at Drexel University in Philadelphia. Outdoor measurements potentially captured 
pollutants arising from emissions from the nearby I-76 freeway, the major transportation 
hub of 30th street station, and Center City Philadelphia. Nearby, a row of food trucks 
served the university on weekdays with limited service on weekends. The outdoor inlet 
was a dedicated inlet from the roof above the laboratory, situated next to the air intake for 
the HVAC zone serving the classroom where indoor air was sampled.  
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The classroom was 148 m3, with tiled floors and painted brick walls, a chalkboard 
and mobile desk seating for about 25 students. There was a door on each of two adjacent 
walls, but as one was recessed into the room, no direct air flow currents between the two 
were expected. The adjacent hallways were not mechanically ventilated. The room was 
occupied regularly for classes only in the winter season. The HVAC zone included 
adjacent faculty and student offices but no other classrooms. Sampling for each inlet was 
controlled by a custom valve-switching device to alternate sampling for all instruments 
between indoor and outdoor inlets every 4 minutes; a bypass line was utilized to ensure 
continuous flow in each inlet. See Table A.1 for a comparison of datasets, including 
instruments used in each. 
 
3.3.2. Instrumentation 
Soot-Particle Aerosol Mass Spectrometer (SP-AMS): The SP-AMS (Aerodyne, 
Inc.) used here was operated with the laser off as a high resolution time of flight (HR-
ToF) AMS (DeCarlo et. al., 2006). The AMS measured bulk and size-resolved chemical 
composition of non-refractory, submicron particles including organics, nitrate, sulfate, 
ammonium, and chloride. A collection efficiency of 0.5 was applied. Chloride was used 
in aerosol liquid water (ALW) calculations, but is otherwise excluded from indoor-
outdoor analysis here because it was below detection indoors. Ammonium was also 
excluded from I/O analysis since it is a function of other reported components (sulfate 
and nitrate). Measured versus predicted ammonium analysis can be found in Figure 3.1. 
CO2 measured by the Picarro CRDS (described below) was used for mass spectra 
correction at m/z 44 in the fragmentation table (Allan et. al., 2004). 
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Aethalometer: The AE-33 (Magee Scientific) aethalometer (Drinovec et. al., 
2015) measured light absorption at seven wavelengths. However, only one wavelength 
(880 nm) was used for this analysis. Mass absorption coefficients and other calibrations, 
including automatic loading artifact correction, were provided by the manufacturer.  
Picarro CRDS Gas Analyzer: The G2401 Analyzer for CO2, CO, CH4, H2O 
(Picarro, Inc.) used cavity ringdown spectroscopy (CRDS) to measure given gases at 1 
Hz. It was calibrated with an external gas source using a 3-point calibration each week of 
operation. 
Other Measurements: Indoor temperature and RH were measured with an Elgato 
Eve indoor sensor system. A Vaisala Automatic Weather Station 310 (AWS310) was 
housed on Drexel campus for outdoor meteorological data, including temperature, 
humidity, pressure, solar radiation, and precipitation. 
 
 
 
 
Figure 3.1.  Measured and predicted ammonium in each season 
Measured versus predicted ammonium in winter (left) and summer (right) indicating incomplete 
neutralization of inorganic species. The slope is higher indoors in both seasons, although in both seasons, 
the observed ratios are within the range observed outdoors. 
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3.3.3. Lag Time and Air Exchange Rates 
Sulfate was used to account for the time for the outdoor-originated aerosols to 
enter the indoor environment, or “lag” time by which the indoor aerosol concentration 
follows the outdoor. This shift value for each dataset captured differences in building air 
handling in different seasons. This time was determined with a time-shifting regression 
analysis, which is described in detail previously (Johnson et. al., 2017). Briefly, the peak 
correlation between outdoor and indoor sulfate concentration across several inlet cycles 
was calculated for all continuous 24-hour segments for each dataset. The aggregate of 
these peak correlation values resulted in a distribution of shift values, the peak of which 
was chosen as the single lag value for the entire dataset. All aerosol I/O ratios presented 
here use the lag-time correction. These were different between seasons, 29 minutes for 
winter and 37 minutes for summer. 
Of note, the aerosol lag shift time in this room with ventilation and recirculation 
air exchange, and subject to filtration, is distinct from air exchange rate as classically 
measured by gas phase species. The ventilation rate was calculated from the discretized 
solution of CH4, and the recirculation + ventilation rate was calculated from the average 
decay of CO2 after releases (performed multiple times per season). In each season, the 
calculated lag time (converted to an exchange rate) fell between recirculation and 
ventilation rates. In winter, the ventilation, lag and recirculation rates were 0.39, 2.07, 
and 3.5 h-1 and in summer, 0.17, 1.62, and 4.1 h-1. seasonal differences are reflective of 
operational changes in the HVAC, i.e. recirculating cooled air for energy efficiency in 
summer compared with the radiatively warmed air in the winter. A table of the calculated 
ventilation and recirculation air exchange rates (AERs) are available in Appendix C.1 for 
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winter and Appendix D.1 for summer. Figures C.1 and D.1 shows the temperature per 
time of day for both seasons. Unlike the spring 2013 dataset of a laboratory and office 
space, the classroom sampled had no HVAC set point on and off, as changing in time of 
day or day of the week. Occupants in the winter season contributed heat to the classroom, 
and that effect is visible in Figure C.1, as distinct from a set point. 
 
3.3.4. Positive Matrix Factorization  
Positive matrix factorization (PMF) was used to analyze the organic aerosol (OA) 
in each season. PMF (Paatero and Tapper, 1994, Paatero, 1997) is a receptor model that 
mathematically decomposes a total signal into a linear combination of factors. This 
technique can identify the relative contributions of OA types for AMS data (Lanz et. al., 
2007, Ulbrich et. al., 2009). Determination of the final PMF result for each season 
included comparisons between seasons and with externally published spectra, which will 
be discussed in the results section. For each season, PMF was applied to the organic mass 
spectral matrix using the data from both indoor and outdoor inlets collectively. 
Additionally, they were each analyzed separately to confirm consistency of result, i.e. 
outdoor-only and indoor-only PMF solutions produced categorically the same OA factor 
types. 
 
3.3.5. Aerosol Liquid Water from Köhler Theory 
The aerosol liquid water content in each environment was calculated as a function 
of relative humidity and their chemical composition. As described in Equations 1 and 2, 
Petters and Kreidenweis (2007) proposed a single value to account for the hygroscopic 
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properties of a chemical species using 𝜅, defined by the relationship between the volume 
of the dry particle VS, the volume of water VW, and the water activity aw as: 
𝜅( = 𝑉+𝑉, ( 1𝑎0 − 1) 
   (1) 
Assuming ZSR rule of mixing applies, a multi-component mixture can be 
described as the sum of the 𝜅 of individual components, i, weighted by the volume 
fraction (𝜀) of that component:  𝜅4(5 = 𝜀(𝜅((  
 (2) 
For use in AMS data, the form of the measured species (i.e. SO4 as H2SO4 or 
(NH3)2SO4, etc.) was based on a pairing scheme for inorganics (Gysel et. al., 2007) and 
the fraction of signal at m/z 44 (ƒ44) for organics (Duplissy et. al., 2011). 
The growth factor at any relative humidity is described by the ratio of the 
diameter of a wet particle at that relative humidity, DRH, and dry diameter D0, or 
GF=DRH/D0. Rearranging and converting the diameters to spherical volumes and using 
Equations 1 and 2, the growth factor of a multicomponent mixture at a given RH (here aw 
used as equivalent to fractional RH), is calculated by: 
𝐺𝐹4(5 𝑅𝐻 = 𝜀( 𝐺𝐹((𝑅𝐻 ):(
#/:
 
 (3) 
and the aerosol liquid water (ALW) of an aerosol at that humidity can be 
calculated by: 
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𝐴𝐿𝑊(𝑅𝐻) = 𝑉,(𝐺𝐹4(5: (𝑅𝐻) − 1) 
(4) 
With a known aerosol composition via the AMS and aethalometer, the dry 
volume can be calculated. Of note, this calculation does not explicitly require a known 
aerosol diameter or distribution, and does not take into account hysteresis effects, in this 
case, the effects of the HVAC system heater or chiller mechanism before measurement 
indoors at some RH.  
 
3.3.6. Organic and Inorganic Nitrate 
Measured nitrate fragments NO+ and NO2+ can have originated from organic (R-
NO2) or inorganic (NO3) molecules. Equation 4 (Kiendler-Scharr et. al., 2016) was used 
to distinguish between nitrate fragments originating from organic versus inorganic 
molecules. The ratio R of NO2+ to NO+ fragments in three different scenarios were 
defined as follows: ROrgNO3 was set to 0.1, based on published measurements of organic 
and inorganic nitrate, and shown to not vary with instrument, Rmeasured, the time-varying 
ratio of the two ions, and Rcalib, calculated as a static value from ammonium nitrate 
calibrations, which is different per AMS instrument and its history, and as a result, was 
slightly different between winter (0.79) and summer (0.70). 
 
𝑂𝑟𝑔𝑁𝑂3DEFG = (1 + 𝑅IEJKI:)×(𝑅MNFOPENQ − 𝑅GFR(S)(1 + 𝑅MNFOPENQ)×(𝑅IEJKI: − 𝑅GFR(S) 
 (4) 
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Therefore, the fraction of inorganic NO3 is defined as the difference between 1 and 
OrgNO3frac, and the mass of organic and inorganic nitrate is the fraction multiplied by the 
total nitrate signal. While the detection limits of individual fragments were verified 
throughout each season, no detection cutoff was used for separating organic from 
inorganic, as suggested in Kiendler-Scharr (2016). 
 
3.4. Results/Discussion 
3.4.1. Meteorological Conditions 
Seasonal differences in Philadelphia are best exemplified by extremes in 
temperature, i.e. temperature average ± standard deviation of 27 ± 3 ºC in summer and 4 
± 6 ºC in winter. Winter temperatures fluctuated with storm extremes -14 to +18 ºC while 
summer temperatures fluctuated almost exclusively in diurnal patterns. Humidity varied 
over a similar range in each season, summer 62 ± 15 % and winter 56 ± 17 %, but again 
in an inconsistent pattern in winter, and diurnally dependent in summer. The winter 
season experienced episodes of higher wind speeds (>6 m/s) corresponding to winter 
storms that brought snow while summer thunderstorms were not associated with high 
wind. Occasional summer thunderstorms brought change in temperature and humidity but 
not a drastic change in measured aerosol species. Full meteorological data can be found 
in Figure 3.2. 
Comparisons of environmental conditions between indoors and outdoors as 
shown in Figure 3.3 indicate that the HVAC system in both winter and summer was 
largely independent of weekday/weekend variations and in summer, independent of 
outdoor conditions. Indoor temperature in both seasons varied very little: virtually 
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unchanging (18 ± 1 ºC) in summer, and in winter (22 ± 3 ºC), somewhat susceptible to 
extreme cold (below -10 ºC outdoors corresponding to the indoor minimum) with 
measurable warming while occupied. Humidity, however, varied greatly during the 
winter (26 ± 9 %), roughly following temperature fluctuations outdoors, and was constant 
in summer (55 ± 2 %), regardless of outdoor humidity. This is expected from well-
controlled environments, including classrooms and offices. 
To understand the effects of both environments, the temperature and humidity of 
each was used to parameterize compositional changes between environments. The 
temperature as indoor minus outdoor and humidity as outdoor minus indoor was chosen 
such that for both parameters, the positive direction promotes volatilization or 
thermodynamic losses, and the negative promotes condensation or thermodynamic gains. 
This gradient difference was not controlled as in thermodenuder experiments, but a result 
of natural observation. The difference in temperature or relative humidity for both winter 
and summer is displayed in Figure 3.4. Together, the two seasons span a humidity 
difference across about 90% difference, both positive and negative, with overlap between 
seasons. The temperature difference spans almost 50 ºC of difference and does not 
overlap between seasons. This provides interesting analytical continuity in humidity and 
seasonal distinctions in temperature. An important note in the temperature difference is 
that the highest temperature differences correspond to the lowest temperatures in both 
environments (~-10 ºC outdoors, ~15 ºC indoors), and that the indoor temperature in 
summer was cooler than the average indoor temperature in winter. 
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Figure 3.2.  Full meteorological data from winter (left) and summer (right) 
 
 
 
 
Figure 3.3.  Seasonal temperature and humidity measurements 
Measured outdoor and indoor temperature (reds) and relative humidity (blues) winter and summer seasons. 
Indoor traces in lighter colors. 
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Figure 3.4.  Measured seasonal temperature and humidity gradients 
Heat map showing the temperature and relative humidity differences between the indoor and outdoor 
environment. Pixel color shows the number of observations of a specific temperature and RH difference, 
white color indicates no observation. During winter, temperature and differences were all greater than 0, 
but during summer, the temperature gradient was negative and the humidity gradient varied. However, the 
number of points at each temperature and humidity gradient varied greatly, even sometimes for gradients 
near each other.  
 
 
 
3.4.2. Positive Matrix Factorization 
PMF results from both seasons revealed three organic aerosol (OA) factors in 
common: oxygenated (OOA), hydrocarbon-like (HOA), and cooking (COA). In summer, 
an additional factor comprised largely of reduced-nitrogen (ROA) CxHyNz family groups 
was found exclusively emitted indoors (median I/O=7.6) which will be discussed in 
Chapter 4. Full mass spectra for each season are shown in Figures C.2 and D.2. While the 
PMF results here are common between seasons, each season was investigated and the 
appropriate PMF solution was determined separately. Therefore, there are some 
differences between them per season. Diurnal variations discussed in the next section 
further confirm the factor choice for each season. Correlation with published spectra was 
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higher for wintertime factors than summertime. However, for convenience, the 
correlations are discussed together here by their lower correlation. 
In both seasons, OOA was more similar to low volatility (LV-OOA, R2>0.9), than 
semi-volatile (SV-OOA, R2>0.72) (Mohr et. al., 2012, Crippa et. al., 2013b) published 
factors. However, between less-oxidized (LO-OOA) and more-oxidized (MO-OOA), 
OOA correlated slightly better with LO-OOA (R2>0.92) than MO-OOA (R2>0.89) 
(Setyan et. al., 2012). Between winter and summer, the two OOA factors correlated very 
well (R2=0.97); however, wintertime OOA was less oxidized and exhibited a lower H/C 
ratio (winter O/C 0.43, H/C 1.31; summer O/C 0.59, H/C 1.23), indicating the similarities 
of the higher-intensity fragments, and some differences at lower-intensity fragments. 
However, they are both well within agreement of other published spectra. 
HOA was characterized by prominent mass fragments at unsaturated and 
saturated hydrocarbon chain pairs m/z 41 and 43 (C3H5 and C3H7), and m/z 55 and 57 
(C4H7 and C4H9), which are representative of incomplete combustion and lubricating oils. 
HOA was highly consistent between seasons (R2=0.93) and consistently well correlated 
with other urban HOA spectra (R2>0.90) (Mohr et. al., 2012, Setyan et. al., 2012, Crippa 
et. al., 2013a). H/C 1.83 and 1.84, O/C 0.1 and 0.05 for summer and winter respectively 
further indicate consistency of this factor across seasons.  
COA was characterized by both oxidized and unoxidized fragments at m/z 43 
(C2H3O and C3H7) and m/z 55 (C3H3O and C4H7), due to aliphatic acids from cooking 
oils and meat, was somewhat different between seasons, largely due to significant 
contribution from more oxidized fragment components at CO+ and CO2+ in summer. 
Wintertime COA (O/C 0.11, H/C 1.61) correlates very well with previously published 
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wintertime spectra (R2=0.95) (Crippa et. al., 2013a), but inter-seasonal correlation is the 
lowest of the three at R2=0.79. Identification of COA in the summertime was more 
dependent on the overall fragment signature of mixed hydrocarbon and oxidized series 
above m/z 50 and a diurnal pattern corresponding to the nearby food vendors. 
Summertime O/C 0.21 is high (and H/C 1.41 low) for COA, but could be a result of the 
presence of more oxidized species from several sources in summer, that were not fully 
captured by the OOA factor; O/C ratios for all factors were higher in summer than winter.  
 
3.4.3. Seasonal Emissions and Trends 
Total submicron outdoor aerosol concentrations were similar between seasons 
(6.96 µg/m3 in winter, 6.16 µg/m3 in summer), but the compositional differences were 
characteristically contrasting between seasons. Organics, sulfate, and black carbon were 
slightly higher in summer, while nitrate and neutralizing ammonium were much higher in 
winter. Average concentrations for all species are can be found in in Table 3.1. Summer 
was characterized by consistent and stable high organics, comprising 74% of AMS-
measured species. In wintertime, that fraction dropped to 52%, closer to other two-season 
urban areas, which varied in organic fraction from 33 to 61%, with organic fraction 
independent of season (Martin et. al., 2011, Park et. al., 2013, Freutel et. al., 2013, Hu et. 
al., 2016), as described in more detail in the next section. Winter was characterized by 
storm meteorology-driven highs and lows, as well as short, fast spikes in organics, likely 
from local sources. Full time series of the outdoor concentrations of this work are 
displayed in Figures C.3 and D.3. Stagnation-based buildups in winter produced 
prominent peaks in nitrate and ammonium greater than organics. High wintertime nitrate 
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(20-30%) is common in wintertime traffic-dominated cities (Crippa et. al., 2013a) due to 
its volatile nature that puts it in the particle phase in ambient winter temperatures, but in 
the gas phase in summertime temperatures. In summer, overnight (10pm-2am) spikes in 
sulfate and corresponding ammonium from an unknown source were common. 
Summary diurnal patterns of measured aerosol species outdoors can be found in 
Figure 3.5. Sulfate concentrations were steady during and across seasons near 1µg/m3, 
indicative of regional (non-local) emissions. Black carbon, HOA, and CO (shown in 
Figure 3.6) exhibit diurnal patterns consistent with traffic in each season, with CO and 
HOA having the most similar pattern. However, black carbon is higher in summer than 
winter, a reverse trend of CO and HOA. This could be a result of boundary layer effects 
in the summer for CO and the volatile nature of HOA resulting in lower particle phase 
concentrations in the hot summer. BC and HOA in winter doubled from background 
levels during the morning rush hour (4am to 9am) while CO increased by 35% (see 
Figure 3.6). Summertime BC increased similarly by 88% and CO by 38% but HOA by 
only 61%. HOA to BC ratios have been discussed at length previously (Chirico et. al., 
2011); here they differ both by season and environment. Winter HOA/BC increased from 
0.67 (R2=0.66) outdoors to 0.82 (R2=0.53); summertime was much lower (although not 
well correlated due to low total loading) but similarly increased indoors from 0.19 
(R2=0.41) to 0.24 (R2=0.15). 
COA patterns are similar between seasons in the afternoon, reflective of the 
nearby food truck emissions that were used primarily during lunch time. An additional 
summertime evening (6-8pm) emission could be indicative of influence from regional 
emissions, especially with summertime barbequing around the city. OOA in summer 
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exhibits a diurnal pattern like that of temperature or ozone, suggesting it is 
photochemically driven or aged. However, the wintertime pattern is the reverse, and 
instead follows the patterns of RH and ALW, suggesting formation or dependency on an 
aqueous phase. OOA is not well correlated with ALW in winter (R=0.20), but is an 
opposing anti-correlated (R=-0.27) in summer, suggesting potentially different formation 
mechanisms of OOA per season. 
Nitrate follows a diurnal trend in winter, peaking in the overnight hours and 
reaching a minimum at 2pm. However, in addition to the average pattern shown and in 
general being the largest inorganic contributor to aerosol mass in winter, peaks of greater 
than 4 µg/m3 (3x average) were common during episodic buildups. Importantly, nitrate is 
nearly absent in summer, at only 11% of its average concentration in winter (note the 
diurnal pattern is multiplied by ten in Figure 3.5). In both seasons, nitrate tracks with 
ALW (and humidity) as expected, although lagging behind ALW. Nitrate has been 
further analyzed between inorganic nitrate (INO3) and organic nitrate (ONO3) based on 
the ratio of high resolution NO2+ to NO+ ions, with respect to that of pure ammonium 
nitrate from calibrations (Farmer et. al., 2010, Kiendler-Scharr et. al., 2016). In winter, 
nitrate is almost entirely inorganic nitrate, while in summer, organic and inorganic 
contributions are roughly equal. This is indicative of systematic differences in nitrate 
aerosol sources and processing between seasons. In the cold winter temperatures, 
inorganic nitrate remains in the aerosol phase, while in summer, higher temperatures push 
more into the gas phase. Organic nitrates are less volatile and more likely to be in an 
organic phase, which is less influenced by changes in humidity and temperature. In 
addition, higher secondary organic production via photochemistry in summer create 
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conditions for organic nitrate production. However, the total orgnonitrate concentration is 
lower in summer than winter. 
Indoor aerosols (dashed lines in Figure 3.5) in both seasons are characterized by 
low nitrate, ammonium, COA, HOA, and ALW. Measured aerosol components all follow 
the trends of their outdoor counterparts, except for ROA, which is excluded in this inter-
seasonal analysis because it is only observed in summer. However, each component is 
lower in magnitude, naturally smoothed, and lagging behind outdoors due to filtration 
and HVAC operation. Importantly, similarities in some components like sulfate are 
consistent across seasons. OOA in each season does vary with time of day, but less 
dramatically than outdoors; BC consistently follows outdoors in both seasons. In contrast, 
some differences between indoor and outdoor between seasons are immediately visible –
ALW is much higher in winter than summer outdoors, but indoors, is low in summer and 
almost absent in winter. HOA is minimal indoors in both seasons and not diurnally 
variable indoors in summer, despite large changes over time outdoors in both seasons. 
Neither organic nor inorganic nitrate are common indoors (<0.1 µg/m3) in either season. 
Measured gas phases species behaved in accordance with seasonally-dependent 
boundary layer trends, as shown in Figure 3.6. All measured gas-phases species (CO2, 
CO, CH4, O3) were higher in background concentrations in winter than summer. 
Background CH4 concentrations as an inverse proxy for boundary layer height was 
slightly higher in the winter and with a more pronounced diurnal cycle in summer, 
reaching 50 ppb lower at daytime minimum than in wintertime. CO was elevated during 
rush hours along with associated particle-phase measurements of BC and HOA, dwarfing 
any dependency on boundary layer effects, which are more pronounced in winter. CO2 as 
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expected followed the combined trends of CH4 and CO. While the diurnal pattern of 
ozone in the summer is more pronounced, the peak ozone values were similar between 
seasons. However, as the time series for each season (Figure C.4 and D.4 for winter and 
summer, respectively) shows, ozone outdoors in summer rose and fell in specifically 
diurnal patterns, while ozone in winter was relatively constant and elevated, except for 
times of CO, CO2, and CH4 plumes. 
Indoors, CO and CH4 indicate no indoor source of these species, and are only 
controlled by air exchange; CO2 indoors fluctuated with weekday occupants both in the 
classroom itself and the rooms common to the ventilation system. In summer, when the 
room was unoccupied, the peak CO2 only reached 872 ppm, compared with an occupied 
wintertime concentration of 111 ppm. Summertime followed a smooth pattern of gradual 
rise in the morning and fall in the evening due to very well mixed recirculated air, but in 
winter, the direct influence of classroom occupants is visible in steep increases and 
decreases multiple times in a single day. Ozone is nearly always close to detection limit 
indoors, likely due to deposition and reaction mechanisms that have been widely 
described previously (Weschler and Shields, 1999, Waring and Siegel, 2013, Rim et. al., 
2016). Products of ozone reactions, especially with occupants, will be discussed in 
Chapter 5. 
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Table 3.1.  Seasonal aerosol measurement concentration and (I/O)i/SO4 statistics 
For each season and aerosol component, the campaign-average concentration, and quartile statistics for 
(I/O)i/SO4 as visualized in Figure 3.10. 
Species 
or 
Factor 
Winter Conc. 
(µg/m3) 
Summer Conc. 
(µg/m3) 
Percentiles for  
(I/O)i/SO4 Winter   
Percentiles for  
(I/O)i/SO4 Summer 
Out In Out In 25th 50th 75th   25th 50th 75th 
SO4 0.86 0.28 0.94 0.29 - - -  - - - 
NH4 0.63 0.07 0.29 0.03 - - -  - - - 
NO3 1.37 0.13 0.15 0.03 0.24 0.35 0.49  0.59 0.75 0.93 
INO3 1.11 0.09 0.07 0.01 0.17 0.28 0.41  0.43 0.65 0.91 
ONO3 0.24 0.04 0.08 0.02 0.43 0.57 0.72  0.64 0.79 0.96 
Org 3.24 1.14 4.02 1.49 0.88 1.00 1.17  1.07 1.17 1.29 
HOA 0.46 0.19 0.21 0.12 0.94 1.24 1.77  1.36 1.96 2.89 
COA 0.45 0.21 0.77 0.20 1.00 1.24 1.70  0.66 0.75 0.88 
OOA 1.22 0.34 1.68 0.28 0.71 0.82 0.91  0.41 0.51 0.59 
BC 0.62 0.25 0.72 0.41 0.93 1.18 1.62  1.29 1.80 2.80 
THS - - 0.06 0.40 - - -  - - - 
Total 6.96 1.94 6.17 2.25 - - -   - - - 
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Figure 3.5.  Aerosol-phase diurnal patterns per season 
Average diurnal patterns of each measured and calculated aerosol species in winter (left) and summer 
(right). Indoor concentrations are indicated in dashed lines. 
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Figure 3.6.  Gas phase diurnal patterns per season 
Average diurnal patterns of each gas phase species in winter (left) and summer (right). Indoor 
concentrations are indicated in dashed lines, with the exception of CO2, given for indoor only (left axis, 
light purple) and for outdoor (right axis, dark purple). 
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3.4.4. Seasonal Differences in a Global Context 
Figure 3.7 summarizes the findings of seasonal comparisons of previous AMS 
measurements across the world (Martin et. al., 2011, Park et. al., 2013, Freutel et. al., 
2013, Hu et. al., 2016). Cities were selected on the basis of available datasets of urban 
environments previously compared between seasons, and are not meant to be an 
exhaustive list. The total AMS-measured aerosol concentration is shown in the inset and 
as a log scale due to the loading in the two Beijing study pairs. The Philadelphia seasons 
are the lowest total aerosol concentration of those shown except for Manchester winter.  
 In all cities except Manchester, and one Beijing pair (Hu et. al., 2016), winter 
concentrations are higher than summer. Sulfate is always higher in summer than winter, 
and exhibits the smallest fraction range across studies, and in both seasons. Chloride has 
the opposite trend, although it is rarely above detection. At first glance, the range of 
organics and nitrate appear to be unrelated to season, but they are in fact explicitly inter-
related. The cities with higher summer nitrate fraction than winter (Manchester, and all 
Beijing studies) are the same that have a higher fraction of organics in winter than 
summer. This is partly due to the combined contribution of ammonium and nitrate, 
trending together across seasons and cities. The connection between organics and nitrate 
is an effect of the relative local emissions like vehicular traffic and the use of fractional 
concentrations instead of absolutes, but the relationship between organic and nitrate 
fractions explains these trends. The average temperature of each dataset was also not 
considered in this analysis, which would further differentiate between emission and 
environmental effects of especially volatile species like nitrate and sulfate. Similarly, a 
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more in-depth analysis of the organic components could better explain the inter-seasonal 
variations observed (i.e. biomass burning for heat in winter).  
The summer organic fraction in this Philadelphia work is the highest of any 
fractional component of the studies analyzed here. Following the organics/nitrate trend, it 
is the lowest summertime nitrate fraction, but also the lowest sulfate summer fraction, 
and as a result of these, also the lowest ammonium fraction. In winter, organics, nitrate, 
and sulfate are all mid-range in fraction compared with other urban cities. While the food 
trucks nearby operated in both seasons, the organic emissions from the food trucks could 
have been advected to the outdoor inlet differently between seasons, or contributed a 
larger fraction to the otherwise more dilute summertime concentrations, due to boundary 
layer dilution. 
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Figure 3.7.  Seasonal differences in other urban environments  
The fractional contribution of each of the standard AMS-measured species from urban environments across 
the world. Colors are indicative of standard AMS-measured species: organics (green), sulfate (red), nitrate 
(blue), ammonium (orange), and chloride (pink). Not all chloride concentrations were reported, and 
therefore assumed to contribute negligibly to the total mass. Beijing1 (Hu et. al., 2016) Beijing2 (Sun et. al., 
2012, Sun et. al., 2013) NYC3 (Drewnick et. al., 2004, Weimer et. al., 2006) Manchester4 (Allan et. al., 
2003a, Allan et. al., 2003b) Paris5 (Crippa et. al., 2013a, Freutel et. al., 2013) Tokyo6 (Takegawa et. al., 
2006) Gwangju7 (Park et. al., 2013) Philadelphia8 (this work). 
 
 
 
3.4.5. Winter Buildup/Plumes 
As shown in Figure 3.6, the background gas-phase concentrations of CO, CO2, 
and CH4 were higher in winter than summer. However, winter also featured concurrent 
plumes of CH4, CO, and CO2 (and qualitatively, not presented here, NO) exceeding 0.5 
ppm CO and 2.5 ppm CH4, coinciding with negligible (presumed consumed) ozone, as 
shown in Figure C.4. The consistency in trend between all three species indicates that 
they may come from the same source, and the long duration (approx. 24 hours) of gradual 
increase indicates either a build-up due to air mass stagnation, or a nearby source that did 
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not disperse, or some combination therein. The wind speed during each of these plumes 
was low, but the 90th percentile of even the most stagnant wind time (<2 m/s), as shown 
in Figure 3.8, corresponds to 2.6 ppm of CH4, which is exceeded in several plume events. 
This indicates that multiple processes are in play during these events. 
As the inset of Figure 3.8 indicates, the primary wind direction during winter was 
west (west-northwest, red), followed by south (south-southwest, dark red), followed by 
northeast (blues). This corresponds to mostly west Philadelphia for the red and black 
times. The oil refinery in southern Philadelphia (Philadelphia Energy Solutions) is south-
southwest of the sampling location, which may connect to the dark red points. However, 
the plumes (dots at highest CH4 concentrations) are not from a singular or unique 
direction, and more importantly, those wind directions are observed at almost the full 
range of CH4 concentrations. At low wind speeds, the wind direction may be less 
important than a true back trajectory model indicating the source of the air mass. 
Interestingly, some of the higher CH4 concentrations at moderate wind speeds (2-5 m/s) 
are from this south direction, but so are the low concentrations at the highest wind speeds 
(8-14 m/s). 
In order to identify the source of these concurrent concentration increases as a 
point-source plume or stagnation event, or both, the gas phase species discussed above 
are compared with aerosol-phase nitrate and organics. Figure 3.9 shows that while the 
plumes of gas phase species (shown as x-axis CO and colored by CH4, which correlates 
better with CO than the aerosol-phase species) are associated with increased organic 
concentrations, the two different plumes (above and below the fit line in organics) are 
unequal in relative buildup of organics. CO and HOA, traditionally having nearly 
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identical sources, show a similar trend to that of CO and total organics; however, CO still 
correlates more closely with CH4 than HOA, indicating a non-HOA source of these gas-
phase species. Further, stagnation events and buildup of NO3 are unrelated to the gas-
phase plumes: the largest NO3 concentrations are observed at low CO. NO3 build up 
events have been attributed to stagnation and aerosol aging. NO3 is further influenced by 
temperature, which could explain the low concentration at high CO concentrations if 
those corresponded to high temperatures, but the peak NO3 concentrations do not 
correspond to high CO concentrations, indicating that stagnation is not the only 
contributor to the observed gas-phase plumes. 
 
 
 
 
Figure 3.8.  Methane dependence on wind speed 
The CH4 concentration (dots, and binned in box/whiskers) with respect to wind speed. The color scale of 
dots, noted in the inset, also indicates the frequency of wind direction. 
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Figure 3.9.  Comparison of wintertime aerosol and gas phase plumes  
Aerosol nitrate (left) and organic (right) concentrations as a function of CO. Both are colored by CH4 to 
identify gas plumes and stagnation events. 
 
 
 
3.4.6. Normalized I/O ratio 
The normalized indoor/outdoor ratio, (I/O)i/SO4, of each species and PMF factor 
from AMS and aethalometer data are displayed in Figure 3.10, and Table 3.1. Nitrate, 
ammonium and the OOA factor all have median ratios less than unity, indicating losses 
beyond that of sulfate in both seasons. In contrast, black carbon, HOA, and COA have 
median ratios greater than unity. 
Nitrate trends in accordance with its known volatility – the heating of winter 
buildings volatilizes more nitrate off than in the summer when the gradient is reversed, 
and nitrate loss is minimized. In both seasons, (I/O)NO3/SO4 is less than unity, indicating 
no source indoors or condensation of nitrate from the gas phase. However, the difference 
in median value of 0.75 to 0.35 between seasons indicates that as expected, there is a 
seasonal dependence of relative loss of nitrate. The (I/O)i/SO4 of organic and inorganic 
nitrate in each season follows the same trend of higher in summer than winter. The 
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seasonal differences in NO2+ to NO+ ratio are shown in Figure 3.11. ONO3 have 
systematically higher (I/O)i/SO4 ratios than INO3 in both season, although the INO3 in 
summer spans a very wide range. This could be reflective of volatility differences 
between ONO3 and INO3.  
Black carbon and HOA have nearly identical (I/O)i/SO4 ratios in each season (BC 
and HOA median 1.18 and 1.24, respectively, in winter, and 1.80 and 1.96, respectively, 
in summer), are almost always above unity, and stretch across a wide range of (I/O)i/SO4 
values, indicating that both come from similar sources. While HOA and BC emissions 
are associated with combustion sources (including faulty indoor heating sources), 
interestingly, the summertime (I/O)i/SO4 of each is higher than wintertime. 
An increase in volatile HOA in summer could be associated with condensation of 
gas-phase hydrocarbons upon entry to the cooler indoor environment. Indeed, the HOA 
outdoors in winter is much higher than that in summer and (I/O)HOA/SO4 is weakly 
correlated (R=0.40) with outdoor temperature. However, black carbon is not volatile, and 
has a similar seasonal trend and range of (I/O)i/SO4 as volatile components nitrate and 
HOA. It is important to note that both HOA and BC are very low indoors (HOA average 
0.19 µg/m3) so any source of HOA or BC is a small one. It should also be noted that 
COA, HOA, and BC emissions outdoors are from local sources that vary quickly in short 
time scales (~15 min), which is not well captured in this method because transport to the 
indoor environment smooths this variability indoors. Additionally, normalizing by sulfate 
assumes an internal mixture of components, which may not be applicable with localized 
sources. 
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OOA has an inverse seasonal relationship (summer less than winter) to species 
that can be explained by volatility, but has a very narrow distribution of values. While 
much analytical effort has been made to describe the volatility of various OOA PMF 
solutions, the absolute and relative volatility of each OOA factor here cannot be 
determined. However, volatility-based losses are certainly possible to explain that both 
seasons are less than unity. Summertime air conditioner use can condense water and gas-
phase water-soluble materials in the system, leading to losses of water-soluble 
components. Many types of OOA are water-soluble and so aqueous-based losses are 
likely in both seasons (Kondo et. al., 2007, Carlton and Turpin, 2013). However, as will 
be discussed later, the difference between indoor and outdoor ALW indoors is much 
smaller in winter than summer, in agreement with fewer losses in winter and in summer 
here. 
COA exhibits the largest inter-seasonal variation in (I/O)i/SO4 in both median 
value and range because there is likely an indoor source of COA. Unlike other species 
where I/Oi/SO4 is large (including HOA), inspection of the COA time series reveals 
several instances of indoor concentrations greater than outdoor (I/O and (I/O)i/SO4 both 
greater than 1). In combination with in-room observations of the smell of toast, a cooking 
source from recirculated office air (and the cooking devices therein), or infiltrated from 
another zone via the unventilated hallway, is likely in the winter; these were not observed 
in summer. While COA will be discussed as a gradient between seasons, this difference 
should be noted as a difference in occupant behavior or operation. 
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Figure 3.10.  Measured (I/O)i/SO4 distributions for each season 
The sulfate-normalized I/O ratio for each chemical component in each season. Values less than one indicate 
additional losses such as volatile losses, while greater than one indicates fewer losses or an indoor source.  
 
 
 
 68 
 
Figure 3.11.  Organic and inorganic nitrate analysis and results in each season 
Measured concentration of the NO2+ ion vs the NO+ ion in winter (a) and summer (b). Ammonium Nitrate 
calibration relationship for NO2+ vs NO+ is given by the black lines. Outdoor data points and regression 
lines are given in dark blue, with indoor data and regression lines give in lighter blue colors. R2 values for 
all are R2>0.96 except for indoor summer R2=0.88. Time series of the inorganic nitrate (INO3) and organic 
nitrate (ONO3) in winter (c) and summer (d). 
 
 
 
3.4.7. Dependence of Ratios on Gradients 
Dependence of each of these ratios on temperature and humidity differences 
between indoors and outdoors is shown in Figures 3.12 and 3.13 and the linear (black) 
and exponential (grey) fits for each in Table 3.2. Additionally, a non-parametric LOESS 
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fits are shown in Table 3.3. All linear regressions agree in sign with those discussed in 
Johnson et al. (2017), except for those reported with effectively no correlation (R2<0.1). 
Due to observational variation across temperature and humidity differences, bins for the 
box/whisker plot were created via an equal number of points in each bin instead of a 
static temperature or humidity difference. In this way, especially in temperature 
difference, the very few points between -5 and +5 ºC are not weighted the same as the 
hundreds of points in the -10 to -5 ºC bin (see Figure 3.4). Since the temperature 
differences are, by their nature, segregated by season (winter positive, summer negative), 
and the humidity differences are not (winter positive, summer both positive and 
negative), and the humidity range is much larger, each metric provides important 
information. However, as temperature and humidity are interrelated, the overall 
directional trend of each species and factor are the same between temperature and 
humidity. 
Nitrate is lost in both seasons (almost all less than unity), but the temperature 
gradient was closer to exponential than linear, flattening out around (I/O)NO3/SO4=0.4, 
indicating that potentially some limiting factor could keep all of the nitrate from being 
completely removed. In humidity difference, a linear fit explains the trend very well 
(R2=0.95). However, if temperature or humidity difference were the only factor affecting 
this parameter, the y-intercept for each would be 1. Since in both gradients, the y 
intercept is less than one, there is some loss process occurring that is not explained by 
temperature or humidity gradients. Between inorganic (panel b) and organic (panel c) 
nitrate, inorganic nitrate trends across a larger range of (I/O)i/SO4 with temperature and 
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humidity. Both nitrate sub-groups trend more closely with humidity than temperature, 
where with organics, the connection is mostly reversed. 
Despite large diversity in PMF-derived OA type as described further in Figure 
3.13, the behavior of total organics trends similarly to that of nitrate, and is well 
constrained in both temperature and humidity. There is little change, but in the same 
direction as nitrate with either gradient (-0.007/ °C or -0.003/%RH) in (I/O)i/SO4. The 
small change is largely due to OOA being the least variable with each gradient and 
accounting for the majority (roughly 50%) of the OA mass.  
However, the variation in individual components is much larger. OOA is also lost 
in both seasons, but variations are very poorly captured by temperature and humidity 
gradients. As the temperature gradient plot (again, naturally separated by season) shows, 
there is a distinct negative trend in each season but a positive trend between seasons. This 
could be due to the difference in OOA between seasons - either in the characteristics of 
the mass spectrum (Figures C.2 and D.2) or in the physical properties of OOA formation 
in each season (i.e. aqueous based or photochemically based as discussed in section 3.3, 
which may not be captured by PMF. In humidity gradient, the wide range of values 
(whisker range) in the 10-30% difference range (0.3-0.9 compared with 0.4-0.7 at <10% 
difference) is further evidence that more factors are at play in this observation. 
As previously discussed, COA indoors in winter (positive temperature gradients) 
had an intermittent source due to occupants in adjacent spaces using toasters and other 
office cooking products, or, as discussed in Chapter 5, emissions from direct occupants. 
However, in summer (negative temperature gradients) there is a downward trend of 
(I/O)COA/SO4. Humidity difference is complicated by this overlap between seasons, as 
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evidenced by the relatively small whiskers at low humidity differences, and very large 
ones at high humidity differences. 
HOA is best fit by an exponential fit, as summertime and low humidity 
differences resulted in high (I/O)HOA/SO4. However, (I/O)HOA/SO4 is nearly always greater 
than unity, and a y-intercept closer to 2, (the highest of any component), indicating a 
constant source of HOA (or condensation of it from gas-phase components) indoors. 
While the total (I/O)i/SO4 statistics per season from Figure 3.13 is similar between HOA 
and BC, the gradients of each reveal a different story. While HOA is somewhat 
dependent on these gradients, BC is not dependent on temperature difference, both 
looking at the two seasons together as in Figure 3.13 and as seasonally-separated. 
Humidity difference indicates some exponential dependence of BC on humidity 
difference similar to that of HOA (𝜏=24.8 for HOA and 18.2 for BC). However, the 
magnitude of (I/O)BC/SO4 is by far the greatest of any species. 
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Figure 3.12.  Measured (I/O)i/SO4 for nitrates and total organics against temperature and humidity in 
each season 
Dependence of (I/O)i/SO4 on differences in temperature and humidity between environments for (a) total 
nitrate, (b) inorganic nitrate (c) organic nitrate, and (d) organics. Data have been binned by temperature 
differences, and the regression is of the median value of each bin. Complete statistics of the regression are 
listed in Table 3.2. 
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Figure 3.13.  Measured (I/O)i/SO4 for PMF factors and BC against temperature and humidity in each 
season. 
Dependence of (I/O)i/SO4 on differences in temperature and humidity between environments for (a) OOA, 
(b) COA, (c) HOA, and (d) black carbon (BC). Data have been binned by temperature differences, and the 
regression is of the median value of each bin. Complete statistics of the regression are listed in Table 3.2. 
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Table 3.2.  Regression statistics for temperature and humidity gradients 
For each AMS species or PMF-derived organic component, summary statistics of regressions for I/O ratios 
of components i normalized by the I/O ratio of sulfate (I/O)i/SO4 against indoor-to-outdoor temperature 
differences (ΔTin-out) and humidity differences (ΔRHout-in). 
Species 
or Factor 
Regression of (I/O)i/SO4 
against ΔTin-out   
Regression of (I/O)i/SO4 
against ΔRHout-in 
    Slope   y-int    R2   Slope    y-int   R2 
NO3 -0.012 0.61 0.77  -0.012 0.81 0.95 
INO3 -0.011 0.52 0.66  -0.013 0.73 0.92 
ONO3 -0.007 0.72 0.53  -0.007 0.84 0.84 
Org -0.007 1.10 0.82  -0.003 1.16 0.81 
OOA 0.010 0.61 0.74  0.004 0.55 0.58 
COA 0.020 0.95 0.87  0.010 0.77 0.64 
HOA -0.032 1.76 0.73  -0.023 2.10 0.77 
BC -0.007 1.72 0.03  -0.021 1.98 0.74 
 
Species 
or Factor 
Regression of (I/O)i/SO4 against  
ΔTin-out  
Regression of (I/O)i/SO4 against  
ΔRHout-in 
  y0 A tau  y0 A tau 
NO3 0.37 0.56 9.9  -0.23 1.27 66.6 
INO3 0.31 0.58 7.04  -0.013 0.73 0.92 
ONO3 0.60 0.36 6.58  -0.007 0.84 0.84 
Org 0.29 0.91 119.1  0.93 0.29 67.2 
OOA 1.11 -0.65 45.1  67.80 -67.31 1.59E+04 
COA 346 -345 1.74E+04  467 -466 4.62E+04 
HOA 1.20 1.58 6.8  1.06 1.74 24.8 
BC 7.32 -5.51 1.87E+10  1.17 1.54 18.2 
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Table 3.3.  Fit results from the non-parametric LOESS fit across temperature and humidity bins for 
each species and PMF factor 
Temp -14.0 -11.6 -9.7 -8.2 -6.5 -4.9 6.4 14.0 16.8 19.3 21.1 24.4 
NO3 0.90 0.81 0.75 0.70 0.65 0.61 0.42 0.35 0.36 0.38 0.41 0.47 
INO3 0.86 0.73 0.65 0.58 0.52 0.47 0.28 0.26 0.29 0.32 0.35 0.42 
ONO3 0.92 0.85 0.80 0.76 0.72 0.69 0.58 0.54 0.56 0.60 0.63 0.71 
Org 1.19 1.18 1.17 1.16 1.15 1.14 1.00 1.00 0.99 0.98 0.97 0.95 
OOA 0.54 0.51 0.50 0.50 0.50 0.51 0.79 0.85 0.84 0.81 0.79 0.73 
COA 0.82 0.78 0.75 0.75 0.74 0.75 1.03 1.24 1.30 1.35 1.38 1.44 
HOA 2.69 2.33 2.09 1.91 1.74 1.60 1.19 1.24 1.22 1.20 1.19 1.15 
BC 2.10 1.99 1.91 1.83 1.75 1.67 0.96 0.92 1.19 1.56 1.89 2.62 
             
RH -13.2 -3.5 3.6 10.2 14.7 18.4 21.1 24.2 27.2 30.5 37.0 53.0 
NO3 1.03 0.87 0.76 0.65 0.58 0.54 0.51 0.48 0.46 0.43 0.37 0.24 
INO3 0.99 0.81 0.68 0.55 0.48 0.43 0.40 0.37 0.35 0.32 0.27 0.17 
ONO3 1.00 0.89 0.80 0.72 0.67 0.65 0.64 0.63 0.63 0.62 0.60 0.53 
Org 1.19 1.19 1.17 1.13 1.11 1.09 1.08 1.07 1.07 1.07 1.06 1.05 
OOA 0.56 0.54 0.55 0.57 0.58 0.59 0.61 0.63 0.66 0.69 0.73 0.79 
COA 0.86 0.81 0.80 0.81 0.83 0.85 0.88 0.92 0.97 1.02 1.15 1.59 
HOA 2.73 2.32 2.03 1.77 1.59 1.48 1.41 1.34 1.33 1.31 1.27 1.29 
BC 2.70 2.08 1.78 1.64 1.59 1.52 1.47 1.41 1.34 1.28 1.21 1.23 
 
 
 
3.4.8. Aerosol Liquid Water and Implications for the Indoor Environment 
ALW calculated from Köhler theory has important implications for indoor 
chemistry and dynamics. Outdoors, over the lifetime of aerosols ALW participates in 
chemical transformation of both organic and inorganic components. The impact of ALW 
on organics outdoors is not well understood, but it has been seen to participate in both 
reversible and irreversible uptake of organics (El-Sayed et. al., 2015, El-Sayed et. al., 
2016). In this work, the most water-soluble organic fraction, OOA, trends diurnally with 
ALW in winter, but the reverse in the summer, when OOA is likely more dependent on 
ozone and photochemistry. However indoors, an aqueous phase or surface is also an 
important part of the chemical transformation and exposure. Multiple studies have 
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analyzed the importance of humidity on ozone-terpene reactions indoors (Jonsson et. al., 
2006, Prisle et. al., 2010, Kristensen et. al., 2014, Zhang et. al., 2015, Rim et. al., 2016) 
when the possibility of an aqueous phase for aiding of the reaction, maybe have been of 
greater interest, especially for the very oxidized products of ozone with common indoor 
pollutants. However, the existence of ALW indoors here is minimal and highly 
seasonally dependent. 
As ALW is based on the contribution of hygroscopic components, wintertime 
nitrate is a primary driver of ALW outdoors. The seasonal dependence of nitrate and 
other hygroscopic components has many knock-on effects, including the existence or 
persistence of ALW and therefore the opportunity for further processing. Indoors, this 
effect is exaggerated both in the volatilization of nitrate through heating and low 
humidity. Therefore, the difference in winter between very high (2.6 ± 4.0 µg/m3) 
outdoor ALW and extremely low (0.11 ± 0.07 µg/m3) indoor ALW in winter is important 
for understanding the indoor environment and potential exposure routes. Figure 3.14 
describes the volume fraction of ALW in each season and environment. As an effect of 
both compositional changes and environmental gradients or conditions, but also as a 
physical surface for further interactions with gas phase, ALW is an important parameter 
in understanding indoor chemistry. In winter, despite large amounts outdoors, indoor 
ALW can be excluded from analysis, but in summer, the humid environment outdoors 
(ALW 1.5 ± 1.4 µg/m3) translates to indoor ALW (0.31 ± 0.11 µg/m3) similarly to 
individual aerosol components because of the retention (or even condensation) of 
hygroscopic components indoors, in addition to higher humidity. ALW brings together 
all of the previously mentioned important characteristics of the relationship between 
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indoor and outdoor aerosols. In spaces where air exchange is lower, aerosol loading and 
transformation may be more dependent on the aerosol composition than other factors. 
 
 
 
 
Figure 3.14.  Fractional increase in mass due to ALW in each season 
Distribution of liquid water normalized by the measured dry aerosol mass for each season and environment. 
Winter and summer have similar distributions outdoors (although slightly larger distribution in winter), but 
in winter indoors, minimal ALW is observed, compared with summer. 
 
 
 
3.5. Conclusions 
The seasonal differences in aerosol composition that exist outdoors in the urban 
environment sampled here, are amplified in the indoor environment. The sources of 
individual aerosol components and their physiochemical properties drive these 
differences. As such, the impact of those compositional differences is felt in both 
environment. Winter and summertime total loading, sulfate, and total organic 
concentrations were very similar between seasons, but the influence of nitrate and 
ammonium was diminished in summertime. The relative contribution of organic 
components via PMF factors was highly variable. Summertime patterns in aerosol and 
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gas phase concentrations were diurnally predictable while wintertime patterns are 
dominated by storm-driven plumes and local emissions.  
Indoors, in both seasons, trends in all components generally followed that of 
outdoor, consistent with the need for regulation of outdoor emissions, and to improve 
exposure outcomes in both environments. Quantifying the sulfate-normalized I/O ratio, 
(I/O)i/SO4, as a function of temperature and humidity gradient, isolated chemical effects 
(i.e. volatilization or condensation) from mechanical processes (i.e. infiltration and air 
exchange), and established a useful metric for applying this analysis to other non-
residential indoor systems. Both the slope and intercept of these regressions are useful 
metrics for identifying indoor sources of aerosols, as the intercept identifies sources or 
losses in addition to sulfate, while the slope (and quality of regression) identifies if 
temperature and/or humidity affect the (I/O)i/SO4. Both inorganic and organic nitrate along 
with total organics, HOA, and somewhat BC, had a negative trend, consistent with 
volatility-based losses, while OOA and COA had a positive trend. Black carbon and 
HOA in both seasons, and COA in winter have a source, or have fewer losses than sulfate 
indoors. 
Aerosol liquid water (ALW) indoors, outdoors, and in each season, describes the 
combined impact of source emissions (hygroscopicity of individual components) and 
environmental parameters (humidity) on the end point consequences of aerosols. The 
ALW outdoors was similar between seasons, although with more in winter due to the 
increase in nitrate. However, indoors, the summertime ALW is similar but in a narrower 
distribution to outdoor due to the highly regulated nature of the HVAC system in 
summer. In winter indoors, the most drastic difference is observed, because the heating 
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drives off liquid water and nitrate, as shown by the dry humidity and high (I/O)NO3/SO4, 
almost no ALW is observed. This has important consequences for aerosol chemistry 
beyond loading and surface area, including aqueous-phase chemistry reactions, and 
interactions with gas-phase species. 
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Chapter 4. Third Hand Smoke Uptake to Aerosol Particles Indoors 
 
4.1. Abstract  
Measurements of aerosol composition in a non-smoking classroom in the 
summertime indicated the addition of third hand smoke (THS) to indoor particles. 
Analysis of the organic aerosol indoors by positive matrix factorization (PMF) identified 
a reduced nitrogen factor (ROA), predominantly found in the indoor environment, 
contributing 29% of the indoor submicron aerosol mass. Unlike every other measured 
species and PMF factor, the indoor ROA concentration was unrelated to the outdoor 
ROA concentration. Controlled laboratory measurements performed using cigarette 
smoke deposited into a Pyrex vessel differentiated the spectral signatures of fresh and 
aged smoke, and positively identified the ROA PMF factor as aged deposited smoke, 
THS. Further, the observed partitioning behavior of the controlled experiment was 
comparable to the measured indoor THS factor. Partitioning of THS vapors to aerosols 
requires an aqueous phase for reactive uptake of the reduced nitrogen species, which 
protonate under acidic conditions. For ambient measurements, the THS factor correlated 
(R=0.71) with calculated liquid water, and the outdoor-originated aerosol population is 
expected to be acidic. In the controlled experiment, outdoor aerosol was an effective seed 
for condensation of THS vapors. This behavior is expected in other spaces with deposited 
smoke (i.e. spaces frequented by smokers after direct smoking including entryways and 
offices shared by non-smokers) and acidic liquid aerosol. This represents a novel 
exposure route to THS for non-smokers who are not aware of their exposure. 
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The work in this chapter is currently in review. However, the abstract and 
introduction have been expanded, and the content of other sections expanded and re-
structured. The summer 2016 data was not included in publication, but is added here. 
 
4.2. Introduction 
4.2.1. First, Second, and Third Hand Smoke 
Exposure routes to harmful cigarette smoke include direct personal use of 
products (first hand smoke), exposure to the emissions from the cigarette or exhaled 
smoke from users (second hand smoke, SHS), or exposure to residual smoke that has 
deposited on surfaces and then volatilized, with or without reaction while on the surface 
(third hand smoke, THS). Although the full mechanisms and consequences of secondary 
and tertiary exposure are not as well-known as primary smoking activities, there is no 
safe level of second hand smoke (U.S. Department of Health and Human Services, 2014). 
THS remains the least studied exposure route, with increasing attention given to 
the various THS processes (Bekö et. al., 2016, Northrup et. al., 2016). THS, as an indirect 
and involuntary exposure route, has been shown to detrimentally impact growth and 
immunity in mice (Hang et. al., 2017), and as such, is an important component of 
understanding effects of smoking on vulnerable populations, including children. Surface 
reactions of THS residue with oxidants such as HONO can produce known carcinogenic 
compounds (Sleiman et. al., 2010). Recognized THS exposure routes include dermal 
uptake from surfaces exposed to cigarette smoke (Northrup et. al., 2016), volatilization of 
semi-volatile components and subsequent inhalation (Sleiman et. al., 2010), and exposure 
to re-suspended particles (Becquemin et. al., 2010). 
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4.2.2. Tracers of Smoking Indoors 
SHS and THS in other work have been identified by tracers of nicotine and other 
volatile organic compounds (VOCs) and has been studied the homes of smokers 
(Quintana et. al., 2013). In addition, many studies have used mass spectrometry to 
identify and quantify tobacco-specific nitrosamines (TSNAs), (Clayton et. al., 2010), 
reactions to form secondary products (Sleiman et. al., 2010, Petrick et. al., 2011, Sleiman 
et. al., 2014, Borduas et. al., 2016), and carcinogenic properties of these compounds. The 
importance of THS and its relation to its origin as deposited smoke particles has been 
studied more recently. Sleiman et. al. (2014) found that common tracers deposited to 
surfaces much more quickly than some gas phase products, and proposed a ratio of 
acetonitrile to 3-ethenylpyridine to differentiate SHS from THS. 
The complexity of understanding partitioning of VOCs, including those 
associated with smoking activities, is an important component of understanding indoor 
air quality (Lunden et. al., 2008, Weschler and Nazaroff, 2008). Indoors, the behavior of 
VOCs is governed by the variability in ambient conditions (Ongwandee and 
Sawanyapanich, 2012), including available gas-phase reactants (Destaillats et. al., 2006, 
Petrick et. al., 2010, Borduas et. al., 2016), and material features of the indoor 
environment (Singer et. al., 2007). Singer et. al. (2004) modeled VOCs including nicotine 
to describe the partitioning behavior of these pollutants, noting the vast range of vapor 
pressures and partition coefficients observed. However, identifying the contribution of 
THS to gas or aerosol phase pollutants has remained elusive. 
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4.2.3. Reduced Nitrogen PMF Factors 
In this work, analysis using Positive Matrix Factorization (PMF) (Paatero and 
Tapper, 1994, Ulbrich et. al., 2009) initially identified a factor unique to the indoor 
environment, originally named ROA for Reduced-nitrogen Organic Aerosol, herein 
named the THS factor. Unlike other commonly-found organic aerosol (OA) factors, the 
factor had a signature high proportion of the CxHyNp family (reduced nitrogen) of ions 
detected by the AMS, and high atomic N:C ratio. Prominent fragments of m/z 30, 42, and 
58 (CH4N+, C2H4N+, and C3H8N+, respectively, see Figure 4.2) distinguished this factor 
from other, more commonly identified factors.  
Several previously published factors with characteristics similar to those in the 
factor reported here have been assigned without connecting a chemical signature to a 
source. Notably, Sun et. al. (2011) describes a nitrogen-containing (NOA) factor from 
New York City with a broad size distribution of m/z 58 (C3H8N+) indicating to the 
authors, gas-particle partitioning as a result of acid-base reactions of amino compounds in 
the gas phase (Ge et. al., 2011). The factor also exhibited spiky time series, indicating 
local emissions (Zhang et. al., 2011). In another study in Riverside, CA, a PMF factor 
containing mostly reduced amine and other CxHyNp groups was described as having 
negligible correlation with any tracer, and had high variability in magnitude over short 
times (5-10 min), especially at night (Docherty et. al., 2011). Lengthy, speculative 
discussion as to possible mechanisms for alkylamines in the particle phase yielded no 
clear source of this factor. 
In these previous studies of high CxHyNp family and prominent m/z 58 peaks, 
potential impact from smoking was not explicitly considered. Additional analysis of the 
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data collected from these projects would be required to assess potential influence of 
smoking, but some of the characteristics (short, spiky time series) are consistent with 
influence from a local smoker. Factors that have been described by their connection to 
cigarettes have been identified and described previously, including at football games 
(Faber et. al., 2013) and attributed to urban pedestrians (Fröhlich et. al., 2015, 
Struckmeier et. al., 2016) from the peak at m/z 84 that corresponds to the NIST mass 
spectrum of nicotine (NIST Mass Spec Data Center, 2017), and having time series 
indicative of local, transient emissions. 
The ROA PMF factor in this work is identified as THS, and is a novel exposure 
route for THS species involving semi-volatile partitioning from indoor surfaces to the gas 
phase, and the subsequent reactive uptake via acid-base chemistry of these vapors into the 
aerosol phase. Measurements made in a non-smoking and unoccupied classroom in a 
mechanically ventilated building identify this mechanism as an important particle mass 
source and exposure route of THS species for non-smoking populations. 
 
4.3. Methods 
4.3.1. Ambient Sampling  
Ambient sampling in both summer seasons (2014 and 2016) is used in this 
section. The winter season did not reveal a THS factor, for reasons described in the 
Results section, and UMR analysis in spring season did not reveal a factor with spectral 
signatures (i.e. m/z 58) corresponding to major CxHyNp+ ions: instrument resolution was 
insufficient to confirm or deny smoking influence. The summer 2016 sampling methods 
are described in detail in Chapter 3. The sampling locations, sampling lines, automatic 
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valve switching mechanism, and HR-ToF-AMS were the same in both summer seasons, 
but in 2014, CO2 (via a Vaisala GMP343 probe) was the only gas-phase measurement. 
Summertime combined ventilation and recirculation air exchange rates for the classroom 
was 3.9 hr-1. Ventilation of the HVAC zone with outdoor air occurred more slowly due to 
recirculation of air within the zone. Air exchange rates with outdoor air were 0.4 hr-1. A 
table of the ventilation air exchange rates calculated can be found in Appendix B.1 for 
2014 and Appendix D.1 for 2016.  
In both summer seasons, there were no classes held in the classroom, and so no 
occupants were expected. However, three potential routes for deposition of THS 
components should be highlighted. First, it should be emphasized that the classroom was 
located near a balcony frequented by smokers, and that infiltration of components 
directly, or by recent smokers passing by are a source of THS that could deposit in the 
room. Second, that in occupied seasons, smokers likely occupied the room, depositing 
THS for partitioning in other seasons when the requirements of the mechanism described 
below were fulfilled. Finally, occupants in the offices on the same HVAC system as the 
classroom (indirect occupants), likely smoked regularly, and their emissions circulated 
throughout the zone. 
 
4.3.2. AMS and Factor Analysis 
Aerosol particle chemical composition measurements were made using an 
Aerodyne Soot-Particle-Aerosol Mass Spectrometer (SP-AMS) (Onasch et. al., 2012), 
operated here with the laser off as a High-Resolution-Time-of-Flight (HR-ToF) mass 
spectrometer. The AMS was operated in the V-ion optical mode (DeCarlo et. al., 2006). 
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AMS data was processed using standard analysis procedures for unit mass resolution and 
high-resolution data. Individual ion signals were determined using the custom peak fitting 
algorithm (PIKA). The matrix of individual organic ion signals was used as an input to 
factor analysis by positive matrix factorization (Lanz et. al., 2007, Ulbrich et. al., 2009), 
and included the combined indoor and outdoor datasets. The individual organic ions were 
also separated into families (e.g. CxHy, CxHyOz, CxHyNp, etc.) and relative signal intensity 
for each family in the indoor and outdoor environment were calculated. PMF analysis 
identified a 4-factor solution with 3 factors consistent with typical observations of 
outdoor aerosol types (Jimenez et. al., 2009). The frequently observed species include 
hydrocarbon-like (HOA) related to traffic and chemically similar to lubricating oil, 
oxygenated (OOA) associated with secondary chemistry in the atmosphere, and cooking 
(COA) peaking at meal times, and chemically distinct from HOA (Mohr et. al., 2012). 
All four datasets, regardless of season had these three factors: the unique indoor factor 
containing a high fraction of reduced nitrogen species, named THS here, was found only 
in the two summer seasons. 
 
4.3.3. Follow-Up Experiments 
Laboratory experiments were performed to investigate the partitioning behavior 
of deposited environmental tobacco smoke, potential persistence or transformation of 
deposited smoke over time, and to identify the chemical signature of reduced nitrogen 
species from THS partitioning into the aerosol phase. Tobacco smoke directly from a 
burning cigarette was drawn through a 2-liter Pyrex vessel allowing smoke to deposit to 
the walls of the container. After the cigarette was extinguished, a HEPA filter was placed 
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on the jar inlet, and air was pumped out of the jar until visually clear. Input air was 
filtered until low (<10 µg/m3) sampling mass was observed. Six hours of aerosol 
sampling with the AMS (day 0) was performed with alternating measurements of ambient 
outdoor air followed by ambient outdoor air drawn through the jar. These data are not 
included or discussed here since the distinction between second-hand and third-hand 
smoke is not clear. Following this sampling a HEPA particle filter was placed on the inlet 
to the jar, providing particle free air to the jar. The AMS sampled from this overnight and 
the concentration of measured aerosol fell to 0 µg m-3. The next day and the following 
week, day 1 and day 8 respectively, the same sampling alternating between outdoor air 
and outdoor air passing through the Pyrex vessel was performed. Between sampling on 
days 1 and 8 the vessel was sealed and kept in the laboratory. 
 
4.4. Results 
4.4.1. Ambient Indicators 
Results of factor analysis in both summer seasons indicate the presence of a 
unique chemical signature with ions with the general formula CxHyNp+ highly elevated 
indoors, and unrelated to the outdoor concentration. Figure 4.1 shows the time series of 
the THS factor each summer for both indoor (light) and outdoor (dark), as well as the 
total non-THS aerosol (right axis). The most striking feature of the THS factor was its 
uniqueness as the only indoor-originated factor (although spring HOA had an indoor 
source in addition to outdoor). Full time series of all other aerosol components are listed 
in the appendix. THS indoors generally followed that of total aerosol, and without a 
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spike-decay pattern in concentrations that would be associated with a primary or 
secondary smoke as an illicit smoker or a strong dose penetrating from outdoors.  
Figure 4.2 shows the PMF result spectra for Summer 2014 and Summer 2016 
(spectra for other PMF factor results are shown in respective appendices). Unique mass 
spectral characteristics of the THS-factor in both years include CH4N+, C2H4N+, C3H8N+ 
at m/z 30, 42, and 58, respectively. About 20% of the mass spectrum signal is from 
CxHyNp+ ions. In summer 2016, the atomic N:C ratio for THS was 0.09, compared with 
only 0.01 or less for OOA, COA, and HOA factors, and only 0.053-0.06 for previously 
discussed NOA factors (Aiken et. al., 2009, Docherty et. al., 2011, Sun et. al., 2011). 
While there are some differences between the spectra, especially that 2016 is more 
oxidized, the signature CxHyNp+ ions are consistent between years. The CxHyNp family as 
a whole correlates with the THS factor extremely well (R2=0.95). The factor was 
responsible for 38%, and 41% of the indoor organic aerosol in 2014 and 2016, 
respectively, and 29% and 23% of the total submicron aerosol measured in the indoor 
classroom, which has no modern history of smoking. 
Fresh cigarette smoking has been identified using C5H10N+ at m/z 84 as a 
proposed tracer (Struckmeier et. al., 2016) and is the dominant ion in the standard NIST 
mass spectrum of nicotine (NIST Mass Spec Data Center, 2017). The ion C5H10N+ is due 
to the N-methylpyrrolidine ring in nicotine and related compounds. However, this ion is 
not observed in the THS factor. In this THS factor, the reduced signal associated with this 
ion is indicative of secondary chemistry of the smoke occurring after deposition to indoor 
surfaces. The previously described potential sources of these compounds are all 
mechanisms for smoke to be deposited on the surfaces of the classroom. The absence of 
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short spikes or plumes of increase in the time series (Figure 4.1) support the lack of 
influx of a primary smoking source in favor of a near constant source, dependent on other 
factors. 
 
 
 
 
Figure 4.1.  Time series of THS and total aerosol concentration in summer seasons 
The concentration of THS indoors (light purple) and outdoors (dark purple), compared with that of the total 
submicron aerosol without THS. In both summer 2014 (top) and summer 2016 (bottom), the indoor THS 
concentration follows total loading instead of outdoor concentrations. 
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Figure 4.2.  PMF spectra for THS in summer seasons 
PMF spectrum result for the 2014 dataset (top) and 2016 dataset (bottom). Colors represent the fragment 
families and are stacked to UMR. 
 
 
 
4.4.2. Follow-Up Experiment 
Figure 4.3 shows the results of the laboratory experiments in which cigarette 
smoke was introduced into a Pyrex vessel. Following deposition of cigarette smoke, 
filtered air drawn through the vessel showed no measurable aerosol mass loading (panel 
A), indicating the uptake mechanism of THS species into aerosol is purely through a gas-
to-particle mechanism, and is not due to resuspension of deposited aerosol particles. The 
day following the deposition of cigarette smoke, outdoor air was pulled through the 
container (panel B) and aerosol mass increased due to the partitioning of THS species 
onto the existing aerosol was observed, as the measured organic aerosol concentration 
was higher when outdoor air was drawn through the jar (solid green) compared to when 
outdoor air was sampled directly (dashed green). 
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Additionally, the composition was altered with the fractional contribution of ions 
from reduced nitrogen species in the organic aerosol (ƒCHN) increasing from 7% to 20% 
in the outdoor air only (open circles) to outdoor air sampled through the container (closed 
circles), respectively. Figure 4.3D shows the mass spectrum of added THS species into 
the aerosol from the deposited ETS in the Pyrex vessel on the day following deposition, 
as the result of subtracting the outdoor spectrum from outdoor+vessel specrum, 
normalizing for sulfate. The C5H10N+ ion is the dominant peak at m/z 84 observed from 
THS partitioning into outdoor aerosol after 1 day of residence time in the container. This 
peak was not a dominant contributor to the THS factor; C2H4N+ is the only dominant 
CxHyNp ion in common between freshly deposited smoke and THS. The m/z 84 peak is 
the dominant peak of nicotine (NIST Mass Spec Data Center, 2017), indicating that 
nicotine was successfully deposited into the vessel and partitioned into the aerosol phase 
when a seed aerosol was introduced to the vessel. 
Sealing the vessel then performing identical measurements 1 week later (panel C) 
showed that THS partitioning was still occurring, although the contribution to aerosol 
mass was smaller after 1 week of aging in the Pyrex vessel, most notably that the vessel 
concentration was smaller than outdoor only. Similar to observations from 1 day after 
deposition of cigarette smoke, ƒCHN showed a considerable increase when outdoor air was 
pulled through the container, clearly indicating continued partitioning of THS species to 
the aerosol phase. Importantly, there were chemical changes to the THS-added mass 
spectrum. The C5H10N+ ion (m/z 84) was virtually gone, and ion signals for CH4N+, 
C2H4N+, C3H8N+ increased to become the dominant contributors of reduced nitrogen ions 
measured in the organic aerosol mass spectrum (panel E). The mass spectral signature of 
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the THS-factor, shown in Figure 4.2, is consistent with molecules commonly found in 
cigarette smoke such as nicotine. However, mass spectral similarity to pure nicotine is 
poor, indicating chemical modification of the deposited ETS. The chemical signature of 
THS therefore changes with time. 
 
 
 
 
Figure 4.3.  Summary time series and mass spectra for follow-up THS experiment 
Part (A) shows the AMS measured organic aerosol concentration when a filter was placed on the inlet to 
the Pyrex vessel and particle free air passed through the jar. Parts (B) and (C) show the concentration of 
outdoor organic aerosol and outdoor organic aerosol sampled through the Pyrex vessel with deposited 
smoke and the mass fraction of the organic aerosol from CxHyNz ions in the mass spectrum on day 1 and 
day 8 after smoke deposition. Parts (D) and (E) show the mass spectra associated with the added THS 
species on days 1 and 8 respectively. 
 
 
 
4.5. Discussion 
4.5.1. Components of THS 
Primary, secondhand, and thirdhand smoke contains myriad compounds, 
including heterocyclic compounds such as nicotine and other alkaloids. As previously 
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discussed, in the follow-up experiment of depositing smoke in a Pyrex vessel, the THS 
partitioning to the outdoor aerosol was significantly lessened by mass compared to the 
first day after deposition. This reduction and corresponding mass spectral changes 
suggest chemical modification of the deposited smoke in a sealed container over a 1 week 
timescale. The reduction in signal intensity for the N-methylpyrrolidine ring associated 
ion at m/z 84 (C5H10N+) is not surprising given the literature on various oxidation 
pathways for nicotine. For oxidation by OH, the pyrrolidine ring has the most 
energetically favorable reaction sites for hydrogen abstraction, and lifetime of hours 
(Borduas et. al., 2016). Nicotine lifetime with ozone (O3) exposure, which is more 
common in the indoor environment, is approximately 6 days, and proposed reaction 
products all show modification of the pyrrolidine ring. Surface oxidation of nicotine by 
HONO also preferentially modifies the pyrrolidine ring forming carcinogenic nitrosamine 
products (Sleiman et. al., 2010). Oxidation with OH, HONO, and ozone show chemical 
modification of the pyrrolidine ring on relatively short timescales. Consequently, the 
decrease in the C5H10N+ ion associated with the ring is expected, and consistent with the 
loss of this ion in both laboratory experiments and in the THS factor measured in the 
classroom. 
 
4.5.2. Acid/Base Chemistry of THS 
Tobacco-related RNS are known to be semi-volatile in their neutral, or free-base, 
form (Pankow, 2001, Pankow et. al., 2004). Protonated versions, however, are strongly 
nonvolatile under acidic conditions. The acid-base and partitioning chemistry of nicotine 
from mainstream smoke has been described in detail by other researchers (Pankow, 
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2001). Applying this framework in the context of THS and partitioning to indoor aerosols 
is straightforward. The activity of the free-base and protonated form of nicotine can be 
assumed to be closer to 1, and for the case of indoor aerosols in this study, we assume 
that the pH will be similar to the outdoor aerosol since the unoccupied classroom has no 
other major sources of aerosol other than outdoor aerosol introduced through the 
mechanical ventilation of the room. Discussion of NH4+ ions in Chapter 3 confirms the 
likely acidity of outdoor aerosols, and the possibility that the indoor aerosols are more 
acidic than their outdoor counterparts. Recent work has estimated the outdoor aerosol pH 
to be near 1, even with decreasing sulfur emissions (Weber et. al., 2016). Following the 
framework presented in (Pankow, 2001), the ratio of the protonated form of nicotine to 
the free-base form in aqueous aerosol at pH of 1 is 107. At pH of 2, the ratio is 106. 
Reactive uptake of free-base nicotine into the particle phase will be dominant until a pH 
of 7, when the ratio of protonated to non-protonated nicotine will be 10:1. The acidic 
nature of ambient outdoor originated aerosols therefore provides a sink for any gas-phase 
nicotine, nicotine by-products, and other alkaloid species that participate in acid-base 
chemistry. 
Nicotine and related species will protonate under acidic conditions. Both 
pyrrolidine and pyridine rings of the nicotine molecule serve as weak bases with pKa1 
value of 8.02 for the pyrrolidine ring of nicotine, and pKa2 of 3.12 for the pyridine 
nitrogen. Proposed reaction products of nicotine surface oxidation by ozone include 
cotinine and myosmine with pKa values of 8.8 and 7.81 respectively (Petrick et. al., 
2010). These molecules are also preferentially protonated at neutral and acidic pH values. 
Similar to nicotine, these molecules will not participate in semi-volatile partitioning in 
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their protonated form, but will participate in their neutralized, or free base form. Surfaces 
exposed to ETS will retain protonated species, and they will persist until neutralized with 
a stronger base such as ammonia. Once in the free-base form, these molecules can 
participate in semi-volatile equilibrium partitioning and will volatilize to into the gas 
phase to reach equilibrium. Experimentally it has been shown that exposure to ammonia 
will drive bound amines (Ongwandee and Morrison, 2008), including nicotine 
(Ongwandee and Sawanyapanich, 2012) and similar behavior is expected for other weak 
bases present in ETS. Once free-base nicotine and related molecules are in the gas phase 
they can re-partition to surfaces, or to existing aerosol particles. Partitioning to aerosols 
results in reactive uptake via protonation of these weak bases. This is a non-standard 
SVOC partitioning mechanism due to the irreversible aerosol uptake process under acidic 
conditions, which concentrates these species within the aqueous particle phase. 
 
4.5.3. Evidence of Aqueous-Phase Partitioning 
Two additional observations from the measurements support the aqueous phase 
partitioning mechanism rather than organic phase partitioning. Traditional SVOC 
partitioning into the aerosol phase is dependent on the concentration of organic species in 
the aerosol (Donahue et. al., 2006, Weschler and Nazaroff, 2008). Partitioning to the 
aqueous phase will be dependent on both the presence of an aqueous phase (i.e., the 
particles have deliquesced or taken up water) and also the total concentration of all 
aerosol species. Figure 4.4 shows the relationship between the measured concentration of 
the reduced nitrogen species versus the concentration of the total indoor aerosol mass 
minus the THS factor mass, and the indoor organic aerosol mass minus the THS factor 
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mass for the 2014 dataset. The strong correlation with the total aerosol (R=0.81) and the 
lack of correlation with the remaining organic aerosol (R=0.05) supports the conclusion 
that the indoor reduced nitrogen factor preferentially partitions to the aqueous phase and 
not the organic phase of the indoor aerosol particles.  
In the 2016 dataset, the correlation between THS and ALW as calculated by 
Köhler theory and ZSR (as discussed in Chapter 3; in the 2014 dataset, the humidity of 
sampled aerosol was not captured for ALW calculation), is the highest of any species 
(R=0.71), as shown in Table 4.1. Furthermore, with the exception of humidity, which 
correlates poorly due to the small, highly regulated range of humidities in the room, all of 
the lowest correlation species are the organic, non-hygroscopic components. OOA, which 
is likely the most hygroscopic organic component, correlates better than the others. 
However, the best correlations are outdoor-originated, hygroscopic components, NO3 and 
SO4, and the combination of these factors, total aerosol and ALW.  
The presence of an aqueous phase is the other necessary factor for this 
partitioning mechanism, since protonation of the free-base semi-volatile RNS will only 
occur in an aqueous medium. For a mechanically ventilated building, the operation of the 
heating, ventilation, and air conditioning (HVAC) system in different seasons leads to 
differences in water content of the indoor aerosol. In the summertime, warm air with 
varying amounts of water content is brought into the building, mixed with recirculated 
air, and conditioned to cooler temperatures (down to approximately 12.5 °C or 55 °F by 
the cooling coil) for the supply airstream. This leads to deliquescence and significant 
uptake of water by aerosol particles as relative humidity values will increase to above 
90% in the supply air for all of the temperature and relative humidity combinations 
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observed in this measurement data. Even with the subsequent drop in RH of the rooms, 
all of the indoor aerosol will maintain the aqueous phase since RH does not drop low 
enough to drive off the water.  
The presence of the aqueous phase allows the RNS to partition into the aerosol 
phase. In the wintertime, the temperature gradient is reversed with colder drier outdoor 
air drawn into the HVAC system mixed with recirculating air and heated to temperatures 
of approximately 38 °C or 100 °F. This process effectively effloresces the aerosol 
particles, drying them resulting in the loss of the aqueous phase in the aerosol. As 
discussed in Chapter 3, the average ALW in summer was 0.31 ± 0.11 µg/m3, compared 
with 0.11 ± 0.07 µg/m3 in winter. Under winter conditions, there is no available aerosol 
water for reactive uptake, and consequently the THS-factor will not be effectively added 
to indoor aerosols that have been through a heating cycle in the HVAC system. This is 
consistent with the absence of measureable RNS from an analogous winter measurement 
campaign using the same instrumentation. The combination of this lack of observable 
RNS in the winter (when there was still active smoking activity outdoors), and the 
correlation with the total indoor aerosol minus the RNS, support an aqueous phase 
partitioning mechanism. 
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Figure 4.4.  THS as a function of total and organic aerosol indoors 
Scatter plot of THS factor concentration versus the total indoor aerosol – THS factor concentration and the 
THS factor concentration vs the indoor organic aerosol – the THS factor 
 
 
 
Table 4.1.  Correlation of THS with measured species 
The correlation (R) of each species measured with respect to the THS factor in the summer 2016 season.  
Species R 
BC 0.21 
RH 0.23 
COA 0.26 
HOA 0.26 
Temp 0.36 
OOA 0.47 
Total Out 0.59 
NO3 0.65 
SO4 0.66 
Total-THS 0.68 
ALW 0.71 
 
 
 
4.5.4.  Proposed Partitioning Mechanism 
Figure 4.5 presents the proposed mechanism of this novel THS partitioning to 
indoor aerosols and potential routes of exposure for occupants in a shared space. Tobacco 
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smoke can enter the indoor environment from a smoker or person who has been exposed 
to cigarette smoke (a), from smoking, penetration of smoke through a window or the 
building envelope, and/or off gassing of semi-volatile compounds (b). Once in the indoor 
environment, components of the original smoke, including nicotine and other reduced 
nitrogen species (RNS) partition to surfaces (c). On surfaces, RNS can undergo oxidation 
reactions (d), protonate under acidic to neutral conditions, and/or deprotonate when they 
react with a stronger base (e). In the neutral free-base form, RNS can undergo semi-
volatile partitioning to the gas phase (f) where they will either repartition to an indoor 
surface, or undergo reactive uptake into the aqueous phase of indoor aerosols (g). Once 
these species are in the aerosol phase, they will protonate under neutral to acidic 
conditions, and be effectively locked in the aerosol. The process for this reactive uptake 
under acidic conditions will be described in the next section. The building’s air 
distribution system can then disperse the aerosols throughout any space served by the 
system, leading to involuntary exposures of THS species to other occupants. This aerosol 
uptake mechanism of THS, may be one of the larger exposure routes of tobacco smoke 
for non-smoking populations. 
The partitioning behavior for RNS as an identifiable THS species, and is 
consistent with what has been seen for nicotine and its oxidation products originating 
from environmental tobacco smoke. It is important to note that the RNS discussed here 
are a subset of the THS chemical species originating from environmental tobacco smoke. 
Chemical differences between constituents of THS will determine the deposition and 
subsequent re-volatilization of the chemically distinct components, and consequently not 
all chemical species associated with THS will behave as RNS species (e.g. polycyclic 
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aromatic hydrocarbon components of tobacco smoke will not have the acid base activity 
expected of RNS species). Organic compounds associated with tobacco smoking 
activities cover a range of vapor pressures and partitioning coefficients (Singer et. al., 
2004). In addition, sorption to indoor surfaces and organic films, reactions with other 
chemicals in the indoor environment, indoor temperature and relative humidity, and 
ventilation rates play key roles in the lifetimes of THS species indoors (Lunden et. al., 
2008, Weschler and Nazaroff, 2008).  
 
 
 
 
Figure 4.5.  Proposed mechanism for reduced nitrogen species from THS measured in the indoor 
environment. 
Introduction of smoke into the indoor environment from (A) volatilization off of clothing or (B) 
secondhand smoke penetration. Once indoors, smoke vapors can partition and aerosol particles deposit to 
surfaces in the indoor environment (C). Chemical processing and reactions with indoor oxidants (D) can 
modify the deposited chemical species. Strong bases such as ammonia can deprotonate deposited species 
(E) leading to volatilization of semi-volatile compounds to the gas phase (F). These species can repartition 
to surfaces or undergo reactive uptake in to the acidic aqueous phase of aerosols. Once in the particle phase 
(G), these species are able to be transported through a building or residence via natural or forced 
ventilation. 
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4.6. Conclusions and Implications for Other Indoor Environments 
This work presents a novel exposure route of THS to occupants of a non-smoking 
university building. This exposure route is important because the occupants are not aware 
of the exposure (i.e. there is no smell or visual observation of smoke). Emissions from 
recent smokers are spread throughout the building to non-smokers via the HVAC system, 
which not only serves to condition the aerosols to wet or dry states, but also to move air 
throughout a building zone. HVAC systems recirculate and disperse air throughout the 
multiple rooms of the zone served by the system, meaning that what happens in one room 
affects all the other rooms in the zone. For this reason, a room located near a smoking 
area with smoke penetration or a room occupied by a smoker can effectively expose the 
other occupants served by the same HVAC system to THS even if they do not share 
space directly. Aerosols will uptake RNS from the high concentrations of residual THS in 
a single room, and then be dispersed through the air distribution system to other rooms in 
the shared zone, leading to unintentional exposures to other occupants of the building. 
This mechanism is the likely explanation for the observations of this study showing 23-
29% of indoor aerosol mass in a non-smoking classroom to be composed of THS species. 
This is applicable to other indoor environments frequented by smokers, including 
classrooms, offices, entryways, and spaces served on the same HVAC system as these 
spaces. Other shared spaces such as smoking rooms at hotels, or rental cars which have 
been smoked in, present another potential exposure route for non-smokers to THS 
exposure by this mechanism. Residential buildings have more intermittent air 
recirculation by the HVAC system, but also would likely show similar partitioning of 
THS species to indoor aerosols if there is a history of smoking indoors, or simply the 
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presence of a smoker in the residence. Finally, e-cigarettes which volatilize liquids that 
are ~10% nicotine, are routinely used indoors where cigarettes are banned, present 
another opportunity for this exposure route, since the key reduced nitrogen species will 
make up a significant fraction of the e-cigarette effluent and deposited residue. In this 
work, THS was identified from a PMF factor, and confirmed via analysis in a follow-up 
experiment. However, THS could be identified in future work and other settings by the 
fraction of CxHyNp family fragments observed, regardless of identification of a THS PMF 
factor. 
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Chapter 5. Aerosol-Phase Effects of Occupants on the Indoor Environment 
 
5.1. Abstract 
Humans impact indoor air quality directly via emissions from skin, breath, or 
personal care products, or indirectly via reactions of oxidants with skin constituents, or 
with skin that has been shed. However, separating the influence of the many emissions 
and their oxidation products from the influence of outdoor-originated aerosols has been a 
challenge. Indoor and outdoor aerosols were measured simultaneously with a high-
resolution time of flight aerosol mass spectrometer (HR-ToF-AMS) in a classroom with 
regular student occupants in Philadelphia, in real time, and at high time resolution. 
Enhancements of oxidized and unoxidized hydrocarbon families during occupied periods 
were observed, especially at high molecular weight fragments with unsaturations 
consistent with squalene and its oxidized products of reaction with ozone. Individual 
hydrocarbon mass fragments consistent with squalene (C30H50) fragmentation, including 
C5H9+, and C6H9+ were especially enhanced with room occupancy. Emission of 
individual organic fragments were quantified by a model fit that accounted for outdoor 
aerosols and air exchange, revealing emissions at smaller fragments (C3H5, C4H9) that 
were dominated by outdoor-originated aerosols, but also emitted by occupants indoors. 
Total emission of all fragments was 6.9 µg 𝛽"#	h"#, or about 25% increase in mass 
concentration in an occupied hour. While the emissions contributed little to the overall 
aerosol mass in the classroom, they represent an exposure route for organic aerosol, 
especially in poorly ventilated or highly occupied classrooms. 
The work in this chapter is currently being prepared to submit for publication.  
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5.2. Introduction  
5.2.1. Sources of Aerosols Indoors 
Exposure to aerosols indoors has been linked to a host of adverse health effects 
(Morawska et. al., 2013). Indoor aerosol concentrations are dependent on size-
distribution-dependent filtration and penetration of outdoor aerosols, and indoor 
emissions (Riley et. al., 2002). The indoor concentration divided by that of outdoor 
(indoor-outdoor ratio) describes the proportion of outdoor aerosols that make their way 
indoors in the absence of indoor emissions. However, indoor emissions including 
smoking (Klepeis et. al., 2003), cooking, and cleaning dominate the aerosol population 
while they occur (and immediately after). In spaces where these emissions are not 
common or not allowed (i.e. non-residential buildings), including classroom and offices, 
the indoor aerosol population is dominated by outdoor aerosols. Human impacts from 
breath or skin are usually a small contributor to the aerosol phase. The outdoor 
contribution of aerosols in school environments have been well studied for impacts on 
children (Daisey et. al., 2003), especially in polluted urban environments. In school 
classrooms, offices, airplanes, and other high-population density or poorly ventilated 
indoor environments, human influence can contribute significantly to aerosol loading. 
 
5.2.2. Occupant Influence on the Indoor Environment 
A recent review describes the wide range of potential impacts of humans on the 
indoor environment (Weschler, 2016). These include, broadly, heterogeneous reactions of 
gas-phase oxidants with skin constituents on a person and with skin that has been shed 
(desquamation), and emissions from people themselves, and the personal care products 
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they use. Most work to date has focused on the human impact on ozone depletion, and 
identification of VOC emissions. Ozone, transported indoors from outdoors, or emitted 
from cleaning devices (Waring et. al., 2008) or printers (Morawska et. al., 2009), reacts 
readily with unsaturated bonds in the gas phase or on surfaces in the indoor environment 
to form secondary products. Human occupants provide new surface area (exposed skin) 
for ozone reactions, and leave unsaturated oils and dead skin on surfaces that can react 
after occupants have left. Constituents of skin oil are well known to include several types 
of lipids (Nicolaides, 1974), but squalene (C30H50) with six double bonds, is the most 
likely to react. It has therefore been studied as a model molecule for interaction of human 
skin components with ozone. 
The commonly identified products of ozone with squalene are 6-methyl-5-hepten-
2-one (6-MHO), 4-oxopentanal (4-OPA), and acetone (Fruekilde et. al., 1998). These 
compounds and others have been identified and measured in chamber experiments using 
a Direct Analysis in Real Time Mass Spectrometry (DART-MS) technique (Zhou et. al., 
2016), and in a simulated aircraft using Proton Transfer Reaction Mass Spectrometry 
(PTR-MS) (Wisthaler et. al., 2005). Qualitative identification of bulk aerosols in chamber 
experiments with Electrospray Ionization High Resolution Mass Spectrometry (ESI-HR-
MS) resulting in thousands of elemental formulas (Fooshee et. al., 2015), indicating 
detectability of human influence in the aerosol phase. 
Many individual VOC compounds have been identified (Wisthaler and Weschler, 
2010) and mechanisms of squalene oxidation have been proposed (Moise and Rudich, 
2002). A recent complete review of VOCS from human bodies describes the vast array of 
compounds identified in breath and skin (de Lacy Costello et. al., 2014). The 
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differentiation between skin and breath emissions was recently described in a dual-
chamber experiment where dermal effluents from individuals were measured in one 
chamber and their breath another (Tsushima et. al., 2017). However, separating the 
influence of individuals from that of their surroundings remains a challenge. More 
recently, a study of a classroom with real occupants separated the influence of VOCs 
from the building supply air from that of emissions from occupants, and found siloxanes 
to be the most abundant VOC (Tang et. al., 2015, Tang et. al., 2016).  
While valuable indicators of occupants, these VOC markers leave gaps in 
understanding the influence of occupants on the bulk aerosol population, and exposure 
therein. 
 
5.2.3. Connecting Individual Markers to Bulk Quantification 
The Aerodyne Aerosol Mass spectrometer (AMS) has been used extensively 
outdoors to quantitatively measure non-refractory submicron organics, nitrate, sulfate, 
ammonium, and chloride in real time and at fast time resolution (Canagaratna et. al., 
2007). Its use indoors has been limited but has provided the opportunity to quantitatively 
measure indoor and outdoor chemical composition and compare species-dependent 
processes between the two environments, using a sulfate-normalized indoor-outdoor (I/O) 
ratio, for any species, i, as (I/O)i/SO4, defined as (I/O)i/(I/O)SO4. The AMS utilizes Electron 
Impact (EI) ionization, which is destructive and does not provide information about the 
parent molecule of measured fragments. However, it is quantitative and patterns in the 
mass spectrum can be probed with other techniques, usually Positive Matrix Factorization 
(PMF) (Paatero and Tapper, 1994, Ulbrich et. al., 2009). The High-Resolution Time-of-
 107 
Flight AMS (HR-ToF-AMS) (DeCarlo et. al., 2006) provides the same quantitative 
abilities with additional mass resolution to distinguish between chemical fragments at the 
same nominal m/z. Fragmentation patterns and individual ion fragments analyzed here 
are possible because of this additional resolution. Here, we examine the family-level and 
individual molecular fragments of indoor aerosol during occupied and unoccupied 
periods of a university classroom to quantify the bulk aerosol impacts of occupants in the 
indoor environment. The family definitions are standard practice assignments, including 
that the organic family CxHyO>1 includes only the aerosol-phase CO2+ fragment, 
separated from the gas-phase CO2 via external gas measurements. 
 
5.3. Methods 
5.3.1. Sampling Methods 
Sampling took place in winter 2016 in a classroom at Drexel University in 
Philadelphia, as described in more detail in Chapter 3. The 49 m2 and 148 m3 classroom 
has a chalkboard and projector, painted brick walls, tiled flooring, and two non-parallel 
doors. Up to approx. 25 students could be seated in standalone desks during classes that 
were held regularly during the month-long sampling period. The HVAC system 
recirculated air through other rooms, including offices, but no other high-occupant 
density rooms. Sampling alternated between indoors and outdoors every 4 minutes with a 
custom-made valve-switching device, ensuring fast time resolution and an accurate 
representation of the transport of aerosols and gases between the two environments. 
Outdoor sampling came from a dedicated roof inlet near the HVAC system’s intake. The 
urban outdoor environment was influenced by regional and local emissions, including a 
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major highway, downtown traffic, an oil refinery to the south, and food trucks that 
operated mostly for weekday breakfast and lunch.  
Due to the cold of the winter season, outdoor temperatures (average 4 ± 6 ºC) 
were mitigated by the heating system to an indoor temperature of 22 ± 3 ºC; indoor 
temperatures did fluctuate some based on outdoor (short-term low of -14 ºC outdoors 
corresponding to 15 ºC indoors). A time series of the temperature and humidity in each 
environment can be found in Figure 3.3, and for a full description of the weather outdoors 
and indoor temperature and humidity, see Chapter 3.  
 
5.3.2. Instrumentation 
Soot-Particle Aerosol Mass Spectrometer (SP-AMS): The SP-AMS used here was 
operated with the laser off as a high resolution time of flight (HR-ToF) AMS (DeCarlo et. 
al., 2006). The AMS measured the standard submicron non-refractory components of 
organics, nitrate, sulfate, ammonium, and chloride. Individual ion signals were 
determined using the custom peak fitting algorithm (PIKA). A collection efficiency (CE) 
of 0.5 was applied to all AMS measurements in bulk. However, in individual fragment 
analysis, no CE or relative ionization efficiency (RIE) were applied, as these are not 
known for individual fragments. For all reported ratios, or derived from ratios of (sulfate-
normalize) indoor and outdoor, any RIE or CE applied would be canceled out, but 
emission values would be subject to CE and RIE considerations. CO2 measured by the 
Picarro CRDS was used for correction in the fragmentation table (Allan et. al., 2004). 
High resolution mass spectra were taken from m/z 12 to 365, although only individual 
fragments up to 146 were analyzed here, totaling 598 non-isotope ions fit, of which 174 
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were detectible at the individual fragment level. Each fragment was assigned to its 
chemical family (i.e. CxHy for fragments containing only those two elements) 
automatically in fitting; the detection limits of individual fragments and family groups 
were calculated and only species above detection are included in this analysis, 
specifically, CxHyO1Nz and CxHyO>1Nz family groups were not above detection at the 
family level but some individual fragments were detectible. PMF was used to analyze the 
organic aerosol (OA) spectral matrix of both indoor and outdoor datasets collectively and 
revealed three factors, an oxygenated (OOA), hydrocarbon-like (HOA), and cooking 
(COA); a detailed description of factor selection and analysis for this work is provided in 
Chapter 3  
Picarro Gas Analyzer: The G2401 Analyzer for CO2, CO, CH4, H2O (Picarro, 
Inc.) measured concentration measurements for given gases every second. CO2 and CH4 
“dry” values as automatically provided by the manufacturer were used. It was calibrated 
with an external gas source using a 3-point calibration each week of operation.  
Ozone monitor: The Model 211 Scrubberless Dual Beam Ozone Monitor (2B 
Technologies, Inc.) was used for measuring ozone at 10s intervals. It was zeroed via 
scrubbed filter air daily.  
Meteorological data: Outdoor meteorological data (temperature, humidity, solar 
radiation, precipitation) was taken by a Vaisala Automatic Weather Station 310 
(AWS310) housed on campus. Indoor temperature and RH measurements were made by 
an Elgato Eve indoor sensor system.  
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5.3.3. Analytical Methods 
Sulfate, as a nonvolatile species, was used to account for outdoor-originated 
aerosol components, and their losses before reaching the indoor environment. First, a lag 
correction was applied to match the indoor concentration with the outdoor-originated 
counterparts. Second, systematic mechanical losses were accounted for using a sulfate-
normalized indoor-to-outdoor (I/O) ratio, as the indoor-outdoor ratio of any component, i, 
divided by that of sulfate, as (I/O)i/SO4, defined as (I/O)i/(I/O)SO4. These are each 
described in more detail previously (Johnson et. al., 2017). 
Because occupants were not counted directly in this work, CO2 was used to 
categorize data into “occupied” and “unoccupied” times, which will be used throughout 
this work. Since the classroom was attached to other rooms on the HVAC system, CO2 
varied in distinct patterns when increasing due to direct occupants (steep increases in CO2 
and jagged patterns at 1-min resolution while elevated) or occupants in adjacent rooms 
(smooth, gradual patterns). Therefore, an algorithm was used to define the two cases, and 
compare them both to the weekend case, which was all unoccupied. Furthermore, since 
measured outdoor CO2 showed significant increases in plume patterns that were reflected 
indoors, independent of occupants (see Figure C.4), CO2 was used as CO2,in-CO2,out.  
Occupied was defined in two cases, first, CO2 increasing at 100 ppm h-1 or faster, 
or second, CO2 above 200 ppm and not decreasing faster than 80 ppm h-1. Unoccupied 
was defined as CO2 below 50 ppm and not increasing or decreasing faster than 50 ppm h-
1. Total number of each category was similar between weekend and weekday unoccupied 
(185 and 188, respectively) but only 104 cases of occupied hours; this analysis excludes 
approx. 200 points (i.e. high CO2 but decreasing rate) in an effort to improve distinction 
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between the two categories. Figure 5.1 exemplifies these cases. Weekends were assumed 
to be unoccupied times (confirmed by CO2 time series inspection and algorithm 
application), and the unoccupied weekday times compared with weekends to validate the 
unoccupied categorization. Here, medians and other statistical percentiles are used to 
describe differences between categories, although as will be described later, there is 
evidence of bimodal behavior that is not well captured by median values. These 
calculations of enhancement should therefore be considered a conservative estimate. 
The combined recirculation and ventilation rate was calculated by CO2 releases, 
as 4.3 h-1. The ventilation rate was calculated as the discretized solution of change of 
methane indoors over time due to ventilated outdoor air. There was no observed 
difference in ventilation rate between time of day or day of week: the air handling system 
was not changed over the course of the sampling period. The peak distribution ventilation 
value of 0.4 h-1 from this method was used to and calculate a combined deposition and 
reaction rate as 𝛽 for ozone, as the discretized solution of: 𝑑𝐶𝑑𝑡 = 𝜆𝐶YPZ − 𝜆𝐶 − 𝛽𝐶 
(1) 
Ozone was rarely above detection (~ 1 ppb) indoors, serving as a useful indicator 
that in these locations, ozone was rapidly destroyed. Our measurements of outdoor ozone 
indicate 10s of ppb ozone, such that ozone likely entered the classroom. Losses of ozone 
in the HVAC unit are possible, but ozone emitted in the room and then allowed to decay 
agreed with the fast depletion rates observed under normal observation.  
To examine the contribution of important parameters (humidity, temperature, 
CO2, O3) on the (I/O)i/SO4 of each species and chemical family, a standardized regression 
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coefficient (SRC) (Helton, 1993, Kleijnen and Helton, 1999) was calculated for each 
parameter. Each species and family was evaluated against all measured parameters, and 
then separately as the gradient (difference of indoor temperature minus outdoor 
temperature as one parameter). The R statistical package QuatPsych provided function 
lm.beta for this calculation (Fletcher, 2012). For each species or family, the SRC was 
evaluated, and insignificant (p>0.05) parameters were removed iteratively until only 
significant parameters remained. 
Equation 2 was used to calculate human-based emissions (E) and temperature-
based losses (𝜏) for each fragment (i), using the Igor Pro (Wavemetrics, Inc.) user fit 
function, based on Riley et al., 2002 (Riley et. al., 2002), as the practical interpretation of 
the sulfate-normalized indoor-outdoor ratio with a model indoor concentration. The 
sulfate normalized ratio (I/O)i/SO4, outdoor concentration Cout, indoor/outdoor ratio of 
sulfate (I/O)SO4, temperature difference T, CO2 difference N (for number of people), and 
volume V were directly measured. Air exchange rate (𝜆) and combined aerosol 
deposition and reaction (𝛽,I[), and 𝛽I: in lieu of number of people calculated from the 
equation in Figure 5.2, were calculated as time-varying from measured parameters (𝛽,I[ 
calculated here for sulfate in the same was as with ozone above). E and 𝜏 were solved for 
in the model: 
(𝐼/𝑂)(/,I] = 𝜆𝐶IPZ,( + 𝛽I: ⋅ 𝐸/𝑉𝜆 + 𝛽,I] + 𝑇 ⋅ 𝜏( ∗ 1𝐶IPZ,((𝐼/𝑂),I]  
(2) 
The CO2+ fragment in this work was separated from gas-phase contribution via 
standard methods of fragmentation table correction, including verification with filter data. 
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Even with these standard practices, the aerosol CO2+ fragment is sensitive to changes in 
gas-phase CO2. In this work, even with appropriate correction the CO2+ ion (gas and 
particle phase), aerosol-phase CO2 showed negative slope with increasing gas-phase CO2 
(slope of -4.6e-5 µg m-3 ppm-1), indicating that the gas phase contribution was slightly 
over-corrected, but verifying that to the limit of sampling noise, gas-phase CO2 did not 
contribute to this calculation of aerosol-phase CO2. The additional errors inherent in this 
calculation have been discussed in depth elsewhere, but do not apply to any other 
fragment, and therefore the error in this fragment should be considered separately. 
 
 
 
 
Figure 5.1.  Example of CO2 categorization 
Example time series of 1-min (line) and 1-hr (dots) for indoor (light purple) CO2. Outdoor CO2 (1-min) in 
dark purple. Occupied, unoccupied, and no categorization noted at top. 
 
 
 
5.4. Results 
5.4.1. Influence on Gas Phase 
The first effect of occupants is the metabolic emission of CO2. In the classroom, 
CO2 increases were associated with changes in outdoor concentrations, direct occupants, 
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and occupants of the office on the same HVAC system (indirect occupants). Figure 5.3 
(a) shows the average pattern of CO2 difference (indoor-outdoor) each day of the week, 
reflecting the daily changes in course schedule for the room. Each day the concentration 
increased from 8am-9am due to indirect occupants, and Mondays-Thursdays morning 
classes were held, and the concentration increased steeply as a result. On Fridays, there 
were no classes until noon, but the concentration increased before that as a result of 
indirect occupants. The slow decay after 4pm is indicative of the low ventilation air 
exchange rate. The Monday pattern is especially indicative of obvious occupants and in 
the morning, afternoon, and evening, with gaps (11am, 3pm, and 6pm) in each. 
Afternoons, especially 1pm-5pm show elevated CO2, even after occupants have left. 
Wednesdays and Thursdays have nearly opposite schedules, and all days show large CO2 
differences that cannot be attributed to direct occupants. Therefore, an algorithm based on 
the rate of change of CO2 difference (described in the Methods section) was used to 
isolate the impact of only direct occupants. 
Figure 5.3 (b) shows the diurnal pattern of the sulfate-normalized indoor-outdoor 
ratio (I/O)i/SO4 of the hydrocarbon family CxHy. Values greater than unity indicate a 
source of aerosol indoors: this is observed for all weekdays, and similar trends exist for 
other organic families. The percentile ranges shown reflect the combination of daily CO2 
patterns: maxima and minima (I/O)CxHy/SO4 are reflective of a pattern of an individual 
weekday. The family-level particle phase work will be described in more detail in the 
next section, but a regression of binned (I/O)i/SO4 to CO2 shows an increase in each family 
(I/O)i/SO4 with CO2, most strongly for CxHy and CxHyO1 (both R
2=0.90), and CxHyO>1 
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R2=0.84, but less so for CxHyNp at R2=0.73. The particle phase patterns are consistent 
with each other, and agree with the CO2 measurements. 
Figure 5.3 (c) shows the lack of occupants in weekend times, and the algorithm 
used to distinguish occupied from unoccupied agreed with this result. The weekend 
pattern, however, shows a range of non-occupant-attributable differences in CO2. The 
diurnal pattern of (I/O)CxHy/SO4 on weekends (Figure 5.3 (d)) further confirms consistency 
of the trend between CO2 and (I/O)CxHy/SO4 as well as the measurement uncertainty of the 
(I/O)CxHy/SO4 values with no indoor sources of CxHy. 
The second gas-phase evidence of occupants, which has been described in detail 
previously (Weschler and Shields, 1999, Waring and Siegel, 2013, Rim et. al., 2016), is 
ozone depletion. Ozone indoors in this work was not continuously above detection (1-
min detection 0.65 ppb), average 1.5 ± 1.4 ppb, while outdoor ozone averaged 15.7 ± 8.9 
ppb. 𝛽, accounting for deposition and reaction of ozone, calculated from the discretized 
solution of indoor and outdoor ozone using measured CH4 as conserved species 
(described in the methods section) showed an increase with CO2 difference, as shown in 
Figure 5.2. For simplicity, the data has also been binned and described in box and 
whiskers, the median therein correlates with CO2 difference as 𝛽=0.00797x+2.81, 
R2=0.84. This relationship is a result of the impact that individuals have on the indoor 
environment, but also subject to effects of other processes. These include diversity in 
emissions per person (including area of exposed skin and breathing rate), the contribution 
of CO2 from occupants in adjacent rooms, and that potentially, only a few individuals 
(low CO2) could consume most of the ozone and more occupants (CO2) had less of an 
effect (that the ozone destruction in this room was limited by new ozone being brought 
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in, not by number of occupants). The median 𝛽 during occupied times (5.2 hr-1) is nearly 
twice that of the unoccupied (2.9 hr-1). Although the absolute 𝛽 values for each category 
is low, the difference between these is within ranges observed in controlled occupant 
number studies (Tamas et. al., 2006). The categorization of occupied (purple), 
unoccupied (black), and uncategorized (open) are shown in Figure 5.2. The 
categorization employed in this work was solely CO2-based, and Figure 5.2 shows the 
potential limitations of that. As occupants were not directly measured, categorizations 
and statistical methods (medians and distributions) will be used in this work. This link 
between ozone (and 𝛽) and CO2 exemplifies the reaction chemistry and variance in 
influence from occupants, and provides evidence of occupant-based reactions indoors. 
 
 
 
 
Figure 5.2.  Ozone removal per CO2 difference 
The calculated 𝛽 for ozone reaction and deposition compared with CO2 difference (CO2,in-CO2,out). Colors 
of individual points correspond to their categorization, and boxes and whiskers (gray) are binned by CO2 
difference to create the fit for all 𝛽, regardless of categorization. 
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Figure 5.3.  Diurnal patterns of CO2 and (I/O)CxHy/SO4, weekday and weekend 
Median diurnal patterns for (a, c) CO2 difference (CO2,in-CO2,out), and (b, d) median (I/O)CxHy/SO4 (solid 
line), shaded to 25th and 75th percentiles, and the average diurnal pattern (dashed). CO2 patterns that are 
segregated by day of the week are reflected in (I/O)CxHy/SO4 shown below them. 
 
 
 
5.4.2. Effects of Environmental Parameters on (I/O)i/SO4 and Associated Indoor 
Emissions 
The environmental parameters that affect the (I/O)i/SO4 of any family or individual 
fragment have been discussed in depth in Chapter 3. In winter, heating of ventilated air 
for comfort can volatilize components, leading to a decrease in (I/O)i/SO4. This has been 
quantified as a fit of the (I/O)i/SO4 to the gradient, but here, we discuss the organic 
families and nitrate by relative influence on these parameters. Figure 5.4 shows the 
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standardized regression coefficient (SRC) (Helton, 1993, Kleijnen and Helton, 1999) for 
each component and parameter, and the values are listed in Table 5.1. This analysis 
provides a relative association between multiple environmental parameters on (I/O)i/SO4 
simultaneously. While still not causative, this method considers if a change in (I/O)i/SO4 is 
consistent with a standard deviation change in environmental parameter, normalized to 
the relative standard deviation of each environmental parameter. Some parameters are 
connected to each other (i.e. occupants contribute CO2, humidity, and temperature 
indoors), but as the parameters differ in magnitude, they do not prohibit the use of SRC. 
Here, each species and family was evaluated against all measured parameters, and then 
separately as the gradient (difference of indoor temperature minus outdoor temperature as 
one parameter). 
As shown in Figure 5.4, for each measured component, the gradient that is the 
most important is CO2 (in-out). Humidity gradients (out-in) were not significant in any 
organic component. Temperature differences were only significant in CxHy (gray) and 
CxHyNp (purple) families, while ozone gradients (out-in) were significant with all species. 
In this wintertime work, larger temperature and ozone gradients are associated with the 
heat that occupants contribute to the room, occupant-based destruction of ozone, and 
occupant emissions of CO2; positive SRC values for all the gradients is consistent with 
occupant influence. Nitrate only agrees with organics in ozone gradient. However, the 
multiple regression R2 of each (all <0.4) indicates that the gradient parameters only 
poorly describe the variance in measured species. The individualized parameters 
generally improved correlation from the gradient parameters, although are still poor. 
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In individual parameters (b), all of the organic species agree in sign or direction, 
but differ in magnitude. For CxHy, (gray), the most important parameters are O3 out and 
CO2 indoors: each are positively correlated with (I/O)CxHy/SO4, indicating that there 
effectively is an indoor source of organics associated with high ozone and/or high indoor 
CO2. Oxygenated organics (pinks) are not highly associated with outdoor ozone, 
indicating that it is unlikely that (I/O)i/SO4 is driven by gas-phase oxidized components 
from outdoors condensing indoors – that they are more associated with indoor CO2 
indicates that they are produced directly or indirectly by occupants. CxHyNp groups have 
the least association of the organics with CO2 and temperature indoors, and instead are 
strongly related for outdoor temperature and increasing ozone. 
Interestingly, temperature increases both indoors and outdoors are associated with 
a decrease in the (I/O)i/SO4 of several organics, but the gradient between them (in-out) is 
associated with a small increase in (I/O)i/SO4. Since variations in outdoor temperature are 
reflected indoors (see Figure 3.3), decreases in (I/O)i/SO4 (relative loss of i) with 
increasing temperature are likely due to the physical properties of outdoor-originated 
aerosols (including fuel and oil-based hydrocarbons), which are more likely to be in the 
condensed phase in the outdoor cold and then volatilized (decrease in (I/O)i/SO4) in the 
indoor warmth. However, changes in the gradient are at least partially driven by human-
induced warming. Taking the difference in temperature normalizes for the outdoor trend, 
and isolates the smaller, occupant-based conditions, where temperature indoors is 
increased relative to outdoors, creating a larger gradient, and being associated with a 
larger (I/O)i/SO4. O3 indoors humidity in both environments, temperature outdoors, and 
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CO2 outdoors were small and infrequently significant contributors to the (I/O)i/SO4 of each 
organic family. 
With the exceptions of ozone gradient and indoor temperature, nitrate was 
dependent on categorically different parameters, or in the opposite direction from, 
organics, indicating very different sources and chemically-specific processing indoors, as 
expected. CO2 indoors was not significant for nitrate, and ozone outdoors was related to 
nitrate in the opposite direction of organics. Nitrate was the only species consistently 
associated with humidity, consistent with aqueous-phase processing or co-varying 
temperature-based volatility. Increasing temperatures indoors as associated with decrease 
in (I/O)NO3/SO4 is consistent with volatility, but the reason for the reverse relationship with 
outdoor temperature is unclear, possibly more related to storm-based changes in air mass 
associated with temperature changes outdoors. While the SRC values do not fully explain 
the variability of each parameter, the relative influence of each parameter to each other 
informs potential influences on (I/O)i/SO4. 
 
 
 
 
Figure 5.4.  SRC of (I/O)i/SO4 to environmental parameters 
Standardized Regression Coefficient (SRC) and multiple R2 for each component (I/O)i/SO4 against 
environmental parameters. Delta gradients are as in-out for temperature and ozone, and out-in for humidity 
and ozone. No data indicates non-significance. 
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Table 5.1.  SRC results  
Results of Standardized Regression Coefficient (SRC) analysis, for each species and parameter. Bolded 
values are the highest contributor (positive or negative). 
Spec CxHy CxHyO1 CxHyO>1 CxHyNp NO3 
Δ Temp 0.13   0.13  
Δ RH     -0.19 
Δ O3 0.16 0.12 0.16 0.14 0.18 
Δ CO2 0.28 0.23 0.25 0.35 -0.33 
Mult. R2 0.14 0.08 0.10 0.18 0.17 
Temp In -0.19 -0.13 -0.28 -0.11 -0.44 
Temp 
Out -0.14     -0.38 0.65 
RH In    0.26 -0.60 
RH Out         -0.12 
O3 In -0.20   -0.37 0.38 
O3 Out 0.35 0.13 0.18 0.53 -0.35 
CO2 In 0.25 0.29 0.34 0.21  
CO2 Out         -0.15 
Mult. R2 0.19 0.11 0.20 0.27 0.36 
 
 
 
5.4.3. Distributions of Occupied and Unoccupied Times 
Applying categorizations of occupied versus unoccupied to organic families 
reveals vast differences in organic aerosols during occupied times. Figure 5.5 shows the 
distribution of (I/O)i/SO4 values for each family in weekends (left), weekday unoccupied 
(middle) and weekday occupied (right); values of each are shown in Table 5.2. Inorganics 
show a little change over the occupant categories, with a majority of (I/O)i/SO4 values 
overlapping between the three, consistent with non-occupant sources and values less than 
unity indicating additional, likely volatility-based losses. 
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In contrast to inorganics, each organic family shows a slight change, but mostly 
overlapping distributions between weekend and unoccupied times, and a dramatic 
increase in distribution and median during occupied times. The median (I/O)CxHy/SO4 was 
nearly exactly unity during weekend and unoccupied times, meaning there were no 
increases or decreases in CxHy group versus outdoors other than mechanical losses. The 
slightly larger distribution in the unoccupied weekday case versus weekend case indicates 
the range of potential categorization error, the detection of each component, and precision 
of (I/O)i/SO4. The similar 25
th percentile in all three cases is a result of potential 
categorization misidentification, few or low emitters, or differences in distribution that 
will be discussed in the next section. In the occupied case, the median (I/O)CxHy/SO4 
increased 43% in the occupied case above unoccupied, and the 90th percentile increased 
77%. The largest values could be a measure of the range of occupied values, including 
that some classes were likely full (~25 students) while others weren’t (~10 students). 
Similar trends hold for CxHyO1, CxHyO>1, and CxHyNp families. The oxidized families 
exhibit a much smaller distribution in the two base cases. Still, in the occupied case, the 
median (I/O)CxHyO1/SO4 increased by 29% and the 90
th percentile by 74%. Multiply-
oxidized fragments agree in trend with the singly-oxidized fragments. CxHyNp groups, 
associated with smoking products (Struckmeier et. al., 2016) which are persistent in the 
indoor environment (Sleiman et. al., 2014), and could also be emitted from recent 
smokers and their clothing, exhibited the largest distributions in the base cases, and the 
largest difference between the two base cases (median increased 16%, all others 
decreased <5%). The enhancement in the occupied case versus unoccupied is similar to 
 123 
other families at 38% in median value. This indicates that the factors affecting CxHyNp 
were not unique to occupants. 
Due to the small mass contribution of occupants, the effect was not visible in 
previous mass-based analysis methods i.e. PMF, which accounts for large-contribution 
ions above small-contribution ions, because the model minimizes residual and does 
capture the entire mass spectrum of input data. Figure 5.6 shows the weekend, 
unoccupied, occupied box and whisker plot of each PMF factor. (I/O)HOA/SO4 is 
consistently above unity and (I/O)OOA/SO4 is consistently below. The median (I/O)COA/SO4 
is greater than unity and does increase during occupied times, but less than any organic 
family (18%). However, the 75th and 90th percentiles for both occupied and unoccupied 
weekdays show the most extreme values observed for any family of fragment. This 
indicates a systematic difference between weekday and weekend cooking activities, 
consistent with known patterns of food truck operation, but not between occupied and 
unoccupied weekday times. As will be discussed later, the commonalities between 
occupant influence and a COA factor could mean that the effects of occupants are tied 
into this factor and contribute to the increase in (I/O)COA/SO4, but are not the sole driver of 
it. The COA trends could be occupant-influenced, but not direct room occupants, and 
while it is associated with occupant behavior (possibly cooking in a microwave or 
toaster), the similarity between unoccupied and occupied cases indicates it is not a direct 
influence from occupants of the measured room. 
Individual mass fragments can provide insight as to what species occupants are 
contributing to the aerosol phase. Figure 5.7 shows the distributions of (I/O)i/SO4 in the 
occupied (purple) and unoccupied (gray) cases for a single fragment, C7H9 (m/z 93). 
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Gaussian fits were made for each distribution as an independent guide to the peak value, 
without the assumption that the distribution is exactly Gaussian. The median values for 
the occupied and unoccupied cases are included for reference of the practice of 
implementing comparisons of medians in the next section. The unoccupied case is well 
constrained with a peak of (I/O)C7H9/SO4 of 1 (fit 0.97). The occupied case is bimodal, 
which is somewhat captured in the box/whisker plots of Figure 5.5 as a similar 10th-25th 
percentile between unoccupied and occupied cases, and a wide range of occupied vs the 
median and above range. There first mode is similar to that of the unoccupied case, and 
then a secondary mode, peaking closer to (I/O)C7H9/SO4 of 1.7 (fit 1.77). This example is 
representative of other fragments as shown below. This example could indicate one or 
two scenarios: 1) if all occupants emit equally, then there is a distribution of number of 
occupants in the occupied category, or 2) different occupants (body type, clothing 
covering, respiration rate, etc.) emit differently. Since the occupied distribution is 
bimodal, using medians is described in families above and for fragments below, is an 
underestimation because the occupied case is skewed low (median unoccupied 1.01, 
occupied 1.63), but is a reasonable identification of trends in individual fragments. This 
figure also serves to exemplify both the accuracy and limitations of the categorization 
used in this work. The unoccupied case is very well limited to low (I/O)C7H9/SO4 values, 
indicating that the base case is well described in this method. The a wide range of 
(I/O)C7H9/SO4 values is further evidence that the comparison between occupied and 
unoccupied times may be biased low, since there is not a single distribution distinct from 
the unoccupied time. 
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Figure 5.5.  (I/O)i/SO4 distribution for each family across categories 
Box and whiskers describing the sulfate-normalized I/O ratio of each AMS family on weekend (left), 
weekday unoccupied (middle) and weekday occupied (right). (I/O)i/SO4 greater than 1 indicates an indoor 
source, which is observed for organics, but not inorganics.  
 
 
 
 
Figure 5.6.  (I/O)i/SO4 distribution for total organics and PMF factor across categories 
Box and whiskers describing the sulfate-normalized I/O ratio of AMS-measured organics and PMF results 
for each AMS family on weekend (left), weekday unoccupied (middle) and weekday occupied (right). 
(I/O)i/SO4 greater than 1 indicates an indoor source, which is observed in all three categories for COA and 
HOA. 
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Table 5.2.  Statistics of (I/O)i/SO4 for each family per occupant category 
Percentile results and average, standard deviation of the sulfate-normalized I/O ratio, (I/O)i/SO4, for each 
family, inorganic species, and PMF factor in each category. 
Family Type 
10th 
Perc. 
25th 
Perc. 
50th 
Perc. 
75th 
Perc. 
90th 
Perc. Avg. Sdev. 
CxHy 
Weekend 0.83 0.92 1.03 1.20 1.31 1.07 0.26 
Unocc. 0.81 0.89 0.99 1.21 1.41 1.07 0.27 
Occ. 0.89 1.00 1.41 1.76 2.49 1.66 1.19 
CxHyO1 
Weekend 0.70 0.83 0.91 1.00 1.08 0.95 0.59 
Unocc. 0.75 0.82 0.88 0.97 1.08 0.91 0.16 
Occ. 0.85 0.94 1.13 1.37 1.87 1.35 0.77 
CxHyO>1 
Weekend 0.81 0.87 0.94 1.04 1.16 0.97 0.24 
Unocc. 0.76 0.83 0.89 0.96 1.07 0.91 0.16 
Occ. 0.81 0.94 1.16 1.37 1.74 1.29 0.66 
CxHyNp 
Weekend 0.65 0.77 0.93 1.11 1.28 0.95 0.25 
Unocc. 0.80 0.91 1.09 1.30 1.59 1.16 0.39 
Occ. 0.93 1.09 1.50 1.92 2.48 1.64 0.74 
NHy 
Weekend 0.16 0.29 0.37 0.44 0.57 0.38 0.16 
Unocc. 0.14 0.20 0.29 0.43 0.55 0.32 0.15 
Occ. 0.16 0.18 0.27 0.42 0.51 0.31 0.16 
NOz 
Weekend 0.25 0.33 0.40 0.56 0.66 0.44 0.16 
Unocc. 0.17 0.24 0.35 0.50 0.63 0.38 0.17 
Occ. 0.14 0.18 0.27 0.38 0.49 0.30 0.15 
Total Org. 
Weekend 0.79 0.87 0.97 1.06 1.17 0.98 0.26 
Unocc. 0.79 0.85 0.94 1.05 1.15 0.97 0.19 
Occ. 0.83 0.96 1.28 1.61 2.08 1.45 0.89 
OOA 
Weekend 0.63 0.74 0.83 0.92 0.99 1.53 1.05 
Unocc. 0.60 0.69 0.77 0.85 0.93 1.35 0.80 
Occ. 0.61 0.72 0.88 0.98 1.19 1.69 1.01 
COA 
Weekend 0.84 0.97 1.17 1.44 1.81 0.82 0.17 
Unocc. 0.82 0.98 1.18 1.94 3.41 0.77 0.14 
Occ. 0.83 0.99 1.40 2.18 5.89 0.88 0.29 
HOA 
Weekend 0.74 0.95 1.22 1.73 2.67 1.28 0.56 
Unocc. 0.69 0.87 1.06 1.55 2.36 1.71 1.47 
Occ. 0.68 1.05 1.44 2.22 2.85 2.81 5.52 
 
 
 
 127 
 
Figure 5.7.  Example distribution of occupied and unoccupied times for a single fragment 
An example distribution of the (I/O)i/SO4 for C7H9 in occupied (purple) and unoccupied (black) times. 
Gaussian fits (dashed) are somewhat different form the medians (solid) used throughout this work. 
 
 
 
5.4.4. Emission and Enhancements of Individual Fragments 
To succinctly describe the enhancement of individually detected fragments as 
exemplified in Figure 5.7, Figure 5.8 shows the enhancement of the median occupied 
over unoccupied cases in size, as a mass defect (a) and the emission of each fragment, 
summed to unit mass resolution (b). The mass defect, or molecular weight difference 
from the nominal m/z increases for more reduced species, and decreases for oxidized. 
The double bond equivalents (DBE) are included to emphasize the effects of highly 
unsaturated species, possibly originating from squalene (6 DBE), or aromatic fragments 
(4 DBE and above). The enhancement at larger fragments is a result of low signal at 
those fragments, the fragmentation pattern of long chain hydrocarbons, and the sources of 
long chain hydrocarbons (such as squalene) that are emitted from occupants. While these 
are small mass contributors, and the enhancement is a reflection of the very low 
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unoccupied concentrations, they signal large molecular weight and large double bond 
equivalent (DBE) to be source signatures of occupants, and the enhancement scales 
themselves are non-trivial. The C5 hydrocarbon series are enhanced 29-48%, and the C10 
hydrocarbon series are enhanced 39-81%. Oxidized species (CxHyO1 and CxHyO>1) are 
generally less enhanced. 
In addition to the low-mass, high molecular weight fragments, smaller fragments 
are also emitted, although masked by dominant outdoor contributions. The results of the 
emission solved by Equation 2 are displayed in Figure 5.8 (b). The fragments associated 
with highest emission are short-chain hydrocarbons, and some oxidized components, 
similar to that of a COA PMF factor. The total emission of the CxHy, CxHyO1, and 
CxHyO>1 families are 5.5, 0.8, and 0.6 µg 𝛽-1 h-1, respectively. This corresponds to an 
estimate of 0.25 µg m-3h-1 at peak occupant load in this space, likely at full capacity of 25 
students. 
While these occupant-based increases in organic aerosol contribute to the total 
aerosol loading, it is on a much smaller magnitude compared with outdoor-originated 
aerosol. For this work, the median I/O ratio for sulfate was 0.35, meaning that 2/3 of any 
outdoor-originated component are removed by mechanical filtration, leaving only 1/3 of 
original; an increase in (I/O)i/SO4 value would need to be 3 to return to outdoor levels, and 
that is not observed here. An additional 43% (I/O)CxHy/SO4, which is the largest organic 
component, represents only 0.16 µg/m3 increase from the average indoor unoccupied 
value. Put another way, the average total organic loading was 3.24 µg/m3 outdoors and 
1.14 µg/m3 indoors, and a median (I/O)i/SO4 of 0.98, as shown in Figure 5.6. 
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The temperature-based losses (𝜏) from Equation 2 were negligible (average 0.03 
h-1 °C-1) for organic fragments, consistent with a median (I/O)i/SO4 of 0.98 for total 
organics and nearly 1 for all organic families. However, temperature-based losses for 
ammonium and nitrate fragments are notably high: 0.69, 0.26, and 0.18 h-1 °C-1 for NH3+, 
NO2+, and NO+ fragments, respectively. This is reflected in Figure 5.9. The lesser 
sensitivity of NO+ to temperature than NO2+ is consistent with organic nitrate (NO+ could 
be from organic or inorganic nitrate sources) as less volatile as inorganic nitrate 
(Kiendler-Scharr et. al., 2016). 
Finally, it should be noted that siloxanes associated with personal care products 
(Tang et. al., 2015) were not observed here, either because they did not enter the aerosol 
phase to be detected, or because of interferences with the internal Si-containing 
components of the AMS (the Si-containing peaks are equal in open and closed 
measurements). See Appendix F for a detailed discussion of the methods used to examine 
siloxanes and the results supporting this conclusion. 
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Figure 5.8.  Summary of occupant-based enhancement and emission of individual fragments 
(a) Mass defect of each measured organic fragment, sized by percent enhancement of occupied times over 
unoccupied times, and colored by family. Double bond equivalent (DBE) lines are drawn to emphasize the 
types of hydrocarbons that are enhanced. (b) Emission of each fragment, stacked to unit mass resolution. 
Inset reflects the total emission of all families. 
 
 
 
 
Figure 5.9.  Temperature-based losses for each fragment 
Temperature-based losses of each fragment, stacked to unit mass resolution. Colors indicate fragment 
family. With one exception, all organic fragments are very small (<0.05 h-1 °C-1), and inorganic fragments 
exhibit losses consistent with known volatility. 
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5.4.5. Emitted Fragments as a Mass Spectrum 
In order to chemically identify the human-based emissions, the following analysis 
examines the relative contribution of individual ions between the occupant-emitted 
fragments and the PMF results of cooking organic aerosol (COA), and hydrocarbon-like 
organic aerosol (HOA). The PMF factors are a result of the combined indoor and outdoor 
datasets, producing factors whose linear combination re-create the observed spectra, 
solved to minimize residual signal. Therefore, the chemical signatures of PMF factors are 
not a complete source apportionment, and some sources may be a combination of PMF 
factors, as is likely the case here, i.e. the occupant-based emissions are not a PMF factor, 
but some of the features of occupant-based emissions are in common with identified 
factors. 
The relative consistency in pattern across carbon numbers between the three 
spectra is an effect of the EI ionization and thermal decomposition pattern of a standard 
AMS. Figure 5.10 show the faction of each odd hydrocarbon fragment ion from CnH2n+1 
to CnH2n-5 at carbon numbers (n) 2 to 5 for the occupant-based emission (purple) and the 
COA (pink) and HOA (gray) PMF factors. Fragment ions were not limited to those listed 
here, but these are the major contributors. In UMR mass spectral form, as shown in 
Figure 5.8, the emission of individual fragments as a mass spectrum is most similar to 
COA in the contribution of both oxidized and unoxidized fragments, and the CxHy 
fragments correlate at R2=0.94. 
Unsurprisingly, HOA is about 50% fully saturated hydrocarbons for C2-C4, and 
only dips below 20% at C7 (not shown). HOA and COA are identified in PMF analysis by 
m/z 55 and 57 (C4H7 and C4H9, respectively), and the oxidized fragment at 55; HOA is 
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characterized by greater contribution from fully saturated C4H9 than C5H7, and COA is 
characterized by minimal full-saturation fragments, and additional oxidized fragments. 
The first unsaturation (CnHn-1) is consistently high over all carbon numbers for emission, 
and C2 is the highest fraction of any carbon number. Interestingly, while more similar to 
COA at C2 and C3, the emission spectrum is more similar to HOA at C4 and C5. 
 
 
 
 
Figure 5.10.  The fractional contribution of the first four odd fragment ions at 2 to 5 carbons 
Fragment-based differences of the PMF factors HOA and COA, and the occupant-emitted fragments. 
 
 
 
5.5. Discussion 
While AMS mass spectral fragments cannot be directly connected to a parent 
molecule, some interesting trends are visible in Figure 5.8. Emission rate values reflect 
the AMS fragmentation pattern, while the enhancement values reflect the breadth of 
fragments that are emitted by occupants, including the high MW fragments that can be 
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more directly attributed to squalene and other large unsaturated compounds. Here, we use 
both emission rates and enhancements to connect the observed patterns to known 
squalene oxidation chemistry, and to a lesser extent, breath emissions. The hydrocarbon 
emission results cannot be directly attributed to specific fragments due to the extremely 
complex mixture of species and the similarities of saturated and unsaturated bond 
patterns, but instead provides an overview of the fragmentation patterns of the aerosols in 
bulk. 
The observed emission spectrum characteristics shown in Figure 5.8 are in 
common with signatures of a cooking organic aerosol (COA) (Mohr et. al., 2012) PMF 
result. The commonalities in spectra include the hydrocarbon ratios of m/z 27/29, 
39/41/43, 55/57, and the oxidized peak at m/z 55. The characteristics of COA in meat 
cooking are from fatty acids, and many are the same as those emitted by humans; the two 
spectra in UMR correlate at R2=0.78, and the CxHy family species correlate at R2=0.94. 
Together, these spectral similarities point to the importance of long-chain fatty acids, that 
are too varied in proportion to each other to be meaningful as an individual spectrum, but 
are identified collectively as this COA factor, and that collective signal is the same as that 
here for occupant-based emissions. This family analysis is an indication of what organic 
aerosol components are emitted by occupants, rather than PMF factors, which are largely 
driven by large variations in outdoor source. The trends are more visible by family 
because there are components of occupant influence in other PMF factors. 
Squalene (C30H50) is the most commonly studied of occupant emissions, and the 
NIST mass spectrum (NIST Mass Spec Data Center, 2017) signatures C5H9+ and C6H9+ 
(m/z 69 and 81) are well represented in both emission (0.245, 0.137 µg 𝛽"# h-1) and 
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enhancement (47, 45 %). While both NIST and AMS spectra utilize EI ionization, AMS 
spectra have been shown to be more destructive of original compounds, through thermal 
decomposition (Canagaratna et. al., 2015). However, the relationship between occupied 
and unoccupied levels of high MW fragments using the same AMS are directly 
comparable. The signature fragments of are a result of the large, repeating molecular 
nature of squalene: C3, C5, and C6 hydrocarbon chains repeat throughout the molecule. 
Each hydrocarbon series is represented in the NIST mass spectrum, including the C10 
series which exhibits a cluster of ions (C10H15 to C10H17) instead of neat pairs or triplets 
of odd ions that are the signature of other carbon series, indicative of dividing the 50 
hydrogens into thirds is not a whole number like dividing 30 carbons. These C10 
fragments are observed as enhanced (69, 64, 44 %), although C10H14 is enhanced the 
most (81%). C10H16 could be any number of monoterpenes described as the 6th largest 
VOC emission (Tang et. al., 2016), and is enhanced 64% over unoccupied times; 
associated monoterpene peaks of C5H7, and C7H9 are prominent in both enhancement in 
and emission. The other more reduced (increased DBE) fragments are likely not directly 
from squalene, so reaction pathways and other potential sources of aerosol-phase impacts 
must be considered. 
Exhaled breath could be a source of the aromatic fragments (DBE>4) observed to 
be enhanced during occupied times. Isoprene, observed as with other unsaturated 
hydrocarbons largely at C5H7 and C5H8, is the primary VOC in exhaled breath (Gelmont 
et. al., 1981) but many other high DBE hydrocarbons, including many benzyl 
hydrocarbons (de Lacy Costello et. al., 2014) have been detected. Unsaturated 
hydrocarbons emitted from breath are elevated in smokers (Filipiak et. al., 2012), and a 
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study of cyclist exposure to urban pollutants found elevated BTEX compounds in breath 
after riding in high traffic streets (Bigazzi et. al., 2016). The highest DBE fragments 
enhanced in occupied over unoccupied times are likely aromatics, that are not produced 
endogenously. These and other exogenous compounds could be connected to occupant 
exposure to outdoor pollutants (in the urban Philadelphia environment) before arrival and 
re-emission indoors. The previous experiences of occupants, including recent urban 
pollutant exposure or smoking, is not known, but cannot be ruled out as a potential 
exposure and re-emission source. 
Oxidized components that are emitted or enhanced in the aerosol phase could be 
from a few sources, including primary emissions (fatty acids from skin) or reactions of 
unsaturated bonds with ozone or other oxidants. Products of the reaction of squalene and 
ozone are generally cleaved and oxidized. CO2+ as the dominant oxidized peak is an 
effect of the many primary emissions of fatty acids that make up >10% of skin surface 
lipids (Nicolaides, 1974), and oxidized products of the reaction of squalene and ozone. 
The large difference in enhancement and emission between CO2+ and the next important 
oxidized species could be a result of that the fragmentation pattern of both small and 
large molecular weight acids includes a cleavage at the acid group (decarboxylation), 
which is known to occur in the AMS (Ng et. al., 2010). Several smaller oxidized species, 
including CH2O+, C2H3O+, and C3H3O+, are shown here to be emitted; formaldehyde 
(CH2O+) is the highest-emitted oxidized species, and as a directly emitted or a fragment 
of an oxidized parent molecule are both commonly associated with indoor emissions 
(Salthammer et. al., 2010). Tang et al. (Tang et. al., 2016) noted acetone to be the second 
highest emission factor of the VOCs measured; here, the principle peak of the NIST mass 
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spectrum of acetone (C2H3O+, m/z 43) is the second largest emission of a singly oxidized 
species (0.11 µg 𝛽"#	h"#). These fragments are further linked to individual traditional 
tracers of occupants: 4-oxopentanal (4-OPA, C5H8O2+, m/z 100.05) is not a direct match 
to any fragment, but would likely contribute to the short-chain oxidized species m/z 43 
C2H3O, along with other ketones. 6-Methyl-5-hepten-2-one (6-MHO) (C8H14O, m/z 
126.1) would contribute to m/z 43 (ketone) and unsaturated hydrocarbons ubiquitous in 
the enhancement and emissions results. 
Of additional note is a few CxHyNp family groups that are likely related to 
occupants who have recently smoked, and in an unoccupied season, are a major 
contributor to indoor aerosol mass. C3H6N is the most enhanced at 55%, and C2H4N is 
the most emitted at 0.039 µg 𝛽"#	h"#. As Figure 5.5 shows, this effect is not as limited to 
occupants, and the difference between weekend and weekday unoccupied indicates 
potential influence from indirect occupants, or other parameters like aqueous aerosol 
availability as described in Chapter 4. 
The total emission of all species of 6.9 µg 𝛽"#	h"#, applied to the median 𝛽 
during occupied times (5.2 hr-1) and the known room volume is an emission 0.25 µg m-3 
h-1, an increase of about 25% in one hour. Tang et al. (2016) reported a 35% contribution 
from the building supply, and 57% contribution from occupants, of which 43.9% of was 
from siloxanes (not captured in this work), for an increase in non-siloxane emissions of 
27.6%. Given instrumental differences including VOCs versus aerosol-phase and non-
quantitative hydrocarbon measurements with the PTR-ToF-MS, this is in interestingly 
reasonable agreement with this work. This is still a small mass contribution but this is the 
first quantification of aerosol-phase impacts of human occupants in an indoor 
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environment, and in the absence of large sources (like cooking), which is a common 
scenario in offices, meeting spaces, and classrooms, this effect can scale with number of 
occupants and contribute more significantly in less-well ventilated spaces. 
 
5.6. Conclusions 
Occupant influence is observed in this work in the gas phase via CO2 emissions 
and ozone depletion, and in the aerosol phase at the bulk, family, and individual fragment 
level. Ozone deposition and reaction rate beta during occupied times was nearly double 
that of unoccupied times, and CO2 during occupied times formed a distinctive pattern to 
help distinguish direct from indirect occupants. The median hydrocarbon fragments were 
enhanced 43%, and the 90th percentile 77% in occupied over unoccupied times. Other 
fragment families similarly showed enhancements during occupied hours, but to a lesser 
degree, indicating the majority of the mass emitted is hydrocarbons. While this does not 
directly link to emissions of specific molecules, this result is indicative of long chain fatty 
acids (largely hydrocarbon, with an acid or ester group as a minority of the mass) that are 
known to be emitted from humans, and the products of these direct emissions with ozone. 
These enhancements observed at the family level are consistent with individual 
fragments, although the enhancements are largest (>60%) at large fragments (m/z>90) 
that are small contributors to the overall mass, indicative of their low signal outdoors, but 
also of the wide range of large hydrocarbons emitted. The total emission of all fragments 
was found to be 6.9 µg 𝛽"#	h"#, of which hydrocarbon fragments were emitted at a rate 
of 5.5 µg 𝛽"#	h"#. This is a small contributor to the overall mass, but is a chemically-
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important contribution in confined, poorly ventilated, and high occupant environments, 
especially without other sources like smoking or cooking. 
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Chapter 6. Conclusions 
 
These studies measure the real-time transformation of aerosol and gas 
components upon transport from outdoors to indoors, emission of third hand smoke and 
occupant-based emissions in an urban classroom. In addition to black carbon and gas 
phase measurements, this work is the first was the first to use online high time resolution 
measurements from an aerosol mass spectrometer (AMS). The high time-resolution of 
mass concentrations of speciated aerosol components improve understanding and 
predictive ability of indoor aerosols of outdoor origin. In the future, indoor exposure 
models can be improved by incorporating changes in aerosol composition due to 
environmental conditions, in addition to the current mass and size-dependent 
parameterizations. The use of the sulfate-normalized indoor/outdoor ratios, (I/O)i/SO4, 
separates the impact of chemical transformations and indoor emissions from mechanical 
losses, and therefore is a practical metric for use in indoor models of varying 
complexities. These measurement results demonstrate that indoor aerosol concentration 
and composition are a function of the outdoor composition, indoor emissions, and 
environmental gradients (e.g. temperature, humidity). For a given location, seasonal 
variations and occupant activity, including direct emissions, also impact the indoor 
aerosol concentration and composition.  
To probe the effect of environmental conditions on chemical transformation of 
outdoor aerosols and their effect on the indoor environment, winter and summer seasons 
were analyzed for chemical differences in (I/O)i/SO4. The seasonal differences in aerosol 
composition that exist outdoors were amplified in the indoor environment, and the 
physiochemical properties and sources of individual aerosol components are what drove 
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those differences. As such, the winter and summertime total loading, sulfate, and total 
organic concentrations were very similar between seasons, but the influence of nitrate 
and ammonium were diminished in summertime, and the relative contribution of organic 
components determined from PMF factors was inconsistent between seasons. 
Summertime patterns were diurnally predictable while wintertime patterns were storm-
driven. Indoors, in both seasons, trends in all components generally followed that of 
outdoor, consistent with well-ventilated spaces without major indoor sources like cooking 
or smoking. This furthermore extends the need for regulation of outdoor emissions, and 
to improve exposure outcomes in both environments.  
Quantifying the sulfate-normalized I/O ratio, (I/O)i/SO4, as a function of 
temperature and humidity gradient, isolates chemical effects from mechanical (i.e. 
infiltration and air exchange), and creates a useful metric for applying this analysis to 
other non-residential systems. The extremes of temperature and humidity gradients 
sampled here provide a complete picture applicable to many other environments. Both 
inorganic and organic nitrate, along with total organics, HOA, and somewhat BC, have a 
negative trend, consistent with volatility-based losses, while OOA and COA have a 
positive trend. 
Aerosol liquid water (ALW) indoors, outdoors, and in each season, describes the 
combined impact of outdoor source emissions (hygroscopicity of individual components) 
and environmental parameters (humidity) on the fate and transformation of aerosols in 
the indoor environment. The ALW outdoors in both seasons contributed about 20% 
additional mass to the aerosol loading, consistent between seasons. However, in winter, 
indoor air is heated and dried, removing water and volatile components, leading to almost 
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no liquid water available for further chemistry indoors. In the highly-regulated 
summertime humidity, ALW was similar to outdoors, but in a much smaller range. These 
measurements contribute to the understanding of the compositional-dependency of 
outdoor aerosols and human activity to heat and cool that affect indoor air quality. 
In summertime, where there was some liquid water in the aerosol, evidence of 
thirdhand smoke was observed. This is novel evidence of thirdhand smoke in a building 
that does not allow smoking. This exposure route is unique in that the occupant is usually 
unaware of the exposure, and it is a long-term, continuous exposure while there are acidic 
aerosols present indoors. Further, THS can be dispersed throughout an HVAC zone and 
affect occupants across building settings. This work is applicable to other classrooms, 
offices, and other spaces where smokers visit immediately after smoking, as well as 
smoking rooms at hotels, or rental cars which have been smoked in. Residential buildings 
have more intermittent air recirculation by the HVAC system, but also would likely show 
similar partitioning of THS species to indoor aerosols. Historical use of the home would 
be a more prominent indicator, as it is unlikely that a home occupied by a smoker would 
be effectively cleaned of this source. Finally, e-cigarettes – which volatilize liquids that 
are ~10% nicotine – are routinely used indoors where cigarettes are banned, and present 
another opportunity for this exposure route, since the key reduced nitrogen species will 
make up a significant fraction of the e-cigarette effluent and deposited residue. This THS 
could be identified in future work and other settings by the fraction of CxHyNp family 
fragments observed, regardless of identification of a THS PMF factor. 
In the winter season, the sampled classroom was occupied for classes, and 
occupants contributed to the aerosol population due to direct emissions and reaction of 
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skin constituents with ozone. Direct occupant influence was observed in this work in the 
gas phase via CO2 emissions and ozone depletion, and in the aerosol phase at the bulk, 
family, and individual fragment levels. Ozone deposition and reaction rate, 𝛽, during 
occupied times was nearly double that of unoccupied times, and CO2 during occupied 
times formed a distinctive pattern to help distinguish direct from indirect occupants. The 
median hydrocarbon fragments were enhanced 43%, and the 90th percentile enhanced 
77% in occupied over unoccupied times. Other fragment families similarly showed 
enhancements during occupied hours, but to a lesser degree, indicating the majority of the 
mass emitted was hydrocarbons. While this does not directly link to specific molecule 
emissions, this result is indicative of long chain fatty acids (largely hydrocarbon, with an 
acid or ester group as a minority of the mass) that are known to be emitted from humans, 
and the products of these direct emissions with ozone. 
These enhancements observed at the family level are consistent with individual 
fragments, although the enhancements are largest (>60%) at large fragments (m/z>90), 
they are small contributors to the overall mass, indicative of both their low signal 
outdoors, and also of the wide range of large hydrocarbons emitted. The total emission of 
all fragments was found to be 6.9 µg 𝛽"#	h"#, of which hydrocarbon fragments were 
emitted at a rate of 5.5 µg 𝛽"#	h"#. This is a small contributor to the overall mass, but is 
a chemically-important contribution in confined, poorly ventilated, and high occupant 
environments, especially without other sources like smoking or cooking. 
This work represents the first use of an AMS to analyze indoor aerosol 
composition and transformation. This work brings chemical specificity to the analysis of 
indoor aerosol, and an explicit accounting for outdoor aerosol that is not possible at 
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slower time resolution or via offline (filter) measurements. This allows for an empirical 
output of chemically-specific response of aerosols to HVAC modifications to indoor air 
for human comfort, and an identification of low-concentration, indoor-specific emissions. 
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Appendix A: Spring 2013 Supplementary Information 
 
 
 
 
Table A.1.  Instrumentation and observations during this work 
A comparison of the datasets analyzed here, including instruments used, environmental conditions, and 
focal point observations. Bracketed [X] indicates variable, incomplete, or not analyzed data 
    
Spring 
2013 
Summer 
2014 
Winter 
2016 
Summer 
2016 
Instruments mini-AMS X    
 SP-AMS  X X X 
 SEMS X X   
 SMPS   X X 
 Aethalometer X [X] X X 
 Picarro (CH4, CO, CO2)   X X 
 Ozone   X X 
 NO   [X] [X] 
  Weather Station  X X X 
Conditions Tin>Tout X  X  
 RHout>RHin [X] [X] X [X] 
  Classroom  X X X 
Observations Smoking influence  X  X 
 Occupants   X  
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Figure A.1.  Spring 2013 indoor temperature pattern  
Indoor temperature throughout the sampling period, by time of day. The HVAC’s cooling coil was broken 
for part of the time (blue) resulting in elevated temperatures, and there was some variation in operation 
during the weekends (black) from normal 6am to 10pm operation. 
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Figure A.2.  Map of sampling area 
Aerial view (adapted from Google Maps) of the sampling area, including proximity of outdoor inlet to food 
preparation activities and high-volume roads. 
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Figure A.3.  Spring 2013 Weather data 
Indoor and outdoor weather data. Differences in temperature (right axis) of a few degrees to almost 25 were 
observed. 
 
 
 
 
Figure A.4.  Time shift analysis results 
Frequency of the time shift corresponding to the highest correlation between outdoor and indoor air. The 
average residence time measured from CO2 releases was 18 minutes.  
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Table A.2.  Spring 2013 air exchange rates 
Air exchange rate measured for CO2 releases. The average compares well to the inverse time shift result 
from the sulfate shift analysis. 
Release Air exchange 
rate (h-1) 
Date and Time 
1 3.18 4/11/13 18:00 
2 3.62 4/13/13 13:00 
3 2.93 4/14/13 14:00 
4 3.07 4/17/13 06:00 
5 2.80 4/19/13 19:00 
Average 3.12  
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Figure A.5.  Time series of measured aerosol species in spring 2013 
Time series of mass concentration outdoors (dark, solid colors) and indoors (light, dashed colors) and their 
ratio (dots) for each chemical species and PMF factor. Sulfate and nitrate have fairly consistent but 
different I/O ratios, while black carbon and organics are much more varied. COA peaks around noon on 
weekdays, and can be a large contributor to OA mass. HOA follows traffic patterns outdoors, and is low 
during non-rush hour. HOA also has the highest I/O ratio of any factor or chemical species. 
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Figure A.6.  PMF mass spectrum for spring 2013 
PMF Factor mass spectra for the 4 factor fpeak=0 solution. The 2 OOA spectra were added together based 
on the average mass weighting of each factor. COA exhibits the characteristic high ratio of m/z 55:57, 
while the 55:57 ratio for HOA is closer to 1 as expected. OOA has a characteristic peaks at m/z 44 and 43. 
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Figure A.7.  Unbinned (I/O)i/SO4 per temperature gradient in spring 2013 
Dependence of (I/O)i/SO4 on differences in temperature between environments for (a) BC, (b) HOA (c) 
nitrate (d) OOA (e) organics (OA), and (f) COA. Points are sized by outdoor concentration with solid-line 
regression parameters given in Table 2.1. *Nitrate results in panel (c) include additional traces of the mass 
fraction remaining (MFR), or fraction of total nitrate not lost to volatilization during heating dried aerosol 
with a thermodenuder, from MILAGRO campaign (ambient) and laboratory data, as described in Huffman 
et al. (2009).  
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Appendix B: Summer 2014 Supplementary Information 
 
 
 
 
Table B.1.  Summer 2014 air exchange rates 
Table of ventilation only air exchange rates (AERs) in summer 2014. End of day CO2 decays were 
considered here, there were no releases in this season. 
Date AER (h-1) 
8/7/14 0.29 
8/7/14 0.42 
8/8/14 0.40 
8/9/14 0.30 
8/11/14 0.34 
8/11/14 0.37 
8/12/14 0.55 
8/13/14 0.38 
8/13/14 0.48 
8/13/14 0.29 
8/14/14 0.34 
8/15/14 0.39 
8/18/14 0.31 
Average 0.37 
Sdev 0.08 
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Figure B.1.  Time series of measured aerosol species during summer 2014 
Measured concentrations of outdoor (solid) and indoor (dashed) aerosol components during the 
measurement campaign. Hourly indoor to outdoor ratios are given by gray dots. 
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Figure B.2.  PMF mass spectrum for Summer 2014 
Mass spectra of factors determined from positive matrix factorization. High resolution data for ion families 
were combined for each unit m/z and stacked for visual comparison of ion family contributions per unit 
mass. 
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Appendix C: Winter 2016 Supplementary Information 
 
 
 
 
Table C.1.  Air exchange rates during winter 2016 
Table of release (ventilation+recirculation), and other (ventilation only) air exchange rates (AERs). End of 
Day decays, and other CO2 decays not shown here were excluded from analysis due to unknown variability 
in indirect and indirect occupants that altered the AER calculation (i.e. it cannot be determined that there 
were not no occupants in the room). 
Date Time Species Type AER (h-1) 
2/11/16 21:20 CO2 Release 4.05 
2/26/16 6:51 CO2 Release 4.62 
2/1/16 20:39 CO2 End of day 4.00 
2/2/16 21:32 CO2 End of day 2.24 
2/4/16 21:00 CO2 End of day 0.60 
2/6/16 10:27 CH4 Other 0.86 
1/31/16 0:00 CH4 Other 0.74 
2/7/16 10:35 CH4 Other 0.50 
2/16/16 3:50 CH4 Other 0.53 
2/20/16 5:58 CH4 Other 0.45 
2/21/16 13:18 CH4 Other 0.50 
2/24/16 14:12 CH4 Other 0.89 
2/24/16 15:24 CH4 Other 0.52 
2/28/16 12:27 CH4 Other 0.54 
2/2/16 0:08 CO Other 0.60 
2/2/16 3:18 CO Other 0.76 
2/6/16 10:18 CO Other 0.70 
2/16/16 4:28 CO Other 0.80 
2/21/16 13:19 CO Other 0.70 
2/24/16 14:12 CO Other 0.87 
  Release Average 4.34 
  Non-CO2 Average 0.66 
    Non-CO2 Sdev 0.15 
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Figure C.1.  Winter 2016 indoor temperature pattern  
Indoor temperature versus time of day, indicating that there is no change in operation of the HVAC system 
per time of day or per weekday (blacks) versus weekend (reds). Increases in individual days are occupant 
heat via breath or body heat. 
 
 
 
 
Figure C.2.  PMF mass spectra results for winter  
Mass spectra of PMF for OOA, COA, and HOA were common between the seasons, with similar spectral 
characteristics; no ROA was observed in winter. 
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Figure C.3.  Time series of measured aerosol-phase species in winter 2016 
The measured concentration of outdoor (dark) and indoor (light) of each species and PMF factor, and the 
(I/O)i/SO4 ratio (dots, right) for winter. 
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Figure C.4.  Time series of the measured gas-phase species in winter 2016 
Time series of CO (grays), CO2 (purples), CH4 (oranges), and ozone (greens) in winter. Indoor 
concentrations (light colors) follow that of outdoors except for CO2. 
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Appendix D: Summer 2016 Supplementary Information 
 
 
 
 
Table D.1.  Air exchange rate results from summer 2016 
Table of release (ventilation+recirculation), and other (ventilation only) air exchange rates (AERs) in 
summer 2016. End of Day decays were considered here, unlike in winter, because of lack of occupant 
influence. 
Date Time Species Type AER (h-1) 
8/4/16 21:42 CO2 Release 4.13 
8/7/16 14:40 CO2 Release 3.89 
8/12/16 21:48 CO2 Release 3.71 
7/13/16 16:54 CO2 End of Day 0.28 
7/29/16 18:29 CO2 End of Day 0.38 
8/2/16 0:21 CO2 End of Day 0.33 
8/3/16 23:43 CO2 End of Day 0.36 
8/8/16 22:20 CO2 End of Day 0.45 
8/11/16 20:44 CO2 End of Day 0.34 
7/18/16 11:33 CH4 Other 0.31 
7/23/16 0:29 CH4 Other 0.19 
7/24/16 10:47 CH4 Other 0.34 
7/28/16 12:04 CH4 Other 0.42 
8/4/16 11:43 CH4 Other 0.22 
7/22/16 13:02 CH4 Other 0.34 
8/9/16 12:42 CH4 Other 0.55 
7/24/16 9:33 CO Other 0.29 
8/9/16 11:48 CO Other 0.41 
  Release Average 3.91 
  Release Stdev 0.21 
  Non-Release Average 0.35 
    Non-Release Stdev 0.09 
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Figure D.1.  Summer 2016 indoor temperature pattern  
Indoor temperature versus time of day, indicating that there is no change in operation of the HVAC system 
per weekday (blacks) versus weekend (reds). The system does seem to change slightly over time of day, but 
not at consistent times (i.e. a set point on or off). 
 
 
Figure D.2.  PMF mass spectra results for summer 
Mass spectra of PMF for OOA, COA, and HOA were common between the seasons, with similar spectral 
characteristics; ROA was unique to summertime. 
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Figure D.3.  Time series of measured aerosol-phase species in summer 2016 
The measured concentration of outdoor (dark) and indoor (light) of each species and PMF factor, and the 
(I/O)i/SO4 ratio (dots, right) for summer. 
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Figure D.4.  Time series of the measured gas-phase species in summer 2016 
Time series of CO (grays), CO2 (purples), CH4 (oranges), and ozone (greens) in summer. Indoor 
concentrations (light colors) follow that of outdoors except for CO2. Scale is to match winter, where plumes 
of CO, CO2, and CH4 reached much higher concentrations than in summer. 
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Appendix E: Siloxanes 
 
 
 
 
Introduction 
Siloxanes are found in personal care products including antiperspirants and hair 
care products (Horii and Kannan, 2008) and are persistent in the environment (Howard 
and Muir, 2010). Cyclic siloxanes, including octamethylcyclotetrasiloxane (D4), 
decamethylcyclopentasiloxane (D5), and dodecamethylcyclohexasiloxane (D6) have 
been observed indoors and outdoors using GC-MS (Yucuis et. al., 2013) as well as in an 
occupied indoor classroom using a PTR-ToF-MS as the most abundant VOC emitted by 
occupants of a university classroom (Tang et. al., 2015). Both studies indicated the 
potential for µg/m3 levels in occupied rooms, due to emission rates in 10s-100s mg 
person-1 day-1. There is still disagreement, however, in emission estimates including 
variability in activity level. A recent review discusses the range of observed siloxane 
concentrations both indoors and outdoors (Rücker and Kümmerer, 2015). However, 
indoor concentrations in occupied environments are much higher than outdoor, given the 
abundant use of personal care products in an enclosed space (Yucuis, 2013). Siloxane 
emission from individuals in a densely populated indoor environment contributes to VOC 
loading and exposure.  
In this work, siloxanes were examined, but determined to not be detectible, likely 
due to high levels of interference with internal o-rings. In order to investigate siloxane 
detectability, data was examined from all three HR-ToF-AMS datasets described in the 
main body text (summer 2014 and 2016, and winter 2016), two seasons of Antarctica 
measurements, and an experiment sampling zero air and closed-inlet. Both open and 
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open-minus-closed signals were used to assess the variations in background signal that 
would be caused by o-rings, or for potential delayed effects like slow vaporization. 
Several high-resolution fragments were examined, including C2H5OSi (m/z 73), 
C5H15O3Si3 (m/z 207), and m/z 267. Unit mass resolution (UMR) was insufficient for m/z 
73, as C3H5O2, C3H9Si, and C4H9O all contribute that peak in UMR.  
Three hypothesized sources of siloxanes were investigated indoors, none of which 
are exclusive to the others:  
1) Personal care products as indoor emissions 
2) Outdoor source: persistent in the environment and can be treated as a normal 
outdoor species, diurnally variant 
3) O-rings internal to the AMS 
Criteria for confirming each hypothesis are as follows  
1) A pattern related to occupants indoors in winter 2016 
2) Measured outdoor concentrations that change with background boundary layer 
in each season, or simple signal:noise ratio based on filter data 
3) Signal that changes with operational parameters including background (due to 
recent venting), temperature, or airbeam. 
 
Results 
Variations in open and closed signal 
Figure E.1 shows the open, closed, and difference signal for m/z 267. Three 
important trends emerge: first, 8/6-8/7/14, and again after a gap on 8/12/14, both the open 
and closed signals are elevated versus the rest of the time series, second, a consistent 
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pattern in the open and closed signal repeats approximately once per day, corresponding 
to an increase at night, and decrease during the day, and third, the difference signal is 
effectively zero. The remainder of this work will use open-only signal, as all the open-
minus-closed signal is effectively zero in all work. This effectively removes the first two 
hypothesized sources, unless there is a slow-vaporization effect, which is not observed. 
The focus of the rest of this work is understanding the variation in open signal, due to the 
third hypothesized source of o-rings internal to the AMS. 
 
 
 
 
Figure E.1.  Time series of siloxanes  
A time series of the siloxane peak m/z 267 as open, closed, and difference during summer 2014. No 
distinction between indoor and outdoor data points are noted here. 
 
 
 
To investigate the source of the semi-diurnal variation in Figure E.1, observed 
diurnal variations in published data were examined. Yucuis et al. (2013) notes a diurnal 
variation of outdoor cyclic siloxanes with boundary layer in Chicago. This is consistent 
with the increases in open signal at night in summer 2014. However, the median indoor 
siloxane concentration was 2200 ng/m3, and outdoors, 29-300 depending on location 
(Yucuis et. al., 2013). This is an order of magnitude difference between indoor and 
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outdoor, which is not observed here. Put more directly, the outdoor trends of Yucuis 
agree with the open signal of this work, but there is no difference between indoor and 
outdoor in this work, and indoor would need to be higher than outdoor to be consistent 
with the findings of Yucuis et. al.. It is therefore inappropriate to link the observed shape 
of siloxanes to outdoor diurnal boundary layer fluctuation, and another source must be 
examined. 
If the signal is from the internal o-rings, the pattern observed could be from a few 
sources, including airbeam or operating conditions. Figure E.2 shows the open signal, 
indoor temperature where the AMS operated, and airbeam over time. It appears that both 
airbeam and indoor temperature affect the open siloxane signal. The airbeam is reflective 
of instrumental operations that have a step function difference at several points, but the 
day-to-day variations (somewhat-exponential up starting at midnight and then steep down 
at 6am) is the same trend as the lab air temperature that the temperature that the 
instrument itself was exposed to. The same trend holds for other siloxane-containing 
peaks. It is important to note that the indoor temperature shown here (where the 
instrument operated) is not the same as the sample air originated (classroom), and the two 
are not on a shared HVAC system. 
Together, these show the two effects that the observed trends in the open and 
closed signals of Figure E.1 are actually showing variance in temperature and vacuum, 
both of which change the emission rate of the o-rings internal to the AMS. This is 
properly accounted for in that the open minus closed is zero, but the large variability in 
signal of open and closed prohibits more precise detection of siloxanes. 
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Figure E.2.  Siloxane open, laboratory temperature, and airbeam  
The open signal (left, green), laboratory temperature (blue) and airbeam (black, dots) over the course of the 
summer 2014 dataset. 
 
 
 
Figure E.3 shows the open siloxane signal against indoor (left) and outdoor (right) 
temperature. Times of abnormal airbeam create scatter but the open siloxane still trends 
with temperature. The temperature in the room only varied about 2 degrees C, but even 
that small change seems to have an effect on the siloxane signal. The same time (green) 
shows an increase in both plots, indicating an alternate cause (i.e. airbeam change). 
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Figure E.3.  Siloxane signal as a function of lab and outdoor temperature 
Siloxane open signal versus indoor temperature (left) and outdoor temperature (right), indicating an 
increase with indoor temperature, even across the small (2 ºC) range. Colors correspond to time across the 
two-week experiment. Decreases with outdoor temperature are more scattered because of the indirect 
relationship between the indoor temperature and outdoor temperature. 
 
 
 
Confirmation from Antarctica data 
Data from instrument deployment in Antarctica (Giordano et. al., 2017) shows the 
same relationship, except intra-instrument variations were much more extreme over 
time– the AMS at several points in 2015 was vented (brought up to ambient pressure) and 
the days to weeks timescales to adjust to a steady background are apparent. This is not to 
discredit the work in this project – the open minus closed signal is an effective 
measurement, and the open signals presented here are not a representation of that. 
For Antarctica 2014, the relationship between the siloxane open signal, 
temperature in the hut where the instrument was operated, and airbeam, shown in the top 
panel of Figure E.4, shows a similar relationship between the three parameters as the 
Philadelphia dataset. The extreme swings in temperature are a result of the warm hut 
cooling via the door opening to outdoor air. In Antarctica 2015 (Figure E.4, bottom), the 
open siloxane signal was most dominated by the venting of the instrument around 
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9/16/15. Note the log scale and range over 2-3 orders of magnitude, over the few weeks 
of data. While not shown here, the operating temperature likely contributed to the smaller 
fluctuations in airbeam and siloxane signal. 
 
 
 
 
Figure E.4.  Time series of siloxane open, temperature, and airbeam for Antarctica 
The open signal (left, red, hut temperature (right, blue) and airbeam (right,black, dots) over the course of 
the Antarctica 2014 (top) and Antarctica 2015 (bottom) datasets. In 2015, the open signal of siloxanes is 
almost entirely dependent on background signal after venting. 
 
 
 
Consistency in winter 2016 and summer 2016 datasets 
The Philadelphia winter and summer 2016 datasets, as shown in Figure E.5 show 
the same trends with airbeam, temperature, and instrument operation as Philadelphia 
summer 2014 and both Antarctica seasons, with the exception of minimal venting so 
fewer drastic changes over time were observed. Again, the operating temperature is not 
the same as the sampled classroom temperature, and no difference between indoor and 
outdoor is observed, and certainly no difference over the course of a day in winter that 
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could be attributed to indoor occupants. The summer 2016 dataset shows the smallest 
open signal and smallest variation, because to the author’s knowledge, the AMS was not 
vented since the winter season. Figure E.5 succinctly refutes the first two hypotheses, and 
confirms the third hypothesis of o-ring-originated source. 
 
 
 
 
Figure E.5.  Time series of siloxane open, temperature, and airbeam for winter and summer 2016 
The open signal (left, red, hut temperature (right, blue) and airbeam (right,black, dots) over the course of 
winter (top) and summer (bottom) 2016. Parts of the time series are omitted to show the detail in daily 
pattern. 
 
 
 
Finally, the most important piece of evidence against any measureable siloxane, 
an experiment of data using filter, zeroair, closed inlet acquisition, and room air, as 
shown in Figure E.6. Lab indoor air (AMS operation) temperature was not measured at 
this time, but is not expected to change much over 6 hours of summer daytime. There is 
no difference in signal across sampling conditions, including filtered air, zeroair, indoor 
air, and sampling while the inlet is closed. For reference, the bottom panel of Figure E.6 
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shows measured sulfate does change appropriately over time. The open and closed 
signals show they are effectively equal for both C3H9Si (blues) and C5H15O3Si3 (greens). 
 
 
 
 
Figure E.6.  Siloxane signal during varying operation conditions 
The open signal of siloxane over several iterations of input including zeroair, filter, closed inlet, open to 
indoor air, and jar air. Of note, the airbeam signal went to zero while the inlet was closed, but was omitted 
to show the smaller trends in airbeam. 
 
 
 
In summary, ambient siloxanes were not observed in any dataset presented in this 
work. This has been confirmed with open, closed and open-minus-closed signals. The 
changes in the open and closed signals have been attributed to changes in internal 
conditions, including operation temperature, airbeam, and recent venting.  
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Appendix G mAMS  
 
 
 
 
The mAMS utilizes a C-ToF spectrometer, and the same body as a ToF-ACSM 
(Fröhlich et. al., 2013). The detection of the mAMS compared with a suite of other 
Aerodyne AMS and ACSM instruments is shown in Figure F.1. Values for the mAMS 
are those measured for the work discussed in Chapter 2, and those for the other 
instruments are reproduced from published values (DeCarlo et. al., 2006, Ng et. al., 2011, 
Fröhlich et. al., 2013). The mAMS is most similar to the Tof-ACSM, although often 
slightly higher. Recent optimizations to the instrument body made after the work 
presented in Chapter 2 may have altered these values slightly. 
 
 
 
 
Figure F.1.  The detection limits of the different ACSM and AMS instruments for each of the 
standard AMS-measured species. 
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The following work was performed at Lake Mokoma, Pennsylvania, as the first 
deployment of the mAMS. The SP-AMS was on board the Aerodyne Mobile Laboratory 
(AML) that was deployed to the region during the day but was parked close to the mAMS 
at night. Data included here is for the laser-off mode only. The Scanning Electric 
Mobility Sizer (SEMS, Brechtel Manufacturing, Inc.) was housed with the mAMS. 
General agreement between the mAMS and SP-AMS, and between the mAMS and 
SEMS confirm quality of the mAMS with respect to other AMS instruments. Figure F.2 
shows that the slope between the two AMSs differs, possibly partly due to the distance 
between the two AMSs and the nearby sources of other vehicles and campfires creating 
plumes nearby. However, the regression coefficient is only moderate, and similar 
between the two AMSs.  
 
 
 
 
Figure F.2.  Comparison of mAMS, SP-AMS, and SEMS volume 
The volume (assuming standard AMS species densities, and sphericity of SEMS size distributions) between 
the mAMS and SP-AMS versus the SEMS.  
 
 
 
Figure F.3 shows the agreement of specific chemical components between the 
mAMS and SP-AMS. The high concentration and high variability of the late evening to 
midnight are due to recreational campfires common around the lake. The consistency of 
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the sulfate agreement is the most encouraging, as it is not subject to these differences, or 
values nearing detection limit of nitrate. 
 
 
 
 
Figure F.3.  Comparison of co-located mAMS and SP-AMS 
A time series of each (SP in dark, mini in standard colors), indicating similarity in captured trends, and a 
correlation of standard chemical components indicates low correlation (but also low concentrations) for 
nitrate, but better agreement for organics, and importantly, extremely similar for sulfate. 
 
 
 
These results, consistencies in calibrations, and uniformity with other published 
instrument designs confirm the mAMS reliability for use in this and future work, without 
more in-depth inter-instrumental analysis (Crenn et. al., 2015). 
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