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Abstract
Signal separation, i.e., the elimination or suppression of extraneous components from measured signals, is an essential
module of modern signal analysis. We report the development of two novel signal separation methods—(i) the neighbor-
hood method (NM) and (ii) a modi ed wavelet method (MWM)—that seem to be aptly suited for signals acquired from
machining process sensors, i.e., for chaotic signals with small, uniform Lyapunov exponents. For the NM, a variant of
shadowing signal separation methods used for signal separation of chaotic signals, we establish theoretical bounds on per-
formance under various noisy conditions and analyze its algorithmic complexity. Our MWM is an adaptation of Donoho’s
wavelet method to nonlinear, and possibly chaotic, signals with multiplicative noise. It incorporates certain features of the
NM and it has lower algorithmic complexity than the NM, and is, therefore, more suitable for on-line implementation.
Both methods were tested on chaotic signals corresponding to the reconstructed Rossler attractor. A discussion on the
application of both methods to signals obtained from actual machining process sensors is provided in order to motivate
their suitability to real-world nonlinear processes.
? 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
In many real-world scenarios, including machining, we are provided only with the sampled values of the
process output, i.e., the measured signals. Little information is otherwise available on the process dynamics.
In such situations, methodologies to model the relevant process dynamics from the measured signals are
necessary for enforcing appropriate real-time control policies.
∗ Corresponding author. Tel.: +1-213-740-9549; fax: +1-213-740-1120.
E-mail address: satish@usc.edu (S.T.S. Bukkapatnam).
0165-1684/02/$-see front matter ? 2002 Elsevier Science B.V. All rights reserved.
PII: S0165-1684(02)00245-11352 S.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374
Nomenclature
A(t) a linear operator (a time-varying d-dimensional square matrix)
a;b scaling and wavelet coe cients
bs wavelet coe cient of the nominal trajectory
be wavelet coe cient of the estimated trajectory
br wavelet coe cient of the rthnearest neigh bor
Br set of elements in the neighborhood of nr
d state vector dimension
dE embedding dimension
d  dimension of  (t)
E expectation operator
ej noise level for jthscale
ej;k noise level for kthtranslation coe cient of jthscale
F vector  elds
f  ow operator
G E[g(x)g(x)T]
g gain of the dynamic noise term
H Hessian triad
h a continuously di erentiable transformation from Rd → R
J Jacobian
j dummy index
j scale index
j∗ dominant scale
KBLP best linear predictor of Jacobian
Ke estimate of Jacobian with NB nearest neighbors
k dummy time-index
k translation index
L2(R) space of square integrable functions
L decorrelation length
‘ look ahead time-step
m dummy index
N lengthof th e measured signal
NA number of points considered for performance evaluation
NB number of nearest neighbors chosen
n time-index of the measured signal
R space of real numbers
Rd d-dimensional vector space of real numbers
r neighbor’s index
sgn signum function
T period
t time
Vj subspace of L2(R) comprising the functions of resolutions ¡2−j
v Gaussian white noise
v0 standard Gaussian white noise of unit intensityS.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374 1353
W
j;k wavelet transform
wr normalized weight de ned in Section 4
x state vector
xBLP best linear predictor of xs
xe estimate of xs
xs nominal state vector
x0 initial state vector
x components of x
xi ithcomponent of th e state vector x
y process output vector
y one-dimensional process output vector, or the measured scalar signal
ys nominal signal
  vector Wiener process
  scalar Wiener process
  upper bound on t for which the analytical results on the NM hold
  operator for small perturbations
 E [ 
T[
 NB
r=1  xr(0)][
 NB
r=1  xr(0)]
T ]
  di erence vector
 e estimated di erence vector
 s nominal di erence vector
  di erence matrix
j regression error at nthtime-step
I map governing the evolution of  (n)
 
 NB
r=1 [ xr(0) xr(0)T] − 1
 (t) covariance matrix of x(t)
$ stochastic process that accounts for dynamic noise
  scaling function
  vector de ned in Section 4
  wavelet function
 j soft threshold computed on jthscale coe cients
  an algebraic function to obtain xe
  reconstructed time-series vector
 
e estimated  (n)
 
s nominal value of  (n)
We illustrate our key ideas using the example of machining. The relevant dynamics of machining may be
modeled using time-invariant nonlinear di erential equations as
dx = F(x)dt; (1)
where x(t)i sad-dimensional state vector, F(·) is usually a nonlinear vector  eld and t is the time. The
state vector x(t) represents the collection of the state variables that we are interested in. For example, x(t)
may contain tool wear and tool de ection parameters. Realistically, the extraneous phenomena simultane-
ously occurring within the system a ect the evolution of x(t). For instance, while modeling cutting tool
vibrations, spindle speed variations and power surges are commonly considered irrelevant and are therefore1354 S.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374
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Fig. 1. Machining process modeled as a stochastic dynamic system.
ignored [11,20]. But suchextraneous ph enomena are manifested as dynamic noise, which must be included
in any adequate process model for monitoring and control. Eq. (1) may therefore be more realistically written
as
dx = F(x)dt + g(x)d : (2)
Here, the dynamic noise term g(x)d  accounts for the in uence of extraneous phenomena. A standard
d -dimensional Wiener process   represents the dynamic noise [15], and the gain of the dynamic noise
is represented by a continuous transformation g(·). 1
Signals y(n) ≡ y(tn);n =1 ;2;:::;N sampled from the process are a one-dimensional function of x(n) ≡
x(tn). Hence, by de nition, y(n) is in uenced by dynamic contamination. In addition, y(n) is also contaminated
by measurement noise, whose e ects are accommodated by an additive noise term. Thus, the process output
may be expressed as
y(n)=h(x(n)) + v(n) n =0 ;1;2;:::;N; (3)
where h:Rd → R is a continuously di erentiable transformation and v(n) is a one-dimensional Gaussian
noise sequence. The foregoing, summarized in Fig. 1, is an adequate representation of machining because
our interest only lies in capturing the short-time dynamics. The input u(t) remains constant and is ignored in
further analysis.
The model capturing only the relevant dynamics is referred to as the nominal model. Here, the gain g(·)i s
set to the null value. The derivation of an accurate nominal model from signals is necessary for understanding
and controlling a processes. Towards this end signal separation, i.e., cancellation or suppression of both
dynamic as well as measurement noise components from a measured signal, is deemed essential. In addition
to enabling the derivation of e ective nominal models, signal separation will also facilitate algorithmically
simple  ltration of the in uence of extraneous phenomena in y(t), and hence the extraction of more accurate
features of an unknown state vector x. Thus, signal separation forms an important step of such methodologies
which ultimately serve to develop process models and controllers.
1 As this is an autonomous system, F(x) and g(x) are not explicit functions of time t.S.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374 1355
The speci c problem of signal separation addressed in this paper consists of deriving the estimate ye(n)
of the nominal output 2 ys(n) using the measured y(n). y(n) is assumed to emanate from an attractor of a
nonlinear, and possibly chaotic, process with (i) small, positive and fairly uniform Lyapunov exponents and
(ii) low noise intensities. The signal is contaminated by measurement noise (which is generally additive) as
well as dynamic noise (which may be either additive or multiplicative).
Signal separation is known in di erent  elds by di erent names, there being minor variations in the descrip-
tions and the underlying assumptions. In applied statistics, signal separation is called de-noising, where y(n)
is assumed to be contaminated by additive noise [9]. The problem involves separating noise components from
y(n) through signal representation methods such as Fourier and wavelet methods (WM). Complete knowledge
of the process dynamics is not deemed necessary.
The disturbance rejection problem studied in control theory is closely related to signal separation. Distur-
bance rejection involves separating the contaminants from the process outputs using a priori knowledge of the
process dynamics [19]. The disturbance is generally assumed to originate from a deterministic or stochastic
exosystem.
In chaos and computational theories, shadowing methods are used for signal separation [1]. Shadowing
involves obtaining a nominal trajectory—which is a manifestation of the nominal dynamics—from a contam-
inated y(n) by exploiting the local statistical and topological properties of y(n) and=or a priori knowledge
about the process dynamics. The measured y(n) is assumed to be reasonably close to the nominal trajectory.
In the  eld of signal processing, signal separation involves isolating di erent signal components based on
knowing their sources. Bayesian methods including Wiener  ltering, and the methods based on kurtosis and
other higher moments, belong to this category [27]. If the signal sources are not known, signal separation is
called blind and is performed using the statistical patterns exhibited by y(n) [23,24].
For the problem being addressed in this paper, process dynamics are not supposed to be known a priori and
only y(n) is available for signal separation, which means that existing shadowing methods for chaotic signals
[12,14,1] are not applicable. Furthermore, signal separation must be performed on-line in most industrial
applications. Therefore, of all the aforementioned signal separation methods, we consider only the ones that
satisfy bothof th e following two criteria:
(i) use of signal alone (i.e., exploit the metric and topological structure of the possibly chaotic dynamics
underlying the signal) and
(ii) low computational complexity.
No existing signal separation method satis es both criteria. Signal separation methods based on shadowing
satisfy the  rst criterion, and those based on de-noising—such as the periodogram and the WM [22,9]—satisfy
the second criterion.
First, we developed the neighborhood method (NM), a variant of the shadowing methods that, unlike
shadowing methods, needs little a priori information on the process dynamics, and is supposed to work
with y(n) alone. We studied the performance of the NM using numerical simulations as well as analytical
techniques. We found that the estimates from the NM asymptotically approach the best linear predictor (BLP)
of the outputs from the nominal model. However, the algorithmic complexity of the NM is greater than O(N2),
where N is the length of the measured signal. The high order of complexity makes the NM not very suitable
for on-line signal separation.
Therefore, we went on to develop a method with lower algorithmic complexity. We found that Donoho’s
WM [9] o ers that desirable attribute, but is not well suited for the chosen class of signals. Hence, we
developed a modi ed wavelet method (MWM), by melding the attractive features of the NM and the WM.
Thus, the MWM, which has lower algorithmic complexity than the NM, is able to outperform the NM under
moderate and high noise intensity conditions.
2 The nominal output emanates from the nominal model.1356 S.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374
This paper is organized as follows: The NM is described in Section 2, and its performance evaluation
in Section 3. The MWM is described in Section 4. A discussion on the practical applicability of the two
algorithms to real-world nonlinear processes such as machining is given in Section 5.
2. Neighborhood method
We call the NM thus because it exploits the neighborhood structure underlying the measured y(n) from
a chaotic system. This method is based on combining manifold decomposition [1] with the nearest-strand
method [17], and we note that a similar method is commonly employed for computing Lyapunov exponents
[21]. Noise is assumed not to destroy the structure of the attractor: i.e., the observed trajectory remains in
close proximity to the nominal trajectory, in the mean square sense. The NM algorithm is described in the
following:
1. Construct a dE-dimensional vector sequence
 (n)=[ y(n) y(n +1 )y(n +2 )
. . . y(n + dE − 1)]
T; 16n6N − (dE − 1) (4)
from the measured one-dimensional y(n). Here, the superscript T denotes the transpose. The evolution of
 (n) is supposed to be  rst-order Markovian, i.e.,
 (n +1 )=I( (n)); (5)
where I:RdE → RdE is a di eomorphic map [21,28].
2. Choose  
e(1) ≈  (1) suchth at  
e(1) is on the attractor. Now proceed with the following steps iteratively
for all admissible 3 values of n =1 ;2;:::;N.
3. Find the rth( r=1;2;:::;N B) nearest neighbor  (nr)o f 
e(n) by  rst solving for nr; which in turn is given
by the optimum value of ˜ n in the following quadratic integer programming problem [2]:
min
˜ n
  
e(n) −  (˜ n) 2
subject to (6)
˜ n∈{1;2;:::;N− (L − 1)}−{ (n − L);(n − L +1 ) ;:::;(n + L)}−
r−1  
j=1
Bj: (7)
Here, L is the decorrelation length [1] of  (n) and the set
Br = {(nr − L=2);(nr − L=2+1 ) ;:::;n r;(nr +1 ) ;:::;(nr + L=2)} (8)
contains L elements. We used the sequential search method [29] to determine the NB nearest neighbors.
4. Create the following sets of vectors:
 (n;‘;r)= (nr + ‘);‘ =0 ;1;2;:::; (9)
 (n;0;r)= (nr) −  
e(n); (10)
 (n;‘;r)= (nr + ‘) −
NB  
r=1
wr (nr + ‘);‘ =0 ;1;2;:::; (11)
3 A speci ed n is admissible for the NM if there are an adequate number of nearest neighbors  (nr) clustered around  e(n). In the
absence of adequate number of  (nr), the deviation between  e(n) and  s(n) is likely to become large.S.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374 1357
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Fig. 2. A schematic of system trajectories from a set of near-by strands.
where
wr =
  (nr) −  
e(n) −1
 NB
j=1   (nj) −  
e(n) −1;r =1 ;2;:::;N B: (12)
A schematic representation of these vectors is shown in Fig. 2. For every n and r, the set of vectors
{ (n;‘;r); ‘ =0 ;1;2;:::} constitutes a distinct strand. Using the di erence vectors  (n;‘;r) form the
NB × dE di erence matrix
 (n;‘)=[  (n;‘;1) T  (n;‘;2) T . . .  (n;‘;NB)T]
T: (13)
5. Perform a discrete Taylor series expansion of  (n;1) about  (n;0), with the assumption that the Lyapunov
exponents of  (n) are small (i.e., near-by trajectories do not diverge substantially for small ‘), as follows:
 (n;1)∼ =  (n;0)J(n)+ 1
2 (n;0)H(n) (n;0) T + ···; (14)
where J(n) is the Jacobian of I( (n)) and H(n) is the Hessian triad [2]. The derivation of (14) is given
in Appendix A. The  rst term in the Taylor series is assumed to be su cient. The incorporation of higher
order terms is, in general, extremely cumbersome; moreover, it will introduce undesirable interpolation
e ects, even though it may o er slightly higher accuracy. The  rst-order approximation of the right-hand
side of (14) requires the estimation of J(n). We used a linear multiple regression formulation to estimate
J(n), where the regression error was quanti ed by the NB × dE matrix j(n), whose rows are realizations
of a zero-mean random vector.
6. Determine the estimate  e(n;1;r)o f s(n;1;r) from the obtained estimate of J(n). Here,  s(n;1;r)i s
related to ys(n) just as  (n;1;r)i st oy(n).
7. Obtain the estimate  
e(n+1) of  
s(n+1). We accomplished this through a weighted averaging scheme as
follows:
 
e(n +1 )=
NB  
r=1
wr[ (n;1;r) −  e(n;1;r)]; (15)
where wr is a normalized weight that depends on the proximity of the rthnearest neigh bor.
The right-hand side of (15) is sensitive to perturbations of  (n), and a fairly large number of strands
are necessary to estimate the nominal trajectory even when the noise is of moderate intensity. Alternatively,
one may project the  ’s into stable and unstable subspaces [21], then obtain the components of J(n) and
the estimates  
e(n ± 1) therefrom. This procedure was not chosen because it increases computation time1358 S.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374
considerably and, furthermore, it has not been found to be reliable when the process dynamics are not known
a priori [1].
The critical step in the NM is the algorithm to  nd  (n;1); i.e., to  nd the NB nearest neighbors. Sequential
search, k–d partitioning and ordered partitioning are methods commonly used to  nd nearest neighbors [29].
As mentioned earlier, we used the sequential search method, whose algorithmic complexity we found to be of
the order O(dENBN2). Because of this high order of complexity, determining  
e(n) at every n; 16n6N −
(dE − 1), is computationally expensive. Instead, we estimated  
e(n)( 16n6Ns ¡N) with  
e(1) =  
s(k);
the choice of a speci c k being arbitrary. The estimates  
e(n) are guaranteed to be close to  
s(k + n) only
when the neighbors are clustered homogeneously around every  
e(n); otherwise, the estimation errors may
grow with n. Hence, in order to prevent “blowup” of the estimation errors, we restarted the NM algorithm
whenever the measured  (n + k) is not among the top 10% of the NB nearest neighbors. We chose the new
 
e(1) to lie between  
e(n) and  (k + n), and continued with Step 3 of the NM algorithm.
3. Comparative evaluation of NM and WM for nonlinear signal separation
We evaluated the performance of the NM for chaotic signals using both simulations as well as analytical
techniques, and compared it with that of the WM. We used the mean and standard error of the samples
[ys(n+1)−ye(n+1)] as performance indicators. For the NM, ye(n+1) is the  rst component of  
e(n+1);
whereas, for the WM, ye(n +1 )i st he( n + 1)thdatapoint of th e separated signal.
For performance testing, we used the Rossler attractor that results from the following system of three
 rst-order di erential equations representing the nominal dynamics:
dxs =



dxs
1
dxs
2
dxs
3


 =



−(xs
2 + xs
3)
xs
1 +0 :15xs
2
0:20 + xs
3(xs
1 − 10:0)


dt = F(xs)dt: (16)
We chose the Rossler attractor because it yields the speci c class of signals addressed in this paper, i.e.,
chaotic with low, positive, and fairly uniform Lyapunov exponents. The actual system dynamics are given by
dx = F(x)+g(x)d ; (17)
y = x1: (18)
The attractor was reconstructed using lag coordinates. 4 A three-dimensional embedding (dE=3) was found
to be adequate [1] for all cases tested, as is evident from the structural similarities between the actual attractor
shown in Fig. 3(a) and the reconstructed attractor shown in Fig. 3(b).
For performance evaluation, we  rst chose a 256 points long segment of the trajectory starting from a
particular location in the attractor as the initial condition, and then estimated the nominal trajectory for that
contaminated trajectory segment. Performance under this zero-noise condition helps ascertain the e ectiveness
of the considered methods in reconstructing the nominal attractor; i.e., the attractor of the nominal dynamics.
The performance of the NM under zero-noise conditions is shown by Fig. 4 (a) and that of the WM is shown
by Fig. 4(b). The two  gures reveal that the NM performs adequately under the zero-noise condition. This
performance is guaranteed because the local evolution at a particular location is very similar to that of its
nearest neighbors, so that the NM-estimated trajectory locally remains very close to the nominal trajectory. In
contrast, the WM involves certain truncation operations in its thresholding step [9], which lead to inaccurate
tracking of the trajectory.
4 The existence of a (nonlinear) di eomorphism, mapping the state vector into the space of lag-coordinates and vice versa, was assumed.
The similarity of the structures of trajectories in Fig. 3(a) and (b) validates this assumption.S.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374 1359
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Fig. 3. Nominal (uncontaminated) Rossler attractor (a) obtained directly by solving the di erential equations, (b) reconstructed using lag
coordinates.
Next, we contaminated the right-hand side of (16) with four replications at di erent intensities of each
of the following three types of noise: (i) additive measurement noise, (ii) additive dynamic noise, and (iii)
multiplicative dynamic noise. For each generated noise-contaminated trajectory, we used the NM and the WM
to estimate the nominal trajectory at 256 consecutive points, and compared the di erence between the actual
nominal trajectory and the trajectory estimated by each method.
3.1. Additive measurement noise
Simulated noisy trajectories were obtained by adding a zero-mean Gaussian white noise sequence to a pre-
selected nominal trajectory. Two lag plots from a signal contaminated by zero-mean white Gaussian sequence
of intensity equal to 5% of the total signal energy are shown in Fig. 5. A comparison of the nominal trajectory
with(a) th e measured trajectory contaminated with5% noise intensity, (b) th e separated trajectory estimated
by the NM, and (c) the separated trajectory estimated by the WM, can be made from Fig. 6. A summary
of the grand average of means and standard errors of the di erence between the estimated and the nominal
trajectories, taken over trajectories generated from four di erent initial conditions, is shown in Table 1. 5 Each
row of the table contains the results from the experiments conducted at one of the six di erent additive noise
levels.
The results in Table 1 and Fig. 6 show that the NM, although computationally complex, is accurate even
under moderate to high additive noise conditions. Furthermore, the error is theoretically bounded for additive
measurement noise of low intensity. The existence of this theoretical error bound is evident from the following
heuristic analysis:
Suppose  x(0) is the initial perturbation of the following continuous-time process (with one-dimensional
state vector for simplicity) withnull gain
dx = F(x)dt; (19)
y(n)=x(n)+v(n): (20)
Then,  x(n) ∼ = [@f(x(0);t n)=@x] x(0) follows for su ciently small n. Local linearization of the trajectory is
reasonable, because the chosen signal has a small maximum Lyapunov exponent. As the expected value of
5 Here we note that means and standard errors were computed with di erent lengths of datapoints for di erent cases (i.e., trajectories
generated with di erent initial conditions). This is because not all points on a trajectory can be used for the NM-based signal separation.
For example, points lying at the outer strands of a reconstructed attractor may not have a distribution of neighbors for NM-based
separation.1360 S.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374
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Fig. 4. Rossler attractor under zero-noise conditions: Comparison of known ys(n)=xs
1(n) withits estimate ye(n) obtained from (a) the
NM, (b) the WM.
v(n) is identically zero, (20) leads to the expected value
E[ y(n)] =  x(n) ∼ =
@f(x(0);t n)
@x
 x(0) (21)
for small n. Hence, by estimating the expected perturbation in the output, one may be able to track the
growth of an initial perturbation of the nominal trajectory. This fact was loosely stated previously in [25] withS.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374 1361
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Fig. 5. Rossler attractor under additive measurement noise condition. A noise intensity of 5% of the total signal power was used: (a) 3D
view of the attractor, and (b) 2D view of the attractor from +∞ on the 3rd axis.
reference to chaotic trajectory shadowing. The conclusion drawn in the foregoing can be easily extended to
any  nite-order process.
3.2. Additive dynamic noise
Seven simulation experiments were performed withGaussian wh ite noise of intensities 2%, 3%, 5%, 8%,
12%, 15% and 20% of the signal energy added at every time step. Eachexperiment was replicated with
four di erent randomly chosen initial conditions. The results shown in Table 2 reveal that the NM performs
signi cantly better the WM for noise intensity 612%. This implies that the NM o ers practical advantage
only when the additive noise has reasonably low intensity.
3.3. Multiplicative dynamic noise
Seven simulation experiments were performed withGaussian wh ite noise of intensities 0.5%, 1%, 2%,
5%, 8%, 12% and 15% of the total signal energy. The dimension d  = 1 was set and, concomitantly, the
gain function g(x) degenerated to a d × 1 matrix; speci cally we used g(x) = Diag(x). Eachexperiment was
replicated with four di erent randomly chosen initial conditions. The results, shown in Table 3, indicate that
the NM o ers a practical advantage over the WM only when the noise level is ¡8%. In fact, for low noise
levels, the NM-separated signal trajectory remains close to the nominal trajectory, as revealed by the following
mathematical analysis:
The continuous-time process x(t) is governed by the It  o di erential equation
dx = F(x)dt + g(x)d ; (22)
where  (t) is a vector Wiener process withidentity di usion matrix [27]. Here, a separate equation to account
for the measurement setup was not used.
Let us suppose that (i) the output y(t) be such that the vector  (t) reconstructed from—not necessarily
constructed using lags of—y(t) is available suchth at
 (t)=x(t) (23)
holds; (ii) the distribution of  (t) remains symmetric about its mean at every t; (iii) the nominal trajectory
almost passes through the measured value of  (0); i.e.,
 (0) ≈  
s(0) (24)1362 S.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374
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Table 1
Summary of performance testing under additive measurement noise condition
Expt. no. Before separation After NM separation After WM separation
Mean Std. dev. Mean Std. dev. Mean Std. dev.
1 0.0058 0.92 −0:0015 0.25 0.0026 0.56
2 −0:0024 1.33 0.0003 0.29 0.0067 0.85
3 0.0086 2.02 −0:0004 0.57 0.0079 1.70
4 0.0071 2.33 −0:0181 0.68 −0:0091 1.98
5 −0:0139 2.92 −0:0074 0.95 −0:0175 2.28
6 0.0074 3.83 −0:0083 1.65 0.0062 2.51
Table 2
Summary of performance testing under additive dynamic noise condition
Expt. no. Before separation After NM separation After WM separation
Mean Std. dev. Mean Std. dev. Mean Std. dev.
1 −0:0043 0.89 −0:0072 0.41 −0:0011 0.77
2 0.0017 1.21 −0:0060 0.57 −0:0009 1.04
3 0.0094 1.76 0.0037 0.61 0.0071 1.58
4 −0:0002 2.59 0.0025 1.02 −0:0014 2.18
5 0.0107 5.13 0.0083 2.34 0.0078 3.76
6 −0:0038 7.31 −0:0059 4.03 −0:0087 5.50
7 −0:0095 11.05 −0:0124 6.57 −0:0162 8.24
and
E[ (0)] =  
s(0); (25)
where we note that  
s(t) is reconstructed from the output of
dxs = F(xs)dt; (26)
and (iv) an adequate number of  
r(0), clustered homogeneously around a reconstructed  (0) are available so
that the sum of  
r(0) converges absolutely to  (0), i.e.,
lim
NB→∞
NB  
r=1
 
r(0) =  (0) (27)
and every rearrangement of the sum converges to  (0). The latter three assumptions, coupled with that of
low noise intensity, are required for the average of the evolutions of  
r(0) (r =1 ;2;:::;N B) to estimate the
small-time evolutions of  
s(0).
In conformity with the linear regression setup, the estimate  
e(t) t ∈[0; ] must be a linear function of the
nominal trajectory starting at t = 0 as well as of its nearest neighbors. Therefore, the model
 
e(t)=
1
NB
NB  
r=1
[ 
r(t) − Ke  
r(0)] (28)1364 S.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374
Table 3
Summary of performance testing under multiplicative dynamic noise condition
Expt. no. Before separation After NM separation After WM separation
Mean Std. dev. Mean Std. dev. Mean Std. dev.
1 −0:0024 2.52 0.0084 0.47 0.0039 0.93
2 −0:0062 4.73 0.0074 1.01 0.0031 1.23
3 0.0137 7.15 −0:0129 1.77 0.0083 2.41
4 −0:0082 8.68 −0:0168 2.26 −0:0290 4.02
5 0.0283 9.52 0.0270 3.82 0.0216 4.97
6 −0:0561 11.88 −0:0081 7.39 −0:0067 6.50
7 0.0274 17.96 0.0858 9.71 0.0605 10.53
is appropriate for t ∈[0; ] with
  
r(0) =  
r(0) −  (0);r =1 ;2;:::;N B; (29)
Ke =
NB  
r=1
[ 
r(t) −  (t)]  
r(0)T ; (30)
  =
 
NB  
r=1
  
r(0)  
r(0)T
 −1
: (31)
The matrix Ke is the estimated value of a Jacobian obtained from a linear regression model [13]. Now,
 
BLP(t)=
1
NB
NB  
r=1
[ 
r(t) − KBLP  
r(0)] (32)
is the BLP of  
s(t) for a given NB, because
KBLP =
NB  
r=1
[ 
r(t) −  
s(t)]  
r(0)T  (33)
minimizes E[  
r(t) − K  
r(0) −  
s(t) 2]. As proved in Appendix B, we have the following convergence:
lim
NB→∞
N2
BE[  
e(t) −  
BLP(t) 2]=0 ∀t ∈[0; ] (34)
and that the signal separation error, de ned by E[  
e(t) −  
s(t) 2] asymptotically remains bounded as
lim
NB→∞
E[  
e(t) −  
s(t) 2]6Gt + O( 2) ∀t ∈[0; ]; (35)
where   = maxr E[   
r(0) ] and  E[g( )g( )T] 6G.
Actually, the boundedness of the signal separation error for a continuous time process with independent
realizations is proved in Appendix B. This case is di erent from that of a single, discrete realization of the
process output y(n) addressed by the NM. However, while determining  
e(n) in the NM, each strand was
made to locally represent an independent trajectory, thus satisfying the antecedents of the proved theorem. IfS.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374 1365
the sampling rate of the measured y(n) is su ciently high and an adequate number of near-by strands are
available, the boundedness and the asymptotic limits established by the theorem are directly applicable to the
considered class of nonlinear signals.
We found from numerical studies that the NM performs adequately under low multiplicative noise in-
tensities. From a practical standpoint, this means that a combined analysis of chatter and tool wear in
machining is possible because the dynamics may be e ectively modeled using multiplicative noise
[4].
4. Modi ed wavelet method
Even though the performance of the NM is theoretically guaranteed, its high algorithmic complexity renders
it unsuitable for on-line implementation. But, as demonstrated in Fig. 4(b), the WM is not suitable for chaotic
signals despite having low algorithmic complexity. A fusion of the NM and the WM was therefore considered
promising by us. We modi ed the WM by incorporating certain features of the NM therein; and thus created
the MWM for chaotic signals with low and uniform Lyapunov exponents and contaminated with multiplicative
noise—the worst case scenario.
Basically, MWM is similar to WM. The critical step in MWM is the determination of the threshold values
in the wavelet domain. The thresholding step of the WM is adequate if y(n) is contaminated only by additive
measurement noise [9,16], but not by multiplicative noise.
While developing the MWM, we assumed the existence of a certain dominant scale (i.e., a scale with
substantially large wavelet coe cients). This assumption underlies a new thresholding scheme which, as we
now show, is less vulnerable to multiplicative noise.
For ease of explanation, let us consider a continuous one-dimensional stochastic process governed by the
one-dimensional version of (22), which contains multiplicative noise terms. The wavelet representation of its
output y(t)=x(t), in a mean square sense is given by
y(t)=
 
j
 
k
bj;k j;k(t); (36)
where bj;k are the wavelet coe cients and  j;k(t) are the wavelet functions. This wavelet representation is
consistent [10] as long as  j;k(t) have  nite support and
 
I E[y(t)y(t)]dt¡∞ for every compact interval
I ⊂ R [10]. In a similar vein, the wavelet representation of the rthnearest neigh bor yr(t) can be expressed
as
yr(t)=
 
j
 
k
br
j;k j;k(t);r =1 ;2;:::;N B: (37)
Let us note that bj;k and br
j;k are random, but  j;k(t) are deterministic.
The nominal trajectory ys(t) is deterministic, unlike y(t) and yr(t). Our earlier assumption—that the domi-
nant Lyapunov exponent of the nominal trajectory is small, positive and fairly uniform—holds. If ys(t)∈L2(R),
the space of square-integrable functions, its wavelet representation may be expressed as
ys(t)=
 
j
 
k
bs
j;k j;k(t); (38)
where bs
j;k are deterministic. Our objective is to obtain a close estimate ye(t)o fys(t) from the measured
values of y(t) using their wavelet representations.1366 S.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374
The evolutions of y(t);y r(t) and ys(t) may be represented, in the mean square sense, as follows:
y(t +  t)=
 
j
 
k
bj;k j;k(t +  t); (39)
yr(t +  t)=
 
j
 
k
br
j;k j;k(t +  t); (40)
ys(t +  t)=
 
j
 
k
bs
j;k j;k(t +  t); (41)
where  t is a time step.
Let be
j;k be the estimate of bs
j;k. Then, minimizing E[ 
 
j;k(be
j;k − bs
j;k) j;k(t) 2] amounts to minimizing
E[ be
j;k − bs
j;k 2] for all j and k, when the wavelet functions  j;k comprise a complete orthonormal set [8].
After using the triangular inequality [26],
E[ be
j;k − bs
j;k ]6E[ be
j;k − E[bj;k] ]+E[ E[bj;k] − bs
j;k ] (42)
and assuming the relationship
E[ E[bj;k] − bs
j;k ] ∼ =  j;kbs
j;k 1  j;k ¿0; (43)
which is reasonable because x(t) has a symmetric distribution, the objective roughly translates to
minE[ be
j;k − E[bj;k] 2] ∀j;k: (44)
This is equivalent to reducing the variance of bj;k.
Suppose the dominant scale index j = j∗. Then, as proved in Appendix C,
yr(t)=
 
j
 
k
bj;k j;k(t +2 −j
∗
r);r ∈Z (45)
are suitable neighbors of y(t). By virtue of the de nition of wavelet functions, (45) may be rewritten as
yr(t)=
 
j¡j∗
 
k
bj;k j;k(t +2 −j
∗
r)+
 
j¿j∗
 
k
bj;(k−r 2j−j∗) j;k(t): (46)
A comparison of (37) and (46) means that
br
j;k = bj;k∗
r ; (47)
where
k∗
r =( k − 2j−j
∗
r): (48)
Now, for every j¿j∗, the estimate be
j;k is obtained by minimizing the mean square deviation of {bj;k∗
r }r.A
threshold  j;k consisting of a fraction of the standard error of {bj;k∗
r }r for j¿j∗ decreases the mean square
error (44), and the thresholded coe cients are be
j;·.
The orbital periods within the attractor of a chaotic signal are not identical. Therefore, basis functions
constructed by regular translations k of a scaled version j of a mother wavelet function may not be adequate.
Shifts [7] and=or a ne transformations of the the basis functions for a particular j may then be more ap-
propriate. However, if there are signi cant local trends—such as considerable local  rst-di erence variations
in the moving average values of y(n)—small changes in basis function sizes may not be adequate. Hence,
instead of varying the size of basis functions, we decided to resample y(n) in the following manner: Whenever
the change in the average  rst-di erence in an interval was greater than a speci ed critical value, y(n) wasS.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374 1367
Table 4
Summary of performance evaluation of the MWM with respect to the NM and the WM under multiplicative
noise condition
Expt. Before separation After NM separation After WM separation After MWM separation
no. Mean Std. dev. Mean Std. dev. Mean Std. dev. Mean Std. dev.
1 −0:0024 2.52 0.0084 0.47 0.0039 1.96 −0:0047 0.92
2 −0:0062 4.73 0.0074 1.01 0.0031 2.47 0.0107 1.23
3 0.0137 7.15 −0:0129 1.77 0.0083 3.85 0.0064 2.41
4 −0:0082 8.68 −0:0168 2.26 −0:0290 4.13 −0:0241 4.02
5 0.0283 9.52 0.0270 3.82 0.0216 4.94 0.0173 4.91
6 −0:0561 11.88 −0:0081 7.39 −0:0067 7.68 −0:0713 6.50
7 0.0274 17.96 0.0858 9.71 0.0605 12.09 0.0520 10.53
linearly interpolated in that interval in order to extract a new datapoint. The best set of basis functions was
then obtained through a basis pursuit scheme developed by Chen et al. [6].
Thus, our algorithm for the novel MWM consists of the following steps:
• resampling y(n) so that signi cant trends are avoided;
• transforming the resampled y(n) into the wavelet domain;
• shifting the coe cients within each scale to get a parsimonious representation in the wavelet domain;
• identifying the dominant scale j∗;
• thresholding all the coe cients belonging to scales j¿j∗;
• inverting from wavelet domain to the time domain to obtain the separated and nonuniformly sampled signal;
and
• removing the interpolated points from the separated signal.
In order to study the e ectiveness of the MWM, we compared its performance against the WM’s, under
the multiplicative noise condition. We chose only the multiplicative noise condition because the performance
of both the NM and the WM was the worst under this condition. The results of our simulations are shown
in Table 4. Clearly, for low and moderate noise intensities, the MWM performs signi cantly better than the
WM. However, at high noise intensities, little relative advantage is derived from the MWM. Also, we  nd that
the NM tends to somewhat outperform the MWM but at the expense of signi cant computational complexity.
Just to given an idea, for signal separation of a 4096 datapoint signal measured at 50 kHz rate, the MWM
provided an estimate of the nominal trajectory within a few msec (almost in real-time). But the NM took up
to 15 min to estimate the nominal trajectory.
We believe that the developed MWM has room for further improvement. Also, we have not rigorously
tested its performance, as it requires repeating the rigorous numerical testing with many chaotic signals under
di erent multiplicative noise conditions, wh ichin itself is a nontrivial researchtask. As part of our ongoing
research e orts we will further improve the wavelet signal separation methods. We anticipate improvements
to the MWM in the near future.
5. Application to real-world nonlinear processes
Thus far in this paper, we have developed two novel signal separation methods for the chosen class of
nonlinear signals and have compared their respective performances on the Rossler attractor. Let us now
address their potential for application to real-world nonlinear processes by focusing on machining, which is a
low-dimensional chaotic process.1368 S.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374
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Fig. 7. (a) Poincar  e section plots of force sensor signals. (b) Poincar  e section plots of vibration sensor signals. Cutting
speed = 130 ft=min; feed = 0:0088 in=rev;  ank wear = 0:0000 in (freshtool), 0 :006 in (partially worn) and 0:0175 in (fully worn).
See [30].
Signal separation in machining is an important step for o -line model development, as well as for on-line
modeling, measurement and control. The essence of o -line model development is to develop a highly accurate
model that captures a speci c set of phenomena associated with machining, such as  ank wear [18] and
temperature generation in the primary shear zone. Algorithmic complexity is less important than the accuracy
of signal separation. Hence, whenever signals with high signal-to-noise ratio are available, the NM is more
suitable than the MWM. But its high algorithmic complexity severely restricts the on-line implementability
of NM. In contrast, the WM and the MWM may be used on-line. We used the WM earlier for estimating
tool wear in machining, because it easily yielded accurate values of the selected fractal dimensions of the
separated signal [3].
We note that the sensor signals from machining consist of a dominant period, as shown in the Poincar  e
section plots of force and vibration sensor signals in Fig. 7. An earlier study [5] also revealed that the
measured y(n) are chaotic. The MWM is particularly suited for application to machining.
Moreover, both the WM and the MWM may be used for disturbance rejection in an on-line process modeling
scheme. We have already used the WM for signal separation of vibration sensor data to develop a model of
machining dynamics [4]. In addition to performing signal separation, the wavelet functions may be used as
model building blocks. We will report sucha model development in th e near future.S.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374 1369
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Appendix A. Derivation of Eq. (14)
Proof. From (5) and (11); the relation
 (n;1;r)=I( (nr)) − I( (n)) (A.1)
follows. On expanding I( (nr)) as a Taylor series about I( (n)) and assuming that  (nr) is very close to
 (n); one gets [2]
I( (nr))∼ = I( (n)) + J(n)T( (nr) −  (n)) + 1
2( (nr) −  (n))TH(n)( (nr) −  (n))
+higher order terms; (A.2)
where J(n) is the Jacobian of I( (n)) and H(n) is the corresponding Hessian triad. Thus;
 (n;1;r) ∼ = J(n)T (n;0;r)+1
2 (n;0;r)TH(n) (n;0;r)+···; (A.3)
whence
 (n;1)= (n;0)J(n)+1
2  (n;0)H(n) (n;0) T + ···; (A.4)
wherein the symmetry H(n)=H(n)T has been utilized.
Appendix B. Boundedness of signal separation errors in the NM
Let us de ne two scalars   and G, and a covariance matrix  (t) as follows:
  =
 
 
 
 
 
 
 
 
 
 
 
 
E

 
T
 
NB  
r=1
  
r(0)
  
NB  
r=1
  
r(0)
 T
 


 
 
 
 
 
 
 
 
 
 
 
 
; (B.1)
G ¿ E[g( )g( )T] ; (B.2)
 (t)=E[( (t) − E[ (t)])( (t) − E[ (t)])T]: (B.3)
Lemma B.1. For su ciently small t and a  nite NB;
E[ KBLP − Ke 2]6 (  (0)  + Gt): (B.4)1370 S.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374
Proof. By virtue of (22); (30) and (33); the di erence
KBLP − Ke ≈
NB  
r=1
[( (0) −  
s(0) +
 
Bt
g( )d )  
r(0)T] ; (B.5)
where Bt = { ( ):  ∈[0;t]}. Consequently;
E[ KBLP − Ke 2]
=E

 
T
 
NB  
r=1
  
r(0)
  
[ (0) −  
s(0)]
T[ (0) −  
s(0)]
+
  
Bt
g( )d 
 T   
Bt
g( )d 
   
NB  
r=1
  
r(0)
 T
 

 + E

 
T
 
NB  
r=1
  
r(0)
 
×
 
[ (0) −  
s(0)]
T
  
Bt
g( )d 
 
+
  
Bt
g( )d 
 T
[ (0) −  
s(0)]
  
NB  
r=1
  
r(0)
 T
 

: (B.6)
Now; the integral
 
Bt g( )d  is independent of  
r(0); 06r 6NB; in the It  o calculus [15]; and
E
  
Bt
g( )d 
 
=0 (B.7)
by virtue of (4.22) of [15]. Therefore; after partitioning the  rst expected value on the right-hand side of
(B.6); one gets
E[ KBLP − Ke 2]
6
 
 
 
 
 
 
 
 
 
 
 
 
E

 
T
 
NB  
r=1
  
r(0)
  
NB  
r=1
  
r(0)
 T
 


 
 
 
 
 
 
 
 
 
 
 
 
 
E[( (0) −  
s(0))T( (0) −  
s(0))]
+ E
   
Bt
g( )d 
  T   
Bt
g( )d 
   
: (B.8)
Furthermore; since  (t) is a vector Weiner process withidentity di usion matrix ;
E
   
Bt
g( )d 
  T   
Bt
g( )d 
  
6G
 
 
 
 
 
 
 
 E
   
Bt
 
Bt
d d 
T
   
 
 
 
 
 
 
  = Gt: (B.9)
Thus; based on (B.1); (B.3) and (B.9); we can write (B.8) as
E[ KBLP − Ke 2]6 (  (0)  + Gt):S.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374 1371
Theorem B.1. For su ciently small  ; as NB →∞ ; 
e(t) we have the following for all t ∈[0; ]
lim
NB→∞
N2
BE[  
e(t) −  
BLP(t) 2]=0
∀t ∈[0; ]: (B.10)
Proof. From Lemma 1; we have the following bound on Ke:
E[ KBLP − Ke 2]6 (  (0)  + Gt): (B.11)
We observe that
lim
NB→∞
 6 lim
NB→∞
E



 
 
 
 
 
 
 
 
 
 
 
 
 
NB  
r=1
  
r(0)
 T
 
 
 
 
 
 
 
 
 
 
 
 
 
2

; (B.12)
6 lim
NB→∞
E[   2]E


 
 
 
 
 
 
 
 
 
 
NB  
r=1
  
r(0)
 
 
 
 
 
 
 
 
 
 
2
: (B.13)
But; as a consequence of (27) and (29); limNB→∞
 NB
r=1   
r(0) = 0; which implies
lim
NB→∞
  =0 : (B.14)
Thence;
lim
NB→∞
E[ KBLP − Ke 2]=0 : (B.15)
But;
E[  
e(t) −  
BLP(t) 2]=E


 
 
 
 
 
 
 
 
 
 
(KBLP − Ke)
NB  
r=1
  
r(0)
 
 
 
 
 
 
 
 
 
 
2
; (B.16)
6E[ KBLP − Ke 2]E


 
 
 
 
 
 
 
 
 
 
NB  
r=1
  
r(0)
 
 
 
 
 
 
 
 
 
 
2
: (B.17)
Therefore for all t ∈[0; ];
lim
NB→∞
N2
BE[  
e(t) −  
BLP(t) 2]=0 :
Theorem B.2. The di erence between  
e(t) and  
s(t) remains bounded in mean square sense as
lim
NB→∞
E[  
e(t) −  
s(t) 2]6Gt + O( 2); (B.18)
where   = maxr E[   
r(0) ].
Proof. From our model of  
e(t);
lim
NB→∞
E[
 
 
 
  
e(t) −  
s(t)
 
 
 
 2
] = lim
NB→∞
1
N2
B
E


 
 
 
 
 
 
 
 
 
 
NB  
r=1
( 
r(t) − Ke  
r(0) −  
s(t))
 
 
 
 
 
 
 
 
 
 
2
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Expanding  
r(t) and  
s(t) using (22) and (26); we get
lim
NB→∞
E[  
e(t) −  
s(t) 2]
=E


 
 
 
 
 
 
 
 
 
 
NB  
r=1
 
 
r(0) +
  t
0
F( )dt +
 
Bt
g( )d  − Ke  
r(0) −  
s(0) −
  t
0
F( 
s)dt
  
 
 
 
 
 
 
 
 
 
2
: (B.20)
But the Taylor expansion
  t
0
F( )dt =
  t
0
F( 
s)dt +
@
@ 
s
   t
0
F( 
s)dt
 T
( 
r(0) −  
s(0)) + O(( 
r(0) −  
s(0))2) (B.21)
holds. Consistent with the assumptions made in this paper; we henceforth neglect the terms of order O( 
r(0)−
 
s(0))2 and higher. Thus; on rearranging terms;
lim
NB→∞
E[  
e(t) −  
s(t) 2]
=E


 
 
 
 
 
 
 
 
 
 
NB  
r=1
 
I +
@
@ 
s
   t
0
F( 
s)dt
 T 
( 
r(0) −  
s(0)) +
 
Bt
g( )d 
 
 
 
 
 
 
 
 
 
 
2

6Gt + O( 2); (B.22)
where I is a d × d identity matrix.
Appendix C. Constructive derivation of Eq. (45)
For the sake of simplicity, let us suppose
y(t)=
 
k∈Z
bk k(t); (C.1)
where
 k(t) = cos
 
2 
T
(t − k)
 
: (C.2)
Here T is the period of the basis functions, and we know that y(t)=y(t +rT); ∀r ∈Z. Also, {y(t +rT)}r∈Z
forms a trivial set of nearest neighbors of y(t).
Now, let us extend this analogy for   ’s corresponding to the wavelet bases. By multiresolution analysis [10],
if the space Vj∗ comprised by functions yj∗(t) upto a resolution j∗, then yj∗(t)∈Vj∗ ⇒ yj∗(t + r2−j
∗
)∈Vj∗.
Thus 2−j
∗
term plays the role of period for wavelet and other time-scale representations. Furthermore, the
wavelet representation of yj∗(t) is given by
yj∗(t)=
j
∗
 
j=−∞
 
k∈Z
bj;k j;k(t): (C.3)
Analogically, {yj∗(t + r2−j
∗
)}r∈Z is the nearest neighbor set of yj∗(t).S.T.S. Bukkapatnam et al./Signal Processing 82 (2002) 1351–1374 1373
Thus far, we have considered functions with resolutions 6j∗. Now let us consider y(t)∈L2(R), whose
projection onto V∗
j is yj∗(t). Then,
y(t)=yj∗(t)+
∞  
j=j∗
 
k∈Z
bj;k j;k(t): (C.4)
Since j=j∗ is the dominant scale, it is reasonable to assume that the nearest neighbors remain the same even
after including higher resolution terms. Thus yr(t)=
 
j∈Z
 
k∈Z bj;k j;k(t + r2−j
∗
) is a suitable choice.
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