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Abstract
We consider the deformed Gaussian ensemble Hn = H
(0)
n +Mn in which H
(0)
n is a
hermitian matrix (possibly random) and Mn is the Gaussian unitary random matrix
(GUE) independent of H
(0)
n . Assuming that the Normalized Counting Measure of
H
(0)
n converges weakly (in probability if random) to a non-random measure N (0)
with a bounded support and assuming some conditions on the convergence rate,
we prove universality of the local eigenvalue statistics near the edge of the limiting
spectrum of Hn.
1 Introduction
Consider the deformed Gaussian Unitary Ensemble (DGUE)
Hn = H
(0)
n +Mn, (1.1)
where H
(0)
n is a hermitian n×n matrix (possibly random, and in this case independent of
Mn) with eigenvalues {h(n)j }nj=1 andMn is the Gaussian Unitary Ensemble matrix, defined
as
Mn = n
−1/2Wn, (1.2)
where Wn = {Wjk}nj,k=1 is a hermitian n × n matrix whose entries Wjk are independent
(modulo symmetry) Gaussian random variables such that
E{Wjk} = E{W 2jk} = 0, E{|Wjk|2} = 1, j, k = 1, .., n. (1.3)
Denote λ
(n)
1 , . . . , λ
(n)
n the eigenvalues of (1.1). Define the Normalized Counting Measure
(NCM) of eigenvalues of the matrix as
Nn(△) = ♯{λ(n)j ∈ △, j = 1, n}/n, Nn(R) = 1, (1.4)
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where △ is an arbitrary interval of the real axis. Introduce also the NCM of eigenvalues
of H
(0)
n
N (0)n (△) = n−1♯{h(n)j ∈ △, j = 1, n}. (1.5)
The behavior of Nn as n→∞ is studied well enough. In particular, it was shown in [14]
that if N
(0)
n converges weakly, in probability if random, to a non-random measure N (0) as
n→∞, then Nn also converges weakly in probability to a non-random measure N , which
is called the limiting NCM of the ensemble. The Stieltjes transforms f of N and f (0) of
N (0) are related as
f(z) = f (0)(z + f(z)). (1.6)
Moreover, N is absolutely continuous and its density ρ is a bounded continuous func-
tion (see e.g. [18]). These results characterize the so called global distribution of the
eigenvalues of Hn.
The local regime deals with the behavior of eigenvalues of n×n random matrices on the
intervals whose length is of the order of the mean distance between nearest eigenvalues.
According to the universality conjecture (see e.g. [13], Chapter 19) the behavior does not
depend on the matrix probability law (ensemble) and may only depend on the type of
matrices (real symmetric, hermitian, or quaternion real in the case of real eigenvalues and
orthogonal, unitary or symplectic in the case of the eigenvalues on the unit circle). Usually
two basic cases of universality are considered: universality in the bulk of the spectrum and
universality at the edges of the spectrum. The local bulk regime, i.e. the distribution of
eigenvalues near the points λ in which the limiting eigenvalue density ρ(λ) 6= 0, is studied
for many ensembles of random matrices (see e.g. [7], [15, 16], [21], [8]). In particular,
universality for the DGUE (1.1) was proved in [10, 11] for H
(0)
n being the Wigner matrix
(i.e. the hermitian random matrix with i.i.d. (modulo symmetry) entries), in [2, 3] for
H
(0)
n being the matrix with only two eigenvalues ±a of equal multiplicity, and in [18]
under the certain rather weak conditions both for random and non-random H
(0)
n . The
local edge regime, which deals with the behavior of the eigenvalues near the edges of the
spectrum (see a definition below), is also studied for many ensembles of random matrices
(see e.g. [7], [17], [19], [20], [5], [22], [8]). In [11] it was studied for the special case of
DGUE when H
(0)
n = n−1/2W (0), where W (0) is a hermitian Wigner random matrix with
the finite fourth moment, i.e. the matrix with i.i.d. (modulo symmetry) entries such that
E{W (0)jk } = E{(W (0)jk )2} = 0, (1.7)
E{|W (0)jk |2} = 1, sup
j,k
E{|W (0)jk |4} <∞, j, k = 1, .., n.
In this case every functionally independent entry of Hn is the sum of the Gaussian random
variable and the independent random variable W
(0)
jk , i.e. is the Gaussian divisible random
variable according to [5].
The edge local regime of DGUE with H
(0)
n being the matrix with only two eigenvalues
±a of equal multiplicity was studied also in [2, 3].
In the present paper we prove universality of local edge regime for DGUE with H
(0)
n
satisfying rather weak conditions. Note that since the probability law of Mn is unitary
invariant, we can assume without loss of generality that H
(0)
n is diagonal.
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Introduce the m-point correlation function R
(n)
m by the equality:
E
{ ∑
j1 6=... 6=jm
ϕm(λj1, . . . , λjm)
}
=
∫
ϕm(λ1, . . . , λm)R
(n)
m (λ1, . . . , λm)dλ1, . . . , dλm, (1.8)
where ϕm : R
m → C is bounded, sectionally continuous and symmetric in its arguments
and the summation is over all m-tuples of distinct integers j1, . . . , jm = 1, n. Here and
below integrals without limits denote the integration over the whole real axis.
Let also
En(△) = P{λ(n)j 6∈ △, j = 1, .., n} (1.9)
be the gap probability, and define for any sectionally continuous function ϕ : R → [0, 1]
of a finite support
En[ϕ] = En
{ n∏
j=1
(
1− ϕ(λ(n)j )
)}
, (1.10)
where En denotes the expectation with respect to the product measure of the probability
law P
(h)
n of H
(0)
n and the Gaussian law P
(g)
n of Mn of (1.2). The functional En[ϕ] of (1.10)
is known as a generating functional of the correlation functions, because its functional
derivatives with respect to ϕ give the correlation functions (1.8).
We will call the spectrum the support of N and say that λ0 is a right hand edge if
ρ(λ) > 0, λ ∈ [λ0 − δ, λ0)
ρ(λ) = 0, λ ∈ [λ0, λ0 + δ] (1.11)
for a sufficiently small δ (the left hand edge can be defined similarly).
Introduce also
A(x, y) =
Ai′(x)Ai(y)−Ai(x)Ai′(y)
x− y , (1.12)
where Ai(x) is the Airy function
Ai(x) =
1
2π
∫
S
eis
3/3+isxd s (1.13)
with
S = {z ∈ C| arg z = π/6 or arg z = 5π/6}.
We formulate now the main results of the paper
Theorem 1 Let H
(0)
n in (1.1) be non-random and such that its Normalized Counting
Measure (1.5) converges weakly to a measure N (0) of a bounded support and let λ0 be a
right hand edge of suppN , where N is the limiting NCM of (1.1). Denote f the Stieltjes
transform of N and set
z0 = λ0 + f(λ0 + i0). (1.14)
(it was proved in [18] that there exists lim
ε→+0
f(λ+ iε)). Assume also that
(i) for any compact set K ⊂ C such that dist (K, suppN (0)) > 0 we have
max
z∈K
∣∣f (0)n (z)− f (0)(z)∣∣ ≤ Cn−2/3−α, α > 0, (1.15)
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where C is independent of n.
(ii) dist (z0, suppN
(0)) = d > 0.
(iii) lim
n→∞
max
j=1,..,n
dist (h
(n)
j , suppN
(0)) = 0.
Then we have:
(1) for
γ =
(∫
N (0)(d h)
(z0 − h)3
)−1/2
(1.16)
and any fixed m uniformly in ξ1, ξ2, . . . , ξm varying in any compact set in R
lim
n→∞
1
(γn)2m/3
R(n)m
(
λ0 +
ξ1
(γn)2/3
, . . . , λ0 +
ξm
(γn)2/3
)
= det{A(ξi, ξj)}mi,j=1, (1.17)
where R
(n)
m and A is defined in (1.8) and (1.12) respectively.
(2) for ∆ = [a, b] ⊂ R with n-independent a and b and ∆n = λ0 + ∆/(γn)2/3 there
exists a limit of the gap probability (1.9)
lim
n→∞
En(∆n) = det(1− A∆) (1.18)
i.e., the limit is the Fredholm determinant of the integral operator A∆, defined in L2(∆)
by the kernel (1.12). The same formula is valid for ∆n = [λ0 + a/(γn)
2/3, b] with n-
independent b or ∆n = [λ0 + a/(γn)
2/3,∞], if ∆n does not contain the edges of suppN
except may be λ0.
Remarks
1. For the left hand edges the statement is similar.
2. Note that for many known ensembles of random matrices α = 1/3 (see e.g. [9],[12]).
3. A sufficient condition to have condition (ii) of Theorem 1 is
(ii’) for any λ which is an edge of suppN (0) we have∫
N (0)(d h)
(h− λ)2 > 1.
Indeed, it follows from [18] that∫
N (0)(d h)
(h− λ0 − f(λ0 + i0))2 ≤ 1.
Hence, (ii’) implies λ0 + f(λ0 + i0) is not an edge of supp[N
(0)] and
λ+ f(λ+ i0) 6∈ suppN (0).
4. It will be proved below (see Proposition 2 and Remark 3 of Section 2) that under
the conditions of Theorem 1 we have∫
N (0)(d h)
(z0 − h)3 > 0
and
ρ(x) =
γ
π
√
|x− λ0|(1 + o(1)), x→ λ0 − 0. (1.19)
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Theorem 2 Let the eigenvalues {h(n)j }nj=1 of H(0)n in (1.1) be random variables indepen-
dent of Wn of (1.3) and let λ0 be a right hand edge of suppN , where N is the limiting
NCM of (1.1). Assume that
(i) there exists a non-random measure N (0) of a bounded support such that for the
Stieltjes transforms f (0) of N (0) and g
(0)
n of N
(0)
n and for any compact set K ⊂ C such that
dist (K, suppN (0)) > 0 we have
lim
n→∞
P(h)n {|g(0)n (z)− f (0)(z)| > n−2/3−α} = 0, α > 0 (1.20)
uniformly in z ∈ K. Here and below P(h)n {. . .} denotes the probability law of {h(n)j }nj=1.
(ii) dist (z0, suppN
(0)) = d > 0, where z0 is defined in (1.14).
(iii) for any δ > 0
lim
n→∞
P(h)n {∃j ∈ {1, .., n} : dist (h(n)j , suppN (0)) > δ} = 0.
Then for any sectionally continuous function ϕ : R→ [0, 1] of a finite support we have
E[ϕ] := lim
n→∞
E[ϕn] = det
(
1− ϕ1/2Aϕ1/2) , (1.21)
where ϕn(x) = ϕ(n
2/3γ2/3(x − λ0)) and En[ϕ] is defined in (1.10). Here the r.h.s. is the
Fredholm determinant on L2(R) with kernel ϕ1/2Aϕ1/2, where A is defined in (1.12).
Remarks
1. If ϕ = χ∆, where ∆ is the same as in Theorem 1, then (1.21) implies (1.18). The
universal form of (1.21) is one of possible (although more weak than (1.17)) forms of
universality of correlation functions.
2. The conditions of Theorem 2 hold for the case, where H
(0)
n = n−1/2W (0) is the
Wigner matrix, satisfying (1.7), considered in [11]. Indeed, the condition (i) in this case
follows from the Chebyshev inequality and the bounds (see e.g. [12])
E(h)n {|g(0)n (z)− f (0)n (z)|2} ≤ Cn−2, |f (0)n (z)− f (0)(z)| ≤ Cn−1
valid uniformly in z ∈ K, where K ⊂ C is a compact set such that
dist (K, suppN (0)) > 0, E
(h)
n denotes the expectation with respect to the measure gener-
ated by H
(0)
n , g
(0)
n and f
(0)
n are the Stieltjes transforms of Nn and E
(h)
n {Nn} respectively.
Conditions (ii) of Theorem 2 for the Wigner Ensembles can also be easily checked, because
equation (1.6) for f is quadratic. The result [4] yields (iii).
The paper is organized as follows. In Section 2 we prove Theorem 1 using an extension
of the techniques in [18]. The techniques are based on the steepest descent method applied
to the determinant formulas for the correlation functions (1.8), which were obtained in [6,
10, 18]. Section 3 deals with the proof of auxiliary statements for Theorem 1. Theorem 2
is proved in Section 4.
We denote byM,C,C1, etc. various constants appearing below, which can be different
in different formulas, but are independent of n. We denote also Uδ(a) = (a− δ, a + δ).
2 The proof of Theorem 1
To prove Theorem 1 we need the determinant formulas for the correlation functions (1.8),
which were obtained in [6, 10, 18].
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Proposition 1 Let Hn be the random matrix (1.1) and {R(n)m }nm=1 be the correlation
functions (1.8) of its eigenvalues. Then we have for every m = 1, .., n
R(n)m (λ1, . . . , λm) = det{Kn(λi, λj)} (2.1)
with
Kn(λ, µ) = −n
∫
l
d t
2π
∮
L
d v
2π
e−
n
2
(v2−2vλ−t2+2µ t))
v − t
n∏
j=1
(
t− h(n)j
v − h(n)j
)
, (2.2)
where l is a line parallel to the imaginary axis and lying to the left of all {h(n)j }nj=1, and
L is a closed contour, encircling {h(n)j }nj=1 and not intersecting l.
Set
Kn(ξ, η) = n−2/3Kn
(
λ0 +
ξ
n2/3
, λ0 +
η
n2/3
)
. (2.3)
In view of (2.1) (1.17) follows from the relation
lim
n→∞
γ−2/3θ(ξ, η)Kn(ξ/γ2/3, η/γ2/3) = A(ξ, η), (2.4)
where ξ, η ∈ R, |ξ|, |η| < M < ∞, γ and A are defined in (1.16) and (1.12) respectively,
and θ(ξ, η) is any function such that
det
{
θ(ξi, ξj)Kn(ξi/γ2/3, ξj/γ2/3)
}m
i,j=1
= det
{Kn(ξi/γ2/3, ξj/γ2/3)}mi,j=1 . (2.5)
Putting in (2.2) λ = λ0 + ξ/n
2/3 and µ = λ0 + η/n
2/3, we get
Kn(ξ, η) = −n1/3
∫
l
dt
2π
∮
L
dv
2π
exp{n1/3(vξ − tη)}
exp{n(Sn(t, λ0)− Sn(v, λ0))}
v − t , (2.6)
where
Sn(z, λ) =
z2
2
+
1
n
n∑
i=1
log(z − h(n)j )− λz − S∗ (2.7)
with a constant S∗ which will be chosen later (see (2.18)). Here L and l are as in the
Proposition 1.
Let us choose a contour L in (2.6) as a special n-dependent contour that will be
denoted Ln. To describe it consider
f (0)n (z) =
1
n
n∑
j=1
1
h
(n)
j − z
, (2.8)
and the equation
z − f (0)n (z) = λ (2.9)
for given λ ∈ R. The equation is a polynomial equation of degree (n + 1) in z, hence it
has (n + 1) roots. Since the l.h.s. of (2.9) tends to +∞, if z ∈ R → h(n)j + 0, and the
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l.h.s. tends to −∞, if z ∈ R → h(n)j − 0, the n − 1 roots are always real and belong to
the segments between adjacent h
(n)
j ’s . If λ is big enough, then all n + 1 roots are real.
Let zn(λ) be a real root equal to λ − 1/λ + O(1/λ2), as λ → ∞. If λ decreases, then
zn(λ) decreases too, and coming to some λc1 the real root disappears and there appear
two complex ones: zn(λ) and zn(λ). Then zn(λ) may be real again, then again complex,
and so on, however as soon as λ becomes less then some λc2, the root becomes real again.
We set
Ln = {z ∈ C : z = zn(λ), ℑzn(λ) > 0}∪
{z ∈ C : z = zn(λ), ℑzn(λ) > 0} ∪ S, (2.10)
where S is a set of points z = zn(λ) in which zn(λ) becomes real. It is clear that the set
of corresponding λ’s is
k⋃
j=1
Ik, where {Ij}kj=1 are non intersecting segments, and that Ln
is closed and encircles {h(n)j }nj=1.
Let us consider the limiting equation
V (z) := z − f (0)(z) = λ, (2.11)
where λ ∈ R is fixed and f (0) is the Stieltjes transform of the limiting NCM N (0) of H(0)n .
We have
Proposition 2 Under conditions of Theorem 1 the limiting measure N is absolutely con-
tinuous and its density ρ is continuous. Moreover, equation (2.11) for λ = λ0 has a
unique solution z0 of (1.14) of the multiplicity two. The solution is real and satisfies the
relations ∫
N (0)(d h)
(z0 − h)2 = 1,
∫
N (0)(d h)
(z0 − h)3 > 0, (2.12)
and also
Lemma 1 There exists n0 such that if n > n0, then
d
d z
f (0)n (z) = 1, |z − z0| ≤ δ, (2.13)
has a unique solution z∗0,n for any sufficiently small δ, and the solution satisfies the in-
equality
|z∗0,n − z0| ≤ n−1/3−ε (2.14)
for some ε > 0, where z0 is defined in (1.14), and
d2
d z2
f (0)n (z
∗
0,n) < −C < 0. (2.15)
Moreover, we have
|z0 − zn(λ0)| ≤ n−1/3−ε (2.16)
for some ε > 0, where zn(λ) is a solution of (2.9) such that zn(λ) = λ− 1/λ + O(1/λ2),
as λ→∞
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The proofs of Proposition 2 and Lemma 1 are given in the next Section. Set
λ0,n = z
∗
0,n − f (0)n (z∗0,n) (2.17)
and choose S∗ in (2.7) as
S∗ = (z∗0,n)
2/2 +
1
n
n∑
j=1
log(z∗0,n − h(n)j )− λ0,nz∗0,n. (2.18)
Then (2.6) can be rewritten as
Kn(ξ, η) = −n1/3
∫
l
dt
2π
∮
Ln
dv
2π
en
1/3(vξ−tη)+n(λ0,n−λ0)(t−v) (2.19)
×exp{n(Sn(t, λ0,n)− Sn(v, λ0,n))}
v − t ,
where Ln is defined in (2.10) and l is a line parallel to the imaginary axis and lying to the
left of Ln.
The next step is to replace l in (2.6) by
ln = {z ∈ C : z = ζn(y) = z∗0,n + i y, y ∈ R}. (2.20)
We are going to use the steepest descent method, i.e. to show that only integrals in a
small neighborhood of z∗0,n give the non vanishing contribution in the r.h.s. of (2.19). This
requires the knowledge of the behavior of ℜSn(z, λ0,n) on Ln of (2.10) and ln of (2.20).
Lemma 2 The function ℜSn(zn(λ), λ0,n) is monotone increasing for
λ > λ0,n and monotone decreasing for λ < λ0,n, thus ℜSn(z, λ0,n) ≥ 0 for
z ∈ Ln, and the equality holds only at z = z∗0,n. Besides,
ℜz′n(λ) = ℜ
(
1− d
d z
f (0)n (zn(λ))
)−1
> 0 (2.21)
for all λ ∈ R. Moreover, the function ℜSn(ζn(y), λ0,n) with ζn(y) of (2.20) is monotone
increasing for y < 0 and monotone decreasing for y > 0, thus ℜSn(z, λ0,n) ≤ 0 for z ∈ ln,
and the equality holds only at z = z∗0,n.
The proof of the lemma can be found in [18]. The lemma yields
ℜ(n(Sn(t, λ0,n)− Sn(v, λ0,n))) ≤ 0, t ∈ ln, v ∈ Ln (2.22)
and the equality holds only if v = t = z∗0,n.
Prove now that for n > n0
|λ0 − λ0,n| ≤ Cn−2/3−2ε (2.23)
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Figure 1: Graph of the contour CR.
with ε from Lemma 1 and λ0,n of (2.17). Indeed, using (2.9) for λ = λ0, (2.17), and (2.13)
we have
|λ0,n − λ0| = |zn(λ0)− z∗0,n| ·
∣∣∣∣∣1− 1n n∑j=1 1(zn(λ0)− h(n)j )(z∗0,n − h(n)j )
∣∣∣∣∣
= |zn(λ0)− z∗0,n| ·
∣∣∣∣∣ 1n n∑j=1 1(z∗0,n − h(n)j )2
−1
n
n∑
j=1
1
(zn(λ0)− h(n)j )(z∗0,n − h(n)j )
∣∣∣∣∣
= |zn(λ0)− z∗0,n|2 ·
∣∣∣∣∣ 1n n∑j=1 1(zn(λ0)− h(n)j )(z∗0,n − h(n)j )2
∣∣∣∣∣ .
(2.24)
Since z∗0,n, zn(λ0) ∈ ωn (see Lemma 1), we obtain
|zn(λ0)− z∗0,n| ≤ 2n−1/3−ε.
Moreover, taking into account conditions (ii) – (iii) of Theorem 1, we get for n > n0
|zn(λ0)− h(n)j | ≥ d/2, |z∗0,n − h(n)j | ≥ d/2.
This and (2.24) yield (2.23).
Consider the contour CR of the Fig.1 and∮
Ln
dv
2π
In(v), (2.25)
where
In(v) = −
∮
CR
dt
2π
exp{n1/3(vξ − tη) + n(λ0,n − λ0)(t− v)} (2.26)
×exp{n(Sn(t, λ0,n)− Sn(v, λ0,n))}
v − t
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and the integral is understood in the Cauchy sense for v = z∗0,n. We have
In(v) =
{
0 , v is outside CR,
i
2
exp{v(η − ξ)} , v = z∗0,n
(note that in view of Lemma 2 Ln and ln have only one point of intersection z
∗
0,n). We
obtain
θ(ξ, η)Kn(ξ, η) =
∫
ln
∮
Ln
Fn(t, v; ξ, η)d t d v, (2.27)
where
Fn(t, v; ξ, η) = −n
1/3
4π2
exp{n1/3((v − z∗0,n)ξ − (t− z∗0,n)η)} (2.28)
× en(λ0,n−λ0)(t−v) exp{n(Sn(t, λ0,n)− Sn(v, λ0,n))}
v − t ,
θ(ξ, η) = exp{−n1/3(ξ − η)z∗0,n}, (2.29)
and Ln and ln are defined in (2.10) and (2.20) respectively.
Now we need
Lemma 3 There exists a sufficiently small δ > 0 such that for any v ∈ Ln satisfying
|v − z∗0,n| ≥ δ and any t ∈ ln satisfying |t− z∗0,n| ≥ δ we have for n > n0
ℜSn(v, λ0,n) ≥ C1, ℜSn(t, λ0,n) < −C2,
where C1 and C2 do not depend on δ.
The lemma is proved in Section 3. Taking into account (2.13) and (2.18), we have for
t = z∗0,n + iy ∈ ln
ℜSn(t, λ0,n) = −y
2
2
+
1
n
n∑
j=1
log
∣∣∣∣∣1 + t− z∗0,nz∗0,n − h(n)j
∣∣∣∣∣
≤ −y
2
2
+
1
n
n∑
j=1
∣∣∣∣∣ t− z∗0,nz∗0,n − h(n)j
∣∣∣∣∣ ≤ −y22
+|y|
(
1
n
n∑
j=1
1
(z∗0,n − h(n)j )2
)1/2
= −y
2
2
+ |y| ≤ −y
2
4
(2.30)
for |y| > C, where C is big enough. Let us prove that for |y| ≥ δ
dist (z∗0,n + iy, Ln) ≥ Cδ2. (2.31)
Indeed, if v ∈ Ln, ℑv ≥ 0 and |v − z∗0,n| ≥ δ, then (3.14) (see below) yields
dist (v, ln) ≥ δ2/3. (2.32)
Take v ∈ Ln, ℑv ≥ 0, |v − z∗0,n| ≤ δ. We have from (3.14) (see below)
ℑv(x) = s1/2(x) ≤ C
√
|x− z∗0,n|.
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Hence, Ln lies below the curve y = C
√
|x− z∗0,n| and
dist2(z∗0,n + iy, Ln) ≥ inf
x
{(
y − C
√
|x− z∗0,n|
)2
+ (x− z∗0,n)2
}
≥ C1δ4.
This and (2.32) give (2.31).
According to Lemma 1 |z∗0,n − z0| ≤ n−1/3−ε, thus z∗0,n is uniformly bounded in n, and
we can write
ℜ((v − z∗0,n)ξ − (t− z∗0,n)η) ≤ Cℜv, (2.33)
when ξ ∈ [−M,M ].
Hence, (2.23), Lemma 3, and (2.30) – (2.33) imply∣∣∣∣∣∣∣
∫
U2
∫
Ln\U1
+
∫
ln\U2
∫
Ln
Fn(t, v; ξ, η)d t d v
∣∣∣∣∣∣∣ ≤ n1/3|Ln| exp{−Cn + cn1/3}, (2.34)
where Fn(t, v; ξ, η) is defined in (2.28),
U1 = {z ∈ Ln : |z − z∗0,n| ≤ δ}, U2 = {z ∈ ln : |z − z∗0,n| ≤ δ} (2.35)
and |Ln| is the length of Ln.
Use now the assertion (see [18, Lemma 6]):
Lemma 4 Let l(x) be the oriented length of the upper part of the contour Ln between
x0 = xn(λ0) and x (we take l(x) > 0 for x > x0 to obtain l
′(x) > 0). Then for any
collection {h(n)j }nj=1, l(x) admits the bound
|l(x1)− l(x2)| ≤ C|x1 − x2|
with an absolute constant C. Moreover,
|Ln| ≤ Cn,
where |Ln| is the length of Ln.
This lemma and (2.34) yield
θ(ξ, η)
n2/3
Kn(λ0 + ξ/n
2/3, λ0 + η/n
2/3) =
∫
U2
∫
U1
Fn(t, v; ξ, η)d t d v+O(e−Cn), (2.36)
where Fn, θ(ξ, η) and U1, U2 are defined in (2.28), (2.29), and (2.35) respectively.
This reduces (2.4) (and thus (1.17)) to the relation∫
U2
∫
U1
Fn(t, v; ξ, η)d t d v = A(γ2/3ξ, γ2/3η) + o(1), n→∞, (2.37)
where γ, A are defined in (1.16) and (1.12) respectively.
Taking into account (2.17) – (2.18), and (2.13), we get
Sn(z
∗
0,n, λ0,n) =
d
d z
Sn(z
∗
0,n, λ0,n) =
d2
d z2
Sn(z
∗
0,n, λ0,n) = 0,
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hence we obtain for z ∈ Ln satisfying |z − z∗0,n| ≤ δ
Sn(z, λ0,n) =
1
n
n∑
j=1
1
(z∗0,n − h(n)j )3
· (z − z
∗
0,n)
3
3
+O(δ4), δ → 0. (2.38)
According to (2.15) we have for n > n0
1
n
n∑
j=1
1
(z∗0,n − h(n)j )3
> C > 0.
Thus, we can write for z satisfying |z − z∗0,n| ≤ δ
Sn(z, λ0,n) = γ
−2
n χ
3(z)/3, (2.39)
where χ(z) is analytic in the δ-neighborhood of z∗0,n with the analytic inverse z(ϕ) (we
choose χ(z) such that χ(z) ∈ R for z ∈ R) and
γn =
(
1
n
n∑
j=1
1
(z∗0,n − h(n)j )3
)−1/2
. (2.40)
Changing variables to v = z(ϕ1), t = z(ϕ2), rewrite the l.h.s. of (2.37) as∫
U2
∫
U1
Fn(t, v; ξ, η)d t d v =
∫
U2(ϕ)
∫
U1(ϕ)
F˜n(ϕ1, ϕ2; ξ, η)dϕ2 dϕ1, (2.41)
where
F˜n(ϕ1, ϕ2; ξ, η) = −n
1/3
4π2
en
1/3((z(ϕ1)−z∗0,n)ξ−(z(ϕ2)−z
∗
0,n)η)
×z′(ϕ1)z′(ϕ2)en(λ0,n−λ0)(z(ϕ2)−z(ϕ1)) exp{nγ
−2
n (ϕ
3
2 − ϕ31)}
z(ϕ1)− z(ϕ2) ,
(2.42)
and
U1(ϕ) = {ϕ ∈ C|z(ϕ) ∈ U1}, U2(ϕ) = {ϕ ∈ C|z(ϕ) ∈ U2}. (2.43)
Moreover, we have from (2.39)
χ(z∗0,n) = 0,
d
d z
χ(z∗0,n) = 1, (2.44)
hence
0 < C1 < |χ′(z)| < C2, |z − z∗0,n| ≤ δ. (2.45)
If σ = {z ∈ C : |z − z∗0,n| ≤ δ}, then χ(∂σ) is a closed curve encircling ϕ = 0 and
lying between the circles σ1 = {ϕ ∈ C : |ϕ| = C1δ} and σ2 = {ϕ ∈ C : |ϕ| = C2δ} for
0 < C1 < C2. We have from (2.44)
χ(0) = z∗0,n, χ
′(0) = 1, 0 < C1 < |χ′(ϕ)| < C2, ϕ ∈ χ(σ). (2.46)
According to Lemma 2, ℜSn(z, λ0,n) ≥ 0 for z ∈ U1 and we get ℜϕ31 ≥ 0 for ϕ1 ∈ U1(ϕ),
i.e.,
cos(3 argϕ1) ≥ 0, ϕ1 ∈ U1(ϕ),
12
Figure 2: Graph of L˜1(ϕ).
where U1(ϕ) is defined in (2.43). Hence, U1(ϕ) can be located only in sectors
−π/6 ≤ argϕ ≤ π/6, π/2 ≤ argϕ ≤ 5π/6, 7π/6 ≤ argϕ ≤ 3π/2.
Besides, χ is conformal in σ (see (2.45)), hence angle-preserving. Taking into account
that χ(z) ∈ R for z ∈ R, the angle between Ln and the real axis at the point z∗0,n is π/2,
and that U1(ϕ) is a continuous curve, we obtain that U1(ϕ) can be located only in sectors
π/2 ≤ argϕ ≤ 5π/6, 7π/6 ≤ argϕ ≤ 3π/2. (2.47)
Note that we can take any curve L˜1(ϕ) instead of U1(ϕ) provided that L˜1(ϕ) and Ln \U1
are ”glued”, i.e., the union of z(L1(ϕ)) and Ln \ U1 form a closed contour encircling
{h(n)j }nj=1. Let us take
L˜1(ϕ) = {ϕ ∈ C : argϕ = 2π/3, ϕ ∈ χ(σ)}
∪ {ϕ ∈ C : argϕ = 4π/3, ϕ ∈ χ(σ)} ∪ L1,δ ∪ L2,δ, (2.48)
where σ = {z ∈ C : |z − z∗0,n| ≤ δ}, L1,δ is a curve along χ(∂σ) from the point of
intersection of the ray argϕ = 2π/3 and χ(∂σ) to the point ϕ1,δ of intersection of U1(ϕ)
and χ(∂σ) (π/2 < argϕ1,δ < 5π/6), and L2,δ is a curve along χ(∂σ) from the point of
intersection of the ray argϕ = 4π/3 and χ(∂σ) to the point ϕ2,δ of intersection of U1(ϕ)
and χ(∂σ) (7π/6 < argϕ2,δ < 3π/2) (see Fig 2).
According to Lemma 3 and (2.39), ℜϕ31,δ = r3 cos 3ϕ0 > C > 0, where r = |ϕ1,δ|,
ϕ0 = argϕ1,δ. Since 0 < C1 < r < C2, we have
cos 3ϕ0 ≥ C/C32 > 0.
Moreover, it is easy to see that cos(3 argϕ1) > cos 3ϕ0 along L1,δ (since cos 3x is monotone
increasing for x ∈ [π/2, 2π/3] and monotone decreasing for x ∈ [2π/3, 5π/6]). This and
|ϕ1| > C1 imply for ϕ1 ∈ L1,δ
ℜ
(
γ−2n ϕ
3
1
3
)
> C > 0, ϕ1 ∈ L1,δ.
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Also we have from (2.46)
|z(ϕ1)− z∗0,n| ≤ C2|ϕ1| < C, ϕ1 ∈ χ(σ).
This, (2.23) and (2.46) yield∣∣∣∣∣∣∣
∫
U2(ϕ)
∫
L1,δ
F˜n(ϕ1, ϕ2; ξ, η) dϕ1 dϕ2
∣∣∣∣∣∣∣ ≤ Cn1/3 exp{−Cn + cn1/3}, (2.49)
where F˜n(ϕ1, ϕ2; ξ, η) is defined in (2.42). Similarly, we can prove that integral over L2,δ
does not contribute to the l.h.s. of (2.37).
We have shown that integral over U1(ϕ) in (2.41) can be replaced to the integral over
the contour
l(1) = {ϕ ∈ C : argϕ = 2π/3, ϕ ∈ χ(σ)} ∪ {ϕ ∈ C : argϕ = 4π/3, ϕ ∈ χ(σ)}, (2.50)
i.e. ∫
U2
∫
U1
Fn(t, v; ξ, η)d t d v =
∫
U2(ϕ)
∫
l(1)
F˜n(ϕ1, ϕ2; ξ, η) dϕ1 dϕ2 +O(e−Cn). (2.51)
The same argument implies that the integral over U2(ϕ) on the l.h.s. of (2.37) can be
replaced by the integral over the contour
l(2) = {ϕ ∈ C : argϕ = π/3, ϕ ∈ χ(σ)} ∪ {ϕ ∈ C : argϕ = 5π/3, ϕ ∈ χ(σ)}. (2.52)
Indeed, we use Lemma 2 to obtain ℜϕ32 ≤ 0 for ϕ2 ∈ U2(ϕ) and thus U2(ϕ) can be located
only in sectors
π/6 ≤ argϕ ≤ π/2, 5π/6 ≤ argϕ ≤ 7π/6, 3π/2 ≤ argϕ ≤ 11π/6.
Using again that χ(z) is conformal in σ, we obtain that U2(ϕ) can be located only in
sectors
π/6 ≤ argϕ ≤ π/2, 3π/2 ≤ argϕ ≤ 11π/6.
Now we can replace the integral over U2(ϕ) by the integral over
L˜2(ϕ) = {ϕ ∈ C : argϕ = π/3, ϕ ∈ χ(σ)}
∪ {ϕ ∈ C : argϕ = 5π/3, ϕ ∈ χ(σ)} ∪ L3,δ ∪ L4,δ,
where L3,δ is a curve along χ(∂σ) from the point of intersection of the ray argϕ = π/3
and χ(∂σ) to the point ϕ3,δ of intersection of U2(ϕ) and χ(∂σ) (π/6 < argϕ3,δ < π/2),
and L4,δ is a curve along χ(∂σ) from the point of intersection of the ray argϕ = 5π/3 and
χ(∂σ) to the point ϕ4,δ of intersection of U2(ϕ) and χ(∂σ) (3π/2 < argϕ4,δ < 11π/6). It
follows from Lemma 3 that we can replace L˜2(ϕ) by the contour l
(2) of (2.52).
Thus, (2.36), (2.41) and (2.51) imply
θ(ξ, η)
n2/3
Kn(λ0 + ξ/n
2/3, λ0 + η/n
2/3)
=
∫
l(2)
∫
l(1)
F˜n(ϕ1, ϕ2; ξ, η)d ϕ1 d ϕ2 +O(e−Cn), (2.53)
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where F˜n(ϕ1, ϕ2; ξ, η) is defined in (2.42), and to prove (2.4) it suffices to show that∫
l(2)
∫
l(1)
F˜n(ϕ1, ϕ2; ξ, η)d ϕ1 d ϕ2 = A(γ2/3ξ, γ2/3η) + o(1), (2.54)
where l(1) and l(2) are defined in (2.50), (2.52).
According to the choice of l(1) and l(2), we have
ℜϕ3 = r3, ϕ ∈ l(1),
ℜϕ3 = −r3, ϕ ∈ l(2), (2.55)
where r = |ϕ|.
Now set
σn = {ϕ ∈ C : |ϕ| ≤ log n/n1/3}.
It is easy to see that σn ⊂ χ(σ). Taking into account (2.23), (2.46), and (2.55), we obtain
for ϕ1 ∈ l(1) \ σn, ϕ2 ∈ l(2)∣∣∣F˜n(ϕ1, ϕ2; ξ, η)∣∣∣ ≤ Cn1/3 exp{−nC1r3 + n1/3C2r}, (2.56)
where r = |ϕ1| ≥ logn
n1/3
. Since n1/3r ≥ log n for ϕ1 ∈ l(1) \ σn, the integral over l(1) \ σn is
O(e−Cn) as n→∞. Similarly, the integral over l(2) \ σn is O(e−Cn) as n→∞. It suffices
to prove that
I :=
∫
l2,n
∫
l1,n
F˜n(ϕ1, ϕ2; ξ, η)d ϕ1 d ϕ2 = A(γ2/3ξ, γ2/3η) + o(1), (2.57)
where l1,n = l
(1) ∩ σn, l2,n = l(2) ∩ σn.
We have from (2.46) for ϕ ∈ σn
z(ϕ) = z∗0,n + ϕ+O(log
2 n/n2/3), n→∞,
z′(ϕ) = 1 +O(logn/n1/3), n→∞.
Hence, (2.23) implies
F˜n(ϕ1, ϕ2; ξ, η) = exp{n1/3(ϕ1ξ − ϕ2η)}
× exp{nγ
−2
n (ϕ
3
2 − ϕ31)}
ϕ1 − ϕ2 (1 + o(1)), n→∞. (2.58)
Changing variables in (2.57) as γ
−2/3
n n1/3ϕ1 → iϕ1, γ−2/3n n1/3ϕ2 → iϕ2, we obtain
I =
∫
l˜2,n
∫
l˜1,n
F (ϕ1, ϕ2; ξ, η)(1 + o(1)) dϕ1 dϕ2,
where
F (ϕ1, ϕ2; ξ, η) =
γ
2/3
n
4π2
exp{iγ2/3n (ϕ1ξ − ϕ2η)}
exp{−iϕ32/3 + iϕ31/3}
iϕ2 − iϕ1 (2.59)
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and
l˜1,n = {ϕ ∈ C : argϕ = π/6 or 5π/6, |ϕ| ≤ γ−2/3n logn},
l˜2,n = {ϕ ∈ C : argϕ = −π/6 or − 5π/6, |ϕ| ≤ γ−2/3n logn}.
Note that if ϕ1 and ϕ2 satisfy argϕ1 = π/6 or 5π/6, |ϕ1| > γ−2/3n log n and argϕ2 =
−π/6 or − 5π/6, then we have
|ϕ1 − ϕ2| >
√
3 log n
2γ
2/3
n
, ℜ(iϕ31/3 + iγ2/3n ϕ1ξ) ≤ −γ−2n log3 n/3,
and we get in view of the inequality 0 < C1 < γn < C2∣∣∣∣∣∣∣
∫
l˜2
∫
l˜1\l˜1,n
F (ϕ1, ϕ2; ξ, η)(1 + o(1)) dϕ1 dϕ2
∣∣∣∣∣∣∣
≤ Ce
−γ−2n log
3 n/6
logn
∫
l˜2
∫
l˜1\l˜1,n
eiγ
2/3
n (ϕ1ξ−ϕ2η)+(iϕ
3
1−iϕ
3
2)/3dϕ1dϕ2
≤ Ce−γ−2n log3 n/6,
where
l˜1 = {ϕ ∈ C : argϕ = π/6 or 5π/6},
l˜2 = {ϕ ∈ C : argϕ = −π/6 or − 5π/6}.
The same bound holds for the integral over l˜2 \ l˜2,n.
We have as n→∞
θ(ξ, η)Kn(ξ, η) =
∫
l˜1
∫
l˜2
F (ϕ1, ϕ2; ξ, η)(1 + o(1))d ϕ1 d ϕ2 +O(e
−C log3 n), (2.60)
where Kn(ξ, η) is defined in (2.3). To prove (1.17) it remains to show that∫
l˜1
∫
l˜2
F (ϕ1, ϕ2; ξ, η)(1 + o(1))d ϕ1 d ϕ2 = A(γ
2/3ξ, γ2/3η) + o(1). (2.61)
Writing
e−iϕ2a+iϕ1b =
i
a− b
(
∂
∂ϕ1
+
∂
∂ϕ2
)
e−iϕ2a+iϕ1b,
plugging this and (2.59) in the l.h.s. of (2.61) and integrating by parts, we obtain in view
of (1.12) – (1.13)∫
l˜2
∫
l˜1
F (ϕ1, ϕ2; ξ, η)d ϕ1 d ϕ2
=
∫
l˜2
∫
l˜1
ϕ1 + ϕ2
η − ξ e
iγ
2/3
n (ϕ1ξ−ϕ2η)+i(ϕ
3
1−ϕ
3
2)/3
i dϕ1 dϕ2
4π2
=
Ai(γ
2/3
n ξ)Ai
′(γ
2/3
n η)−Ai′(γ2/3n ξ)Ai(γ2/3n η)
γ
2/3
n (ξ − η)
= A(γ2/3n ξ, γ
2/3
n η). (2.62)
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Conditions (i) – (ii) of Theorem 1 and Lemma 1 yield
lim
n→∞
γn = γ, (2.63)
where γ and γn are defined in (1.16), (2.40) respectively. Hence, (1.17) is proved.
Remarks
1. All the bounds in the proofs of results of this section hold if we take |ξ|, |η| ≤ cn2/3
for a sufficiently small c > 0.
2. Formulas (2.60) for ξ = η = −cn2/3 with a sufficiently small c > 0, (2.62), (2.63)
and the asymptotic formula (see [1])
A(x, x) =
1
π
√−x(1 + o(1)), x→ −∞
implies (1.19).
It is well-known (see e.g. [13]) that
En (∆n) = 1 +
∞∑
l=1
(−1)l
l!
×
∫
△l
det
{
(γ)−2/3Kn
(
xi/γ
2/3, xj/γ
2/3
)}l
i,j=1
l∏
j=1
d xj, (2.64)
where ∆ = [a, b] and ∆n = [λ0 + a/(γn)
2/3, λ0 + b/(γn)
2/3]. Since A(ξ, η) is uniformly
bounded in ξ, η ∈ [−M,M ], according to the dominant convergence theorem, (1.17) yields
(1.18) for a, b ∈ [−M,M ].
To prove (1.18) for b = +∞ we need an additional bound on the Kn(λ, λ)
Lemma 5 There exists n0 such that we have for n > n0
|Kn(λ, λ)| ≤ e−Cn, λ ∈ R \ suppN.
Moreover, if λ is big enough, then
|Kn(λ, λ)| ≤ e−nλ2/4, n > n0. (2.65)
The lemma is proved in the next Section. The lemma, the asymptotic formula
A(ξ, η) = C1e
−C2ξ3/2(1 + o(1)), ξ → +∞.
following from those for the Airy function, and (2.60) imply
θ(ξ, η)Kn(ξ, η) = C1e−C2ξ3/2(1 + on(1))(1 + oξ(1)) +O(e−C log3 n). (2.66)
This and (2.64) yield (1.18) for b ≤ n2/3δ with a sufficiently small δ.
Take now ∆ = [λ0+ ξ/n
2/3, b], ∆1 = [λ0+ ξ/n
2/3, λ0+ δ], where |ξ| ≤M and δ is small
enough. Set
P1 = P{λ(n)j 6∈ ∆, j = 1, .., n}, P2 = P{λ(n)j 6∈ ∆1, j = 1, .., n},
P3 = P{∃j ∈ {1, .., n} : λ(n)j ∈ ∆ \∆1}.
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Then we have
P2 − P3 ≤ P1 ≤ P2. (2.67)
Since we prove (1.18) for P2, we are left to prove that
P3 ≤ e−Cn, n→∞.
This can be obtained from Lemma 5 by the inequality
P3 ≤ nP{λ(n)1 ∈ ∆ \∆1} =
∫
∆\∆1
Kn(λ, λ)d λ ≤ C1ne−C2n < e−Cn.
Using the same arguments and (2.65) we obtain (1.18) for b = +∞.
3 Proof of auxiliary statements for Theorem 1
Proof of Proposition 2.
It was proved in [18, Lemma 1] that the limit f(λ+i0) exists for all λ ∈ R, the equation
(2.11) is uniquely soluble, the limiting NCM N is absolutely continuous, its density ρ is
continuous, and ℑf(λ + i0) = πρ(λ). Since ρ(λ0) = 0 by the conditions of Theorem 1
we obtain z0 ∈ R. Thus, we are left to prove that z0 is a solution of equation (2.11) for
λ = λ0 and that condition (2.12) holds. The first assertion follows from (1.6) and the
condition (ii) of Theorem 1. Since λ0 is an edge of the spectrum, the implicit function
theorem yields that the derivative of (1.6) with respect to f is zero, which gives the first
equality of (2.12). Thus, we have for V (z) of (2.11)
V (z0)− λ0 = d
dz
V (z0) = 0.
Set
z(λ) = λ+ f(λ+ i0). (3.1)
It follows from the result of [18] and from (1.11) that
z(λ) ∈ R, z′(λ) ≥ 0, λ ∈ (λ0, λ0 + δ],
and that
d
dz
V (z(λ)) ≥ 0, λ ∈ (λ0, λ0 + δ].
We have for a sufficiently small δ1 > 0
d
dz
V (x) ≥ 0, x ∈ (z0, z0 + δ1]. (3.2)
Hence,
d2
dz2
V (z0) ≥ 0. Besides, d
3
dz3
V (z0) < 0. This yields that if
d2
dz2
V (z0) = 0, then z0
is a maximum point of
d
dz
V (z), z ∈ R, which contradicts with (3.2). 
Proof of Lemma 1.
Set ωn = {z : |z − z0| ≤ n−1/3−ε} and ω = {z : |z − z0| ≤ δ}, where 0 < ε < α/2,
α and z0 are defined in (1.15) and (1.14), and δ is small enough. Consider the functions
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φ(z) = 1− d
d z
f (0)(z) and φn(z) =
d
d z
f (0)(z)− d
d z
f
(0)
n (z). Taking into account (2.12) we
have
d
d z
f (0)(z) =
d
d z
f (0)(z0) +
d2
d z2
f (0)(z0)(z − z0) +O(n−2/3−2ε)
= 1 +
d2
d z2
f (0)(z0)(z − z0) +O(n−2/3−2ε), z ∈ ∂ωn, n→∞.
Besides, we have from (2.12) (recall that z0 ∈ R)
d2
d z2
f (0)(z0) =
∫
2N (0)(d h)
(h− z0)3 < −C < 0,
hence
|φ(z)| ≥ Cn−1/3−ε, z ∈ ∂ωn, n > n0. (3.3)
In addition, it follows from the conditions (ii) – (iii) of Theorem 1 that h
(n)
j 6∈ ω, j = 1, .., n
for n > n0, thus f
(0) and f
(0)
n are analytic in ω, and condition (i) of Theorem 1 yields∣∣∣∣ dd zf (0)(z)− dd zf (0)n (z)
∣∣∣∣ ≤ n−1/3−(α−ε), z ∈ ∂ωn.
This, (3.3), and the inequality ε < α/2 yield for n > n0
|φ(z)| > |φn(z)|, z ∈ ∂ωn.
Both functions φ and φn are analytic in ωn, since we noted above that f
(0) and f
(0)
n are
analytic in ω. Hence, the Rouchet theorem implies that φ(z) and φ(z) + φn(z) = 1 −
d
d z
f
(0)
n (z) have the same number of zeros in ωn. Since φ(z) has only one zero z0 in ωn (see
Proposition 2), we conclude that for any n > n0 equation (2.13) has the unique solution
z∗0,n in ωn. Moreover, since in view of condition (i) of Theorem 1 f
(0)
n (z∗0,n) → f (0)(z0) as
n → ∞, we obtain (2.15) from (2.12). Note that taking ω instead of ωn, we can obtain
analogously that equation (2.13) has only one solution in ω.
Similarly we can prove (2.16). Indeed, consider two functions
ψ(z) = −f (0)(z) + z − λ0, ψn(z) = −f (0)n (z) + f (0)(z),
where f
(0)
n , f (0) are defined in (2.8), (2.11). Since z0 is a zero of the multiplicity two of
ψ(z) (see (2.12)), we obtain
|ψ(z)| ≥ C0n−2/3−2ε, z ∈ ∂ωn, (3.4)
where C0 is a n-independent constant. Besides, we have for n > n0 from the condition (i)
of Theorem 1
|f (0)(z)− f (0)n (z)| ≤ n−2/3−α, z ∈ ωn.
Since ε < α/2, we obtain for n > n0
|ψ(z)| > |ψn(z)|, z ∈ ∂ωn.
Both functions ψ and ψn are analytic in ωn, since we noted above that f
(0) and f
(0)
n
are analytic in ω. Hence, the Rouchet theorem implies that ψ(z) and ψ(z) + ψn(z) =
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z− f (0)n (z)−λ0 have the same number of zeros in ωn. Since ψ(z) has only one zero of the
multiplicity two in ωn, we conclude that for any n > n0 equation (2.9) with λ = λ0 has
two zeros in ωn. If one of these two zeros is not real, then it is zn(λ0) or zn(λ0) (since (2.9)
does not have any other zeros in C \R) and hence (2.16) is proved. If both zeros are real,
then since in view of (iii) of Theorem 1 h
(n)
j 6∈ ωn, j = 1, .., n, there are no h(n)j -s between
these zeros. If they lie to the left (right) of all h
(n)
j -s, then one of them is zn(λ0), since
(2.9) with λ = λ0 has only two zeros there. If they lie on a segment between adjacent
h
(n)
j -s, then the segment contains three zeros x1 < x2 < x3 and one of them is zn(λ0).
Since ℜz′n(λ0) > 0 (see Lemma 2 below), we have zn(λ0) = x2. Thus, in this case zn(λ0)
also belongs to ωn (since if x1, x3 ∈ ωn, then x2 ∈ ωn too). 
Proof of Lemma 3.
Let xn(λ) and yn(λ) be the real and imaginary parts of zn(λ). It follows from Lemma
2 that one can express yn(λ) via xn(λ) to obtain the ”graph” yn(x) of the upper part of
Ln. Denote
y2n(x) = s(x), x− h(n)j = △j,
σk =
1
n
n∑
j=1
1
(△2j + s)k
, σkl =
1
n
n∑
j=1
△lj
(△2j + s)k
, k = 1, 3, l = 1, 2,
σ
(0)
k =
1
n
n∑
j=1
1
(z∗0,n − h(n)j )k
, k = 1, 4,
(3.5)
and put z ∈ Ln, x = ℜz. Then we have from (2.7)
ℜSn(z, λ0,n) = x
2 − s(x)
2
+
1
2n
n∑
j=1
log((x− h(n)j )2 + s(x))− λ0,nx− S∗. (3.6)
Besides, taking the imaginary and real parts of (2.9) we obtain for x = ℜz, z ∈ Ln
1
n
n∑
j=1
1
△2j + s
= 1, x+
1
n
n∑
j=1
△j
△2j + s
= λ. (3.7)
Differentiating the first equation in (3.7) with respect to x, we obtain the equality
− s′(x) 1
n
n∑
j=1
1
(△2j + s(x))2
− 2
n
n∑
j=1
△j
(△2j + s(x))2
= 0 (3.8)
implying that for z ∈ Ln, x = ℜz
|s′(x)| = 2|σ21|σ−12 ≤ 2σ1/222 σ−1/22 ≤ 2σ−1/22 ≤ 2σ−11 = 2. (3.9)
Substituting x = z∗0,n in (3.8) we get
s′(z∗0,n) = −
2σ
(0)
3
σ
(0)
4
. (3.10)
This, (2.18) and (3.6) – (3.7) imply
ℜSn(z∗0,n, λ0,n) = 0,
d
d x
Sn(z
∗
0,n, λ0,n) = x+ σ11 − λ0,n
∣∣∣
x=z∗0,n
= 0,
d2
d x2
Sn(z
∗
0,n, λ0,n) = 2(σ
(0)
3 )
2(σ
(0)
4 )
−1.
(3.11)
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It follows from the condition (ii) of Theorem 1 and Lemma 1 that 0 < d/2 ≤ |z∗0,n−h(n)j | ≤
C. Hence, (3.11) yields
0 < C1 <
d2
d x2
Sn(z
∗
0,n, λ0,n) ≤ C2. (3.12)
We obtain
ℜSn(z, λ0,n) = d
2
d x2
Sn(z
∗
0,n, λ0,n)
(x− z∗0,n)2
2
+O((x− z∗0,n)3). (3.13)
We get from (3.9)
s(x) ≤ 2|x− z∗0,n|.
This and the inequality (x− z∗0,n)2 + s(x) ≥ δ2 imply for x = ℜz, z ∈ Ln, |z − z∗0,n| ≥ δ
δ2/3 ≤ |x− z∗0,n| ≤ δ. (3.14)
Thus, (3.12) – (3.13) and the monotonicity of ℜSn(zn(λ), λ0,n) for λ > λ0,n and λ < λ0,n
(see Lemma 2) imply
ℜSn(v, λ0) ≥ Cδ4, v ∈ Ln : |v − z∗0,n| ≥ δ. (3.15)
We have proved the first inequality of Lemma 3.
To prove the second inequality consider ℜSn(z, λ0,n) for z ∈ ln of (2.20)
ℜSn(z∗0,n + iy, λ0,n) =
(z∗0,n)
2 − y2
2
+
1
2n
n∑
j=1
log((z∗0,n − h(n)j )2 + y2)− λ0,nz∗0,n − S∗.
Using (3.7) we get
Sn(z
∗
0,n, λ0,n) =
d
d y
Sn(z
∗
0,n, λ0,n)
=
d2
d y2
Sn(z
∗
0,n, λ0,n) =
d3
d y3
Sn(z
∗
0,n, λ0,n) = 0
and
d4
d y4
Sn(z
∗
0,n, λ0,n) = −6σ(0)4 .
Since from condition (ii) of Theorem 1 and Lemma 1 we have 0 < d/2 ≤ |z∗0,n−h(n)j | ≤ C,
we obtain
− C < d
4
d y4
Sn(z
∗
0,n, λ0,n) < −c < 0. (3.16)
Moreover,
ℜSn(z, λ0,n) = d
4
d y4
Sn(z
∗
0,n, λ0,n)y
4/4! +O(y5).
This, (3.16) and the monotonicity of ℜSn(z∗0,n+ iy, λ0,n) for y > 0 and y < 0 (see Lemma
2) imply
ℜSn(t, λ0) ≤ −Cδ4, t ∈ ln : |t− z∗0,n| ≥ δ.
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Proof of Lemma 5.
Since λ 6∈ suppN , it follows from the result of [18] for a sufficiently small δ∫
N (0)(d h)
(h− z(λ))2 ≤ 1, λ ∈ Uδ(λ),
where z(λ) is defined in (3.1), and we have
lim
ε→0
∫
εN (0)(d h)
|h− z(λ)− iε|2 = 0, λ ∈ Uδ(λ).
According to the Stieltjes-Perron formula, N (0)(z(Uδ(λ))) = 0, hence z(λ) 6∈ suppN (0).
using the same arguments as in Lemma 1, we can prove that equation (2.9) has only one
root zn(λ) in ω = {z ∈ C : |z − z(λ)| ≤ δ1}, and equation (2.13) does not have roots in
ω. Thus,
dist {zn(λ), Ln} ≥ C > 0. (3.17)
Take l˜ = {z ∈ C : z = zn(λ)+ iy, y ∈ R}, move integration in (2.2) from l to l˜ and choose
L as Ln. We obtain
Kn(λ, λ) = −n
∫
l˜
d t
2π
∮
Ln
d v
2π
exp
{
n(S˜n(t, λ)− S˜n(v, λ)))
}
v − t , (3.18)
where
S˜n(z, λ) = z
2/2 +
1
n
n∑
j=1
log(z − h(n)j )− λz − S˜
with S˜ such that ℜS˜n(zn(λ), λ) = 0. Similarly to Lemmas 2 and 3 we get for t ∈ l˜, v ∈ Ln
ℜS˜n(v, λ) ≤ −C < 0, ℜS˜n(t, λ) ≥ 0.
This, (3.18), (3.17) and Proposition 4 give the first assertion of Lemma 5. Moreover,
according to (3.7) we get for v ∈ Ln
dist(v, {h(n)j }nj=1) ≤ 1.
Hence, the contour Ln is bounded uniformly in n, and since for t ∈ l˜ we have
ℜt = zn(λ) = λ− 1/λ+O(1/λ2), λ→∞,
we obtain
ℜ(S˜n(t, λ)− S˜n(v, λ)) = t
2 − v2
2
+
1
n
n∑
j=1
log
t− h(n)j
v − h(n)j
− λ(t− v) ≤ −λ
2
4
.
This, (2.30) and Lemma 4 give (2.65). 
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4 Proof of Theorem 2
Choose a sufficiently small δ > 0 and set
Ωn =
{
{h(n)j }nj=1 :
∣∣g(0)n (z)− f (0)(z)∣∣ ≤ 1n2/3+α , |z − z0| ≤ δ/2; (4.1)
∀j = 1, . . . , n dist (h(n)j , suppN (0)) ≤ δ/10
}
.
In the notation of Theorem 2 we have
En
{ n∏
j=1
(
1− ϕ
(
(nγ)2/3(λ
(n)
j − λ0)
))}
= E(h)n
{
(1Ωn + 1ΩCn )E
(g)
n
{ n∏
j=1
(
1− ϕ
(
(nγ)2/3(λ
(n)
j − λ0)
))}}
,
where E
(h)
n and E
(g)
n are the expectation with respect the probability law P
(h)
n of H
(0)
n and
P
(g)
n of Mn of (1.2) respectively.
Since 0 ≤ ϕ(x) ≤ 1, we get using conditions (i) – (iii) of Theorem 2
E(h)n
{
1ΩCnE
(g)
n
{ n∏
j=1
(
1− ϕ
(
(nγ)2/3(λ
(n)
j − λ0)
))}}
≤ E(h)n
{
1ΩCn
}→ 0, n→∞.
We have to consider
E(h)n
{
1ΩnE
(g)
n
{ n∏
j=1
(
1− ϕ
(
(nγ)2/3(λ
(n)
j − λ0)
))}}
.
We have from the determinant formulas
E(h)n
{
1ΩnE
(g)
n
{ n∏
j=1
(
1− ϕ
(
(nγ)2/3(λ
(n)
j − λ0)
))}}
=
E(h)n
{
1Ωn
(
1 +
∞∑
l=1
(−1)l
l!
∫
det
{
1
γ2/3
Kn
(
xi
γ2/3
,
xj
γ2/3
)}l
i,j=1
×
l∏
s=1
ϕ(xs)
l∏
r=1
d xr
)}
. (4.2)
Since {h(n)j }nj=1 ∈ Ωn satisfy conditions of Theorem 1, we conclude that the r.h.s. of (4.2)
can be written as
E(h)n
{
1Ωn
(
det(1− ϕ1/2Aϕ1/2) + o(1))}
= det(1− ϕ1/2Aϕ1/2) + o(1), n→∞.
Theorem 2 is proved.
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