1. Introduction. The recent discovery of nonlinear partial differential equations which can be exactly solved by the linear integral equations of inverse scattering theory has provoked considerable interest in the range of applicability of these methods for the integration of nonlinear equations in mathematical physics. The original investigations of Gardner, Kruskal and Miura [26] and Lax [22] for the Korteweg-de Vries (KdV) equation have now been extended to solve a surprising number of differential equations of physical interest, including the sine-Gordon, nonlinear Schri3dinger, three-wave interaction and other equations (cf. [1] , [19] , [37] , [38] , [39] ). In all of these examples, the given equation is recast into a "Lax representation," K(x,y;t)+F(x,y;t)+ K(x,z;t)H(z,y;t)dz-O, known as the Gel'fand-Letitan equation. Here F and H are constructed from the spectral data of L; the potential u(x,t) is recovered from the values of K on the diagonal x --y. INVERSE [23] . Of course, only certain types of solutions can be obtained in this fashion, so this definition is subject to further refinement (cf. Definition 2.1). Completely integrable equations all seem to have many other remarkable properties in common including cleanly interacting soliton solutions, existence of infinitely many conservation laws, Bficklund transformations, etc. (cf. [21] ). However, the precise interrelationship among these properties remains to be rigorously formulated; thus reasons of practicality necessitate the adoption of the Gel'fand-Levitan type of linear integral equation as the distinguishing characteristic of complete integrability.
The most notable drawback in the applicability of inverse scattering techniques is that there is as yet no systematic method for determining whether a given differential equation is completely integrable, i.e., can be solved by such a linear integral equation. In this paper we find a useful necessary condition for integrability based on the nature of the complex singularities of group-invariant solutions to the equation. Whereas we are thus no closer to finding a scattering problem if it exists, this condition is useful for determining when no such solution is possible. In the applications to be considered, a number of nonlinear partial differential equations (p.d.e.'s) of interest will be shown not to be integrable by inverse scattering methods.
This condition was inspired by an observation of Ablowitz, Ramani and Segur [2] , [4] that the ordinary differential equations for group-invariant (self-similar) solutions of known examples of completely integrable equations inevitably are equations of the type studied by Painlev6 and his students; these are characterized by the property that all their solutions are meromorphic in the complex plane (cf. [17] , [18] ). Such [12] , [13] [21 ] , [22] . The (1 +x)lf(x)i dx< (cf. [7] , [11).
The uniqueness of the solution of (2.7) in the KdV case is a standard result, and the only item remaining to be checked is Definition 2.1 in condition iii). So far as analyticity is concerned, the only part of F that could fail to be analytic is that corresponding to the continuous spectrum of L: The scattering problem which can be used to solve the sine-Gordon equation was first described by Zakharov and Shabat [39] and was developed in full detail by Ablowitz, Kaup, Newell and Segur [1] ; it takes the form (2.13)
in which the x-derivative u of the solution of the sine-Gordon equation appears as a potential.
The analogue of the Gel'fand-Levitan equation for (2.13) again takes the form (2.7), but in this case K and F are now 2 2 matrices of functions. The matrix F is constructed from the appropriate scattering data for (2.13); the precise details of this construction can be found in [1] . Since u appears as the potential in (2.13), the analogue of (2.8), used to recover the solution of the sine-Gordon equation, takes the form u(x,t)= -2K,2(x,x;t ), where K2 denotes the upper right-hand entry of the matrix K. Thus for the sine-Gordon equation, Q(u)= u x, a fact that will be of significance when we analyze the travelling wave solutions in {}3.
We now investigate the properties of the solutions of a general integral equation of Gel'fand-Levitan type. Our main tool is the following theorem of Steinberg [32] , generalizing a theorem of Dolph, McLeod and Thoe [9] Consider now the particular solutions of a given completely integrable system which are invariant under the action of a one-parameter symmetry group of the system. In many examples, the group is either a group of translations, leading to travelling wave solutions, or a group of scale transformations, leading to the self-similar solutions of dimensional analysis. The theory for more general symmetry groups is no more difficult than for these particular well-known examples, but in order to preserve the continuity of the exposition, we relegate a brief overview of the theory of group invariant solutions of partial differential equations to an appendix. More comprehensive treatments may be found in [6] , [30] and [27] .
The main result required here, which is standard for the two main examples, is that, roughly speaking, all solutions invariant under a p-parameter group G of symmetries of a given system A-0 of partial differential equations can be found by integrat- We now state the precise hypotheses required to prove our version of the general conjecture on completely integrable systems and Painlev type equations. For a definition of terms the reader should consult the Appendix.
We restrict our attention to a Q-completely integrable system, A--0, of partial differential equations in two independent variables (x,t). Let G be a one-parameter local projectable symmetry group of the given system, such that the transformations in G, when extended to complex values of the variables (x,t,u), are analytic. Let G O denote the projected group action on (x, t)-space. Assume further that the action of G O on some subdomain D O C C f, f as in Definition 2.1, is regular in the sense of Palais [31] (3.4) ut=f'(u ), where f is an analytic function of u, real for real u, and prime denotes derivative. The cases we will be most interested in are when f is a polynomial or a finite sum of exponential functions. We will determine necessary conditions on f for (3.4) To discuss the case where f is a polynomial of degree _<4, one can try other similarity solutions of (3.4), or else quite different tests. For example, it can be shown [8] that when f is of degree > 2, so that f' is nonlinear, (3.4) has only finitely many polynomial conservation laws, while a theorem of Gel'fand and Dikii [12] , [13] For simplicity, we restrict our attention to the case where % nct for some a C and some rational numbers n.. By dividing a by the common denominator of the n j, we may assume the na are integers. Now let v exp(au), so that v'= avu'. Thus v satisfies (3.7) c (/9,)2_ 2cjl)nj+ 2 
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Note that Theorem 3.2 cannot be applied here since may have singularities not shared by u. However, since u'= '/a, it is necessary to find conditions on (3.7) such that the function v'/v, for solutions , has no movable algebraic branch-points. This requires a more detailed investigation of the proof of Theorem 3.2. It suffices for our purposes to note the following: Proof. Let o-0 and assume bN4:0 b_n=/=O. By Lemma 3.6 all solutions must be of the form v()-rf() with r rational and f meromorphic at 0 if we are to avoid an algebraic branch-point for v'/v. Thus (V')--2r(r-'fq-f') , and so that, equating the fractional powers of , we see that ha.=0 unlessjr=2r+ for some integer . If n >0, it follows from Lemma 3.5 that bj 0 unless i) j--= 2 mod(m + 1) for n 2 m, or ii) 2j=4 mod(2m+ 3) for n=2m+ 1. In particular, the only negative values of j which satisfy these congruences are 1-1/2n and -n, the first value occurring only when n is even.
Next set w 1/v. Then (3. It is interesting that the form (3.10) for f includes the double sine-Gordon equation
for which numerical studies of Dodd and Bullough [8] indicate the existence of soliton solutions. Mikhailov [24] , [25] and Fordy and Gibbons [15] , have shown that a special case of (3.10) whenf(u)=eU+ e -' does have a Lax representation, but it is not known whether the result extends to a general function f(u) of the form (3.10). Here prv refers to the "prolongation" of the vector field v, obtained as the infinitesimal generator of the action of the group G on the spaces of partial derivatives of u with respect to x induced by the action of G on functions u=f(x). The point is that the condition (A2) leads to a large number of elementary partial differential equations for the coefficients i, q0j. of v, the general solution of which is the most general infinitesimal generator of a one-parameter symmetry group of the given system of differential equations. Examples of this computation can be found in the above-mentioned references. Now, given a symmetry group G, a G-invariant (or self-similar) solution of (A1) is a solution which is unchanged by the transformations in G. The fundamental property of G-invariant solutions is that, roughly speaking, they may all be found via the integration of a system of partial differential equations in fewer independent variables.
To make this precise, we must assume that G acts "regularly" in the sense of Palais [31] on an open subset Uc R m X Rn. This requires, in U, i) that all the orbits of G have the same dimension, ii) that, for any point (x, u), there exist arbitrarily small neighborhoods N such that the intersection of any orbit O of G with N is a connected subset of O.
(The prototypical group actions excluded by the second requirement are the irrational flows on the torus.)
Under these two assumptions, it is well known that the quotient space M--U/G, whose points correspond to the orbits of G, can be naturally endowed with the structure of a smooth (although not always Hausdorff) manifold. Moreover, the G-invariant solutions of (A1) are all obtained by integrating a reduced system A/G-0 of partial differential equations on M, which necessarily has fewer independent variables. Precise statements and proofs of these results may be found in [27] .
For our purposes, the construction of the reduced system for the G-invariant solutions proceeds as follows: Local coordinate systems on the quotient manifold M are provided by a "complete set of functionally independent invariants of G ", cf. [30] . If G is projectable, these are functions of the form which are unchanged under the action of G. The functional independence means that the Jacobian matrix w/x w/u is everywhere nonsingular. The reduced system A/G=O will then be found in terms of the new independent variables i and the new dependent variables w.
