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Abstract 
Labhalla, S., Complexite du calcul du developpement d’un nombre reel en fractions continues, 
Theoretical Computer Science 83 (1991) 219-235. 
In this note, we are concerned with the use of the continued fraction representation of real 
numbers in the formal computational theory of recursive analysis. In the recursive case, the most 
general representation for real numbers is the Cauchy sequence representation. On the one hand, 
other representations such as the Dedekind cut representation and the binary expansions have 
been studied and shown not to be as general as the Cauchy sequence representation. On the other 
hand, the class of real numbers to primitive recursive continued fractions is identical to the class 
of primitive recursive real numbers in the sense of Cauchy which are recursively irrational. 
Furthermore, there is no efficient algorithm for implementing addition on real numbers written 
in the continued fraction form. 
1. Introduction 
La notion de reel recursif, c’est-a-dire calculable de facon effective par un 
algorithme, est connue depuis Turing [12] et a et6 largement CtudiCe par Specker 
[ll] et Rice [9]. Plus recemment, Ko [4] a introduit des outils modernes de 
complexite dans la theorie et en particulier la notion de temps polyn6mial. Cepen- 
dant, tous ces auteurs ont privilegie l’etude des suites convergentes recursives 
(primitives recursives, polynBmialement calculables) ou des developpements 
dyadiques rCcursifs (primitifs recursifs, polyn&miaux), mais se sont peu inttresses 
au point de vue des fractions continues. 
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Dans cet article, now Ctudions cette notion a partir du developpement d’un 
nombre reel en fraction continue; un nombre reel recursif, en ce sens, ttant un reel 
tel que la suite de ses quotients partiels d’ordre n est recursive. Nous dtmontrons 
que si toutes ces definitions sont Cquivalentes pour la notion de reel recursif, il n’en 
est pas de mime si l’on s’interesse aux notions de reel primitif recursif ou, par 
exemple, de reel calculable en temps polykmial. 
Le resultat principal est une caracterisation des nombres reels dont le developpe- 
ment en fractions continues est primitif rtcursif comme ceux qui sont 
- limites d’une suite primitive recursive (p.r.), 
- p.r. irrationnels (ce qui exprime l’existence d’une fonction p.r. et telle que 
VmVn Ix-t1 >q$). 
Une consequence de ce resultat est une formulation rigoureuse du fait qu’il n’y 
a pas de calcul simple du dtveloppement dune somme a partir des developpements 
de chacun des termes. La plupart des resultas ont CtC present& dans [6]. 
On designe par Lx] la partie entiere de x; par In] le nombre de bits necessaire 
pour rep&enter l’entier n: InI = [log, n] + 1 et par MT0 une machine de Turing 
avec oracle [5]. 
2. PrCliminaires 
2.1. Fractions continues 
Soit a, un entier et a,, a*,. . . des entiers positifs. Nous notons par 
[a,; 4, a2,. . . , a,] la fraction continue finie 
1 
a,+ 
1 
4-C 
1 
a,+ 
1 
U,fP 
. ..+’ 
a, 
etpar[ao;u,,u2,.. .] la fraction continue infinie 
1 
a,+ 
1 
aI+ 
1 
a,+ 
1 
u,+- . . .+ 
Alors, chaque nombre irrationnel x a une unique representation en fraction continue 
infinie et chaque nombre rationnel x a une unique representation en fraction continue 
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finie telle que pour tout entier n 2 1, le dernier terme a, soit strictement suptrieur 
B 1. 
En outre, si 8 est un r&e1 positif ou nul, on notera [a,; a,, a2,. . . , a,,](O) le Gel 
obtenu en remplaqant dans cette fraction continue le dernier terme a, par a, + 19. 
Proprie’tks Gmentaires 
Soitx=[a,;a,,a,,.. .] et p,/q, le convergent de x d’ordre n, i.e. 
P* 
-[a,; aI, a,, . . ‘, %I 
% 
Lemme 2.1. Quel que soit n 3 2, alors 
6) pn = anpn-] +pn-2, 
(4 qn = an9n-1 + qn-2, 
(iii) qn 3 2(“-‘)‘2, 
(iv) [~,;a,,a~,...,a,l(e)= 
Pn + BPn-1 
qn + eh-, ’ 
(VI [%;al,a2,..., a,](e) est croissante en 0 si n est pair, et dkcroissante si n 
est impair, 
(vi) x = [a,; a,, a2,. . . , a,](e,) oti 0s 8, < 1, 
(vii) en = 
1 
a n+l+e,+I’ 
(viii) qn-Ipn -pn-,qn =(-l)“-‘. 
Lemme 2.2. Les convergents d’ordrepairforment une suite croissante et les convergents 
d’ordre impair forment une suite de’croissante. De plus, quel que soit n, on a 
Pn 1 
XX=4n(4n+I+h+19n). 
Corollaire 2.3. Pour tout entier n 2 2, on a 
(i) 
1 
%(%I+, + %I) 
< x-p” 
I I 
1 
<- 9 
al wln+l 
(ii) 
%-1X -Pn-1 
4”X - Pn 
(iii) 1.+, = ,q+IJ;;YJy en+17 
Lemme 2.4. Les convergents sont les meilleures approximations de x, au sens 
suivant : soit n 2 1 et a/b un rationnel tel que O< b s q,, et a/b # p,/q,, alors 
Ibx-al>Iq,x-PHI. 
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Lemme 2.5. Soit a/b un rationnel tel que b < q,,+, et a/b #p,/q,, alors a/b <pn/qn 
si et seulement si a/b <x. 
Preuve. Nous limitons la demonstration au cas ou n est pair. Nous raisonnons par 
l’absurde; si p,/q, < a/b < x, alors, g&e au Corollaire 2.3(i), nous deduisons que 
a pn 1 
bq, . 4nqn+1 
Done a/b -p,/q, a un denominateur r tel que q,q,,+, < r s bq,. D’oti b > q,+, , ce 
qui contredit l’hypothese : b < q,,+, . 
2.2. Fractions de Farey 
Etant donne un nombre irrationnel x, nous introduisons les notations pn,k et q,+ 
via les conditions 
Pn k A- 
%,k 
- [a,; a,, al,. . . , a,] i 
0 
et z irreductible 
n, 
(1) 
On en deduit que 
Pn,k = kpn + Pn-1; qn,k = 4 + CA-1 ; (2) 
a IT+1 est le plus petit entier k tel que le reel x soit encadre par les rationnels 
Pn,k et Pn,ktl 
(3) 
%k %,k+l ’ 
Dkfinition 2.6. Nous definissons les fractions de Farey comme les &k/&k ou 
ks a,+,; nous les rangeons dans une suite infinie en mettant pn,J q,,k avant p,,,/ qm,r 
si et seulement si n < m ou n = m et k < 1. 
DCfinition 2.7. Soit 
xX(n) = 
1 si la nieme fraction de Farey est superieure a x; 
0 sinon. 
xX est la fonction caracteristique de x que nous notons comme un mot infini sur 
l’alphabet (0, 1) par xX := Ok01 klOkz . . . , oii k, E N - (0) oti Ok1 (resp. 1”) est tel que ki 
(resp. k,) dtsigne le nombre de 0 (resp. 1) de xX. 
Lemme 2.8. Soit x un irrationnel positif et xX sa fonction caracttristique telle que 
XX := Ok01k10k2. . . ) alorsx=[k,;k,,k,,...]. 
3. Quelques dkfinitions 
Plusieurs definitions de la notion de &eel rhrsif ont et6 introduites et developpees 
par Turing [12], Specker [ll] puis Rice [9] principalement a partir des suites 
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convergentes ou des representations binaires. Nous dtfinissons cette notion a partir 
du developpement d’un reel en fraction continue. 
Soit D l’ensemble des nombres rationnels dyadiques dans [0, 11, i.e. 
D= $: m,nEN,m<2” 
et soit 
D,= $: mEN,m<2” 
DCfinition 3.1. Soient x un nombre reel dans [0, l] et 4 : N+ D, alors 4 converge 
dyadiquement vers x si, pour tout entier n, 
+(n)~ D, et Ix-$(n)l~2~“. 
Pour alleger les ecritures nous noterons par A(x, #J) la convergence au sens de 
la Definition 3.1. Notons 
l B, = {n E N: le nieme chiffre de la representation binaire de x est l}, 
l fX(n) = a,,, oti a, est le quotient partiel de x d’ordre n, 
l Lx = {d E D: d <x}, la section de Dedekind dyadique de x, 
l L: = {m, n E Z: m/n < x}, la section de Dedekind rationnelle de x. 
DCfinition 3.2. Un nombre reel x, 0 G x s 1, est rhzursif 
(i) au sens de Cauchy s’il existe une fonction recursive 4 telle que A(x, 4), 
(ii) au sens de Dedekind si Lx est recursif, 
(iii) au sens binaire si B, est rtcursif. 
Remarque 3.3. Un reel est recursif au sens de Cauchy si et seulement si il existe 
une suite calculable de nombres rationnels convergeant vers x avec un module de 
convergence calculable. 
DCfinition 3.4. Nous disons qu’un nombre reel x, 0 d x G 1, est r&ursif au sens des 
fractions continues si fX est recursive. 
4. Reduction et comparaison 
Pour les definitions et les notations utilistes dans cette section, nous renvoyons 
le lecteur aux articles [7, lo]. Notons par sT la T-reduction et par ~7 la T-reduction 
en temps polynomial. Ces reductions sont appliquees a des fonctions aussi bien 
qu’a des ensembles. Quand une fonction est utilisee comme oracle, nous supposons 
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que F est P-bornee, c’est-a-dire pour chaque donnee n, (F( n)l s P( 1 nl) oii P est un 
polyn6me. 
Proposition 4.1 
(i) Pour chaque nombre &eel x, 0 s x s 1, L: s pr fx, fx G T Lk. 
(ii) Soit P(n) un polydme et x un nombre r&eel tel que Ifx(n)l 6 P(n), alors 
fx -: L:. 
(iii) II existe un nombre re’el x tel que fx ST L: . 
Preuve. (i) Si x est un rationnel, evident. Sinon, soit x = [a,; a,, u2,. . .] et p,/q, = 
[a,;al,~z,..., a,]. Alors d’apres le Corollaire 2.3(i) et le Lemme 2.5 on deduit 
que a/b E L: si et seulement si a/b s p,/q, oii n = 21 bl + 1. D’autre part, les formules 
du Lemme 2.1 permettent de calculer les pi et 4; a partir des Ui, c’est-a-dire des 
fx(i), ce qui montre L: Gpr fx. 
En ce qui concerne fx sT L: : joint aux formules du Lemme 2.1, (3) (voir plus 
haut) permet de calculer rtcursivement les pn, q,,, a,, ce qui donne une procedure 
recursive de calcul du fx B partir de L:. 
(ii) Si Ifx(n)l s p(n) ah3 lpnl et lqnl sont des 0([P(n)12), et le calcul de Pzlbl+r 
et qzlbl+i demande 
0([(2lbl+ 1)fY2lbl+ 01’) 
operations, d’oti L: CT fx. L’inCgalitC I fx( n) + 116 P( n + 1) permet d’obtenir a,,, 
via (3) par une procedure dichotomique en ne calculant qu’au plus P(n + 1) 
expressions pn,k/qn,k avec Ikl s P( n + 1). D’oti fx s: L:. 
(iii) Soient fx(0) = 0 et fx(n) = 22” pour tout entier n. 11 est clair que fx(n) n’est 
pas calculable en temps polykmial (12’“1= 2”). Nous montrons alors que L: est 
reconnu par une MT en temps polyn6mial. Soient a/b E Q et k le plus petit entier 
tel que lb1 < 2k’2. En effet, pour pouvoir appliquer le Lemme 2.5, il faut avoir 
Ibl<‘?k+r. Comme &+r 2 2k’2, il suffit d’avoir Jbl < 2k’2. Alors, d’apres le Lemme 
2.5, on a si a/b =pk/qk, a/b E L: si et seulement si k est pair; sinon a/b E L: si et 
seulement si a/b <pk/qk. D’autre part, la recherche de l’entier k cofite O(lbl). En 
effet, 
- nous calculons 2’, . . . , 2k, 2k+’ et nous comparons 2’ Q Ibl (k+ 1) fois; 
- le calcul de pk/qk CoGte O(klb() Car IPkI~IqkI<klb+lI. 
Alors, la relation [u/b <pk/qk] a un cofit borne en temps par O(klbl*+ lbl) = O(lbl”) 
D’oti le thboreme. 0 
Proposition 4.2. Pour chaque nombre &eel x, 0 s x s 1, nous avons 
6) xX STLZ, 
(ii) L: Spr xX. 
Preuve. (i) Pour trouver la valeur de xX(n), c’est-a-dire la position de la nibme 
fraction de Farey par rapport a x, nous calculons successivement par les formules 
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po,l POk PI I=_ 
,..., 
90,l qO,k, 91’ 
p1,1 Pl k P2 2=_ 
jusqu’a ce que la somme k, + k2 + * . . + ki + s = n. Alors, pour toute don&e n, nous 
avons besoin de poser n questions. D’autre part, on a xX(n) = 1 si et seulement si 
Pi..y/qi,sE L: et )Pi,sI<lqi,SI=O(n). Done le calcul de xX(n) cofite O(n’), d’ou 
XX 5 ‘L:. 
(ii) Pour decider si m/n E L:, nous calculons la nieme fraction de Farey a partir 
de Xx, soit Pi,s/qr,r oti i, s tels que k, + k2+ * . . + ki + s = n. Or, n c qi,,y < qi+, . Done 
d’apres le Lemme 2.5, 
m<x e m<pi. 
n n 4i 
Proposition 4.3. II existe un nombre r&eel x, OS x s 1, tel que L: $FxX. 
Preuve. Soit T(n) une fonction dtfinie par 
T(1) = 1, T( n + 1) = 22’r(“‘, 
Alors, d’aprbs le theoreme de hierarchic [ 11, il existe un langage A c {0}* reconnaiss- 
able par une machine de Turing en temps T mais non reconnaissable en temps 
log2 T. Nous considerons la fonction caracteristique Xx definie par 
T(1) &I T(l) T(n) . ..&j . ..&. . . . 
oti E- = ~~(0~) et 8 f(‘) = E,E, . . . .zi (T(i) fois). 
Albrs, pour tout: donnee de taille n, la recherche de l’entier k tel que 
ii, T(i) 
k+l 
Cn< C T(i) 
,=L 
co&e O(n). D’autre part, on a 
x,(n)=0 e xA(Ok)=O. 
Done le calcul de xX(n) cot%e O(n). 
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Nous supposons, en vue d’obtenir une contradiction, que L: est reconnu par une 
machine de Turing en temps polynomial. Soit k = C:i: T(i) et notons par U,J V, 
la kieme fraction de Farey. Alors 
u 
Fix e xJk+l)=O e ,Y~(O”)=O. 
k+l 
Comme 
-=& 
u k+l 
V 
oti i, s tels que k,+k,+. . .+k,+s=k+l, 
k+l qi,s 
nous deduisons alors que 1 uk+,l< 1 Vk+,( = 0( k + 1); par suite, puisque L: est reconnu 
par une MT en temps polynGmia1, la relation [ uk+r/ vk+, <x] a un cofit borne en 
temps par P(C:l: T(i)) oti P est un polyn6me. D’ou pour n assez grand 
n-1 
P iz, T(i) S 2T(n-1)= log, T(n). ( > 
Done ~~(0”) est reconnaissable en temps log, T(n); ce qui contredit le theoreme 
de hierarchic. 0 
Proposition 4.4. II existe un nombre re’el x, 0 s x s 1, tel que fX S,, xX. 
La demonstration de ce theoreme repose sur le resultat suivant. 
ThCor&me 4.5 (Specker [ 111). II existe LY et v deux fonctions rhzursives qui prennent 
seulement les valeurs 0 et 1 telles que la fonction 
v{,u.,(kzn et a(k)=O)} 
est non primitive r&cursive. 
Preuve de la Proposition 4.4. Soit xx(n) = a(n) que nous noterons xx := Ok01 k10k2 . . . 
oh a est une fonction donnee par le Theo&me 4.5 et ki comme dans la Section 2.2. 
Pour tout entier n, nous cherchons le premier entier k tel que k > n et ,yx( k) = 0. 
Comme ki =fX(i), on doit chercher un entier p tel que 
t fX(i)SnCpi’fX(i). 
i=l i=l 
Nous deduisons alors que 
si p est impair, 
sinon. 
Or, si fx est primitive recursive, la recherche de p est primitive recursive car p s n. 
Par consequent, pk(k 2 n et xX(k) = 0) le sera aussi. Ce qui, d’apres le Thtoreme 
4.5, fournit une contradiction. Nous avons ainsi trouve un nombre reel x tel que xx 
soit primitive recursive mais pas fX. 0 
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5. Nombres rdels primitifs rkursifs 
Dans cette section, nous comparons les diffkrentes formulations des nombres 
rkels. Nous montrons que si toutes ces classes sont identiques pour la notion de 
rCe1 rkcursif, il n’en est pas de mEme si l’on s’intkesse B la notion de rCe1 primitif 
rtcursif. 
Ko [4] a dCfini les ensembles R,,,( %T), Rbin( %) et R,,,( %) oti % est une classe de 
complexitt; nous introduisons les notations suivantes : 
l R,,,,( %?) = {x E [0, 11: 34 E %’ tel que A(x, +)}, 
. Rbin( %‘) = {x E [0, 11: B, E %‘}, 
’ Rcutbin( v) = {X E [O, 11: L E C>, 
l R,,,(%‘)={x~[0,1]: L:E%}, 
l R,,,,(q) = {x E LO, 11: .L E W 
et 
l REC: classes des fonctions recursives, 
l PR: classes des fonctions primitives recursives, 
l P: classes des fonctions calculables en temps polynbmial. 
Remarque 5.1. Dans [4], R,,,( %T) et R,,,( %‘) correspondent respectivement a R,,,,( %) 
et Rcutbin( q). 
Nous montrons les Propositions 5.2-5.4. 
Proposition 5.2. Toutes ces classes sont identiques pour la notion de Gel rkcursif: 
Preuve. Les Cgalites REutbin (REC) = Rbin( REC) = R,,,,( REC) ont et6 Ctablies par Ko 
[4], Rice [9] et E. Specker [ll]. I1 est clair que R,,,(REC) = R,,,,r,(REC). 
R,,,,( REC) = R,,,( REC) resulte immediatement de la Proposition 4.1(i). 0 
Proposition 5.3 
(1) RdPR) s R,,,(PR). 
(2) Rw,(PR) s Rcutain(PR). 
(3) R,u,,i,(PR) = Rbin(PR). 
(4) R,i”(PR) s Rww(PR). 
Preuve. La dkmonstration des rksultats (3) et (4) est exposke par exemple dans [4]. 
En ce qui concerne le resultat (l), R,,,,(PR) c R,,,(PR) resulte immediatement de 
la Proposition 4.1 (L: G prfx). D’autre part, d’aprbs les Propositions 4.2 et 4.4, 
L: -,rfx et fx g xx. Done Rcont (PR) s R,,J PR). Pour achever la demonstration, il 
suffit de montrer R,,,(PR) s R,i,(PR). Nous avons la proposition suivante. 
Proposition 5.4. II existe un nombre Gel x E R,,,(PR) tel que 3x G Rbin( PR). 
La demonstration de cette proposition repose sur l’argument suivant de 
Specker [4]. 
228 S. Labhalla 
Lemme 5.5. I1 existe une fonction cp(n) primitive r&ursive qui prend seulement les 
valeurs 0, 1, et 2 telle que la fonction 
a(n) = (p{~~(k~ n et cp(k) # 1)) 
est non primitive r.Gcursive. 
Preuve. Soit 
1 2v(n) cp(n)= 1 si a(n) =O, sinon, 
oh v(n) et (u(n) sont les fonctions definies au Theorbme 4.5. Alors, 
6(n)=2V{pUl,(k>n et a(k)=O)}. 
Done, d’apres le ThCoreme 4.5, 6(n) est non primitive recursive. 0 
Preuve de la Proposition 5.3. Soit 
cp(n) 
x=x--2;;-. 
n=l 2 
Comme 
2nEB, e cp(n)=l et 2n+lEB, @ cp(n+l)=2, 
alors x E R,i,(PR). Reste a montrer que 3x g R,,(PR). Posons 
Puisque I-J, est un rationnel de denominateur 22p au plus, on peut tcrire le developpe- 
ment dyadique de Up avec 2p chiffres fractionnaires. Soit up sa partie fractionnaire 
(suite de 0 et 1 de longueur 2p) 
(1) si cp(p+l)=l on a ap+,=opll 
(2) si cp(p+l)=O on a ap+,=apOO 
(3) si cp(p + 1) = 2 on obtient gp+, sous la forme Gp10 oh 3 est la partie fraction- 
naire du developpement de V~ + 1/22p (si ap s’ecrit rOlk alors Gp = ~10~). 
On note que dans les cas (2) et (3), TV+, se termine par un zero et on en deduit que 
dans ces deux cas les 2p + 1 premiers chiffres de a,,, resteront ceux de uk pour 
k > p + 1. On a alors un calcul de a(n) par les regles suivantes : 
(a) si cp(n)=l, 6(n)=2=2ngB,,. 
En effet, w(n) se termine par la suite 11 et le un sera change en zero seulement si 
le premier indice oti le cas 1 n’apparait pas, est du type (3). 
(p) sinon, cT(n)=2a2nEB3x. 
En effet, a(n) se termine par 0 qui sera ulterieurement change en 1 si et seulement 
si le premier indice oti le cas 1 n’apparait pas, est du type (3). 
Par la suite, si B,, est primitif recursif, G le sera aussi; ce qui, d’apres le Lemme 
5.5 fournit une contradiction. Done R,,,( PR) 5 Rbi,( PR) resulte immediatement. 0 
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6. Caractkrisation des nombres rkels primitifs rkursifs au sens des fractions continues 
Le but de cette section est de donner une caracttrisation de la classe R,,,,(PR), 
afin de construire deux nombres reels x, y de developpements en fractions continues 
primitifs recursifs tels que x + y n’admette pas un dtveloppement primitif recursif. 
DCfinition 6.1. Un nombre irrationnel x est primitivement recursivement irrationnel 
s’il existe une fonction v(n) primitive recursive telle que, pour tout rationnel m/n, 
on a 
m 
I I 
1 
x-- >- 
n v(n)’ 
ThBo&me 6.2. Soit x un nombre rkel; les conditions suivantes sont kquivalentes : 
6) x E R,,&‘RL 
(ii) x E R,,,,(PR) et il existe une fonction primitive r&cursive K telle que pour tout 
entier n, on a qn G K(n), 
(iii) x E R,,,,(PR) et [x est primitivement rkursivement irrationnel, ou x est 
rationnel]. 
Preuve. L’implication (i) + (ii) est Claire. Inversement, soit x = [a,; ur, u2, . . .] et 
soit p,/ qn le convergent de x d’ordre n. Par hypothese, il existe 4 primitive recursive 
telle que pour tout entier n, on a Ix - 4( n)l < 2-“. Si nous posons w(n) = 
K (n)( K (n) + K (n + l)), alors, puisque q,, 5 K(n), nous deduisons d’apres le Corol- 
laire 2.3(i) 
I I x_& > qn o(nl+l)>lx-b(w(n+l))l 
par suite 4(w(n+l)) doit etre entre p,/q, et p,,+,/q,,+,, ce qui prouve que x et 
+(w( n + 1)) ont m6me quotient partiel d’ordre sn. On sait que 
L Pn-] -q,-,+(w(n + 1)) Gz+, = 1 qn4(4n+1))-pn ’ 
P “+I = antlpn +pn-1, qn+,=GI+1qn+qn-1 
et les fonctions 4 et w sont primitives recursives, done a,, pn, qn sont primitives 
recursives. 
On montre maintenant l’implication (ii) + (iii). D’apres le Corollaire 2.3(i) et le 
Lemme 2.4, pour tout rationnel m/n, on a 
et done le resultat, en prenant 
v(n)=K(n)(K(n)+K(n+l)) oh K(n) majore q,,. 
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Inversement, on sait qu’il existe une fonction primitive recursive v(n) telle que, on 
a 
Vm Vn 
I I 
1 x2 >- 
n v(n)’ 
On peut supposer que v(n) est croissante, en remplaqant v(n) par VI(n) telle que 
Vi(O) = v(O), v,(n+l)=max(v,(n), v(n+l)). 
Nous posons K(n) la fonction primitive recursive definie par 
K(0) = 1, K(n+l)= v(K(n)). 
En raisonnant par recurrence sur n, nous demontrons, g&e au Corollaire 2.3(i) 
qu’on a 
Vn qn G K(n). 
D’oti le thtoreme. 0 
Nous en deduisons les propositions suivantes. 
Proposition 6.3. Soit x E R,,,,( PR) alors 
(i) pour tout entier m, mx E R,,,,(PR), 
(ii) pour tout rationnel m/n, x + m/n E R,,,,(PR). 
Remarque 6.4. Nous disons qu’un nombre reel x est primitif rkcursif au sens des 
fractions continues si et seulement si, x mod 1 est dans R,,,,(PR). 
Preuve de la Proposition 6.1. 11 est clair que mx, x + m/n E R,,,,(PR). D’apres le 
Theoreme 6.2, puisque x E R,,,,(PR), 1 i existe une fonction primitive recursive v(q) 
telle que 
VP vq I I 1 x-2 >- 9 v(q)’ 
D’oti 
Vm Vp Vq /mx-$/ =m ix-f/ >&, 
Vm Vn Vp Vq 
I I 
x+m_P > l 
n 4 v(w) 
ce qui nous permit de conclure a l’aide du Thtoreme 6.2. 0 
Corollaire 6.5. Soit x E R,,,,(PR) alors, pour tout entier a, b, c, d, on a 
ax+b 
-E L&‘R). 
cx+d 
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11 suffit de remarquer la d&composition suivant pour le dCmontrer : 
ax+b a b 
-==+ 
cx+d c+d/x cxtd’ 
Proposition 6.6. Chaque nombre reel primitif re’curszfau sens de Cauchy est la somme 
de deux nombres reels primitzfs recursifs au sens des fractions continues; c’est-a-dire 
Vx E R,,,,(PR) 3s, t E R,,,,(PR) tels que x = s + t. 
Pour dimontrer cette proposition, nous utiliserons un rksultat de Specker [ll]. 
ThCorkme 6.7. Chaque nombre reel primitif recursif au sens de Cauchy est la somme 
de deux nombres reels primitifs r&ursifs au sens de Dedekind; c’est-a-dire 
Vx E R,,,,( PR) Gls, t E R,,,( PR) tels que x = s + t. 
Preuve. Soit x un nombre rCe1 dans R ...J PR); alors il existe une fonction 4 primitive 
r&cursive telle que pour tout entier n, on a Ix - +(n)l s 2-(“-‘) ce qui donne 14(n) - 
$(n - 1)j c 2-” d’oti 
1”-2”(4(n)-4(n-l))+2<3. 
Nous conservons les notations dues g Specker [ll]. 
HO) = 2; P(n)=2”(+(n)-f$(n-1))+2; 
7r(n) = 
1 
0 si n est pair, 
1 sinon; 
w(n) = [v%]; e(n) = r(w(n)); 5-(n)=l-0(n); 
s= c e(i)q(i) 
et t=C 
7(i)ly(i) 
izL 2’ ial 2’ . 
On a x = s + t puisque, pour tout entier i, 0(i) + T(i) = 1. Nous allons montrer que 
s, t E R,,,(PR). Si 1 c k s 4n + 3, on a 7(4n* +4n + k) = 0 et par suite, 
4nz+4n 7(i)!P(i)+ 
t= 1 
7(i)?P(i) 
i=l 2’ 
C pi’ 
iZ4n2+8n+4 
En posant 
4d+4n 7.(i)!P(i) 
t(n)= C 2i , 
,=I 
alors 
nt-nt(n)=n 1 
T(i)P(i) 
iz4n2+8n+4 2’ 
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et par suite, 
O<nt-M(n)< 
2 ‘h&+3 i;, +i 
ou encore 
O<nt-nt(n)<& 
2 
d’oti lnt] = lnt(n)J car nt(n) a pour denominateur 24n2t4n. Alors, pour tout rationnel 
m/n, on a: 
m<nt e rn< LntJ e rns lnt(n)]. 
11 est clair que t(n) est primitive recursive, puisque les fonctions w, 7r, 0, r et V le 
sont; done la relation rns [nt(n)J est primitive recursive, ce qui permet de con- 
clure. 0 
Preuve de la Proposition 6.6. 11 reste a voir que s et t sont primitivement recursivement 
irrationnels, ce qui, d’apres le Theoreme 6.2, suffira pour conclure. Pour tout rationnel 
m/n, on pose 
4n2+4n T(i)P(i) A(n) 
t(n)= C 2’ =24n2+4n. 
i=l 
Alors, si m/n = t(n) on a 
I I t-n= c 7(i)?v(i) n rz4nZ+8n+4 2’ 
et par suite, 
I I t-n > 1 n 2 4r?+sn+43 
si m/n # t(n), on a 
et 
It-t(n)l= C 
ww)~ 
ia4n2+Sn+4 
2’ 24”2:*“+1 ,x, $ 
En utilisant l’inegalitt triangulaire 
I I t-E > 1 n 2 4n~+xn+43 
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pour tout rationnel m/n, on a 
4n2f*“+4. 
Par une mtthode semblable, s E R,,,,(PR). 0 
D’ou les resultats qui suivent sont immediats. 
Corollaire 6.8. I1 existe deux nombres reels x et y tels que Li, Lf, soient primitifs 
recursifs mais pas L:,,, . En particulier, il n’y pas de machine de Turing M utilisant 
les ensembles L: et LT, (comme oracle) qui reconnait L:,, de faGon primitive recursive. 
Corollaire 6.9. I1 existe deux nombres reels x et y tels que fX, f, soient primitives 
recursives mais pas fxty. En particulier, il n’y pas de machine de Turing M utilisant 
les developpements en fractions continues de x et y (comme oracle) qui produit de 
faGon primitive recursive celui de x + y. 
Remarque 6.10. Ce resultat illustre un phenomene bien connu des theoriciens des 
nombres : la difficulte de calculer le developpement en fractions continues d’une 
somme. 
7. Nombres reels calculables en temps polyncmial 
Dans cette section, nous considerons les classes R,,,,( ‘%), Rbin( me), Rcutbin(~:), 
R,,,( %‘) et R,,,,( %) pour % = P (voir Section 5). 
Nous avons la proposition suivante. 
Proposition 7.1 
(1) RAP) s R,,,(P), 
(2) R,,,(P) s Rcutbin(P), 
(3) RENtbin (P) = R,,,(P), 
(4) R,,,(P) 5 R,,,,(P). 
Preuve. Les resultats (3) et (4) ont CtC Ctablis par Ko [4]. La demonstration de (2) 
ne presente pas de difficult& Le resultat (1) decoule de la preuve de (ii) et (iii) de 
la Proposition 4.1. En procedant comme dans [ll, Theoreme 6.21, nous montrons 
le resultat suivant. 
Proposition 7.2. Pour tout nombre reel x element de R,,,,(P), il existe deux nombres 
reels s, t elements de R,,,(P) tels que x = s + t. 
Preuve. Nous conservons les notations de la section precedent; pour tout rationnel 
m/n, nous posons 
4k2+4k r(i)V(i). 
k = [log, n] et t(k) = C 
iz, 
2i , 
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alors, 
nt-M(k) = n 1 
r(i)Yqi) 
2’ ; 
par suite, en majorant n par 2k+1, 
d’oti ]ntJ = Lnt(/c)j et done, pour tout rationnel m/n, on a 
m<nt c=j IptG [ntj w rns Lnt(k>]. 
II est clair que t(k) est calculable en temps C:ty”” P(i) ou P est un polynome. 
Done la relation m s [nf( k)] est calculable en temps polynSmia1, ce qui permet de 
conclure. 
Par un raisonnement analogue, .s E R,,,(P). C! 
Corollaire 7.3. I1 existe deux nombres r-Gels x ef y fels que L:, Lf, sont calcuiables en 
temps polyGmia1 mais pas L’ .%+,,. En parficulier, il n’y pas de machine de Turing M 
atilisanf les ensembles L: et Lt (comme oracle) qui reco~naif L:.,, en tempspolyn~mia~. 
Definition 7.4. On dit qu’un nombre reel x est algebrique s’il existe un polyname 
Q(x) a coefficients entiers, tel que x soit racine de Q(x), 
Proposition 7.5. Tous les nombres algkbriques sanf dans R,,,(P). 
Preuve. Soit x un nombre algibrique, alors il existe un polyn~me Q de degre n tel 
que Q(X) = 0 et Q’(X) # 0. Nous limitons la demonstration au cas oti Q’(x) > 0. 
Alors il existe un intervalle I = (a/b, c/d) oh a, b, c, d E N, contenant x tel que, 
pour a/b < p < c/d, on a Q’(y) > 0. Pour decider si p/q E L: , nous avons besoin de 
comparer p/q 2 a/b et c,i d ; si p/q G a/b ou p,f q 3 c/d, alors, on peut decider que 
p/q <x ou non en temps O(lpl+lq~). Sinon, on a 
f<x e Q ; <Q(x) a Q $ ~0. 0 0 
Done la relation p/q<x a un co% borne en temps par O(jpI”+Iqj”). q 
Remarque 7.6, Soient R&J %), R&,( %), R$,,, ( Ce), R&,( G2) et R,*,,,( %) les extensions 
naturelies des classes R,,,,f %), Rbinf %>, Rcetbrn( %:>, R,,,( %) et R,,,,( U) respectivement 
de [0, l] sur]-a, +oo[. Par exemple, R&( ‘%) = {x E ]--CO, +a[: x mod 1 E R,,,( %‘)}. 
Specker [ 11) a montre que R$,,(PR) est un corps mais R&,(PR) n’est pas un 
anneau-Theo&me 6.7. On tire de la Proposition 5.4 (respectivement de la Proposi- 
tion 6.6) que R&tbi” (PR) (respectivement R,,,(PR)) n’est pas un anneau. Ainsi, du 
point de vue de l’arithmetique des reels, seuls les reels recursifs au sens de Cauchy 
sont operatoires. 
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