This paper proposes a novel approach for the classification of 3D shapes exploiting deep learning techniques. The proposed algorithm starts by constructing a set of depth maps by rendering the input 3D shape from different viewpoints. Then the depth maps are fed to a multi-branch Convolutional Neural Network. Each branch of the network takes in input one of the depth maps and produces a classification vector by using 5 convolutional layers of progressively reduced resolution. The various classification vectors are finally fed to a linear classifier that combines the outputs of the various branches and produces the final classification. Experimental results on the Princeton ModelNet database show how the proposed approach allows to obtain a high classification accuracy and outperforms several state-of-the-art approaches.
INTRODUCTION
Classification of 3D shapes is a long term research field but until recently there has been a limited interest on this task, specially if compared with the large efforts on the image classification problem. The recent widespread diffusion of consumer depth cameras has made the acquisition of 3D shapes a simple task available to everyone and this has largely increased the interest on the considered task. Furthermore the diffusion of advanced machine learning techniques, in particular Deep Learning techniques has allowed to obtain performances that were not possible with previous approaches.
This work proposes a novel deep learning architecture for the classification of 3D shapes exploiting a multi-branch Convolutional Neural Network (CNN). In order to use the 3D data into the CNN structure, first of all a set of different depth maps is built from the input shape. The depth maps are used as input for the CNN: each branch analyzes one of the depths by using 5 different layers of smaller and smaller resolution until a description vector is obtained. The rationale behind this strategy is to turn a pixel-wise classifier into an imagewise one by progressively reducing the resolution up to a single pixel representation where a single classification output is
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provided. We also propose a variant with the weights shared across two groups of branches, one for the side views and one for the top and bottom views, an approach never exploited before. Finally, the 6 vectors are concatenated into a single vector which is fed to a linear classifier in order to produce the shape classification.
RELATED WORKS
The retrieval and classification of 3D shapes has been the subject of a large amount of research works exploiting both global representation and local shape descriptors. An overview of the field can be found in review papers like [1, 2, 3] or by looking at the various editions of the SHREC 3D retrieval contest [4] . The widespread diffusion of deep learning approaches has allowed large improvements also in this field. Various recent works have exploited deep learning techniques and in particular Convolutional Neural Networks (CNN) for 3D object classification. In order to feed the 3D representation to a CNN it is firstly necessary to turn it into a representation suitable for the network structure. For this task two main strategies have been developed.
The first, used also in the proposed work is to render the 3D model from a set of viewpoints and then use the obtained silhouettes, images or depth maps as input to the deep learning framework. An example of this approach is the work of [5] that exploits a spherical parametrization to represent the mesh in a geometry image containing curvature information that is fed to the CNN. The work of [6] exploits the idea of representing the 3D object with a panoramic view and uses an ad-hoc CNN structure for this kind of images. In the work of [7] pairs of views of the object are used together with a second CNN for the selection of the best viewpoints. Another approach exploiting this strategy is [8] that extracts a set of color views from the 3D model and combines the information into a single shape descriptor using a CNN architecture.
The second strategy is instead based on the use of volumetric representations together with 3 dimensional CNNs applied on the voxel structure. The approach of [9] exploits a Convolutional Deep Belief Network to represent the input shapes as probability distributions on a 3D voxel grid. The approach of [10] jointly exploits Volumetric Convolutional Networks and Generative Adversarial Networks. The PointNet approach [11] uses density occupancy grids as input for a CNN that performs the classification. Volumetric occupancy grids are used by [12] together with a 3D CNN.
EXTRACTION OF THE INPUT DATA
The proposed algorithm works in two stages: a pre-processing stage where a set of 6 depth maps is extracted from the 3D model followed by a multi-branch Convolutional Neural Network (CNN) that performs the classification. The pre-processing stage is described in this section while the proposed CNN architecture will be the subject of next section. First of all, the bounding box of the input 3D model is computed. Then the 3D model is rendered from 6 different viewpoints, each corresponding to one of the 6 faces of the bounding box. For each of the 6 views we extracted the depth information from the z-buffer, thus obtaining 6 different depth maps for each object (see Fig. 1 ). The output depths have a resolution of 320 × 240, that in our experiments proved to be a reasonable trade-off between the accuracy of the representation and the computational effort required to train the neural network. The 6 depth maps represent the input for the proposed classifier. This representation allows to capture a complete description of the 3D shape with a smaller amount of data compared to volumetric schemes used in some competing approaches [12, 10] . Furthermore, the depth map has a greater information content if compared with the silhouettes of the shape. Notice that, assuming that the object is lying on the ground, there are 4 side views, a bottom view and a top view (we will exploit this fact in the next section). This corresponds to the fact that the object can rotate around the vertical axis but it is lying on the ground, a reasonable assumption for many real world objects. In order to improve the robustness of the proposed approach with respect to rotations we also augmented the training dataset by creating randomly rotated copies of the 3D models, but in our experiments this did not lead to improvements in the accuracy (this feature has been disabled in the presented results, however it can be useful in more generic situations). Finally local contrast normalization is applied to each input depth map independently. Fig. 1 . Example of the 6 depth maps used for the analysis of a chair 3D model.
DEEP NETWORK ARCHITECTURE
The proposed classifier takes in input the 6 depth maps and gives in output a semantic label for each scene. We developed an ad-hoc Convolutional Neural Network (CNN) structure for this task and its architecture is shown in Fig. 2 .
Fig. 2. Layout of the proposed Convolutional Neural Network
As common in many approaches [13, 14, 15] the network is made of two main parts, namely a set of convolutional layers followed by a linear classification stage.
In the first part there are 6 different branches, one for each of the input depth maps, that extract a local representation of the input by applying a sequence of convolutional layers. More in detail, each branch has 5 convolutional layers (CONV), each followed by a rectified linear unit activation function (RELU) and by a max-pooling layer (MAXP), except for the last layer. The first 4 convolutional layers have 64 filters all being 7x7 pixels wide. The max-pooling stages subsample the data by a factor of 4 in each dimension in the first 2 stages and of 5 in the third one. The last pooling operation uses a factor of 4 in the horizontal direction and a factor of 3 in the vertical one. The rationale of these values is to progressively reduce the resolution of the data until a single descriptor vector is obtained for each image. In this way, in the first layer the full resolution is exploited while at the end we obtain a single classification hypothesis for the whole image that is the required output. This approach also allows to limit the computational resources required for the training since in the inner layers the resolution is strongly reduced. The last convolutional layer has a single pixel input (in fact there is no spatial convolution) and 128 filters. It does not have any activation function and it produces a 128 elements descriptor for the considered depth map.
For what concerns the weights of the convolutional filters we decided to explore two variants of the proposed approach. In the first one each branch has its own set of weights, differently from other approaches where weights are shared [13, 14] . This allows to exploit the fact that different views can capture different features of the 3D objects but also requires a larger number of parameters and thus a higher computational effort for the training,
In the second variant we exploited the previous observation that the top and bottom views typically captures different features than the side ones and we used a shared set of weights for the 4 side views and a different set for the top and bottom ones. This proved to be a good trade-off allowing to obtain results similar to the previous one with a reduced training time and is more coherent with the idea of obtaining rotation invariance at least around the vertical axis.
The 128-elements descriptor vectors of the 6 depth maps are then concatenated in a 768-elements vector and fed to a final softmax classifier with weight matrix of size 768 × n c and no bias, where n c is the considered number of classes (10 or 40 in the results dataset).
The network is trained end-to-end to produce a labeling of each 3D shape by assigning it one out of the n c different categories. To this aim, a multi-class cross-entropy loss function is minimized throughout the training process. We set a limit of 100 epochs, even if the optimal solution is typically reached earlier.
EXPERIMENTAL RESULTS
In order to evaluate the performance of the proposed approach we used the Princeton ModelNet database [9] . Two different subsets of this database are typically used for the 3D shape classification task.
The ModelNet10 subset contains 4899 3D models divided into 10 different categories. The training subset is made of 3991 samples while 908 are used for testing. The second column of Table 1 reports the results of our approach compared with some very recent state-of-the-art approaches on this subset (all the compared approaches are from the last two years). Our approach has a very high average accuracy of 91.6% outperforming most of the compared approaches except for [12] and [7] that obtain better results but with very limited improvements of 0.4% and 1.2% with respect to our method. Furthermore, if the weights are shared between the side and top views as proposed in Section 4 the performance remains roughly the same (91.5%) even if the number of parameters in the network is reduced by almost a factor of 3.
The confusion matrix for the proposed approach on the Approach ModelNet10 ModelNet40 3DShapeNets [9] 83.5% 77.0% DeepPano [6] 85.5% 77.6% VoxNet [12] 92.0% 83.0% Pairwise [7] 92.8% 90.7% 3D-GAN [10] 91.0% 83.3% Geometry Image [5] 88 ModelNet10 database is shown in Table 2 while some examples of correctly and wrongly classified objects are shown in Fig. 3 and Fig. 4 respectively. The average accuracy is very high on most classes. Some of them are almost perfectly recognized, e.g., the chair or monitor classes. On the other side some critical situations exist, for example the confusion between the night stand and the dresser classes, an expected issue since these two classes have very similar shapes (see the first example in Fig. 4 ). Another example of challenging recognition is the distinction between the table and desk classes. In several instances these classes share the basic structure of a flat surface with four legs supporting it, as in the example of Fig. 4 . However most samples in these classes are correctly recognized even if some errors are present. Table 3 contains the confusion matrix for the case where the weights are shared. Results are similar with a small improvement in the most critical classes at the expenses of a slightly lower accuracy on the well recognized ones. Table 2 . Confusion matrix for the proposed approach (with independent weights) applied on the ModelNet10 dataset. Night stand 221 Table 470 Dresser 241 (Dresser) ( Desk) ( Monitor) Fig. 4 . Examples of objects wrongly recognized by the proposed approach (the last row reports the recognition from the proposed approach).
divided in 40 different classes. In this case 9843 samples are used for training and the test set is made of 2468 models. Results on this dataset are in the last column of Table 1 .
As expected the average accuracy on this more challenging dataset is lower, i.e., 87.6% and 87.8% with independent and shared weights respectively. However the accuracy remains very good with a drop of just around 5%, even if this time there are 4 times more classes. Furthermore, as in the previous case, the two versions of the proposed approach have very similar performance. If compared with the competing approaches, the results in this case are even better and only the approach of [7] is able to outperform the proposed one.
Notice that the approach of [7] uses a quite complex strategy for the selection of the rendering viewpoints instead of the simpler approach in this work, that is probably the reason for the performance gap. The average accuracy for each single class is shown in Table 4 : it is high on most classes for both versions of the approach, however for a few of them (e.g., the flower pot and radio classes) the results are low. These correspond to classes with a very limited amount of training samples and a large variability between the samples for which the algorithm is not able to properly learn the structure. Finally concerning the training time, it is about 8 hours on the ModelNet10 dataset and 22 hours on the larger ModelNet40 subset (the employed system has an i7-970 CPU at 3,2Ghz and an NVIDIA Tesla K40 GPU).
CONCLUSIONS
In this paper we proposed a deep network architecture for 3D objects recognition. We used different branches to capture multiple depth maps extracted from the object and we progressively analyzed the data at smaller and smaller resolution until a single classification output is produced for each view. A final classification layer combines the outputs and produces the classification. The proposed approach is fast and requires a relatively small training effort, specially if the proposed weights sharing approach is employed, however it outperforms several recent state-of-the-art approaches.
Future work will focus on achieving a better invariance to the object pose by using a more advanced strategy for the selection of the input views. We will also consider the combined usage of different clues including color information and surface orientation properties. 
