The implementation of modular invariance on the torus at the quantum level is discussed in a group-theoretical framework. Two cases must be considered, depending on the cohomology class of the symplectic form on the torus. If it is of integer cohomology class n, then full modular invariance is achieved at the quantum level only for those wave functions on the torus which are periodic if n is even, or antiperiodic if n is odd. If the symplectic form is of rational cohomology class n r , a similar result holds -the wave functions must be either periodic or antiperiodic on a torus r times larger in both direccions, depending on the parity of nr. Applications of these results to the abelian Chern-Simons theory and Fractional Quantum Hall Effect are discussed.
Introduction
Algebraic Quantization (AQ) (see [A-N-R, A-C-G] ) is a group-theoretical procedure developed for quantizing systems with constraints (both first-and second-class) in a firstquantize-then-constrain basis. The starting point is the group G of quantum symmetries of the unconstrained system, which is a central extension by U(1) of the group G of classical symmetries of the unconstrained system. From G , a subgroup T , called the structure group, is selected for defining the constraints. For convenience, T is chosen to include the U(1) subgroup of the central extension, which accounts for the phase-invariance of Quantum Mechanics (U(1)-equivariance), in such a way that G /T is the classical reduced phase-space of the constrained system 1 . The quantum Hilbert space H T for the constrained system is defined by selecting, from the Hilbert space H associated with a unitary irreducible representation U( G ) of G , those wave functions that transform irreducibly under a given unitary irreducible representation D(T ) of T . We shall say that these wave functions satisfy the T -function condition (or T -equivariance condition), which has the general form:
where the index α in D ranges over the setT , the Pontryagin dual of T -that is, the set of all unitary irreducible representations of T . Precisely stated, α will be allowed to vary along the subsetT U ⊂T of those representations which are contained in the restriction of U( G ) to T ; otherwise the constraints would be inconsistent and the constrained Hilbert space H T would be trivial. In particular, the representation D α , when restricted to the subgroup U(1) ⊂ T , should be the natural (faithful) representation of U(1), D α (ζ) = ζ , ∀ζ ∈ U(1). That is, the T -equivariance condition must contain the U(1)-equivariance condition.
Both the unitary irreducible representations U( G ) and D(T ) can be obtained, for instance, by using the Group Approach to Quantization (GAQ) technique (see [A-N-R] and references therein), which uses the method of polarizations (see below) to reduce the left-regular representation of the group acting on U(1)-equivariant complex functions on the group G .
An important concept that we are forced to introduce is the notion of good operators, defined as those preserving the constrained Hilbert space H T . It is clear that, since H T is in general smaller than H, not all operators in G will preserve it; otherwise the representation U( G ) would be reducible. It is difficult to give a general characterization of these operators (for instance, there can be operators preserving H T which belong neither to G nor to its enveloping algebra, escaping to any algebraic or differential characterization), but we can find all good operators in G simply by considering the little group of the representation D α (T ) of T -that is, the subgroup G good of elements g g that send the representation D α (T ) to an equivalent one under the adjoint action:
Note that this definition generalizes the (sufficient) ones given in 
also proves to be necessary. This characterization reproduces the standard one for the case of first-class constraints, for which T = C × U(1), where C is the subgroup of constraints (U(1) only accounts for the phase-invariance of Quantum Mechanics). If we choose for C the trivial representation (for U(1) the natural representation must always be chosen), then
This condition gives G good as the normalizer of the constraints, as it is usually the case. However, if a non-trivial representation of C is chosen, the subgroup of good operators can be smaller from the normalizer of the constraints, revealing a strong dependence of G good on the representation D α (T ) of T and, therefore, we should use the more precise notation G α good for the subgroup of operators preserving the reduced Hilbert space H α T . Note that, from the very definition of little group, G α good ⊂ N T , ∀α ∈T U , where N T is the normalizer of T in G , so that the appropriate place to look for good operators will be in N T .
It is useful to examine the case in which C is an invariant subgroup of G and we choose D(T ) to be the restriction of U( G ) to T (or U( G ) to be the induced representation by D(T )). Then the constraints are trivial; i.e., they do not imply additional restrictions on the wave functions, and the constrained and unconstrained Hilbert spaces coincide. Moreover, the subgroup of good operators turns out to be the whole G . In this case, C is called a gauge group (see [N-A-C]) .
A separate study is warranted by the case when T cannot be written as C × U(1), for instance when T is a non-trivial central extension of C by U(1). In this case, C contains canonically conjugated variables, and the constraints are of second class. This case, also contemplated in [A-N-R, A-C-G], shall be studied insection 3.2.
It should be noted that the same programme can be carried out considering the Lie algebrasG of G and T of T , when these are simply connected groups. In this case, the treatment becomes simpler, since the representations dU(G) and dD(T ) are easier to obtain. In general, however, the treatment is more involved, not only because the good operators can lie in the enveloping algebra, but also because the constraints themselves can be defined through higher-order differential equations [A-C-C] . But all these cases can be handled with a direct generalization of AQ Thus, AQ can be applied to constrained systems, irrespective of the type (first-or second-class) of constraints. Some examples of application of AQ can be found in [A- N-R] , where parity in a two-particle system was introduced to obtain both bosonic and fermionic quantizations, and diffeomorphisms constraints to obtain the bosonic string.
Other interesting examples for applying AQ are those systems in which the configuration or phase-spaces are multiply connected and the group G of quantum symmetries of the simply connected counterpart (universal covering) is known. If P is a multiply connected phase space which is homogeneous under a group G of symmetries, then P is locally diffeomorphic to a coadjoint orbit of G, or of a central extension of G by U(1) or R, G [K] . For the first case, if H is the isotropy group of P , G/H is locally diffeomorphic to P . If we choose G appropriately (taking coverings, if necessary) in such a way that G/H is simply connected, then P is the quotient of G/H by π 1 (P ), the first homotopy group of P . For the cases in which P is locally diffeomorphic to a coadjoint orbit of a central extension G of G, and if G is choosen (taking coverings) in such a way that this orbit is simply connected, then P is the quotient of G /H by π 1 (P ) × U(1) (or R). Then C = π 1 (P ) and T = C × U(1).
However, if P is not the cotangent bundle of any configuration space (as, for instance, with the sphere or the torus as symplectic manifolds), then it could well happen that π 1 (P ), as a subset of G (we should not forget that all operations of taking quotients are done in G , and therefore we must consider the embeding of π 1 (P ) in G , and this could not be a group), contains canonically conjugated pairs. In this case, T is a central extension of C by U(1) and the constraints are of second class. However, if the representation D of T is finite-dimensional (see Appendix A), even though T defines second-class constraints, the treatment follows as though they were first-class, though non-abelian.
In [A-C-G] the quantization of the Heisenberg-Weyl (H-W) group with constraints was considered and the particular case of the H-W group on the torus was studied. Now, we wish to implement modular invariance on the torus at the quantum level. Clearly, modular transformations on the torus are the SL(2, Z) subgroup of the group SL(2, R) ≈ Sp(2, R) of linear symplectic transformations of the plane which preserves the torus. Therefore we can implement them in the formalism of Algebraic Quantization considering the Schrödinger group (or Weyl-Symplectic group, see [A-N-B-L]) W Sp(2, R) as the symmetry group of the unconstrained system and imposing the appropriate constraints to obtain a torus as the (reduced) symplectic manifold, pretty much in the same manner as in [A-C-G]. Then we expect to obtain modular transformations as good operators, i.e. those preserving the Hilbert space of wave functions satisfying the constraints. However, to obtain full modular invariance, we must impose some restrictions on the parameters of the theory. As in [A-C-G], three different cases should be considered, depending on the cohomology class of the symplectic form on the torus, which can be either integer, fractional or irrational. Only the integer and fractional cases will be considered here, since the irrational one is of no interest from the physical point of view.
These results are applied to 2 + 1D abelian Chern-Simons theory and compared with the ones obtained in the literature, and to the Fractional Quantum Hall Effect. In the latter case, the relation between the filling factor ν and our n/r is given, explaining the importance of Laughlin's parent states with ν = 1/q. Under certain assumptions, modular invariance could explain the odd denominator rule for these parent states.
The present paper is organized as follows: In section 2 we study the Schrödinger group without constraints and compute the metaplectic (or spinor) representation with the help of a higher-order polarization. Section 3 is devoted to the determination of the constrained Hilbert space and good operators when the phase-space is constrained to be a torus. Two cases are considered, the one for which the symplectic form on the torus is of integer cohomology class n (section 3.1), where full modular invariance is obtained only when the wave functions are periodic for n even or antiperiodic for n odd, and the case of symplectic form of rational cohomology class n r (section 3.2), where full modular invariance is obtained only when the wave functions are periodic for nr even or antiperiodic for nr odd. Here periodicity and antiperiodicity are understood in a torus which is r times larger in both directions. Finally, applications to 2 + 1D abelian Chern-Simons and to the Fractional Hall Effect are given in sections 4 and 5, respectively. In a separate Appendix, we study the representations of the subgroup T both for the integral and fractional case.
The Schrödinger group
To perform a global-coordinate treatment of the problem, we shall start by considering matrices S ∈ GL(2, R) instead of SL(2, R), and the condition for these matrices to belong to SL(2, R) will appear naturally. A group law for the Schrödinger group can be written as:
, Let us quantize this system using GAQ, whose principal ingredients will be introduced as needed (see [A-N-R] for details). From the group law, the left-invariant vector fields associated with the coordinates x 1 , x 2 , A, B, C, D, ζ,
as well as the right-invariants ones,
can be obtained. The commutation relations for the (left) Lie algebra are:
From these commutation relations we see that two linear combinations of vector fields can be introduced,
D is a central generator, which is also horizontal (see below), and therefore is a gauge generator (see [N-A-C] ). In fact, it coincides with its right version, as is always the case for a central generator.
We define the Quantization 1-form Θ as the vertical component (dual to the vertical generator Ξ, in this basis) of the canonical 1-form of the Lie algebra:
The 2-form dΘ defines a presymplectic form on G , and its value at the identity, Σ = dΘ| e , is a 2-co-cycle of the Lie-algebra, and it can be used to characterize the central extension (when the group G is simply connected). A subalgebra is said to be horizontal if it lies in the kernel of Θ. The characteristic subalgebra is defined as G Θ = KerΘ ∩ KerdΘ, and in this case it has the form:
Note that dΘ/(KerdΘ) defines a true symplectic form in R 2 . We define the representation U( G ) of G to be given by the left regular representation on complex wave functions over G , satisfying the U(1)-function condition ΞΨ = iΨ (phase invariance of Quantum Mechanics). This representation is obvioulsy reducible, and additional restrictions should be imposed on the wave functions in order to obtain an irreducible representation. These are accomplished by the polarization P, defined as a maximal horizontal left subalgebra ofG. The condition X L Ψ = 0, ∀X L ∈ P leads, in general, to an irreducible representation U( G ) acting on the Hilbert space H of complex polarized functions on the group satisfying the U(1)-function condition.
However, there are groups, called anomalous (
, for which this representation U( G ) so obtained is not irreducible, and a generalization of the concept of polarization is required for them. This task is acomplished by means of higher-order
, which admit elements of the left enveloping algebra to enter into them.
The system we are studying is an example of anomalous system (see
, and a higher-order polarization is required to obtain an irreducible representation. There are essentially two of them 2 , given by:
If we choose, for instance,X L x 1 to be in the polarization, the polarization equations are:
The first of these equations has as solutions those complex wave functions on the group GL(2, R) which are defined on SL(2, R), as expected. Therefore, the solutions of this equation have the form:
where a ≡
, with ad − bc = 1. To proceed further in solving the polarization equations, it is convenient to introduce local charts on SL(2, R). We choose them to be the ones defined by a = 0 and c = 0, respectively 3 . The first chart contains the identity element I 2 of SL(2, R), and the second
The solutions to the the polarization equations are given by:
• For a = 0:
where
, with χ satisfying the Schrödinger-like equation
• For c = 0:
wherex
The element J represents a rotation of π 2 in the plane (x 1 , x 2 ), and takes the wavefunction from one local chart to the other 4 . Obviously, J 4 = I 2 , but acting with J on the wavefunctions we obtain:
from which the result Ψ(J 4 * g) = −Ψ(g) follows, that is, the representation obtained for the subgroup SL(2, R) is two-valued. This representation is the well-known metaplectic or spinor representation. The metaplectic representation is for SL(2, R) as the 1 2 -spin representation is for SO(3) (see [F] and references therein, and also [K] ).
The Schrödinger group on the torus
Once we have obtained the polarized wave functions and therefore fixed the unitary and irreducible representation U( G ) of G and the unconstrained Hilbert space H, we have to impose the appropriate constraints to reduce the phase space to a torus. This task is achieved by the structure group T , which is a fibre bundle with base Γ L ≡ {e k , k ∈ Z ×Z} and fibre U(1), where e k are translations of x by an amount of
, in such a way that G /T is essentially the torus.
5 The fibration of T by U(1) depends on the values of m, ω, L 1 and L 2 , and is, in general, non-trivial.
The following task is to obtain the irreducible representations of T . These are studied in detail in Appendix A, and here we shall report only the main results. The form of the representations of T depends strongly on its structure as U(1) bundle with base Γ L (which plays the role of constraints C), and this is determined by the character of the adimensional parameter
, in such a way that:
, and therefore all its representations are 1-dimensional.
ii) fractional case:
, where n and r are relative prime integers (with r > 1). In this case T is not abelian, but its representations are of finite dimension.
iii) irrational case:
= ρ, where ρ is an irrational number. In this case, T is not abelian and possesses representations (the ones which are compatible with the U(1)-function condition) of infinite dimension.
The irrational case will not be considered here, since it is not useful from a physical standpoint.
The Integer case
We shall consider first the integer case, for which
= n ∈ Z and the structure group is T = Γ L × U(1), Γ L being a subgroup isomorphic to Z × Z. This case leads to a symplectic form on the torus of integer cohomology class n (and therefore the torus is quantizable according to Geometric Quantization), and n can be interpreted as the Chern number of a U(1)-bundle over the torus (see [A-C-G] ).
The representations of T (compatible with the U(1)-function condition) for the integer case are easily computed (see Appendix A), and have the form:
where ϕ 1 , ϕ 2 ∈ [0, 2π) parameterize the inequivalent representations of the subgroup Γ L ≈ Z × Z. They are the analogue of vacuum angles in Quantum Chromodynamics (see, for instance, [P] ). The T -function conditions are written as
They can be interpreted as periodic boundary conditions, selecting those wave functions in H which are quasi-periodic; i.e., picking up a phase e iϕ 1 when translated by L 1 and e iϕ 2 when translated by L 2 . This condition reduces to Ψ 0 (g T * g) = ζΨ 0 (g) if the trivial representation for Γ L is chosen (strictly periodic boundary conditions). As in [A-C-G], the rest of non-equivalent representations can be obtained by acting with those finite translations which are not good operators. We are not interested in their explicit form, so we refer the interested reader to [A-C-G] for the details of the computations.
The solutions to the T -function condition for the trivial representation are those functions Ψ of the form (15) for which χ(τ, y) is of the form:
and a k , k = 0, 1, . . . , n − 1 being arbitrary coefficients. We can write these in a form which resembles the one obtained in [A-C-G], where we considered only the Heisenberg-Weyl subgroup:
L 2 ). For the local chart at J (c = 0), we could follow the same procedure or simply transform the wave function acting with J. The result obtained is completely analogous to the one obtained in the local chart at the identity. Therefore, the constrained Hilbert space H T is finite dimensional, with a basis of n independent functions, {∆ 0 k } n−1 k=0 . Now we have to compute the good operators, those preserving the Hilbert space H T of polarized wave functions verifying the T -function condition. We should look for good operators in the normalizer of T in G . In this case (this result is also valid for the fractional case), we have:
which implies that N T is the semidirect product of SL(2, Z) on the H-W group.
Since T is abelian, the caracterization (2) reduces to (3), and this leads to the condition:
With regard to the H-W subgroup (i.e. with a = d = 1 and b = c = 0), we get the same result as in [A-C-G]:
, with k 1 , k 2 ∈ Z. This implies that
withη 1 ≡ e (1,0) andη 2 ≡ e (0,1) , for any values of the vacuum angles ϕ 1 and ϕ 2 . These operators can be interpreted as the Wilson loops in a Chern-Simons theory on the torus (see section 4 and [P, I-L] ). When studying the SL(2, R) subgroup (i.e. with x 1 = x 2 = 0), we can proceed in two ways. Either we can determine for which values of ϕ 1 and ϕ 2 we obtain the full modular group SL(2, Z) as good operators, or we can compute G ϕ good for given values of ϕ 1 and ϕ 2 .
In the first case, from (25) we easily deduce that modular invariance is achieved for ϕ 1 = 2πm 1 , ϕ 2 = 2πm 2 if n is even and for ϕ 1 = π(2m 1 + 1), ϕ 2 = π(2m 2 + 1) if n is odd, with m 1 , m 2 ∈ Z. Clearly, since the vacuum angles are defined modulo 2π these correspond to ϕ 1 = ϕ 2 = 0 or periodic boundary conditions for n even and to ϕ 1 = ϕ 2 = π or antiperiodic boundary conditions for n odd. This is an interesting results, since it reflects the fact that good operators really depend on the particular representation D ϕ of T we are considering. The group G good of good operators for these cases would be obtained by taking the product of elements of SL(2, Z) with those of W given by (26). But from (25) we see that there are a few more good operators which cannot be obtained in this way. Altogether, we obtain the following group of good operators for ϕ 1 = ϕ 2 = 0 with n even and for ϕ 1 = ϕ 2 = π with n odd. :
The computation of G ϕ good for arbitrary values of ϕ 1 , ϕ 2 is a bit more involved. We have seen that the subgroup W given in (26) is always included in G ϕ good , so we have only to consider the SL(2, Z) subgroup. It is easy to see that if both are irrational, then only the identity matrix in SL(2, Z) is a good operator, so there is no hint of modular invariance for this case. If are rational, then the good operators are given by the subgroup of modular transformations satisfying the following diophantine equations:
The Fractional case
For the fractional case, we shall restrict ourselves to the determination of the subgroup of good operators. The computation of the explicit form of the constrained wave functions can be performed along the guidelines of the previous section (they are essentially the ones given in [A-C-G] for the H-W group), using the representations of T given in Appendix A. The dimension of the Hilbert space turns out to be nr, and can be considered to be a n dimensional Hilbert space made of vector-valued wave functions, r being the dimension of the vector space.
To determine the subgroup G good of good operators, we make use of the caracterization (2) for the litle group, where now, since the representations are of dimension r, the equivalence can be established through a non-trivial unitary matrix V (g g ).
First, we compute, for
and then we must find for which g g ∈ N T we have
where the representations D ϕ for the fractional case (obtained in Appendix A), are given by:
We proceed as in the integer case, first computing the good operators in the H-W subgroup. Then the previous equation is written:
This equation is the same one which states the equivalence of the representations D
and D (0,0) and, therefore, making use of the results given in Appendix A, we find that
, with k, k ′ ∈ Z. This implies that the subgroup W given in (26) is included in G ϕ good for all values of ϕ 1 , ϕ 2 ∈ [0, 2π r ). As far as the SL(2, Z) subgroup is concerned, we shall determine only the conditions under which full modular invariance is obtained as good operators, and for this purpose we shall make use of the fact that SL(2, Z) is generated by two modular transformations:
Determining under which conditions these two transformations are good operators will tell us when the theory is fully modular-invariant. For g 1 we obtain the condition:
For this condition to hold, it is necessary that ϕ 1 = 0 if nr is even, or ϕ 1 = π r if nr is odd. For the first case, the unitary matrix V (g 1 ) has the form V (g 1 ) ij = ω δ ij . For g 2 to be a good operator, we obtain the condition:
Again, for this condition to hold it has to be ϕ 2 = 0 if nr is even or ϕ 2 = π r if nr is odd. The unitary matrix V (g 2 ) has the form: 
where (A 1 2n r ) ij = e iπ i−1 r δ ij . It should be stressed that the values of ϕ for which full modular invariance is obtained correspond to wave functions which are periodic if nr is even, or antiperiodic if nr is odd, where these boundary conditions should be understood with respect to translations by rL 1 and rL 2 .
Note also that the matrix representation V (g 1 ) and V (g 2 ) obtained for g 1 and g 2 (and therefore for the whole SL(2, Z) group) corresponds to their action on the r-dimensinal vector space. The complete action of any modular transformation on the wave functions (through nr × nr matrices) decomposes, thus, in a tensor product of a n × n matrix and a r × r matrix, each one acting on different indices of the wave functions [I-L] .
This structure of tensor product of the Hilbert space suggests a duality under the interchange of n and r. Indeed, the set of Wilson loops (26) for the theories characterized by n/r and r/n are isomorphic. Since all the information of the theory is contained in the Wilson loops (they are the only observables of the theory), we could say that the two theories are equivalent. The case n/r = 1 would, of course, be self-dual. Moreover, as pointed out in [I] , if we denote by A n r the (group) algebra generated by A and B satisfying
then we have A 1/(nr) = A n r × A r n . Therefore, the algebra of Wilson loops, besides being the same for a theory with T = A n r and T = A r n , is given by the direct product of both (commuting) algebras.
2 + 1D abelian Chern-Simons Theory
As a first application of our results, let us consider a pure topological field theory on the torus.
Let M be a globally hyperbolic three-dimensional manifold, M = Σ × R, where Σ is an orientable two-dimentional manifold.
The action for an abelian Chern-Simons theory is given by [W, P, I-L]:
where A is a one-form in M which takes values on the Lie algebra K of an abelian Lie group K. It is straightforward to check whether the action S ACS is invariant under gauge transformations A → A + dΛ for any Λ : M −→ K. The equations of motion are:
the solution of which is the vector space S ACS of all flat connections on M.
Since the exterior derivative d commutes with the pullback operator * , if f is a diffeomorphism of M, and A ′ , A ∈ S ACS , then A ′ + f * A is also a solution of (38). This vector space of solutions can be endowed with a symplectic structure by means of a symplectic form
A σ is a divergenceless current which ensures the independence of Ω ACS (A ′ , A) on the Cauchy hypersurface Σ chosen to perform the integration.
With this information, we can propose a quantizing group G ACS for this theory, the composition law of which is:
i.e., the extension by U(1) of the semidirect product S ACS ⊗ s Diff(M). The characteristic subgroup of this group proves to be G c(ACS) = {(f, A, 1)/ A = dΛ for some Λ : M → K}, which contains the gauge group of the theory. Thus, the polarization conditions (which contains the characteristic subgroup) imply that wave functions depend only on topological and gauge invariant quantities. For this kind of theory, it is well known that all gauge-invariant information of a connection can be extracted from the Wilson loops defined by:
for any loop γ in Σ. Since connections A are flat, the Wilson loops will depend only on the homotopy class [γ] ∈ Π 1 (Σ) of the corresponding loop γ. For Σ = S 1 × S 1 and K = U(1), the homotopy classes [γ] are generated by two elements, [γ j ] j = 1, 2, representing loops (with winding number one) around each one of the two cycles of the torus. In this way, the Wilson loops (41) are given by:
where n j is the winding number of γ around the cycle j, and a j are local parametrizations of A j corresponding to the decomposition A( x, t) = ∇U( x)+ a(t) in terms of single-valued functions U on the torus with values on the gauge group K, and variables a j depending only on time. We should note that the quotient by the gauge transformations has been taken only partially because there are extra global (large) gauge transformations, In summary:
• The coupling constant k plays the same role as the quantity φ ≡
in the Schrödinger group on the torus, determining the character of the resulting (finitedimensional) Hilbert space.
• The set of Wilson loops (42) takes part of the set of good operators in our language.
More precisely, they are the analogue of the set W given in (26).
• The group of large gauge transformations is the analogue of the structure group T . When the coupling constant k is fractional, this gauge group is called anomalous [I-L] because of its non-abelian character due to the non-trivial fibration for this case, as oposed to the original abelian gauge group K.
• The characteristic subgroup of T corresponds, as already mentioned, with the set of Casimir operators of the theory, the indices ϕ 1 , ϕ 2 (vacuum angles) of which parametrize non-equivalent quantizations of the theory.
The Chern-Simons theory constitutes a particular example of a drastic reduction of the number of original infinite (field) degrees of freedom to a finite number (which, in addition, contain a finite number of states, due to the compactness of the phase space when restricted to the torus), as a consequence of a huge gauge invariance which kills all of them except for the topologic ones.
Further comments
Comparing our results with those in the literature, we find full agreement with Ref. [P] , in the context of U(1) Chern-Simon theory on the torus, as far as the integer case is concerned. For the fractional case, we have a different result, since in [P] , modular invariance is obtained only for n even (and any value of r). We believe that the difference lies in the range of inequivalent representations for T , which we found to be smaller due to the non-trivial unitary transformations A 1 n r and B m 0 r , given in Appendix A. This problem was also studied in Ref. [I-L] (also in the context of U(1) Chern-Simons theory and anyons on the torus), where full modular invariance was obtained for both the integer and fractional case, but they claimed that the vacuum angles always have to be for odd nr, corresponding to periodic and antiperiodic boundary conditions, respectively. Therefore, their results completely agree with ours.
In [I] , a non-abelian Chern-Simons theory is considered, with gauge group SL(2, R). When restricted to the torus, they obtained essentially the same results as ours and those of [P, I-L] with respect to the Hilbert space and the set of observables (good operators), because the reduced phase space of the theory is almost the space of flat connections of an abelian gauge group.
Modular invariance in Fractional Quantum Hall Effect
The Heisenber-Weyl group (H-W) is the underlying symmetry of an infinite two-dimensional non-interacting electron gas in a perpendicular magnetic field H. This symmetry is realized through magnetic translations in the two spatial directions for which the commutator is [x 1 ,x 2 ] = imω/h, where ω = eH/mc is the cyclotron frecuency. However, the global character of wave functions in Quantum Mechanics forces us to consider the actual geometry, topology indeed, of the experimental device designed to measure the conductance in the Quantum Hall Effect. Figure 1 , taken from Ref. [T] , represents the scheme for such a device, which proves to be a punctured torus. It should be stressed that we are naturally concerned with a physical torus living in R 3 , and not only the mathematical torus usually considered in studying particles moving on any two-dimensional periodic system (as considered in Sec. 3), obtained from R 2 by topological surgery. Although from the mathematical standpoint, the difference is only metrical, in the real world, particles moving on this experimental device also suffer from ordinary R 3 manipulations, such as rotations, under which the spin character can emerge.
This quantum system was extensively studied by [T-K-N-N, QN-T-YSW] , who found that the Hall conductance σ x 1 x 2 calculated from the Kubo-Greenwood formula, was a topological invariant [in the sense that it is unchanged under a variation of the potentials so long as the Fermi gap is kept open]; more precisely, an integral (ν) multiple of e 2 /h. Later this integral ν was recognized as the first Chern class of a U(1) principal fiber bundle on a torus T 2 [A- S-S] ; the fibres are the magnetic Bloch waves and the torus corresponds to the magnetic Brillouin zone ϕ 1 , ϕ 2 ∈ [0, 2π). A generalization of these ideas was necessary when fractional values of ν (the filling factor) where detected in experiments at higher magnetic fields, thus leading to the developement of the Fractional Quantum Hall Effect (FQHE) as opposed to the Integral Quantum Hall Effect (IQHE) (see [P-G, C] and references therein).
The striking feature of the above results was that all filling factors ν = p/q apppeared with odd denominators q, a fact that was attached to the fermionic character of the carrying system, whereas even denominator filling factors were expected to appear in a system of bosons. In this way, the odd and/or even character of q would be directly related to the statistics of the particles. Let us point out another possible fundamental reason for this distinction, in this case, related to the modular invariance of those systems. For this purpose, let us firstly establish the connection between the fractional (integral) experimental phenomenon -according to the value of ν-and our integer (fractional) case -according to the value of the flux (in units of the fundamental flux) φ =
. The dual character between the spatial torus T 2 = (H-W)/T and its magnetic Brillouin zone, establish a reciprocal relationship between the flux and the filling factor: ν ∼ 1 φ . In this way, the fractional case ν = 1 n (which corresponds with the parent states [L84] of the FQHE) is related to our integer flux case φ = n (the integer cohomology class of the symplectic form on the spatial torus), whereas the integer case ν = r is related to our "pure" fractional flux case φ = 1 r . This relationship is in accordance with the fact that fractional quantization of conductivity appears at high magnetic fields (φ > 1). Thus, from our point of view, the (particular) fractional case ν = 1 n is outstanding and, in fact, immediately visible when you look at the experimental graphics of Hall resistance against magnetic field [S] , as it corresponds to the widest plateaus. Each parent state ν = 1 n leads to a hierarchy ν = r n of values which are usually explained by making use of quasi-particles [L83, L84] , which obey fractional statistics [H] .
Also, exploiting the duality properties discussed in Sec. 3.2 between the cases n r and r n , we can also venture a duality between the results of Quantum Hall Effect at filling factors ν = r n and ν = n r -that is, between the high magnetic fields regime and the low magnetic field regime-implying that their low-excitation spectrum is the same. This symmetry would be broken only by the external electromagnetic interaction (see [B-C-S] , where more general duality transformations were considered).
Lacking a fundamental theory connecting spin, statistics and topology, we might conjecture the assignment of antiperiodic (periodic) wave functions to fermions (bosons), so that the natural requirement of modular invariance would explain why only odd denominators in ν = 1 n are allowed for fermionic carrying systems. For the derived hierarchy ν = r n with r even, the periodic character of the wave function (according to the results of Sec. 3.2) might be attributed to some kind of bosonization in terms of quasi-particles. In [EKV-XGW], a non-abelian character was assigned to the ν = 1 2
Haldane-Rezayi state on the torus [H-R] .
A Appendix: Unitary and Irreducible representations of T
The structure subgroup T , as defined in section 3, is a U(1) bundle with base Γ L , and can be written as:
with group law derived from the group law of the Schrödinger group:
To determine the structure of T , we compute the group commutator of two elements:
= n ∈ Z.
, n, r ∈ Z and relative prime (with r > 1).
= ρ, with ρ an irrational number.
Let us study each case separately.
INTEGER CASE:
In this case, T is an abelian group, and therefore T = Γ L × U(1) and all its representations are of dimension 1. As stated above, we shall consider only those representations, which restricted to U(1), are the natural representations, and these have the form:
where the range of inequivalent representations, since they are 1-dimensional, is given simply by ϕ 1 , ϕ 2 ∈ [0, 2π). Note that, except for the term e −iπnk 1 k 2 , this is the product of the natural representation of U(1) times a representation of Γ L ≈ Z × Z. This extra term is only a coboundary coming from the fact that we have used Bargmann's cocycle in the group law of the Schrödinger group, and Bargmann's cocycle does not satisfy the conditions given in [A-C-G] for the possible cocycles for the H-W group on the torus. Note, thus, that this restriction can be relaxed by introducing this coboundary term in the representations of T .
FRACTIONAL CASE:
In this case, T is not abelian, and the commutator of two elements has the form:
where ω r ≡ e i2π n r is a r th root of unity. Note that if |n| > r, then w r = e i2π n r = e i2π q r , where q = n mod r. Since n and r are relative prime, q and r turn out also to be relative prime and, therefore, we can use either of the two pairs to characterize T .
The group T admits a non-trivial characteristic subgroup (see [A-C-G]), of the form:
The characteristic subgroup can be identified in this case with the Casimir elements of T , i.e. those elements of T (not belonging to U(1)) which commute with all other elements in T . In fact, the centre of T is given by G C × U(1). If we quotient T by G C , we obtain a group which is a generalized Clifford group G r 2 (see [J-R] for the definition and the study of representations of generalized Clifford groups) times U(1). Therefore, the representations of T can be obtained from those of G C and G r 2 (and the natural representation of U(1)).
The representations of G C , being isomorphic to Z × Z, are characterized by two "vacuum angles" ϕ 1 , ϕ 2 , whose range of non-equivalence should be determined. The representations of G Figure 1 : A typical arrangement for measuring the Hall resistance.
