ABSTRACT Practical location estimation is never ideal, and each location estimate is burdened with a certain level of error. In many use-case scenarios, knowing the magnitude of these errors can significantly improve the usability of the location estimates. The localization errors for different localization approaches are currently assessed using static performance benchmarks. These benchmarks typically provide aggregate metrics that statistically characterize the localization errors across the entire deployment environment. Due to the potentially dynamic nature and spatial heterogeneity of the environment, this characterization can be too generic to be really useful from the point of view of an individual location estimate. To address this issue for fingerprinting-based localization, we propose a regression-based procedure for estimating the individual (i.e., per-location estimate) localization errors. We use the received signal strength (RSS) values from various locations in an environment, as well as the observed localization errors in case the location estimates are generated using these RSS values, for training a number of contemporary regression models. Using the trained models, we are able to estimate the localization error of a location estimate at a new location using only RSS values collected at that location. Both by simulation and experimentally, we demonstrate the feasibility of the proposed procedure for Wi-Fi-based indoor and LoRa-and SigFoxbased outdoor fingerprinting approaches. We do that by showing that the proposed procedure can, in the best-case scenario, yield more than 50% more accurate estimation than the reference procedure based on the average localization errors derived from the static performance benchmarks.
I. INTRODUCTION
Location information of mobile and nomadic devices is a valuable source of context information in wireless networks. Moreover, location information has a potential to be used by end-user applications for providing location-aware services, as well as by wireless networks for optimizing their performance. In the provisioning of location information, localization services in practice feature a certain level of localization errors. Intuitively, these errors should be accounted for when leveraging location information, which is currently seldom the case, as discussed in [1] .
Current approaches for estimating localization errors are either proprietary and not transparent, or they rely on static
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performance benchmarks that are performed upon deploying a localization solution [2] . These benchmarks typically provide some aggregate statistical metric (e.g. mean value, Cumulative Distribution Function (CDF)) for characterizing the localization accuracy for the environment [3] . Such spatially aggregated metrics do not account for the fact that the localization errors can vary substantially in different environmental regions. For example, it has been shown in [4] that the localization errors for a number of solutions are considerably larger at the edges of an environment, in comparison to its center. In summary, aggregate statistical metrics are intrinsically not very useful in characterizing the localization error of a single location estimate.
Currently, this problem can be solved by generating a more rich static benchmark that captures localization errors for different regions of an environment. Such a benchmark provides a mapping between a particular ground truth location and the localization error observed at that location. The localization error of a new location estimate is then associated to the localization error of its nearest ground truth location(s) from the benchmark. Unfortunately, this approach does not account for dynamic changes in an environment (e.g. failures of Access Points (APs), interference). Moreover, if the expected localization error of the location estimate is too high for a given use-case (i.e. if it does not satisfy the requirement for a certain localization accuracy), the estimate would be deemed useless and there would be no need for estimating it in the first place. Hence, there is a need for assessing per-estimate localization errors in a way that captures the dynamic nature of a wireless environment, where this approach would not necessarily require the location estimate as an input.
Received Signal Strength (RSS)-based fingerprinting is a promising candidate for ubiquitous indoor localization, as repeatedly suggested in the literature, e.g. [3] - [8] . In these scenarios, Wi-Fi is usually used as a technology for fingerprinting, primarily due to its seamless coverage in indoor environments. RSS-based fingerprinting is also becoming an interesting option for an outdoor localization service in situations where the power consumption of the localization service has higher precedence than the requirement for localization accuracy [9] - [12] . In such scenarios, fingerprinting is usually based on sub-GHz IoT technologies such as SigFox and LoRa, mostly due to their high coverage. Due to its ubiquitousness and popularity, we evaluate the feasibility of the estimation of individual localization errors using RSS-based fingerprinting as a precedent localization solution.
Along the above discussion, in this paper we propose a procedure for estimating individual localization errors in fingerprinting by leveraging the low-level signal features used for generating location estimates. We train a number of off-the-shelf regression algorithms with RSS values collected from different APs used for fingerprinting at various locations in an environment of interest, as well as with the observed localization errors in case location estimate is generated using these RSS values. Using the trained models, we are able to estimate the localization errors at new locations based solely on the observed RSS values at these locations. We also consider the usage of the estimated location as an optional additional input feature for regression.
By means of simulation, we demonstrate the feasibility of the regression-based estimation of individual localization errors in Wi-Fi-based indoor fingerprinting. Specifically, our results show that the regression-based estimation using only RSS values yields roughly 25% more accurate estimation of localization errors compared to static benchmarks characterized by the average localization error. Moreover, we demonstrate the consistency of our observations across a variety of environmental conditions and parameterizations of a representative fingerprinting solution. The improvement increases to more than 40% in case the estimated location is used as an additional input variable for regression. Finally, we demonstrate experimentally the feasibility of the regression-based estimation for LoRa and SigFox-based outdoor fingerprinting. We do that by showing that, in the best-case scenario, the proposed procedure yields more than 50% more accurate estimation than the current state-of-the-art.
The rest of this paper is structured as follows. In Section II, we provide an overview of the related literature. In Section III, we discuss the regression-based procedure for estimating individual localization errors in fingerprinting. Simulationbased evaluation of the proposed procedure for Wi-Fi-based indoor fingerprinting is discussed in Section IV. Moreover, experimental evaluation of the proposed procedure for SigFox and LoRa-based outdoor fingerprinting is provided in Section V. In Section VI, we discuss the strengths and limitations of the proposed procedure, conclude the paper, and outline potential directions for future improvement.
II. RELATED WORK
The potential for utilizing location information in wireless networks has been discussed in [1] , where Di Taranto et al. analyze the applicability of location information for optimizing wireless networks across different layers of the protocol stack. As acknowledged in [1] , location information should not be considered as ideal and should be used jointly with the estimate of its quality, which is at present rarely the case. However, some examples can be found in the literature. An obvious one is in end-user navigation systems (e.g. Google Maps), where, in addition to the location information of the user, a confidence interval around the location label is usually depicted. Some examples also exist in the domain of context-aware communication. Nielsen et al. [13] and Lemic et al. [14] present location-based mechanisms for selection and positioning of (mobile) relays in wireless networks, respectively. In their operations, both mechanisms utilize the expected localization errors together with the location information of the devices participating in communication. Moreover, Lemic et al. [15] propose a decision-making mechanism for link establishment in Device-to-Device (D2D) communication. The mechanism grounds the decision if a link between two devices should be established on the erroneous location estimates of the devices. The authors also demonstrate a loss of link establishment potential due to overestimated localization errors. Finally, [16] describes a mechanism for selection of localization services in environments in which the deployments of such services substantially overlap. The selection of services is based on the requirements for location information accuracy from the applications utilizing location information and on the provisioning features of the services. The provisioning features among others include the expected localization accuracy of each service.
The outlined examples demonstrate certain benefits of using practically obtainable (i.e. erroneous) location information for improving the performance of wireless networks. By showing that the overestimation of expected localization errors substantially degrades the performance of the proposed mechanisms, [14] and [15] also motivate the need for an accurate estimation of the localization error for each VOLUME 7, 2019 location estimate. Finally, [16] motivates the need for estimating the accuracy of provisioning of location information without knowing upfront the location estimate.
The question on how to estimate individual localization errors has been only sporadically discussed in the literature. Berkvens et al. [17] hypothesize that the individual localization errors can be estimated based on the entropy of low-level features used for generating location information. However, only to conclude that there is no significant correlation between the entropy of the low-level signal features and the observed localization errors. In our previous work [18] , we have shown the feasibility of the regression-based estimation for Wi-Fi-based indoor fingerprinting. However, our indications have been derived only by means of simulation and did not aim at optimizing the accuracy of the regressionbased estimation. In this paper, we extend the work from [18] by deriving the optimal parameterizations of the regressionbased estimation for Wi-Fi-based indoor fingerprinting. More importantly, we demonstrate experimentally and with realistic measurements from two additional technologies and environments, the feasibility, generalizability, and high accuracy of the procedure.
III. REGRESSION-BASED ESTIMATION OF INDIVIDUAL LOCALIZATION ERRORS IN FINGERPRINTING
Let us assume that a fingerprinting-based localization solution is deployed in an environment of interest. In addition, we assume the availability of a static performance benchmark of the fingerprinting solution. Specifically, the benchmark provides a set of RSS observations RSS i = [RSS 1,i , RSS 2,i , . . . , RSS N,i ], i = 1, . . . , M collected at M ground truth locations from N APs used for fingerprinting. Using an RSS observation from a certain ground truth location, the fingerprinting solution is able to provide an estimate of that location. Hence, for each RSS observation the localization error can be calculated as the Euclidean distance between the ground truth location at which the RSS observation is measured and the corresponding estimated location. Thus, we assume that the benchmark also provides mapping between each RSS observation RSS i and the localization error Error i for that observation. Note that in case of a missing RSS value in an observation, we substitute the missing value with the noise-floor figure, which increases the amount of information that can be used and, hence, generally speaking improves regression-based approaches (as discussed in [19] ).
In the operational phase of the fingerprinting solution (also known as the runtime phase), i.e. when the fingerprinting solution is requested to provide a location estimate at a certain location, the ground truth for that location is clearly not available. Hence, the localization error for that location estimate cannot be calculated and, as established before, there is a need for estimating this individual localization error, in addition to estimating the location per-se.
In this work, we leverage regression for this estimation. Regression is a predictive modeling technique based on a relationship f between a target variable Y and independent variables (i.e. observations) X k , k = 1, . . . , K , as given with the following equation:
The general idea of regression is to fit a curve to the data, i.e. to derive the (potentially non-linear) parameters β k , in a way that minimizes the distances between the data samples (i.e. model fitting data) and the curve. This fitting procedure yields optimal parameterizations of the algorithm for the provided data. The distance of each data point and the curve is characterized by the error term . The function f is the mapping (i.e. regression) function that for different regression algorithms potentially includes different hyperparameters, i.e. parameters used in the construction of the mapping function f . We call the vectors of RSS values the primary observations, while the resulting localization errors are considered as target variables for the fitting procedure of a regression algorithm, as depicted in Figure 1 (a). The regression problem can then be characterized as:
where [RSS 1 , . . . , RSS N ] is one RSS observation from N APs used for fingerprinting. In case the estimates of location information are also available, one can use this information as an additional observation in the fitting procedure of a regression algorithm. We call the estimated locations secondary observations. The regression problem for one RSS observation can then be expanded as:
We consider location estimates in a 2-dimensional (2D) plane and, therefore, we label them as (X EST , Y EST ).
Extending the problem to a 3-dimensional (3D) or reducing it to a 1-dimensional (1D) plane is straightforward.
The fitted regression model (also called trained regression model in the literature, but we do not use this terminology to avoid confusion with the training phase of fingerprinting solutions) can then be used for estimating localization error Error E at a new location. This estimation can be based on either only primary observation, i.e. an RSS observation RSS E = [RSS 1,E , RSS 2,E , . . . , RSS N,E ], or on both primary and secondary observations (secondary observation being the corresponding estimated location (X E , Y E )), as depicted in Figure 1 (b). In this work, we consider several well-known regression algorithms, with details provided in e.g. in [19] and [20] . In particular, we consider ordinary least squares (''OLS''), ridge (''Ridge''), lasso (''Lasso''), elasticNet (''Elastic''), polynomial (''Poly''), k-nearest neighbors (''kNN''), support vector (''SVR''), and random forest (''RF'').
IV. NUMERICAL EVALUATION A. METHODOLOGY
We first approach the evaluation of the proposed procedure by means of simulation and using Wi-Fi as an example technology. The aim of the evaluation is twofold. First, we aim at demonstrating the feasibility of the regression-based estimation of individual localization errors for Wi-Fi-based indoor fingerprinting. We do that by showing that the regressionbased estimation outperforms the estimation based on static performance benchmarks. Second, for the two regression algorithms that perform best in the initial scenario, we aim at demonstrating their consistently better performance than the static performance benchmarks across a variety of fingerprinting-relevant parameterization scenarios.
The vector of RSS values observed from different Wi-Fi APs in the simulation environment is selected as a fingerprint of a location, which is a well-known fingerprint creation procedure [21] . For calculating the similarity between a training and runtime fingerprint we use the Euclidean distance between RSS vectors, which is again a well-established and extensively used procedure [21] . In the post-processing procedure of fingerprinting, we use k-Nearest Neighbors (kNN) with parameter k set to 4, which has been shown to be optimal for the environment used in the simulation [21] .
In the simulation environment, we specify the locations and transmit powers of the APs used in fingerprinting. RSS values obtained at each location are modeled using the COST 231 multi-wall model for indoor radio propagation [22] . The applicability of the model for Wi-Fi-based indoor fingerprinting has been demonstrated in [23] and the model has been extensively used for simulating the behavior of fingerprinting solutions (e.g. [24] , [25] ). In the model, the first attenuation contribution is a one-slope term relating the RSS to the distance between an AP and the receiver. This term is characterized by the constant l 0 , which is the pathloss at 1 m distance from the AP at the center frequency of 2.45 GHz, and the path-loss exponent γ . The second attenuation contribution is a linear wall attenuation term l w , where the number of walls in the direct path between the AP and the receiver is counted and certain attenuation is assumed for each of them. The model outputs RSS values from the defined APs at a location of the receiver. A noise value is then added to the RSS values, where the noise is modeled using a Gaussian distribution N (0, σ ). Gaussian noise is frequently used to account for different variations caused by e.g. interference or quantization [25] , [26] . For the simulation environment, the TWIST testbed has been selected [27] , [28] . The TWIST testbed environment is an office building, with its outline as depicted in Figure 2 . In the parameterization of the simulated propagation model, measurements from the testbed environment were used in a least-square fitting procedure for minimizing the cost function between the measured RSS values and the modeled ones. The least-square fitting procedure yields the constant l 0 , pathloss exponent γ , and attenuation factor for each wall l w . Additionally, a zero-mean Gaussian noise with standard deviation σ has been added to the modeled RSS values. If not explicitly stated otherwise, the parameters derived and used in the simulation are l 0 = 53.73 dBm, γ = 1.64, l w = 4.51 dBm, and σ = 1 dBm.
For the majority of the presented results (i.e. if not explicitly stated differently), we defined a set of 4 APs, with their locations as indicated in Figure 2 (AP1, AP2, AP3, AP4). The transmit power of each AP is set to 20 dBm. The receiver's true location has been selected randomly, followed by estimating its location using the selected fingerprinting solution. The procedure has been repeated 5000 times for generating the data points for the evaluation. Based on each ground truth and the corresponding estimated location, we are able to calculate the reference localization error for each location estimate. Based on either the reference or regressionbased estimation of individual localization errors, we are able to obtain the estimated localization error. The metric used for the evaluation is the ''prediction error'', defined as the absolute value of the difference between the reference and the estimated localization error. The results have been reported using regular box-plots.
We have randomly divided our data points in a model fitting and evaluation sets in the ratio of 80:20 (i.e. 4000:1000 in terms of the ratio of data points). For the hyper-parameter tuning we used a constrained random-search procedure on a fitting set. Based on cross-validation, this procedure yielded the close-to-optimal hyper-parameters for each regression algorithm. For such a parameterization we derive the initial performance results for all regression algorithms. We follow by performing exploratory data analysis for the two best performing algorithms. We follow this procedure, instead of initially deriving optimal hyper-parameters for all evaluated algorithms, because of the very large computational complexity and time overhead of that alternative. Finally, based on the conclusions from the exploratory data analysis, we further optimize the two best performing algorithms.
B. EVALUATION RESULTS
The first box-plot in Figure 3 (a) (and consequent figures) depicts a reference against which the proposed procedure is compared. This box-plot shows the distribution of prediction errors, where the prediction error for a given evaluation point (i.e. a data point from the evaluation set) is calculated as the absolute value of the difference between the average localization error in the environment (obtained from a static performance benchmark) and the observed localization error for that particular point. Intuitively, this boxplot represents the scenario in which a localization service reports the average localization error derived from a static performance benchmark as the expected individual localization error. The second box-plot in Figure 3 (a) also depicts the distribution of prediction errors in a reference scenario. However, here the prediction error for a given evaluation point is calculated by first estimating location at that point, followed by calculating the localization error for that estimate. From a static benchmark, we then find the nearest measurement location to the estimated location and take its localization error as the estimated localization error for that location estimate. The prediction error then equals the absolute difference between the reference (i.e. calculated) localization error and the estimated localization error for that evaluation point. This reference box-plot represents the scenario where the localization error of a new estimate is associated to the localization error of its nearest ground truth location from the benchmark.
As visible in the figure, the first and second box-plots are comparable, which indicates that in the static performance benchmark there is no strong spatial variability of the localization errors in different regions of the environment, i.e. the errors are equally distributed. Intuitively, if there is a strong spatial variability of the errors, the prediction error depicted with the second box-plot would be considerably smaller than the one depicted with the first box-plot. Due to the fact that the box-plots are comparable, in the consequent figures as a reference we consider only the distribution of the absolute differences between the average localization error in the environment and the observed localization error for a particular evaluation point.
The subsequent groups of box-plots in Figure 3 (a) depict the errors achieved by the used regression algorithms. The first box-plot in each group depicts errors achieved when only primary observations (i.e. RSS values) are used for the fitting of a particular model and consequent estimation of localization errors. The second box-plot in a group depicts the observed prediction errors in case the secondary observations (i.e. estimated locations) are also included in the fitting procedure. This depiction is followed in the subsequent figures. As visible in the figure, some regression algorithms achieve substantially better estimation of localization errors than the reference. In particular, polynomial and kNN algorithms yield respectively 15% and 25% better results than the reference estimation in case primary observations are used in the fitting of the model. If the secondary observations are also used in the model fitting, the improvement is roughly 25% and 40% in comparison to the reference for the polynomial and kNN algorithms, respectively. We believe the reasons for the best performances achieved by the polynomial and kNN algorithms are related to low dimensionality of independent variables and relatively large number of data points.
In the second step, we evaluate the consistency of the estimation of localization errors across various fingerprintingrelevant parameters. We do that for the two algorithms that achieved the best performance in the initial scenario.
First, we evaluate the influence of the number and spatial distribution of training points in fingerprinting on the performance of regression algorithms. For the environment depicted in Figure 2 , we define 40, 105, and 420 training points, which translates roughly to a regular 2D grid with the cell sizes of 3, 2, and 1 m, respectively. In addition to the regular grid that is usually used in the generation of training sets in fingerprinting, we also evaluate the influence of a hexagonal training grid, which represents a more optimal spatial distribution of training points [25] , as well as random placement (i.e. no grid), which is the usual spatial distribution of training points in case the training set is generated through crowd-sourcing [29] . The results are depicted in Figure 3(b) for the regular 2D grid only, since we have not observed a significant influence of spatial distributions on the prediction errors, in case the same number of training points is used across spatial distributions. In other words, although different spatial distributions of training points influence the absolute values of localization errors [25] , these influences are too small to have an observable effect on the prediction error. This is because the same number of observations is used for model fitting for different spatial distributions of training points. Furthermore, the prediction error slightly improves (i.e. 2-5%) with the increase in the number of training points, which is consistent across spatial distributions. This is because the increase in the number of training points increases the amount of information used for the model fitting.
Second, we evaluate the influence of the number of APs used for fingerprinting on the performance of the regressionbased estimation. To do that, we introduce additional APs in the environment at locations as depicted in Figure 2 . We introduce new APs based on Voronoi diagrams, which is shown to be the optimal approach in placing new APs for fingerprinting purposes [25] . The limitation of the method is that it requires a placement of an AP in each Voronoi vertice, hence it is not always possible to introduce a single new AP, but a number of them. For this particular environment and based on the locations of the initial APs (AP1, AP2, AP3, AP4), we first introduce 2 new APs (AP5, AP6). This is followed by specifying 4 more (AP7, AP8, AP9, AP10) using the six already introduced APs, as shown in Figure 2 . The results are depicted in Figure 3(c) . The results show that the increase in the number of APs substantially improves the prediction error for both the reference and regression-based estimation. For the reference this is because the absolute localization errors are also reduced with the introduction of new APs. For the regression-based estimation the reduction of prediction errors is partially also caused due to the increase in the number of observations used for the model fitting.
Third, we evaluate the influence of the number of fitting data points on the performance of the regression-based estimation. The results are given in Figure 3(d) . As the number of data points is increased from 1000 to 5000, one can observe a decrease in the prediction errors for the regression-based estimation. However, the error distributions are statistically unchanged for the reference estimation. These results demonstrate the main weakness of the regression-based estimation. The regression methods require a relatively large amount of data for accurate estimation, while the amount necessary for the reference evaluation can be considerably lower.
Finally, we evaluate the influence of different noise levels on the performance of the regression-based estimation. We use σ = 1 dBm in the model fitting phase, and increase σ as depicted in Figure 3 (e) in the prediction phase. As visible VOLUME 7, 2019 in the figure, the prediction errors for both the reference and regression-based estimation increase with the increase in the noise levels. This is because the absolute localization errors increase as the noise level increases. Moreover, the results demonstrate consistently better performance (i.e. at least 10% lower average prediction errors) of the regression-based estimation than the reference, across the noise levels. This can serve as an indicator that the regression-based estimation can perform well under varying interference conditions.
C. EXPLORATORY DATA ANALYSIS AND OPTIMIZED RESULTS
In this section, we present the results of a set of standard exploratory data analysis techniques for regression. We present these insights for the kNN algorithm. Similar ones have been derived for polynomial regression and these are therefore omitted. The insights from the exploratory data analysis are then used for improving the performance of the regression-based estimation of localization errors in fingerprinting. The same indication is given by a relatively high R 2 score of roughly 94%. Consequently, removal of the outliers from the training data could benefit the performance of the model.
The studentized residuals are plotted against the predicted values in Figure 4 (b). There is a visible pattern in the depicted data (i.e. a funnel shape), which is an indicator of both the non-linearities in the data used for model fitting and in the heteroskedasticity in the model. There are two wellestablished approaches in tackling both the non-linearities and heteroskedasticity issues. The first would involve transforming the predicted variable. However, the prediction errors are currently fairly normally distributed, as indicated in Figure 4 (a) and as desired. The transformation would also influence the distribution of prediction errors, which would negatively influence the performance of the model. The second approach, which we believe is more suitable for this scenario, is to tune the hyperparameters of the regression algorithms and optimize the input variables. Furthermore, as a rule of thumb, studentized residuals below 5th and above 95th percentiles can be considered as outliers, as depicted in Figure 4 (b). The performance of the model could potentially benefit if these outliers in the training data are removed. We follow the above-derived insights to evaluate if the regression algorithms can be further optimized. Note that in the derivation of the results presented in previous section we used k = 5 and Minkowski distance in the kNN regression, while in the polynomial regression we used F = 5 polynomial features. The results for different parameterizations of kNN and polynomial regression algorithms are depicted in Figure 5 . As visible in the figure, the estimation of prediction errors can be further improved by increasing the parameters k and F in the kNN and polynomial regression algorithms, respectively. Moreover, the removal of outliers also benefits the accuracy of estimation of individual localization errors in fingerprinting for both regression algorithms. Finally, for the kNN regression an additional improvement can be achieved by changing the distance metric of the regression tree from Minkowski distance to Manhattan distance (as indicated by the group of box-plots labeled with ''dist'').
V. EXPERIMENTAL EVALUATION A. METHODOLOGY
In the second part of the evaluation, we aim at demonstrating experimentally the feasibility of the regression-based estimation of localization errors for LoRa and SigFox-based outdoor fingerprinting. To do that, we leverage three datasets collected in two different types of environments. Detailed descriptions of the datasets are given in [30] , while here we provide only short summaries of their most relevant features. First, we use LoRa and SigFox datasets collected in an urban area of the city of Antwerp, Belgium. Second, we leverage a SigFox dataset collected in a rural area between the cities of Antwerp and Ghent, Belgium (''SigFox-rural''). For each measurement point in the datasets, the mobile device transmits a packet, followed by the reception of the packet by the neighboring Base Stations (BSs). The BSs that received the packet log its RSS, while the BSs that did not receive the packet log the default RSS value of −200 dBm. Hence, each data point in the datasets contains a vector of RSS values observed by different BSs for a given location of the mobile device. In addition, each data point contains Global Positioning Service (GPS) coordinates of the mobile device, allowing the user to correlate location information with RSS measurements. In the collection of the datasets, proprietary nation-wide SigFox and LoRa networks were used.
The LoRa dataset contains 123,529 data-points with locations as depicted in Figure 6 (a). In total, 68 LoRa BSs are detected in the dataset. In the SigFox dataset, 14,378 SigFox messages were collected in the city center of Antwerp, as depicted in Figure 6(b) . Altogether, 84 SigFox base stations have received the message sent by the mobile device. The SigFox dataset from the rural environment contains 25,638 SigFox data-points observed from altogether 137 base stations, as depicted in Figure 6 (c).
We randomly divide the datasets to create a fingerprinting training, regression model fitting, and evaluation sets in the ratio 10:70:20. We use the same off-the-shelf regression algorithms as in the previous part of the evaluation. Initially, we do not remove the outliers from the data, but derive an algorithm that performs best for the raw input data, followed by exploratory data analysis and hyper-parameter tuning for the best performing algorithm. Finally, the reference estimation of localization errors is again based on static benchmarks characterized by the average error in an environment and results are depicted in a regular box-plot fashion.
B. EVALUATION RESULTS
The results for the different datasets are depicted in Figure 7 . The first box-plot in the figures (labeled with ''Error'') depicts the distribution of localization errors achieved by the fingerprinting solution in the respective environments. As shown in the figures, the localization errors are substantially larger than the ones usually obtained with the GPS. This is analogous to the previously reported localization errors for RSS-based fingerprinting with LoRa and SigFox in outdoor environments (e.g. [30] ). Indeed, the main use-cases for the usage of LoRa or SigFox-based outdoor fingerprinting demand energy constrained localization where the localization accuracy is not a primary concern [30] , [31] .
The following box-plot in each figure depicts a reference prediction error against which the proposed procedure is compared. Same as in the previous part of the evaluation, this box-plot depicts the prediction errors for the scenario where a localization service as the expected individual localization error reports the average localization error derived from a static performance benchmark. Note that this boxplot is omitted in Figure 7 (c) with reasons as given in the following paragraphs. Third box-plot in the figures (second box-plot in Figure 7(c) ) also depicts the distribution of prediction errors in a reference scenario. Same as previously, in this case the prediction error for a given evaluation point is calculated by first estimating location information at that point, followed by calculating the localization error for that estimate. From a static performance benchmark, we then find the nearest evaluation point to the estimated location and take its localization error as the estimated localization error for that location estimate. The prediction error then equals the absolute difference between the calculated localization error and the estimated localization error for that evaluation point.
The following box-plots in the figures depict the prediction errors achieved by the regression algorithms used in the evaluation. The first box-plot in each group (i.e. the one colored with lighter blue color) depicts the prediction errors in case only RSS values are used as independent variables for regression. The second box-plot in each group (i.e. the darker blue colored one) depicts the observed prediction errors in case the estimated location is used as an independent variable in regression, in addition to the RSS values. Note that for the SigFox-rural dataset (Figure 7(c) ) the results are omitted for some regression algorithms, with reasons as discussed in the following paragraphs.
As visible in the figures, the regression algorithms almost generally yield better performance than the reference estimation. The kNN algorithm is shown to be the best suited for regression-based estimation of per-estimate localization errors, which is consistent with the observations from the simulated Wi-Fi-based indoor fingerprinting. In particular, the kNN regression algorithm on average reduces the prediction error by roughly 50%, 45%, and 40% compared to a static benchmarks for LoRa, SigFox, and SigFox-rural datasets. Contrary to the results observed for Wi-Fi-based indoor fingerprinting, for the experimental datasets the polynomial regression does not perform well, i.e. there are other regression models that perform better (e.g. RF and SVR regression). We believe that the reason for that lies in the fact that for the experimental datasets there is considerably more nonlinearities in the data that in the previous scenario, as indicated in Figures 8 and 9 . Polynomial regression is known not to be suboptimal for highly nonlinear data. In the following, we will focus on the kNN regression as it is shown to be the most optimal algorithm for the variety of scenarios.
As shown in Figure 7 , when, in addition to RSS values, the estimated locations are leveraged as an input variable in the estimation of localization errors, the prediction errors are generally reduced. For the use-cases where the estimates of localization errors are needed before a localization services is requested to provide a location estimate (as discussed in Section II), these results suggest that a two-step process could be applied for improving the prediction error. First, the localization error is estimated using RSS values as independent variables for regression. If the estimated localization error is satisfactory for a given use-case, the location estimate is requested from a localization service. In the next step, the provided location estimate can be used as an independent variable jointly with the RSS values, which would improve the accuracy of the per-estimate localization error.
Particularly interesting results are observed for the SigFoxrural dataset because of its highly heterogeneous distribution of measurement locations, as shown in Figure 6 (c). For this dataset, there are regions with a small number of measurement locations (even a single measurement point in some regions), as well as clusters with densely populated measurement locations. Such a spatial distribution of measurement locations results in highly diverse localization errors, i.e. the errors in the clusters are relatively small compared to the ones where the measurement locations are sparse are relatively large. This effect can also be judged by the difference between median and average localization errors, which equal 15 and 370 meters, respectively. Moreover, this observation confirms a similar observation made in [30] . Due to the fact that there is a large discrepancy between localization errors in different regions, the estimation of localization errors based on average localization error from a static benchmark yields very large prediction errors (i.e. more than 500 m on average) and is therefore omitted from Figure 7 (c). For the same reason, the reference estimation that grounds the estimation of localization errors on the mapping of the estimated location to the nearest location from the static benchmark yields very accurate results, as shown in the figure. Nevertheless, the kNN regression algorithm outperforms the reference estimation even in this case. Some regression algorithms yield very high prediction errors (e.g. polynomial regression) and their results are therefore omitted in the figure. The reason for the inadequate performance of these regression models lies in the fact that the large discrepancies between errors in different regions cannot be accurately captured by the data fitting curves utilized in these models. For example, the inadequate performance of the polynomial regression lies in the fact that the large discrepancies between errors in different regions cannot be accurately modeled by a polynomial with a reasonably low number of degrees. The kNN regression algorithm is more flexible in modeling these large discrepancies and is therefore the most suitable model for the given dataset. 
C. EXPLORATORY DATA ANALYSIS
The results of the exploratory data analyses for the three datasets are given in Figures 8 and 9 . The results are depicted for the kNN regression, i.e. the best performing algorithm among the evaluated ones. Similar conclusions can be made from these results as for the previously discussed Wi-Fi-based indoor fingerprinting scenario. Specifically, a certain amount of nonlinearities is observed in the datasets, as indicated by the QQ-plot in Figure 8 . This indicates that removing the outliers could benefit the accuracy of the regression model. Similarly, the funnel shapes observed in the relation between studentized residuals and predicted values in Figure 9 also indicate that removing the outliers could be beneficial for the accuracy of the regression model. In addition, the observed funnel shapes indicate that a change in the algorithm's hyperparameterization could also be beneficial.
We have modified the kNN regression algorithm based on the indication from the exploratory data analysis and the results are depicted in Figure 10 . As visible in the figures, the removal of outliers indeed benefits the prediction error of the kNN regression for all three evaluation datasets, as the prediction error is in all cases reduced by at least 10%. Varying the value of the parameter k (from the initial value k = 5) has either very small or negative effect on the prediction errors of the kNN regression. Finally, if the distance metric of the regression tree is changed from Minkowski to Manhattan distance (as indicated by box-plots labeled with ''dist''), we can observe marginal improvements in the accuracy of the algorithm. The results derived for LoRa and SigFox-based outdoor fingerprinting are comparable to the ones derived by simulation for Wi-Fi-based indoor fingerprinting. However, it is beyond the scope of the paper to assess if the same parameterizations of the regression algorithms will be optimal for other deployment environments.
VI. CONCLUSION
In this paper, we have shown that regression can be used for accurately estimating individual localization errors in fingerprinting. Our results indicate that the kNN regression is the most suitable approach for a variety of technologies (Wi-Fi, LoRa, SigFox), fingerprinting parameters, and environmental conditions. Specifically, we have shown that the accuracy of the kNN-based estimation of individual localization errors is consistently higher than the accuracy of the estimation based on static performance benchmarks. The observed improvement is higher than 50% in the best case scenario (i.e. for LoRa-based outdoor fingerprinting). Finally, we have indicated several potential directions for optimizing the regression accuracy for other types of environments and technologies. These include removing the outliers from the data and hyper-parameter tuning of a regression algorithm.
We foresee our insights being utilized during the deployment of a fingerprinting solution that is envisioned to support concurrent estimation of individual localization errors. Specifically, we believe that we have reduced the optimization space for maximizing the accuracy of regression, which will result in lowering the complexity and time overheads of parameterizing the regression-based estimation. An intuitive drawback of the regression-based approach is in the fact that a relatively large amount of data (i.e. in the range of a few thousands data samples) has to be collected for the model fitting. However, we believe this obstacle can be successfully addressed with crowd-sourcing, i.e. an opportunistic collection of measurements by the users' mobile devices. Crowd-sourcing is already established for the purpose of reducing the training overheads in RSS-based fingerprinting, e.g. [29] , [32] , [33] . There is no intrinsic difference between the procedure for collecting training fingerprints and the procedure for collecting measurements for the model fitting, i.e. the only difference is in the amount of required data. Note also that although the asymptotic complexities of the regression-based estimation in both model fitting and prediction phases are larger than the corresponding complexities of the reference estimation, the real-life impact is negligible for typical values of the number of RSS samples and evaluation points.
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