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Abstract
A number of methods for studying the large-scale cosmic matter distribution exist in the literature. One particularly common
method employed to define the cosmic web is to examine the density, velocity or potential field. Such methods are advantageous
since a Hessian matrix can be constructed whose eigenvectors (and eigenvalues) indicate the principal directions (and strength) of
local collapse or expansion. Technically this is achieved by diagonalizing the Hessian matrix using a fixed finite grid. The resultant
large-scale structure quantification is thus inherently limited by the grid’s finite resolution. Here, we overcome the obstacle of finite
grid resolution by introducing a new method to determine halo environment using an adaptive interpolation which is more robust
to resolution than the typical “Nearest Grid Point” (NGP) method. Essentially instead of computing and diagonalizing the Hessian
matrix once for the entire grid, we suggest doing so once for each halo or galaxy in question. We examine how the eigenvalues and
eigenvector direction’s computed using our algorithm and the NGP method converge for different grid resolutions, finding that our
new method is convergent faster. Namely changes of resolution have a much smaller effect than in the NGP method. We therefore
suggest this method for future use by the community.
Keywords: large-scale structure of Universe; cosmic web; dark matter halo; simulation.
1. Introduction
The large-scale structure of the Universe is formed via grav-
itational instability from the initial seeding of perturbations in
the otherwise homogenous density field. On large scales, the
matter distribution of the Universe is not uniform, but exhibits
a web-like structure, which can be well described by the lin-
ear theory and the Zel’dovich approximation[40]. The multi-
scale web-like structure, commonly referred to as “the cosmic
web”[3], is well studied and has been been described as a cel-
lular system [20]. Analyses of large galaxy surveys, such as
the 2dF Galaxy Redshift Survey [6], the Sloan Digital Sky Sur-
vey [33] and the Two Micron All Sky Survey (2MASS) redshift
survey [18] have shown that the cosmic web can be decom-
posed classified into four categories, namely knots (sometimes
referred to as clusters), filaments, walls (sometimes referred to
as sheets) and voids. As these terms suggest, in general, knots
are formed at the relatively denser regions which sit at the in-
tersection of filaments and are fed by mass flowing along the
spines filaments. Filaments are formed at the intersection of
walls. Walls are formed abutting voids, which remain relatively
under-dense. In general the classification of the cosmic web ac-
cording to the above hierarchy (namely knots, filaments, sheets
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and voids) can be done by examining the rate of compression
(or expansion) of cosmic material along the three orthonormal
axes[19, 4, 38].
One of the original intentions of developing cosmic web clas-
sification methods is to understand whether, and if so how, the
cosmic web influences the properties of galaxies and the evo-
lution of galaxies within it. Clear evidence has been presented
that properties of haloes/galaxies (such as shape, spin and satel-
lite spatial distribution) correlate with their large scale environ-
ments [1, 2, 11, 12, 13, 41, 42, 39, 38, 29, 22, 23, 24, 30, 10, 35,
34, 17]. In order to understand how the large scale structure and
the immediate environment of a halo/galaxy affects its forma-
tion and evolution, it is crucial to robustly identify and quantify
this large scale environment (LSE) at the position of each halo
or galaxy.
In the past two decades, a variety of methods have been de-
vised to classify the cosmic environment based on local varia-
tions (density, gravitational potential and velocity) of the matter
distribution. [1, 11, 9, 22, 4]. The reader is also referred to [27]
for the comparison of 12 different methods. Here we focus on
the computation of Hessian based methods that employ a fixed
grid and assign haloes to the Nearest Grid Point (NGP). These
methods are frequently used in the analysis of simulations or
reconstructions [26] or wherever there is a continuous cosmic
field. [11] first proposed an dynamic classification scheme (of-
ten referred as T-web or P-web) of the cosmic web based on
counting the positive number of the eigenvalues of the tidal ten-
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sor, i.e, the Hessian of gravitational potential. Studies argue that
the value of the properly normalized threshold should be around
unity [9] or zero [11]. Similarly, [15] and [22] forwarded the V-
web technique based on the signature of the velocity shear field.
Instead of using the tidal or velocity shear field configuration,
some works also define large scale environment based on the
density field itself [1, 4, 41, 39, 38].
These Hessian-NGP-based methods have been used in nu-
merous studies which are related to the correlation between
haloes/galaxies and cosmic web. However there is still much
room for improvement. Although some methods discretize cos-
mic fields using adaptive non-regular grids [i.e. a Delaunay tes-
sellation 4], many still rely on regular grids, such as a “cloud-
in-cell” algorithm. In those methods which employ a regular
grid, the environment properties of a halo/galaxy is often re-
placed by the environment properties of the nearest grid point
[28] without considering the contribution from other neighbor-
ing grid points. In other words, these methods discretize a given
field and compute the cosmic web at each grid point. A given
value/type for the cosmic web can then be assigned to a halo
or galaxy which is in the same voxel (“volume pixel” or grid
cell). Such methods may not be robust since a galaxy has an
extended size and mass (i.e. is not simply a point) that will be
affected by nearby grid points. In the standard NGP method,
environment properties of a halo might change when the grid
size changes, since they are related to the grid and not to the
halo. This may be risky if one considers the time evolution of
a halo since haloes move relative to the LSE and therefore oc-
casionally they will cross the border of a grid cell. In order
to avoid these issues, we introduce an improved algorithm for
the computation of Hessian fields by considering the influence
from nearby grid points. Our approach consists of three free pa-
rameters, the resolution N3grid, the smoothing length Rs and the
threshold λth used to classify the cosmic web. In most works,
they mainly focus on Rs [1, 4] and λth [9], while less discussed
is N3grid.
Our paper is organized as follows. Section 2 presents the
algorithm in detail of how our approach works. In Section 3,
we introduce the test simulation we used. Our main results are
presented in Section 4 by testing the stability of the six key pa-
rameters of large scale structure of haloes in our approach, and
comparing with traditional one. Conclusions and discussion are
presented in Section 5.
2. Web classification: algorithm
The algorithm presented in this paper is similar to that sug-
gested by [11] but uses the density field instead of the potential.
We explain our algorithm in the context of cosmological simu-
lations. We note that our algorithm is not limited to the Hessian
of the density field, but could also be applied to any hessian
method computed on a regular grid (i.e. such as the potential or
the velocity field). I
The algorithm proceeds by computing the smoothed density
field ρs(x) at each point in the volume under consideration. First
we construct a discrete density field, ρcic(x), from the discrete
distribution of particles in the simulation by using the Cloud-
in-Cell (CIC) technique with a given number of grid, N3grid. A
spherically symmetric Gaussian window function is then ap-
plied to smooth this density field to obtain a smoothed, con-
tinuous density field ρs(x). The Hessian matrix Hij,g is then
constructed at each grid point. It is defined as
Hi j =
∂2ρs(x)
∂xi∂x j
, (1)
where ρs(x) is the smoothed density field with smoothing length
Rs. i and j denote the Hessian matrix indices with values of 1,
2, or 3 corresponding to the three cartesian axes x, y, z. The
Hessian matrix may be diagonalized and its eigenvalues may be
sorted such that (λ1 < λ2 < λ3) and the corresponding eigen-
vectors marked as e1, e2 and e3, respectively. The number of
eigenvalues bigger than the threshold λth is used to classify the
type of environments of a halo as follows:
1. knot: if λ3 < λth
2. filament: if λ2 < λth < λ3
3. wall: if λ1 < λth < λ2
4. void: if λth < λ1
In fact, this is the typical way of classifying LSE namely
the methodology we wish to improve. Therefore, a new Hes-
sian matrix, HHalo, is constructed at the location of each halo
by considering the contribution of Hi j from the nearby 8 grid
points weighted according to a CIC scheme. In the process,
a halo is regarded as a uniform distribution of a mass cloud .
In the following, we give an introduction on each step of the
algorithm and give the details.
2.1. Step 1 - Constructing CIC density field
For simplicity, here we just use a one-dimensional case to il-
lustrate how to construct the CIC density field from simulation.
As shown in the Fig. 1, we show a one-dimensional grid with
grid size ∆x. The grid size ∆x = Lbox/Ngrid = xi+1 − xi, where
Lbox is the simulation box size and Ngrid is number of grid cells.
In a simulation, periodic boundary conditions need to be con-
sidered during the CIC process. A test particle with mass m and
position x0 is located between the i-th grid point and the i+1-
th grid point. In this case the particle is regarded as a uniform
distribution of a mass cloud, with width w = fi + fi+1, centered
about the nominal location x0. Usually the mass cloud width w
is set equal to the grid size ∆x. The distance between the test
particle and grid point i (i+1) is di = x0− xi (di+1 = xi+1− x0). It
is easy to prove that fi=di+1 and fi+1=di. The mass of the parti-
cle assigned to grid point i equals to mi = m× fi = m×di+1, and
to grid point i+1 quals to mi+1 = m× fi+1 = m×di. By extending
this paradigm to 3D space and repeating it for all particles, we
can get the CIC density field ρ(x). The CIC density reads
ρcic(x) =
N∑
i
mi × f (i, x) (2)
here x indicates the location of the grid point containing particle
i, mi is the mass of i-th particle, N is the number of particles
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Figure 1: Mass assignment according to the CIC in 1D. The distance between
the test particle and grid point i (i+1) is di (di+1). The different color areas
indicate the relative proportions of the mass of a given particle assigned to grid
point i (in blue with fi) and i+1 (in red with fi+1).
in simulation, and f (i, x) is the mass fraction of i-th particle
assigned to grid point x. For a given particle, its mass will be
assigned to nearby 8 grid points in 3D.
2.2. Step 2 - Smoothing CIC density field
The smoothed, continuous density field is defined as:
ρs(x) =
∫
dyρcic(x)GRs (y, x) (3)
where x corresponds to the location of a given grid point and
the GRs denotes a Gaussian window function with smoothing
length, Rs, is given by
GRs (y, x) =
1
(2piR2s )3/2
exp(−|y − x|
2
2R2s
) (4)
then the smoothed field ρs(x) can be re-written as
ρs(x) =
∫
d3k
(2pi)3
e−k
2R2s /2ρˆs(k)eik·x (5)
where ρˆs(k) is the Fourier transform of the smoothed density
field ρs(x).
2.3. Step 3 - Computing the Hessian matrix Hij,g
From Equations (1) and (5), we find the Hessian matrix at
each grid point, Hij,g, reads
Hi j,g = F −1{Hˆi j,g(k)} (6)
where Hˆi j,g(k) denotes the Fourier transform of the Hessian,
given by
Hˆi j,g(k) = −kik je−k2R2s /2ρˆs(k) (7)
2.4. Step 4 - Converting Hij,g to HHalo
The advantage of our algorithm is that we convert the Hes-
sian matrix on the grid point, Hij,g, to the Hessian matrix HHalo,
corresponding to the position of each halo. We fully consider
the influence of the surrounding 8 grid points to a given halo.
The HHalo is given by
HHalo =
∑
α, β, γ=0,1
fαβγ × Hαβγij,g (8)
in which fαβγ is the contributed fraction of nearby 8 grid points
to the halo position. The fαβγ is calculated similar to what
shown in Fig. 1, but the test particle is replaced by a given halo.
In this case, halo is regarded as a uniform distribution of a mass
cloud with width equals to the grid size.
2.5. Step 5 - Computing eigenvalues and eigenvectors.
Solving the Hessian matrix HHalo, we obtain the eigenval-
ues (λ1,Halo ≤ λ2,Halo ≤ λ3,Halo) and corresponding eigenvec-
tors (e1,Halo, e2,Halo, e3,Halo) for every halo. In the typical NGP
method, the eigenvalues and eigenvectors of any halo is given
by those of the NGP. Namely, haloes with the same NGP in-
herit the same large scale structure information (eigenvalues
and eigenvectors). This is not robust because the NGP large-
scale information depends on the resolution of the grid (namely
the cell size). In order to compare our algorithm with typical
NGP, we also computing the eigenvalues and eigenvectors of
Hij,g and assign these to all haloes which are saved as λ1,NGP,
λ2,NGP, λ3,NGP and e1,NGP, e2,NGP, e3,NGP.
3. Test simulation
The simulation data used in this work is Illustris-1[37] with
full physics and high mass resolution. The Illustris simula-
tion suite consists of a set of cosmological hydrodynamical
simulations carried out with the moving mesh code AREPO
[31] with following cosmological parameters: Ωm = 0.2726,
ΩΛ = 0.7274, Ωb = 0.0456, σ8 = 0.809, ns = 0.963 and
H0 = 100 h km s−1 with h = 0.704. These parameters are con-
sistent with the latest Wilkinson Microwave Anisotropy Probe
(WAMP)-9 measurements [14]. Illustris-1 covers a cubic cos-
mological box of 75 h−1Mpc wide, with periodic boundaries,
and within which 18203 dark matter particles and 18203 initial
gas cells are evolved from z = 127 to z = 0. The mass res-
olution is 6.26 × 106 M in dark matter and 1.26 × 106 M in
baryonic matter.
Dark matter halos are identified using the standard Friend-
of-Friend (FoF) algorithm [7] with the linking length equals
to 0.2 times the mean particle separation. Baryonic particles
(stellar particles, gas cells, SMBH particles) were attached to
these FOF primaries in a secondary linking stage [8]. The min-
imum particle number per FOF group is 32. With this proce-
dure, 7,713,601 FOF groups are identified. The halo position is
defined as the position of the most bound particle of the biggest
gravitationally bound structures identified by the SUBFIND al-
gorithm [32, 7]. Halo virial mass is marked as Mvir, defined as
the mass which is contained in a spherical region with average
density 200 times the critical density of the universe.
3
4. Results: stability
In identifying the large-scale environment for each halo, our
algorithm requires three free parameters: the resolution N3grid,
the smoothing length Rs, and the threshold λth. As described
in the introduction, a lot of work [1, 4, 9] has focused on the
effects of the smoothing length and threshold. In this work, we
mainly discuss the dependence on the resolution from small to
large and check the stability by comparing the results between
our algorithm and the NGP method. Therefore, in the following
analysis, we fixed the smoothing length and threshold by setting
Rs ∼ 2 h−1Mpc and λth = 0.0, which are values typically used
previously published articles [i.e. 11, 12, 26, 21, 39, 38].
In Fig. 2 we present a ∼ 0.6 h−1Mpc thick slice the CIC of
the density field before (upper panels) and after (bottom panels)
applying the Gaussian smoothing. We consider all dark matter
particles, gas cells and stars at z = 0 as the input of Step 1. We
applied and compared three grid cell numbers N3grid = 128
3,
2563 and 5123 and show these in the left, middle and right
column, respectively. The corresponding grid resolutions are
∼ 0.6 h−1Mpc, ∼ 0.3 h−1Mpc and ∼ 0.15 h−1Mpc. The density
field is normalized by the mean, and shown in log δ (as shown
shown in the color bar). There is a lack of systematic consensus
on which smoothing length is the best to characterize the mass
distribution on large scales, as this is essentially an arbitrary
decision. In most studies, a constant smoothing length (∼ 0.5
to ∼ 2 h−1Mpc) is used at z = 0 [11, 12, 41, 36, 5]. [25] ar-
gue for a smoothing length that must vary with redshift and is
adjusted according to the rms of the density field. For partial
discussions, we refer readers to [12] and [9] for more details.
Here, we apply the smoothing scale Rs equals to 2 h−1Mpc.
Note that even for other values of Rs the results do not change
much compared to typical NGP method. For both CIC density
fields (upper panels) and smoothed density fields (bottom pan-
els), we find that, visually, the skeleton (namely the location of
high density regions) looks very similar. However, some differ-
ence need to be pointed out. As N3grid increases, more and more
fine structure appears in the CIC density filed, shown in upper
panels. The under-dense regions shown in the left-upper panel
are replaced by some finer structures whose density may be
slightly higher than the mean density in the middle- and right-
upper panel. A similar effect is seen for the smoothed density
field.
Its is perhaps obvious that with different grid resolutions and
smoothing scales, the appearance of the density field - specifi-
cally the characteristics of the density contrast - will vary, since
grid resolution and smoothing sets the characteristic scale. This
naturally leads to the question of how quantification of the cos-
mic web changes with scale or grid resolution. In studying
the effects of the cosmic web on the properties of dark matter
haloes, the identification algorithm should consistently identify
the large-scale environment of each halo in some “converged”
fashion. In other words, the large-scale environment of a given
halo is fixed at a given scale. This is natural and expected if
the universe is non-fractal, which we believe it is (see [16]).
The question which remains is which scale is relevant for the
effects of galaxy formation . Furthermore it is incumbent that
the large-scale environment of a halo (at fixed scale) should not
change with the free parameters of the algorithm, specifically
the grid resolution. In the following, we discuss the stability of
the cosmic web classification as function of resolution between
our algorithm and the NGP method. The type of the environ-
ments, three eigenvalues and eigenvectors of the cosmic web
are examined.
By setting the eigenvalue threshold λth = 0.0, we may assign
each halo one of the four different types of environments. As
shown in Fig. 3, we show the halo distribution and their large
scale environment classifications of the same slice as Fig. 2 but
with varyong grid sizes. Here halos in the four different cosmic
web environments are shown in different colors: knots in red,
filaments in green, walls in blue, and voids in yellow. It should
be noted that the distribution shown here represents a projected
slice of ∼ 0.6 h−1Mpc thickness, along the z-axis. In this case,
walls appear as roughly as 1D filamentary or isolated structures,
while some filaments appear as cluster like. Despite the visual
difference shown in the Fig. 2 we find that, statistically, ∼ 98%
of all halos are assigned the same cosmic web environments
with our new algorithm; this is compared to 90% with the NGP
method. This doesn’t change as function of λth. We exam-
ined 10 different none-zero thresholds of λth from 0.1 to 1.0
[9] and the conclusion remains the same: our new algorithm
consistently places halos in the same large scale environment
irrespective of the underlying grid size.
A deeper comparison is set up to check whether the six pa-
rameters (three eigenvalues and three eigenvectors) of the large
scale structure assigned to each halo is kept stable at fixed
smoothing but with varying grid resolution. The magnitude of
an eigenvalues is an important criterion for classifying large-
scale environments. Therefore, the stability of eigenvalues in
the case of changing parameters has a decisive effect on the
classification of large-scale environments. In Fig. 4 and Fig. 5,
we examine the stability of the distribution of eigenvalues both
in our algorithm and NGP. The upper panels both in the Fig. 4
and Fig. 5 show the distribution of the three eigenvalues, for
N3grid equal to 128
3 in red, 2563 in green and 5123 in blue. It
can be seen that the distributions look similar. However when
we examine the fractional difference with respect to the mean
eigenvalue (namely (λi,a − λi,b)/ < λi,a, λi,b >, where a, b=128,
256, 512 ands i = 1, 2, 3), a measure of how significant any dif-
ference of the eigenvalue is when changing grid resolution, we
see the superiority of the proposed method. This is shown in the
bottom panels both in the Fig. 4 and Fig. 5. Red lines indicate
the fractional difference with N3grid = 128
3 and N3grid = 256
3,
green lines for N3grid = 128
3 and N3grid = 512
3, and blue lines
for N3grid = 256
3 and N3grid = 512
3. When comparing the 512
resolution to the 128 resolution we find that in our method,
∼ 80% of the haloes have eigenvalues within 10% of each other
(Fig. 4), while in the NGP method this is only 58% (Fig. 5).
This indicates that eigenvalues calculated by our approach are
relatively much more stable than in the typical NGP method.
These numbers are (roughly) independent of which eigenvalue
we examine. The smallest eigenvalue is the most stable in both
cases.
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Figure 2: Upper panels show the logarithm of the normalized CIC density field, log(ρ/ρ¯) = log(1 + δ), of a slice of width ∼ 0.6 h−1Mpc across x-axis (in which ρ¯ is
the mean density of the universe). Similar to the upper panels, bottom panels show the logarithm of the CIC density field when smoothed on a scale Rs = 2 h−1Mpc,
( see Step 2 in Section 2.2 for more detail). Different columns represent different grid resolutions: 1283 in the left, 2563 in the middle and 5123 in the right. Values
are coded in color bar.
Table 1: The fraction of eigenvector alignments smaller than 10◦, 20◦ and 30◦, with our approach, corresponding to solid color lines in Fig. 7. The highlighted
number in blue show fractions of eigenvectors that are well aligned within 10◦ between lowest and highest resolution. Number in red shows the fractions of
eigenvectors that are within (< 30◦) between two grid resolutions.
e1,i · e1,j e2,i · e2,j e3,i · e3,j
(i, j) = (128, 256) (128, 512) (256, 512) (128, 256) (128, 512) (256, 512) (128, 256) (128, 512) (256, 512)
≤ 10◦ 90.5% 89.4% 95.7% 90.5% 89.3% 95.7% 91.4% 90.2% 96.4%
≤ 20◦ 91.8% 90.9% 96.2% 91.7% 90.8% 96.2% 92.7% 91.8% 97.1%
≤ 30◦ 92.8% 92.1% 96.6% 92.8% 92.0% 96.7% 94.0% 93.2% 97.8%
Table 2: Same as Table 1, but for eNGP, corresponding to the dotted color line in Fig. 7.
e1,i · e1,j e2,i · e2,j e3,i · e3,j
(i, j) = (128, 256) (128, 512) (256, 512) (128, 256) (128, 512) (256, 512) (128, 256) (128, 512) (256, 512)
≤ 10◦ 64.8% 54.5% 81.1% 64.0% 53.6% 80.8% 65.2% 54.8% 81.9%
≤ 20◦ 75.1% 69.0% 84.8% 74.8% 68.7% 84.7% 75.4% 69.1% 85.6%
≤ 30◦ 79.1% 74.5% 86.9% 79.0% 74.3% 86.8% 79.8% 75.0% 88.1%
5
Figure 3: Halo distribution colored by large scale environments classification (in the same slice as Fig. 2) according to our algorithm with 1283 (left panel), 2563
(middle panel) and 5123 (right panel) grids. The halos in the four different environments are found in knots (red), filaments (green), walls (blue), and voids (black)
defined by counting the number of positive eigenvectors. These three look almost the same visually, and statistically ∼ 98% haloes have the same large scale
environment independent of grid size.
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Figure 4: The stability of three eigenvalues (λ1,Halo, λ2,Halo, and λ3,Halo) for haloes in our approach with three grid resolutions N3grid. Upper panels: a histogram of
eigenvalues for N3grid, 128
3 (in red), 2563 (in green) and 5123 (in blue) grids. Note these are indistinguishable. Bottom panels: the cumulative distribution of the
fractional difference in the assignment of eigenvalues, namely (λi,a − λi,b)/ < λi,a, λi,b >, where a, b=128, 256, 512 and i = 1, 2, 3. Red line indicate the fractional
change between eigenvalues calculated by setting N3grid = 128
3 and N3grid = 256
3, green for 1283 and 5123, and blue for 2563 and 5123.
In Fig. 6, we show the ratio of the three eigenvalues (λ1 in
the left panel, λ2 in the middle panel and λ3 in the right panel)
assigned to each halo in our algorithm (with subscript of ‘halo’
) and the NGP (with subscript of ‘NGP’ ) approach. The ver-
tical dotted line indicates λNGP = λHalo, so that the narrower
the distribution and the higher the peak at 1.0, indicates that
λNGOP ≈ λhalo. It can be seen that as the grid resolution in-
creases, the NGP method approaches our new method. For
coarser grids, the agreement is worse.
FInally we further check the stability of the direction of
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Figure 5: Same as Fig. 4, but for haloes with eigenvalues (λ1,NGP, λ2,NGP and λ3,NGP) assigned by NGP. Note that the bins same as Fig. 4.
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Figure 6: The ratio of three eigenvalues (λ1, λ2 and λ3) assigned to all haloes between our approach (with subscript “halo”) and the traditional one (with subscript
“NGP”), for three different grid sizes, 1283 (in red), 2563 (in green) and 5123 (in blue).
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Figure 7: The cumulative distribution function (CDF) of the alignment angle of eigenvectors with changing of grid size N3grid (see legend). Solid lines represent the
eigenvectors calculated in our approach (ehalo), while dotted lines denote the traditional NGP method (eg). Three vertical dashed lines represent 10◦, 20◦, and 30◦
(in red, blue and green) respectively. The mean cos(θ) of each angle are shown in the legend. The fraction of angles angle smaller than 10◦, 20◦ and 30◦ are shown
in Table 1 and Table 2.
three eigenvectors of cosmic web by checking the alignment
of eigenvectors computed at a given scale but with different
grid reoslutions. In Fig. 7, we show the cumulative distribu-
tion function of the alignment angle between eigenvectors (e1
in left panel, e2 in middle panel and e3 in the right panel) calcu-
lated with different grid sizes. The alignment angle between the
eigenvectors calculated with N3grid = 128
3 and with N3grid = 256
3
are shown as red lines, green lines for N3grid = 128
3 and
N3grid = 512
3, and blue lines for N3grid = 256
3 and N3grid = 512
3.
Solid lines represent our algorithm and dotted lines for NGP.
The mean value of the cosine of the alignment angle are shown
in the legend in each panel. Three vertical dashed line repre-
sents a 10◦, 20◦ and 30◦ angle in red, blue and green respec-
tively.
The solid lines in Fig. 7, clearly demonstrate that our new al-
gorithm produces eigenvectors that are well aligned with them-
selves irrespective of grid resolution, in stark contrast to the
NGP case (dotted lines). This indicates that, with different grid
resolutions, the eigenvectors calculated by our approach have
a higher chance to point in the same direction. This is also
seen by examining the mean value of the cos(θ). For a quantita-
tive comparison, we show the fraction of eigenvectors aligned
within 10◦, 20◦ and 30◦ in the Table 1 (our algorithm) and the
Table 2 (NGP method). The highlighted number in blue shows
the fraction of eigenvectors that are aligned within 10◦ between
the Ngrid = 1283 and Ngrid = 5123 case. We find that with our al-
gorithm the fraction reaches up to 90.2% for e3 and nearly 90%
of all eigenvectors. While shown in Table 2, this fraction only
about ∼ 54% for the NGP. Furthermore, the fraction of align-
ment angle smaller than 30◦ of (256, 512) (red in Table 2) is still
lower than (128, 512) in our algorithm (blue in Table 1). This
indicate that our algorithm can produce eigenvectors whose di-
rections are reliable using different value of N3grid.
5. Conclusion and Discussion
Many studies have investigated the effect of environment on
galaxy and halo formation. In cosmological simulations one of
the common ways to define environment is via deformation of
the matter field. This may be done by examining, for example,
the tidal-shear field or the potential field. Such approaches rely
on discretising the field, normally using a regular grid. How-
ever as particle number in cosmological simulations continues
to grow, the computational resources required to analyse the
cosmic web increases as well. The finest grid size that can be
used depends on the simulation’s resolution (particle number).
This grid must be smoothed in order to dull the discretizaion.
The smoothing scale should be the only scale that matters as it
sis a physical and not an algorithmic scale. Therefore, In order
to obtain robust results, we require a cosmic web algorithm that
is independent of grid size and depends only on the scale of the
smoothed field.
We have thus come up with a superior algorithm for comput-
ing hessian based cosmic web cosmic web classification (see
Section 2 for details). Most approaches compute the value of
a tensor (say the hessian of the density, potential or tidal field
etc) on a regular grid. These are then diagonalized: the eigen-
vectors and eigenvalues play a key role in the cosmic web quan-
tification. In most such algorithms, halos and galaxies inherit
the values of the eigenvectors and eigenvalues from the nearest
grid point (NGP) of the grid on which the cosmic web classifi-
cation was done. Since grid cells can be large, this can lead to
inaccuracies. Our improved algorithm essentially computes the
hessian at the location of each halo as a weighted mean of the
Hessians in the 8 neighboring grids, in a CIC-inspired scheme.
We used the state-of-the-art hydrodynamic simulation,
Illustris-1 (z=0), as test data , applying our an improved identifi-
cation algorithm in order to obtain the cosmic web properties of
each halo/galaxy in the simulation. Comparing with the typical
NGP method, we found that our improved algorithm can reach
high accuracy even at low resolution. It should be pointed out
that our algorithm is not only applicable to the Hessian-based
method with the density field, but also applicable to the T-web
(tidal fields) and the V-web (velocity field). It can also be ap-
plied to those algorithms with other density estimations. Our
method produces eigenvectors that don’t change direction, and
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eigenvalues that don’t change magnitude with grid resolution.
This is in contrast and superior to the typical NGP methods.
In [4] he effects of Rs on large-scale classifications was ex-
amined in detail. In this work, we mainly examine the in-
fluence of the grid resolution (N3grid). In forthcoming stud-
ies, we will further consider the effects of smoothing scale on
large-scale classification algorithms, and the algorithm will be
used for a variety of purpose, including the correlation between
halo/galaxy properties and cosmic web, and the formation and
evolution of haloes/galaxies within the cosmic web. This algo-
rithm will also be used as the cornerstone for the precise iden-
tification of the filamentary structure.
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