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Abstract
Dimensionality reduction can be efficiently achieved by generative latent variable models such as probabilistic principal component
analysis (PPCA) or independent component analysis (ICA), aiming to extract a reduced set of variables (latent variables) from the
original ones. In most cases, the learning of these methods is achieved within the unsupervised framework where only unlabeled
samples are used. In this paper we investigate the possibility of estimating independent factor analysis model (IFA) and thus
projecting original data onto a lower dimensional space, when prior knowledge on the cluster membership of some training samples
is incorporated. In the basic IFA model, latent variables are only recovered from their linear observed mixtures (original features).
Both the mapping matrix (assumed to be linear) and the latent variable densities (that are assumed to be mutually independent
and generated according to mixtures of Gaussians) are learned from observed data. We propose to learn this model within semi-
supervised framework where the likelihood of both labeled and unlabeled samples is maximized by a generalized expectation-
maximization (GEM) algorithm. Experimental results on real data sets are provided to demonstrate the ability of our approach to
find law dimensional manifold with good explanatory power.
Key words: Independent factor analysis, semi-supervised learning, mixture models, maximum likelihood, dimensionality
reduction
1. Introduction
A considerable amount of research has been devoted to di-
mensionality reduction of multivariate data sets. The underly-
ing motivation is that many data sets live on a subspace whose
intrinsic dimensionality is lower than that of the original data
space. Research in this area has employed either feature selec-
tion methods which directly select a subset of meaningful vari-
ables from the original ones, or feature extraction methods that
aim to generate new features from the first input data. What-
ever the chosen approach, the goal is to describe a large data
set by a reduced number of variables that better capture the es-
sential structure of the problem. These methods include lin-
ear approaches such as probabilistic principal component anal-
ysis (PPCA) [1, 2] Projection Pursuit (PP) [12, 13], Metric
Muldimensional Scaling (MDS) [8], linear discriminant anal-
ysis (LDA) [11] on the one hand, and non linear methods such
as random projection (RP) [14, 15], Kohonen’s self-organizing
maps [35, 32],... on the other hand. A detailed survey of many
of these methods can be found in [9, 10].
The dimensionality reduction problem can also be formu-
lated using a generative latent variable model which aims to
describe observed variables (original features), in terms of
smaller set of unobservable (or latent) variables. Depending
on the assumption made on the latent and observed variable
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distributions, different kind of models can be distinguished
such as Principal Component Analysis (PCA), Factor analy-
sis (FA) [30, 31], and Independent Component Analysis (ICA)
[16, 17, 29]. ICA has been applied to many different prob-
lems, including blind source separation, exploratory data anal-
ysis and feature extraction [34, 21]. In the feature extraction
context, several authors used ICA to extract meaningful fea-
tures for both regression and classification problems [37, 38].
This paper deals with a particular model of this family, recently
proposed by [18, 19], and known as Independent Factor Analy-
sis (IFA).
The generative model involved in IFA assumes that observed
variables are generated by a linear mixture of independent and
non Gaussian latent variables as in the ICA model. Further-
more, it considers that each individual latent variable has its
own distribution, modeled by a mixture of Gaussians (MOG).
The IFA model is often considered within an unsupervised
learning framework. The model parameters and thus the la-
tent variables are learned from the observed data only. Recent
works have derived an approach for modeling class conditional
densities based on IFA model [20]. In this paper, we propose
an extension of the basic IFA model makes it possible to incor-
porate additional information on cluster membership of some
training samples to estimate the IFA model. In this way, the
learning of this model, and thus the dimensionality reduction
can be handled in a semi-supervised learning framework.
The article is organized as follows. In Section 2, we review
the independent factor analysis model and present how it can be
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estimated by maximum likelihood in a noiseless setting. Sec-
tion 3 focuses on the problem of semi-supervised learning of
the IFA model where additional information on cluster mem-
bership of some samples will be incorporated. A generalized
maximum likelihood criterion will be defined and the algorithm
for its optimization also detailed. Experimental results showing
the benefits of the proposed approach to achieve dimensionality
reduction will then be given for real data sets. Conclusions are
presented in Section 5.
2. Noiseless Independent Factor Analysis
2.1. Background on Independent Factor Analysis
IFA was introduced in [19, 18]. It originates from both or-
dinary factor analysis (FA) in applied statistics [27, 28] and
Independent Component Analysis (ICA) in signal processing
[16, 17]. IFA aims to recover independent latent variables from
their observed linear mixtures. The latent variables are assumed
to be mutually independent and non Gaussians. In the noiseless
form that is used throughout this paper, the IFA model can be
expressed as:
x = A z, (1)
where A is a square matrix of size S × S , x the random vec-
tor whose elements (x1, . . . , xS ) are the mixtures and z the ran-
dom vector whose elements (z1, . . . , zS ) are the latent variables.
Thanks to the noiseless setting, a deterministic relationship be-
tween the distributions of observed and latent variables can be
expressed as:
fX(x) =
1
| det(A)| f
Z(A−1 x), (2)
Unlike the ICA model in which the probability density func-
tions of the latent variables are fixed using prior knowledge or
according to some indicator that allows switching between sub
and super Gaussian densities [16], each latent variable density
in the IFA is modeled as a mixture of normally distributed com-
ponents (Mixture of Gaussians MOG) so that a wide class of
densities can be approximated [19, 18, 7]:
fZs (zs) =
Ks∑
k=1
piskϕ(zs; µ
s
k, ν
s
k), (3)
where ϕ(.; µ, ν) denotes a univariate normal density function
with mean µ and variance ν. Equation (3) means that each la-
tent variable is described as mixture of Ks Gaussians with mean
µsk, variance ν
s
k and mixing proportions pi
s
k.
Considering the graphical model of IFA shown in Figure 1, it
can be seen that the IFA model provides two levels of interpre-
tation corresponding to discrete and continuous latent variables.
For each one of the S latent variables, the discrete latent vari-
able encodes the cluster from which each sample is drawn.
The whole IFA model parameters can thus be summarized in
a vector ψ = (W,pi1, . . . ,piS ,µ1, . . . ,µS , ν1, . . . , νS ), with W the
unmixing matrix (W = A−1), pi j the vector of cluster proportions
of source j which sum to 1, µ j and ν j the vectors of size K j
containing the means and the variances of each cluster.
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Figure 1: Graphical model for Independent Factor Analysis.
2.2. Parameter estimation in IFA
2.2.1. IFA and Maximum Likelihood
The learning problem associated with the IFA model con-
sists in estimating both the unmixing matrix W and the MOG
parameters from the observed variables alone. Considering an
i.i.d random sample X = (x1, ..., xN) of size N and using Equa-
tion (2) under the latent variable independence hypothesis, the
log-likelihood has the form:
L(ψ; X) =
N∑
i=1
S∑
s=1
log
(
fZs ((Wxi)s)
)
+ N log(| det(W)|), (4)
By substituting the density distribution by its expression given
in (3), the log-likelihood can be rewritten as:
L(ψ; X) = N log(| det(W)|)+
N∑
i=1
S∑
s=1
log
 Ks∑
k=1
piskϕ
(
(W−1xi)s, µsk, ν
s
k
) .
(5)
The whole IFA parameters ψ can therefore be estimated by
maximizing the likelihood function.
2.2.2. Generalized Expectation-Maximization (GEM) Algo-
rithm
When the latent variable densities are known, the unmixing
matrix estimation is based on gradient methods that maximize
the likelihood. The gradient of the log-likelihood defined in (5)
can be derived as:
∂L(W; X)
∂W
∝ (W−1)t − 1
N
N∑
i=1
g(Wxi)xti, (6)
where
g(z) =
[−∂ log( fZ1 (z1))
∂z1
, . . . ,
−∂ log( fZS (zS ))
∂zS
]t
. (7)
The update rule of the unmixing matrix is thus given by:
W (q+1) = W (q) + τ
((W (q))−1)t − 1N
N∑
i=1
g(W (q) xi)xti
 , (8)
where τ is the gradient step that can be adjusted by means of
linear search methods ([22]).
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The convergence of this algorithm can be improved by using
the natural gradient ([16, p. 67, p. 208]).
Maximum likelihood of the whole model parameters can be
achieved by an alternating optimization strategy. The gradient
algorithm is indeed well suited to optimize the log-likelihood
function with respect to the unmixing matrix W when the pa-
rameters of the source marginal densities are frozen. Con-
versely, with W kept fixed, an EM algorithm can be used to
optimize the likelihood function with respect to the parameters
of each source. These remarks have led use a Generalized EM
algorithm (GEM) [23, 24] that simultaneously maximizes the
likelihood function with respect to all model parameters.
3. Semi-supervised learning in Independent Factor Analy-
sis
3.1. Derivation of a Generalized Likelihood Criterion
The IFA model is often considered within an unsupervised
learning framework. This section considers the learning of this
model in a partially-supervised learning context where partial
knowledge of the cluster membership of some samples is avail-
able. For that purpose, the model is built from a combination
of M labeled and N − M unlabeled samples. Consequently,
the criterion can be decomposed into two parts corresponding,
respectively, to the supervised and unsupervised learning exam-
ples and the log-likelihood criterion (5) can be written as:
L(W; X) = N log(| det(W |)+
M∑
i=1
S∑
s=1
Ks∑
k=1
lsik log
(
piskϕ
(
(Wxi)s, µsk, ν
s
k
))
+
N∑
i=M+1
S∑
s=1
log
 Ks∑
k=1
piskϕ
(
(Wxi)s, µsk, ν
s
k
) . (9)
Note that lsik ∈ {0, 1}Ks , lsik = 1 if sample i comes from compo-
nent ck of sources s and lsik = 0 otherwise.
3.2. Practical Considerations
A Generalized EM algorithm (GEM), (also noted here as Al-
gorithm 1) can be designed to simultaneously maximize the
likelihood function with respect to all the model parameters
[5, 6]. This algorithm is similar to the EM algorithm used to
estimate IFA parameter in an unsupervised setting [18], except
for the E step, where the posterior probabilities tsik are only com-
puted for the unlabeled samples. The score function g of each
latent variable density are given by:
gs(zis) =

−∂ log
(∑Ks
k=1 l
s
ikpi
s
kϕ(zis;µ
s
k ,ν
s
k)
)
∂zis
, if i ≤ M
−∂ log
(∑Ks
k=1 pi
s
kϕ(zis;µ
s
k ,ν
s
k)
)
∂zis
, if i > M
=

∑Ks
k=1 l
s
ik
(zis−µsk)
νsk
, if i ≤ M∑Ks
k=1 t
s
ik
(zis−µsk)
νsk
, if i > M
(10)
Note that tsik is the posterior probability that the sample i belongs
to component k of the latent variable s, given zis = (Wxi)s and
the labels:
tsik =
piskϕ(zis; µ
s
k, ν
s
k)∑Ks
k′=1 pi
s
k′ϕ(zis; µ
s
k′ , ν
s
k′ )
. (11)
4. Simulations and discussion
In this section, we investigated the interest of our approach
with three real datasets of which the characteristics are given
on Table 1. The first dataset is the Crabs dataset 1 that concerns
the recognition of crabs species and sexes in a population of
crabs using different morphological measurements. The second
dataset is the well known Fisher’s Iris data available on-line 2.
The third dataset is the YaleB face database [39]. We choose the
first 5 subjects from the dataset and get totally 320 face samples
that were captured under different illumination conditions (5
subjects × 64 illumination conditions).
To better understand our approach as compared to the unsu-
pervised IFA model, different experiments were carried out to
show the influence of learning the IFA model when information
regarding the component membership of some training samples
is introduced. We show that such information can be exploited
to efficiently extract a reduced set of variables from the origi-
nal ones. We show also the potential benefit of incorporating
labels in terms of simplification of the optimization problem.
This consideration has high practical interest as the problem of
local maxima is very important for independent factor analysis.
Three different learning strategies were compared, namely,
PCA, unsupervised IFA, and semi-supervised IFA using some
labelled samples over all latent variables. The IFA model pro-
vides two levels of interpretation corresponding to discrete and
continuous latent variables. While results for continuous vari-
ables are useful to visualize the projection of the data onto the
two-dimensional principal subspace, those of discrete variables
allow quantification of classification rates according to each
latent variable. In this case, a Maximum a posteriori (MAP)
criterion is used to assign each observation to one of the mix-
ture components modeling each latent variable density func-
tion. When PCA is applied to reduce dimensionality, the nearest
neighborhood (1-NN) classifier is employed for classification.
A few data samples from the whole data are randomly
chosen as labeled samples. Twenty random starting points
were used for the GEM algorithm and only the best solution
according to the likelihood was kept. The performances
were quantified using the correct detection rates according to
each latent variable calculated on a test set constituted by the
samples not labelled during the training phase. The process is
repeated for 30 runs and the averaged results are recorded.
1http://rweb.stat.umn.edu/R/library/MASS/html/crabs.html
2http://mlearn.ics.uci.edu/MLRepository.html
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Algorithm 1: Pseudo-code for Semi-supervised IFA with
GEM algorithm
Input: Centered observation matrix X, cluster membership
for the M labeled data lsik
# Random initialization of IFA parameter vector
ψ(0), q = 0
while convergence test do
# latent variable update
Z = X.W (q)t
# Update of the latent variable parameters / EM
forall s ∈ {1, . . . , S } and k ∈ {1, . . . ,Ks} do
# E-Step
ts(q)ik =
pi
s(q)
k ϕ(zis; µ
s(q)
k , ν
s(q)
k )∑Ks
k′=1 pi
s(q)
k′ ϕ(zis; µ
s(q)
k′ , ν
s(q)
k′ )
, ∀i ∈
{1, . . . ,N − M}
ts(q)ik = l
s
ik, ∀i ∈ {1, . . . ,M}
forall s ∈ {1, . . . , S } and k ∈ {1, . . . ,Ks} do
# M-step , Update of the parameter vector of each
latent variable
pi
s(q+1)
k =
1
N
∑N
i=1 t
s(q)
ik
µ
s(q+1)
k =
1∑N
i=1 t
s(q)
ik
∑N
i=1 t
s(q)
ik zis
ν
s(q+1)
k =
1∑N
i=1 t
s(q)
ik
∑N
i=1 t
s(q)
ik (zis − µs(q+1)k )2
# Update of the score matrix G (10)
G = g(q+1)(Z)
# Gradient (8)
∆W = (
(
(W (q))−1
)t − 1N ∑Ni=1 g(W (q) xi)xti
# Linear search τ (gradient step)
τ∗ = Linearsearch(W (q),∆W)
# Unmixing matrix update
W (q+1) = W (q) + τ∗.∆W
# Latent variable normalization to remove scale
indetermination
forall s ∈ {1, . . . , S } do
σ2s =∑Ks
k=1 pi
s(q+1)
k (ν
s(q+1)
k +µ
s(q+1)
k
2
)−
(∑Ks
k=1 pi
s(q+1)
k µ
s(q+1)
k
)2
forall k ∈ {1, . . . ,Ks} do
µ
s(q+1)
k = µ
s(q+1)
k /σs
ν
s(q+1)
k = ν
s(q+1)
k /σ
2
s
W (q+1)s. = W
(q+1)
s. /σs
q← q + 1
Output: Estimated parameters : ψ̂, estimated latent
variables : Ẑ
Table 1: Characteristics of real datasets.
name # dimensions # samples # classes
Crabs 5 200 4
Iris 4 150 3
YaleB 40 320 5
4.1. Crabs dataset
The crabs dataset consists of 5 morphological measurements
recorded for 200 crabs that can be categorized into four groups
on the basis of their sex and species: “Blue male“, “Blue fe-
male“, “Orange Male“, and “Orange female“. The IFA model
used to deal with this dataset has 5 latent variables, among
which two were modelled by a mixture of 2 normally distri-
bution components and were labelled by using the sex and the
species information, the remaining latent variables are modeled
by simple Gaussians.
Figure 2 shows the scatter plot of the crabs data when they
are projected onto the estimated two-dimensional principal sub-
space obtained by the semi-supervised IFA model using 20%
of labelled training data. As a comparison, the projection of
the data onto the first two principal components (PCA) is also
given. The semi-supervised IFA leads to a projection giving
much better class separation. In fact, the first latent variable
clearly captures the variability of the crabs sex while the sec-
ond corresponds to their species.
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Figure 2: Two-dimensional visualization of the Crabs dataset projected onto the
first two principal components obtained by PCA and semi-supervised IFA with
20% of labelled samples. In the graph, the stars denote the “blue male“ group of
crabs, the circles denote the “blue female“ group, the boxes indicate the “orange
male“ crabs and the triangles the “orange female“.
In order to accurately quantify the affect of the proportion
of labelled samples, the correct detection rates (for the 2 latent
variables) has been evaluated as a function of the number of la-
belled samples. Figure 3 shows the classification performance
when the proportion of labelled samples increases from 0 (un-
supervised learning case) to 80%. With only 20% of labelled
samples, the correct detection rates reach 91.4% for the sex la-
tent variable and 100% for the species latent variable. Note
that unsupervised IFA classify correctly classifies 42% of ob-
servations for the sex and 56% for the species. PCA-1NN gives
4
94.8% and 51.8% of correct classification rates for the sex and
species. The results are summarized on Table 2.
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Figure 3: Influence of the proportion of labelled samples on the estimation of
the semi-supervised IFA model: Boxplot of the correct detection rates for the
first (crab sex) and the second latent (crab species) variables function of the
percentage of labelled samples.
Figure 4 displays the CPU time required for the GEM algo-
rithm convergence function of the amount of labelled samples.
It can be seen that the time computation (or the number of it-
erations) exponentially decreases when the amount of labelled
samples increases. This graph highlights the potential benefit of
incorporating labels in terms of simplification of the optimiza-
tion problem.
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Figure 4: Time computation over 20 random initializations for the GEM algo-
rithm as a function of labelled samples.
4.2. Iris dataset
The Iris dataset consists of 50 samples from each of three
species of Iris flowers (Iris setosa, Iris virginica and Iris versi-
color). 4 features were measured from each sample : the length
and the width of sepal and petal. The IFA model used for this
dataset has only one latent variable with a mixture density of
three components, (one for each species), the remaining vari-
ables being as usual simple Gaussians.
Figure 5 shows the 2D data visualization obtained by the
PCA and the semi-supervised IFA with 10% of labelled train-
ing samples. It can be seen that semi-supervised IFA requires
one latent variable with three components to highlight the latent
structure of the Iris dataset. The less separable classes are the
virginica and the versicolor species while the setosa is the best
predictible class. In terms of classification, 86% of samples are
well classified in the principal subspace given by the PCA-1NN
while only 33% of correct detection rate achieved by unsuper-
vised IFA. This is mainly due to latent variable permutation.
By permuting the mixture components a correct detection rate
of 97.1% is reached by unsupervised IFA. This finding suggests
that the species structure is very clear in this dataset.
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Figure 5: Two-dimensional visualization of the Iris dataset projected onto the
first two principal components obtained by PCA and semi-supervised IFA with
10% of labelled samples. In the graph, the stars denote the “setosa“ group, the
circles denote the “versicolor“ group and the triangles the virginica“ species.
Figure 6 shows both the correct detection rate obtained ac-
cording to the first latent variable and the CPU time computa-
tion as functions of the proportion of labelled samples. It can
be seen that the performances are drastically improved when
10% of samples are labelled and slows down with more labelled
data. This means that too many labelled data are not useful to
improve the results for the Iris dataset because as already noted
the species structure is very clear in this dataset.
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Figure 6: Influence of the proportion of labelled samples on the estimation of
the semi-supervised IFA: (a) Boxplot of the correct detection rates evaluated
with the MAP criterion on the first latent variable. (b) Time computation over
20 random initializations for the GEM algorithm as a function of the proportion
of labelled data
The results are also summarized in Table 2.
4.3. YaleB face dataset
5 subjects have been chosen from the YaleB dataset. For each
one of them, 64 face samples have been captured under differ-
ent illumination conditions. The complexity of dimensionality
reduction task is due to the lightning conditions that lead to
variability between images of the same subject greater than that
of different subjects. For this dataset a pre-processing step was
necessary to use semi-supervised IFA. In fact considering the
pixels gray level as the input variable of the model will lead to
a model with 32256 variables one for each pixel. We therefore
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first process the data by PCA and kept only the 40 leading prin-
cipal components. The IFA models was then fixed as follows :
5 latent variables with mixture densities and 35 Gaussian latent
variables. Each mixture has 2 components; one component en-
coding the membership of a picture to a specific subject and the
remaining components encoding the membership of the picture
to the remaining subjects. Therefore each latent variable with a
mixture density can be used to classify picture according to one
subject against all the others. Such modeling is partly in con-
tradiction with the hypothesis of Independent Factor Analysis
but we will see that good results are still obtained.
When the data are projected onto the first principal subspace
given by the PCA, an important overlapping between the 5
groups is noticed. This is illustrated in Figure 7. However,
it can be seen on the same figure that semi-supervised IFA
with 40% of labelled samples captures much better the intrinsic
structure of the dataset. By projecting the dataset on the latent
variables corresponding to subjects 1 and 2 one can see that
these variables are very good to distinguish these subjects from
the others. The complete results averaged on the 5 subjects are
summarized on Table 2. Figure 8 shows the boxplot of correct
detection rate obtained for each subject when the proportion of
labelled samples increases from 0 (unsupervised learning case)
to 80%. With 40% of labelled samples, the classification perfor-
mance reach 87% while it is equal to 50% in the unsupervised
IFA.
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Figure 7: Two-dimensional visualization of the YaleB face dataset projected
onto the first two principal components obtained by PCA and semi-supervised
IFA with 40% of labelled samples. In the graph, different symbols are used to
denote the 5 subjects.
5. Conclusion
In this paper, we have proposed a new approach of dimen-
sionality reduction based on partially supervised Independent
Factor Analysis. We introduced a criterion where the likeli-
hood of both labelled and unlabelled samples is maximized
by a GEM algorithm. Experimental results show that effi-
cient dimensionality reduction can be achieved for some prob-
lems where unsupervised methods fail to capture the underly-
ing structure of the data. The amount of labelled data required
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Figure 8: Influence of the proportion of labelled samples on the estimation of
the semi-supervised IFA: (a) Boxplot of the correct detection rates evaluated
with the MAP criterion on the five latent variables. (b) Mean time computa-
tion over 20 random initializations for the GEM algorithm as a function of the
proportion of labelled data
to reach a satisfactory accuracy depends on the discrimination
problem complexity but for all the problems investigated here
we find that with only 10% of labelled data semi-supervised
IFA gives results much better than PCA and ordinary IFA.
A. Appendix : Gradient of the Log-likelihood with respect
to the unmixing matrix
The log-likelihood in the noiseless IFA is given by:
L(ψ; X) =
N∑
i=1
S∑
s=1
log
(
fZs ((Wxi)s)
)
+ N log(| det(W)|),
In order to compute the gradient of L(ψ; X) with respect to
W, we have to compute the derivative of the logarithm of the
absolute value of a matrix determinant with respect to one of its
elements, which is given by (see [4], [3, p. 8]):
∂ log(| det(X)|)
∂Xlk
= (X−1)kl,
By using this relationship and assuming that latent variable
densities fZ1 , . . . , fZS are known, the derivative of the log-
likelihood with respect to one element Wlk of the unmixing ma-
trix can be written as:
∂L(ψ; X)
∂Wlk
= N(W−1)kl +
N∑
i=1
∂ log
(
fZl ((Wxi)l)
)
∂Wlk
= N(W−1)kl −
N∑
i=1
xikgl ((Wxi)l) ,
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where gl(z) is the opposite of the derivative of the logarithm of
the latent variable density zl :
gl(z) =
−∂ log( fZl (z))
∂z
By using matricial notations, we can define the g function:
g : RS → RS
g(z) =
[−∂ log( fZ1 (z1))
∂z1
, . . . ,
−∂ log( fZS (zS ))
∂zS
]t
.
Which allows us to obtain the matrix of the derivative of the
log-likelihood with respect to each element of W :
∂L(ψ; X)
∂W
= N(W−1)t −
N∑
i=1
g (Wxi) xti
∝ (W−1)t − 1
N
N∑
i=1
g (Wxi) xti.
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Table 2: Correct detection rates (%) averaged over 30 independent datasets, for three dimensionality reduction methods PCA-1NN, IFA and semi-supervised IFA
with different proportions of labelled samples (%).
PCA-1NN IFA Semi-supervised IFA
0 0 10 20 30 40 50 60 70
Crabs 55.8 49.5 94.7 95.7 95.4 95.8 96 95.8 96.2
Iris 86.1 33.1 97.4 97.1 97.5 97.3 97.1 97.1 97.1
YaleB 25.8 49.7 71 75.7 80.1 84.1 86.9 87.5 89
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