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Abstract—Age of Information (AoI) has gained importance
as a Key Performance Indicator (KPI) for characterizing the
freshness of information in information-update systems and time-
critical applications. Recent theoretical research on the topic has
generated significant understanding of how various algorithms
perform in terms of this metric on various system models
and networking scenarios. In this paper, by the help of the
theoretical results, we analyzed the AoI behavior on real-life
networks, using our two test-beds, addressing IoT networks and
regular computers. Excessive number of AoI measurements are
provided for variations of transport protocols such as TCP, UDP
and web-socket, on wired and wireless links. Practical issues
such as synchronization and selection of hardware along with
transport protocol, and their effects on AoI are discussed. The
results provide insight toward application and transport layer
mechanisms for optimizing AoI in real-life networks.
Index Terms—Age of Information, AoI, TCP, UDP, IoT, Syn-
chronization
I. INTRODUCTION
More and more, new IoT applications are taking place in our
daily life. It is not surprising anymore that everyday objects
as household appliances, vehicles, lights, waste containers,
etc., are connected to the Internet. Different from usual data
traffic, the IoT devices are usually generating small packets
carrying status updates. These status updates could be samples
of a slowly changing process such as the temperature or soil
humidity, or a rapidly changing process such as a vehicle’s
instantaneous acceleration or position, or the state of a net-
worked control system [1]. Therefore, the excessive number of
IoT devices have vastly varying requirements for the network
infrastructure.
Classical metrics such as throughput and latency are not
appropriate for measuring quality of service for IoT and
other status-update based applications or designing new service
policies for them. In contrast to classical data communication,
for status updating, the packets are not equally important -
an old (out of order) packet should be discarded, if the newest
update is critical. Often, the IoT applications require sufficiently
timely information to use in computation or actuation at the end
node. Providing sufficiently timely data to a growing number
of IoT devices is currently a challenge depending on com-
munication protocols to be re-thought completely. However,
to tackle this challenge the concepts of timeliness should be
quantified. A useful metric that emerged in recent years is Age
of Information [2], which refers to the time elapsed since the
most recent update is received at the destination.
Time average age, expected age, peak age, and the distri-
bution of age in general (e.g., Age Violation Probability) have
been analyzed for various service policies and optimized under
various assumptions for the packet generation process (see [3]
and references therein). It has been shown that in networked
control and situational awareness, end-to-end performance is
captured by a penalty function that is age itself or an increasing
function of age [4].
In the literature, many works are investigating the average
age analytically in different queuing systems [2], [5], [6].
In [5], the advantages of LCFS over FCFS is investigated
and results are proposed for preemptive and non-preemptive
LCFS system. In addition to these, [6] is a reference study
summarizing all existing results and providing bounds and
closed-form expressions for average age for the general case.
But the theoretical results are hardly helping to understand the
age behavior in real systems such as the Internet. Few works
are discussing the age characteristics in realistic systems, one
of them is [7], providing the AoI measurements on real testbed
over TCP/IP links served by WiFi, LTE, 3G, 2G, and Ethernet.
The provided results in [7] have similar U-shaped characteristic
comes across the analytical results of FCFS systems with
Poisson or Gamma distributed arrivals [8].
The ability to decide in large quantities of data and large-
scale communication network without a priori knowledge about
the network statistics is a particular benefit of machine learning
approaches. There have been studies applying machine learning
techniques for AoI-aware scheduling and sampling. The idea
of waiting before sampling proposed in [9] is combined with
reinforcement learning in [10], [11] to perform smart sampling
without having any prior knowledge about network. Similarly,
in [12], [13] age-aware scheduling is studied using RL methods.
In this work, while interpreting the age measurements ob-
tained on our testbeds using TCP and UDP protocols, we
benefit from the theoretical results provided for FCFS systems.
Additionally, general issues arising while using age metrics in
realistic setups such as the age bias caused by synchronization
errors, are explored. To the best of our knowledge, this paper
presents the first reported investigation of AoI on real IoT
testbeds. The ideas and results provided in [7], [14] are
explored in more depth in this work.
The rest of this paper is organized as follows: Section II
introduces Age of information (AoI). Effect of synchronization
error on AoI is investigated in Section III, and AoI measure-
ments on real-life systems and their results are demonstrated
in Section IV. Finally, conclusions are discussed in section V.
II. AGE OF INFORMATION: DEFINITION
Age of information is a new metric, which quantifies the
timeliness of a status update process transmitted from a source
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Fig. 1. Sample path of the age process ∆(t)
to a destination.
The status age ∆(t) is defined as the time that has elapsed
since the newest data packet available at the destination at time
t was generated at the source. More precisely, ∆(t) = t −
U(t), where U(t) is the generation time (i.e. time stamp) of
the newest data that the destination has received by time t.
This definition leads age to follow a sawtooth pattern as in the
sample path given in Fig. 1. The example in Fig. 1 assumes
a case where the observation begins at t = 0 with an empty
queue at the destination and ∆(0) = ∆0 > 0. The source
generates status updates at s1, s2, · · · , sn, which are received
at r1, r2, · · · , rn, respectively. In the absence of any updates,
the status age increases linearly in time and decreases just after
an update is received. The area under the age graph normalized
by time T gives the time average of AoI.
∆ =
1
T
∫ T
0
∆(t)dt (1)
For n transmitted packets, the area is composed of the area
of polygon Q1, isosceles trapezoids Qi’s for 2 ≤ i ≤ n and
the triangle of length Yn positioned at the bottom of Qn.
∆ =
Q1 +
∑N(T )
i=2 Qi + Y
2
n /2
T
(2)
lim
T→∞
∆ =
1
T
N(T )∑
i=2
Qi, (3)
where, Qi = 12 (2ri − si − si−1)(si − si−1) and N(T ) =
max{n|rn ≤ T}, the maximum number of arrival updates by
time T . Note that, (si − si−1) is Xi, i.e. the inter-arrival time
between successfully transmitted packets.
The time average AoI can also be expressed in terms of Hi’s,
as:
∆ =
1
T
N(T )∑
i=1
Hi (4)
Hi = (ri − ri−1)(ri−1 − si−1) + (ri − ri−1)
2
2
(5)
Note that, (ri − ri−1) is the inter-departure time between
(i − 1)th and ith packets and (ri−1 − si−1) equals to Yi−1
which is the system time of (i− 1)th packet.
The AoI-aware scheduling and control algorithms require
the calculation of AoI on receiver or transmitter, depending on
the capabilities of the devices or according to where control
decisions will be made. For example, if it is required to measure
average AoI of a connection between a simple sensor and a
server, AoI can be calculated on the receiver. On the other
hand, if the transmitter is adaptively changing the sampling
rate to achieve the minimum average AoI possible, then the
transmitter needs to know the AoI, so in this case the AoI is
measured at the transmitter side.
Another metric investigated in the AoI literature is the time
average of peak age of information.
∆peak =
1
N(T )
N(T )∑
i=1
∆(ri) (6)
The time average can be calculated using arrival and depar-
ture instances of packets
∆peak =
1
N(T )
N(T )∑
i=1
(ri − si−1) (7)
In the following section, we analyze the effect of synchro-
nization error on average age for general age penalty functions
[9], [15]. For this analysis, a more general formulation of
average age is made using integral of f(∆(t)).
1
T
∫ T
0
f(∆(t))dt =
1
T
N(T )∑
i=1
∫ ri
ri−1
f(∆(t))dt (8)
This notation can be simplified using Definition II.1.
Definition II.1. For a measurable, non-negative and non-
decreasing age penalty function f(∆(t)) : [0,∞] → [0,∞],
the time average age penalty is
1
T
∫ T
0
f(∆(t))dt =
1
T
N(T )∑
i=1
F (ri − si−1)− F (ri−1 − si−1)
(9)
where F (t) =
∫ t
0
f(τ)dτ , and si’s and ri’s are packet genera-
tion and receiving times, respectively.
III. EFFECT OF SYNCHRONIZATION ERROR ON AOI
As mentioned in the previous sections, for AoI computation
we need to get time stamps from both receiver and trans-
mitter. If the receiver and transmitter have their own system
clocks, they will have synchronization issue. There are several
synchronization methods for networked systems, like Network
Time Protocol and methods using GPS as reference, but none
of these are perfect, and the synchronization error induces an
error in age measurements. In this section, the effect of the
synchronization error in age is investigated.
If we neglect the time shift in the TX and RX clocks
during the observation period, It can be assumed that the
difference between two clocks is only a constant bias. With
this assumption, there is a constant difference B between the
transmitter and receiver clocks.
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Fig. 2. Average AoI measured using Monte Carlo simulation, an artificial
synchronization error is added on the departure time stamps, B = 1000,
α = 1
tRX = tTX +B (10)
In the rest, the time stamp sampled with respect to distant
time reference is shown with an apostrophe.
r′i = ri +B (11)
When Definition II.1 is used, the age bias occurred due to
synchronization error appears to be
∆Bias = f(∆′)− f(∆) (12)
∆Bias =
1
T
N(T )∑
i=1
F (ri +B − si−1)− F (ri−1 +B − si−1)
− F (ri − si−1) + F (ri−1 − si−1) (13)
Next, we compute the age biases for the linear, exponential
and logarithmic penalty functions, respectively. These penalty
functions are commonly used in literature [4], [15].
f(t) =

αt
eαt − 1
log(αt+ 1)
(14)
Using 13,
∆Bias,Linear = αB (15)
∆Bias,Exp =
1
α
∑N(T )
i=1 (ri − ri−1)
(
eα(θ+B)−
eα(β+B) − eαθ + eαβ
)
(16)
∆Bias,Log =
1∑N(T )
i=1 (ri − ri−1)
(
1
α
(
log(αβ + 1)−
log(αθ + 1) + log(α(B + θ) + 1)− log(α(B + β) + 1)
)
−
θlog(αθ + 1) + βlog(αβ + 1) + log(α(B + θ) + 1)(B + θ)
− log(α(B + β) + 1)(B + β)
)
(17)
where β = ri−1 − si−1 and θ = ri − si−1.
In Figure 2, the effect of clock difference between TX and
RX on average age can be seen. For (15) (α = 1), where
the synchronization error applies a constant shift in average
age. Note that, when a non-linear age penalty function is used,
the average age penalty measurements are distorted by the
synchronization error, and the bias is not constant. This can
lead to finding an undesirable operating point in terms of AoI.
In the next section, the AoI measurements taken from real
experimental setups are provided. Because of the issues about
the nonlinear age penalty functions, we used the linear penalty
functions with α = 1.
Before taking the measurements, the RTT between TX and
RX is estimated sending several packets and receiving the
ACKs. Because the ACK packet is very small, it is assumed
that the transmission time of an ACK packet equals to the
estimated RTT. Then, using this assumption we estimated the
synchronization error. This method is not the best way to
synchronize the transmitter and the receiver, but it is ensured
that the age bias is bounded by the RTT.
Note that, according to (15), a constant bias exists due to
the synchronization error. Hence it is unavoidable that our
measurements contain an error, which is upper bounded by the
value of the RTT. Hence, the values plotted represent absolute
AoI up to a constant offset, the variation of the values within
themselves being correct.
IV. AOI MEASUREMENTS ON REAL-LIFE SYSTEMS
In this section, the AoI measurement results taken from two
experimental setups are discussed. The first setup investigates
the age behavior of TCP and UDP flows over the Internet.
The second setup examines a local, one-hop IoT connection.
On a local IP network, we investigated the age behavior of
TCP and UDP transmissions between IoT nodes. The second
setup is more isolated, but mainly focuses on the effect of low-
performance IoT devices on AoI.
In the upcoming sections, we will shortly discuss the
TCP/UDP characteristics followed by focusing on the results
obtained on our testbeds over the Internet and local connec-
tions.
A. TCP/UDP Characteristics
Both TCP and UDP are commonly used in many applica-
tions, and they are the most famous protocols. They have de-
veloped in many ways and have many versions and extensions,
but in this work, only the general properties of them are in our
focus.
TCP was developed to transfer large amounts of data,
without loss. It was optimized to increase the throughput. To
achieve this goal, it uses several mechanisms such as con-
gestion control, adaptive window size, and re-transmission of
lost packets. UDP is mainly used for the real-time applications
which can tolerate occasional packet losses. UDP doesn’t have
any intelligent mechanisms like changing packet size or re-
transmission.
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Fig. 3. Packet-wise delay using TCP over Internet, connection established
between Ankara and Istanbul/Europe with regular PCs
Fig. 4. Packet-wise delay using UDP over Internet, connection established
between Ankara and Istanbul/Europe with regular PCs
Because of these main properties, there are several oper-
ational differences between TCP and UDP. Firstly, TCP is
computationally more intense than UDP. In other words, due
to the additional mechanisms, TCP requires larger number of
CPU cycles per packet than UDP. This is also the reason
why achievable throughput is higher when using UDP [16].
Secondly, in the case of TCP, because of the re-transmission
mechanism, the increasing congestion directly effects the delay
of transmitted packets. As you can see in Figure 3, increasing
packet rate causes more congestion. While many packets are re-
transmitted, the rest are waiting in the queue, both increase the
packet delays. Since UDP does not have any re-transmission
mechanism, delays of packets stay at a constant level. In Figure
4, several delay levels can be distinguished. We think that
different levels belong to different transmission routes. You
can also see that when the increasing rate exceeds the stable
region, the delays jump to another level, but still stay constant,
because packets will be getting discarded after this point.
B. Comparison between Computational Complexities of UDP
and TCP
As we mentioned earlier, unlike UDP, TCP has many control
mechanisms to optimize throughput and compensate packet
loss. The additional mechanisms of TCP increases computa-
tional overhead per packets. In the case of transferring huge
amount of data via TCP, when all data is prompted to be sent
at once, this computational overhead is dealt very well with
kernel level operations. However, when new status updates are
generated and sent over TCP at each time, the computational
overhead becomes bottleneck limiting the maximum packet per
second that can be processed. In our setup, with TCP, the
transmitter computer was able to reach to 4000 packets per
second. In case of UDP, the maximum packet generation rate
was around 10000 packets per second.
C. AoI Behavior induced by the FCFS Service Policy
As observed in [2], [5], [6], in FCFS systems without any
strict buffer management or limitation, at low throughput, the
average age tends to decrease as throughput increases. After
the queuing delay dominates the effect of frequent update rate,
i.e. the communication system has difficulty to service the high
throughput, the average age increases as throughput increases.
Therefore, in all related studies, the U-shaped average age
versus throughput figure exists. In today’s network infrastruc-
tures FCFS buffers exist in routers, switches and access points.
Therefore, the similar age characteristics on the Internet or IoT
networks may be expected.
Nonetheless, the experimental results of this study show that
the properties of transport protocol and the TX/RX capabilities,
i.e. CPU power, communication capabilities, etc., have signifi-
cant effect on age behavior. The effects of selection of transport
protocol are explained in details in following sections.
The effects related to the device’s capabilities can be dis-
cussed in two steps. Firstly, the CPU should be able to generate
enough number of packets per second to achieve low average
age. Secondly, the communication module of the TX and RX
should be able to process the generated packets. If one of them
is not powerful enough, that one becomes the bottleneck for the
age behavior. For example, if the CPU is not enough to push
the limits of communication module or channel, the increase
in average AoI at high rates is not observed. This factor is
very important especially for low-power IoT devices. With the
regular transport protocols, such as TCP and UDP, IoT devices
have problems in terms of AoI. This shows us the necessity of
a new age-aware transport protocol.
D. Experiment Setups
To compare the performance and understand the limitations,
in this work, we have used two test setups entitled as Inter-
net based Testbed with PCs and IoT based Testbed. In the
Internet based Testbed, we established connection between
high power desktop PCs to send TCP/UDP packets through
regular Internet/IP infrastructure. Three PCs are located at
Istanbul/Anatolia, Istanbul/Europe, and Ankara to test different
paths with different path delays. The PC in Istanbul/Europe
Fig. 5. Packetwise delay with packet losses using UDP over Internet, using
PCs
Fig. 6. Average age using UDP over Internet, using PCs
is the receiver node, and the other PCs send packets to it.
The path between PCs in Istanbul/Anatolia and Istanbul/Europe
has approximately 7 hops and 6 ms RTT The path between
Ankara and Istanbul/Europe has approximately 12 hops and
80 ms RTT. The EchoServer has AMD Opteron 6174 (2.2
GHz) and the clients have Intel i5-8600K (3.6 GHz). In the
second testbed, we built a local wireless IP network using a
Wi-Fi router as the central node. In this setup, IoT devices
(one is TX, other one is RX) send TCP/UDP packets each
other through the central router node using 802.11n. The IoT
devices we have used are NodeMCU ESP32 with Xtensa R©
LX6 (600 MIPS). Since this IoT device is not capable of
running any operating system, the TCP/UDP operations are
performed by Lightweight IP-Stack (LWIP), which is an open-
source software and commonly used by different IoT devices.
With these test setups, we aimed to understand the effect of
device capabilities on AoI and AoI behavior of most commonly
used protocols TCP and UDP in both regular PCs and low-
power IoT devices.
E. AoI on Internet
In case of UDP, rather than delays incurred in transport
layer queues, the increasing rate of packet loss at high load
is the main factor increasing the average AoI. According to
the experiment result, it seems that without loss of generality,
the queuing delay is negligible.
In the Figure 5 and 6, the results of UDP transmission
tests using the Internet based testbed can be seen. In Figure
5, the delays of successfully transmitted packets and packet
losses occurring between the consecutive successful packets
are shown. In this figure, although the horizontal axis indicates
the Packet IDs, as the sample generation rate is increased in
time, it also illustrates the sample generation rate. In Figure
6, the calculated average age values for the same experiments
are shown. In this figure, the rate increase can be seen clearly.
To make the connection between these figures, the operating
regions are marked.
When we look at the UDP tests on the Internet based
testbed, the operation can be divided into three regions, namely,
Relaxed, Busy and Panicked. These regions are specified by
the packet loss characteristics. In the Relaxed region, because
of low transmission rate, the network is not congested. While
operating in this region, increasing rate results in decreasing
average age. When the network begins to be congested the
intermediate nodes along the transmission path randomly drop
packets. As you can see in the Figure 5, in this region the
number of packet loss is generally less than 3 packets. In Busy
region, the intermediate nodes still manage to compensate the
high traffic. Note that, the packet-wise delays in Relaxed and
Busy regions are at the same level. When the packet generation
rate is increased further, the network is not able to tolerate
high traffic anymore and eventually, high amount of packet
losses occur. Interestingly, in the Panicked region, the packet-
wise delays jump to a higher value and stay constant as rate
increases. Consecutively, because of the equilibrium achieved
between delay and packet loss, although the rate increased, the
average age stays at a constant level. This occurs only in case
of UDP, since UDP does not re-transmit the failed packets.
Fig. 7. Average age using TCP over Internet, using PCs
In the case of TCP, to ensure that all transmitted packets
are successfully transmitted, the re-transmission mechanism is
used. Therefore, in the experiments we did not observe any
packet loss, as expected. However, the re-transmitting failed
packets is costly in terms of AoI at high rates. In the Figure
7, the average age under increasing packet generation rate is
illustrated. Note that, the y-axis is plotted in log-scale. Unlike
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Fig. 8. Average Age and Packet Loss using TCP and UDP over local Wi-Fi
Network, using IoT devices
UDP, in the case of TCP, due to re-transmissions mechanism,
the increasing rate results in increase in delay. Consecutively,
we get a plot similar to the U-shaped age-throughput graph of
FCFS queues.
F. AoI on IoT
The IoT modules are generally work at low power and
they have very limited computational power. Under these
circumstances, the achievable AoI characteristics are worth to
be investigated. In our setup, a local Wi-Fi network is built
using a router, and the ESP32 nodes have communicated with
each other using TCP and UDP.
According to our test result, AoI behavior on IoT devices
is limited by device’s memory and computational power. The
maximum packet generation rate is significantly lower than
regular PCs and the available TX/RX buffer size is too small
to observe the queueing delay occurring at high rates. As you
can see in the Figure 8, due to the device’s limitations, the
U-shaped AoI behavior is not observed clearly, for both UDP
and TCP. Specific to our device, we observed that the Wi-Fi
module integrated to ESP32 has higher throughput than the
processing unit itself. Therefore, especially in the case of TCP,
the device can generate less number of packets than it can
transmit. With other IoT devices like ones using LoRa protocol
to communicate, the AoI behavior can be observed better due
to the limited bandwidth.
Another interesting result is 300 ms jitter observed while
using UDP with LWIP, which is huge. In case of TCP tests,
the delay was around 1-2 ms. We think that this wrong
operation is caused by the wrong buffer management in UDP
implementation in LWIP Stack. Therefore, until the bug is
fixed, we suggest to use TCP rather than UDP on IoT devices.
V. CONCLUSION
In this work, age behaviour in real-life connections including
an IoT access link, and end-to-end UDP and TCP flows has
been investigated. Practical computation of age and the bias
arising due to synchronization error between transmitter and
receiver have been discussed. Results from our experimental
setups provide guidance for developing an AoI-aware trans-
mission protocols.
ACKNOWLEDGMENTS
This work was supported by the Scientific and Technological
Research Council of Turkey (TUBITAK) Project No. 117E215
and 117E003, and Huawei. The first author was funded by a
Turk Telekom 5G Fellowship. We thank JeoIT, inc. for use of
their equipment.
REFERENCES
[1] S. Baghaee, S. Z. Gurbuz, and E. Uysal-Biyikoglu, “Implementation of
an enhanced target localization and identification algorithm on a magnetic
wsn,” IEICE Transactions on Communications, 2015.
[2] S. Kaul, R. Yates, and M. Gruteser, “Real-time status: How often should
one update?” in 2012 Proceedings IEEE INFOCOM, March 2012.
[3] R. Devassy, G. Durisi, G. C. Ferrante, O. Simeone, and E. Uysal-
Biyikoglu, “Delay and peak-age violation probability in short-packet
transmissions,” arXiv:1805.03271 [cs, math], May 2018.
[4] M. Klugel, M. H. Mamduhi, S. Hirche, and W. Kellerer, “Aoi-penalty
minimization for networked control systems with packet loss,” in The
2nd Age of Information Workshop (AoI’19) in conjunction with IEEE
INFOCOM, 2019.
[5] S. K. Kaul, R. D. Yates, and M. Gruteser, “Status updates through
queues,” in 2012 46th Annual Conference on Information Sciences and
Systems (CISS), Mar 2012, pp. 1–6.
[6] Y. Inoue, H. Masuyama, T. Takine, and T. Tanaka, “A general formula for
the stationary distribution of the age of information and its application
to single-server queues,” Apr 2018, arXiv: 1804.06139.
[7] C. Sönmez, S. Baghaee, A. Ergis¸i, and E. Uysal-Biyikoglu, “Age-of-
information in practice: Status age measured over tcp/ip connections
through wifi, ethernet and lte,” in 2018 IEEE International Black Sea
Conference on Communications and Networking, June 2018.
[8] E. Najm and R. Nasser, “Age of information: The gamma awakening,”
arXiv:1604.01286 [cs, math], Apr 2016. [Online]. Available: http:
//arxiv.org/abs/1604.01286
[9] Y. Sun, E. Uysal-Biyikoglu, R. D. Yates, C. E. Koksal, and N. B. Shroff,
“Update or wait: How to keep your data fresh,” IEEE Transactions on
Information Theory, vol. 63, no. 11, pp. 7492–7508, Nov 2017.
[10] E. Sert, C. Sönmez, S. Baghaee, and E. Uysal-Biyikoglu, “Optimizing
age of information on real-life tcp/ip connections through reinforcement
learning,” in 2018 26th Signal Processing and Communications Applica-
tions Conference (SIU), May 2018.
[11] C. Kam, S. Kompella, and A. Ephremides, “Learning to sample a signal
through an unknown system for minimum aoi,” in The 2nd Age of
Information Workshop (AoI’19) in conjunction with IEEE INFOCOM,
2019.
[12] H. B. Beytur and E. Uysal, “Age minimization of multiple flows using
reinforcement learning,” in 2019 International Conference on Computing,
Networking and Communications (ICNC), Feb 2019, pp. 339–343.
[13] E. T. Ceran, D. Gündüz, and A. György, “Reinforcement learning to
minimize age of information with an energy harvesting sensor with harq
and sensing cost,” in The 2nd Age of Information Workshop (AoI’19) in
conjunction with IEEE INFOCOM, 2019.
[14] H. B. Beytur, , S. Baghaee, and E. Uysal, “Measuring age of information
on real-life connections,” in 2019 27th Signal Processing and Commu-
nications Applications Conference (SIU), April 2019.
[15] A. Kosta, N. Pappas, A. Ephremides, and V. Angelakis, “Age and
value of information: Non-linear age case,” in 2017 IEEE International
Symposium on Information Theory (ISIT), Jun 2017, pp. 326–330.
[16] G. Xylomenos and G. C. Polyzos, “Tcp and udp performance over a
wireless lan,” in IEEE INFOCOM ’99, vol. 2, Mar 1999, p. 439–446.
