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A CLASSIFICATION OF SMALL OPERATORS USING
GRAPH THEORY
TERRENCE BISSON AND JONATHAN LOPEZ
ABSTRACT. Given a real n × m matrix B, its operator
norm can be defined as
|B| = max
|v|=1
|Bv|.
We consider a matrix “small” if it has non-negative integer
entries and its operator norm is less than 2. These matrices
correspond to bipartite graphs with spectral radius less than
2, which can be classified as disjoint unions of Coxeter
graphs. This gives a direct route to an ADE-classification
result in terms of very basic mathematical objects. Our goal
here is to see these results as part of a general program
of classification of small objects, relating quadratic forms,
reflection groups, root systems, and Lie algebras.
1. Classifications. In mathematics, a classification result describes
all possible structures of a given type, usually by showing that every
structure is equivalent to one which decomposes into “components”,
each equivalent to one from a set of basic types.
Good examples of classification in mathematics are rare and inter-
esting. The description of the possible structures of semi-simple Lie
algebras over the complex numbers is one of the most important ex-
amples. Every such Lie algebra is isomorphic to a direct sum of simple
types, known by the alphabet A, B, C, D, E, F , G (see Fulton and
Harris [5], for instance). The ADE part of this classification has sur-
prising similarities with classification results in many other areas of
mathematics (see, for example, Hazewinkel, et al. [9]). For instance,
the ADE-series appears in Coxeter’s classification of the simply-laced
crystallographic finite reflection groups (see [4]); and Cameron, et al.
[2] showed that the classification of certain sets of lines in Rn at mu-
tual angles of 60◦ or 90◦ also involves the ADE-series (see Theorem
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3.5 in [2]). These results have led to the development of large areas of
ongoing research.
In [1], Arnol’d asked if the appearance of the ADE-series in
these classifications was merely coincidence, or if there was some pro-
found underlying cause. Though we do not claim to provide an
answer to Arnol’d’s question, we do exposit a direct route to an
ADE-classification result in terms of very basic mathematical objects.
Namely, the non-negative integer matrices with operator norm less than
2 can be classified by the ADE-series of graphs. We hope the simplicity
of development will appeal to a wide audience, since the usual paths
one takes to arrive at an ADE-classification can be long and difficult.
More generally, we want to recommend some notions of smallness in
various parts of mathematics, and show how such “small” objects can
be classified. In our examples, the small objects satisfy a quantitative
bound and are defined over the non-negative integers.
In Section 2, we define operator norm and record some results con-
cerning the operator norm needed later in the paper. In particular, we
explain how the operator norm of a rectangular matrix can be deter-
mined from an associated square symmetric matrix and we note that
the norm of a square symmetric matrix is equal to its spectral radius.
In Section 3, we prove some results concerning the Perron-Frobenius
theory of non-negative square matrices. Since we are interested only
in symmetric matrices, some of the proofs differ from the standard
proofs, and are simpler (and we hope more intuitive). In Section 4,
we explain the connection between small operators and small graphs,
and show how small operators can be classified by the Coxeter graphs
associated to the ADE series. In particular, any small operator can
be represented by a disjoint union of the Coxeter graphs for the ADE
series. In the final section, we sketch related ideas of smallness for qua-
dratic forms, reflection groups, and root systems, using graphs as an
organizing principle.
Our ideas here are inspired by a very interesting chapter in the
monograph by Goodman, de la Harpe, and Jones [7].
2. Operators. By an operator we mean a linear transformation
B : Rn → Rm. So an operator B can be represented by a rectangular
matrix.
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Definition 1. Let B be a rectangular real matrix, i.e., an operator
R
n → Rm. The operator norm |B| can be defined as
|B| = maxv 6=0
|Bv|
|v|
= max|v|=1|Bv|.
Let’s consider matrices with non-negative integer entries; they are
just the finite sums of the basic operators Ei,j (the rank 1 operators,
the matrices with all entries 0 except for just one 1 in the i, j position).
Definition 2. An operator B is considered small if it has non-negative
integer entries and |B| < 2.
Remark 1. In the final section we will give some indications of why 2
is a natural and useful bound here.
Our goal in this paper is to describe the classification of all small
operators. The appropriate notion of equivalence is given by the
action of symmetric groups on the entries of vectors in Rm and Rn.
The appropriate notion of decomposition corresponds to direct sum of
matrices (juxtaposition of blocks).
Example 1. Each |Ei,j | = 1, so these are small operators.
Note that a small operator can only have 0, 1 entries.
Example 2. Which 3 × 2 matrices are small? Consider all the 3 × 2
matrices with 0, 1 entries; there are 64 of these and 54 of them are
small. Each non-small example is equivalent to one of the following:
1 11 1
0 0



1 11 1
1 0



1 11 1
1 1


The definition of operator norm, maximizing a continuous function
over a compact set, seems based on real analysis. For instance, we
could use Lagrange multipliers to calculate the operator norm. But
for our purposes it is convenient to work with an associated symmetric
matrix.
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For any operator with matrix B we have symmetric matrices BB⊤
and B⊤B; they have real eigenvalues (since they are symmetric) and
their eigenvalues are non-negative, since (B⊤B)v = av with v 6= 0
implies
av⊤v = v⊤(B⊤B)v = (Bv)⊤(Bv),
so that a times a positive number is non-negative; and similarly for
BB⊤.
This is related to the following construction. Given an operator
with matrix B ∈ Matm,n(R), we may form a symmetric matrix A ∈
Matm+n(R) by
A =
(
0 B
B⊤ 0
)
.
We will refer to A as the symmetric matrix associated to B. Note that
A2 =
(
BB⊤ 0
0 B⊤B
)
has square diagonal blocks.
Lemma 1. If M ∈ Matm+n(R) is block diagonal on square matrices
M1 ∈Matm(R) and M2 ∈Matn(R), then |M | = max(|M1|, |M2|).
Proof. Let m = max(|M1|, |M2|). So |M1| ≤ m and |M2| ≤ m. So
|M1v1| ≤ m|v1| and |M2v2| ≤ m|v2| for any v1 ∈ R
m and any v2 ∈ R
n.
Consider
v =
(
v1
v2
)
∈ Rm+n and Mv =
(
M1 0
0 M2
)(
v1
v2
)
=
(
M1v1
M2v2
)
So |Mv|2 = |M1v1|
2 + |M2v2|
2 ≤ m2(|v1|
2 + |v2|
2) = m2|v|2. Thus
|M | ≤ m. Suppose |M1| ≥ |M2| so that |M1| = m. There is a unit
vector v1 such that |M1v1| = |M1|. Taking v2 = 0 in the above gives
unit vector v with |Mv| = |M1v1| = |M1| = m. So |M | ≥ m, and thus
|M | = m. 
For any B consider the symmetric matrix A associated to it. Lemma
1 can be used to prove the following result.
Theorem 1. For an operator with matrix B, its operator norm is equal
to the operator norm of its associated symmetric matrix A: |A| = |B|.
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Proof. For the square matrix A associated to B shown above, A2 has
square diagonal blocks M1 = BB
⊤ and M2 = B
⊤B. For any vector v
with |v| = 1,
|Bv|2 = 〈Bv,Bv〉 = 〈B⊤Bv, v〉 ≤ |B⊤Bv| ≤ |B⊤B|.
This gives |Bv| ≤
√
|B⊤B|, so that |B|2 ≤ |B⊤B| ≤ |B⊤| · |B|. Thus,
for B 6= 0, |B| ≤ |B⊤|. Replacing B with B⊤ in the above argument
gives |B⊤| ≤ |B|, so that |B| = |B⊤|. So
|B⊤| · |B| = |B|2 ≤ |B⊤B| ≤ |B⊤| · |B|,
which gives |B|2 = |B⊤B|. Replacing B with B⊤ gives |B|2 = |BB⊤|.
Now |M1| = |BB
⊤| = |B|2 and |M2| = |B
⊤B| = |B|2, so |A2| = |B|2
by Lemma 1. But A2 = A⊤A and |A⊤A| = |A|2. So |A|2 = |B|2 and
thus |A| = |B|. 
So the study of small operators can be carried out in the setting of
small symmetric matrices. The set of eigenvalues of a square matrix
A is called its spectrum; and the spectral radius ρ(A) is the radius of
the smallest disk centered at 0 in the complex plane and containing the
spectrum of A. When A is a symmetric matrix, all its eigenvalues are
real numbers, and ρ(A) is the largest of these in absolute value, leading
to the following well-known result.
Theorem 2. For a symmetric matrix A, the operator norm |A| is equal
to the spectral radius ρ(A).
Proof. A symmetric n×n matrix A determines an orthonormal basis
of eigenvectors v1, . . . , vn, with real eigenvalues λ1, . . . , λn, such that
|λi| ≤ |λn| for all i. So ρ(A) = |λn|, and |A| ≥ |λn| since |Avn| = |λn|.
Let v =
∑
aivi with |v|
2 =
∑
a2i = 1; then |A| ≤ |λn|, since
|Av|2 =
∣∣∣∑ aiλivi∣∣∣2 =∑ |ai|2|λi|2 ≤ (∑ |ai|2) |λn|2 = |λn|2.

3. Non-negative square matrices. For a matrix B with real
entries, we write B ≥ 0 when all the entries of B are non-negative, and
say that B is non-negative. When B ≥ 0 and some entry is non-zero,
we write B > 0; when B ≥ 0 and all entries are non-zero (positive), we
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write B ≫ 0. Let A ≥ B mean A−B ≥ 0, and A > B mean A−B > 0,
and A≫ B mean A−B ≫ 0. In particular, the above notations apply
for vectors with real entries.
We want to use some part of the Perron-Frobenius theory of non-
negative square matrices. The proofs in this theory tend to be rather
intricate; see Gantmacher [6] or Sternberg [13], for instance. But we
only need to consider symmetric matrices in this paper. So we present
proofs for the symmetric case; they seem simpler than the usual proofs,
making efficient use of the Rayleigh quotient function for a symmetric
matrix.
Consider Rn with its real inner product (dot product) 〈x, y〉 = x⊤y.
For a square symmetric matrix A, define the real-valued function RA
by
RA(x) =
〈Ax, x〉
〈x, x〉
for x 6= 0. Note that RA(ax) = RA(x) for any non-zero number a; so
we can consider RA to be defined on the set of rays, or on the set of
unit vectors. Let λ denote the maximal value achieved by RA on the
unit sphere. The fact that λ is the largest of all the eigenvalues of A
is part of the “minmax principle” for the Rayleigh quotient of A (see
[10]). Recall that a symmetric matrix has all its eigenvalues real.
Theorem 3. The maximum value of the Rayleigh quotient RA is
the largest eigenvalue λ of A, and the maximum is achieved only at
eigenvectors for A and λ.
Proof. A symmetric n×n matrix A determines an orthonormal basis
of eigenvectors v1, . . . , vn, with real eigenvalues λ1, . . . , λn, such that
λi ≤ λn for all i. Let v =
∑
aivi with |v|
2 =
∑
a2i = 1; then
RA(v) =
〈∑
aiλivi,
∑
aivi
〉
=
∑
a2iλi ≤
(∑
a2i
)
λn = λn.
Also, RA(vn) = λn, so the maximum value of RA(v) is λn. If
RA(v) = λn then
∑
(λn − λi)a
2
i = 0, all non-negative, so that we
must have (λn − λi)ai = 0 for all i; then
∑
aiλivi =
∑
aiλvi, and
Av = λnv. 
For any vector x, let abs(x) denote the vector whose entries are the
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absolute values of the entries of x. Note that 〈abs(x), abs(x)〉 = 〈x, x〉.
Also, if A ≥ 0 then abs(A x) ≤ A abs(x), by the triangle inequality.
Theorem 4 (Non-Negative Eigenvector, Symmetric Case). If
A > 0 and A is symmetric, then the maximum value λ of RA is achieved
at some z > 0 with Az = λz. Also, |λ′| ≤ λ for every eigenvalue λ′ of
A.
Proof. Assume A > 0 and A symmetric. Let λ be the maximum
value of RA on the unit sphere, achieved at x. We have λ > 0, since
RA(e) > 0 where e is the vector of 1’s. Also, Ax = λx by Theorem 3.
Now let λ′ be any eigenvalue of A, with Ay = λ′y and |y| = 1. Apply
the abs operator to Ay = λ′y, and use 〈abs(y), abs(y)〉 = 〈y, y〉 = 1 to
get:
|λ′| abs(y) = abs(λ′y) = abs(Ay) ≤ A abs(y) so
|λ′| = 〈|λ′| abs(y), abs(y)〉 ≤ 〈A abs(y), abs(y)〉 = RA(abs(y)) ≤ λ,
since λ is the maximum of RA. Thus |λ
′| ≤ λ, and for the eigenvalue
λ > 0 with Ax = λx, we have λ ≤ RA(abs(x)) ≤ λ. By Theorem 3,
z = abs(x) is an eigenvector for A with eigenvalue λ, and z > 0 since
x 6= 0.

Remark 2. Note that for a symmetric matrix A with A > 0, we have
λ = max
|x|=1
RA(x) = ρ(A) = |A|
according to Theorems 2, 3, and 4.
Any square matrix has an associated matrix of 1’s and 0’s, where
1 means non-zero; and we may interpret this matrix of 1’s and 0’s as
the adjacency matrix of a directed graph. A directed graph is strongly
connected if it contains a directed path from each vertex to every other
vertex. Following Frobenius, let us say that a non-negative square
matrix is irreducible when its underlying directed graph is strongly
connected.
When A is irreducible, there exists a square matrix P with all its
entries non-zero and with AP = PA. In fact, since the directed graph
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is strongly connected, we can choose an integer N so large that there
exists a path of length at mostN from each vertex to every other vertex.
Then in the directed graph for matrix I +A, each vertex has a path of
length N to each other vertex. But the entries of (I + A)N count the
paths of length N in this directed graph-with-loops; thus P = (I+A)N
for large N has the desired properties.
Since we consider symmetric matrices, we don’t need to consider the
underlying graph as a directed graph; and it is strongly connected if
and only if it is connected.
Theorem 5 (Spectral Radius, Symmetric Case). If A is irre-
ducible, A > 0, and A is symmetric, then there exists y ≫ 0 with
Ay = ρ(A)y.
Proof. Since A is irreducible and A > 0, P = (I + A)N for large N
gives a (symmetric square) matrix P ≫ 0 with AP = PA. Moreover,
there exists z > 0 with Az = λz = ρ(A)z, as in Theorem 4. Then
APz = PAz = λPz = ρ(A)Pz, and Pz ≫ 0. So let y = Pz. 
Theorem 6 (Comparison Theorem, Symmetric Case). If A is
irreducible and symmetric and A > B > 0, then ρ(A) > ρ(B).
Proof. We start by applying Theorem 4 to B. Let RB achieve its
maximum value µ > 0 at unit vector y > 0. Then by Theorems 3 and
4, µ = ρ(B). Since A − B > 0 and y > 0, (A − B)y ≥ 0. This gives
〈(A−B)y, y〉 ≥ 0, so that RA(y)−RB(y) ≥ 0.
Now apply Theorems 3, 4, and 5 to A, with RA achieving its
maximum value λ = ρ(A) at unit vector x ≫ 0. Then λ = RA(x) ≥
RA(y) ≥ RB(y) = µ. So λ ≥ µ.
We now show λ 6= µ. Suppose λ = µ; then RA achieves its maximum
value at the unit vectors x≫ 0 and y > 0. Suppose x 6= y; then x and
y are linearly independent. Let c = max {yi/xi}. Then z = cx− y > 0,
Az = λz, and z has some entry zi = 0 and some entry zj > 0.
But A is irreducible, so the underlying graph of A has a path from
vertex i to vertex j, say of length m; then Am has its (i, j) entry non-
zero. Then z′ = Amz has z′i ≥ (A
m)ijzj > 0; but this contradicts
z′i = λ
mzi = 0, which follows from A
mz = λmz. Thus, x = y and
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(A − B)x = (λ − µ)x = 0, which is impossible since (A − B) > 0 and
x≫ 0 implies (A−B)x > 0. Thus, λ > µ, i.e., ρ(A) > ρ(B).

4. Graphs. A graph is a finite set of vertices and edges. Let’s
exclude loops and multiple edges. We say that vertices x and y are
adjacent when xy is an edge. Enumerating the vertices of a graph
gives an adjacency matrix which completely describes the graph; it is a
symmetric matrix of 0’s and 1’s, indicating which vertices are adjacent.
A graph is bicolored if we have assigned a color red or blue to each
vertex, so that each edge connects a red and a blue vertex. A bicolored
graph is completely described by an m × n matrix B of 0’s and 1’s,
once we enumerate its m red vertices and its n blue vertices.
A small operator corresponds to a small matrix of 0’s and 1’s, which
in turn corresponds to a small bicolored graph. If B is an m×n matrix
corresponding to a bicolored graph, then the adjacency matrix of the
underlying graph (forgetting the bicoloring) is the symmetric matrix A
associated to B.
We will classify the small bicolored graphs, up to isomorphism and
disjoint union of bicolored graphs. The first step (which turns out
to be the main step for the classification of small operators) is the
classification of “small” graphs, in the following sense.
Let us say that a graph is small when its adjacency matrix has
spectral radius less than 2. So we have that the matrix of a small
operator corresponds exactly to a bicoloring of a small graph.
Equivalence of graphs is isomorphism of graphs. Decomposition of
graphs is disjoint union of graphs. A graph is small if and only if all
its connected components are small graphs.
Now we use our results about non-negative square matrices from the
previous section. Recall that the undirected graphs that we work with
have symmetric adjacency matrix, which is irreducible if and only if
the graph is connected.
In particular, if A′ is the adjacency matrix of a proper subgraph of
a connected graph with adjacency matrix A, then A > A′ ≥ 0 and
ρ(A) > ρ(A′).
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When A is the n×n adjacency matrix for one of our graphs, we can
interpret an n × 1 vector v as assigning a number v(x) to each vertex
x of the graph. Then v′ = Av means that v′(x) =
∑
v(y), where we
sum over the vertices y which are adjacent to x.
This helps us verify that the connected graphs in Figure 1 all have
spectral radius 2: just assign a number v(x) to each vertex x so that
2v(x) =
∑
v(y), where we sum over the vertices y which are adjacent
to x. We refer to these graphs as “forbidden subgraphs”, since a small
connected graph cannot contain any of these as a subgraph (and still
have spectral radius less than 2).
Theorem 7 (Classification for Small Graphs). A small graph is a
disjoint union of connected small graphs. Each connected small graph
is isomorphic to An, Dn, or En, for some n.
Proof. Let Γ be a connected small graph. Note that Γ cannot contain
a cycle, a vertex of degree 4 or more, or more than one vertex of degree
3 (since then Γ would contain one of the forbidden subgraphs in Figure
1, and would have spectral radius at least 2 by Theorem 6). Let Tp,q,r
denote the “tripod” graph, consisting of three legs with p, q, and r
vertices. If Γ is a small tripod graph, there are limitations on how long
its legs can be (since Γ cannot contain any of the forbidden tripods in
Figure 1 as subgraphs). Thus, a small connected graph is isomorphic
to one from the ADE series, shown in Figure 2. Note that each of the
graphs in Figure 2 is a proper subgraph of a graph in Figure 1, and so
must have spectral radius less than 2 by Theorem 6.
Note that if Γ is small but not connected, the vertices can be
enumerated so that its adjacency matrix is block diagonal on square
matrices. Using Lemma 1, each connected component of Γ must be
small so that Γ is a disjoint union of connected small graphs. 
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Figure 1. Forbidden subgraphs, each with spectral radius 2
Figure 2. Connected graphs with spectral radius < 2
An Dn
E6 E7
E8
Theorem 8 (Classification Theorem for Small Operators).
A small operator corresponds to a small bicolored graph, which is
isomorphic to a disjoint union of connected small graphs together with
a bicoloration.
5. Remarks. Here are some brief remarks on some famous classifi-
cation results from different areas of mathematics Each of these areas
12 TERRENCE BISSON AND JONATHAN LOPEZ
has a natural notion of decomposition into indecomposables, and the
classification is largely parallel to the classification of small operators.
Let’s start with a historical sketch of the classification story.
In the 1880’s Wilhelm Killing worked on classifying possible types of
geometries. He used recent developments in linear algebra to work out
a classification of (what turned out to be) the semi-simple Lie algebras
over the complex numbers. He was partly inspired by Sophus Lie’s
ongoing work on “continuous groups”.
In particular, Killing used sophisticated ideas about eigenvalues to
record an isomorphism class of semi-simple Lie algebras in terms of a
“root system”. The root systems and Lie algebras are then built up as
direct sums of indecomposable ones; and Killing essentially classified
the indecomposables into types A, B, C, D, E, F , and G.
Eli Cartan organized and completed this classification in his 1894
thesis. The data for a root system can be encoded in a matrix of
integers, now called the Cartan matrix of the root system; it determines
an integer-valued bilinear form on a maximal abelian subalgebra of the
Lie algebra. See Coleman [3] and Hawkins [8] for more on the history
of these developments.
Donald Coxeter made a separate contribution through his study
of kaleidoscopes. By the early 1930’s he had classified those sets of
mirrors in a real finite-dimensional inner product space which generate
a finite group of reflections (see [12]). In his 1934 paper “Discrete
groups generated by reflections” [4], Coxeter used graphs to describe his
mirror systems. In particular, certain of his finite reflection groups were
encoded by connected undirected graphs, without loops and multiple
edges. We refer to these as the ADE series of graphs.
Hermann Weyl gave a series of lectures on Lie algebras at Princeton
that year, and Coxeter observed that his crystallographic reflection
groups (those preserving a lattice) correspond to certain permutation
groups of roots in a root system, now called the Weyl groups. The
connected ADE graphs determine the Cartan matrices for the “simply-
laced” simple Lie algebras. The mimeographed lecture notes, published
1934-1935, include an appendix by Coxeter in which these graphs
appear [14]. These classification ideas continued to be developed in
work by Eugene Dynkin (1947, 1952), Bourbaki (1968, with exposition
attributed to Jacques Tits), and many others.
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The book by Fulton and Harris [5] is one good reference for the
theory.
Let us close with a presentation of these ADE classification results,
organized around our notion of small graph.
A graph determines a quadratic form: Let X be a graph with
vertex set X0. Let ZX0 be the free abelian group with basis X0, so
that the elements of ZX0 are the integer linear combinations of the
elements in X0. Define an integer-valued symmetric bilinear form on
ZX0 by describing its values on X0:
(x|x) = 2, and (x|y) =
{
−1, if xy is an edge;
0, if xy is not an edge.
This bilinear form is “even”, in that qX(v) = (v|v)/2 defines an
integral-valued quadratic form on ZX0. This means qX(v + w) =
qX(v) + qX(v|w) + qX(w). Note that over the integers, it is more
convenient to not include the usual factor of 2 in the middle correction
term.
Theorem 9. A graph X is small if and only if its quadratic form qX
is positive-definite.
Proof. Let A be the adjacency matrix of the graph; so X is small if
and only if ρ(A) < 2, if and only if C = 2I−A is positive definite. But
C is the symmetric matrix recording the bilinear form corresponding
to qX . 
From this perspective, an integral-valued quadratic form on ZX0
is small when it is positive definite, and we have classified the small
quadratic forms.
A graph determines a group: For each vertex x, define an additive
involution sx : ZX0 → ZX0 by describing its values on X0:
sx(x) = −x, and sx(y) =
{
y + x, if xy is an edge;
y, if xy is not an edge.
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If v =
∑
x vxx in ZX0, we have sx(v) = v
′ where v′x = −vx +
∑
vy
where the sum is over those vertices y which are adjacent to x, and
v′z = vz for z 6= x. So sx replaces the label at vertex x by the sum of
surrounding labels, minus the original label. In terms of the bilinear
form for the graph X , the involution sx associated to vertex x is given
by v 7→ v − (v|x)x. Let GX be the group of additive isomorphisms of
ZX0 generated by the sx. The group GX preserves the quadratic form
qX .
Theorem 10. The graph X is small if and only if the group GX is
finite.
Proof. From the definition, sxsx = 1 for every vertex x, sxsysx =
sysxsy if xy is an edge, and sysx = sxsy if xy not an edge. This means
that sysx has order 2 if xy not an edge, and sysx has order 3 if xy
is an edge. This establishes the connection between graphs and the
presentation of the simply-laced crystallographic Coxeter groups. For
more details, see Coxeter’s paper [4]. 
The small graphs correspond to the simply-laced Weyl groups, so
the above work completes the classification of the simply-laced Weyl
groups.
Let us go on to explain the notion of “root system” associated to
these ideas.
Graphs and (simply-laced) root systems: A graphX determines a
groupW = GX and a lattice Λ = ZX0, together with a quadratic form
q = qX with q(x) = 1 for x ∈ X0. Thus the set Γ = {v ∈ Λ : q(v) = 1}
generates Λ as a Z-module.
The graph is small if and only if q is positive definite. For such a
triple (Λ, q,Γ) the real vector space V generated by Γ (the set of roots)
is an inner product space with norm q, and Γ is finite, since Γ is the
the intersection of a lattice and the unit sphere in a Euclidean space.
Then Λ is called the root lattice in this Euclidean space, and Γ is called
the set of roots. Moreover, the involutions sx, which generate W are
orthogonal reflections in this Euclidean space.
These are the root systems of the simply-laced semi-simple Lie
algebras over the complex numbers; see Lurie’s discussion in [11].
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This is the ADE classification result:
Theorem 11. Simply-laced root systems are classified by small graphs.
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