This paper studies a cascade system of dynamic binary neural networks. The system is characterized by signum activation function, ternary connection parameters, and integer threshold parameters. As a fundamental learning problem, we consider storage and stabilization of one desired binary periodic orbit that corresponds to control signals of switching circuits. For the storage, we present a simple method based on the correlation learning. For the stabilization, we present a sparsification method based on the mutation operation in the genetic algorithm. Using the Gray-code-based return map, the storage and stability can be investigated. Performing numerical experiments, effectiveness of the learning method is confirmed. key words: binary neural networks, deep learning, switching circuits
Introduction
The binary dynamic neural network is a digital dynamical system characterized by signum activation function, ternary connection parameters, and integer threshold parameters [1] - [4] . Depending on the parameters and initial states, the network can generate a variety of binary periodic orbits (BPOs), The network is related to various digital systems such as cellular automata [5] - [8] and logical/sequential circuits [9] - [11] . Real/potential engineering applications of the digital systems includes information compressors [6] , image processors [7] , [8] , and switching circuits [1] , [2] . This paper studies a cascade system of two-layer binary dynamic neural networks (CDNN) and its learning problems. The CDNN can be regarded as a digital version of deep neural networks that are attracting interests in modern applications [12] , [13] . The CDNN can generates various BPOs. The BPOs correspond to control signals of various switching circuits such as switching power converters [14] , [15] . As a fundamental learning problem, we consider storage of one desired BPO and stabilization of the stored BPO. For the storage, we present a simple method based on the correlation (CL) learning [16] , [17] . The storage is shared by the layers and becomes easy as the number of the layers increases. In order to visualize the dynamics, we introduce the Gray-code-based return map (Gmap). The Gmap of the CDNN is given by composition of the Gmaps of layers. For the stabilization, we present a simple method to sparsify the connection of CDNN. The method is based Manuscript As examples of teacher signals, we employ BPOs corresponding to control signals of switching power converters in the power electronics [14] , [15] . Performing numerical experiments, it is confirmed that the CL-based learning can store the desired BPOs and the MU-based method can stabilize the stored BPO. Since one CDNN can generate a variety of BPOs by changing the parameters, our results can provide basic information to develop a reconfigurable control system of switching circuits. The reconfigurable systems have been studied extensively. Using flexible and generalized reconfigurable systems, many discrete functionalities can be integrated to the same circuit and the whole system benefits from component reuse [18] .
Note that this is the first paper of storage and stabilization of BPOs in the CDNN. Preliminary results can be found in our conference papers [3] , [4] where depth of CDNN and the MU-based method have not been discussed sufficiently.
Two-Layer Dynamic Binary Neural Network
As preparation to present the CDNN, we recall the two-layer dynamic binary neural network (2DNN) presented in [1] :
is a binary state vector at discrete time t. The signum activation function realizes the binarization. The connection parameters are ternary w 1 i j ∈ {−1, 0, 1} and the threshold parameters T 1 i are integer. As an initial state vector x t at t = 1 is given, the 2DNN can generate various binary sequences. The dynamics of the 2DNN can be visualized by the Gray-code-based return map (Gmap, [1] ). The domain of the 2DNN is a set of binary vectors B N that is equivalent to a set of lattice points I N = (C 1 , · · · , C 2 N ), C i ≡ i/2 N . Applying the Grey code for expression of B N , we obtain the Gmap
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Figures 1 and 2 illustrate the 2DNN and its Gmap for
, · · · , and C 8 ≡ (+1, −1, −1). Detailed definition of the Gmap can be found in [1] . Using the Gmap, we give definitions of the steady/transient states. Definition 1: A point θ p ∈ I N is said to be a binary periodic point (BPP) with period p if G p 1 (θ p ) = θ p and G k 1 (θ p ) θ p for 1 ≤ k < p where G p 1 is the p-fold composition of G 1 . A BPP with period 1 is said to be a fixed point. A sequence of the BPPs, {G 1 (θ p ), · · · , G p 1 (θ p )}, is said to be a binary periodic orbit (BPO).
Definition 2: A point θ e ∈ I N is said to be an eventually periodic point (EPP) with step m if it is not a BPP and there exists some integer m such that G m (θ e ) is a BPP. An EPP with step 1 is said to be a direct eventually periodic point (DEPP). An orbit started from an EPP falls into either BPO.
Since the domain I N consists of a finite number of elements, any point in I N is either BPP or EPP. The steady/transient states are represented by BPO/EPP. The number of EPPs † falling into the TBPO is basic to evaluate the stability of the TBPO.
Learning of One Binary Periodic Orbit
The object of the learning is storage and stabilization of a teacher signal binary periodic orbit (TBPO) with period p:
(3) † It corresponds to the basin of attraction [19] that evaluates the stability of periodic orbits in analog dynamical systems. Table 1 Teacher signal BPO1 with period 6.
where l denotes integers and z l ≡ (z k 1 , · · · , z k N ) ∈ B N . z 1 to z p are sufficient to describe the TBPO. Table 1 shows an example. For convenience, we use the notation
For the storage, we present the CL-based learning that determines the parameters:
The connection parameters w 1 i j are given by ternarizing the correlation matrix elements c i j . Depending on w 1 i j , the threshold parameters T 1 i are determined by the quantities R i and L i . If υ k i = −1 for all k then R i does not exist and let
This condition is derived in [1] . For the stabilization, we present a sparsification method of connection parameters in Sect. 4. The sparsification means insertion of zeros into the connection parameters (i.e., removing some connection of the network). If a TBPO is stored, the learning is evaluated by three quantities: the direct transition rate (DT), the fall-in rate (FR) and sparsity rate (SR).
where "# DEPPs" means "the number of DEPPs", p is the period of the TBPO, and 2 N is the number of the lattice points of the Gmap. For example, DT=2/(8-4), FR=8/8, and SR=6/9 in Fig. 2 .
(Example) As a simple example of the TBPO, we consider BPO1 with period 6 in Table 1 . BPO1 corresponds to control signal of a basic dc-ac inverter [1] . Applying the CL-based learning, BPO1 can be stored into the 2DNN in Fig. 3 (a) . The stored BPO1 is visualized as the pink orbit with period 6 of the Gmap on 2 6 lattice points. Figure 3 (b) shows an example of 2DNN after the sparsification. Before the sparsification, all the connection parameters w 1 i j are not zero (SR=0), 28 DEPPs fall into to BPO1 (DT=0.41), and 42 initial points fall into BPO1 (FR=0.65). After the sparsification, the number of zeros is 6 (SR=0.16), 55 DEPPs fall into BPO1 (DT=0.97), and 62 initial points fall into BPO1 (FR=0.97). That is, the sparsification can reinforce the stability of the TBPO in this example. Stability of a control signal is important to robust operation of the controlled circuit.
Cascade of Dynamic Binary Neural Networks
Applying the cascade connection to M pieces of 2DNNs, we obtain the CDNN as illustrated in Fig. 4 . The dynamics of the CDNN is described by
where l = 1 ∼ M and i = 1 ∼ N. Note that t ∈ {l, l + M, l + 2M, · · · , l + nM, · · · } for the l-th layer and a binary sequence is shared by M layers. For example, in Fig. 4 , as initial value x 1 is given for M = 2, then the 1st layer outputs x 2 , the 2nd layer outputs x 3 , and x 3 is fed back to the 1st layer. Adding the input layer to the M layers, we refer to the CDNN as (M + 1)-layer CDNN. M denotes the depth of the CDNN. The (M +1)-layer CDNN corresponds to M-fold composition system of 2DNNs. The Gmap of (M + 1)-layer CDNN is given by M-fold composition of the Gmaps of 2DNNs.
where G l is the Gmap of the 2DNN for the l-th layer, l = 1 ∼ M. Figure 5 illustrates Gmaps of two layers and composition of them.
Replacing G 1 with G in Definitions 1 and 2, we can define the BPO and DEPP of the Gmap of the CDNN. Note that one step transition of (M+1)-layer CDNN corresponds to M steps transition for discrete time t. A BPO with period q of G corresponds to a BPO with period p = Mq of the 2DNN.
Remark: In the (M + 1)-layer CDNN, the number of parameters is polynomial: #para= (N × N + N) × M. In the direct memory of BPO and its EPP (all the information of the Gmap), the number of memories is exponential: #memo= 2 N × 2 × M. As N increases, #memo becomes Basic matrix converter and switching signal. The 9 switches (S RU , S S U , S TU , S RV , S S V , S TV , S RW , S S W , S TW ). correspond to 9 elements (z 1 , · · · , z 9 ). much larger than #para.
For the CDNN, we consider learning of one TBPO with period p in Eq. (3). When the period p is given, the depth M of the CDNN is restricted to a divisor of p: M = p/q. For convenience, we use the notation
where ξ k l ≡ (ξ k l1 , · · · , ξ k lN ) and υ k l ≡ (υ k l1 , · · · , υ k lN ). Substituting ξ k l , υ k l , and q into Eq. (4), we obtain w l i j and T l i .
Teacher Signal from an Ac-Ac Matrix Converter
In the learning of the CDNN, we consider a TBPO based on switching circuits that convert an input u into an output y via N switches as shown in Fig. 6 . The switch=on and =off can be symbolized by 1 and −1, respectively. If operation of the switching is periodic, the control signal of the circuit is represented by a BPO. If the BPO is stable, it is suitable for robust and reliable operation of the circuit. Although there exist various examples of the switching circuits, we consider an ac-ac matrix converter [15] in the power electronics. Figure 6 shows a simple matrix converter that converts a three-phase ac input with period T into a three-phase ac output with period T/2 via 9 switches. Figure 6 shows 3 switching signals for the first output voltage V U . The switching signal can be described by binary values. Considering all the nine switches, we obtain the teacher signal BPO2 with period 12 as shown in Table 2 where the period 12 corresponds to period T of the ac input. This BPO controls the 9 switches where z t i = +1 and z t i = −1 correspond to switch = on and off, respectively. Using this switching Table 2 Teacher signal BPO2 with period 12 Fig. 6 ).
This BPO2 cannot be stored into 2DNN. We try to store BPO2 into the (M + 1)-layer CDNN, M = 2, 3. For M = 2, BPO2 is shared in the 1st and 2nd layers: For M = 3, BPO2 is shared in the 1st to 3rd layers: 7 , z 10 , z 1 ), where k = 1 ∼ 4. Applying the CL-based learning, BPO2 can be stored into the 3-layer and 4-layer CDNNs. Figures 7  and 8 show the CDNNs and Gmaps. BPO2 with period 12 corresponds to the BPO with period 6 (period 4) in the Gmap of the 3-layer (4-layer) CDNN. In the 3-layer CDNN, the connection parameters w 1 i j , w 2 i j are not zero (SR=0), 60 DEPPs fall into BPO2 (DT=0.11), and 120 initial points fall into BPO2 (FR=0.23). In the 4-layer CDNN, the connection parameters w 1 i j , w 2 i j , w 3 i j include 108 zeros (SR=0.44), 136 DEPPs fall into the BPOs (DT=0.26) and 140 initial points fall into BPO2 (FR=0.27). Parameter values of the CDNNs are shown in Appendix A.
Sparsification and Stabilization
In order to stabilize the stored TBPO, we present a method to spatsify the connection of the CDNN. Basically, the stability is evaluated by the number of EPPs that fall into the TBPO. The method is based on the mutation operation (MU) of the genetic algorithm. The crossover operation is not used. Let a chromosome {c l i j } correspond to the connection parameters {w l i j } where i = 1 ∼ N, j = 1 ∼ N, and l = 1 ∼ M. Each chromosome consists of N 2 × M genes. In order to evaluate the chromosomes we use two kinds of fitness. The primary fitness is the DT and the secondary fitness is the SR of N 2 × M connection parameters. They are defined in Eq. (6) . Since the evaluation of the FR is hard as N increases, evaluation by the DT (of DEPP) is realistic.
We define the MU-based method for the sparsification. Let g be the generation. At the initial generation g = 0, we prepare G e pieces of chromosomes and assign them the same value given by the CL-based learning: this method does not deteriorate the result of the CL-based learning.
N g % of genes are selected randomly from each chromosome and their values are checked. If the value is not 0 then it is changed into 0. If the value is 0 then it is preserved. The sparsification is realized by this zero-insertion and is a kind of local search. Note that the MU is a local search operator. Although the selection rate N g is constant, the real rate of zero-insertion tends to be lower automatically as g evolves if sparsified chromosomes tend to have higher evaluation. After the mutation, we sort the chromosomes before/after the mutation by the elite strategy. For each chromosome, the threshold parameters T l i are determined by Eq. (4). If some chromosome does not satisfy the condition in Eq. (5) then the chromosome is removed. The remained chromosomes are evaluated by the primary fitness DT. If plural chromosomes have the same value of the DT then the secondary fitness SR is used. The chromosomes are sorted based on the evaluation and the first to the G e -th chromosomes are preserved. The algorithm is repeated until the maximum generation G max .
Note that the DT of the best chromosome does not decrease, however, the SR of the best chromosome may decrease. For example, let SR=s 1 in the best chromosome, SR=s 2 in the other chromosome, and let s 1 > s 2 at some generation. If s 2 increases to s 2 , the other chromosome becomes the best, and s 2 < s 1 at the next generation; then the SR of the best chromosome decreases. Note that the bruteforce search of the sparsification becomes very hard as N increases.
We have applied the MU-based method to 3-and 4layer CDNNs in which BPO2 is stored. After the trial-anderrors, the parameters have been selected as G max = 400, G e = 20, and N g = 2%. In the 3-layer CDNN, connection parameters values after the CL-based learning (Table A· 1) are used as initial values of the chromosomes. Figure 9 shows a typical result of 3-layer CDNN after the sparsification (g = 400): 353 DEPPs fall into BPO2 (DT=0.63), all the initial points fall into BPO2 (FR=1), and the number of zeros is 78 (SR=0.48). Figure 10 shows evolution of the DT and SR in 50 trials. Note that DT in 3-layer CDNN means 2 steps transition of discrete time t. In the average, the primary fitness DT tends to increase as SR increases. This figure also shows DT and SR in two trials that give the best and worst values of DT at g = 400. In the two trials, SR decreases in some generations as suggested previously.
In the 4-layer CDNN, connection parameters values in Table A· 2 are used as initial values of the chromosomes. Figure 11 shows a typical result after the sparsification (g = 400): 484 DEPPs fall into BPO2 (DT=0.95), 488 initial points fall into BPO2 (FR=0.95), and the number of zeros is 180 (SR = 0.74). Figure 12 shows evolution of the DT and SR in 50 trials. Note that the DT in 4-layer means 3 steps transition of discrete time t. Parameter values of the CDNN are shown in Appendix B.
We can see that the sparsification is effective to increase DT and that increase of DT of the 4-layer CDNN is faster than the 3-layer CDNN. These results suggest that sparsification can be effective to reinforce stability of the TBPO. However, it is hard to give some theoretical evidence for the results.
Conclusions
In the CDNN, learning of one TBPO has been studied in this paper. The layers of the CDNN share the storage of the TBPO. Applying the CL-based learning, the TBPO can be stored if the condition in Eq. (5) is satisfied. Applying the MU-based method, the connection of CDNN is sparsified and stability of the stored TBPO can be reinforced. Performing numerical experiments for typical examples, the algorithm performance has been investigated.
Finally, we enumerate several future problems. First, we will consider effects of cascade connection and its depth on storage capability in more general. Second, we will also consider effects of sparsification on stabilization of the TBPO. In the MU-based method, suitable parameter setting and effective approximation method of DT is important. Calculation of DT becomes hard as N increases. Third, we will consider application of the CDNN to reconfigurable control circuits for various switching circuits. Changing the connection parameters, the CDNN can generate various BPOs which correspond to various switching signals.
