Abstract. The study of distributed order calculus usually concerns about fractional derivatives of the form 1 0 ∂ α u m(dα) for some measure m, eventually a probability measure. In this paper an approach based on Lévy mixing is proposed. Non-decreasing Lévy processes associated to Lévy triplets of the form (a(y), b(y), ν(ds, y)) are considered and the parameter y is randomized by means of a probability measure. The related subordinators are studied from different point of views. Some distributional properties are obtained and the interplay with inverse local times of Markov processes is explored. Distributed order integro-differential operators are introduced and adopted in order to write explicitly the governing equations of such processes. An application to slow diffusions (delayed Brownian motion) is discussed.
Introduction
Distributed order calculus usually concerns about the distributed order fractional derivative i.e. dx β can be a fractional derivative in the Riemann-Liouville sense as well as a Dzerbayshan-Caputo derivative and p(dβ) is a measure (eventually a probability measure). For the definitions of fractional derivatives see, for example, Kilbas et al. [16] .
In this paper we develop an approach to distributed-order calculus based on Lévy mixing (see Barndorff-Nielsen et al. [3] for Lévy mixing). We consider, under suitable assumptions, functions of the form f (λ, y) = a(y) + b(y)λ + (1.3) for a probability measure p on W ⊆ E. Since p is a probability measure we will write for the sake of simplicity for a r.v. Y with law p on W ⊆ E. Such a procedure is a particular case of the so-called Lévy mixing which has been recently studied in a systematic way by Barndorff-Nielsen et al. [3] in case the measure p is not necessarily a probability measure. Among other things the authors pointed out that Lévy mixing arises naturally from stochastic integral representation of processes.
One of the goal of the present paper is to study subordinators with Laplace exponent as in (1.3) and we call such processes distributed order subordinators. We study the transition probabilities of such subordinators by relating them with the most important classes of convolution semigroups. We explore the connection with the inverse local times of Markov processes and we study the right-continuous inverses i.e. the hitting-times. Distributed order calculus comes into play for writing the governing equations of distributed order subordinators and of their hitting-times. From this point of view we have inserted the theory of distributed order calculus (based on operators of the form (1.1)) in a more general unifying framework.
We introduce the distributed order integro-differential operator and we discuss an application to the diffusion equation 0 D f,p t q(x, t) = ∆q(x, t), x ∈ R d , t > 0. (1.8) Under suitable assumptions we show that the mean square displacement 9) where q is the fundamental solution to (1.8), behaves as 1 W f (1/t, y)p(dy) for t → ∞.
(1.10)
Usually a diffusion is said to be slow (or subdiffusion) if M (t) ∼ Ct α with α < 1, C > 0. Here we study lim t→∞ t M (t) (1.11) by using (1.10) and we show that (1.11) can not be zero but may be either finite or infinite. Actually in the most common cases (1.11) is infinite proving that diffusions related to (1.8) are chiefly subdiffusive. We examine a particular case (related to distributed order fractional calculus) in which the mean square displacement is ∼ C log t. This last situation was discussed in Chechkin et al. [12, 13, 14] ; Kochubei [18] and is related to the so-called ultraslow diffusions.
1.1. Some background information on distributed and fractional order calculus. Operators of the form (1.1) have been introduced for the first time in Caputo [11] . Successively a rigorous mathematical theory has been developed in Kochubei [18] and applied to diffusion equations of the form 12) which describe some particular anomalous diffusions (for anomalous diffusions the reader can consult Metzler and Klafter [32, 33] ). In particular Kochubei [18] deals with the distributed order fractional derivative
which is defined for a continuous function u. For different forms of distributed order fractional operators the reader can consult Lorenzo and Hartley [21] and the references therein. The study of boundary value problem for time-fractional distributed order diffusion equations can be found in Luchko [22] . In physics the literature is vast. For example in Chechkin et al. [12, 13] different types of diffusions related to distributed order operators have been studied and a probabilistic description of slow diffusions can be found in Meerschaert and Scheffer [30] . In Mainardi and Pagnini [26] the relationship between distributed order diffusions and the Fox function have been explored. An application to the fractional relaxation can be found in Mainardi et al. [25] and the asymptotic behaviour of the solution to a distributed order relaxation equation has been studied in Kochubei [19] . Much attention on the probabilistic point of view has been adopted recently in Beghin [4] ; Meerschaert et al. [27] . In particular in [4] an approach based on time-changed process is investigated. The authors take inspiration from the known results concerning the interplay between fractional equations and time-changed processes and extend the results to the distributed order case. Such an interplay has been explored firstly in work such as Allouba and Zheng [1] ; Baeumer and Meerschaert [2] ; Orsingher and Beghin [34, 35] ; Saichev and Zaslavsky [36] ; Zaslavsky [43] . A classical result ( [2] ) states, roughly speaking, that a Lévy motion timechanged with the hitting-time process of a β-stable subordinator is the stochastic solution to a time-fractional Cauchy problem. A β-stable subordinator is a nondecreasing Lévy process with Laplace exponent λ β , β ∈ (0, 1). Such result has been deeply investigated (see, for example, Meerschaert et al. [28] for fractional Cauchy problems in bounded domains) and has been successively extended as follows. In Meerschaert and Scheffer [31] the authors considered continuous time random walks (CTRW) time-changed with a renewal process. They pointed out that the limit of such a CTRW is a Lévy process time-changed with the hitting-time of a subordinator σ f (t), t > 0, and that its density is the fundamental solution to the abstract Cauchy problem 14) in the mild sense. In (1.14) L A is the generator of A, f is the Laplace exponent of σ f with Lévy measure ν and
If the subordinator considered is the β-stable subordinator then f (∂ t ) reduces to the Dzerbayshan-Caputo fractional derivative. In Kochubei [20] the author sheds lights on the explicit form of the operator (1.15). The author considered derivatives of the form
( 
He pointed out that the solution to (1.17) appears in the description given in Meerschaert et al. [29] of the process N (L f (t)), t > 0, where N is a Poisson process with rate λ and L f is an inverse subordinator. In Toaldo [42] an approach based on operators of the form
has been adopted. In (1.18) and (1.19)ν(s) = a + ν(s, ∞) for a Lévy triplet (a, b, ν) such that f is the Bernstein function
Distributed order subordinators
All throughout the paper we will deal with Bernstein functions (Bernstein [5] ). A Bernstein function is a C ∞ non-negative function f : (0, ∞) → R for which
and has the represention
The measure ν is a non-negative σ-finite measure on (0, ∞) such that the integrability condition
is fulfilled (see more on Bernstein functions in Schilling et al. [38] ). In what follows we will denote by BF the family of all Bernstein functions. In this work we will deal with functions of the form f : [0, ∞) × E → R such that for all fixed y ∈ E, λ → f (λ, y) is a Bernstein function, and E is a polish space. Assume therefore that
where 0 ≤ a(y) < ∞ and 0 ≤ b(y) < ∞ for all y ∈ E and ν(ds, y) is a non-negative σ-finite measure on (0, ∞) such that
We will also need the function
The representation (2.6) is obtained from (2.4) by performing an integration by parts. Note that for all fixed y ∈ E the function λ → λ −1 f (λ, y) is completely monotone i.e. it is C ∞ and such that
2.1. Definition of the process. In this section we introduce the concept of distributed order subordinator. This can be done by means of the Lévy-Itô decomposition. A classical subordinator σ f is a non-decreasing Lévy process and it should be defined as (Itô [15] )
where e(s) is a Poisson point process with characteristic measure aδ ∞ + ν(ds) (the reader can consult Bertoin [6, 7] for some details). Such a procedure is still valid if we consider a mixture approach. Let A be a polish space and ι y be a non-negative measure on A. Suppose ι y (A) = ∞, for all y ∈ E, but assume that it is σ-finite and thus exists a partition of A, say A n , into Borel sets such that ι y (A n ) < ∞, for all n and for all y ∈ E. Let p be a probability measure on W ⊆ E. Clearly 
for e(t) a Poisson point process with mixed characteristic measure W ι y ( • )p(dy).
Definition 2.1. We define the distributed order subordinator according to the Lévy-Itô decomposition as
where e(s) is a Poisson point process such that, for functions a(y) and b(y) as in
By using (2.5) we can write
and thus we may use Campbell theorem (see, for example, Kingman [17] , page 28) for writing
2.2. Distributional properties of the process. The process σ f,p (t), t ≥ 0, is a subordinator generated by the Lévy triplet 15) and therefore has Laplace exponent
where we denoted as Y a r.v. with law p on W ⊆ E. Here we study the distributional properties of distributed order subordinators, denoted by σ f,p (t), t ≥ 0, with Lévy triplet (2.15), by making assumptions on the subordinator σ f,y corresponding to the Lévy triplet (a(y), b(y), ν(ds, y)).
The transition probabilities of subordinators are convolution semigroups supported on [0, ∞). A family µ t , t ≥ 0, of sub-probability measures on [0, ∞) is said to be a convolution semigroup if
The explicit form of the transition probabilities of subordinators is known just in some particular cases. However since such distributions are characterized by the Laplace transform
something could be say by observing at the Laplace exponent f . There exist indeed some special classes of subordinators with nice properties and such classes can be very often distinguished by observing at the Laplace exponent f . This requires some theory of Bernstein functions. For a background on such a theory and on the relationships between family of Bernstein functions and convolution semigroups of sub-probability measures the reader can consult Schilling et al. [38] and the references therein.
In what follows we will always refer to σ f,p (t), t > 0, as the distributed order subordinator obtained by randomizing the Lévy triplet (a(y), b(y), ν(ds, y)) associated to the subordinator σ f,y .
Bondesson class.
One of the most important class of sub-probability measures related to subordinators is the Bondesson class. Such class of measures is closed under convolution and vague convergence (see Lemma 9.2. of [38] ) and is composed of infinitely divisible meaures. A measure µ is said to be of the Bondesson class, and we write µ ∈ BO, if
where f is a complete Bernstein function. A Bernstein function f is said to be complete, and we write f ∈ CBF, if has the representation
where the density s → m(s) is a completely monotone function.
where σ f,p is the corresponding distributed order subordinator. We have that µ p t ∈ BO. Proof. The fact that µ y t ∈ BO is equivalent to say that the Laplace exponent f : [0, ∞) × E → R is a complete Bernstein function and therefore from (2.19)
The function
is again a complete Bernstein function. This can be ascertained by using the fact that since m is completely monotone then it is the Laplace transform of a certain measure m y (dt) and thus
is a completely monotone function representing the density of the Lévy measure Eν(ds, Y ).
Mixture of exponential distributions.
A measure µ on [0, ∞) is said to be a mixture of exponential distributions, and we write µ ∈ ME, if
for some sub-probability measure ρ on (0, ∞]. We recall that ME ⊂ BO (see [38] page 81 for further details) since it consists in the family of measures such that
g where 1/g is a Stieltjies function (we write 1/g ∈ S), with
where w(dt) is a measure on (0, ∞) such that
The reader can also consult Steutel and van Harn [41] , Chapter VI, for detailed information on mixture of exponential distributions. Formally a measure µ is said to be a mixture of exponential distributions if it is such that
Proposition 2.3. If σ f,y has transition probabilities µ y t ∈ ME, for all fixed y ∈ E, we have that the corresponding distributed order subordinator σ f,p (t), t ≥ 0 also has transition probabilities µ p t ∈ ME. Proof. From Theorem 9.5 of [38] we know that the condition (2.23) is equivalent to say that there exists a function η : (0, ∞) → [0, 1] satisfying 1 0 η(t)t −1 dt and such that, for some β ≥ 0,
for some Lévy measure ν. Here we must have for all
Since f ∈ CBF the Lévy measure ν(ds, y) has a density m y (s) such that s → m y (s) is completely monotone for all fixed y ∈ E. This implies that m y (s) is the Laplace transform of a certain measure m y (dt), i.e. m y (s) = ∞ 0 e −st m y (dt). Thus we can write
Since µ y t ∈ ME, for all y ∈ E we must have that m y (dt) has a density η y (t) such that 30) and this permits us to conclude
The fact that
Furthemore note that in view of (2.30)
is said to be a Generalized Gamma convolution, and we write µ ∈ GGC if 
where ∞ 0 (t ∧ 1)τ (t)dt < ∞ and t → t τ (t) is a completely monotone function. The class of GGC is the smallest class of sub-probability measures on [0, ∞) closed under convolution and vague limits containing all Gamma distributions (see Theorem 9.12 of [38] ).
For the distributed order subordinator σ f,p we have that
Proof. Since µ y t ∈ GGC we have that λ → f (λ, y) ∈ TBF for all y ∈ E and thus
It is sufficient to prove that
Note that since λ → f (λ, y) ∈ TBF, one have
for a certain measure φ y (ds). Thus we can write
which is a completely monotone function.
Special distributed order subordinators and inverse local times
In this section we point out the relationships between special subordinators, distributed order subordinators and inverse local times of Markov processes.
A subordinator with Laplace exponent f is said to be special if λ/f (λ) ∈ BF. This is because a Bernstein function f is said to be special if λ/f (λ) ∈ BF. The collection of all special Bernstein functions will be denoted by SBF. We recall that in case f ∈ SBF we clearly have that f = λ f ∈ SBF. We call f = λ/f the conjugate of f . The most important property of special subordinators concerns their potential measures
which is such that
It is well-known that σ f is special if and only if u(x)dx < ∞. The reader can consult Schilling et al. [38] , Chapter 10, or Song and Vondraček [40] , for further information on special Bernstein functions and the related subordinators.
It is well-known that the inverse local time at y of a Markov process is a subordinator (see, for example, Bertoin [6] , Chapter IV, or Blumenthal and Getoor [9] , page 219), provided that such a local time exists. In the upcoming theorem we will need the following information on local times. Let X = (Ω, M , M t , X t .θ t , P z ) be a temporally homogeneous Markov process on the polish space E. As usual given (E, E) we have E ∆ = E ∪ {∆} and E ∆ is the σ-algebra in E ∆ where ∆ is clearly a point not in E for which ∀t
In what follows we suppose that X is in duality with X, i.e.
for some σ-finite measure ξ on E. See Blumenthal and Getoor [9, 10] for details on duality and potential theory. A necessary and sufficient condition for the existence of a local time in some y ∈ E is that y is regular for itself (see [9] Theorem 3.13) i.e.
However in the above framework Proposition 7.3 of [10] holds and thus one has the following equivalent conditions for a point y ∈ E to be regular for itself (1) y is regular for y (2) r λ (z, y) ≤ r λ (y, y) < ∞, for all z ∈ E (3) The function z → r λ (z, y) is bounded and continuous at z = y
Assume that the function z → r λ (z, y) is lower semi-continuous for all y ∈ E. Denote by L(y, t) the local time at y. In such a framework it is well known that the inverse local time at y of X t , say L −1 (y, t), exists and is a subordinator with Laplace exponent 1/r λ (y, y). Furthermore
where dL(y, t) is meant in the sense that L(y, t) = lim be a special Bernstein function for all fixed y ∈ E and let f = λ/f be the conjugate of f . We have the following results. , a(y) = 0.
(3.12)
ii) Suppose that f is the Laplace exponent of the inverse local time at y of X t , where X t is the process above. Assume that X t is space-inhomogeneous and that one of the conditions (1), (2), (3) holds for all y ∈ W . Let P p = W P y p(dy). LetX = Ω ,M ,M t ,X t ,θ t , P p be the Markov process on E with initial distribution p such thatX is identical in law at X under p(dy) = δ y , for all y ∈ W . The conjugate off , i.e. the functionf (λ) = λ Ef (λ,Y ) , is the Laplace exponent of the inverse local time ofX t at its random starting pointX 0 . iii) Denote the inverse local time ofX t atX 0 by L −1 (X 0 , t) and by U f,p (dt) its potential measure. Let U f,y (dt) be the potential measure of the inverse local time at y of X t . We have that
whereν (s, y) = a (y) + ν ((t, ∞), y).
Proof. i) Since f (λ, y) ∈ SBF for all fixed y ∈ E we have that f (λ, y) = λ/f (λ, y) ∈ BF. In particular by applying Theorem 10.3 of [38] Since λ → f (λ, y) ∈ SBF we have that the corresponding subordinator σ f,y has potential measure (parametrized by y)
for a function t → u y (t) : (0, ∞) → (0, ∞) non-increasing and satisfying In particular we deduce from Theorem 10.3, page 94, of [38] that
Now consider the measure
The function t → Eν (t, y) : (0, ∞) → (0, ∞) is non-increasing and satisfies (3.18) and thus (3.20) is the potential measure of some special subordinator.
In particular since
we use (3.2) and we deduce that λ Ef (λ,Y ) ∈ SBF which implies that Ef (λ, Y ) ∈ SBF. ii) Now we consider the inverse local time L −1 (X 0 , t). Since we assume that one of the conditions (1), (2), (3) holds for all y ∈ W ⊆ E we have that the points y ∈ W are regular for theirselves since it is clear that 22) and this guarantees that such a local time exists. We recall that
By using Proposition 2.3 Chapter V of [9] which states that
and sinceX L −1 (X 0 , t) =X 0 we perform calculation similar to that of Proposition 3.17 Chapter V of [9] and we write
Now in view of (3.7) and (3.8) we may write
and from (3.25) we conclude that
Now observe that since we suppose that f (λ, y) is the Laplace exponent of the inverse local time of X t at y we must have
and thus we get that
Note that the process L −1 (X 0 , t) is clearly non-decreasing and has stationary independent increments in the ordinary sense if
By adapting Proposition 3.19 of [9] we may prove that
for B j , j = 1, · · · , n, disjoints and 0 = t 0 < · · · < t n by using (3.24) and the fact thatX 
If instead lim λ→0 W r λ (y, y)p(dy) < ∞ one has 0 < lim
and we get what in literature is known as a killed subordinator. We can apply Theorem 3.21 of [9] and state that there exists a subordinator σ(t) and an independent non-negative r.v. ζ on some (Ω , Σ, P ) with P {ζ ≥ t} = exp −t lim λ→0 35) and L −1 X 0 , t are stochastically equivalent. iii) In view of (3.17) we can write
and therefore
.
(3.37)
Now from (3.29) we can write 38) and the proof is complete.
Distributed order integro-differential operators and governing equations
In this section we introduce distributed order integro-differential operators by means of which we write the governing equations of the distributed order subordinators. Furthermore we are interested in the governing equations of their inverse processes. We will consider the inverse of σ f,p (t), t > 0, defined as
for which .2) 4.1. Distributed order integro-differential operators. According to Theorem 4.1 of Meerschaert and Scheffer [31] we know that the density of the inverse of a subordinator is the fundamental solution in the mild sense of the pseudo-differential problem
where f (∂ t ) is the following inverse Laplace transform In Kochubei [20] the author introduced operators of the form
under assumptions on the Laplace transform of k(t) (see formula (1.6) of [20] ).
. In the present work we follow the last approach (in a way similar to [42] ) but we focus on the distributed order case. We introduce the following distributed order integro-differential operator. .4) and assume that the function s → ν(s, y) is absolutely continuous on (0, ∞) for all y ∈ E. We define the generalized distributed order Riemann-Liouville derivative as
where
7)
and Y is a r.v. with law p on W ⊆ E. If Eb(Y ) = 0 formula (4.6) make sense for a continuous function u as it happens for the classical distributed order fractional derivative ( [27] formula (2.6) and (2.7)).
By comparing Definition 4.1 with the operator f (∂ t ) ( [31] ) defined as in (4.4) and with (1.18), (1.19) ([42] ) we note the following relationships.
Lemma 4.2. We have that
Proof. The results follow by explicitly computing the transformation as
where we used (2.6), and this proves (4.8). With the symbol u * v we mean the Laplace convolution. The expression (4.9) follows from (2.6) and (4.10) since 
Since α(y) must be 0 < α(y) ≤ 1, we obtain a form of the distributed order RiemanLiouville derivative written as
for which
In order to obtain a more familiar expression of the distributed order fractional derivative one can set in (4.14) α(y) = αy, for a constant 0 < α < 1 and p(dy) a probability measure on (0, 1).
has the form of a regularized Riemann-Liouville derivative with a different kernel (as in (4.5)) and Lemma 4.2 shows that it may be viewed as a generalized distributed order Dzerbayshan-Caputo derivative. In the logic of (4.16) we note that if Eb(Y ) = 0,ν(s, y) = s −α(y) /Γ(1 − α(y)) we get that
The above arguments and Lemma 4.2 inspire the following Definition 4.5. Let u, f andν be as in Definition 4.1. The regularized distributed order Riemann-Liouville derivative may be generalized as
If Eb(Y ) = 0 formula (4.18) make sense for a continuous function u, as it is for the classical distributed order fractional derivative (see [27] formula (2.6) and (2.7)).
The governing equations.
In what follows we work with subordinators with a density. In view of Theorem 27.7 in Sato [37] we know that a sufficient condition for saying that a subordinator has a density is that ν(0, ∞) = ∞ and that the function s →ν(s) = a + ν(s, ∞) is absolutely continuous on (0, ∞). In such a framework we have the following.
Theorem 4.6. Let σ f,y (t) be a subordinator with Laplace exponent f (λ, y). Suppose that ν((0, ∞), y) = ∞, ∀y ∈ E, and that the function s →ν(s, y) = a(y) + ν((s, ∞), y) is absolutely continuous on (0, ∞) for all y ∈ E. Let σ f,p be the corresponding distributed order subordinator with Laplace exponent Ef (λ, Y ). Let L f,p (t), t > 0, be the inverse of σ f,p with l t (B) = Pr L f (t) ∈ B , B Borel and denote by l p (x, t) the corresponding density. We have that
(1) The subordinator σ f,p (t) has a density (2) Denote the density of σ f,p (t) of point (1) by µ p (x, t). We have that l p (x, t) = 19) subject to 
Now by (2.6) we write exists for a continuous function. Therefore we may conclude that (4.26) is well defined since x → µ p (x, t) is a density. In view of Lemma 4.2 it is easy to show that the Laplace-Laplace transform of the analytical solution to (4.19) is
By observing that
the proof is complete. (4) In view of point (2) we know that (4.29) and therefore the map 
and thus
Now by considering (4.25) we have that 33) and this completes the proof.
An application to slow diffusions
An important application of distributed order fractional calculus is to model ultraslow diffusions, i.e. diffusions with mean square displacement (∆x) 2 ∼ C log t, C > 0 (see, for example, Chechkin et al. [12, 13] ; Kochubei [18] ; Meerschaert and Scheffer [30] ). Roughly a diffusion is said to be slow if the mean square displacement behaves like ct α , for some c > 0 and α < 1. For subdiffusion see also Magdziarz [23] . In Kochubei [18] the reader can find a rigorous mathematical treatment of the equation
Among other things, the author studied the behaviour of
where Z β (x, t) is the fundamental solution to (5.1). In this section we consider the fundamental solution to the equation
3)
is defined in (4.18) and we study the mean square displacement. Our approach based on Lévy mixing permits to carry out the study of (5.3) by means of the so-called delayed Brownian motion (consult Magdziarz and Schilling [24] for recent developments on sample paths properties of delayed Brownian motion). We work as in the previous section with Lévy measures such that ν((0, ∞), y) = ∞ and s →ν(s, y) is absolutely continuous, for all y ∈ E. In the following Theorem we study the behaviour of the mean square displacements related to the fundamental solution to (5.3) under the additional assumption that Ef (λ, Y ) is regularly varying at 0+. A function f is said to be regularly varying at 0+ if lim λ→0 f (λx)/f (λ) is convergent. In our case Ef (λ, Y ) ∈ BF and due to the Lévy-Kintchine representation the limit is necessarily equal to x α for α ∈ [0, 1]. The reader can consult Bingham et al. [8] for a self-contained text on regular variation.
where q(x, t) is the fundamental solution to (5.3). Let α be such that
and B n be the n-dimensional Brownian motion. We have the following results.
which is infinite or finite (but greater than zero), depending on the kernel Eν(s, Y ).
Proof. First we prove that the fundamental solution to (5.3) admits the representation (1) and thus coincides with the law of the n-dimensional time-changed Brownian motion B n L f,p (t) , t > 0. The law of B n L f,p (t) is Pr B n L f,p (t) ∈ dx /dx = Such a result may be found in Bertoin [7] , Proposition 1.5. By applying (5.14) we write for (5.12) which proves (4) and completes the proof of the Theorem.
Remark 5.2. Actually the limit (5.17) is infinite in most common cases and since it can not be zero we can state that the corresponding diffusions are subdiffusive or at most it can happen that 1 2 Γ(1 + α)M (t) ∼ Ct, C > 0. Remark 5.3. As pointed out in Remark 4.3, a fractional case can be for example f (t, y) = t β(y) , 0 < β(y) < 1. Suppose that β(y) = βy with p(dy) uniform in (0, 1/C), C > 1 and a constant 0 < β < 1. According to (5.15) we have for the mean square displacement 
