Abstract-Enormous amounts of data are generated everyday of both structured and unstructured nature. Regardless of their differences, data sources must be used in tandem in any effective big data operation. This paper proposes a Software as a Service (SaaS) framework called BINARY which provides a back-end infrastructure for ad-hoc querying, accessing, visualizing and joining data from different data sources such as Relational Database Management Systems like MySQL and big data storage systems like Apache Hive. BINARY is extendable and allows adding other storage engines (e.g. HBase) and analytics engines (e.g. R) as needed. A REST software architecture is used in the framework to enable loose connections between the engines and user interface programs to facilitate their independent updates without affecting the data infrastructure. Our approach is validated with a proof-of-concept prototype implemented on the OpenStack cloud system.
I. INTRODUCTION
The concept of big data has evolved from the requirement of scalable architectures for efficient storage, manipulation, and analysis of very large and complex data sets that are characterized by the four Vs -volume, variety, velocity, and veracity. These data are generated from a variety of sources, including collections of sensors, social networks and similar data resources. There is a strong need in government organizations, industries and academia to better manage their growing data, to gain insights from the data and to provide better services to the customers.
Traditional relational database management systems (RDBMS) are not practical for big data workloads that require scalable architectures with high availability and low-cost for efficient data storage, manipulation, and analysis [6] . To be able to run an ad-hoc query over terabyte scale data (or larger), including legacy data, data integration is essential to provide access to both the big distributed data sources and traditional RDBMS to extract insights from historical trends or to find correlations between data stored in multiple data sources. Different analytics methods also require data in different formats. An important first step in many analyses is an exploration of the available data through ad-hoc queries.
An example of such a scenario comes from the healthcare industry. For a healthcare data analyst, an ideal software solution is the one that provides access to the current and past records of patients in a unified view with no concerns about how to access or merge the required data from various data sources. Such a solution should provide the possibility to browse and find the required data and only move those data between different resources (not the entire data source). In addition, it should allow the analyst to merge the data as desired and store the outcome.
Current systems are either expensive proprietary products or do not satisfy all the requirements such as support for both traditional RDBMS and big data, ability to run a query on a variety of data resources, ubiquitous access through a web interface with no need for programming, and use of open source tools with no proprietary data formatting, coding or hardware.
This paper proposes a conceptual framework to support execution of ad-hoc queries on big data which is based on open source tools and meets the following requirements:
• Consolidates data from different distributed sources into a big data store.
• Supports a variety of data sources.
• Provides a user-friendly web interface to access and query data with no need for programming.
The paper is organized as follows. In Section 2, we discuss the related work for the research. The conceptual architecture of the proposed framework is described in Section 3. In Section 4, we discuss the technical details of the prototype implementation. Validation with several test case scenarios is presented in Section 5 and Section 6 concludes the paper referring to some future work.
II. RELATED WORK Data integration plays a key role in big data analytics that aims toward extracting meaningful knowledge from large-scale repositories of different types of big data [23] . The problem of accessing various data sources and providing users with a unified view has been addressed via data integration on the web [8] for example pay-as-you-go [15] , entity matching and resolution [9] , user feedback and crowd-sourcing [7] for data analytic environments such as big data warehouses [13] . Query engines have been developed for large-scale databases and parallel processing frameworks to provide transparent access to a variety of data sources by hiding the type and location of the sources. We discuss some data integration techniques in parallel databases and parallel processing frameworks for inmemory or disk-based data sources. Also, approaches integrating SQL used in analytical platforms are presented.
A. Parallel Databases
Performance in a parallel database system is enhanced by parallelizing operations such as performing queries and generating indices. Parallel database systems can run on clusters of shared-nothing nodes [16] . Standard relational tables and SQL are supported in such systems and data residing on multiple machines is not apparent to the end-user. Depending on the application, either a column-based or a rowbased data storage architecture is used. The main requirement for data analytics is the frequent reading of relevant data, and thus a read-optimized column-oriented architecture is preferred for such applications. However, these systems are not optimized for joining and writing data [27] .
SAP HANA [11] is a commercial column-oriented inmemory relational database offered by SAP. It is intended to integrate transactional and analytical workloads within the same DBMS. It has an extensible architecture to allow additional engines to support a wider variety of data sources. The challenges associated with in-memory column-oriented distributions include the necessity for data partitioning, providing support for distributed transactions and managing the demanding process of merging updates into a read-optimized storage layout. SAP HANA does not provide a web interface and users need to know the programming language to handle the requests. Because of the in-memory database, there is the challenge of processing data larger than the available physical memory. Also, SAP HANA supports a subset of standard SQL.
Vertica from HP is a disk-based analytic database system based on the C-Store [19] project. It is a Massively Parallel Processing (MPP) distributed system with a shared-nothing architecture. Vertica has a column-oriented storage that keeps data in a compressed form with its metadata in memory (and not in database tables) and transfers it to disk via its own mechanisms. It has a bulk loader and provides SQL for querying. Integration of diverse data is done using drivers as database connectors and data warehouse methods. Users are required to know a programming language to manage data in Vertica.
Brighthouse [17] is a commercialized column-oriented data warehouse for ad-hoc analytic queries. It is based on Rough Sets where data is grouped into Packs with 64k values of single columns. The information about Data Packs and their relationships is stored in the metadata layer, which is referred to as the Knowledge Grid. Knowledge Nodes are elements of the Knowledge Grid that describe data packs and determine unwanted data packs during query execution. There are proprietary data storage and query optimization layers which allow integration of a Brighthouse database with MySQL. The use of metadata instead of indices in the Knowledge Grid for ad-hoc querying scenarios raises questions about the capability of Brighthouse to tune the physical database model. Brighthouse supports only structured data. Similar to the previous systems, the users need to know the programming language to handle data.
In general, parallel DBMSs follow rigid schemas or the relational archetypes of rows and columns. This makes it difficult to accommodate growing data (beyond certain limits) and hence consolidating various data resources. Also, they require high-end server hardware. In the case of a single node failure during a long query, the whole query must be repeated. Parallel processing frameworks (e.g. Hadoop MapReduce, Spark) address these issues.
B. Parallel Processing Frameworks
Apache Hadoop [24] is an open source framework for storing, analyzing and transforming huge amounts of batch data on commodity hardware. It uses the MapReduce paradigm on the Hadoop Distributed File System (HDFS) across lowcost machines. It has become a popular solution for integrating different data processing tools as it provides high scalability for computation, storage and IO bandwidth. Apache "Yet Another Resource Negotiator", or YARN [21] , is the next generation of Hadoop and is also designed to support non-MapReduce applications on HDFS. Apache Spark [26] is a fast in-memory processing framework. It is designed to process streaming and batch data with high fault tolerance using Resilient Distributed Datasets (RDDs). These frameworks support various SQL-like engines.
Apache Hive [20] is an open source data warehouse infrastructure on Hadoop to analyze a large amount of batch data with a SQL-like declarative language, referred to as HiveQL. It stores structured data in HDFS as a schemaoriented database. Hive is also equipped with HCatalog, which is a storage management layer on top of Hive metastore that opens up the hive metadata to other MapReduce tools. Apache Drill [3] is an open-source 'interactive' SQL query engine for Hadoop. Working with schemaless data is the main advantage of Drill among other SQL-on-Hadoop counterparts. Drill can start the query execution process with no need for schema or type specification. A shortcoming of Drill is the lack of a connector to RDBMSs. On the other hand, the extensible architecture of Drill allows for storage plugins for specific requirements with a RESTful API as the recommended architectural style for plugins.
Hadapt [1] is a commercial outcome of the HadoopDB research project [2] . Hadapt and HadoopDB use DBMSoriented storage, e.g. column-store data layouts instead of fileoriented HDFS storage formats. Hadapt applies two distinct run-time query engines: an interactive MPP run-time for shorter queries and a MapReduce-based run-time for longer queries where fault tolerance is needed. However, Hadapt is a proprietary product and requires a license.
Cloudera Impala [22] is an open-source MPP SQL query engine. It is capable of reading data with the bandwidth of all available disks. The main feature of Impala is its ability to generate code at runtime to accelerate the frequently executed code paths. This is done using Low-Level Virtual Machine (LLVM), a compiler infrastructure with reusable libraries and a set of well-defined interfaces. The performance gained by this approach is, however, limited to the number of queries it can fit into the physical memory of the machine. Impala includes a subset of SQL functions and does not support RDBMS. Shark [25] is an open source data analysis engine running on Spark. Shark provides an interactive SQL-like language on Hadoop by using in-memory caching, columnar storage and compression schemes. It uses Hive's language and catalogue to store its metadata and query external data. Shark faces challenges to run over Spark since Hive optimizer is not developed for Spark. Spark SQL [5] is an open source SQLlike engine on Spark that has the advantages of Shark such as the columnar storage and in-memory caching without its limitations such as dependence on the Hive metastore and the difficulty of running a query in Spark. Spark has a declarative API that allows integration of relational operators with the procedural Spark code. Resources such as MySQL can exchange data with Spark either via JDBC or the declarative API. Spark has the common downside of in-memory systems i.e., the challenges in handling data larger than available physical memory and the susceptibility to power interruptions.
Some of the existing solutions are costly proprietary products with little flexibility of customization by the user. In addition the possibility of ad-hoc query on both traditional RDBMS and big data storages is either not present or requires users' knowledge to install and integrate extra components to the system. These requirements are satisfied in BINARY as described in the next section.
III. OUR FRAMEWORK -BINARY BINARY (Big data INtegration for Ad-hoc queRYing) is a multi-layer Software-as-a-Service (SaaS) architecture for adhoc querying as shown in Fig. 1 . SaaS is a software distribution model that provides access to software remotely over the Internet as services with no need for the users to install the software locally on their own machines. In the BINARY framework, we use scalable big data distributed storage to cover the aspects of volume and velocity. BINARY satisfies the requirement of variety for big data by using the Extract, Transform, and Load (ETL) tools for bulk data transfer between RDBMSs and the big data distributed storage and resource adapters to support different data sources for ad-hoc querying. The adapter for the scalable big data storage enables integration of data from a variety of data sources into the big data distributed storage. It also enables data access and querying using a SQL-like language invoked by our front-end web interface, which meets the ease-of-use requirement. BINARY is composed of a User Interface layer, an Application layer and a Resource layer. 
A. User Interface Layer
The User Interface layer provides a connection between the end users and the Application layer. A custom user interface serves user requests via SaaS and connects users via the Application layer to the back-end Resource layer. This layer is designed based on the requirements of the specific application including the types of queries to be supported (e.g. accessing available engines and data resources and visualization). The specific user interface for our prototype is described in the next section.
B. Application Layer
The Application layer provides a connection between the User Interface and the Resource layer. This layer includes a set of RESTful APIs and a web service that supports REST architectural principles [12] as explained below. The Application layer has the following two components as depicted in Fig. 1 .
• RESTful APIs which connect the User Interface layer with the resource adapters.
• Resource Adapters that provide access to the back-end resources,
1) RESTful APIs
We use RESTful APIs between the User Interface Layer and the resource adapters to provide the functionality for the User Interface Layer. The APIs can also be used directly by developers. The REST software architecture enables loose connections between the engines and user interface programs in order to facilitate their independent updates without affecting the back-end data infrastructure. The key features of a RESTful API include addressability, stateless communication and Hypermedia As The Engine Of Application State (HATEOAS) [12] . The User interface layer dispatches a URL through the RESTful APIs which directs the request to the appropriate resource adapter. The adapter invokes the appropriate function to execute the job.
2) Resource Adapters
In BINARY, a resource adapter manages the tasks of transferring and routing data from/to each back-end resource in the Resource layer. Each adapter used in the application layer has a dedicated RESTful API.
C. Resource Layer
The Resource layer contains back-end resources namely ETL resources, analytics and storage engines and the database resources such as the RDBMS and big data storage. The ETL resources support the bulk data transfer between RDBMSs and big data storages. The engines work with a resource manager and a file system manager to deploy necessary physical resources (local and remote machines, servers etc.), and to allocate, manage and manipulate the data and other software resources.
IV. PROTOTYPE IMPLEMENTATION This section discusses the implementation details of our prototype which demonstrates that the BINARY framework satisfies the requirements for ad-hoc querying involving different types of distributed big data sources. The web-based User Interface layer of the conceptual architecture as shown in Fig. 1 facilitates convenient remote access to the framework. Through this interface the end users can execute their queries and write data in both the RDBMSs and the scalable distributed big data resources on the back end, visualize data in tabular forms, and execute 'join' operations of tables from different types of data sources. The various software components used in this prototype are listed in TABLE 1. A. Implementation In our prototype, HDFS and Hive are used as the back-end big data distributed storage. HDFS and Hive use Sqoop [18] as the ETL component of the BINARY architecture. Sqoop supports bulk data transfer between Hadoop and external relational databases including other NoSQL systems. YARN is used as the back-end resource manager. We include HCatalog, MapReduce and Hive as the engines and MySQL as the RDBMS component, respectively. We develop the related resource adapters to support the back-end resources in our prototype framework. The significant components of the framework are described below in further detail.
1) Web Server and User Interface Layer
Apache http server is used as the web server. It hosts the User Interface layer, which contains our dynamic web pages to provide easily accessible web interfaces to the end user. We develop these pages using PHP, an open-source scripting language processing engine that executes on the server side to render custom web pages.
The PHP application server runs on the web server and handles all the communications between the Applications layer and the dynamic web pages. Well-formed requests from the dynamic web pages that constitute the web interface layer of our framework are then forwarded to the designated components in the Application layer. The interactive connection to the appropriate back-end resources works through the RESTful API. For each selection made by the end user, the PHP code generates a URL based on the user-selected information and sends it to the RESTful API for processing and displays the returned data or results.
2) Java Application Server and Application Layer
The URLs generated by the PHP web pages are sent to the RESTful APIs in the Application layer including the required information (obtained from the end user) to call the appropriate functions in the selected resource adapter.
In our proof-of-concept implementation user credentials such as the username and password are passed directly as part of the URL in the HTTP commands. For a more secure implementation, a login service can be implemented to accept the user's credentials and return a token that can be passed in the URL. This functionality should be managed by an application on the web server which can further assign expiration dates for the tokens.
All the resource adapters and the corresponding RESTful APIs are defined in a single Java project and packed together in a Web Application Archive (WAR) file format. The WAR file contains all the required Java components and simplifies verification and deployment of web applications. A single Java project enables calling RESTful APIs for different resource adapters in a uniform way. Also, having a WAR file, a compiled web Java project with all the required libraries, provides the flexibility of having the Resource layer and the Application layer on separate machines. The WAR file is deployed on the Java application server. We use Apache Tomcat as the application server in our prototype.
We developed a Hive adapter to facilitate the integration of the different data resources into HDFS and to enable data access and querying using HiveQL. This approach provides an abstraction layer to allow a unified view of data regardless of their physical location.
3) Back-end Resources
The back-end resources in the Resource layer of the conceptual architecture consist of various engines and data sources which communicate with their corresponding adapters in the Application layer. The back-end resources are typically distributed on multiple servers or virtual machines. In the prototype implementation of BINARY, Hadoop MapReduce, Hive, and Sqoop are installed to run on Apache YARN. These engines, along with the engines outside Hadoop such as MySQL, are connected to the resource adapters.
B. Functionality
A high level overview of the workflow is presented in Fig.  2 . Since the framework is a prototype for ad-hoc query execution, the first page displays the available data resources and requires that the user selects one or more of the data sources as needed from the list. A connection is established to each selected data source and the list of available tables including the resource names is shown to the user. In the case that only one table is selected, a list of columns (attributes) of that table is fetched and shown to the user. The user can narrow down the presented data adding filters such as relational operators (equal, greater than, less than, etc.) and logical operations (AND, etc.). In the case that two tables are selected from the same or different resources, the data from these two tables which meet the user-defined conditions are joined and presented. The joined data is saved in the HDFS and can be used for look up or further join operations. HCatalog has a RESTful interface via WebHCat. Since we want to have a unified address for all the adapters, we used Apache HttpClient [4] in our HCatalog adapter to simulate the web browser in a java class for HCatalog to transmit and receive HTTP messages. Our provided parser only keeps the required information and removes the unnecessary input.
V. VALIDATION Some test case scenarios are presented in this section to validate the functionality of the BINARY prototype and to provide insight into its operation. We illustrate how the framework can be used for ad-hoc queries by consolidating data from various distributed data sources into a big data store and providing a user-friendly web interface for data access. Data from the Canadian Primary Care Sentinel Surveillance Network (CPCSSN) [10] are used in our validation.
In this work ad-hoc querying implies that the user explores the available data sources, and their constituent tables and attributes, and then issues a series of queries to find out more about the data or modify some data. The queries can be on a single table with one or more filtering conditions. They can also join data in a variety of data sources having different filtering conditions on the joined data. Ad-hoc queries are unpredictable and exploratory.
The prototype presented in this paper supports querying a table from Hive or MySQL, showing tables using HCatalog, joining legacy and recent data from two different types of data sources and repeating join operations. The framework merges data from Hive or MySQL tables into HDFS in a repetitive join operation. Hive is known as a scalable big data storage for analyzing and querying large amounts of batch data. In the test scenarios we import user selected data from MySQL to HDFS and then perform the join operation using Hive. The test cases demonstrate the capability of querying a table in Hive or MySQL and showing tables through HCatalog. The user can perform all these operations just by selecting the options offered in the web pages. Fig. 3 presents a join between two tables in Hive and MySQL. The initial data of patients' visits to family doctors is stored in a MySQL table. Considering the large scale of datasets, the data is managed using big data tools such as Hadoop and Hive as a query engine. In these cases, a patient's visit is recorded in Hive tables. Fig. 4 shows the result of the ad-hoc query with a unified view of patient visits from MySQL and Hive regardless of their resources. The joined data is saved in the HDFS and can be used for look up or further join operations. We propose a conceptual architecture, BINARY, to resolve the existing shortcomings of the state-of-the-art big data systems for ad-hoc querying such as lack of support for both scalable big data storage and RDBMS types and their data integration, difficulty of accesssing various data sources via web, and dependence on proprietary data formats, codes and hardware. BINARY enables data consolidation from different distributed sources into a big data store, provides support for a variety of data sources and offers a web interface to access and query data with no need for programming. A proof-of-concept prototype is implemented to demonstrate that BINARY not only supports ad-hoc queries on remote distributed data sources but also allows data integration between RDBMSs and non-relational databases via web interface and RESTful APIs. We develop the related resource adapters to support the backend resources in our prototype framework. BINARY has the flexibility of hosting the User Interface and Application layers on any server hardware and then remotely accessing the backend resources on the Resource layer located on other machines. The functionality of the BINARY prototype is validated with the help of the CPCSSN health care data set. Several ad-hoc querying test case scenarios are presented as part of the validation.
As future work, we intend to extend the framework to include support for other data processing engines beyond MapReduce, such as Apache Tez. Tez provides a Directed Acyclic Graph (DAG) execution framework that gives a more natural model for execution plan in query execution systems like Hive. Tez improves the query performance of Hive by providing faster response times. BINARY can be expanded to operate with commercial data sources of RDBMS and HDFS categories. It is possible to add the Apache HBase engine to utilize unstructured data for analytics. Other options are Cassandra and Mongo DB. BINARY can be extended to use HCatalog with Apache Pig and Hive engines in order to provide an abstract view of data stored in multiple data sources. The existing web user interfaces of BINARY can be extended to create a multi-user SaaS on the cloud. Apache Drill is an open-source 'interactive' SQL query engine for Hadoop that provides fast interactive queries for large datasets. The extensible architecture of Drill allows storage plugins for specific requirements to be implemented with RESTful API. A shortcoming of Drill is the lack of a connector to RDBMS. Our software solution can be used as a storage plugin for Apache Drill to establish connectivity to RDBMS.
