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1 Einleitung
Bereits Ende der 1950er Jahre u¨bernahmen Software-Anwendungen als elektronische Bu¨roan-
gestellte - so genannte Electronic Clerks [Rose67] - die automatisierte Durchfu¨hrung einfacher
Verwaltungsaufgaben. Die enorm gestiegene Leistungsfa¨higkeit von Hardware und die im Zuge
dessen rasch zunehmende Komplexita¨t der u¨bertragenen Aufgaben fu¨hrten aber in den folgen-
den Jahren zu großen Schwierigkeiten bei Entwurf und Produktion von Software, so dass man
sehr bald von einer Software-Krise [Dijk72] sprach. Im Zuge dieser Krise entstand der An-
satz des Software Engineering1, dessen Aufgabe die Herstellung von qualitativ hochwertiger
Software nach ingenieursma¨ßigen Prinzipien ist.
Seither ist der Einsatz von Software in Unternehmen selbstversta¨ndlich geworden und be-
triebliche Anwendungssysteme u¨bernehmen die automatisierte Durchfu¨hrung einer Vielzahl
betrieblicher Aufgaben. Diese sind vor dem Hintergrund zunehmender Internationalisierung
und versta¨rkten Wettbewerbs nicht nur a¨ußerst komplex, sondern unterliegen zudem permanen-
ten Anpassungen [Kru¨g98]. Mit der Folge, dass vor allem die fachlichen Anforderungen an
betriebliche Anwendungssysteme bei gleichzeitiger Zunahme der Nachfrage2 in einem Maße
gewachsen sind, dass deren technische Umsetzung und Pﬂege trotz großer Fortschritte des
Software Engineering sehr aufwendig ist [Boeh08].
Erschwerend kommt hinzu, dass sich sowohl Unternehmen als auch Software-Hersteller einem
vor allem durch steigende Entwicklungskosten verursachten erho¨hten Kostendruck gegenu¨ber
sehen. Einen Ausweg scheint die (Teil-)Auslagerung (Outsourcing) der Produktion durch Offs-
horing3 in La¨nder mit deutlich niedrigeren Lo¨hnen zu bieten - mit enormen gesellschaftlichen
1Grundstein war eine gleichnamige Konferenz, die 1968 in Garmisch-Partenkirchen zum Zwecke der Diskus-
sion aktueller Probleme bei der Entwicklung von Software stattfand (siehe u. a. [NaRa68], [Rand79] sowie
ru¨ckblickend [McCl08]).
2Bis zum Jahr 2013 wird im Vergleich zu 2003 mit einer weiteren Zunahme der Nachfrage um das zwei- bis
dreifache gerechnet [Alk+03, 259ff].
3Offshore-Entwicklung bezeichnet aus Sicht des Onshore-Marktes die Produktion in fernen Niedriglohnla¨nder
[BoSc04, 9] und ist das Ergebnis des Offshoring-Prozesses.
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und o¨konomischen Folgen fu¨r Hochlohnla¨nder wie Deutschland4, bei fraglichem Erfolg fu¨r
die Verbesserung der Software-Qualita¨t. Denn die Verku¨rzung der Entwicklungszeit sowie
die Senkung der Entwicklungskosten fu¨hrt nicht zwingend zu besseren Anwendungssystemen,
sondern ist ha¨uﬁg mit dem Risiko sinkender Qualita¨t verbunden5 [Alk+03, 266].
Der beschriebenen Situation kann folglich nicht bzw. nicht ausschließlich u¨ber eine Redu-
zierung der Entwicklungskosten begegnet werden. Vielmehr ist es notwendig, den gesamten
Lebenszyklus - von der fachlichen Konzeption u¨ber die technische Implementierung bis zum
Betrieb der Anwendung - sowie die (fachliche) Qualita¨t der zu realisierenden betrieblichen
Anwendungssysteme zu betrachten. Lo¨sungen fu¨r deren Entwicklung und Implementierung
zu erarbeiten ist eine zentrale Aufgabe der Wirtschaftsinformatik [Sche88, 1ff], die sie im
Rahmen der Gestaltung betrieblicher Informationssysteme wahrnimmt. Mit einem Software-
Framework will die vorliegende Arbeit vor diesem Hintergrund einen Beitrag zur Unterstu¨tzung
der software-technischen Realisierung betrieblicher Anwendungssysteme leisten.
1.1 Motivation und Problemstellung
Gegenstand der Untersuchung ist die Systementwicklung als Aufgabe, deren Sachziel die Ent-
wicklung eines Anwendungssystems (AwS) gema¨ß vorgegebener Anforderungen ist [FeSi06,
459ff]. Als Formalziele sind bei der Durchfu¨hrung Zeit- und Kostenvorgaben zu beachten sowie
Qualita¨tsanforderungen an den Systementwicklungsprozess selbst.
Insgesamt handelt es sich bei der Systementwicklung um eine sehr umfangreiche sowie kom-
plexe Aufgabe. Ihr Lo¨sungsverfahren wird daher zumeist in einzelne Phasen unterteilt (vgl.
[FeSi06, 461]):
• Anforderungsanalyse und -deﬁnition zur Ableitung und Speziﬁkation der zu entwickeln-
den Anwendungsfunktionen des AwS
• Software-Design zur Speziﬁkation der Software-Architektur des AwS
4Fu¨r eine Betrachtung der gesellschaftlichen Auswirkungen siehe u. a. [BoSc04] sowie die dort angegebene
Literatur.
5Vgl. hierzu auch die Variablen der Realisierbarkeit (viability variables) in [Fran03, 4]. FRANKEL argumentiert,
dass hochwertige, langlebige Software teuer in der Herstellung ist. Es bestehen damit Zielkonﬂikte zwischen
Qualita¨t, Langlebigkeit und Produktionskosten der Software, die er als viability variables der Software-
Entwicklung bezeichnet.
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• Realisierung zur eigentlichen Programmierung der Anwendungsfunktionen des AwS
Das fachliche Modell des Anwendungssystems dient dabei nicht nur der ganzheitlichen Analy-
se und Deﬁnition der fachlichen Anforderungen an das zu entwickelnde Anwendungssystem,
sondern ist fu¨r den anschließenden software-technischen Realisierungsprozess eine wichtige
Grundlage, um den Umfang und die Komplexita¨t der Systementwicklungsaufgabe verringern
zu ko¨nnen. Doch gerade beim U¨bergang von fachlicher zu software-technischer Beschreibungs-
ebene fehlen geeignete Software-Komponenten, um die Ma¨chtigkeit der fachlichen Speziﬁkati-
on zu nutzen. Entwurf und Evolution verfu¨gbarer Software-Komponenten erfolgen in der Regel
bottom up durch Abstraktion von einem wiederkehrenden software-technischen Problem, das
sie lo¨sen. Die Ableitung und Verfeinerung der zu realisierenden Komponenten erfolgt hingegen
top down.
Die zu Grunde liegende Problemstellung la¨sst sich anhand des Software-Systemmodells ver-
deutlichen, welches das Modell von Nutzer- und Basismaschine (vgl. [FeSi06, 302]) um eine
Verfahrens- sowie Systemumgebung erweitert [Fer+96b, 46f] (siehe Abbildung 1.1). Die Nut-
zermaschine kann fachlich abgeleitet werden, sie speziﬁziert die Anwendungsfunktionen des
zu entwickelnden Anwendungssystems. Ihre software-technische Realisierung erfolgt durch
Erstellung eines Programms unter Verwendung der verfu¨gbaren Basismaschine. Der Aufwand
der Programmerstellung und damit der Aufwand der Systementwicklungsaufgabe ha¨ngt ent-
scheidend vom Komplexita¨tsabstand zwischen Nutzermaschine und Basismaschine ab, der als
semantische Lu¨cke bezeichnet wird [FeSi06, 305]. Um diese gering zu halten, mu¨ssen die
Komponenten der Basismaschine denen der Nutzermaschine in Art und Umfang a¨hnlich sein
[FeSi06, 305].
Abbildung 1.1: Software-Systemmodell [Fer+96b, 46]
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Vor diesem Hintergrund ko¨nnen drei Hauptgru¨nde fu¨r die mangelnde software-technische Nut-
zung des fachlichen Modells angefu¨hrt werden: die Komponenten verfu¨gbarer Basismaschinen
bieten zumeist ausschließlich technische Funktionalita¨t an, sie beziehen sich nur auf eine Teil-
menge der zu realisierenden Anwendungsfunktionen oder die Speziﬁkation der Nutzermaschine
selbst ist nicht ausreichend ma¨chtig, da sie nicht fachlich abgeleitet, sondern lediglich software-
technisch motiviert ist.
Die Systementwicklung ist aber nicht isoliert zu betrachten, sondern ganzheitlich als Teilauf-
gabe der Gestaltungsaufgabe Automatisierung betrieblicher Informationssysteme (vgl. [Fers92,
4]). Ihr Sachziel Vorgangsautomatisierung leitet sich aus der Aufgabenebene des betrieblichen
Informationssystems ab. Mit diesem korrespondieren die Formalziele Korrektheit, Integration,
Echtzeitverhalten sowie Flexibilita¨t [Fers92, 11], die sich auf Merkmale des (zu entwickelnden)
Anwendungssystems und damit auf das Aufgabenobjekt der eigentlichen Systementwicklungs-
aufgabe beziehen.
Diese Merkmale des Anwendungssystems mu¨ssen bereits Grundlage dessen fachlicher Ablei-
tung sein. In der Phase Realisierung mu¨ssen sie umgesetzt werden. Ein entsprechendes Lo¨sungs-
verfahren muss ausgehend vom fachlichen Modell des Anwendungssystems den Entwicklungs-
prozess beim U¨bergang von fachlicher zu software-technischer Beschreibungsebene und an-
schließender Realisierung geeignet unterstu¨tzen. Ein solches Lo¨sungsverfahren birgt ein großes
Optimierungspotenzial fu¨r die Systementwicklungsaufgabe. Vor allem vor dem Hintergrund
einer besseren Automatisierbarkeit der Aufgabendurchfu¨hrung, wie sie von einer modellgetrie-
benen Software-Entwicklung (MDSD) (u. a. in [Fran03], [StVo¨05]) angestrebt wird.
1.2 Zielsetzung und Lo¨sungsansatz der Arbeit
Ziel der Arbeit ist daher die Konzeption und Realisierung einer ﬂexiblen Basismaschine, die
ausgehend von einem geeigneten fachlichen Modell des Anwendungssystems anwendungsneu-
trale Software-Komponenten zu dessen vollsta¨ndiger software-technischer Abbildung anbietet,
um die Systementwicklungsaufgabe hinsichtlich Umfang und Komplexita¨t zu verringern.
Aufbauend auf den Fachkonzepten der Modellierungsmethodik Semantisches Objektmodell
(SOM) (siehe hierzu [FeSi06, 185ff], die dort angegebene Literatur sowie Kapitel 5.3) sowie
den Software-Komponenten des objektorientierten Architekturmodells (ooAM) [Ambe93]
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wird als Basismaschine ein zugeho¨riges Software-Framework entwickelt.
SOM ist ein umfassender gescha¨ftsprozess- und objektorientierter Ansatz zur Modellierung be-
trieblicher Systeme und zur fachlichen Speziﬁkation von Anwendungssystemen. Das der SOM-
Methodik zu Grunde liegende Gescha¨ftsprozessversta¨ndnis betrachtet einen Gescha¨ftsprozess
nicht nur als ereignisgesteuerten Ablauf von Aufgabendurchfu¨hrungen, sondern bezieht ”die auf
Unternehmensziele ausgerichtete Leistungserstellung, deren Lenkung sowie die zur Leistungs-
erstellung und Lenkung eingesetzten Ressourcen mit ein“ [FeSi06, 130]. Gescha¨ftsprozesse
sind damit das Bindeglied zwischen Unternehmensstrategie und Systementwicklung [Gada01,
30]. Die Konzepte der SOM-Methodik zur fachlichen Speziﬁkation von Anwendungssyste-
men nehmen Bezug auf die Aufgabenebene des Informationssystems und die dort formulierten
Ziele. Fu¨r den U¨bergang zur software-technischen Beschreibungsebene deﬁniert die Software-
Architektur des ooAM Software-Komponenten und damit die Komponenten einer zu realisie-
renden Nutzermaschine.
Diese sind die Grundlage fu¨r den Lo¨sungsansatz dieser Arbeit, das Software-Framework moc-
cabox. Generell deﬁniert und implementiert ein Software-Framework6 anwendungsneutrale
Software-Komponenten sowie deren Kooperationsverhalten (siehe Abbildung 1.2).
Abbildung 1.2: Programmerstellung mit Framework-Einsatz (nach [Fer+96b, 46])
Frameworks liegt das Konzept der Wiederverwendung auf Entwurfs- sowie Code-Ebene zu
Grunde [John97, 10f]. Durch Wiederverwendung der Komponenten verringert sich der Umfang
der Systementwicklungsaufgabe:
• Die Software-Architektur des Anwendungssystems muss nicht im Rahmen des Entwick-
lungsprozesses entworfen werden, da sie vom Software-Framework deﬁniert und imple-
mentiert wird.
6Zu Frameworks vgl. Kapitel 7.
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• Das Kooperationsverhalten der Komponenten muss nicht durch das Programm abgebil-
det werden, sondern wird vom Software-Framework implementiert. Dadurch wird eine
Trennung der Gescha¨ftslogik, wie sie anwendungsspeziﬁsch umgesetzt wird, von der
Komplexita¨t des Software-Systems erreicht.
• Der Umfang der Programmerstellung sinkt, da anwendungsneutrale Funktionalita¨t nicht
wa¨hrend der Aufgabendurchfu¨hrung entwickelt werden muss, sondern vom Software-
Framework zur Verfu¨gung gestellt wird.
Mit Bezug zu den Fachkonzepten der SOM-Methodik ist nicht technische Abstraktion bottom
up Ausgangspunkt des vorliegenden Framework-Entwurfs, sondern die fachliche Ableitung
top down aus Anforderungen betrieblicher Informationssysteme. Dadurch kann die Ma¨chtig-
keit des fachlichen Modells erhalten und die Komplexita¨t der Systementwicklungsaufgabe bei
der Realisierung verringert werden. Die erreichte Vereinfachung kann wiederum anhand des
Software-Systemmodells verdeutlicht werden:
• Die Programmerstellung ist vereinfacht, da die zu u¨berbru¨ckende semantische Lu¨cke
klein ist, bedingt durch den geringen Komplexita¨tsabstand zwischen den Komponenten
des Frameworks und den Konzepten des Anwendungsmodells.
• Die Abbildung des fachlichen Modells auf die Komponenten des Frameworks wird voll-
sta¨ndig fu¨r alle deﬁnierten Fachkonzepte unterstu¨tzt, einschließlich des deﬁnierten Ko-
operationsverhaltens (siehe oben). Die Fachkonzepte der SOM-Methodik speziﬁzieren
interaktive Anwendungssysteme. Mit den Komponenten des Frameworks lassen sich die
entsprechenden Oberﬂa¨chen zur Mensch-Computer-Kommunikation (MCK) ohne weite-
re Programmierung ableiten.
• Die Fachkonzepte der SOM-Methodik unterstu¨tzen die fachliche Einhaltung von Integra-
tionszielen [Ambe99, 13] (siehe auch [Rose99]). Das Framework ha¨lt software-technische
Komponenten bereit, um die Verfolgung der Integrationsziele zur Entwicklungs- und
Laufzeit zu unterstu¨tzen.
• Das fachliche Modell des Anwendungssystems besitzt Struktura¨hnlichkeiten und -ana-
logien zur Ebene der Gescha¨ftsprozesse des Unternehmens. Diese Analogien werden von
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der Basismaschine Framework abgebildet. Anpassungen der Gescha¨ftsprozesse bleiben
durch korrespondierende Anpassungen auf Ebene des Anwendungssystems nachvollzieh-
bar.
• Die Programmerstellung la¨sst sich bei entsprechend geringer semantischer Lu¨cke und ge-
gebener Vollsta¨ndigkeit der Abbildbarkeit automatisieren (nicht Teil der Arbeit). Im Sinne
der modellgetriebenen Software-Entwicklung stellt das Framework dafu¨r eine wichtige
Voraussetzung dar.
Im Ergebnis wird durch den Einsatz des moccabox-Framework im Anschluss an die Ablei-
tung der Fachspeziﬁkation mit SOM ein durchga¨ngiges Lo¨sungsverfahren der Systementwick-
lungsaufgabe unterstu¨tzt. Es handelt sich beim moccabox-Framework nicht um ein fachliches
Doma¨nen-Framework fu¨r eine bestimmte Anwendungsdoma¨ne (z.B. Versicherung). Es dient
bei der Entwicklung betrieblicher Anwendungssysteme als Komponentenplattform, auf der
Komponenten sowohl neu entwickelt als auch bestehende wiederverwendet und zu Anwen-
dungssystemen montiert werden ko¨nnen.
1.3 Gang der Arbeit
Die vorliegende Arbeit ist in drei Teile gegliedert, jeder der Teile entha¨lt mehrere Kapitel.
Der Gang der Arbeit kann anhand des bereits eingefu¨hrten Software-Systemmodells dargestellt
werden (siehe Abbildung 1.3).
Abbildung 1.3: Gang der Arbeit anhand Software-Systemmodell (nach [Fer+96b, 46])
Teil I setzt den Rahmen der Arbeit. Er fu¨hrt in den Gegenstand der Untersuchung, die Ent-
wicklung betrieblicher Anwendungssysteme, ein. Kapitel 2 legt die Grundlagen fu¨r das
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Versta¨ndnis von Anwendungssystemen im betrieblichen Kontext. Das darauf folgende
Kapitel 3 stellt allgemein Konzepte und Methoden des Software Engineering vor, dessen
Aufgabe die Speziﬁkation von Nutzermaschinen und ihre Abbildung auf Basismaschinen
mit Hilfe von Programmen ist [Fer+96b, 46]. Darauf aufbauend geht Kapitel 4 speziell
auf die Verfolgung von Integrationszielen bei der Ableitung und Realisierung betriebli-
cher Anwendungssysteme ein, die als ein entscheidendes Qualita¨tsmerkmal fu¨r die Gu¨te
der Anwendung betrachtet werden mu¨ssen.
Teil II widmet sich dem Ziel der Arbeit, Umfang und Komplexita¨t der Systementwicklungsauf-
gabe zu verringern. In Kapitel 5 werden Gescha¨ftsprozesse als Ausgangspunkt der fach-
lichen Modellierung betrieblicher Anwendungssysteme auf Basis der SOM-Methodik
eingefu¨hrt und als Grundlage fu¨r die Speziﬁkation von Nutzermaschinen beschrieben.
Kapitel 6 umfasst software-technische Konzepte zur Realisierung von Nutzermaschinen
und fu¨hrt zum abstrakten Lo¨sungsansatz der Arbeit hin. In Kapitel 7 wird der Entwurf
und Einsatz von Frameworks zur Abbildung von Nutzermaschinen beschrieben.
Teil III stellt das konkrete Lo¨sungsverfahren der Arbeit, das Software-Framework moccabox
vor. In Kapitel 8 wird der fachliche Entwurf des Frameworks dargestellt sowie die Software-
Architektur erla¨utert. Das anschließende Kapitel 9 stellt einige Komponenten der software-
technischen Realisierung des moccabox-Framework vor sowie die dafu¨r verwendeten
Basismaschinen.
Das abschließende Kapitel 10 fasst die Ergebnisse der Arbeit zusammen und gibt einen Aus-
blick auf weitere Entwicklungen des Frameworks moccabox sowie der gescha¨ftsprozessmo-
dellgetriebenen Entwicklung betrieblicher Anwendungssysteme.
1.4 Umfeld der Arbeit
Die vorliegende Arbeit entstand im Rahmen der Ta¨tigkeit als wissenschaftlicher Mitarbeiter
von 2001 bis 2005 am Centrum fu¨r betriebliche Informationssysteme (Ce-bIS), einem Insti-
tut der Universita¨t Bamberg. Das Ce-bIS widmet sich im Bereich der Wirtschaftsinformatik
der auftragsbezogenen Forschung und Entwicklung sowie Schulung und Beratung im Bereich
EINLEITUNG 9
betrieblicher Informationssysteme. Im Bereich der Software-Entwicklung wurden in Projekten
mit Kooperationspartnern aus Wirtschaft und Verwaltung die Speziﬁkation von Anwendungs-
systemen aus Anforderungen betrieblicher Informationssysteme fachlich abgeleitet (top-down-
Vorgehen). Fu¨r die software-technische Implementierung der automatisierten (Teil-)Aufgaben
des jeweiligen Informationssystems wurde das Framework moccabox entwickelt und einge-
setzt.
1.5 Konventionen
Fu¨r ein besseres Versta¨ndnis und eine leichtere Lesbarkeit werden zentrale Begriffe in der
vorliegenden Arbeit schrittweise eingefu¨hrt. Deﬁnitionen von Begriffen sind fett formatiert. Be-
griffe, die als Bezeichner verwendet werden, werden kursiv formatiert. Begriffe aus Fremdspra-
chen, sofern sie nicht direkt als Fachbegriff Eingang gefunden haben, werden ebenfalls kursiv
dargestellt. Besondere Hervorhebungen und Betonungen von Textstellen werden unterstrichen.
Programmcode und Bezeichnungen implementierter Klassen werden in Typewriter darge-
stellt. Aus Platzgru¨nden wird der komplette Paketname bei der ersten Erwa¨hnung der Klasse als
Fußnote angegeben.
Am Ende der Arbeit beﬁndet sich ein Stichwortverzeichnis, in dem zentrale Begriffe der Arbeit
nachgeschlagen werden ko¨nnen. Das Abku¨rzungsverzeichnis am Anfang der Arbeit beinhaltet
alle in der Arbeit verwendeten Abku¨rzungen.
Wird eine weibliche bzw. ma¨nnliche Personenbezeichnung verwendet, so schließt das die je-
weils andere Personenbezeichnung mit ein. In der Regel wird die ma¨nnliche Form verwendet.
Werden in einem Zusammenhang mehrere Quellen zitiert, so werden die Quellen in chronolo-
gischer Reihenfolge, beginnend mit der a¨ltesten, aufgelistet.
Teil I
Betriebliche Anwendungssysteme
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2 Grundlagen betrieblicher
Anwendungssysteme
Das Sachziel der Systementwicklungsaufgabe ist die Entwicklung eines betrieblichen Anwen-
dungssystems [FeSi06, 459]. Eine einheitliche begrifﬂiche Deﬁnition und Verwendung fu¨r die
Bezeichnung betriebliches Anwendungssystem existiert in der Literatur nicht (siehe [FeSi06,
9f]). In diesem Kapitel wird das Begriffsversta¨ndnis der Arbeit vorgestellt, das auf den in
[Sinz97] sowie [FeSi06] beschriebenen Deﬁnitionen basiert.
Im betrieblichen Kontext dienen Anwendungssysteme der automatisierten Durchfu¨hrung be-
trieblicher Aufgaben. Eine betriebliche Aufgabe ist auf das Unternehmensziel gerichtet, da-
bei werden Zweck und Art der Aufgabendurchfu¨hrung durch Sach- sowie Formalziele be-
stimmt (siehe Abbildung 2.1). Bei der Beschreibung einer Aufgabe wird zwischen Außen-
und Innensicht unterschieden [FeSi06, 19f]. Aus Außensicht werden Ziel und Zweck der Auf-
gabe beschrieben sowie auslo¨sende Vor- und eintretende Nachereignisse. Vom verwendeten
Lo¨sungsverfahren - z.B. durch ein Anwendungssystem (automatisiert) oder eine Person (nicht-
automatisiert) - wird dabei abstrahiert. Das ermo¨glicht die Beschreibung der Aufgabe, un-
abha¨ngig vom gewa¨hlten Aufgabentra¨ger. Das Lo¨sungsverfahren wird erst bei der Innensicht
der Aufgabe betrachtet.
Informationsverarbeitungsaufgaben werden im betrieblichen Kontext vom betrieblichen Infor-
mationssystem ausgefu¨hrt. Dessen begrifﬂiche Abgrenzung und Architektur wird in Kapitel 2.1
vorgestellt. Betriebliche Anwendungssysteme stellen hierzu maschinelle Aufgabentra¨ger dar
und werden im darauf folgenden Kapitel 2.2 eingefu¨hrt.
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Abbildung 2.1: Betriebliche Aufgabe [FeSi06, 92]
2.1 Betriebliches Informationssystem
Ausgehend von einem betrieblichen System, ist das betriebliche Informationssystem dasjeni-
ge Teilsystem, welches die Beziehungsart Information unterstu¨tzt1. Prima¨re Aufgabe des Infor-
mationssystems ist die auf die Unternehmensziele ausgerichtete Planung, Steuerung und Kon-
trolle der betrieblichen Prozesse, einschließlich der Interaktionen mit der Umwelt [Fer+96b, 9].
Neben der Erfu¨llung dieser Lenkungsaufgabe ko¨nnen vom betrieblichen Informationssystem
auch betriebliche Leistungen erzeugt werden, sofern diese aus Informationen bestehen.
Abstimmung der Komponenten
Das Informationssystem der Organisation besteht aus drei Teilsystemen, die aufeinander ab-
gestimmt sind: Aufgabenstruktur, Aufbauorganisation und Anwendungssysteme [Sinz99, 20].
Da die drei Teilsysteme wechselseitig voneinander abha¨ngig sind, muss die evolutiona¨re Wei-
terentwicklung der drei Teilsysteme kontinuierlich aufeinander abgestimmt werden. Dies kann
nur gelingen, wenn zwischen diesen Teilsystemen Struktura¨hnlichkeiten und -analogien beste-
hen. Das im Rahmen dieser Arbeit entwickelte Framework soll eine abgestimmte Entwicklung
betrieblicher Anwendungssysteme unterstu¨tzen, mittels der durchga¨ngigen Orientierung an den
Gescha¨ftsprozessen der Unternehmung.
1Komplementa¨r dazu unterstu¨tzt das Basissystem die Beziehungsart Nicht-Information (z.B. Gu¨terﬂu¨sse, Zah-
lungsﬂu¨sse, physische Dienstleistungen), das in dieser Arbeit nicht weiter betrachtet wird.
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Beschreibungsebenen betrieblicher Informationssysteme
Fu¨r die Analyse und Gestaltung von betrieblichen Informationssystemen ko¨nnen zwei Be-
schreibungsebenen unterschieden werden (siehe Abbildung 2.2): die Aufgabenebene sowie ei-
ne korrespondierende Aufgabentra¨gerebene. Die Aufgabenebene besteht aus der Menge aller
Informationsverarbeitungsaufgaben (A1 bis A5), die durch Informationsbeziehungen verknu¨pft
sind. Dabei kann es sich, wie oben beschrieben, um Lenkungsaufgaben handeln, aber auch um
Durchfu¨hrungsaufgaben zur Erbringung von Dienstleistungen. Zur kooperativen Ausfu¨hrung
der Informationsverarbeitungsaufgaben werden diese maschinellen (R1 sowie R2) oder per-
sonellen Aufgabentra¨gern (P1 sowie P2) zugeordnet, die durch Kommunikationsbeziehungen
verbunden sind [Sinz97, 2]. Die Menge aller Aufgabentra¨ger bildet die Aufgabentra¨gerebene.
Die Unterscheidung der beiden Ebenen dient dem Ziel, Freiheitsgrade alternativer Realisie-
rungsformen aufdecken und nutzen zu ko¨nnen [Fer+96b, 10].
Abbildung 2.2: Aufgabenebene und Aufgabentra¨gerebene eines IS [FeSi06, 3]
Betriebliche Anwendungssysteme stellen in diesem Zusammenhang maschinelle Aufgaben-
tra¨ger zur Durchfu¨hrung betrieblicher Informationsverarbeitungsaufgaben dar (z.B. (R1 sowie
R2) in Abbildung 2.2). Die zugeho¨rigen Informationsbeziehungen und Kommunikationssyste-
me in betrieblichen Informationssystemen sind in Abbildung 2.3 dargestellt.
Architektur betrieblicher Informationssysteme
Eine Architektur kann allgemein als eine abstrakte, ganzheitliche Betrachtung von Strukturen
und Mustern mit Planungscharakter beschrieben werden [Bas+01, 19f]. Informationssystem-
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Abbildung 2.3: Informationsbeziehungen und Kommunikationssysteme im IS [FeSi06, 4]
Architekturen2 stellen ein wichtiges Hilfsmittel zur ganzheitlichen Analyse und Gestaltung
sowie zur zielgerichteten Nutzung von Informationssystemen dar [Sinz97, 2]: sie umfassen den
Bauplan des jeweiligen Informationssystems sowie die zugeho¨rigen Konstruktionsregeln des
Bauplans [FeSi06, 185]. Der Bauplan bildet das zu Grunde liegende Informationssystem einem
Metamodell entsprechend als Modellsystem ab. Das Metamodell gibt die verfu¨gbaren Bausteine
sowie deren Beziehungen zueinander als Konstruktionsregeln vor.
Ein fu¨r die Analyse und Gestaltung von Informationssystemen geeignetes Modellierungskon-
zept muss ein Metamodell besitzen, welches die ganzheitliche und detaillierte Beschreibung
sowohl von dessen Aufgaben- als auch dessen Aufgabentra¨gerebene umfasst. Das Semantische
Objektmodell (siehe u. a. [FeSi06, 185ff]) ist ein Modellierungskonzept, das eine besondere
Durchga¨ngigkeit aufweist [Ohle98, 89] und den Zusammenhang zwischen Unternehmenszie-
len, Gescha¨ftsprozessen und Anwendungssystem herstellt [Stei97, 170]. Seine Fachkonzepte
sind in dieser Arbeit zentral fu¨r die Beschreibung von Architekturen sowie die Abbildung
fachlicher Modelle auf software-technische Komponenten. Eine Einfu¨hrung und Beschreibung
folgt in Kapitel 5.3.
2.2 Betriebliche Anwendungssysteme
Unter einem betrieblichen Anwendungssystem wird das gesamte automatisierte Teilsystem
eines betrieblichen Informationssystems verstanden [Ambe99, 11]. Um diesem als Aufgaben-
tra¨ger dienen zu ko¨nnen, muss es Objekte sowie Operatoren anbieten, welche mit den Aufgaben-
objekten und Verrichtungen der Informationsverarbeitungsaufgaben korrespondieren [Sinz99,
2Gleiches gilt auch fu¨r Anwendungssystem-Architekturen.
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16]. Die zugeho¨rige Systemabgrenzung wird durch folgende Schritten vollzogen (vgl. [Fer+96b,
46]):
• Abgrenzung des betrieblichen Systems gegenu¨ber Umwelt
• Abgrenzung des betrieblichen Informationssystems gegenu¨ber Basissystem
• Abgrenzung des Gesamt-Anwendungssystems gegenu¨ber dem nicht-automatisierten Teil
des betrieblichen Informationssystems
• Abgrenzung mehrerer Teil-Anwendungssysteme
Analog zum betrieblichen Informationssystem werden die Aufgabenebene und die zugeho¨ri-
ge Aufgabentra¨gerebene betrieblicher Anwendungssysteme unterschieden [Fer+96b, 11]. Die
Aufgabenebene umfasst automatisierte Informationsverarbeitungsaufgaben sowie deren Bezie-
hungen untereinander. Die Aufgabentra¨gerebene repra¨sentiert die verwendeten Rechner- und
Kommunikationssysteme einschließlich der korrespondierenden System-Software.
Zur Darstellung der Struktur eines Anwendungssystems dient das in Abbildung 2.4 gezeigte
Software-Systemmodell, welches auf dem Modell der Nutzer- und Basismaschine aufbaut (sie-
he [FeSi06, 302ff] und Kapitel 3.3.1). Aus Außensicht handelt es sich bei einem Anwendungs-
system um eine Nutzermaschine, die in eine Verfahrensumgebung eingebettet ist. Die Innen-
sicht zeigt, wie die Objekte und Operatoren der Nutzermaschine durch ein Programmsystem auf
eine entsprechende Basismaschine abgebildet werden. Die Basismaschine ist ihrerseits in eine
Systemumgebung eingebettet. Die Speziﬁkation der Nutzermaschine sowie deren anschlie-
ßende Abbildung auf eine Basismaschine durch ein zugeho¨riges Programm ist Aufgabe der
Systementwicklung, die Thema des folgenden Kapitels ist.
In Abgrenzung zu personellen Aufgabentra¨gern fu¨r die Durchfu¨hrung von Informationsverar-
beitungsaufgaben, nennt AMBERG mehrere Nutzeffekte des Einsatzes betrieblicher Anwen-
dungssysteme, die sich allesamt aus den Eignungsmerkmalen maschineller Aufgabentra¨ger
ableiten [Ambe99, 12]. Dazu geho¨ren die zeitliche Verfu¨gbarkeit, weitgehend frei wa¨hlbare
Kapazita¨ten, Zuverla¨ssigkeit der Aufgabendurchfu¨hrung sowie die Transparenz der Aufgaben-
bearbeitung.
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Abbildung 2.4: Software-Systemmodell [Fer+96b, 46]
Merkmale betrieblicher Anwendungssysteme
Sachlich ko¨nnen betriebliche Anwendungssysteme nach ihrem Einsatzbereich untergliedert wer-
den. FERSTL ET. AL unterschieden dabei Entscheidungssunterstu¨tzungssysteme (EUS), be-
triebliche Expertensysteme sowie Bu¨roinformationssysteme [Fer+96b, 37ff]. Orthogonal da-
zu ko¨nnen betriebliche Anwendungssysteme nach formalen Merkmalen differenziert werden.
Dazu geho¨ren Standard- und Individualsoftware, Erweiterbarkeit und Wiederverwendbarkeit,
Endbenutzersystem sowie verteiltes betriebliches Anwendungssystem (ebenda).
Interaktive Anwendungssysteme
Unter einem interaktiven Anwendungssystem ”[...] versteht man ein Computerprogramm, das
fu¨r Benutzer Eingriffsmo¨glichkeiten im Kontroll- und Datenﬂuß aufweist“ [Star96, 34]. Ein
Benutzer ist in diesem Kontext ”[...] eine Person, die mit einem bestimmten Anwendungssystem
und Interaktionsmedien zur Problemlo¨sung interagiert“ [Star96, 34].
Ein interaktives Anwendungssystem ist folglich ein System, das hilft, fachliche Aufgaben in
einem Anwendungsbereich zu erledigen. Die Programmausfu¨hrung wird von Benutzereinga-
ben oder Signalen technischer Systeme beeinﬂusst [Zu¨ll98, 3]. Die kooperative Erfu¨llung be-
trieblicher Aufgaben von personellen und maschinellen Aufgabentra¨gern erfordert Schnittstel-
len auf Seiten des Anwendungssystems fu¨r die Benutzereingabe und entsprechende Ru¨ckmel-
dungen. Aufgaben werden kooperativ durchgefu¨hrt, wenn sie teilautomatisiert sind [FeSi06,
208ff] (siehe auch Kapitel 5.3.2). Die Interaktion zwischen personellem Aufgabentra¨ger und
Anwendungssystem wird bei einem interaktiven Anwendungssystem durch eine entsprechende
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Benutzungsoberﬂa¨che3 abgebildet. Daraus leiten sich auch Anforderungen bezu¨glich des Echt-
zeitverhaltens des Systems ab [Fers92, 11f].
In der vorliegenden Arbeit ist immer von interaktiven betrieblichen Anwendungssystemen die
Rede. Mit Blick auf die Nutzergruppe wird in diesem Zusammenhang auch von Endbenut-
zersystem4 gesprochen [Fer+96b, 44]. Dieses Versta¨ndnis liegt der Arbeit zu Grunde. Aus
Gru¨nden der Lesbarkeit wird im Folgenden lediglich von betrieblichen Anwendungssystemen
oder kurz Anwendungssystemen gesprochen.
3In der Literatur ﬁnden sich sowohl Benutzeroberﬂa¨che als auch Benutzungsoberﬂa¨che. In der Arbeit wird der
Begriff Benutzungsoberﬂa¨che verwendet.
4In Abgrenzung zu den Nutzergruppen Entwickler und Administrator.
3 Entwicklung betrieblicher
Anwendungssysteme
Die Systementwicklung kann als Aufgabe gema¨ß dem in Kapitel 2 eingefu¨hrten Aufgabenmo-
dell interpretiert werden (siehe Abbildung 3.1). Ihr Sachziel ist die Entwicklung eines Anwen-
dungssystems, das vorgegebene Anforderungen erfu¨llt [FeSi06, 459]. Die Systementwicklungs-
aufgabe ist ganzheitlich als Teilaufgabe der Gestaltungsaufgabe Automatisierung betrieblicher
Informationssysteme (vgl. [Fers92, 4]) zu sehen, die sich aus der Zuordnung (teil-)automatisier-
barer Aufgaben des Informationssystems zu maschinellen Aufgabentra¨gern [FeSi06, 4] ableitet.
Ist kein geeignetes Anwendungssystem verfu¨gbar, muss es entwickelt werden.
Abbildung 3.1: Aufgabenmodell der Systementwicklung [FeSi06, 459]
Der Aufgabe liegt ein Konstruktionsproblem zu Grunde, das auf Grund seiner Komplexita¨t
nicht in einem Schritt gelo¨st werden kann. Das Lo¨sungsverfahren wird daher in mehrere Phasen
zerlegt: Aufgabenanalyse und -deﬁnition, Software-Design sowie Realisierung [FeSi06, 461].
Im Zuge des phasenorientierten Vorgehens muss die Lu¨cke zwischen fachlicher Anwendungs-
doma¨ne und software-technischer Implementierungsplattform u¨berbru¨ckt werden [Hof+96, 4].
Die Erstellung und Nutzung von Modellen der zu Grunde liegenden Systeme stellt dabei ein
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wichtiges Hilfsmittel dar [FeSi06, 122]1. Die Fachkonzepte des Modells eines Anwendungssy-
stems dienen der Arbeit als Grundlage fu¨r den Entwurf einer geeigneten software-technischen
Implementierungsplattform.
Grundlagen der Entwicklung und Strukturierung betrieblicher Anwendungssysteme sind Ge-
genstand dieses Kapitels. In den folgenden Abschnitten wird zuna¨chst in Kapitel 3.1 auf die
Software-Entwicklung als Konstruktionsproblem eingegangen. Anschließend wird in Kapitel
3.2 die Disziplin des Software Engineering eingefu¨hrt, dessen Aufgabe die Speziﬁkation von
Nutzermaschinen und ihre Abbildung auf Basismaschinen mit Hilfe von Programmen ist
[Fer+96b, 46]. In Kapitel 3.3 werden Modelle zur Strukturierung von Software-Systemen vor-
gestellt. In den Kapiteln 3.4 und 3.5 werden Ergebnis und Vorgehensmodelle zu Erstellung
betrieblicher Anwendungssysteme vorgestellt.
3.1 Konstruktion von Systemen
Ein Konstruktionsproblem ist dadurch charakterisiert, dass es sich beim Untersuchungsob-
jekt um ein noch nicht existierendes System handelt, dessen Verhalten postuliert wird. Das
System wird durch die Angabe einer Umgebung abgegrenzt. Untersuchungsziel und damit
gesucht ist eine Struktur des Systems, mit der das geforderte Verhalten erreicht wird [Fers79,
44ff]. Durch die Vorgabe zu verwendender Komponenten und Teilstrukturen - z.B. Architek-
turkonzepte2 (siehe [Sinz97]) - kann die Menge mo¨glicher Strukturen eingeschra¨nkt werden
[Sinz99, 3], mit dem Ergebnis eines vereinfachten weil begrenzteren Lo¨sungsraums.
Konstruktion betrieblicher Anwendungssysteme
Bei der Konstruktion eines betrieblichen Anwendungssystems ist das gewu¨nschte Verhalten
des zu entwickelnden Software-Systems vorgegeben. Gesucht ist eine Anwendung, die dieses
Verhalten bewirkt. Dem kann die Konstruktion eines entsprechenden Modells des realen be-
trieblichen Systems vorausgehen, anhand dessen Struktur und Verhalten des zu konstruierenden
Software-Systems abgeleitet wird.
1Siehe auch Kapitel 5.2.
2Der Einsatz von Frameworks unterstu¨tzt neben der Wiederverwendung von Code auch die Wiederverwendung
von Design und somit der zu Grunde liegenden Architekturkonzepte [JoFo88], [John97].
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In dieser Arbeit wird speziell die objektorientierte Anwendungssystementwicklung3 betrachtet,
deren Sachziel ein Anwendungssystem in objektorientierter Form ist [Popp94, 12]. Zu diesem
Sachziel existieren als gemeinsames Zielsystem verschiedene Formalziele [Fers92, 11]. Diese
nehmen Bezug auf die Korrektheit des Systems, sein Echtzeitverhalten, die Integration seiner
Komponenten4, seine Flexibilita¨t sowie die Kosten und den Nutzen der automatisierten Auf-
gabendurchfu¨hrung [Fers92, 11f]. Als weitere Formalziele gelten die Kriterien die Software-
Qualita¨t (siehe Kapitel 3.4).
3.2 Software Engineering
Um die Lo¨sung von Konstruktionsproblemen technischer Systeme sind vor allem die Inge-
nieurswissenschaften bemu¨ht [Fers79, 45]. Im Falle von Anwendungssystemen ist dies die
Disziplin des Software Engineering5, die bei POMBERGER & BLASCHEK wie folgt deﬁniert
wird [PoBl96, 2]:
”Software Engineering ist die praktische Anwendung wissenschaftlicher Erkennt-
nisse fu¨r die wirtschaftliche Herstellung und den wirtschaftlichen Einsatz qualitativ
hochwertiger Software.“
Allgemein ist die Aufgabe des Software Engineering also die Speziﬁkation von Nutzermaschi-
nen und ihre Abbildung auf Basismaschinen mit Hilfe von Programmen [Fer+96b, 46]. Der
Begriff des Engineering soll dabei zeigen, dass ”[...] auch die Herstellung von Software den
Charakter einer Ingenieursdisziplin aufweisen muss“ [PoBl96, 2].
Um dem Rechnung zu tragen, muss der Herstellung eine strukturierte und ableitbare Spezi-
ﬁkation sowie Implementierung zu Grunde liegen. Doch gerade bei der software-technischen
Realisierung des Fachkonzepts ist die semantische Lu¨cke zu verfu¨gbaren Implementierungs-
plattformen noch immer zu groß. Die vorliegende Arbeit widmet sich eben dieser Problematik.
Dem entspricht auch, dass die Anforderungsanalyse in Zukunft weiter an Bedeutung zunehmen
wird, wa¨hrend die software-technische Implementierung immer weniger eine kreative Ent-
wickleraufgabe sein soll [Alk+03, 243ff]. Vor dem Hintergrund der Tatsache, dass die Fehler
3Zum Thema der Objektorientierung siehe Kapitel 6.3.
4siehe hierzu vor allem Kapitel 4
5Zur Deﬁnition von Software Engineering siehe auch [ShGa96], [Same97], [Somm07]
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ha¨uﬁg bereits in der Anforderungsableitung entstehen, ist das eine Entwicklung hin zu mehr
Software-Qualita¨t. Der gesamte Bereich der Anforderungsableitung wird auch als Require-
ments Engineering bezeichnet.
Ausgangspunkt fu¨r die Erstellung betrieblicher Anwendungssysteme ist der Anwendungsbe-
reich, der den Kontext bildet, in dem das zu entwickelnde System eingesetzt wird. Die Abgren-
zung des Anwendungsbereichs erfolgt durch die Modellierung der relevanten Diskurswelt des
Unternehmens sowie dessen Beziehungen zur Umwelt6. Die Konstruktion des Anwendungssy-
stems erfolgt anschließend auf der Grundlage des Modells des Anwendungsbereichs.
3.3 Software-Architektur
Die Aufgabe des Software Engineering besteht in der Speziﬁkation von Nutzermaschinen und
ihre Abbildung auf Basismaschinen mit Hilfe von Programmen. Diese Nutzermaschinen ent-
sprechen den zu entwickelnden Aufgabentra¨gern fu¨r die Aufgaben eines betrieblichen Infor-
mationssystems. Die Basismaschinen speziﬁzieren die dafu¨r verfu¨gbaren software-technischen
Aufgabentra¨ger [Fer+96b, 46f].
Die Realisierung komplexer Anwendungen erfordert aus Gru¨nden der Komplexita¨tsreduktion
eine separation of concerns [Evan04, 67]. Darunter wird die Trennung der automatisierten
Verarbeitungsaufgaben nach verschiedenen Belangen (z.B. Datenverwaltung, Interaktion mit
dem Nutzer) verstanden, die dem Entwickler die Konzentration auf bestimmte Teilbereiche
des Designs ermo¨glicht. Die Struktur eines Software-Systems wird als Software-Architektur
bezeichnet7. Sie wird als eine Menge von zueinander in Beziehung stehenden Komponenten
beschrieben und ist eine Art Blaupause fu¨r das zu realisierende System und damit ein abstrakter
Plan fu¨r dessen Konstruktion [Erl04, 56]. Fu¨r die komplette Beschreibung einer Architektur
werden verschiedene Modelle und Sichten auf diese beno¨tigt8 [Hof+96, 9]. Als Vorteile des
Einsatzes wohlstrukturierter Software-Architektur sind der hohe Abstraktionsgrad, die globale
Sicht auf das System sowie die verbesserte Wiederverwendbarkeit zu nennen [Hof+96, 5]. Die
6Siehe hierzu Kapitel 5.2 und Kapitel 5.3.
7Gleichzeitig wird der Begriff der Software-Architektur ha¨uﬁg fu¨r die Disziplin der Strukturierung von Systemen
verwendet. In dieser Arbeit wird jedoch das Ergebnis der Strukturierung darunter verstanden. Zur Architektur
von Systemen im Allgemeinen siehe auch [MaRe00].
8Zum Thema Modellbildung und Sichten siehe auch Kapitel 5.3.
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gewa¨hlte Architektur hat folglich großen Einﬂuss auf die Flexibilita¨t des zu konstruierenden
Systems.
Es werden verschiedene Architekturstile unterschieden, denen jeweils ein anderes Paradigma
zu Grunde liegt. Eine Liste mehrerer Stile und deren Kategorisierung ﬁndet sich in [ShGa96,
20ff]. Einer dieser Stile ist die Schichtenarchitektur (Layered Architecture) eines Systems (siehe
u.a. [Dijk68], [ShGa96], [Bas+01], [Bus+00], [Noac01], [Szyp02], [Evan04])9. Das zu Grunde
liegende Layer-Muster10 wird bei BUSCHMANN ET AL. folgendermaßen beschrieben
[Bus+00, 32]:
”Mit Hilfe des Layer-Musters lassen sich Anwendungen strukturieren, die in
Gruppen von Teilaufgaben zerlegbar sind und in denen diese Gruppen auf verschie-
denen Abstraktionsebenen liegen.“
Bei der Entwicklung betrieblicher Anwendungssysteme ist das Schichtenmodell das Ergebnis
der Schichtenbildung als Phase des Entwurfsprozesses [Noac01, 269ff]. Die Strukturierung von
Anwendungssystemen durch Schichtenbildung dient der Flexibilita¨t und der Reduzierung der
Komplexita¨t [FeSi06, 304]. Eine solche Referenz-Architektur ist in Abbildung 3.2 dargestellt.
Betriebssystem und Programmiersprache bilden die Basis der Architektur, auf der ein tech-
nisches Basis-Framework aufbaut (z.B. Persistenz, GUI etc.) und Dienste entsprechend der
technischen Doma¨ne anbietet11. Die Anwendung stu¨tzt sich auf ein fachliches Framework, wel-
ches Konzepte aus der Anwendungsdoma¨ne12 (hier betriebliche Anwendungssysteme) umfasst,
sowie das Basis-Framework.
Im Kontext einer Ableitung der Anforderungen aus der Anwendungsdoma¨ne (Domain-Driven
Design) zielt die Schichtenbildung vor allem auf die Abgrenzung der zu modellierenden Doma¨ne
der Diskurswelt und deren Abbildung in einer Schicht. EVANS sieht dieses Vorgehen einer kla-
ren Trennung von Gescha¨ftslogik und unterstu¨tzender Funktionalita¨t als nicht selbstversta¨ndlich
9Als sehr bekannte Schichtenarchitektur sei hier das OSI-7-Schichtenmodell der International Standardization
Organization (ISO) (z.B. in [Tane01]) erwa¨hnt.
10Ha¨uﬁg werden die Begriffe Layer und Tier - beides im Deutschen mit Schicht bezeichnet - in der Literatur
synonym verwendet. Tier hat jedoch die Bedeutung einer physischen Trennung der ausfu¨hrenden Rechner, die
bei unterschiedlichen Layern nicht notwendigerweise der Fall ist (zu Client-/Server-Architekturen und Tier
siehe u.a. [Orf+97]).
11In dieser Arbeit handelt es sich um Dienste fu¨r die Doma¨ne Business. Weitere Doma¨nen sind beispielsweise
Echtzeit- und eingebettete Systeme [StVo¨05, 136].
12Die Konzepte der SOM-Methodik (siehe Kapitel 5.3) sind Interface Objekte, Vorgangsobjekte und konzeptuelle
Objekte.
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Abbildung 3.2: Schichten des Architektur-Referenzmodells [StVo¨05, 135]
an, sondern bemerkt hierzu [Evan04, 69]:
”In an object-oriented program, UI, database, and other support code often gets
written directly into the business objects. Additional business logic is embedded
in the behavior of UI widgets and database scripts. This happens because it is the
easiest way to make things work, in the short run.“
Die Strukturierung von Programmen erfolgt durch korrespondierende Modelle. Solche Modelle
beschreiben speziﬁsche, vereinfachende Sichten auf diese [FeSi06, 299]. In Kapitel 3.3.1 wird
das Nutzer- und Basismaschinenkonzept vorgestellt, in Kapitel 3.3.2 das dazu orthogonale
ADK-Strukturmodell. Kapitel 3.3.3 behandelt die doma¨nenbezogene Schichtenarchitektur. Al-
le drei dienen der Strukturierung von Anwendungssystemen, stellen jedoch - wie AMBERG
anmerkt - kein Modell fu¨r deren Entwicklung dar. Ein solches Modell ist das objektorientierte
Architekturmodell, das auf den vorgenannten Konzepten aufbaut (Kapitel 3.3.4).
3.3.1 Nutzer- und Basismaschine
In Abbildung 3.3 ist das Modell der Nutzer- und Basismaschine dargestellt. Es beschreibt
die Struktur einer programmgesteuerten Maschine aus der Außensicht (Nutzermaschine) und
seiner zugeho¨rigen Innensicht (Basismaschine und zugeho¨riges Programm), wobei das Pro-
gramm die Nutzermaschine unter Verwendung der Basismaschine realisiert [FeSi84, 74-80],
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[FeSi06, 302]. Struktur und Verhalten der Nutzermaschine werden durch Datenobjekte und
Operatoren beschrieben.
Durch die Schnittstelle der Nutzermaschine wird aus Sicht des Nutzers von ihrer Realisie-
rung abstrahiert13. Diese Strukturierung dient der Komplexita¨tsreduktion. Die Schnittstelle der
Basismaschine stellt aus Sicht des Programms wiederum eine Nutzermaschine dar, deren Im-
plementierung vor dem Nutzer verborgen ist. Sie kann ihrerseits unter Verwendung weiterer
Basismaschinen realisiert sein, wie in Abbildung 3.3 zu sehen ist.
Abbildung 3.3: Schichtung von Nutzer- und Basismaschinen [FeSi06, 303]
Ein betriebliches Anwendungssystem stellt aus Außensicht eine Nutzermaschine dar, die dem
Anwender u¨ber ihre Schnittstelle Datenobjekte und Operatoren bereitstellt. Diese stimmen mit
den Aufgabenobjekten und Verrichtungen der automatisierten (Teil-)Aufgaben des betriebli-
chen Informationssystems u¨berein [Sinz99, 16f].
Bestandteil der Innensicht des Anwendungssystems sind eine oder mehrere Basismaschinen
(z.B. Programmiersprachen, Betriebssysteme etc.), die eine Schnittstelle bieten, auf deren Grund-
lage die Datenobjekte und Operatoren der Nutzermaschine realisiert werden. Diese werden
mittels des Programm(system)s auf die Basismaschinen abgebildet. Das Programm(system)
u¨berbru¨ckt die semantische Lu¨cke zwischen Nutzer- und Basismaschine [FeSi06, 305], wodurch
die Schnittstelle der Nutzermaschine von der Realisierung der Nutzermaschine abstrahiert.
Das im Rahmen dieser Arbeit entwickelte Framework stellt aus Sicht des zu konstruierenden
betrieblichen Anwendungssystems (Nutzermaschine) eine Basismaschine dar, durch die von
darunter liegenden Basismaschinen wie Betriebssystem, DBMS usw. abstrahiert werden kann.
13Vgl. auch das Prinzip der Abstraktion als Operation zur Erreichung von Software-Qualita¨t in [KaBa94].
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3.3.2 Das ADK-Strukturmodell
Das ADK-Strukturmodell von FERSTL & SINZ stellt eine zum Schichtenmodell der Nutzer-
und Basismaschine orthogonale Gliederung dar (vgl. [FeSi84], [FeSi06, 305ff]). Es unterschei-
det die Teilsysteme14 Anwendungsfunktionen (A), Datenverwaltung (D) sowie Kommuni-
kation (K), die weiter unterteilt wird in Mensch-Computer-Kommunikation (KP) und Computer-
Computer-Kommunikation (KM) (siehe Abbildung 3.4). Diese Strukturierung ist mit der Struk-
turierung der betrieblichen Aufgabe vergleichbar (siehe Abbildung 2.1): Der Kommunikati-
onsteil (K) entspricht den Ereignissen, der Datenhaltungsteil (D) dem Aufgabenobjekt und der
Anwendungsteil (A) korrespondiert mit dem Lo¨sungsverfahren der Aufgabe.
Abbildung 3.4: ADK-Strukturmodell [FeSi06, 305]
Die jeweiligen Teilsysteme ko¨nnen wiederum nach dem Modell von Nutzer- und Basismaschine
strukturiert werden (Abbildung 3.5).
Die Trennung in die Teilsysteme A, D, KP und KM ermo¨glicht die Realisierung der jeweiligen
Komponenten unter Verwendung speziﬁscher, ha¨uﬁg standardisierter Basismaschinen fu¨r jedes
Teilsystem [FeSi06, 306]. Sind die Schnittstellen der Basismaschinen standardisiert, so ko¨nnen
Programme ﬂexibel zwischen Basismaschinen mit gleichen Schnittstellen portiert werden. Da-
durch werden mit dem Ziel erho¨hter Software-Qualita¨t neben Flexibilita¨t und Reduzierung der
Komplexita¨t auch Standardisierung und Portierbarkeit unterstu¨tzt.
• Kommunikation stellt die Schnittstelle zum interaktiven Anwendungssystem [Zu¨ll98, 3]
fu¨r personelle Nutzer (MCK) und andere Anwendungssysteme (CCK) dar. Basismaschi-
nen fu¨r Realisierung sind beispielsweise Netzwerkbetriebssysteme und User-Interface
Management Systeme.
14Vgl. auch das Prinzip der Separation als Operation zur Erreichung von Software-Qualita¨t in [KaBa94].
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Abbildung 3.5: ADK-Strukturmodell eines Anwendungssystems (nach [FeSi06, 305])
• Anwendungsfunktionen unterliegen den ha¨uﬁgsten A¨nderungen, der Aufwand fu¨r War-
tung kann hauptsa¨chlich auf dieses Teilsystem konzentriert werden, mit dem Vorteil der
Senkung des Wartungsaufwandes fu¨r das Gesamtsystem. Allgemeine und spezielle Pro-
grammiersprachen sind Beispiele fu¨r Basismaschinen der Anwendungsfunktionen.
• Datenverwaltung wird auf der Basis von Datenbankverwaltungssystemen (DBVS) um-
gesetzt.
Das zu entwickelnde Framework stellt fu¨r die jeweiligen (Teil-)Nutzermaschinen entsprechende
(Teil-)Basismaschinen zur Verfu¨gung. Die Architektur des Framework ist damit strukturgleich
mit dem zu konstruierenden betrieblichen Anwendungssystem.
3.3.3 Doma¨nenbezogene Schichtenarchitektur
EVANS stellt im Kontext des Domain-Driven Design die in Abbildung 3.6 dargestellte Schich-
tenarchitektur vor [Evan04, 68-75], in der sich die Konzepte des ADK-Strukturmodells sowie
der Nutzer- und Basismaschine wiederﬁnden. Vor allem der Begriff der Doma¨ne soll hier in
Bezug zu ADK und den SOM-Fachspeziﬁkationen gesetzt werden.
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Abbildung 3.6: Software-Architektur-Schichten [Evan04, 68])
EVANS unterscheidet die folgenden Schichten15:
• User Interface / Pra¨sentationsschicht
Verantwortlich dem Nutzer Informationen anzuzeigen und seine Kommandos zu inter-
pretieren. Beim Nutzer kann es sich auch um einen anderen Rechner handeln.
• Schicht der Applikation
Deﬁniert die Aufgaben, die das System erledigen soll und dirigiert die Doma¨nenobjekte.
In dieser Schicht werden keine Gescha¨ftsregeln gehalten, sondern lediglich Doma¨nen-
objekte zur Erfu¨llung von Aufgaben koordiniert. Die Schicht hat keinen Zustand, der
die Gescha¨ftssituation widerspiegelt. Lediglich der Zustand einer Aufgabendurchfu¨hrung
kann wiedergegeben werden.
• Schicht der Doma¨ne / Modell
Verantwortlich fu¨r die Repra¨sentation der Konzepte des Unternehmens, Informationen
u¨ber die Gescha¨ftssituation und Business Rules.
• Infrastruktur
Stellt generische technische Basismaschinen fu¨r die ho¨heren Schichten zur Verfu¨gung.
Die Schicht, die die Infrastruktur bereitstellt, ist orthogonal zu den drei anderen Schichten. Sie
entspricht dem Konzept der Nutzer- und Basismaschine. Sie stellt den anderen Schichten jeweils
15Eine weitere Schichtenarchitektur mit den Schichten Presentation, Domain und Data Source ﬁndet sich bei
FOWLER [Fowl03, 17-24]. Der Unterteilung wird in der vorliegenden Arbeit aber nicht gefolgt.
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spezielle Dienste zu Verfu¨gung. Die Schicht der Doma¨ne geht hier u¨ber das Versta¨ndnis der
Datenverwaltung im ADK-Strukturmodell hinaus, da Applikation und Doma¨ne zusammen die
eigentliche Anwendung beschreiben. Diese Einteilung wird im folgenden Kapitel noch etwas
deutlicher werden.
3.3.4 Objektorientiertes Architekturmodell (ooAM)
Das objektorientierte Architekturmodell (ooAM) zerlegt die Funktionalita¨t eines betriebli-
chen Anwendungssystems und ordnet jede (Teil-)Funktionalita¨t eindeutig einer Komponente
zu. Dabei unterscheidet das ooAM - wie in Abbildung 3.7 dargestellt - fachliche und technische
Funktionalita¨t sowie Basisfunktionalita¨t [Ambe93, 33].
Abbildung 3.7: Das ooAM mit Schnittstellen [Ambe93, 37])
Die fachliche Funktionalita¨t beschreibt die anwendungsspeziﬁschen Funktionen, die sich aus
fachlichen Anforderungen an ein spezielles AwS ergeben. Die Komponente der fachlichen
Funktionalita¨t umfasst konzeptuelle, Vorgangs- und Schnittstellen-Funktionalita¨t. Das Frame-
work moccabox realisiert keine fachliche Funktionalita¨t, sondern stellt aus Sicht der Nutzer-
maschine betriebliches Anwendungssystem die Basismaschine zur Realisierung der Applikation
dar. Ein Doma¨nen-Framework (z.B. fu¨r Versicherungen oder Banken) hingegen stellt vorgefer-
tigte fachliche Funktionalita¨t zur Verfu¨gung.
Die technische Funktionalita¨t stellt anwendungsneutrale Funktionalita¨t bereit. Technische Funk-
tionalita¨t muss vollsta¨ndig unter Verwendung von Basisfunktionalita¨t realisiert werden [Ambe93,
33]. AMBERG trennt sie von der fachlichen Funktionalita¨t dadurch ab, dass sie nicht eindeu-
tig der Vorgangs-, konzeptuellen oder Schnittstellen-Funktionalita¨t zugeordnet werden kann
[Ambe93, 34]. Ein Framework fu¨r die Entwicklung betrieblicher Anwendungssysteme erbringt
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aus Sicht der Anwendung anwendungsneutrale, aber an den fachlichen Konzepten orientierte
Funktionalita¨t. Es wird demzufolge fu¨r die Architektur des Framework (siehe Kapitel 8) unter-
schieden zwischen technischer Funktionalita¨t fu¨r das Interface-Objektschema, das Vorgangsob-
jektschema sowie das konzeptuelle Objektschema.
Die Basisfunktionalita¨t bezeichnet diejenige anwendungsneutrale Funktionalita¨t, die von ver-
fu¨gbaren Basismaschinen bereitgestellt wird und umfasst z.B. Datenbanksysteme und Pro-
grammiersprachen. Im Rahmen der Arbeit werden zusa¨tzlich solche Basismaschinen zur Ba-
sisfunktionalita¨t geza¨hlt, die als so genannte Black-Box-Komponenten verwendet werden und
Basismaschinen fu¨r die Realisierung des Framework darstellen (z.B. Persistenzmechanismen,
GUI-Frameworks etc.).
Abbildung 3.7 zeigt die Komponenten IOS, VOS, KOS und TOS. Jede der Komponenten
besitzt eine klar abgegrenzte Aufgabenstellung [Ambe93, 35]. Die Ableitung der fachlichen
Funktionalita¨t, die fu¨r ein betriebliches Anwendungssystem gefordert wird, erfolgt durch den
Einsatz der Modellierungsmethodik SOM, die in Kapitel 5.3 vorgestellt wird. Da Modellie-
rungsmethodik und Architekturmodell den gleichen fachlichen Konzepte folgen, verringert sich
bei deren durchga¨ngigem Einsatz die semantische Lu¨cke zwischen fachlicher Speziﬁkation und
technischer Realisierung.
3.3.5 Service-orientierte Architekturen
Eine neuere Entwicklung stellen Service-orientierte Architekturen (SOA) dar, die ha¨uﬁg als
eine Weiterentwicklung der objektorientierten Strukturierung von Systemarchitekturen erachtet
werden (siehe z.B. [Zach05]). Dieser Abschnitt deﬁniert das der Arbeit zu Grunde liegende
Versta¨ndnis einer SOA und stellt die verwendete objektorientierte Anwendungssystemarchitek-
tur dazu in Beziehung.
Service-orientierte Architekturen wurden erstmals 1996 in einem Bericht der Gartner Group
als ”style of application partitioning and targeting (placement)“ erwa¨hnt [ScNa96]. Gegenstand
der beschriebenen Aufteilung (partitioning) sind dabei die namengebenden Dienste (englisch
Services). In der Literatur ﬁnden sich mittlerweile eine Vielzahl verschiedener Deﬁnitionen,
die je nach Autor einen eher fachlichen (z.B. [Pall01], [LuTy03]) oder technischen Fokus (z.B.
[Erl04], [Kra+04]) setzen. Der Dienst als zentrales Element einer SOA ist allen gemeinsam
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sowie die notwendigen und in Abbildung 3.8 dargestellten Rollen Service-Provider, Service-
Broker und Service-Requestor.
Abbildung 3.8: Service-orientierte Architektur
Zuna¨chst ist eine service-orientierte Architektur ein technologieunabha¨ngiges Konzept, das
bezogen auf die Unternehmensarchitektur die Artefakte Services und Prozesse sowie die diese
besitzende Organisation umfasst [LuTy03, 53]. Services werden orchestriert zur gemeinsamen
Erfu¨llung der betrieblichen Aufgaben von Gescha¨ftsprozessen, aufbauend auf bewa¨hrten Kon-
zepten wie loser Kopplung, Wiederverwendung und Schnittstellen-Programmierung auf. Dabei
abstrahiert der SOA-Ansatz - wie er von vielen Autoren deﬁniert wird und wie er auch fu¨r diese
Arbeit verstanden wird - vom Detaillierungsgrad der software-technischen Realisierung und
fokussiert stattdessen die Architektur auf Gescha¨ftsebene (z.B. [Pall01], [LuTy03], [Grou04]).
LUBLINSKY und TYOMKIN unterteilen die Unternehmensarchitektur in eine Gescha¨fts-, ei-
ne Applikations-, eine Technologie- sowie eine querschnittliche Informationsperspektive. Eine
SOA ordnen sie auf oberster Ebene ein [LuTy03, 53]:
”SOA is an architectural style that promotes business process orchestration of enterprise-
level business services.“
Ausgehend von diesem Versta¨ndnis, ko¨nnen die eben vorgestellten Ebenen zur Informationssy-
stemarchitektur aus Abbildung 3.9 folgendermaßen in Beziehung gesetzt werden:
• Die Business-Perspektive entspricht der Aufgabenebene.
• Die Perspektiven Application und Technology werden von den maschinellen Aufgaben-
tra¨gern der Aufgabentra¨gerebene repra¨sentiert und stehen in Form von Nutzer- und Ba-
sismaschinen zueinander im Verha¨ltnis.
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• Die vierte Perspektive Information ist querschnittlich zu den vorgenannten und entspricht
den Kommunikationssystemen als spezielle maschinelle Aufgabentra¨ger fu¨r die U¨ber-
tragungs- und Speicherungsaufgaben (siehe [FeSi06, 3f]).
Durch die ho¨here konzeptuelle Abstraktion ko¨nnen bei der Abgrenzung von Services Gescha¨fts-
prozesse sta¨rker fokussiert werden. Dies wirkt sich auf die gesamte Informationssystemarchi-
tektur eines Unternehmens aus (siehe u. a. [Bie+05], [Che+05]). Die Aufgabe der Konzeption
und Realisierung einer service-orientierten Architektur wird somit zum Teil des betrieblichen
Informationsmanagements (siehe dazu [FeSi06, 419–441]). Abbildung 3.9 zeigt nochmals die
Architektur eines Informationssystems, wie sie in Kapitel 2.1 vorgestellt wurde16.
Abbildung 3.9: Informationssystemarchitektur (in Anlehnung an [FeSi06, 3]) und [FeSi06, 444]
Bildet man das Konzept der SOA auf die Informationssystemarchitektur ab, so muss der Ebene
der Aufgaben, die durch Gescha¨ftsprozesse ausgefu¨hrt werden, und der korrespondierenden
Aufgabentra¨gerebene eine weitere Ebene, na¨mlich die der Business Services, hinzugefu¨gt wer-
den. Diese werden zur Ausfu¨hrung von Gescha¨ftsprozessen orchestriert und abstrahieren gleich-
zeitig aus Sicht der Business-Architektur-Ebene von den ausfu¨hrenden Anwendungssystemen.
Dieser Zusammenhang ist in Abbildung 3.10 dargestellt.
Zusammenfassend deﬁniert Gartners Glossary of Information Technology Acronyms and Terms
eine Service-orientierte Architektur wie folgt [Grou04, 325]:
SOA is an ”[...] application topology in which the business logic of the application
16Auf die Zuordnung von Aufgaben zu personellen Aufgabentra¨gern wurde in dieser Abbildung verzichtet.
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Abbildung 3.10: Informationssystemarchitektur mit SOA (in Anlehnung an [FeSi06, 3]) und
[LuTy03, 53f]
is organized in modules (services) with clear identity, purpose and programmatic-
access interfaces. Services behave as ’black boxes’: Their internal design is inde-
pendent of the nature and purpose of the requestor. In SOA, data and business logic
are encapsulated in modular business components with documented interfaces.“
Demnach werden Services fachlich abgegrenzt und sind ’modular business components’. Sie
haben einen klaren Bezug zu den Gescha¨ftsprozessen des betrieblichen Informationssystems.
Dieses Versta¨ndnis ﬁndet sich auch bei PALLOS, der eine SOA beschreibt als Aggregation
von Komponenten, die einem Gescha¨ftszweck genu¨gen [Pall01]. LUBLINSKY und TYOMKIN
stellen den SOA-Ansatz im Kontext der Unternehmensarchitektur dar, die auf oberster Ebene
Ziele abstrakt repra¨sentiert, die mit einer geeigneten Organisation und zugeho¨rigen Prozessen
verfolgt werden. Zur Umsetzung dieser Prozesse stehen unter anderem Anwendungssysteme
zur Verfu¨gung, die wiederum auf speziellen Technologien basieren [LuTy03]. Dieses Versta¨nd-
nis einer Unternehmensarchitektur deckt sich mit dem aus [FeSi06], wie es in Abbildung 5.4
dargestellt ist.
Ausgehend von den Beschreibungsebenen Aufgaben- und Aufgabentra¨gerebene, werden in
der Informationssystemarchitektur automatisierbare Aufgaben durch Zuordnung zu maschi-
nellen Aufgabentra¨ger (Anwendungssystemen) automatisiert [FeSi06, 444]. Gegenstand dieser
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Arbeit ist ein Framework, dass die software-technische Realisierung ebendieser betrieblichen
Anwendungssysteme unterstu¨tzt. Fu¨r den Fortgang der Arbeit wird davon ausgegangen, dass
der fachliche Entwurf dieser Anwendungssysteme nach gescha¨ftsprozess-orientierten Kriterien
gema¨ß SOM (siehe Kapitel 5.3) abgegrenzt wird und ihre software-technische Realisierung ent-
sprechend dem objektorientierten Architekturmodell (siehe Kapitel 3.3.4) erfolgt. Aus Gru¨nden
der durchga¨ngigen Ableitbarkeit sowie der semantischen Na¨he von Fachkonzept und software-
technischem Konzept baut die Architektur des zu entwickelnden Frameworks auf dem Prinzip
der Objektorientierung auf. Die so entwickelten Applikationen ko¨nnen folglich im Rahmen
einer service-orientierten Informationssystemarchitektur als maschinelle Aufgabentra¨ger von
Services dienen. Dies ist lediglich eine Frage der fachlichen Abgrenzung bei der Modellierung.
Zudem ko¨nnen technische Services durchaus Bestandteil eines nach dem ooAM entwickelten
Anwendungssystems sein.
3.4 Ergebnis der Anwendungssystementwicklung
Im Rahmen des Software Engineering stellt das fertiggestellte und eingefu¨hrte Anwendungs-
system die vom Auftragnehmer gegenu¨ber dem Auftraggeber zu erbringende Leistung dar
[Fer+96b, 47]. Der Software Engineering-Prozess umfasst alle Teilleistungen, die notwendig
sind, die Nutzeranforderungen in ein Software-System zu u¨berfu¨hren [Hump90, 248]. Diese
werden nacheinander dem Auftraggeber zur Verfu¨gung gestellt und von diesem hinsichtlich
der vereinbarten Anforderungen gepru¨ft sowie abgenommen. Die einzelnen Leistungen ko¨nnen
dabei von verschiedenen Auftragnehmern erbracht werden [Fer+96b, 48].
Die U¨berpru¨fung der jeweiligen Teilleistung sowie des fertig gestellten Anwendungssystems ist
a¨ußerst schwierig, da kaum objektive Kriterien dafu¨r bestehen. Ein Kriterium der Endabnahme
ist die Software-Qualita¨t, die im folgenden vorgestellt wird. Die Qualita¨t des Systems kann
danach bemessen werden, inwieweit es die funktionalen und nicht-funktionalen Anforderungen
an das System erfu¨llt.
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Software-Qualita¨t als Ergebnis der Anwendungssystementwicklung
Eng verknu¨pft mit der Architektur eines Software-Systems sind dessen Qualita¨tsattribute
[KaBa94, 2], vor allem bei gro¨ßeren Systemen. Das hier zu entwickelnde Framework soll neben
der Unterstu¨tzung des Entwicklungsprozesses auch die Qualita¨t des resultierenden Ergebnisses
positiv beeinﬂussen. In der Literatur herrscht Einigkeit daru¨ber, dass Software bestimmten
u¨berpru¨fbaren Qualita¨tskriterien entsprechen muss17 (siehe u. a. [Hump90], [Jaco93], [PoBl96],
[Somm07]). Uneinigkeit besteht hinsichtlich einer einheitlichen Deﬁnition von Software-Quali-
ta¨t [PoBl96, 9]:
”Es fehlt eine allgemein verbreitete und anerkannte Deﬁnition der Begriffe Qua-
lita¨t und Qualita¨tsmerkmal, und es ist eine eindeutige, objektive Bewertung der
Qualita¨t eines Softwareprodukts nicht mo¨glich. Qualita¨t muss aber notwendiger-
weise ein Ziel der Software-Entwicklung sein und wirkt sich sowohl auf die Pla-
nung als auch auf die Durchfu¨hrung und die Kontrolle der Softwareherstellung
aus.“
POMMBERGER & BLASCHEK beschreiben damit den Mangel einer eindeutigen und objek-
tiven Vorgabe, was qualitativ hochwertige Software ist und wie daraus folgend deren Erstel-
lung erreicht wird18. Die Qualita¨tsattribute des Systems mu¨ssen bei der Entwicklung syste-
matisch verfolgt werden, denn Software-Qualita¨t stellt sich nicht einfach ein, sondern muss im
System explizit umgesetzt werden [Booc94, 348]. Der im Zuge der Realisierung zu entwickeln-
de Programm-Code muss den Qualita¨tsanforderungen entsprechen, was vor allem den Umfang
der Systementwicklungsaufgabe erho¨ht. Der Einsatz von Software-Frameworks stellt bereits
implementierte und getestete Komponenten zur Verfu¨gung und kann dadurch den Umfang des
zu realisierenden Programm-Code verringern.
In einer ersten Anna¨herung kann die Qualita¨t eines Software-Systems nach der Summe sei-
ner nicht-funktionalen Eigenschaften bemessen werden [Star05, 16]. Darunter werden Ei-
genschaften subsummiert, die von der eigentlichen Funktionalita¨t des Systems unabha¨ngig
sind. Dazu za¨hlen Skalierbarkeit, Modiﬁzierbarkeit, Integrationsfa¨higkeit, Portierbarkeit, Per-
formanz, Zuverla¨ssigkeit, Einfachheit der Erstellung sowie Wiederverwendbarkeit (vgl. hierzu
17LUDEWIG betrachtet mangelnde Software-Qualita¨t sogar als ein Kultur-Deﬁzit [Lude96].
18Qualita¨t ist immer aus der Perspektive des Kunden zu sehen und ist somit sehr subjektiv (vgl. [Pete00, 99ff]).
Es wird hier nur auf allgemeine, objektivierbare Kriterien fu¨r Qualita¨t von Software eingegangen.
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auch [KaBa94]). Bei interaktiven System muss zudem der Software-Ergonomie besondere Auf-
merksamkeit gewidmet werden [BeCu99].
BASS ET AL. identiﬁzieren drei Klassen von Software-Qualita¨tsattributen [Bas+01, 79]:
1. Kriterien, die das Anwendungssystem selbst betreffen. Es werden solche unterschieden,
die zur Laufzeit wahrnehmbar sind (z.B. Performanz, Benutzbarkeit etc.), und solche, die
es nicht sind (z.B. A¨nderbarkeit, Wiederverwendbarkeit etc.).
2. Kriterien, die als gescha¨ftsbezogene Qualita¨t bezeichnet werden ko¨nnen (z.B. Time-to-
Market) und die direkt von der verwendeten Architektur bzw. dem eingesetzten Frame-
work beeinﬂusst werden.
3. Kriterien, die fu¨r die Architektur selbst wichtig sind.
Unabha¨ngig von dieser Klassiﬁkation werden im Folgenden die Merkmale fu¨r Software-Qualita¨t
der International Standardization Organization (ISO) vorgestellt [ISO01] sowie die sich daraus
ergebenden Konsequenzen fu¨r das Framework moccabox: Funktionalita¨t, Zuverla¨ssigkeit, Be-
nutzbarkeit, A¨nderbarkeit, Efﬁzienz und U¨bertragbarkeit.
Die Architektur eines Software-Systems beeinﬂusst die Auspra¨gung dieser Qualita¨tsmerkmale
entscheidend. Der Einsatz eines Frameworks bei der Entwicklung eines Anwendungssystems
wiederum bestimmt dessen Software-Architektur (vgl. Kapitel 6.7). KAZMAN beschreibt in
[KaBa94] Operationen, die zur Ableitung einer Software-Architektur verwendet werden und
stellt diese den Qualita¨tsattributen gegenu¨ber, wie in Tabelle 3.1 dargestellt.
Unit Operation
Software Quality Factor
Scal-
ability
Modiﬁ-
ability
Integr-
ability
Port-
ability
Perfor-
mance
Reli-
ability
Easy
Creat.
Reus-
ability
Separation + + + + +/- +/- +
Abstraction + + + + - + +
Compression - - - - + +/- -
Uniform Composition + + +
Replication - - - +/- + - -
Resource Sharing + + + +/- - + +/-
Tabelle 3.1: Qualita¨tsattribute und Software-Architektur [KaBa94, 10]
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Das Framework muss die Erstellung betrieblicher Anwendungssysteme entsprechend der hier
vorgestellten Merkmale unterstu¨tzen19. Die in Tabelle 3.1 dargestellten Operationen (Unit Ope-
rations) (vgl. [KaBa94, 7-11]) zur Ableitung einer Software-Architektur, ﬁnden sich auch in der
durch das Framework vorgegebenen Architektur fu¨r betriebliche Anwendungssysteme wieder,
die auf dessen Basis erstellt werden20.
Separation ist angelehnt an die separation of concerns (vgl. [Parn01a]) Einheiten mit unter-
schiedlicher Funktionalita¨t werden in unterschiedliche Komponenten verpackt, die ih-
re Funktionalita¨t jeweils isoliert u¨ber eine wohldeﬁnierte Schnittstelle vero¨ffentlichen.
A¨nderungen der Systemumgebung betreffen damit die Komponente nicht und A¨nderun-
gen der Komponente betreffen die Systemumgebung nicht, solange die Schnittstelle sich
nicht a¨ndert. Dies hat besonders positiven Einﬂuss auf die Skalierbarkeit und die Modiﬁ-
zierbarkeit eines Systems sowie die Integrationsfa¨higkeit und Wiederverwendbarkeit der
einzelnen Komponenten.
Im objektorientierten Architekturmodell wird diese Trennung nach IOS, VOS und KOS
vollzogen (siehe Abbildung 3.7).
Abstraktion wird durch die Erstellung einer virtuellen Maschine erreicht (vgl. auch [FeSi06,
320f]). Abstraktion wird vor allem auch bei der Schichtenbildung21 eingesetzt. Ho¨her
liegende Schichten abstrahieren dabei von der technischen Implementierung der darunter
liegenden, die ihre Funktionalita¨t u¨ber eine Schnittstelle anbieten22. Bezogen auf die
Qualita¨tsattribute von Software, wird vor allem die Portierbarkeit und die Erleichterung
der Erstellung positiv beeinﬂusst.
Im objektorientierten Architekturmodell wird die Abstraktion durch die Schichtung in
fachliche und technische Funktionalita¨t sowie zugeho¨rige Basismaschinen erreicht (siehe
Abbildung 3.7).
Kompression stellt eine der Separation entgegengesetzte Operation dar. Es wird vor allem
zu Gunsten von Performanz und Entwicklungsgeschwindigkeit die Trennung nach Funk-
tionalita¨t teilweise aufgehoben. Die Kompression ﬁndet im Software-Engineering kaum
19Beim Framework handelt es sich um ein Software-System, dass natu¨rlich selbst auch nach den vorgestellten
Qualita¨tskriterien entwickelt werden muss.
20Vgl. das objektorientierte Architekturmodell in Kapitel 3.3.4.
21Siehe z.B. OSI-7-Schichtenmodell der International Standardization Organization (ISO) (z.B. in [Tane01]).
22Vgl. auch das Konzept der Nutzer- und Basismaschinen in Kapitel 3.3.1.
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noch Anwendung, da vor allem Konzepte wie Datenkapselung, Objektorientierung und
das Client/Server-Paradigma die Operation der Separation unterstu¨tzen.
Im Rahmen des objektorientierten Architekturmodells ﬁndet die Kompression keine Be-
achtung.
Einheitliche Komposition bezeichnet das Zusammenfassen von zwei oder mehr Systemkom-
ponenten zu einer gro¨ßeren Komponente. Sie erleichtert die Integration von Komponenten
sowie die Skalierbarkeit des Systems als Ganzes.
Im objektorientierten Architekturmodell ko¨nnen z.B. fu¨r die Realisierung der technischen
Funktionalita¨t fu¨r das IOS23 zusammengefasste Komponenten gema¨ß dem Model-View-
Controller Paradigma24 eingesetzt werden. Die Framework-Komponente zur Generierung
der Benutzungsoberﬂa¨che entha¨lt die einzelnen Komponenten Model (Applikation), View
(Pra¨sentation) sowie Controller (der die anderen beiden verknu¨pft).
Replikation bedeutet allgemein das Duplizieren einer Komponente innerhalb der System-Ar-
chitektur. Dieses Vorgehen dient vor allem einer erho¨hten Zuverla¨ssigkeit und zum Teil
einer verbesserten Performanz, die jedoch große Nachteile bei anderen Qualita¨tsattributen
mit sich bringt.
In Software-Systemen wird Replikation fu¨r eine bessere Performanz vor allem durch das
Puffern (caching) von Daten eingesetzt. Die Realisierung der technischen Funktionalita¨t
fu¨r das KOS kann den Zugriff auf die persistente Datenbasis durch diese Zwischenpuffe-
rung beschleunigen25.
Gemeinsame Nutzung von Ressourcen ist eine Operation die entweder Daten oder Dien-
ste kapselt und sie unabha¨ngigen Clients zur Verfu¨gung stellt. Die jeweilige Ressource
wird dann durch einen Ressourcen-Manager verwaltet. Dadurch wird die Kopplung der
Komponenten untereinander verringert, mit positiven Auswirkungen auf die Integrati-
onsfa¨higkeit, die Portierbarkeit und die Modiﬁzierbarkeit des Systems.
Die Verwaltung der Schemata des objektorientierten Architekturmodells sollen auf der
Ebene der technischen Funktionalita¨t explizit von einem Ressourcen-Manager - ein so
23Siehe auch Kapitel 8.2.2.
24Siehe Kapitel 8.2.2.2. A¨hnlich ist das Konzept der Presentation-Abstraction-Control, das in Kapitel 8.2.2.1
vorgestellt wird.
25Siehe Kapitel 9.6.
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genanntes Repository - u¨bernommen werden26.
Die Software-Qualita¨tsmerkmale werden im Folgenden einzeln diskutiert und in den Kontext
der Framework-Entwicklung gestellt.
Funktionalita¨t
Das Programmsystems erfu¨llt die zu Grunde gelegte Speziﬁkation und umfasst alle spezi-
ﬁzierten Funktionen. Es handelt sich dabei um die U¨bereinstimmung von Speziﬁkation und
Programmtext.
Konsequenz:
Die Modellierung und Speziﬁkation des Anwendungssystems orientiert sich am SOM-Ansatz
(siehe Kapitel 5.3), der durch seine ganzheitliche Betrachtung unter Verwendung des objektori-
entierten Paradigmas eine besondere Durchga¨ngigkeit aufweist [Ohle98, 89]. Das Framework
muss dem Entwickler eine entsprechende Architektur zur Verfu¨gung stellen, um die durchga¨ngig
modellierten und verfeinerten Speziﬁkationen direkt als Anwendungssystem implementieren
zu ko¨nnen (Verringerung der semantischen Lu¨cke zwischen fachlichem Entwurf und software-
technischer Realisierung).
Zuverla¨ssigkeit
Das Programmsystem muss entsprechend korrekt und verfu¨gbar sein. Die ”[...] Zuverla¨ssigkeit
(reliability) eines technischen Systems ist die Wahrscheinlichkeit, daß dieses System wa¨hrend
eines vorgegebenen Zeitintervalls unter den vorgegebenen Bedingungen die Funktion erfu¨llt,
fu¨r die es vorgesehen ist.“ [Kope76, 12].
Konsequenz:
Der Einsatz eines Framework als Basismaschine fu¨r das zu entwickelnde Anwendungssystem
erlaubt die Wiederverwendung getesteter Klassen. Neben der Wiederverwendung von Code
wird durch die gemeinsame Nutzung einer Architektur auch die Wiederverwendung von Design
durch den Einsatz eines Framework ermo¨glicht [JoFo88, 24]. Die gewa¨hlten Basismaschinen
des Framework mu¨ssen als zuverla¨ssig getestet sein und das Framework selbst muss stabil sein,
damit auf dieser Grundlage zuverla¨ssige Anwendungssysteme realisiert werden ko¨nnen.
26Siehe Kapitel 9.3
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Benutzbarkeit
Das System soll ada¨quat, erlernbar27 und robust sein. Robustheit wird in diesem Zusammen-
hang als eine gewisse Unempﬁndlichkeit gegenu¨ber Bedienungsfehlern, falschen Eingabedaten
und Hardware-Fehlern verstanden. Es handelt sich hierbei um ein Qualita¨tsmerkmal, dass sich
auf die Software-Ergonomie des Anwendungssystems bezieht, auf die in Kapitel 8.2.3 na¨her
eingegangen wird.
Konsequenz:
Die Ada¨quatheit des Anwendungssystems ist durch das Framework kaum beeinﬂussbar. Es
kann nur die unter Korrektheit beschriebene Architektur zur Verfu¨gung stellen, um ein ada¨qua-
tes System entsprechend der mit SOM speziﬁzierten Anforderungen zu ermo¨glichen. Fu¨r die
Erlernbarkeit muss das Framework eine Komponente zur durchga¨ngigen Dokumentation des
Anwendungssystems zur Verfu¨gung stellen. Intuitiv begreifbare Bedienelemente sind fu¨r die
Benutzungsoberﬂa¨che als Standard-Implementierung anzubieten. Robustheit gegenu¨ber Fehl-
eingaben und Bedienungsfehlern sind direkt im Framework zu implementieren. Dazu geho¨rt
auch eine Validierungskomponente, die verhindert, dass Fehleingaben in die Anwendungsfunk-
tionalita¨t gelangen und verarbeitet werden (siehe auch Konsistenz als Integrationsziel in Kapitel
4). Die technische Robustheit ist Ergebnis der gewa¨hlten Basismaschinen.
A¨nderbarkeit
Das Programmsystem soll fu¨r die Lokalisierung von Fehlerursachen, die Durchfu¨hrung von
Fehlerkorrekturen sowie zur Vera¨nderung oder Erweiterung der Programmfunktionen geeignet
sein. Es ﬁnden sich hierfu¨r auch die Bezeichnungen Lesbarkeit, Erweiterbarkeit und Testbarkeit
[PoBl96, 12]. FAYAD & CLINE sehen Anpassbarkeit (adaptability) jedoch nicht als generisches
Qualita¨tskriterium. Vielmehr muss es nicht nur explizit in die Software entwickelt werden,
sondern auch an die optimale Stelle [FaCl96, 58]. Man kann zwischen Anpassbarkeit bei A¨nde-
rungen auf ho¨herer Ebene (extensibility und ﬂexibility) und auf niedriger Ebene (tunability und
ﬁxability) unterscheiden.
Konsequenz:
Das Framework muss es dem Anwendungsentwickler erlauben, standardisierte Komponenten
27Fu¨r die bessere Erlernbarkeit wird direkt durch den Modellierer bzw. den Entwickler die Dokumentation mit
angelegt, die im Anschluss daran vom Nutzer auf verschiedene Weise abgerufen werden kann (Kapitel 8.5).
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und Objekte ﬂexibel zu parametrisieren [FaCl96, 59]. Die Funktionalita¨t der erweiterbaren
Schnittstellen muss so gekapselt sein, dass eine A¨nderung sich nicht auf das gesamte Pro-
grammsystem auswirkt. Das wird durch Trennung von Schnittstelle und Implementierung er-
reicht. Zusa¨tzlich mu¨ssen wa¨hrend der Programmausfu¨hrung pra¨zise Fehlermeldungen (excep-
tions) ausgegeben werden, die das schnelle Aufﬁnden von Fehlerquellen ermo¨glichen. Durch
eine geeignete Architektur mu¨ssen Anpassungen der betrieblichen Abla¨ufe nachgelagert leicht
in das Anwendungssystem u¨bernommen werden ko¨nnen.
Efﬁzienz
Die beno¨tigten und verfu¨gbaren Ressourcen sollen bestmo¨glich genutzt werden.
Konsequenz:
Hier kann das Framework nur selbst auf die efﬁziente Nutzung der verfu¨gbaren Ressourcen
ausgerichtet werden. Dem Anwendungsentwickler mu¨ssen die beno¨tigten Ressourcen verfu¨gbar
gemacht werden, so dass ein Zusatzaufwand durch zu viel Eigenentwicklung verhindert werden
kann.
U¨bertragbarkeit
Das Anwendungssystem soll auf verschiedenen Rechnern und Plattformen lauffa¨hig sein (siehe
auch [PoBl96, 13]).
Konsequenz:
Die zu wa¨hlenden Basismaschinen fu¨r die Realisierung des Framework mu¨ssen plattformun-
abha¨ngig sein, so dass die Anwendungsfunktionalita¨t portiert werden kann. Desweiteren muss
die Benutzungsoberﬂa¨che austauschbar sein, so dass Clients, die auf unterschiedlichen Rechner
und Plattformen laufen darauf zugreifen ko¨nnen (z.B. mobile Endgera¨te, Web-Browser).
Das zu entwickelnde Framework und seine Komponenten sollen die Erreichung von Software-
Qualita¨tszielen weitestgehend unterstu¨tzen. Die U¨berpru¨fung der erreichten Qualita¨t erfolgt
durch die Software-Qualita¨tssicherung28. Diese beinhaltet alle systematischen Aktivita¨ten,
die den Beweis fu¨r die Einsatzfa¨higkeit des gesamten Software-Produkts bringen. Die Bewer-
28Auch Software Quality Assurance (siehe u. a. [Will85], [Hump90], [Jaco93]). Metriken zur Messung der Qualita¨t
ﬁnden sich in [ChKe91]. Die Beschreibung von Szenarien zum Test von Software-Qualita¨t wird u. a. in
[Bas+01] und [Star05] vorgestellt.
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tung einer Architektur wird in [Star05] beschrieben.
3.5 Vorgehen bei der Anwendungssystementwicklung
Da es sich bei der Entwicklung von Software um eine komplexe Aufgabenstellung handelt,
die bezu¨glich Zeit-, Kosten- und Qualita¨tsaspekten hohen Anforderungen unterliegt ist ein
ingenieursma¨ßiges, standardisiertes Vorgehen notwendig. Dazu wird der Entwicklungspro-
zess in mehrere Stufen bzw. Phasen zerlegt, die sequentiell, iterativ oder in einer Ableitung
dieser beiden Formen durchlaufen werden. Ziel der Projektdurchfu¨hrung ist die Fu¨hrung von
Mehrpersonen-Projekten [Balz82] in Form eines Software Engineering-Prozesses. Dieser um-
fasst die gesamte Menge notwendiger Aktivita¨ten, um aus Nutzeranforderungen Software zu
machen [Hump90, 248].
FERSTL & SINZ beschreiben ein phasenorientiertes Lo¨sungsverfahren der Systementwicklungs-
aufgabe in allgemeiner Form [FeSi06, 460ff]. Es umfasst die Phasen Anforderungsanalyse
und -deﬁnition (A), Software-Design (D) sowie Realisierung (R). Die Phasen werden in der
Regel im Rahmen eines Projektes durchlaufen, so dass den vorgestellten Phasen eine Phase
Projektplanung (P) vorangeht und ihnen die Phase der Abnahme und Einfu¨hrung (E) nachfolgt.
Die Phasen A, D und R werden als U¨berga¨nge zwischen den Beschreibungsebenen der Syste-
mentwicklung interpretiert. Die Phasen lassen sich auf das Software-Systemmodell beziehen
[FeSi06, 462ff], wie in Abbildung 3.11 dargestellt.
Abbildung 3.11: Phasen des Lo¨sungsverfahrens der Systementwicklungsaufgabe im Software-
Systemmodell [FeSi06, 463]
Die Phasen ko¨nnen wie folgt beschrieben werden [FeSi06, 462f]:
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Phase A: Dient der Deﬁnition von Nutzermaschine und Verfahrensumgebung sowie einer gro-
ben Speziﬁkation der einzusetzenden Basismaschinen und Systemumgebung.
Phase D: Dient der Speziﬁkation der Software-Architektur des Produkts (”Programmieren im
Großen“). Durch sie wird die semantische Lu¨cke zwischen Nutzer- und Basismaschine
u¨berbru¨ckt.
Phase R: Dient der Implementierung der Programme des Anwendungssystems (”Programmie-
ren im Kleinen“). Die von der Software-Architektur speziﬁzierten einzelnen Bausteine
werden in dieser Phase programmiert.
Die Phasen A, D und R beeinﬂussen den Entwurf und die Einsatzkriterien fu¨r ein Software-
Framework. Fu¨r die Ausgestaltung der Phasen gibt es verschiedene Vorgehensmodelle. Ein
Vorgehensmodell29 beschreibt einen festgelegten organisatorischen Rahmen fu¨r die Software-
Erstellung30 [Fer+96b, 48f]:
”Ein Vorgehensmodell strukturiert die Durchfu¨hrung eines Projektes in Phasen
und ggf. Teilphasen, speziﬁziert die Reihenfolge- und Koordinationsbeziehungen
sowie die Schnittstellen zwischen den Phasen (Phasenu¨berga¨nge) und bestimmt die
Granularita¨t der in einem Phasenu¨bergang zu u¨bergebenden Leistungspakete.“
Da ein Framework zur Entwicklung betrieblicher Anwendungssysteme auch den Entwicklungs-
prozess unterstu¨tzen muss, werden im folgenden kurz hierfu¨r relevante Vorgehensmodelle vor-
gestellt (siehe u. a. [Booc94], [Fric95], [Somm07], [Balz08]) und vor dem Hintergrund der
Framework-Eignung betrachtet. Das Framework moccabox soll auch die Entwicklung der
Benutzungsoberﬂa¨che unterstu¨tzen. Deshalb sind bei der Auswahl des Vorgehensmodells auch
Kriterien der Entwicklung ergonomischer Benutzungsoberﬂa¨chen zu beachten31.
29Synonym auch als Prozessmodell [Balz08] oder life cycle model [Somm07] bezeichnet.
30Siehe auch [Boeh88, 61].
31Dieses Vorgehen wird auch als Human-Centred Design Process oder User-Centred Design Process, die auf dem
ISO Standard 13407 basieren, bezeichnet [BeCu99].
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3.5.1 Wasserfall-Modell
Das Wasserfall-Modell wird als erste durchdachte Vorgehensstrategie32 in der Software-Ent-
wicklung angesehen [Fric95, 45] und geht auf ROYCE zuru¨ck [Royc70].
Die zu durchlaufenden Phasen sind Analyse, Deﬁnition, Entwurf, Implementierung, Abnahme
und Test sowie Betrieb. Das Modell wird sequentiell Phase um Phase im top-down-Verfahren
durchlaufen. Es wird jede Aktivita¨t in der richtigen Reihenfolge und vollsta¨ndig durchgefu¨hrt.
Dabei werden am Ende einer jeden Phase die Ergebnisse in einem Review erneut gepru¨ft und
dann in Form eines fertiggestellten Dokumentes an die folgende Phase weitergeleitet. Das
Vorgehensmodell wird dementsprechend als dokumenten-getrieben bezeichnet [Balz08, 520].
Werden die Ergebnisse in der Folgephase als unzureichend oder falsch angesehen, kann die
vorhergehende Phase erneut durchlaufen werden. Die Benutzerbeteiligung ist nur fu¨r die Phase
der Deﬁnition vorgesehen. Entwurf und Implementierung erfolgen ohne Beteiligung des Auf-
traggebers [Balz08, 519-522].
Nachteilig wirkt sich aus, dass es nicht immer sinnvoll ist, alle Entwicklungsschritte sequen-
tiell und vollsta¨ndig in voller Breite durchzufu¨hren [Boeh88, 63]. Vor allem bei langja¨hrigen
Projekten ist dieses Vorgehen zu idealtypisch. Es kommt hinzu, dass erst nach Fertigstellung
des Systems gepru¨ft werden kann, ob es den in der Deﬁnition festgelegten Anforderungen
entspricht.
Die Entwicklung der Benutzungsoberﬂa¨che wird nicht explizit unterstu¨tzt, was sich im Hin-
blick auf das Erreichen qualitativ hochwertiger Software-Ergonomie (siehe Kapitel 8.2.3) als
nachteilig erweist [Herd00, 20].
Weiterentwicklungen zu iterativen Vorgehensmodellen sind das Prototyping (siehe Kapitel 3.5.2)
und das Spiralmodell (siehe Kapitel 3.5.3).
3.5.2 Prototyping
Das Prototyping ist eine Mo¨glichkeit, wa¨hrend des Software-Entwicklungsprozesses fu¨r den
Kunden ein greifbares Ergebnis vorzustellen33. Im Grunde ist das Prototyping ein Ansatz klas-
32BOEHM nennt als weiteres sehr fru¨hes Vorgehen die code & ﬁx Methode [Boeh88, 62], bei der man einfach
Code schreibt und diesen anschließend um seine Fehler bereinigt. Dieses Vorgehen kann jedoch nicht wirklich
als Strategie angesehen werden.
33Zum Thema Rapid Prototyping siehe auch [Mull90]
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sischer Ingenieursdisziplinen. Den Impetus zur prototypischen Entwicklung in der Software-
Erstellung beschreibt SOMMERVILLE folgendermaßen [Somm07, 443]:
”Anhand von Software-Prototypen ko¨nnen die Benutzer erkennen, wie gut das
System sie bei der Arbeit unterstu¨tzt. Sie gewinnen dadurch mo¨glicherweise neue
Ideen fu¨r Anforderungen und ko¨nnen Sta¨rken und Schwa¨chen in der Software
aufspu¨ren.“
Im Gegensatz zum Wasserfall-Modell muss zu Beginn des Projektes keine vollsta¨ndige Spe-
ziﬁkation der Anforderungen gegeben sein, die in vielen Fa¨llen auch nicht zu leisten ist. Die
Anforderungen werden beim Prototyping durch Ru¨ckgriffe auf fru¨here Phasen sukzessive ver-
feinert und erga¨nzt, wodurch das System iterativ erweitert wird [Herd00, 21]. Ergebnis ist ein
Software-Prototyp, der ein ausfu¨hrbares Modell mit wesentlichen Eigenschaften des Zielsy-
stems darstellt [Pom+92, 2]. Dieses Modell dient als Grundlage fu¨r die Systemspeziﬁkation
und unterstu¨tzt die Kommunikation zwischen Kunden und Entwickler.
Es werden, wie in Abbildung 3.12 dargestellt, horizontale und vertikale Prototypen unterschie-
den [Balz08, 539].
• Horizontale Prototypen realisieren lediglich speziﬁsche Ebenen des Systems (z.B. Be-
nutzungsoberﬂa¨che), diese aber mo¨glichst vollsta¨ndig. Im Falle der Benutzungsoberﬂa¨che
ist somit die gesamte Oberﬂa¨che zu sehen, die dahinter liegende Funktionalita¨t fehlt
jedoch (noch).
• Vertikale Prototypen realisieren ausgewa¨hlte Teile des zu entwickelnden Anwendungs-
systems vollsta¨ndig u¨ber alle Ebenen. Es kann zum Beispiel die Funktionalita¨t fu¨r das
Erfassen eines neuen Kunden entwickelt werden von der Eingabe, u¨ber die Validierung
und Verarbeitung bis zur Persistierung.
Je nach Beziehung des entworfenen Prototypen zum endgu¨ltigen Anwendungssystem kann die-
ser mit unterschiedlichen Zielen entworfen werden. Er kann einzig der Kla¨rung von Problemen
dienen. Der Prototyp kann aber auch Teil der Produktdeﬁnition sein, ohne selbst ein Teil des
Produktes zu werden (Wegwerf-Prototyp). Schließlich kann der Prototyp als working prototype
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Abbildung 3.12: Horizontaler und vertikaler Prototyp [Balz08, 540]
durch inkrementelle Weiterentwicklung selbst zum marktfa¨higen Produkt werden. Dieses Vor-
gehen wird ha¨uﬁg bei der Entwicklung der Benutzungsoberﬂa¨che von Anwendungssystemen
angewandt (vgl. auch [Herd00, 22f]).
Das Prototyping ermo¨glicht die Reduzierung des Entwicklungsrisikos durch die schnelle Ent-
wicklung und Bewertung eines lauffa¨higen Modells und die daraus resultierende enge Einbin-
dung des Auftraggebers. Wird der Prototyp aber nicht in das fertiggestellte System u¨berfu¨hrt,
sondern verworfen, ist mit einem erho¨hten Entwicklungsaufwand zu rechnen. Wird der Prototyp
doch u¨bernommen, besteht die Gefahr, dass geforderte Entwicklungs- und Qualita¨tsstandards
nicht beachtet wurden.
Dem letztgenannten Nachteil kann durch den Einsatz von Application Frameworks (siehe hierzu
Kapitel 6.7) fu¨r den Prozess des Prototyping begegnet werden [Pom+92, 4f]. Konventionelle
Klassenbibliotheken eignen sich hingegen wegen ihres geringen Abstraktionsniveaus weniger,
da der Entwickler dann einen Großteil der prototypischen Anwendung selbst realisieren mu¨sste,
anstatt auf Modulbausteine zuru¨ckgreifen zu ko¨nnen, die ein Framework bietet. Das in Kapi-
tel 8 und Kapitel 9 vorgestellte Framework moccabox bietet die Mo¨glichkeit des vertikalen
Prototyping unter Beru¨cksichtigung von Qualita¨tsstandards und Integrationszielen.
3.5.3 Spiralmodell
Das Spiralmodell [Boeh88] stellt eine Kombination des Wasserfall-Modells und des Prototy-
ping dar. Es handelt sich um einen risikogetriebenen Ansatz [Boeh88, 61], denn das Erkennen
und Beseitigen von Projekt- und Entwicklungsrisiken ist das zentrale Anliegen. Es werden
insgesamt vier Schritte mehrfach zyklisch durchlaufen [Balz08, 556]. Bei jedem Durchlauf wer-
den Ziele festgelegt, Alternativen erarbeitet und evaluiert, Risiken identiﬁziert und eliminiert,
worauf anschließend die Entwicklung und Veriﬁkation des Produktes der na¨chsten Generation
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folgt [Fric95, 49]. Der Durchlauf wird durch die Planung der na¨chsten Phasen abgeschlossen,
bevor die na¨chste iterative Phase durchlaufen wird. In den Teilphasen des Spiralmodells ko¨nnen
jeweils verschiedene Methoden eingesetzt werden.
Das Spiralmodell ist ein sehr ﬂexibles Konzept, mit dem sehr gut auf Risiken und Alternativen
reagiert werden kann. Die Betrachtung von Alternativen fo¨rdert zudem die architektonische
und software-technische Wiederverwendung. Nachteilig wirkt sich aus, dass die Steuerung
des Entwicklungsprozesses großen Aufwand fu¨r das Projektmanagement bedeutet. Aus diesem
Grund eignet sich das Spiralmodell kaum fu¨r kleine und mittlere Projekte.
3.5.4 Objektorientiertes Vorgehensmodell
Die Aufgabe objektorientierte Anwendungssystementwicklung kann in die Teilaufgaben objek-
torientierte Analyse (OOA), objektorientierter Entwurf (OOD) und objektorientierte Realisie-
rung (OOP) zerlegt werden [Popp94, 12ff]. Setzt man die Teilaufgaben in eine Reihenfolgebe-
ziehung, so ergibt sich das in Abbildung 3.13 dargestellte Phasenmodell [Sinz91].
Abbildung 3.13: Phasenmodell der objektorientierten Anwendungssystementwicklung [Sinz91]
Das objektorientierte Vorgehensmodell unterstu¨tzt neben den Prinzipien der objektorientier-
ten Methodik (vgl. hierzu Kapitel 6.3) einen inkrementellen Entwicklungsprozess (siehe u. a.
[Booc94, 312-333], [Balz08, 526-529]), der in Abbildung 3.13 dargestellt ist. Das Konzept der
Wiederverwendung kann als wesentlicher Vorteil des objektorientierten Software-Entwicklung
angesehen werden.
Diese kann auf verschiedenen Ebenen und Gebieten sowie mit unterschiedlicher Herkunft erfol-
gen. Ebenen der Wiederverwendung sind Ebene der Modelle der objektorientierten Analyse
(OOA), die Ebene der technischen Entwu¨rfe (OOD) sowie die Ebene der implementierten Klas-
sen und Klassenbibliotheken (OOP) erfolgen (siehe Abbildung 3.13). Als Gebiete der Wieder-
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verwendung ko¨nnen der erneute Einsatz anwendungs- bzw. branchenspeziﬁscher Klassen und
Subsysteme gesehen werden oder aber die Anbindung einer Anwendung an die Umgebung
bzw. System-Software durch Verwendung bereits bestehender Klassen. Bei der Herkunft der
wiederverwendeten Klassen wird zwischen Eigenentwicklungen und eingekauften Klassenbi-
bliotheken unterschieden [Balz08, 526].
Im Gegensatz zu den bisher vorgestellten Modellen, die allesamt ein top-down-orientiertes
Vorgehen verfolgten, orientiert sich das objektorientierte Vorgehensmodell in seiner Vorgehens-
weise bottom-up.
Durch den Einsatz eines objektorientierten Frameworks wird bei diesem Vorgehensmodell die
Wiederverwendung und damit die wirtschaftliche Entwicklung von Software unterstu¨tzt. Da ein
Großteil anwendungsneutraler Funktionalita¨t wiederverwendet werden kann, ist ein efﬁzientes
Prototyping - wie in Kapitel 3.5.2 vorgestellt - mo¨glich.
SOM-Projektmodell
Ein konkretes objektorientiertes Vorgehensmodell ist das SOM-Projektmodell, das auf die in
Abbildung 3.14 vorgestellte SOM-Methodik abgestimmt ist. Es umfasst die Phasen Projekt-
planung, fachliche Modellierung, Software-Entwurf & Realisierung sowie die anschließende
Einfu¨hrung. Objektorientierte Analyse- und Entwurfsmethoden geben kaum Anhaltspunkte fu¨r
die framework-basierte Anwendungsentwicklung [Maie98]. Die durchgehende Modellierung
und Entwicklung auf Basis des objektorientierten SOM-Ansatzes unter Verwendung des Fra-
meworks moccabox kann diese Lu¨cke schließen.
Abbildung 3.14: SOM-Projektmodell [Sinz00, 33]
Projektplanung Die Phase der Projektplanung dient der groben Erfassung von Anforderun-
gen an das zu realisierende Anwendungssystem. Dem Software-Systemmodell [Fer+96b,
46f] entsprechend werden Randbedingungen fu¨r die Verfahrensumgebung, die Nutzer-
maschine, das Programmsystem, die Basismaschine sowie die Systemumgebung festge-
legt und der Ressourcenbedarf fu¨r die Durchfu¨hrung des Projektes geplant. Die durch
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das System zu unterstu¨tzenden Gescha¨ftsprozesse werden in dieser Phase identiﬁziert
[Sinz00, 33].
Fachliche Modellierung Die Phase der fachlichen Modellierung dient der Anforderungs-
analyse, durch die die Nutzermaschine ohne Implementierungsdetails vollsta¨ndig aus
rein fachlicher Sicht beschrieben wird. Ausgehend vom Objekt- und Zielsystem, das in
der Phase Projektplanung speziﬁziert wurde, werden dem V-Modell des SOM-Ansatzes
[FeSi06, 188ff] (siehe auch Kapitel 5.3) folgend die Gescha¨ftsprozesse in Form des In-
teraktionsschemas (IAS) und des Vorgangs-Ereignis-Schemas (VES) modelliert. Das zu-
geho¨rige Anwendungssystem wird in Form des konzeptuellen Objektschemas (KOS) und
des Vorgangsobjektschemas (VOS) abgeleitet. Eine Unterstu¨tzung der Integrationsziele
(siehe Kapitel 4) durch entsprechende Komponenten des Frameworks kann bereits in
dieser Phase erfolgen.
Software-Entwurf & Realisierung In der Phase Software-Entwurf wird das Programmsy-
stem gestaltet34. In der anschließenden Phase der Realisierung erfolgt die Implemen-
tierung35 der anwendungsspeziﬁschen Klassen auf Basis der SOM-Fachspeziﬁkationen
IOS, VOS und KOS. Die Implementierung erfolgt in der vorliegenden Arbeit der in
Kapitel 3.3.4 vorgestellten Software-Architektur. Bei der Realisierungsphase handelt es
sich um einen inkrementellen, evolutiona¨ren Prozess. Dieser ist vor allem im Hinblick auf
den Vorgang der Integration von zentraler Bedeutung, da das zu entwickelnde Framework
diesen durch entsprechende Komponenten unterstu¨tzen soll. Das im Rahmen der Arbeit
realisierte Framework moccabox wird in den Kapiteln 8 und 9 vorgestellt.
Einfu¨hrung Die Phase der Einfu¨hrung umfasst die U¨bernahme des Anwendungssystems in
den produktiven Betrieb auf Kundenseite.
3.5.5 Agile Software-Entwicklung
Als Gegengewicht zu traditionellen Ansa¨tzen der Software-Entwicklung mit sehr starrem Vor-
gehen und einem hohen Maß an manuell erstellten Fließtextdokumenten [StVo¨05, 13], ﬁnden in
34Der Vorgang des Entwerfens des Programmsystems wird Programmieren im Großen genannt (siehe u. a.
[Balz00]).
35Programmierung im Kleinen
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den letzten Jahren vor allem in der Praxis zunehmend agile Ansa¨tze der Software-Entwicklung
Anha¨nger. Sie manifestieren folgende Pra¨ferenzen36 [StVo¨05, 85ff]:
Individuum & Interaktion vor Prozessen & Werkzeugen Ein Team soll seinen eigenen Ent-
wicklungsprozess deﬁnieren ko¨nnen. Dabei hat die Interaktion zwischen den Team-Mit-
gliedern Vorrang vor formalen Prozessen.
Lauffa¨hige Systeme vor versta¨ndlicher Dokumentation Nicht die gut aussehende Projek-
tion des Systems in Form von Dokumenten ist ho¨chstes Ziel, sondern die funktionierende
Software.
Kundenkontakt vor Vertragsbestimmungen Nicht zu Beginn vertraglich festgelegte Funk-
tionalita¨t, die nach Fertigstellung des Systems abgenommen wird, ist Grundlage der Soft-
ware-Entwicklung. Vielmehr soll der Kunde direkt in den Prozess der Entwicklung ein-
gebunden werden, um somit sta¨ndig auf gea¨nderte Anforderungen reagieren zu ko¨nnen.
Reaktion auf A¨nderung vor Planverfolgung In Anknu¨pfung an den vorangegangenen Punkt,
mu¨ssen Anforderungen des Kunden ﬂexibel u¨bernommen werden, anstatt anfangs formal
festgelegte Anforderungen zu verfolgen, die fu¨r den Kunden mittlerweile irrelevant sind.
Der wohl bekannteste agile Ansatz ist das Extreme Programming (XP) ([Beck00] und
[BeFo01]). Es handelt sich dabei um ein leichtgewichtiges Vorgehensmodell fu¨r die Software-
Entwicklung, das fu¨r kleine bis mittelgroße Teams geeignet ist [Rump01, 121]. Die vier Grund-
konzepte des XP sind Kommunikation, Einfachheit, Feedback und Mut [Beck00, 29-34]. Zu
den Besonderheiten geho¨rt, dass stets zwei Programmierer an einem Rechner sitzen (pair pro-
gramming37), auf Dokumentation gro¨ßtenteils zu Gunsten von Quelltext-Dokumentation sowie
Tests verzichtet wird und stets mindestens ein Kunde fu¨r die Entwickler verfu¨gbar sein muss
- idealerweise im selben Raum (vgl. [Beck00]). Das hier vorgestellte Framework moccabox
wurde am Centrum fu¨r betriebliche Informationssysteme (Ce-bIS) auch fu¨r die Anwendungs-
entwicklung gema¨ß XP eingesetzt.
Agile Ansa¨tze geben keine direkten Vorschriften und Hilfestellungen fu¨r den Prozessablauf
der Software-Entwicklung. Ihr Einsatz ist daher allein noch nicht Garant fu¨r die erfolgreiche
36http://agilemanifesto.org
37Eine empirische Untersuchung zur Produktivita¨t beim pair programming ﬁndet sich in [Can+05].
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Erstellung qualitativ hochwertiger Software. Außerdem ist fraglich, ob sie auch auf gro¨ßere Pro-
jekte anwendbar sind, die ein Vielfaches komplexer sind und verla¨ssliche Rahmenbedingungen
beno¨tigen. Hier bietet sich die Kombination agiler Ansa¨tze in Teilphasen des Vorgehensmodells
an. Vor allem die Einbindung des Kunden in die Entwicklung und ein fru¨hzeitig evaluierbares
Ergebnis (z.B. in Form eines ersten Prototypen) ist von großer Wichtigkeit. Eine framework-
basierte Entwicklungsumgebung und Generierung von Code ko¨nnen das agile Vorgehen auf
Seiten der software-technischen Realisierung stark unterstu¨tzen [Rump01, 130f] und somit
helfen, Entwicklungskosten zu sparen.
4 Integration betrieblicher
Anwendungssysteme
Die Systementwicklung ist nicht isoliert zu betrachten, sondern ganzheitlich als Teilaufgabe
der Gestaltungsaufgabe Automatisierung betrieblicher Informationssysteme (vgl. [Fers92, 4]).
Deren Sachziel Vorgangsautomatisierung leitet sich aus der Aufgabenebene des betrieblichen
Informationssystems ab. Mit diesem korrespondieren die Formalziele Korrektheit, Integration,
Echtzeitverhalten sowie Flexibilita¨t [Fers92, 11], die sich auf Merkmale des (zu entwickelnden)
Anwendungssystems und damit auf das Aufgabenobjekt der eigentlichen Systementwicklungs-
aufgabe beziehen. Die Verfolgung des Formalziels Integration1 im Entwicklungsprozess durch
Software-Komponenten zu unterstu¨tzen, ist eine wichtige Anforderung an den Framework-
Entwurf.
Unter Integration kann allgemein sowohl der Vorgang als auch das Ergebnis verstanden wer-
den. Bei der Entwicklung betrieblicher Anwendungssysteme2 ist die Integration als Ergebnis
ein wichtiges Formalziel [Fers92, 3] und damit Qualita¨tskriterium. Im Rahmen der Aufgaben-
analyse werden automatisierbare (Teil-)Aufgaben des Informationssystems abgegrenzt und zur
kooperativen Erfu¨llung auf ein Anwendungssystem3 abgebildet. Dabei handelt es sich in der
Regel um ein verteiltes System, bestehend aus autonomen, zu integrierenden Teilsystemen.
U¨ber die Auspra¨gung der Integration einer Anwendung, gibt der Integrationsgrad Auskunft.
Um diesen festzulegen und zu verfolgen, werden Integrationsziele formuliert. Diese werden in
1FERSTL merkt an, dass eine gleichzeitige Verfolgung des Formalziels Korrektheit Voraussetzung ist [Fers92,
12].
2Es werden verschiedene Dimensionen der Integration unterschieden [Rose99]. FERSTL nennt hier die inner-
betriebliche und zwischenbetriebliche Integration [Fers92, 5]. Die in der vorliegenden Arbeit behandelten
Konzepte beziehen sich vorrangig auf die innerbetriebliche Integration. Fu¨r Konzepte und Lo¨sungen zwischen-
betrieblicher Integration sei auf die entsprechende Literatur verwiesen (siehe z.B. [Sch+02], [Sch+05]).
3Die Abbildung kann auch auf mehrere Anwendungssysteme erfolgen, die dann im Rahmen einer Enterprise
Application Integration (EAI) wiederum integriert werden mu¨ssen. Die Service Oriented Architecture (SOA)
ist hierfu¨r eine immer ha¨uﬁger gewa¨hlte Architektur des entsprechenden betrieblichen Informationssystems
(siehe auch Kapitel 3.3.5). Diese Form der Integration ist nicht Gegenstand der Arbeit.
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Kapitel 4.1 behandelt. Fu¨r das Erreichen der Ziele stehen verschiedene Integrationskonzepte4
zur Verfu¨gung, die in Kapitel 4.2 diskutiert werden.
Im zweiten Teil der Arbeit werden in Kapitel 5.6 die daraus entstehenden Anforderungen an die
Komponenten des Frameworks moccabox abgeleitet, die eine ausreichende Unterstu¨tzung des
Entwicklers bei der Verfolgung der Integrationsziele gewa¨hrleisten sollen. Denn anders als in
[Robr05, 142ff] dargestellt, wird hier nicht davon ausgegangen, dass bereits der Einsatz selbst
eines Frameworks einen hohen Integrationsgrad garantiert.
4.1 Integrationsziele
Integration ist eines mehrerer Formalziele bei der Automatisierung der Vorgangsdurchfu¨hrung
(siehe Kapitel 3.1), das wiederum in verschiedene Einzelziele (Integrationsziele) unterteilt wer-
den kann. Diese betreffen Struktur- und Verhaltenseigenschaften von Anwendungssystemen
[FeSi06, 226]. In Tabelle 4.1 sind die Einzelziele und die Merkmale, auf die sie Bezug nehmen,
dargestellt.
Merkmalsgruppe Ziel: Einhaltung einer vorgegebe-nen Auspra¨gung des Merkmals ...
Struktur Redundanz Datenredundanz
Funktionsredundanz
Verknu¨pfung Kommunikationsstruktur
Verhalten Konsistenz Semantische Integrita¨t
Operationale Integrita¨t
Zielorientierung Vorgangssteuerung
Aufgabentra¨gerunabha¨ngigkeit Unabha¨ngigkeit
vom Aufgabentra¨ger
Tabelle 4.1: Merkmale integrierter Anwendungssysteme [FeSi06, 227]
Die Einzelziele ko¨nnen folgendermaßen charakterisiert werden (siehe [Fers92, 13f] und [FeSi06,
226ff]):
Redundanz Das Merkmal Redundanz spiegelt wider, inwiefern Systemfunktionen doppelt oder
mehrfach vorhandenen Systemkomponenten zugeordnet sind und inwiefern Auspra¨gun-
gen der Systemkomponenten entfernt werden ko¨nnten, ohne dass die Funktionsfa¨higkeit
4Eine ausfu¨hrliche Betrachtung verschiedener Integrationskonzepte anhand eines umfangreichen Kriterienkata-
loges ﬁndet sich bei [MeHo92].
INTEGRATION BETRIEBLICHER ANWENDUNGSSYSTEME 53
der Systemfunktion eine Beeintra¨chtigung erfahren wu¨rde. Je nachdem, ob es sich um
redundante Datenobjekttypen bzw. Datenattribute oder um redundante Lo¨sungsverfahren
in Form von gleichen Aktionen handelt, wird von Datenredundanz respektive Funkti-
onsredundanz. Nicht immer ist die Vermeidung von Redundanz oberstes Ziel, sondern
vielmehr ihre Optimierung.
Verknu¨pfung Das Merkmal Verknu¨pfung bestimmt Art und Anzahl der Kommunikations-
kana¨le zwischen den Systemkomponenten. In objektorientierten Anwendungssystemen
existieren diese Kana¨le zwischen Objekten. Ein eigensta¨ndiges Kommunikationssystem,
das die Kommunikationskana¨le kontrolliert, ist Gegenstand des Integrationsziels Ver-
knu¨pfung. Aufgabe dieses Kommunikationssystems ist die U¨bertragung der Nachrichten
zwischen den einzelnen Systemkomponenten und die Versorgung der Komponenten mit
Informationen u¨ber die zu Grunde liegende Kommunikationsstruktur. Damit die Auswir-
kungen von A¨nderungen der Komponenten auf das Gesamtsystem kontrollierbar bleiben,
sind die Kommunikationsbeziehungen zu minimieren.
Konsistenz Das Merkmal der Konsistenz bzw. Integrita¨t beschreibt die zula¨ssigen korrekten
Zusta¨nde des Systems bezogen auf den modellierten Ausschnitt der realen Welt. Es wer-
den semantische Integrita¨t und operationale Integrita¨t unterschieden. Die semantische
Integrita¨t beschreibt die gu¨ltigen Zusta¨nde und Zustandsu¨berga¨nge der Aufgabenobjekte
eines Anwendungssystems. Erlaubt ein System parallele Zustandsu¨berga¨nge (Transak-
tionen) stellt die operationale Integrita¨t Bedingungen fu¨r konsistente Systemzusta¨nde vor
und nach Zustandsu¨berga¨ngen auf. Zusa¨tzlich kann noch die Vermeidung von A¨nderun-
gen durch nicht autorisierte Personen (Datenschutz) zum Ziel der Integrita¨t geza¨hlt wer-
den [ScSt83, 275]. Bei semantischen Integrita¨tsbedingungen kann zwischen statischen
und dynamischen Integrita¨tsbedingungen unterschieden werden. Je nachdem, ob sich die
Bedingung auf genau einen Zustand des Systems oder mehrere bezieht [KeEi99, 133].
Zielorientierung Die Aufgabenzerlegung eines Anwendungssystems erfolgt nach dem top-
down-Ansatz. Folglich liegt dem Anwendungssystem eine Gesamtaufgabe zu Grunde,
bei deren sukzessiver Zerlegung die Aufgabenobjekte und Aufgabenziele zerlegt werden.
Zur Koordination der erzeugten Teilaufgaben wird eine Vorgangssteuerung beno¨tigt, die
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eine Zielausrichtung aller Komponenten und Teilsysteme im Hinblick auf u¨bergeordnete
Ziele vornimmt.
Aufgabentra¨gerunabha¨ngigkeit Aufgabentra¨ger eines Anwendungssystems ist ein Rechner-
verbund. Dieser kann Komponenten verschiedenen Typs und verschiedener Hersteller
enthalten. Ziel der Unabha¨ngigkeit vom Aufgabentra¨ger ist die Portierbarkeit des An-
wendungssystems zwischen verschiedenen Rechnersystemen und -generationen5.
4.2 Integrationskonzepte
Es existieren verschiedene Integrationskonzepte, die zur Erreichung der vorgenannten Integra-
tionsziele bei der Entwicklung betrieblicher Anwendungssysteme eingesetzt werden ko¨nnen.
Sie stellen damit Lo¨sungsverfahren zur Erreichung des Formalziels Integration dar. Der Zieler-
reichungsgrad ist bei den jeweiligen Konzepten unterschiedlich ausgepra¨gt. Wa¨hrend sich die
Funktionsintegration hauptsa¨chlich an der Integration von Aufgabenzielen bzw. Lo¨sungsver-
fahren und deren Verknu¨pfung orientiert, stellt die Datenintegration die Integration der Auf-
gabenobjekte in den Mittelpunkt. Die Objektintegration bezieht sich auf beide vorgenannten
Integrationsbereiche. Im Folgenden werden die genannten Konzepte sowie deren Grad der
Zielerreichung einzeln vorgestellt6.
4.2.1 Funktionsintegration
Es werden die aufgabentra¨gerorientierte und die datenﬂussorientierte Funktionsintegration (vgl.
[FeSi06, 230-232]) unterschieden. Die aufgabentra¨gerorientierte Funktionsintegration ist
auf teilautomatisierte Aufgaben ausgerichtet, bei denen der personelle Anteil einer Aufgabe von
einer Person durchgefu¨hrt wird, die mit dem Anwendungssystem u¨ber ein Mensch-Computer-
Interface (MCI) kommuniziert. Bei diesem Integrationskonzept ko¨nnen keine Aussagen u¨ber
die Erreichung der Integrationsziele gemacht werden. Im Gegensatz dazu wird bei der da-
tenﬂussorientierten Funktionsintegration zumindest das Integrationsziel Kommunikations-
struktur verfolgt, da das Anwendungssystem als Netz ﬂussorientierter Aufgaben betrachtet
wird. In der fru¨hesten und einfachsten Form wurde die Kommunikation durch transportierba-
5Siehe hierzu auch das Qualita¨tsmerkmal U¨bertragbarkeit in Kapitel 3.4.
6Eine Repra¨sentation der Integrationskonzepte als Entwurfsmuster ﬁndet sich in [HoWo03].
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re Datentra¨ger erreicht, spa¨ter wurden diese gro¨ßtenteils durch Kommunikationsnetze ersetzt.
Durch die multiple Speicherung der Anwendungsdaten in den jeweiligen Anwendungssystemen
wird das Ziel der Vermeidung von Redundanz nicht nur nicht erreicht, sondern diesem sogar
entgegengewirkt.
4.2.2 Datenintegration
Die Datenintegration (vgl. [FeSi06, 233-235]) stellt die Verfolgung der Ziele Datenredundanz
und Integrita¨t in den Vordergrund, die beim Konzept der datenﬂussorientierten Funktionsin-
tegration vernachla¨ssigt wurden. Der Datenintegration liegt das Paradigma des Zustandsraum-
modells zu Grunde. In einer erweiterten Fassung wird die Datenstruktur des Zustandsraumes
vom konzeptuellen Datenschema eines Datenbanksystems repra¨sentiert, auf der eine Menge
von Funktionen operieren. Jede Funktion nimmt eine so genannte externe Sicht (View) auf eine
Teilmenge des konzeptuellen Datenschemas ein, wie in Abbildung 4.1 dargestellt7. Die Speziﬁ-
kation eines datenintegrierten Anwendungssystems umfasst die Speziﬁkation des konzeptuellen
Datenschemas und die Speziﬁkation entsprechender Funktionen einschließlich deren externer
Sichten.
Abbildung 4.1: Beispiel eines datenintegrierten Anwendungssystems [FeSi06, 234]
Die Integration der Aufgaben wird u¨ber die Aufgabenobjekte realisiert. Dort, wo sich Views
auf das konzeptuelle Datenschema u¨berlappen enstehen zwischen den Aufgaben Kommunika-
tionskana¨le, u¨ber die Informationen ausgetauscht werden ko¨nnen.
Die Datenredundanz wird mit Methoden der Datenmodellierung kontrolliert. Dabei wird se-
mantische Integrita¨t durch die Formulierung semantischer Integrita¨tsbedingungen u¨berwacht.
Das eingesetzte Datenbankverwaltungssystem (DBVS) kontrolliert die operationale Integrita¨t
durch seine Transaktionsverwaltung. Weitere Merkmale wie die Kommunikationsstruktur und
die Vorgangssteuerung werden nicht verfolgt.
7Siehe hierzu das ANSI/SPARC Schichtenmodell [ANSI75].
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4.2.3 Objektintegration
Das Konzept der Objektintegration wird im Folgenden anhand der Fachspeziﬁkationen der
SOM-Methodik erla¨utert (vgl. [FeSi06, 235-237]). Das Anwendungssystem wird in Form ei-
nes konzeptuellen Objektschemas (KOS) und eines Vorgangsobjektschemas (VOS) speziﬁziert.
Konzeptuelle und Vorgangsobjekte stellen Aufgabenobjekte bzw. Lo¨sungsverfahren des An-
wendungssystems dar und sind jeweils untereinander lose gekoppelt. Entsprechend sind die Vor-
gangsobjekte mit den konzeptuellen Objekten gekoppelt. Jeder Vorgangsobjekttyp entspricht
einer Teilaufgabe, die aus der Zerlegung der Gesamtaufgabe hervorgegangen ist. Die Beziehun-
gen der Vorgangsobjekttypen untereinander entsprechen der Zerlegungsstruktur der Gesamt-
aufgabe, wodurch das Merkmal der Vorgangssteuerung eine globale Zielerreichung unterstu¨tzt.
Die Vorgangssteuerung erfolgt derart, dass die konzeptuellen Objekte die Aktionen eines Vor-
gangs realisieren, wa¨hrend die Aktionensteuerung vom Vorgangsobjekt u¨bernommen wird. Die
Objekte kommunizieren wie in Abbildung 4.2 dargestellt per Nachrichtenaustausch u¨ber ein
globales Kommunikationssystem. Zur Beschreibung des Austausches von Diensten zwischen
lose gekoppelten, autonomen Komponenten dient das Client/Server-Modell8 [Raue96, 45]. Der
Client fordert durch eine Nachricht beim Server einen Dienst an. Fu¨r die Komposition lose
gekoppelter Komponenten ist wichtig, dass alle Server, die den gleichen Dienst anbieten (z.B.
Durchfu¨hrung eines Vorgangs), u¨ber eine standardisierte Schnittstelle verfu¨gen. Zudem muss
die Zusammensetzung der Komponenten so speziﬁziert werden, dass sie zu einem sinnvollen,
komponentenu¨bergreifenden Verhalten fu¨hrt (vgl. [BiRi89]).
Abbildung 4.2: Beispiel eines objektintegrierten Anwendungssystems [FeSi06, 236]
Die Merkmale Datenredundanz sowie Integrita¨t werden durch die Modellierung des KOS ver-
folgt, das in der Datensicht weitgehend einem konzeptuellen Datenschema entspricht. Die se-
8Zum Client-Server-Modell siehe u.a. [Orf+97].
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mantische Integrita¨t wird beim Konzept der Objektintegration durch die nachrichtenbasierte
Kommunikation sichergestellt. Ein konzeptuelles Objekt kann bei einer Zustandsa¨nderung nur
u¨berwachen, ob die lokale Integrita¨t gewahrt ist. Erstreckt sich aber eine Integrita¨tsbedingung
u¨ber zwei konzeptuelle Objekte, wird dieses weitere benachrichtigt. Verletzt die A¨nderung des
ersten die globale Integrita¨t, so fu¨hrt das zweite konzeptuelle Objekt eine Zustandsa¨nderung aus,
um diese wiederherzustellen. Alternativ wird die Zustandsa¨nderung des ersten konzeptuellen
Objektes wieder ru¨ckga¨ngig gemacht.
Das Merkmal der Funktionsredundanz wird durch Generalisierung allgemeiner Lo¨sungsverfah-
ren kontrolliert, die durch Vererbung auf spezielle Lo¨sungsverfahren genutzt werden. Die Kom-
munikationsstruktur im Anwendungssystem wird durch ein eigenes Kommunikationssystem
kontrolliert, das fu¨r die Kommunikation der konzeptuellen Objekte und Vorgangsobjekte un-
tereinander sowie der Vorgangsobjekte mit den konzeptuellen Objekten verwendet wird. Durch
die Verwendung des Kommunikationssystems sind die Beziehungen der Objekte zueinander
transparent und ko¨nnen u¨berwacht werden. Bezu¨glich der geforderten Unabha¨ngigkeit vom
Aufgabentra¨ger lassen sich standardisierte Plattformen fu¨r die Entwicklung eines objektori-
entierten und objektintegrierten Anwendungssystems verwenden, die diese ermo¨glichen.
Damit konnte gezeigt werden, dass das Konzept der Objektintegration die Unterstu¨tzung al-
ler geforderten Integrationsziele ermo¨glicht. Ein objektorientiertes Software-Framework muss
demzufolge Komponenten bieten, die die durchga¨ngige Verfolgung der Objektintegration bei
der Entwicklung betrieblicher Anwendungssysteme unterstu¨tzen. Die entsprechenden Unter-
stu¨tzungspotenziale durch ein geeignetes Framework werden in Kapitel 5.6 beschrieben.
Teil II
Gescha¨ftsprozessmodellgetriebene
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5 Gescha¨ftsprozesse als Treiber der
Anwendungsentwicklung
Der software-technischen Realisierung eines Anwendungssystems geht dessen fachliche Ab-
leitung im Rahmen der Anforderungsanalyse und -deﬁnition voraus. Ergebnis dieser Phase ist
ein fachliches Modell, das die zu realisierende Nutzermaschine speziﬁziert. Der Komplexita¨ts-
abstand der Komponenten der gewa¨hlten Basismaschine bestimmt sich aus der Na¨he zu den
Fachkonzepten des verwendeten fachlichen Modells.
Die Abgrenzung des Anwendungssystems erfolgt auf Aufgabenebene des Informationssystems.
Die fachliche Abgrenzung und die anschließende technische Realisierung erfolgen in der Praxis
ha¨uﬁg nach funktionsorientierten Kriterien, also der Einteilung der Organisation in Funkti-
onsbereiche (z.B. Beschaffungs- oder Produktionsbereich). Gleichzeitig nahm und nimmt der
Druck auf Unternehmen zu, ihre Gescha¨ftsprozesse anzupassen [FeSi06, 210], unabha¨ngig von
Funktionsbereichen. In Theorie und Praxis der organisatorischen Gestaltung von Unterneh-
men hat sich der Einsatz des Paradigma der Gescha¨ftsprozessorientierung weitgehend durch-
gesetzt (vgl. [MaSc97, 4]). Das Informationssystem der Organisation besteht aus den wech-
selseitig voneinander abha¨ngigen Teilsystemen Aufgabenstruktur, Aufbauorganisation und An-
wendungssysteme. Fu¨r eine abgestimmte, evolutiona¨re Weiterentwicklung der drei Teilsysteme
sind Struktura¨hnlichkeiten und -analogien zwischen ihnen Voraussetzung [Sinz99, 20]. Fu¨r die
Systementwicklung bedeutet das, die Struktur von Anwendungssystemen korrespondierend zur
Aufgabenstruktur der Organisation auszurichten. In der Arbeit wird von der Ausrichtung der
Struktur an den Gescha¨ftsprozessen der Organisation ausgegangen.
Dieses Kapitel fu¨hrt in Kapitel 5.1 in das der Arbeit zu Grunde liegende Versta¨ndnis von
Gescha¨ftsprozessen und in Kapitel 5.2 allgemein in deren Modellierung ein. In Kapitel 5.3
werden die Fachkonzepte des Semantischen Objektmodells (SOM) vorgestellt. SOM ist eine
spezielle gescha¨ftsprozess- und objektorientierte Methodik fu¨r die Modellierung betrieblicher
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Informationssysteme und Ableitung der Fachspeziﬁkation korrespondierender Anwendungs-
systeme. Modelle sind bei der software-technischen Realisierung von Anwendungssystemen
immer ha¨uﬁger eine treibende Kraft. In Kapitel 5.4 wird mit der architekturzentrierten modell-
getriebenen Software-Entwicklung (MDSD) ein Ansatz vorgestellt, durch den Modell und Sy-
stemplattform u¨ber (automatisierte) Transformationen miteinander verbunden werden ko¨nnen.
Erkenntnisse daraus werden auf die gescha¨ftsprozessbasierten SOM-Modelle u¨bertragen. Bei
der Abbildung der Nutzermaschine durch ein Programm sind bei der Entwicklung Integrations-
ziele (siehe Kapitel 4.1) zu beachten. Kapitel 5.6 leitet daraus Anforderungen an Komponenten
einer geeigneten Basismaschine ab.
5.1 Gescha¨ftsprozesse
Der Begriff des Gescha¨ftsprozesses wird in der Literatur nicht einheitlich verwendet1. Die
vorliegende Arbeit bezieht sich auf die in [FeSi95a, 214] gegebene Deﬁnition, der die Er-
stellung betrieblicher Leistung durch Gescha¨ftsprozesse zu Grunde liegt. Danach erstellt ein
Gescha¨ftsprozess (engl. business process) eine oder mehrere betriebliche Leistungen2, die er an
die ihn beauftragenden Gescha¨ftsprozesse u¨bergibt. Er kann seinerseits weitere Gescha¨ftspro-
zesse mit der Lieferung von Leistung beauftragen. Ein Gescha¨ftsprozess setzt sich zusammen
aus zueinander in Beziehung stehenden Aufgaben [HaCh94, 35f]. Die Koordination zwischen
den Gescha¨ftsprozessen erfolgt dabei nach dem Client/Server-Prinzip. Die Lieferung einer
bestimmten Leistung wird durch einen Client-Gescha¨ftsprozess beauftragt und durch einen
korrespondierenden Server-Gescha¨ftsprozess erbracht.
Abbildung 5.1: Gescha¨ftsprozess [FeSi95a, 214]
Ein Gescha¨ftsprozess umfasst also (a) die Erstellung und Lieferung von Leistung, (b) die Ko-
ordination der betrieblichen Objekte, die an der Erstellung und Lieferung der Leistung beteiligt
sind sowie (c) eine Reihe von Vorga¨ngen, die bei seiner Durchfu¨hrung ausgefu¨hrt werden
1Einen U¨berblick geben u.a. [BeSc] und [Tinn95].
2Leistung schließt hier auch Produkte, Gu¨ter und Zahlungen mit ein [FeSi96a, 9].
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[FeSi93, 9f].
5.2 Gescha¨ftsprozessmodellierung
Die zweckorientierte Abbildung eines abgegrenzten Ausschnitts eines betrieblichen Systems
(Diskurswelt)3 und seiner relevanten Umgebung in ein formales oder semi-formales Modellsy-
stem wird als Modellierung betrieblicher Systeme4 bezeichnet [Fer+96b, 26]. Die Modellbil-
dung in zwei Stufen ist in Abbildung 5.2 dargestellt. Der Komplexita¨tsabstand zwischen Dis-
kurswelt und fachlichem Modell des Anwendungssystems wird entscheidend verringert durch
das zweistuﬁge Vorgehen. Fu¨r die Modellierung der Diskurswelt und anschließende Modellie-
rung der fachlichen Anforderungen an das Anwendungssystem wird in der vorliegenden Arbeit
ein gescha¨ftsprozessorientiertes Vorgehen gewa¨hlt.
Abbildung 5.2: Zweistuﬁges Vorgehen bei der Anforderungsspeziﬁkation des Anwendungssy-
stems [Popp94, 4]
Das so abgeleitete fachliche Modell wird durch eine Nutzermaschine speziﬁziert, die im Zuge
der Systementwicklung auf eine geeignete Basismaschine abzubilden ist. Dieser Zusammen-
hang ist in Abbildung 5.3 dargestellt.
Wa¨hrend in den 1970er und 1980er Jahren bei der Modellierung betrieblicher Anwendungssy-
steme noch die Datenmodellierung (siehe [Chen76]) sowie die Funktionsmodellierung (siehe
[DeMa79], [YoCo79]) vorherrschten, wurden seit Beginn der 1990er Jahre vermehrt objekt-
orientierte Ansa¨tze (siehe [CoYo91], [ShMe92], [Jac+92], [Rum+91], [Booc94]) sowohl fu¨r
die fachliche als auch fu¨r die software-technische Modellierung eingesetzt5. RUMBAUGH sieht
einen der gro¨ßten Nutzen der objektorientierten Modellierung in der modellgestu¨tzten Abbil-
3Die Modellierung eines ganzen Unternehmens wird auch als enterprise modeling bezeichnet (vgl. u. a.
[Rumb93]).
4Zum Thema Modellbildung siehe [Hamm99] und auch [Schm01].
5Eine Diskussion der verschiedenen Ansa¨tze ﬁndet sich u. a. in [Jaco93], [Popp94], [Sinz96], [Stei97].
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Abbildung 5.3: Zweistuﬁges Vorgehen bei der Anforderungsspeziﬁkation des Anwendungssy-
stems und anschließende software-technische Abbildung (nach [Popp94, 4])
dung der gesamten Unternehmung6 (enterprise modeling), durch die eine komplexe soziale
Organisation (Unternehmung) mittels Modellbildung verstanden werden kann [Rumb93, 18].
Aus einer Kombination verschiedener objektorientierter Ansa¨tze (OMT, OOSE, Booch) ging
schließlich die Uniﬁed Modeling Language (UML) hervor, die gegenwa¨rtig in der Version 2.0
vorliegt [UML04] und eine Notationssprache fu¨r objektorientierte Software-Systeme darstellt.
Im Allgemeinen sind diese Ansa¨tze auf die Modellierung software-technischer Anforderungen
und Konzepte des betrieblichen Anwendungssystems beschra¨nkt.
Gescha¨ftsprozessorientierte Modellierungsansa¨tze stellen den U¨bergang von einer statischen
und strukturorientierten hin zu einer dynamischen und verhaltensorientierten Betrachtung der
Unternehmung dar [FeSi93]. Die Unternehmung ist ein System aus miteinander verbunde-
nen Gescha¨ftsprozessen [PiFr95, 14]. Die Gescha¨ftsprozessmodellierung bildet die realen
Gescha¨ftsprozesse der Diskurswelt auf ein entsprechendes Modellsystem ab7. Durch die an-
schließende Abbildung des Gescha¨ftsprozessmodells auf die fachliche Speziﬁkation des An-
wendungssystems werden die Gescha¨ftsprozesse zum Bindeglied zwischen Unternehmensstra-
tegie und Systementwicklung [Gada01, 30]. Eine essentielle Anforderung fu¨r spa¨tere Anpas-
sungen an das gea¨nderte Gescha¨ftsumfeld, wie eingangs bereits erwa¨hnt. Prominente Vertreter
der gescha¨ftsprozessorientierten Modellierung8 sind ARIS [Sche98] und SOM [FeSi06]. In den
6Das Unterfangen einer software-technischen ”Gesamtkarte“ des Unternehmens wird in der Literatur sehr
skeptisch betrachtet (vgl. u. a. [CoDa94]).
7Die Abgrenzung und Speziﬁkation von Gescha¨ftsprozessen selbst ist eine komplexe und viel disktutierte
Aufgabe. Fu¨r eine Diskussion wird u. a. auf [MaSc97] verwiesen.
8Ein Vergleich verschiedener gescha¨ftsprozessorientierter Modellierungsansa¨tze ﬁndet sich u.a. bei [Raue96],
[Sinz96], [FeSi06].
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letzten Jahren sind auch Modelle basierend auf UML weiterentwickelt worden9. Aus der objek-
torientierten Software-Entwicklung kommend, sollen diese eine Bru¨cke schlagen zwischen der
software-technischen und der betrieblichen Sicht auf ein Anwendungssystem [LoWe05, 300].
Eine solche Methodik wird in [Oes+03] und [Oest05] beschrieben. Es handelt sich dabei aber
um ein bottom-up-Vorgehen, das software-technische Anforderungen und Konzepte zu Grunde
legt. Das UML-basierte Vorgehen bietet zwar den Vorteil, dass die UML formal fundiert ist
und eine einheitliche Beschreibungssprache durchgehend vom Gescha¨ftsprozessmodell zum
System-Design-Modell genutzt wird [LoWe05, 300]. Doch auch wenn die in [Oes+03] vor-
gestellte objektorientierte Gescha¨ftsprozessmodellierung einige A¨hnlichkeiten zum Vorgehen
speziﬁscher gescha¨ftsprozessorientierter Modellierungsmethoden aufweist (siehe [Oest05, 28]),
fehlen der UML die Konzepte zur direkten Ableitung der Anforderungen aus Struktur und
Verhalten des betrieblichen Systems, wie sie die im Folgenden vorgestellte SOM-Methodik
aufweist.
5.3 Die SOM-Methodik
Die SOM-Methodik10 (Semantisches Objektmodell) ist ein umfassender gescha¨ftsprozess- und
objektorientierter Ansatz zur Modellierung betrieblicher Systeme und zur fachlichen Speziﬁka-
tion von Anwendungssystemen. Seine Fachkonzepte dienen als Ausgangspunkt fu¨r den Entwurf
der Architektur des zu entwickelnden Frameworks. Ein betriebliches System wird in SOM als
offenes, zielgerichtetes und sozio-technisches System betrachtet [FeSi97, 3] (vgl. auch [Stae90,
581]). SOM weist durch seine ganzheitliche Betrachtung eine besondere Durchga¨ngigkeit auf
[Ohle98, 89] und stellt den Zusammenhang zwischen Unternehmenszielen, Gescha¨ftsprozessen
und Anwendungssystem her [Stei97, 170]. Zudem ist die Methodik durchgehend objektori-
entiert und bietet daher sehr gute Voraussetzungen fu¨r die Ableitung eines objektorientierten
9Eine formale Speziﬁkation von Gescha¨ftsprozessen mittels Diagrammen mit Fokus auf den Bereich der Produk-
tion ﬁndet sich in [Krei04].
10Fu¨r eine ausfu¨hrliche Betrachtung der SOM-Methodik sei hier auf die entsprechende Literatur von FERSTL &
SINZ verwiesen, z.B. [FeSi94b], [FeSi94a], [FeSi95b], [FeSi96b], [FeSi06]. Eine Vergleichende Einordnung
zu anderen Modellierungsansa¨tzen ﬁndet sich u. a. in [Ohle98, 66-89] und [Cru¨s98, 10-36].
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Software-Systems11. Sie stellt die fachliche Grundlage der Arbeit dar und wird im folgenden
vorgestellt12.
Unternehmensarchitektur
Das Architekturmodell des SOM-Ansatzes ist die in Abbildung 5.4 dargestellte SOM-Unter-
nehmensarchitektur, deren fu¨nf Modellebenen mit dem Ziel der Entwicklung betrieblicher
Anwendungssysteme durchlaufen werden. Die Phasen des Lo¨sungsverfahrens der Systement-
wicklungsaufgabe korrespondieren mit den Modellebenen: Phase Anforderungsanalyse und
-deﬁnition fu¨r Ebene 1 bis 3, Phase Software-Design fu¨r Ebene 4 und Phase Realisierung fu¨r
Ebene 5.
Abbildung 5.4: Unternehmensarchitektur der SOM-Methodik (nach [Mali97, 6])
1. Unternehmensplan (Modellebene 1)
Der Unternehmensplan ist ein Modell der Außensicht eines betrieblichen Systems und das
Ergebnis der strategischen Unternehmensplanung einer Organisation. Es liegt die Meta-
pher einer Sicht auf die globale Unternehmensaufgabe zu Grunde. Der Unternehmensplan
11Im Gegensatz zu ARIS [Sche98], bei dem es sich nicht um einen durchgehend objektorientierten Ansatz
handelt. ARIS kann lediglich als kombinierter Ansatz bezeichnet werden, da Daten und Operationen explizit
getrennt betrachtet werden [Cru¨s98, 15ff]. Er stu¨tzt sich dabei auf die Einteilung objektorientierter Analyse-
und Entwurfsansa¨tze in [MoPu92].
12Eine Erweiterung der SOM-Methodik um eine UML-basierte Notation, die u¨ber ein Meta-Modell die Konzepte
beider Ansa¨tze verknu¨pft, ist Gegenstand der Forschung, aber nicht Teil der vorliegenden Arbeit. Ziele und Ar-
chitektur einer werkzeug-basierten Entwicklung mit SOM werden in [Fer+94] beschrieben. Die Beschreibung
eines CASE-Tools ﬁndet sich bei [Mali97].
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legt die Sach- und Formalziele der Unternehmung, Strategien zu deren Umsetzung sowie
die Wertscho¨pfungsketten der Diskurswelt fest [FeSi06, 186]. Erstellung und Modellie-
rung des Unternehmensplans werden dieser Arbeit nicht na¨her betrachtet (vgl. hierzu
beispielsweise [StSc00]).
2. Gescha¨ftsprozessmodelle (Modellebene 2)
Das Gescha¨ftsprozessmodell speziﬁziert die Innensicht des betrieblichen Systems und
beschreibt die Lo¨sungsverfahren fu¨r die Realisierung des Unternehmensplans [FeSi06,
186]. Gescha¨ftsprozesse, die ihre Leistung direkt an die Umwelt abgeben werden als
Hauptprozesse bezeichnet. Sie tragen unmittelbar zur Erfu¨llung des Sachziels des Unter-
nehmens bei. Als Service-Prozess werden Gescha¨ftsprozesse bezeichnet, die ihre Lei-
stung gegenu¨ber Hauptprozessen und weiteren Service-Prozessen erbringen. Die Ge-
scha¨ftsprozesse sind miteinander durch Leistungsbeziehungen nach dem Client/Server-
Prinzip verbunden. Durch die SOM-Methodik wird die Modellierung von Struktur- und
Verhaltensmerkmalen der Gescha¨ftsprozesse sowie eine mehrstuﬁge Verfeinerung der
Modelle unterstu¨tzt [Mali97, 6].
3. Fachlicher Entwurf von Anwendungssystemen (Modellebene 3)
Die zur Durchfu¨hrung der auf Modellebene 2 modellierten Gescha¨ftsprozesse beno¨tigten
Ressourcen werden auf der dritten Modellebene speziﬁziert. Neben Anwendungssyste-
men handelt es sich dabei um Personal sowie Maschinen und Anlagen13 [FeSi06, 187].
Die fachliche Speziﬁkation betrieblicher Anwendungssysteme steht im Vordergrund der
Betrachtung14. Die Anwendungssysteme werden als objektorientierte und objektintegrier-
te verteilte Systeme speziﬁziert (siehe unten) und dienen (in Kooperation mit personel-
len Aufgabentra¨gern) der Durchfu¨hrung (teil-) automatisierter informationsverarbeiten-
der Aufgaben betrieblicher Objekte15 [FeSi06, 187].
4. Software-technische Speziﬁkation von Anwendungssystemen
Ausgehend vom fachlichen Entwurf wird die software-technische Speziﬁkation des An-
wendungssystems unter Beachtung eines Software-Architekturmodells abgeleitet. Auf
13Die Aufgabentra¨ger Personal sowie Maschinen und Anlagen werden im Rahmen der Arbeit nicht betrachtet.
14Die rechnergestu¨tzte Ableitung der Rohstruktur der fachlichen Speziﬁkation von Anwendungssystemen aus dem
Gescha¨ftsprozessmodell wird in [Mali97] beschrieben. Siehe auch Kapitel 5.4.
15Methodische Grundlage betrieblicher Objekte ist das Konzept der betrieblichen Aufgabe [FeSi06, 192].
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dem SOM-Ansatz baut das objektorientierte Software-Architekturmodell (siehe auch Ka-
pitel 3.3.4) auf [Ambe93]. Das Ergebnis dieser Phase ist eine anwendungsspeziﬁsche
bzw. fachliche Software-Komponente, die ihrerseits wiederum anwendungsneutrale bzw.
technische Software-Komponenten nutzt [Mali97, 7]. Diese werden auf der na¨chsten
Ebene ebenfalls modelliert.
5. Realisierung von Anwendungssystemen mit Software-Entwicklungsumgebungen
Die fu¨r die Realisierung der fachlichen und technischen Software-Komponenten einge-
setzten Basismaschinen (z.B. Software-Frameworks) werden auf dieser Ebene modelliert.
Die Basismaschinen-Modelle werden mit dem software-technischen Modell des Anwen-
dungssystems kombiniert [Mali97, 7]. Das hier zu entwickelnde Framework stellt eine
solche Basismaschine dar und wird im dritten Teil der Arbeit vorgestellt.
Fu¨r Gescha¨ftsprozessmodelle und Anwendungssystem-Speziﬁkationen sind in SOM Metamo-
delle sowie zugeho¨rige Beziehungs-Metamodelle verfu¨gbar16 [Sinz97, 11]. Metamodelle de-
ﬁnieren die Konstruktionsregeln einer Modellebene, Beziehungs-Metamodelle die paarweise
Beziehung zwischen Modellebenen [Sinz97, 4] und ermo¨glichen dadurch die Integration der
jeweiligen Modelle17. Anhand des zugeho¨rigen Metamodells kann die Konsistenz eines Mo-
dells u¨berpru¨ft werden. Zudem verwendet SOM Strukturmuster [Fer+96b, 11] (siehe auch
[Gam+95]). Im Bereich der Gescha¨ftsprozessmodelle stehen elementare18 und doma¨nenspezi-
ﬁsche Strukturmuster19 sowie hybride Lenkungs-Strukturmuster zur Verfu¨gung [Sinz97, 11].
Bei der Speziﬁkation des Anwendungssystems wird auf Strukturmuster des objektorientierten
Software-Entwurfs zuru¨ckgegriffen (siehe Kapitel 6.6).
Vorgehensmodell
Die Modellbildung in SOM erfolgt anhand des korrespondierenden Vorgehensmodells V-Modell,
das in Abbildung 5.5 dargestellt ist.
Der Ablauf der Modellierung20 erfolgt entlang der drei Ebenen des Vorgehensmodells, die mit
16Zu den Metamodellen und Ableitungsregeln vgl. u. a. [FeSi06].
17Es ko¨nnen zwischen Modell verfeinernde Beziehungen, erga¨nzende Dokumentation und Konstruktionsbezie-
hungen unterschieden werden [Hof+96, 7].
18Bspw. fu¨r das Regelungs- und Verhandlungsprinzip.
19Referenzmodelle wie in [Fer+98] und [Ru¨ff99] beschrieben.
20Ein durchga¨ngiges Beispiel zur SOM-Methodik ﬁndet sich in [FeSi06, 190-221].
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Abbildung 5.5: Vorgehensmodell der SOM-Methodik ([FeSi06, 188])
den Modellebenen der Unternehmensarchitektur korrespondieren (siehe Abbildung 5.4). Auf
jeder der Ebenen wird eine struktur- und eine verhaltensorientierte Sicht21 modelliert. Die
Ergebnisse der Modellierung sind mit dem Ergebnis der korrespondierenden Sicht derselben
Ebene sowie dem derselben Sicht benachbarter Ebenen abzustimmen [FeSi06, 188].
1. Auf der ersten Modellebene der Unternehmensarchitektur wird das betriebliche System
durch Angabe eines Unternehmensplans aus Außensicht beschrieben. Im Vorgehensmo-
dell speziﬁziert ein entsprechendes Objektsystem, das aus strukturorientierter Sicht Dis-
kurswelt und Umwelt sowie ihre zugeho¨rigen Leistungsbeziehungen entha¨lt. Das Verhal-
ten wird auf dieser Ebene durch das Zielsystem beschrieben, das Sach- und Formalziele
deﬁniert sowie die Strategien und Rahmenbedingungen fu¨r deren Umsetzung. Die Mo-
dellierung auf dieser Ebene erfolgt informal und ist vom Versta¨ndnis des Modellierers
abha¨ngig [Mali97, 16].
2. Die zweite Modellebene der Unternehmensarchitektur beschreibt mit dem Gescha¨ftspro-
zessmodell die Innensicht des betrieblichen Systems. Im Vorgehensmodell wird auf der
zweiten Ebene die Struktur des Gescha¨ftsprozessmodells durch das Interaktionssche-
ma (IAS) repra¨sentiert, dessen Verhalten durch das Vorgangs-Ereignis-Schema (VES)
(ausfu¨hrlich in [FeSi06]). Aus dem informal beschriebenen Modell der ersten Ebene wird
auf dieser Ebene eine semi-formale Darstellung abgeleitet [Mali97, 17], die dem SOM-
Metamodell fu¨r Gescha¨ftsprozessmodelle genu¨gt (vgl. [Sinz97] und [FeSi06, 203]).
21Zu Struktur- und Verhaltenssicht auf ein Modellsystem siehe auch [Hof+96, 7f].
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3. Die Ressourcen zur Durchfu¨hrung der Gescha¨ftsprozesse werden auf der dritten Modelle-
bene beschrieben. Dazu za¨hlen Personal, Maschinen und Anlagen22 sowie Anwendungs-
systeme. Zur Automatisierung von Ausschnitten des Gescha¨ftsprozessmodells werden
Anwendungssysteme auf dritter Ebene des Vorgehensmodells aus fachlicher Sicht anhand
der Entwurfsmetaphern konzeptuelle Objekte, Vorgangsobjekte und Interface Objekte
speziﬁziert23. Die strukturorientierten Komponenten werden durch ein konzeptuelles
Objektschema (KOS) repra¨sentiert, welches konzeptuelle Objekttypen (KOT) entha¨lt.
Das Verhalten und Zusammenwirken der KOT wird durch Vorgangsobjekttypen (VOT)
beschrieben, die in einem so genannten Vorgangsobjektschema (VOS) zusammenge-
fasst sind (siehe Kapitel 5.3.2). Die Benutzungsschnittstelle fu¨r die Kommunikation mit
personellen wie maschinellen Aufgabentra¨gern wird durch Interface Objekttypen (IOT)
in einem Interface Objektschema (IOS) abgebildet.
Die Freiheitsgrade hinsichtlich der Gestaltung der korrespondierenden Sichten einer Modelle-
bene nehmen von oben nach unten ab und werden durch die Absta¨nde zwischen den beiden
Schenkeln des V-Modells symbolisiert (siehe Abbildung 5.5) [FeSi06, 188]. Das Prinzip der
Objektorientierung sieht die Kapselung von Struktur- und Verhalten eines Objektes vor (sie-
he Kapitel 6.3). Daher wa¨chst mit zunehmendem Detaillierungsgrad der Modellierung von
Struktur- und Verhaltenssicht die Notwendigkeit der Abstimmung zwischen beiden, um eine
objektorientierte Speziﬁkation von Anwendungssystemen ableiten zu ko¨nnen [Mali97, 16].
5.3.1 Architektur des Informationssystems
Die Informationssystem-Architektur des SOM-Konzepts unterscheidet drei Modellebenen eines
verteilten Informationssystems [Sinz97, 16f]:
1. Ein betriebliches System wird auf der ersten Modellebene als verteiltes System von ko-
operierenden Gescha¨ftsprozessen speziﬁziert, welches sowohl den Lenkungsanteil als
auch des Leistungsanteil der Gescha¨ftsprozesse abbildet. Diese Modellebene ist damit
Bindeglied zur Leistungserstellung des betrieblichen Systems.
22Wie bereits erwa¨hnt, werden Personal sowie Maschinen und Anlagen hier nicht weiter betrachtet.
23Eine a¨hnliche Kategorisierung in entity objects, interface objects und control objects wird in [Jaco93] vorge-
schlagen. Als weitere mo¨gliche Entwurfsmetapher ist zum Beispiel die WAM-Methode zu nennen, die eine
Kategorisierung des Anwendungsbereichs nach Werkzeug, Automat und Material verwendet (vgl. [Zu¨ll98]).
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2. Modellebene zwei speziﬁziert verteilte Anwendungssysteme als maschinelle Aufgaben-
tra¨ger fu¨r die automatisierten Aufgaben der Gescha¨ftsprozesse in Form einer Fachkonzept-
und einer Software-Konzept-Speziﬁkation. Bei der Verknu¨pfung der ersten und dieser
Ebene werden einzelnen Komponenten des Gescha¨ftsprozessmodells korrespondierende
Komponenten der Anwendungssysteme zugeordnet. Die Anpassbarkeit der Informations-
system-Architektur wird verbessert, indem isomorphe Beziehungen der Strukturen beider
Ebenen geschaffen werden.
3. Auf unterster Ebene werden anwendungsneutrale Plattformen als virtuelle Maschinen fu¨r
die Realisierung der verteilten Anwendungssysteme speziﬁziert.
5.3.2 Fachliche Speziﬁkation von Anwendungssystemen
Die Aufgaben von Gescha¨ftsprozessen werden von Aufgabentra¨gern durchgefu¨hrt und ko¨nnen
nach ihrer Automatisierbarkeit bzw. ihrem Automatisierungsgrad klassiﬁziert werden. Betrieb-
liche Anwendungssysteme stellen dabei maschinelle Aufgabentra¨ger fu¨r Aufgaben des
Informationssystem-Anteils24 dar, die als automatisierbares und automatisiertes Teilsystem ab-
gegrenzt werden [FeSi06, 208ff].
Die fachliche Speziﬁkation eines Anwendungssystems25 wird in der SOM-Methodik durch
das konzeptuelle Objektschema (KOS) und das darauf operierende Vorgangsobjektschema (VOS)
gebildet (siehe unten). Sie ist Ausgangspunkt fu¨r den systemtechnischen Entwurf sowie fu¨r die
Realisierung des Anwendungssystems. Das Anwendungssystem wird als objektorientiertes und
objektintegriertes verteiltes System verstanden [FeSi06, 211f].
• Objektorientiertes System:
Das Anwendungssystem wird durch ein konzeptuelles Objektschema (KOS) und ein Vor-
gangsobjektschema (VOS) in durchga¨ngig objektorientierter Form speziﬁziert (siehe auch
das folgende Kapitel 6.3).
• Verteiltes System:
Das Anwendungssystem ist ein integriertes System, bestehend aus mehreren autonomen
24Der Basissystem-Anteil bleibt im Folgenden unberu¨cksichtigt (vgl. [FeSi06, 208]).
25Das Metamodell fu¨r die Speziﬁkation von Anwendungssystemen ﬁndet sich u. a. in [FeSi06, 221].
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Komponenten, die in der Verfolgung gemeinsamer Ziele kooperieren. Keine der Kompo-
nenten besitzt die globale Kontrolle u¨ber das System (siehe [FeSi94b]).
• Objektintegriertes System:
Im Gegensatz zur engen Kopplung der Datenintegration, sind die Teil-Anwendungssysteme
eines objektorientierten Anwendungssystems autonom und untereinander lose gekop-
pelt26. Die Konsistenz des Anwendungssystems wird dadurch gewahrt, dass zwischen den
Teil-Anwendungssystemen Nachrichten anhand detaillierter Kommunikationsprotokolle
ausgetauscht werden (siehe hierzu auch Kapitel 4.2.3).
Die Abgrenzung von Anwendungssystemen, also die ”[...] Festlegung seiner Aufgabenmenge
und seiner Aufgabentra¨ger, der Gestaltung der Kommunikation mit seiner Außenwelt und ggf.
der Modellierung seiner Außenwelt“ [Fers92, 5], erfolgt in der SOM-Methodik prozessorien-
tiert [FeSi06, 210]. Im Gegensatz dazu fanden und ﬁnden in der Praxis ha¨uﬁg funktionsori-
entierte Kriterien Anwendung zur Abgrenzung von Anwendungssystemen. In einer Zeit, in
der der Druck auf Unternehmen, ihre Gescha¨ftsprozesse anzupassen, stetig zunimmt, erweisen
sich jedoch nach Funktionsbereichen (z.B. Beschaffungsbereich oder Produktionsbereich) ab-
gegrenzte Anwendungssysteme ha¨uﬁg als Barrieren fu¨r die nachgelagerte software-technische
Umsetzung dieser Anpassungen [FeSi96a]27.
Automatisierung von Gescha¨ftsprozessen durch Anwendungssysteme
Die Systementwicklung ist ganzheitlich als Teilaufgabe der Gestaltungsaufgabe Automatisie-
rung betrieblicher Informationssysteme (vgl. [Fers92, 4]) mit dem Sachziel Vorgangsautoma-
tisierung zu sehen. Der Begriff Automatisierung beschreibt die Zuordnung von Aufgaben zu
Aufgabentra¨gern [FeSi84, 19]. Die Beschreibung des Automatisierungsgrades eines Unter-
nehmens ha¨ngt von der gewa¨hlten Zerlegungsstruktur seiner Aufgaben ab [FeSi06, 51]. Es wird
zwischen Automatisierbarkeit und Automatisierung von Aufgaben und Transaktionen unter-
schieden [FeSi06, 209f]. Vor der eigentlichen Automatisierung muss die entsprechende Auto-
matisierbarkeit u¨berpru¨ft werden. Die Zerlegung erfolgt ausgehend von einer globalen Aufgabe,
26Das Kernprinzip der losen Kopplung beschreiben HOHPE & WOOLF als die Reduktion von Annahmen, die zwei
Parteien (z.B. Komponenten, Applikationen, Dienste, Programme, Nutzer) u¨bereinander treffen mu¨ssen, wenn
sie Informationen austauschen [HoWo03, 10].
27Siehe hierzu auch Kapitel 7.3. Das IBM SanFrancisco Framework war an den Funktionsbereichen und nicht an
den Prozessen der Unternehmung orientiert [Zeid99, 8].
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bei der es sich zumeist um eine teilautomatisierbare Entscheidungsaufgabe28 handelt. Diese
Aufgabe wird solange sukzessive in Teilaufgaben zerlegt, bis jede Teilaufgabe entweder als
automatisierbar oder nicht-automatisierbar gilt. Diesen werden die entsprechenden Aufgaben-
tra¨ger zugeordnet.
Das Konzept der Automatisierung von Aufgaben und Transaktionen dient in SOM ausgehend
vom Interaktionsschema (IAS) und Vorgangs-Ereignis-Schema (VES) zur vollsta¨ndigen Be-
schreibung der Beziehung zwischen einem hinreichend detaillierten Gescha¨ftsprozessmodell
(Aufgabenebene) und zugeho¨rigen Anwendungssystemen (Aufgabentra¨gerebene)
[FeSi06, 211ff].
Die Automatisierung von Aufgaben bezieht sich auf die Automatisierung der Aufgaben-
durchfu¨hrung, die auch als Vorgangsautomatisierung bezeichnet wird. Das Sachziel Vorgangs-
automatisierung umfasst die Automatisierung der Aktionen, die Automatisierung der Vorgangs-
steuerung sowie die Automatisierung der Vorgangsauslo¨sung [Fers92, 9]. Es ko¨nnen automa-
tisierte, teilautomatisierte und nicht automatisierte Aufgaben [FeSi84, 19f] des Informations-
system-Teils von Gescha¨ftsprozessen unterschieden werden. Wa¨hrend erstere vollsta¨ndig von
einem Anwendungssystem durchgefu¨hrt werden, nutzen personelle Aufgabentra¨ger zur Durch-
fu¨hrung teilautomatisierter Aufgaben kooperativ Anwendungssysteme. Wird eine Aufgabe hin-
gegen vollsta¨ndig von einem personellen Aufgabentra¨ger erbracht, so gilt sie als nicht-auto-
matisiert.
Analog ko¨nnen bei der Automatisierung von Transaktionen29 automatisierte und nicht-auto-
matisierte Transaktionen unterschieden werden. Ersteren liegt ein Kommunikationssystem
Mensch-Computer (MCK) bzw. Computer-Computer (CCK) zu Grunde. Nicht-automatisierte
Transaktionen werden durch ein Mensch-Mensch-Kommunikationssysteme (MMK) durchgefu¨hrt
[FeSi06, 208].
Die Darstellung von potentieller Automatisierbarkeit und tatsa¨chlicher Automatisierung kann
geeigneterweise im Interaktionsschema (IAS) des Gescha¨ftsprozessmodells erfolgen (vgl.
[FeSi06, 208f]).
28Es werden Transformationsaufgaben (mit und ohne Speicher) sowie Entscheidungsaufgaben unterschieden
[FeSi84]. Dabei entsprechen die Strukturen der Entscheidungsaufgaben denen der Transformationsaufgabe,
jedoch kommen als Input-Informationen noch Zielgro¨ßen hinzu [FeSi84, 7ff].
29Ebenso gelten die Aussagen zur Automatisierbarkeit von Aufgaben auch fu¨r Transaktionen.
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Konzeptuelles Objektschema (KOS)
Das konzeptuelle Objektschema [FeSi06, 211-217]) eines betrieblichen Anwendungssystems
stellt eine objektorientierte Erweiterung und Modiﬁkation eines konzeptuellen Datenschemas
im Semantischen Entity Relationship Model30 (SERM) dar. Es besteht aus einer Menge
untereinander in Beziehung stehender konzeptueller Objekttypen (KOT). Die Beschreibung
eines konzeptuellen Objekttypen umfasst einen Namen, eine Menge von Attributen, Nachrich-
tendeﬁnitionen und Operatoren. Wa¨hrend die Attributauspra¨gungen den Zustand des konzep-
tuellen Objekts (Instanz) beschreiben, legen die Nachrichtendeﬁnitionen die Arten interpretier-
barer Nachrichten fest. Die Operatoren (Methoden) sind auf den Attributen des Objekttypen
deﬁniert und dienen der Behandlung eingehender Nachrichten.
Objektorientierte Ansa¨tze realisieren Beziehungen zwischen Objekten mit Hilfe so genannter
Objekt-Identiﬁkatoren. Dennoch wird beim KOS die quasi-hierarchische Struktur des SERM
beibehalten [FeSi06, 214]. Dies wird in Abbildung 5.6 am Beispiel einer M:N-Beziehung31
verdeutlicht. In der objektorientierten Darstellung c) wird kein Beziehungsobjekttyp repra¨sen-
tiert (vgl. [Oest98, 52]).
Abbildung 5.6: Relationale und objektorientierte Darstellung einer M:N-Beziehung
Durch die quasi-hierarchische Struktur des KOS werden bidirektionale Beziehungen ausge-
schlossen und Existenzabha¨ngigkeiten zwischen KOTs explizit dargestellt. Mit der Folge einer
besseren Lesbarkeit des konzeptuellen Datenschemas. Wird das konzeptuelle Objektschema
auf ein relationales Datenschema abgebildet, wird der Impedance Mismatch (siehe Kapitel
9.6) verringert. Als weiterer Vorteil kann der geringere Speicherverbrauch und verbesserte
Performance im Vergleich zur Abbildung bidirektionaler Beziehungen zwischen Objekttypen
30Das SERM wurde von SINZ entwickelt und stellt eine ”stark verbesserten Nachfolger des Entity Relationship-
Modells“ [Wint98, 22] von CHEN dar [Chen76]. Fu¨r eine ausfu¨hrliche Beschreibung des SERM wird auf
[Sinz87] und [Sinz92] verwiesen.
31Eine Abteilung kann beliebig viele Mitarbeiter haben und ein Angestellter kann in beliebig vielen Abteilungen
arbeiten. Es kann auch Abteilungen ohne Mitarbeiter geben sowie Angestellte, die in keiner Abteilung arbeiten.
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angefu¨hrt werden [WaMa04, 51f].
Grundlage fu¨r das KOS ist das Gescha¨ftsprozessmodell der zweiten Modellebene der SOM-
Unternehmensarchitektur. Der fu¨r die Ableitung des KOS relevante Ausschnitt bestimmt sich
anhand einer oder mehrerer betrieblicher Objekte, fu¨r die ein betriebliches Anwendungssystem
speziﬁziert werden soll. Das KOS wird initial unter Beachtung der Existenzabha¨ngigkeiten zwi-
schen den einzelnen KOT aus Interaktionsschema und Vorgangs-Ereignis-Schema abgeleitet.
Ausgehend von diesem initialen KOS erfolgt die weitere Speziﬁkation zyklisch in mehreren
Schritten. Dabei werden diejenigen KOT entfernt, die nicht-automatisierte Aufgaben und Trans-
aktionen repra¨sentieren, die Kardinalita¨ten der Beziehungen zwischen den KOT werden ermit-
telt und den KOT werden Attribute sowie Nachrichtendeﬁnitionen und Operatoren zugeordnet.
Abschließend werden KOT mit sich deckenden Attributen und/oder Operatoren zusammenge-
fasst, um Daten- und Funktionsredundanz zu vermeiden [FeSi06, 215f] (vgl. Kapitel 5.6).
Vorgangsobjektschema
Das Vorgangsobjektschema (VOS) (siehe [FeSi06, 218-221]) speziﬁziert das Verhalten des zu
konstruierenden Anwendungssystems zur zielgerichteten Durchfu¨hrung der betrieblichen Auf-
gabe [Sinz95, 20]. Es besteht aus einer Menge von untereinander in interacts with-Beziehung
stehenden Vorgangsobjekttypen (VOT), die jeweils das Zusammenwirken von KOT bei der
Durchfu¨hrung einer betrieblichen Aufgabe beschreiben. Die Beschreibung eines VOT umfasst
einen Namen, Attribute, Nachrichtendeﬁnitionen sowie Operatoren. Durch die Attribute wird
das Aufgabenobjekt der vom VOT durchzufu¨hrenden Aufgabe beschrieben. Es umfasst alle
KOT, deren Attribute den Zustandsraum der Aufgabe bilden. Nachrichtendeﬁnitionen beschrei-
ben alle Ereignisse, die ein VOT empfangen sowie senden kann und verknu¨pft diese mit Opera-
toren. Diese repra¨sentieren das Lo¨sungsverfahren auf dem Aufgabenobjekt fu¨r die diesem VOT
zugeordnete Aufgabe [FeSi06, 218].
Die Speziﬁkation des Vorgangsobjektschemas wird ausgehend von einem Ausschnitt des
Vorgangs-Ereignis-Schemas (VES) eines Gescha¨ftsprozessmodell abgeleitet. Dabei wird jede
Aufgabe des VES in einen Vorgangsobjekttyp abgebildet und jede Ereignisbeziehung32 zwi-
schen den Aufgaben in eine zwei VOT verbindende interacts with-Beziehung. Im Anschluss
32Einschließlich der Transaktionen, die ebenfalls Ereignisse sind.
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werden alle nicht automatisierbaren VOT entfernt. Den verbleibenden VOT werden ihre Attri-
bute in Form eines Teilgraphen des korrespondierenden KOS zugeordnet, wobei die Teilgraphen
verschiedener VOT nicht zwingend disjunkt sind. Die Nachrichtendeﬁnitionen werden kor-
respondierend zu den Ereignisbeziehungen bestimmt und die Operatoren werden speziﬁziert.
Abschließend werden zur Wahrung der semantischen Integrita¨t des Anwendungssystems die-
jenigen VOT zusammengefasst, deren Aufgaben stets gemeinsam durchzufu¨hren sind [FeSi06,
219] (vgl. Kapitel 5.6).
Interface Objektschema
Das Interface Objektschema (IOS) besteht aus einer Menge von Interface- Objekttypen (IOT),
die der fachlichen Speziﬁkation der Kommunikation mit der Umgebung des Anwendungssy-
stems dienen. Das Schema fu¨r Interface Klassen speziﬁziert Schnittstellen fu¨r die Mensch-
Computer-Kommunikation (MCK) sowie die Computer-Computer-Kommunikation (CCK).
Mensch-Computer-Schnittstellen werden verwendet, um teilautomatisierte Aufgaben zu imple-
mentieren [FeSi94b, 15]. Bei teilautomatisierten Aufgaben wird in der Regel die Vorgangs-
steuerung und/oder die Vorgangsauslo¨sung von einem Menschen ausgefu¨hrt.
5.4 Modellgetriebene Software-Entwicklung
Die Systementwicklung stellt eine Aufgabe dar, fu¨r deren Lo¨sungsverfahren ein großes Auto-
matisierungspotenzial besteht. Die modellgetriebene Software-Entwicklung (MDSD33) zielt
auf die automatische Ableitung und Generierung von Programmquellcode aus doma¨nenspezi-
ﬁschen Modellen betrieblicher Anwendungssysteme ab [Vo¨lt05, 1]. Sie wird im Gegensatz zu
modellbasierter Nutzung des Modells im Entwicklungsprozess gesehen, die vor allem durch
den Einsatz der Uniﬁed Modeling Language (UML) eine gewisse Tradition hat. Das Modell
dient dort lediglich als Dokumentation des Software-Systems, die Verbindung zur Software-
Implementierung ist rein gedanklich. Durch die automatisierte Umsetzung, ist das Modell bei
der modellgetriebenen34 Software-Entwicklung hingegen mit Code gleichzusetzen [StVo¨05,
33Englisch Model Driven Software Development.
34Das Adjektiv ”getrieben“ soll im Gegensatz zu ”basiert“ deutlich machen, dass den Modellen bei diesem
Paradigma eine treibende und damit zentrale Position zukommt, die den gleichen Stellenwert wie der Quellcode
selbst besitzt [StVo¨05, 4].
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3]. Voraussetzung fu¨r einen solchen Schritt ist zum einen eine Modellierungsmethodik mit
entsprechend deﬁnierten Ableitungsregeln, wie sie mit SOM vorliegt. Zum anderen eine ge-
eignete Software-Architektur fu¨r die software-technische Abbildung des Anwendungsmodells.
Ziel der Arbeit ist es, mit der Implementierung einer geeigneten Architektur durch ein Software-
Framework diese Voraussetzung zu erfu¨llen.
Zur Formalisierung der fachlichen Modelle ist eine doma¨nenspeziﬁsche Modellierungsspra-
che (DSL35) notwendig. Sie entha¨lt Artefakte der jeweiligen Doma¨ne und kann als Referenz-
modell der Anwendung verstanden werden. Die Bestimmung und Ableitung eines solchen Re-
ferenzmodells ist nicht Teil dieser Arbeit. Zur Entwicklung von Referenzmodellen betrieblicher
Anwendungssysteme und doma¨nenspeziﬁsche Auspra¨gungen siehe u. a. [Ohle98] und [Ru¨ff99].
STAHL & VO¨LTER beschreiben drei Bedingungen, die notwendig sind, um das Konzept der
doma¨nenspeziﬁschen Modelle erfolgreich umsetzen zu ko¨nnen [StVo¨05, 4]:
• Doma¨nenspeziﬁsche Sprachen zur Formulierung der Modelle.
• Sprachen, um die Transformationen von Modell zu Code auszudru¨cken.
• Entsprechende Compiler, Generatoren oder Transformatoren, um aus den Modellen Pro-
gramme zu erzeugen.
MDA
Die modellgetriebene Architektur (MDA36) ist eine Standardisierungsbestrebung der OMG37,
die dem Paradigma der MDSD folgt und eine Spezialisierung darstellt. Ihr liegt kein gescha¨ftspro-
zessorientiertes Modell zu Grunde, sondern eine Speziﬁkation des Anwendungssystems ent-
sprechend der Notiﬁkation von UML 2.038. Daher ist nicht das konkrete Vorgehen mittels
MDA39 Gegenstand der Arbeit. Eine ausfu¨hrliche Beschreibung ﬁndet sich u. a. in [Fran03],
[MDA03] und [StVo¨05, 373-396], ein Beispiel fu¨r den Einsatz in der Praxis wird in [CoOs04b]
beschrieben.
35Englisch Domain-Speciﬁc Language.
36Englisch Model Driven Architecture.
37Die Object Management Group ist ein Non-Proﬁt-Konsortium mit dem Ziel, Standards und Speziﬁkationen fu¨r
die Computer-Industrie zu schaffen. Mehr Informationen ﬁnden sich unter http://www.omg.org.
38Zu MDA und UML 2.0 siehe u. a. [StBo03].
39Vgl. auch http://www.omg.org/mda/.
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Transformation
Die modellgetriebene Entwicklung wird in mehreren Schritten durchgefu¨hrt. Das Grundprinzip
ist in Abbildung 5.7 dargestellt. Zuna¨chst wird in einer formalen Modellierungssprache die
fachliche Speziﬁkation des Anwendungssystems in einem plattformunabha¨ngigen Modell
(PIM40) deﬁniert und somit die Unabha¨ngigkeit von der Zielplattform der spa¨teren Imple-
mentierung gewahrt. Mittels Modell-Transformation (vgl. hierzu u. a. [MaBr03] und [Mars05])
wird die plattformunabha¨ngige fachliche Speziﬁkation in ein plattformspeziﬁsches Modell
(PSM41) u¨berfu¨hrt, welches die speziﬁschen Konzepte der Zielplattform entha¨lt. Durch Trans-
formation eines oder mehrerer PSM wird die Implementierung fu¨r die konkrete Zielplattform
erzeugt [StVo¨05, 17ff].
Abbildung 5.7: Grundprinzip des MDSD (nach [StVo¨05, 18])
Sowohl beim PIM als auch beim PSM handelt es sich um Konzepte, die sich relativ zur Platt-
form unabha¨ngig oder speziﬁsch verhalten. Ein PSM mit Persistenz-Konzepten ist noch un-
abha¨ngig von der konkret eingesetzten Technologie der Persistierung, also aus der Sicht der
Persistenz-Plattform ein PIM. Durch eine weitere Transformation auf ein bestimmtes DBMS
wird daraus das konkrete PSM erzeugt. Wie in Abbildung 5.8 dargestellt, ko¨nnen bis zur letzt-
gu¨ltigen Implementierung durchaus in mehreren Stufen jeweils konkretere PSM durch Trans-
formation erzeugt werden.
Abbildung 5.8: Transformationen des MDSD [StVo¨05, 18]
40Englisch Platform Independent Model.
41Englisch Platform Speciﬁc Model.
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Software-Architektur
Die Software-Architektur nimmt im Rahmen der MDSD eine besondere Rolle ein, da die
Konstrukte eines Quell-Metamodells (fachliche Speziﬁkation des Anwendungssystems) auf
die entsprechenden Konstrukte eines Ziel-Metamodells (Software-Architektur) abgebildet wer-
den mu¨ssen [Vo¨lt05, 7]. Das entspricht einer wohldeﬁnierten Architektur der Zielplattform
zur Entwicklung betrieblicher Anwendungssysteme (vgl. Kapitel 3.3), die den Entwickler bei
der Realisierung der Anwendung unterstu¨tzt. Die Plattform stellt eines der Schlu¨sselkonzepte
der modellgetriebenen Software-Entwicklung dar [StVo¨05, 21] und wird durch das hier ent-
wickelte Framework realisiert (siehe Kapitel 8). Die architekturzentrierte modellgetriebene
Software-Entwicklung (vgl. [StVo¨05, 24-33]) ru¨ckt methodische Aspekte in den Vordergrund.
Voraussetzung fu¨r sie ist eine formalisierte Software-Architektur wie sie von Frameworks ge-
boten wird [John97, 10]. Als Eingabe wird ein fachliches Modell der Anwendung beno¨tigt, aus
dem der Infrastrukturcode des Anwendungssystems mittels Schablonen (Templates) erzeugt
wird [StVo¨05, 26]. Durch architekturzentriertes Design wird auf die Entwicklung von PSM
auch zu Gunsten einer Vereinfachung der Entwicklung verzichtet, was im klaren Gegensatz zur
MDA der OMG steht. Bei der Einfu¨hrung von modellgetriebener Software-Entwicklung ist der
Fokus auf architekturzentrierte MDSD ratsam [Vo¨lt05, 11].
5.5 Gescha¨ftsprozessmodellgetriebene
Software-Entwicklung mit SOM
Der Realisierung des Anwendungssystems entspricht der Festlegung und Implementierung von
Aufgabentra¨gern und Lo¨sungsverfahren automatisierbarer betrieblicher Aufgaben. Dem geht
die Modellierung der Aufgabenebene voraus. Fu¨r die Modellierung der Aufgabenebene von In-
formationssystemen stellt die Objektorientierung eine der wichtigsten Metaphern dar [FeSi06,
129].
Das Semantische Objektmodell ist eine durchga¨ngig gescha¨ftsprozess- sowie objektorientier-
te Modellierungsmethodik. Auf den Ebenen des Gescha¨ftsprozessmodells sowie der Anwen-
dungsspeziﬁkation sind korrespondierende Metamodelle verfu¨gbar sowie Beziehungs-Meta-
modelle, um den Bezug der Gescha¨ftsprozessmodelle zu den Modellen der fachlichen Spezi-
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ﬁkation des Anwendungssystems herzustellen [Sinz97, 11]. Das top-down-Vorgehen einerseits
und die durchga¨ngige Ableitbarkeit der Modelle andererseits ermo¨glichen die automatisierte
Generierung entsprechender Fachspeziﬁkationen mit der SOM-Methodik.
Die Ableitung und Konstruktionsregeln von Modellen in SOM sind nicht Gegenstand der Ar-
beit, die sich mit der software-technischen Architektur des Zielsystems der Ableitung bescha¨ftigt.
Es soll aber gezeigt werden, dass die Modelle der Ebenen Gescha¨ftsprozessmodelle und Anwen-
dungsspeziﬁkation der SOM-Methodik als Grundlage fu¨r die architekturzentrierte Entwicklung
betrieblicher Anwendungssysteme geeignet sind. MALISCHEWSKI beschreibt in [Mali97] so-
wohl die Ableitung der Grobstruktur der fachlichen Speziﬁkation von Anwendungssystemen
aus dem Gescha¨ftsprozessmodell als auch die software-technische Speziﬁkation von Anwen-
dungssystemen. MALISCHEWSKIS Arbeit umfasst außerdem die Beschreibung eines vom Autor
entwickelten CASE-Tools42, mit dem die Generierung initialen Quellcodes fu¨r verschiedene
Basismaschinen (z.B. C++, Smalltalk) mo¨glich ist.
Ableitung der Grobstruktur der fachlichen Speziﬁkation von Anwendungssystemen
Die fachliche Speziﬁkation des Anwendungssystems (siehe [Mali97, 37-72]) bezieht sich auf
Modellkonstrukte der Gescha¨ftsprozessmodellierung. Dieser Bezug wird in SOM durch ein
Beziehungs-Metamodell sowie zugeho¨rige Transformationsregeln festgelegt. Zudem ist dieser
Bezug fu¨r den Einklang des Anwendungssystems mit den Gescha¨ftsprozessen43 der Unterneh-
mung und dessen Wiederverwendbarkeit notwendig [Raue96, 4].
Das Anwendungssystem kann so verstanden werden, dass es personelle Aufgabentra¨ger bei der
Durchfu¨hrung betrieblicher Aufgaben im Rahmen von Gescha¨ftsprozessen unterstu¨tzen soll.
Ausgehend von einem Interaktionsschema (IAS) und korrespondierendem Vorgangs-Ereignis-
Schema (VES) werden Teilschemata fu¨r ein betriebliches Objekt deﬁniert, die Grundlage der
folgenden Ableitung sind. Die Ableitung erfolgt anhand eines Ziel-Metamodells [Mali97, 40]
gema¨ß der SOM-Unternehmensarchitektur. Es wird zuna¨chst die Struktur des objektinternen
Speichers eines betrieblichen Objektes in Form eines konzeptuellen Objekttypen abgeleitet.
Anschließend erfolgt die Ableitung der Vorgangsobjekttypen als Tra¨ger der Lo¨sungsverfahren
42CASE steht fu¨r Computer-Aided Software Engineering.
43Auf die Konstruktion entsprechender Gescha¨ftsprozessmodelle wird hier nicht weiter eingegangen. Vgl. hierzu
[Raue96].
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der zu automatisierenden Aufgaben dieses betrieblichen Objekts. Die Kommunikation der zum
Teil verteilten Anwendungssysteme und vor allem die Kommunikation mit dem Benutzer wird
in Form von Interface-Objekttypen modelliert.
Software-technische Speziﬁkation von Anwendungssystemen
Ziel der software-technischen Speziﬁkation von Anwendungssystemen (siehe [Mali97, 73-82])
ist die Erstellung eines mo¨glichst basismaschinenunabha¨ngigen Modells des Anwendungssy-
stems. Die Realisierung des Anwendungssystems mit Hilfe von Basismaschinen (z.B. des im
Rahmen der Arbeit erstellten Frameworks) erfolgt auf Grundlage dieses Modells.
Die Ableitung erfolgt anhand eines Metamodells [Mali97, 74], das den Rahmen bildet zur
Erweiterung fachlicher Anwendungssystem-Speziﬁkationen bezogen auf die Realisierung von
Anwendungssystemen. Es erweitert das Metamodell zur Ableitung der fachlichen Speziﬁkation
um Typisierungen von Attributen, Parametern und Ru¨ckgabewerten, Nicht-Objekttypen sowie
Fehlerbehandlungen.
Nach erfolgter Ableitung der software-technischen Speziﬁkation und Generierung des initialen
Quellcodes hilft ein korrespondierendes Application Framework den Realisierungs-, Integrations-
und Testaufwand zu begrenzen [Mali97, 197]. Die Grundlagen dafu¨r und die Realisierung eines
solchen als Zielplattform werden in den folgenden Kapiteln vorgestellt. Die Entwicklung eines
geeigneten CASE-Tools fu¨r die Transformation der Modelle und die Generierung des basisma-
schinenspeziﬁschen Quellcodes wu¨rden den Rahmen der Arbeit sprengen. Es wird daher nur die
Zielplattform betrachtet, die korrespondierenden Modelle der Anwendung werden als gegeben
angenommen.
Vorteile gescha¨ftsprozessmodellgetriebener Anwendungsentwicklung
Der modellgetriebene Software-Entwicklungsprozess bietet einige Vorteile gegenu¨ber klassi-
schem Vorgehen, bei dem der Entwickler wesentlich mehr Routinearbeit zu verrichten hat.
Die Systementwicklungsaufgabe kann durch die Automatisierung hinsichtlich Umfang und
Komplexita¨t erheblich verringert werden. Die gescha¨ftsprozessmodellgetriebene Entwicklung
verknu¨pft diese Vorteile der automatischen Transformation von Modellen und der anschlie-
ßenden Code-Generierung mit den Vorteilen der Anforderungsableitung aus dem betrieblichen
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Informationssystem (top-down-Vorgehen).
Neben der ho¨heren Produktivita¨t kann auch von einer verbesserten Qualita¨t des entwickelten
Anwendungssystems ausgegangen werden, da fehlertra¨chtige Routinearbeit von Rechnern aus-
gefu¨hrt wird. Bezu¨glich der Flexibilita¨t sind vor allem Struktura¨hnlichkeiten und -analogien
zwischen den Teilsystemen des Informationssystems ausschlaggebend. Da das Anwendungs-
system direkt aus den zu Grunde liegenden Gescha¨ftsprozessen der betrieblichen Informations-
systems abgeleitet wird, ko¨nnen A¨nderungen an den Gescha¨ftsprozessen direkt im Anwendungs-
system nachvollzogen werden [FeSi06, 210]. Zusa¨tzlich erfolgt die Ableitung der initialen
Grobstruktur des Software-Systems automatisiert aus Modellen, so dass notwendige Anpassun-
gen in aller Regel nur auf Ebene des Gescha¨ftsprozessmodells eingepﬂegt werden mu¨ssen, die
dann automatisch durch Transformation im Software-System nachgezogen wird. Der Abgleich
unterstu¨tzt die Konsistenz des Systems, die automatische Erzeugung die Produktivita¨t.
Die ho¨here Produktivita¨t kann die Notwendigkeit von Off-Shoring, also der Auslagerung von
Entwicklungsprozessen ins kostengu¨nstigere Ausland, vermeiden helfen. Der Vorteil der Nicht-
Auslagerung der Entwicklung, die durch die gescha¨ftsprozessmodellgetriebene Anwendungs-
entwicklung ermo¨glicht wird, ist der Verbleib des Know-How im Haus. Zudem kann die so
genannte Time-to-Market verku¨rzt werden. Ein Vorteil, der durch klassisches Outsourcing nicht
erreicht werden kann [StVo¨05, 350ff].
5.6 Unterstu¨tzung der Integration
Wie in Kapitel 4.2.3 beschrieben, handelt es sich bei der SOM-Methodik um einen objektinte-
grierten Modellierungsansatz. Ausgehend von den Fachspeziﬁkationen Vorgangsobjektschema
(VOS) und konzeptuelles Objektschema (KOS) der Ebene 3 des SOM-Vorgehensmodells (siehe
Kapitel 5.3) ergeben sich Unterstu¨tzungspotenziale fu¨r die Verfolgung von Integrationszielen
durch Komponenten des Frameworks. Die durchgehende Unterstu¨tzung der Integrationszielver-
folgung von der fachlichen Modellierung bis zur technischen Implementierung ist von großer
Bedeutung fu¨r die efﬁziente Entwicklung qualitativ hochwertiger Anwendungssysteme (siehe
hierzu auch [Rose99]). Die Unterstu¨tzungspotenziale werden im Folgenden einzeln vorgestellt.
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5.6.1 Unterstu¨tzung strukturorientierter Integrationsziele
Kontrolle der Redundanz
Es werden Funktions- und Datenredundanz unterschieden [Fers92, 12]. Bei der Verknu¨pfung
der Modellebenen Gescha¨ftsprozessmodell und Speziﬁkation von Anwendungssystemen werden
den einzelnen Komponenten des Gescha¨ftsprozessmodells korrespondierende Komponenten
des Anwendungssystems zugeordnet. Sind Funktions- und Datenredundanzen auf Ebene der
Anwendungssysteme vorhanden, so werden diese ebenso aufgedeckt, wie eventuelle Automati-
sierungslu¨cken. Bei der Abstimmung der beiden Modellebenen ko¨nnen diese korrigiert werden
[Sinz97, 16f].
Der SOM-Ansatz ist damit geeignet, schon auf Ebene der Modellierung und Ableitung der fach-
lichen Speziﬁkation des Anwendungssystems die Verfolgung der Integrationsziele Funktions-
und Datenredundanz zu unterstu¨tzen.
Kontrolle der Kommunikationsstruktur
Ein in SOM modelliertes und damit objektorientiertes Anwendungssystem besteht aus lose
gekoppelten Objekttypen (IOT, VOT, KOT), die miteinander in Beziehung stehen [FeSi06,
211f]. Das Integrationsmerkmal Verknu¨pfung bezieht sich auf die Kontrolle der zu Grunde
liegenden Kommunikationsstruktur [Fers92, 13]. In Abbildung 5.9 ist ein Ausschnitt der
fachlichen Objekte eines Anwendungssystems in SOM-Notation und die zugeho¨rige Kommu-
nikationsstruktur dargestellt.
Abbildung 5.9: Beispiel Kommunikationsstruktur der fachlichen Objekte eines Anwendungs-
systems
Das Framework soll eine Komponente bereitstellen, mit der die Verwaltung und Kontrolle der
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Systembeziehungen (vgl. auch [Grif98, 116]) zur Entwicklungs- und Laufzeit unabha¨ngig vom
Quelltext ermo¨glicht wird. Zur Entwicklungszeit ist damit an zentraler Stelle erfasst, welcher
VOT auf welchen KOT zugreift. Wird beispielsweise ein KOT gelo¨scht, so sind die Aus-
wirkungen auf die in Beziehung stehenden VOT sofort sichtbar44 und der Entwickler kann
gezielt die entsprechenden Vorgangsobjekte anpassen. Zur Laufzeit kann das Framework auf
Basis der erfassten Beziehungen sicherstellen, dass nur berechtigte Vorgangsobjekte auf die
jeweiligen konzeptuellen Objekte zugreifen. Wird eine Beziehung versehentlich nicht erfasst,
so wird zur Laufzeit beim unberechtigten Zugriff eine entsprechende Meldung generiert. Die in
der Komponente des Frameworks erfassten Beziehungen mu¨ssen folglich konsistent gehalten
werden, um die Lauffa¨higkeit des Anwendungssystems sicherzustellen. Sie bilden gleichzeitig
die Interaktionen der Fachspeziﬁkationen VOS und KOS der dritten Ebene der SOM-Methodik
ab. Die Komponente als Teil des Frameworks verhindert, dass der Entwickler bei der Imple-
mentierung des Anwendungssystems die Kontrollkomponente umgeht (siehe Kapitel 8.3.4).
5.6.2 Unterstu¨tzung verhaltensorientierter Integrationsziele
Hinsichtlich der Unterstu¨tzung verhaltensorientierter Eigenschaften von Anwendungssystemen
werden die Merkmale Konsistenz im Sinne von Widerspruchsfreiheit und Vollsta¨ndigkeit
[ScSt83, 275] sowie Zielverfolgung unterschieden. Das Framework soll durch Komponenten
die Verfolgung der verhaltensorientierten Integrationsziele Integrita¨t und Vorgangssteuerung
unterstu¨tzen.
Kontrolle der Integrita¨t
Bezogen auf die Lenkungsaufgabe des Management eines Betriebes stellt das erfasste Mo-
dellsystem des betrieblichen Informationssystems eine Hilfsregelstrecke dar, anhand derer die
eigentliche Regelstrecke - das betriebliche System - gelenkt wird [Sinz97, 11]. Das betriebli-
che Anwendungssystem als automatisiertes Teilsystem des betrieblichen Informationssystems
[Ambe93, 11] muss daher stets ein konsistentes, sprich widerspruchsfreies und vollsta¨ndiges,
Abbild des entsprechenden Ausschnitts der betrieblichen Diskurswelt repra¨sentieren.
44PIETSCH weist darauf hin, dass die Durchsuchung des Quelltextes nach Einbindung des entsprechenden KOT
keine verla¨ssliche Alternative darstellt [Piet04, 35]. Grund dafu¨r ist die Late-Binding-Fa¨higkeit moderner
objektorientierter Programmiersprachen (siehe hierzu [Oest98, 60f]).
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Um semantische Integrita¨t zu gewa¨hrleisten, werden bereits bei der Ableitung der fachli-
chen Speziﬁkation in SOM diejenigen Vorgangsobjekttypen zusammengefasst, deren korre-
spondierende Aufgaben stets gemeinsam durchzufu¨hren sind [FeSi06, 219]. Zudem mu¨ssen
auf software-technischer Seite semantische Integrita¨tsbedingungen formuliert und durch das
Framework u¨berpru¨ft werden. Die U¨berpru¨fung der semantischen Integrita¨tsbedingungen kann
durch das Programmsystem (in diesem Fall das Framework) oder durch das Datenbankver-
waltungssystem (DBVS) erfolgen. Die U¨berpru¨fung durch eine Komponente des Frameworks
bietet mehrere Vorteile [Neum99, 135]:
• Semantische Integrita¨tsbedingungen werden ha¨uﬁg schon als Teil der Bearbeitungslogik
beru¨cksichtigt.
• Die U¨berpru¨fung in der Anwendung erfolgt efﬁzient nur auf die tatsa¨chlichen Erforder-
nisse.
• Die U¨berpru¨fung kann in Teilen schon wa¨hrend der Dateneingabe erfolgen (bspw. Gu¨ltig-
keit von Attributwerten).
• Speziﬁsche Fehlermeldungen ko¨nnen vom System erzeugt und Fehler dediziert behandelt
werden.
• Die Implementierung der Integrita¨tsbedingungen ist nicht mehr abha¨ngig vom verwende-
ten DBVS, mit dem Ergebnis einer leichteren Portierbarkeit der Anwendung (siehe auch
Integrationsziel Aufgabentra¨gerunabha¨ngigkeit in Kapitel 4.1).
Dem stehen verschiedene Nachteile gegenu¨ber [Neum99, 135]. So obliegt die U¨berpru¨fung dem
Anwendungsentwickler, wodurch diese Gefahr la¨uft vernachla¨ssigt zu werden. Zudem ﬁndet
die U¨berpru¨fung nicht mehr an zentraler Stelle (DBVS) statt, mit negativen Auswirkungen auf
die U¨bersichtlichkeit. Eine entsprechende Komponente des Frameworks kann die geschilderten
Nachteile abmildern bzw. ausschalten und bietet gleichzeitig die vorgenannten Vorteile. Eine
entsprechende Komponente wird somit fu¨r das Framework gefordert. Die zu unterstu¨tzenden
statischen Integrita¨tsbedingungen sind Einschra¨nkung von Datentypen, Voreinstellung von Wer-
ten, Angabe von Schlu¨sseln sowie referentielle Integrita¨tsbedingungen [Neum99, 55ff]. Hinzu
kommen Bedingungen u¨ber mehrere Relationen sowie transitionale Integrita¨tsbedingungen.
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Bei letzteren handelt es sich um Wenn-Dann-Bedingungen, die von relationalen DBVS nicht
unterstu¨tzt werden [Neum99, 66]. Die geforderte Komponente muss jedoch in der Lage sein,
diese zu u¨berpru¨fen.
Um die operationale Integrita¨t des Systems sicherzustellen, du¨rfen parallele Zugriffe auf die
Datenbasis keine Inkonsistenz des Systems verursachen. Auf der technischen Ebene schu¨tzt das
DBVS mit dem Transaktionskonzept45 vor Inkonsistenzen durch parallelen Zugriff [KeEi99,
245f]. Auf Ebene des Programmsystems werden Synchronisationsverfahren eingesetzt, um
unkontrollierte Nebenwirkungen bei gleichzeitigem Zugriff auf ein Objekt zu verhindern [ScSt83,
294]. Die Komponente des Frameworks, die den Zugriff auf die Datenbasis verwaltet, muss
geeignete Verfahren implementieren, um Transaktionsschutz und operationale Integrita¨t bei
parallelen Zugriffen zu gewa¨hrleisten. Dabei muss dem Anwender die Mo¨glichkeit gegeben
werden, u¨ber die Isolationsstufe46 der Transaktion selbst zu entscheiden, da mit zunehmen-
der Isolationsstufe zwar die Mo¨glichkeit inkonsistenter Zusta¨nde abnimmt, gleichzeitig die
Performance der Programmausfu¨hrung sich verschlechtert [Piet04, 42]. PIETSCH fordert fu¨r
eine Komponente zur Sicherung der operationalen Integrita¨t auch die Vermeidung der Lost
Update-Problematik [Piet04, 43]. Diese tritt dann auf, wenn nach dem Auslesen und A¨ndern
eines Datensatzes, dieser von einer zweiten Stelle in der Datenbasis gea¨ndert wurde, bevor die
ausgelesene und gea¨nderte Instanz zuru¨ckgeschrieben wird. Wird der Datensatz ohne Beach-
tung der A¨nderungen in der Datenbasis gespeichert, werden diese u¨berschrieben und gehen
verloren (lost update).
Als ein weiterer Aspekt des Integrationsziels Integrita¨t muss der Datenschutz gesehen wer-
den. Die Konsistenz des Zustands des Anwendungssystems ist nur dann gegeben, wenn keine
Zustandsa¨nderung von unautorisierten Aufgabentra¨gern durchgefu¨hrt wird. Die U¨berwachung
der systeminternen Zugriffe kann durch die vorher beschriebene Kontrolle der Kommunikati-
onsstruktur gewa¨hrleistet werden. Eine weitere Komponente muss vor allem den Zugriff per-
soneller Aufgabentra¨ger authentisieren und autorisieren (vgl. [Summ97, 340f]). Diese wird in
Kapitel 8.3.5 vorgestellt. Die von SUMMERS verlangte Netzwerksicherheit muss mittels der fu¨r
die Netzwerkkommunikation gewa¨hlten Basismaschinen realisiert werden.
45Das Transaktionskonzept besagt, dass die Eigenschaften einer Transaktion als Folge von Operationen auf der
Datenbasis dem ACID-Prinzip entsprechend mu¨ssen [FeSi06, 385f]. ACID steht fu¨r Atomicity, Consistency,
Isolation und Durability (vgl. hierzu [Ha¨Re83]).
46Es werden die Isolationsstufen Read Uncommitted, Read Committed, Repeatable Read sowie Serializable
unterschieden [Fowl03, 74].
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Die Komponente zur Kontrolle der Integrita¨t wird in Kapitel 8.3.3 beschrieben.
Vorgangssteuerung
Die Vorgangssteuerung ist Ergebnis der Zerlegung der Gesamtaufgabe in Teilaufgaben. Jeder
Vorgang stellt die Aufgabendurchfu¨hrung einer Teilaufgabe dar. Diese Teilaufgaben mu¨ssen im
Hinblick auf die Gesamtaufgabe zielorientiert koordiniert werden, da ein Anwendungssystem
aus Außensicht eine Gesamtaufgabe unterstu¨tzt [FeSi06, 229]. Eine Steuerung auf ho¨herer
Ebene u¨bernimmt die Koordination der Vorga¨nge. Im Falle einer nicht-automatisierten Steue-
rung wird sie von einem personellen Aufgabentra¨ger u¨bernommen, der die Vorga¨nge des An-
wendungssystems u¨ber die IOTs steuert, ohne direkten Zugriff auf die KOTs zu haben.
Neben der Koordination der Aufgabendurchfu¨hrung u¨berpru¨ft die Komponente der Vorgangs-
steuerung vorher die Durchfu¨hrbarkeit und bricht diese im negativen Fall ab. In Abha¨ngig-
keit vom Systemzustand kann ein Vorgang durchfu¨hrbar sein oder nicht (z.B. zeitabha¨ngig,
datumsabha¨ngig oder aber ein Vorgang darf im Sinne der Performanz nur eine bestimmte Zeit-
spanne beanspruchen). Die bereits beschriebene Autorisierung des Zugriffs ist ebenfalls Teil der
Komponente der Vorgangssteuerung [Piet04, 45]. Bei der personellen Vorgangssteuerung muss
die Komponente in der Lage sein, dem Nutzer nur durchfu¨hrbare Vorga¨nge zur Ausfu¨hrung
anzubieten.
Die Komponente der Vorgangssteuerung wird in Kapitel 8.3.2 vorgestellt.
5.6.3 Unterstu¨tzung der Aufgabentra¨gerunabha¨ngigkeit des
Anwendungssystems
Als letztes Integrationsmerkmal wird die Aufgabentra¨gerunabha¨ngigkeit von Anwendungs-
systemen hinsichtlich der Unterstu¨tzungspotenziale durch Komponenten des Frameworks vor-
gestellt. Die geforderte Unabha¨ngigkeit kann durch die Verwendung abstrakter und standar-
disierter Basismaschinen erreicht werden. Die Trennung des Anwendungssystem in Schichten
erleichtert zudem die Standardisierung und Portierbarkeit [FeSi06, 306] (vgl. auch Kapitel 3.3.2
und Kapitel 3.3.3).
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Aufgabentra¨gerunabha¨ngigkeit der Kommunikation
Anwendungssysteme kommunizieren als Teile eines betrieblichen Informationssystems mit per-
sonellen Aufgabentra¨gern und weiteren Anwendungssystemen. Die Interaktion mit personellen
Aufgabentra¨gern (Mensch-Computer-Kommunikation) wird mittels einer graphischen Benut-
zungsoberﬂa¨che realisiert. Das Framework muss die Realisierung der Kommunikationsschicht
ermo¨glichen, die den transparenten Austausch der entsprechenden Oberﬂa¨che erlaubt. Dafu¨r
wird ein eigenes GUI-Framework realisiert, das die plattformunabha¨ngige Beschreibung der
Interaktionsobjekte ermo¨glicht (siehe Kapitel 8.2).
Aufgabentra¨gerunabha¨ngigkeit der Anwendungsfunktionalita¨t
Damit das Programmsystem, das die Anwendungsfunktionalita¨t realisiert, auf verschiedenen
Plattformen lauffa¨hig ist, muss das Framework die Implementierung der Anwendung auf einer
Basismaschine anbieten, die von der entsprechenden Plattform abstrahiert. Die Anwendungs-
funktionalita¨t soll unabha¨ngig von der technischen Realisierung beschrieben werden ko¨nnen,
so dass ein Wechsel der darunter liegenden Plattform transparent erfolgen kann. Die fu¨r die
Realisierung des Frameworks unter diesem Aspekt eingesetzten Basismaschinen werden in
Kapitel 9.1 vorgestellt.
Aufgabentra¨gerunabha¨ngigkeit der Datenverwaltung
Die Datenverwaltung ist fu¨r die persistente Verwaltung der konzeptuellen Objekte zusta¨ndig.
Dies wird mit Hilfe von Datenbankverwaltungssystemen (DBVS) realisiert. Aus Sicht der An-
wendung muss die Persistierung und das zu Grunde liegende Paradigma der Persistierung (Re-
lationenmodell, Objektmodell etc.) verborgen sein. Das Framework muss eine Komponente zur
Verwaltung der konzeptuellen Datenbasis anbieten, die von der Realisierung und der techni-
schen Datenbasis abstrahiert (siehe Kapitel 8.4). Die Anwendung arbeitet lediglich auf den
konzeptuellen Objekten. Wird beispielsweise von einem relationalen auf ein objektorientiertes
DBVS gewechselt, muss die Anwendung davon unberu¨hrt bleiben. Gleiches gilt fu¨r den Aus-
tausch eines relationalen DBVS gegen ein anderes.
6 Konzepte der Software-Entwicklung
Im vorangegangene Kapitel wurde mit der SOM-Methodik ein Lo¨sungsverfahren der System-
entwicklungsaufgabe vorgestellt, um im Rahmen der Anforderungsanalyse und -deﬁnition die
zu entwickelnde Nutzermaschine zu deﬁnieren. Ausgehend von den dort abgeleiteten Anfor-
derungen an eine geeignete Basismaschine fu¨r die software-technische Realisierung der Nut-
zermaschine, befasst sich dieses Kapitel mit den software-technischen Konzepten, die bei der
Gestaltung der Basismaschine zu beachten sind.
Zuna¨chst wird in Kapitel 6.1 der Lo¨sungsraum zwischen den Polen Standard- und Indivi-
dualsoftware aufgespannt. Kapitel 6.2 widmet sich dem Konzept der Wiederverwendung im
Software-Entwicklungsprozess im Allgemeinen und durch Software-Frameworks im Speziel-
len. Das objektorientierte Paradigma ﬁndet in fast allen Phasen der Software-Entwicklung An-
wendung. Es wird in Kapitel 6.3 vorgestellt. Ein komplementa¨res Paradigma stellt die Aspekt-
orientierung dar, die in Kapitel 6.4 dargestellt wird. Eng verknu¨pft mit dem Framework-Gedanken
sind die Komponentenorientierung und die Verwendung von Entwurfsmustern, die in den Kapi-
teln 6.5 respektive 6.6 beschrieben werden. Abschließend wird in Kapitel 6.7 kurz in das Thema
Frameworks eingefu¨hrt. Dieses wird im nachfolgenden Kapitel 7 vertieft.
6.1 Standard- und Individualsoftware
Bei der Entwicklung betrieblicher Anwendungssysteme ko¨nnen zwei Pole der Software-Ent-
wicklung unterschieden werden. Auf der einen Seite maßgeschneiderte Individualsoftware, auf
der anderen Seite vorgefertigte Standardsoftware1 [Kirc96, 13f]. Beide bieten speziﬁsche Vor-
und Nachteile, die im folgenden Abschnitt vorgestellt werden. Anschließend wird diskutiert,
wie Vorteile beider Ansa¨tze kombiniert werden ko¨nnen. Entsprechende Methoden werden wei-
1MERTENS bezeichnet diese als Uniform [Mert96, 57] im Gegensatz zum Maßanzug.
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ter unten in diesem Kapitel vorgestellt.
6.1.1 Standardsoftware
Von Standardsoftware spricht man, wenn diese auf Vorrat gefertigt wird, basierend auf pro-
gnostizierten Anforderungen fu¨r einen anonymen Markt [Ambe99, 12]. Es kann zwischen funk-
tionsneutraler (z.B. Textverarbeitung, Tabellenkalkulation, Datenbankverwaltung) und funkti-
onsbezogener Standardsoftware (z.B. Finanzbuchhaltung, Lohn & Gehalt) sowie funktionsu¨ber-
greifender, integrierter Branchensoftware unterschieden werden2. Diese zeichnet sich im Ideal-
fall durch die von FRANK beschriebenen Bestimmungsmerkmale aus [Fran80, 15ff] (siehe auch
[Kirc96, 14f]):
• U¨bernahme einer deﬁnierten Funktion, einer Problemlo¨sung.
• Generelle Einsatzfa¨higkeit - auch universelle Software.
• Klare Fixierung und Minimierung der organisatorisch-systemtechnischen Anpassung in
zeitlichem und mengenma¨ßigem Aufwand.
• Eindeutige Festpreisformulierung und -garantie fu¨r die komplette, problemlose Integra-
tion der Software in das EDV-System des Anwenders mit Erfu¨llung aller notwendigen
Zusatzleistungen (hierunter werden Installation, Dokumentation, Wartung, Schulung etc.
verstanden).
Bei Standardsoftware handelt es sich somit um Software, die nur durch Parametrisierung3 (cu-
stomizing) fu¨r den Einsatz beim Kunden angepasst wird (vgl. [Fran80, 29ff] und [Ambe99, 12]).
Man spricht dabei von der Einfu¨hrung von Standardsoftware [Kirc96]. Kriterien zur Beurteilung
und Auswahl von Standardsoftware-Paketen ﬁnden sich in [Fran80, 29ff].
Sta¨rken Die Sta¨rken der Standardsoftware liegen vor allem bei den Faktoren Zeit, Kosten-
(sicherheit) und Qualita¨t [Ohle98, 31f]. Dies wird durch einen geringeren Anpassungs-
2Die in der vorliegenden Arbeit dargestellten Lo¨sungsverfahren sind zur Erstellung funktionsbezogener sowie
funktionsu¨bergreifender, auf Abgrenzung nach Gescha¨ftsprozessen basierenden Anwendungssysteme geeig-
net.
3Bekanntestes Beispiel fu¨r betriebliche Standardsoftware ist das ERP-System R/3 von SAP, das in einem
aufwendigen Anpassungs- und Einfu¨hrungsprozess von meist mehreren Monaten fu¨r den Kunden customized
wird (vgl. u. a. [Kirc96], [Maa+05]).
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aufwand im Vergleich zur Neuentwicklung sowie der Wiederverwendung eines bestehen-
den Systems erreicht. Letzteres reduziert die Fehleranfa¨lligkeit und erho¨ht dadurch die
Software-Qualita¨t4. In der Folge sind Kosten und Aufwand fu¨r den Einsatz in aller Regel
pra¨zise abscha¨tzbar. Durch den mehrfachen Einsatz ko¨nnen die Stu¨ckkosten deutlich
gesenkt werden.
Schwa¨chen Der Nutzen von Standardsoftware ha¨ngt entscheidend von der Flexibilita¨t zur
Variantenbildung, der Integrationsfa¨higkeit, der Portierbarkeit sowie den unterstu¨tzten
Sprachen ab [Fer+96b, 41]. Je gro¨ßer die Flexibilita¨t und damit das Einsatzgebiet der
Software-Lo¨sung sein soll, desto umfangreicher muss der angebotene Funktionsumfang
sein. Das hat einen komplexen Anpassungsprozess durch Parametrisierung zur Folge
(vgl. [Mert96]). KIRCHMER beschreibt zudem, dass Standardsoftware in den meisten
Fa¨llen funktionsorientiert strukturiert ist [Kirc96, 20], mit der Folge einer erschwerten
Anpassung an A¨nderungen der Gescha¨ftsprozesse des Unternehmens [FeSi06, 210].
Standardsoftware wird vor allem eingesetzt, wenn Inhalt und Durchfu¨hrung betrieblicher Auf-
gaben z.B. durch rechtliche Vorgaben oder betriebswirtschaftliche Modelle weitgehend festge-
legt sind [Fer+96b, 41].
6.1.2 Individualsoftware
Unter Individualsoftware werden hingegen Anwendungen verstanden, die exklusiv fu¨r einen
Auftraggeber und einen bestimmten Einsatzzweck entwickelt werden. Dabei handelt es sich
um Auftragsfertigung [Ambe99, 12f]. Dies kann wiederum auf Basis von Wiederverwendung
bereits entwickelter Systeme geschehen. Es wird zwischen Eigenentwicklung durch das Unter-
nehmen und Fremdentwicklung durch Software-Hersteller unterschieden [Ohle98, 31]. Fu¨r die
Realisierung individueller Lo¨sungen mu¨ssen ausreichend Software-Entwicklungs-Kapazita¨ten
sowie entsprechendes Know-How verfu¨gbar sein [Fer+96b, 42]. Aus Kostengru¨nden kommt es
jedoch immer ha¨uﬁger zu Offshoring, bei dem die Entwicklung in La¨nder mit kostengu¨nstigeren
Entwicklungsdienstleistungen wie Indien oder China vergeben wird.
4Diese bezieht sich auf nicht-funktionale Anforderungen. Siehe Kapitel 3.4.
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Vor dem Hintergrund der Sta¨rken von Standardsoftware bezu¨glich der Faktoren Zeit, Kosten-
(sicherheit) und Qualita¨t (s.o.), wird die Entwicklung von Individualsoftware nur unter be-
stimmten Bedingungen vorgezogen [Ambe99, 13]:
• Das zu lo¨sende Problem ist zu speziell, so dass keine absehbare Nachfrage mehrerer
Anwender besteht oder erkennbar ist.
• Standardsoftware-Produkt ist u¨berhaupt nicht verfu¨gbar. Zum Teil soll ein solches be-
wusst nicht eingesetzt werden und/oder der Anpassungsaufwand ist zu groß.
• Aus Sicherheitsgru¨nden soll die Kontrolle u¨ber die Software vollsta¨ndig sein.
Bei der Beurteilung, ob sich die Entwicklung einer individuellen Software-Lo¨sung rechnet, sind
deren Sta¨rken und Schwa¨chen zu beachten.
Sta¨rken Da Individualsoftware eine Maßanfertigung fu¨r ein bestimmtes Einsatzgebiet dar-
stellt, ist bei gegebener Qualita¨t der Lo¨sung die Unterstu¨tzung der betrieblichen Aufgabe
optimal. Außerdem kann der Kunde gro¨ßeren Einﬂuss auf das Ergebnis nehmen, was die
Akzeptanz deutlich sta¨rken kann.
Schwa¨chen Der Aufwand fu¨r eine individuelle Lo¨sung ist oftmals sehr hoch und kann im
Allgemeinen nur sehr schwer gescha¨tzt werden. Der Aufwand verursacht hohe sowie
schlecht abscha¨tzbare Kosten und die Qualita¨tssicherung gestaltet sich als sehr schwierig,
da die Fehler ha¨uﬁger erst beim Einsatz auftreten.
6.1.3 Kombination von Individual- und Standardsoftware
Ist die Programmierung nicht auf Wiederverwendung ausgelegt, so entstehen bei der Entwick-
lung Unikate. Der Einsatz eines Frameworks und der generativen Software-Architektur kann
aber eine Software-Systemfamilie von gleichartigen Anwendungen ermo¨glichen [StVo¨05, 26].
Der U¨bergang zwischen Standard- und Individualsoftware ist ﬂießend. So kann fu¨r die Her-
stellung von Individualsoftware auf Standardsoftware aufgebaut werden (z.B. bei der Ver-
wendung ho¨herer Systemplattformen und Basismaschinen oder auch durch den Einsatz von
Standardsoftware-Komponenten). Fu¨r das in der vorliegenden Arbeit zu lo¨sende Problem wird
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versucht, die Vorteile von Individual- und Standardsoftware zu kombinieren, ohne gleichzeitig
die jeweiligen Nachteile in Kauf nehmen zu mu¨ssen. Die Mo¨glichkeit hierzu bietet Wiederver-
wendung, sowohl von Design-Entscheidungen (vgl. [Gam+95]) als auch von Programmcode.
Frameworks bieten fu¨r diese Art der Entwicklung ideale Voraussetzungen. Eine detaillierte
Beschreibung von Frameworks und deren Einsatz ﬁndet sich in Kapitel 6.7.
SCHRYEN beschreibt, dass durch Wiederverwendung, vor allem bereits vorhandener Kompo-
nenten, die Grenzen zwischen Standard- und Individualsoftware zum Teil aufgehoben werden
ko¨nnen [Schr01], was die Kombination der Vorteile beider Ansa¨tze ermo¨glicht.
6.2 Wiederverwendung
In allen Bereichen stellt die Wiederverwendung ein Vorgehen zur Problemlo¨sung dar. Auch in
der Software-Entwicklung spielt sie seit langem eine wichtige Rolle5. Unter Wiederverwendung
von Software wird das erneute Anwenden von Artefakten und Wissen bei der Entwicklung eines
neuen Software-Systems verstanden, mit dem Ziel der Reduktion von Aufwand fu¨r Erstellung
und Pﬂege des neuen Systems [BiPe89]. Die verschiedenen Aspekte der Wiederverwendung
sind in Tabelle 6.1 dargestellt.
Aspekt Auspra¨gungen
Substanz Konzept, Artefakt, Vorgehen
Bereich vertikal, horizontal, intern, extern
Vorgehen geplant, systematisch, ungeplant
Technik kompositionell, generativ
Nutzungsart Black Box, White Box
Erzeugnis Algorithmus, Bibliothek von Funktionen oder Routinen,
Klassenbibliothek, Framework, Software-Komponente,
Standardsoftware, Muster
Tabelle 6.1: Aspekte der Wiederverwendung (vgl. [Same97, 22])
Bei der software-technischen Wiederverwendung sind vor allem zwei Differenzierungskrite-
rien von großer Bedeutung. Zum einen der Typ des Wiederverwendeten6, zum anderen der
5BROOKS geht sogar soweit, dass er in der Wiederverwendung und im Massenmarkt von Software eine potenzi-
elle Art von ”Wunderwaffe“ (silver bullet) [Broo87]. Zum Thema Wiederverwendung siehe auch [Mil
+95].
6Es kann ein Vorgehen oder ein Objekt wiederverwendet werden.
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Modus der Wiederverwendung7 [Schr01, 8]. In ihrer fru¨hesten Form fand Wiederverwendung
im Bereich der Software-Entwicklung fast ausschließlich in der Implementierungsphase durch
Wiederverwendung von Code statt. Mit Beginn der 1980er Jahre wurde sie auch auf weitere
Phasen des Software-Entwicklungsprozesses wie Analyse, Entwurf und Wartung ausgeweitet,
vor allem durch die systematische Wiederverwendung von Doma¨nenwissen, Architekturen und
Entwurfsmuster [Schr01, 9].
Bei der Entwicklung betrieblicher Anwendungssysteme kann im Rahmen jeder der durch-
zufu¨hrenden Teilaufgaben Wiederverwendung stattﬁnden [Szyp02, 151ff]. Es wird Wiederver-
wendung bei der Speziﬁkation, beim Entwurf sowie bei der Implementierung von Anwendungs-
systemen unterschieden (vgl. u. a. [NATO94, 3ff], [Hamm99]). Studien zeigen, dass jeweils
nur ein kleiner Teil des Quelltextes einer Anwendung wirklich anwendungsspeziﬁsch ist (vgl.
hierzu u. a. [Jone84], [Trac88], [Jing03]). Der anwendungsneutrale Teil kann also zwischen
verschiedenen Anwendungen wiederverwendet werden8.
Vorteile der Wiederverwendung
Die Vorteile der Wiederverwendung sind mannigfaltig9. Neben verbesserter Produktivita¨t und
niedrigeren Wartungskosten, kann auch die Interoperabilita¨t verbessert und die Einarbeitungs-
kosten gesenkt werden. Zudem ist eine Unterstu¨tzung des Entwicklungsprozesses in Form des
Rapid Prototyping (vgl. Kapitel 3.5.2) mo¨glich. [NATO94, 3-2]
Dimensionen der Wiederverwendung
Wiederverwendung hat verschiedene Dimensionen, die die Wiederverwendbarkeit der einzel-
nen Elemente beeinﬂussen [NATO94, 3-4]:
• Kompositorische vs. generative Ansa¨tze
Kompositorische Ansa¨tze unterstu¨tzen die bottom-up-Entwicklung von Software-Systemen
auf der Grundlage von Bibliotheken und Komponenten niedrigerer Ebenen. Generative
Ansa¨tze hingegen sind speziﬁsch fu¨r Anwendungsdoma¨nen, mit dem Ziel, ein neues
7Es kann z.B. geplante und spontane Wiederverwendung unterschieden werden.
8Zur Trennung von anwendungsspeziﬁschem und -neutralem Teil einer Anwendung, siehe auch das objektorien-
tierte Architekturmodell von SOM in Kapitel 3.3.4.
9Beispiele erfolgreicher Wiederverwendung in der Software-Industrie ﬁnden sich in [NATO94].
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System direkt aus der entsprechenden Speziﬁkation seiner Parameter automatisch erzeu-
gen zu ko¨nnen.
• Wiederverwendung in kleinem vs. in großem Umfang
Der Umfang der wiederverwendeten Elemente kann von einem einzelnen Algorithmus
bis hin zu ganzen Subsystemen reichen. Der Nutzen der Wiederverwendung im großen
Umfang steht der geringeren Wiederverwendbarkeit entgegen.
• Unvera¨nderte vs. modiﬁzierte Wiederverwendung
Elemente ko¨nnen entweder wiederverwendet werden as is oder sie bedu¨rfen der An-
passung durch Modiﬁkation. Modiﬁzierbarkeit ist ein wichtiges Kriterium der Software-
Wiederverwendung, da sie die Wiederverwendbarkeit erho¨ht.
• Generik vs. Performanz
Der ha¨uﬁg auftretende trade-off zwischen generischer Anwendbarkeit bzw. Flexibilita¨t
und Performanz kann zum Teil durch Richtlinien fu¨r den Nutzer - also Entwickler -
vermindert werden.
Hindernisse der Wiederverwendung
In der Praxis gibt es mehrere Hindernisse fu¨r Wiederverwendung, die technischer, betriebs-
wirtschaftlicher oder kulturell-psychologischer Art sind [Reif01, 454]. Ein typisches Beispiel
ist das so genannte ”not-invented-here“-Syndrom. Demzufolge trauen viele Entwickler nur
selbstentwickelten Komponenten, keinen fremden10.
Ein Anwendungssystem kann nur dann sinnvoll wiederverwendet werden11, wenn es sich im
Einklang mit den Gescha¨ftsprozessen des betrieblichen Informationssystems der Unterneh-
mung beﬁndet [Raue96, 4]. Durch die Verwendung der SOM-Methodik wird diese Konsistenz
besonders unterstu¨tzt. Die nachfolgenden Kapitel stellen grundlegende software-technische Kon-
zepte der Unterstu¨tzung von Wiederverwendung vor12.
10Ausfu¨hrlicher zu den Hindernissen der Wiederverwendung und wie man mit ihnen umgeht siehe u. a. [Reif01].
Etwaige Hindernisse werden in der vorliegenden Arbeit nicht betrachtet
11Zur Konstruktion von Gescha¨ftsprozessmodellen mit dem Ziel der verbesserten Wiederverwendbarkeit siehe
u. a. [Raue96].
12Fu¨r fachliche Referenzmodelle mit SOM siehe u. a. [Ru¨ff99].
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6.3 Objektorientierung und objektorientierte
Software-Technik
Objektorientierte Ansa¨tze nehmen mittlerweile nicht nur einen festen Platz in der Program-
mierung ein, sondern auch bei Rechner- und Systemarchitekturen, Software-Architekturen,
Datenbanksystemen, graﬁschen Nutzerschnittstellen, im Software-Design sowie bei Modellie-
rungsansa¨tzen [Booc94, 54ff], [FeSi06, 184].
Im Folgenden wird das objektorientierte Paradigma kurz charakterisiert. Die software-technische
Realisierung von objektorientierten Anwendungssystemen mittels so genannter Frameworks
(Rahmenwerke) wird in Kapitel 7 ausfu¨hrlich beschrieben.
6.3.1 Objektorientierter Ansatz
Der objektorientierte Ansatz ist nicht beschra¨nkt auf die Programmierung. Er ﬁndet sich auch
in den oben erwa¨hnten Bereichen Rechner- und Systemarchitekturen, Software-Architekturen,
Datenbanksysteme, graﬁsche Nutzerschnittstellen, Software-Design sowie Modellierungsansa¨tze
(siehe u. a. [Kil+93, 5-12], [Booc94, 54ff], [FeSi06, 184]). Allgemein beruht dieser Ansatz auf
folgenden Prinzipien [Booc94]:
Abstraktion : Objekte modellieren Entita¨ten oder Sachverhalte der realen Welt. Mit dem Ziel
der Komplexita¨tsreduktion abstrahieren sie von Eigenschaften dieser Entita¨ten und Sach-
verhalte, die fu¨r das zu konstruierende System unwichtig sind.
Kapselung (information hiding): Der Begriff des Information Hiding wurde von PARNAS
gepra¨gt [Parn01a]. Er bezeichnet das Verbergen der Implementierung bzw. der Innensicht
von Objekten. Ein Zugriff auf die Funktionalita¨t des Objektes erfolgt lediglich u¨ber die
o¨ffentlich zuga¨ngliche Außensicht. Da die Realisierung des Verhaltens verborgen bleibt,
kapseln die Objekte ihre interne Struktur und ihr Verhalten.
Modularisierung : Das zu konstruierende System wird anhand von Zerlegungskriterien in
Teilsysteme zerlegt. Diese Kriterien ko¨nnen sich an Zielen und Aufgaben von Objekten
orientieren.
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Hierarchiebildung : Optimierung von Funktions- und Datenredundanzen sind Integrations-
ziele. Ihrer Kontrolle und der Reduktion von Komplexita¨t dienen Aggregations- und
Generalisierungsbeziehungen.
Der Arbeit liegt mit dem SOM-Ansatz (vgl. Kapitel 5.3) ein gescha¨ftsprozess- und objektorien-
tierter Modellierungsansatz zu Grunde. Die zu entwickelnde Software-Architektur (vgl. Kapitel
8) und die zur Realisierung verwendete Programmiersprache Java (vgl. Kapitel 9.1.1) folgen
ebenfalls dem objektorientierten Ansatz.
6.3.2 Objektorientierte Programmierung (OOP)
BOOCH deﬁniert objektorientierte Programmierung folgendermaßen [Booc94, 57]:
”Objektorientierte Programmierung ist eine Implementierungsmethode, bei der
Programme als kooperierende Ansammlungen von Objekten angeordnet sind. Jedes
dieser Objekte stellt eine Instanz einer Klasse dar, und alle Klassen sind Elemente
einer Klassenhierarchie, die durch Vererbungsbeziehungen gekennzeichnet sind.“
Die Konzepte der objektorientierten Programmierung sind [Jaco93, 85]:
• Datenkapselung in Objekten
• Konzept von Instanz und Klassen
• Vererbung
• Polymorphismus
6.3.3 Objektorientiertes Design (OOD)
Fu¨r objektorientiertes Design ﬁndet sich in der Literatur folgende Deﬁnition [Booc94, 58]:
”Objektorientiertes Design ist eine Designmethode, die den Prozeß der objek-
torientierten Zerlegung beinhaltet sowie eine Notation fu¨r die Beschreibung der
logischen und physikalischen wie auch statischen und dynamischen Modelle des
betrachteten Systems.“
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6.3.4 Objektorientierte Analyse (OOA)
Objektorientierte Analyse kommt in den fru¨hen Phasen des Software-Entwicklungsprozesses
zum Einsatz und legt das gro¨ßte Gewicht auf die Erzeugung von Modellen der realen Welt. Bei
der Analyse handelt es sich um den Konstruktionsprozess des fachlichen Modells. Sie wird bei
BOOCH folgendermaßen deﬁniert [Booc94, 59]:
”Die objektorientierte Analyse ist eine Analysemethode, die die Anforderungen
aus der Perspektive der Klassen und Objekte, die sich im Vokabular des Problem-
bereichs ﬁnden, betrachtet.“
6.4 Aspektorientierung
Ein Software-System stellt die Realisierung einer Reihe von Concerns dar. Unter einem Con-
cern wird hier eine speziﬁsche Anforderung verstanden, die beachtet werden muss, um dem
globalen Ziel des Systems zu genu¨gen [Ladd03, 7]. Es werden zwei Arten von Belangen unter-
schieden: Core Concerns einerseits und Crosscutting Concerns andererseits.
Core Concerns ko¨nnen unter anderem mit objektorientierten Ansa¨tzen sauber in Module ge-
packt werden. Crosscutting Concerns13 verhalten sich orthogonal zu den Core Concerns, da
sie in mehreren Modulen beno¨tigt werden und in der Regel u¨ber diese verteilt sind14. Systeme
manifestieren sich in mehr als einer Dimension, wodurch Komponenten und Aspekte unter-
schieden werden. Die Begriff Aspekt wurde von KICZALES ET AL. gepra¨gt. Er bezeichnet
Eigenschaften eines Systems, die nicht notwendigerweise eingereiht werden ko¨nnen mit dessen
funktionalen Komponenten, sondern diese vielmehr quer schneiden [Kic+97]. Die Aspektori-
entierung bescha¨ftigt sich mit mehrdimensionalen Lo¨sungen fu¨r das Problem der verstreuten
Aspekt-Implementierungen.
Separation of Concerns [Dijk76] bezeichnet das Vorgehen, jeweils nur den Teil der Software zu
identiﬁzieren, zu kapseln und zu manipulieren, der fu¨r ein bestimmtes Konzept, ein bestimmtes
13Crosscutting Concerns sind nicht zwingend gleich zu setzen mit nicht-funktionalen Anforderungen. Fu¨r eine
ausfu¨hrliche Diskussion der Unterschiede und Gemeinsamkeiten siehe [Bono04, 18-21] sowie die dort zitierte
Literatur.
14Die Tatsache, ob ein Concern als quer schneidend (crosscutting) zu bezeichnen ist, steht in Relation zu einer be-
stimmten Dekomposition [Elr+01]. Bei [OsTa01] wird dies auch als Tyrannei der dominanten Dekomposition
bezeichnet.
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Ziel oder einen bestimmten Zweck von Relevanz ist [OsTa01]. Eine saubere Trennung der
Concerns (Modularisierung) ist fu¨r die Kernfunktionalita¨t mo¨glich. Sobald aber Querschnitts-
funktionalita¨t hinzu kommt, wird diese u¨ber das System verstreut (scattered) und bei der Imple-
mentierung innerhalb der Core Concerns mit anderen Funktionen ”verknotet“ (tangled). Diese
Nachteile der eindimensionalen Lo¨sung [Ladd03, 10ff] sind in Abbildung 6.1 dargestellt. So
ist die Pru¨fung der Autorisierung a) u¨ber mehrere Module verteilt (scattering) und b) imple-
mentiert das dargestellte Modul nicht nur die Gescha¨ftslogik, sondern auch diverse Module mit
Querschnittsfunktionalita¨t (tangling). Mit den Auswirkungen schlechter Verfolgbarkeit, gerin-
gerer Produktivita¨t, weniger Code-Wiederverwendung sowie schwierigerer Weiterentwicklung
[Ladd03, 18f].
Abbildung 6.1: Code scattering und tangling bei crosscutting Concerns [Ladd03, 16f]
Aspektorientierung begegnet diesen nachteiligen Folgen mit einem mehrdimensionalen Ansatz.
Vor allem die aspektorientierte Programmierung mit Sprachen wie AspectJ (vgl. [Ladd03])
baut auf objektorientierten Sprachen (Java) und Konzepten auf. Es werden neue Konzepte
eingefu¨hrt, um auch quer schneidende Belange modularisieren zu ko¨nnen [Ladd03, 19], die
Kernfunktionalita¨t wird weiterhin mit der gewa¨hlten Methodik z.B. objektorientiert implemen-
tiert. Die aspektorientierte Entwicklung erfolgt dabei in drei Schritten [Ladd03, 21f]:
1. aspektbezogene Abgrenzung (decomposition)
Im ersten Schritt werden Core Concerns (z.B. Gescha¨ftslogik) sowie Crosscutting Con-
cerns (z.B. Logging, Persistenz) identiﬁziert und von einander getrennt.
2. Implementierung des Concern
Jeder Concern wird mit konventionellen (objektorientierten) Methoden unabha¨ngig im-
plementiert (z.B. Modul Gescha¨ftslogik, Modul Logging, Modul Persistenz).
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3. aspektbezogene Integration (recomposition)
Die Regeln der Integration (Aspekte) werden aufgestellt und das System diesen ent-
sprechend auf der Implementierungsebene zusammengefu¨hrt. Beim Einsatz aspektori-
entierter Programmierung (AOP) geschieht das, indem die Aspekte zum Zeitpunkt des
Kompilierens durch einen so genannten weaver mit den Core Concerns verwoben werden
(weaving)15.
Um Aspekte zu implementieren ko¨nnen a) Bibliotheken eingesetzt, b) doma¨nenspeziﬁsche
Aspektsprachen verwendet oder c) Spracherweiterung fu¨r die Unterstu¨tzung von Aspekten ent-
wickelt werden [Czar98, 225]. Aspekte ko¨nnen statisch16 oder dynamisch17 mit dem Code
der Komponenten verwoben werden [Con+00, 4], wobei die statische Methode klare Vorteile
hinsichtlich der Performanz bietet.
FAYAD ET AL. schlagen einen framework-basierten Ansatz vor, bei dem eine Art Aspekt-
Moderator (AspectModerator) vor Aufruf einer Klasse u¨berpru¨ft, welche Aspekte in die-
sem Zusammenhang auszufu¨hren sind und entsprechend durch ihn ausgefu¨hrt werden [Con+00].
Dabei kennen sich Aspekt und Komponente zur Entwicklungszeit nicht, erst zur Laufzeit erfah-
ren sie - wenn no¨tig - voneinander [Con+00, 7].
Wird das Anwendungssystem aus der modellgetriebenen Software-Entwicklung abgeleitet, so
ko¨nnen schon auf dieser Ebene die Aspekte beachtet werden (siehe [StVo¨05, 160ff] und [Vo¨lt05,
8]).
6.5 Komponentenorientierung
Ein besonderes Bestreben bei der Entwicklung betrieblicher Anwendungssysteme ist das Zu-
sammenfu¨gen wiederverwendbarer Software-Komponenten. MCILROY fordert schon fru¨h einen
Massenmarkt fu¨r Software-Komponenten, um so der Software-Krise begegnen zu ko¨nnen
[McIl68]. Durch diese Art der Wiederverwendung ko¨nnen Vorteile von Standard- und Indi-
vidualsoftware verbunden werden [Turo99, 132]. TUROWSKI deﬁniert eine Komponente wie
folgt [Turo99, 134]:
15Siehe z.B. Einsatz von AspectJ [Ladd03].
16Aspekt-Code und Komponenten-Code werden noch zur Entwicklungszeit verwoben. Entweder zu ’vermisch-
tem’ Quellcode (vor dem Kompilieren) oder ’vermischtem’ ausfu¨hrbarem Code (beim Kompilieren).
17Der Code von Aspekten und Komponenten wird erst zur Laufzeit miteinander verwoben.
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”Eine Komponente ist ein wiederverwendbarer, abgeschlossener und vermarktbarer
Softwarebaustein, der Dienste u¨ber eine wohldeﬁnierte Schnittstelle zur Verfu¨gung
stellt und in zur Zeit der Entwicklung unvorhersehbaren Kombinationen mit ande-
ren Komponenten einsetzbar ist.“
Sind Komponenten Bestandteil betrieblicher Anwendungssysteme, wird der Begriff noch enger
als Fachkomponente gefasst. Eine Fachkomponente implementiert eine bestimmte Menge von
Diensten einer betrieblichen Anwendungsdoma¨ne [Turo99, 134]. Werden die Komponenten
zu einem Anwendungssystem zusammengefasst, so ist deren Integration durch die Verfolgung
von Integrationszielen von großer Bedeutung (vgl. Kapitel 4). Eine entsprechende Implemen-
tierungsplattform stellt das im Rahmen dieser Arbeit entwickelte Framework dar. Es handelt
sich dabei um ein Architektur-Framework (vgl. [Whit02, 110–115], [Evan04, 74]), das als
Komponentenplattform dient, auf der Komponenten sowohl neu entwickelt als auch bestehende
wiederverwendet und zu Anwendungssystemen montiert werden ko¨nnen.
Auch wenn die technischen Voraussetzungen fu¨r die Entwicklung und Montage von standar-
disierten Fachkomponenten in den letzten Jahren deutlich besser geworden sind, so wird wohl
dennoch kein ”Massenmarkt“ (s.o.) dafu¨r entstehen. Grund dafu¨r ist die zu hohe A¨nderungs-
geschwindigkeit bzw. die notwendige Variantenvielfalt, die eine ganzheitliche Standardisierung
der betrieblichen Anwendungsdoma¨ne durch Fachkomponenten verhindern [Turo99, 135]. Dies
fu¨hrt zur Deﬁnition von Teil- bzw. Kernstandards, die durch standardkonforme Erweiterbarkeit
angepasst werden ko¨nnen. Dieser Flexibilita¨t kommt eine hohe Bedeutung zu. Fu¨r die Beschrei-
bung der eigentlichen Nutzdaten durch Meta-Informationen eignet sich in diesem Zusammen-
hang besonders die Extensible Markup Language (XML)18.
6.6 Entwurfsmuster
Um bei der Lo¨sung eines Problems von bestehenden Erfahrungen und erfolgreich getroffenen
Entwurfsentscheidungen proﬁtieren zu ko¨nnen, verwendet man in vielen Bereichen Muster, die
die Lo¨sung des Problems in einem bestimmten Kontext beschreiben19. In Abha¨ngigkeit von
18Fu¨r eine detailliertere Beschreibung von XML siehe Kapitel 9.1.2.
19Eines der bekanntesten Beispiele ist die Mustersprache fu¨r das Bauwesen des Architekten Christopher Alexan-
der, die aus insgesamt 253 Mustern besteht [Ale+78].
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der Granularita¨t der Muster schla¨gt BUSCHMANN bezogen auf die Entwicklung von Software-
Systemen folgende Kategorisierung der Muster vor [Bus+00, 12ff].
• Architekturmuster
Ein Architekturmuster wie Presentation-Abstraction-Control (vgl. auch Kapitel 8.2.2.1)
[Bus+00, 145ff] spiegelt das generelle Prinzip der Strukturierung eines Software-Systems
wider.
• Entwurfsmuster
Ein Entwurfsmuster dient zur Beschreibung eines Schemas, das zur Verfeinerung von
Komponenten des Software-Systems oder deren Beziehungen dient. Das Entwurfsmuster
Observer [Gam+95, 293ff] wird u. a. im Kontext des Architekturmusters Model-View-
Controller (vgl. auch Kapitel 8.2.2.2) [Bus+00, 124ff] verwendet.
• Idiom
Idiome sind in der Regel programmiersprachenspeziﬁsch und beschreiben eine wieder-
verwendbare Lo¨sung bei Implementierungsproblemen in einem bestimmten Kontext. Die-
se weisen die niedrigste Abstraktionsstufe auf.
Im Rahmen der software-technischen Speziﬁkation von Anwendungssystemen beschreiben Ent-
wurfsmuster (design patterns) wiederverwendbare Lo¨sungen fu¨r Entwurfsprobleme, die in
einem bestimmten Kontext auftreten20. Sie ermo¨glichen die Wiederverwendung von Entwurfs-
erfahrung. Sie werden bei GAMMA ET AL. orthogonal klassiﬁziert nach Zweck (was ein Ent-
wurfsmuster tut) und Reichweite (bezieht sich ein Entwurfsmuster prima¨r auf Klassen oder Ob-
jekte) [Gam+95, 10]. Obwohl Entwurfsmuster nicht auf objektorientierte Ansa¨tze beschra¨nkt
sind, besteht eine enge Verbindung zwischen beiden Ansa¨tzen durch objektorientierte Konzepte
wie Vererbung oder abstrakte Klassen. Ein Entwurfsmuster wird durch vier Elemente charakte-
risiert [Gam+95, 3]:
• Name: Gibt den Namen des Musters an und identiﬁziert das Entwurfsproblem.
• Problem: Beschreibung, wann das Entwurfsmuster eingesetzt werden kann. Es werden
das Problem selbst und der Kontext der Anwendung sowie eventuell Bedingungen fu¨r den
Einsatz speziﬁziert.
20Zu Entwurfsmustern vgl. vor allem [Gamm92] und [Gam+95]
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• Lo¨sung: Speziﬁkation der Elemente des Entwurfs, ihre Beziehungen untereinander sowie
die Zusammenarbeit der einzelnen Elemente einschließlich ihrer jeweiligen Verantwor-
tung. Es wird aber keine konkrete Implementierung beschrieben.
• Konsequenzen: Beschreibung der Konsequenzen und Zielkonﬂikte des Einsatzes, die fu¨r
die Beurteilung der konkreten Verwendung des Entwurfsmusters von Bedeutung sind.
Will man ein bestimmtes Problem mit Entwurfsmustern lo¨sen, muss man herausﬁnden, ob
es ein entsprechendes Muster gibt, es dann ﬁnden und fu¨r den eigenen Kontext anwenden.
Architekturmuster fu¨r Anwendungssysteme ﬁnden sich in [Fowl03].
6.7 Frameworks
Ein Framework21 besteht aus einer Menge von Klassen und stellt einen abstrakten Lo¨sungs-
entwurf fu¨r eine Familie verwandter Probleme22 dar [JoFo88, 22]. Von Entwurfsmustern unter-
scheiden sich Frameworks vor allem hinsichtlich der Abstraktionsstufe der konkreten techni-
schen Realisierung [Gam+95, 28]:
1. Frameworks sind weniger abstrakt als Design Patterns. Wa¨hrend Frameworks als Code
vorliegen ko¨nnen, werden bei Entwurfsmustern ho¨chstens Beispiele als Code realisiert.
2. Frameworks sind gro¨ßere architektonische Elemente als Design Patterns. Ein typisches
Framework umfasst mehrere Design Patterns. Das umgekehrte Verha¨ltnis ist nicht mo¨glich.
3. Frameworks sind spezialisierter als Design Patterns. Frameworks haben immer eine be-
stimmte Anwendungsdoma¨ne.
Frameworks23 dienen der Erfu¨llung einer bestimmten Aufgabe und umfassen eine Sammlung
verschiedener, individueller Komponenten, die ein deﬁniertes Kooperationsverhalten besitzen
[Pree97, 7]. Einige dieser Komponenten sind austauschbar und dienen der mo¨glichen Ver-
feinerung des Frameworks. Sie werden hot spots genannt. Bei Frameworks handelt es sich
21Zu Frameworks vgl. u. a. [John92], [John97], [Pree97].
22Zum Beispiel die Erstellung eines Dialogfenster-Systems oder die Entwicklung eines internet-basierten interak-
tiven betrieblichen Anwendungssystems.
23Frameworks werden in [Grif98, 114] als ”Applikationsbauka¨sten“ bezeichnet.
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um eine objektorientierte Wiederverwendungstechnik [John97, 10], die u¨ber die reine Code-
Wiederverwendung hinausgeht. Es handelt sich, anders als bei Klassenbibliotheken von Bau-
steinklassen24, nicht um eine Sammlung voneinander unabha¨ngiger Klassen, die bei jeder An-
wendungsentwicklung neu miteinander verknu¨pft werden mu¨ssen.
Dient ein Framework als Grundlage fu¨r eine vollsta¨ndige Anwendung (application), so wird es
als Application Framework bezeichnet. Der Einsatz von Frameworks ermo¨glicht dadurch bei
der Anwendungsentwicklung durch Wiederverwendung25 des Entwurfs26 (design reuse) die
gemeinsame Nutzung von Architektur [Gam+95, 27], die als eine der wichtigsten Arten der
Wiederverwendung im Software-Engineering gilt [JoFo88, 24]. Die Wiederverwendung ﬁndet
in zweifacher Hinsicht statt. Zum einen wird die Software-Architektur und die damit verbunde-
nen Entwurfsentscheidungen fu¨r die Entwicklung des Anwendungssystems wiederverwendet.
Zum anderen kann der Programm-Code selbst wiederverwendet werden27, da das Framework
abstrakte Klassen beinhaltet, die vom Entwickler erweitert, angepasst und wiederverwendet
werden ko¨nnen (siehe Abbildung 6.2).
Abbildung 6.2: Wiederverwendung eines Frameworks [Gamm92, 12]
Das Komponentenparadigma geht davon aus, dass vollsta¨ndige, in sich abgeschlossene und
bereits vorgefertigte funktionale Einheiten (Komponenten) nur noch zusammengefu¨gt werden
mu¨ssen [Grif98, 115]. Im Unterschied dazu stellt ein Framework eine Art Schablone dar, die
der zu entwickelnden Software eine Grundstruktur und Organisation vorgibt. Erst die Verfeine-
rung fu¨hrt zu anwendbaren Endprodukten (vgl. auch Kapitel 7.1.). Ein Framework kann eine
24Bausteinklassen ko¨nnen ohne weitere Ableitung unabha¨ngig von anderen Klassen wiederverwendet werden
(vgl. [Gamm92, 11]. Beispiele hierfu¨r sind Listen oder Hash-Tabellen, die der Verwaltung von Datenstrukturen
dienen.
25Zur Wiederverwendung von Frameworks vgl. auch [Pree97].
26Die Art und Weise der Zerlegung des Systems in Komponenten ist der wichtigste Teil des Frameworks (vgl.
[Deut89]). Die Aufteilung der Funktionalita¨t auf Komponenten und die Wiederverwendung der internen
Schnittstellen wird als zum Teil als wichtiger erachtet als die eigentliche Implementierung (vgl. [John97]).
27Die Reduktion des Aufwands der Quellcode-Programmierung fu¨r die Anpassung eines ausgereiften Framework
im Vergleich zur korrespondierenden Neuentwicklung einer Anwendung wird in der Literatur zum Teil mit bis
zu 80% angegeben (vgl. [Wei+89]).
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erga¨nzende Infrastruktur fu¨r Komponenten darstellen. Dadurch entsteht ein anwendungsbezo-
genes Komponentenmodell [Grif98, 116].
Urspru¨nglich stammen Software-Frameworks aus dem Umfeld der graﬁschen Benutzungsober-
ﬂa¨chen28, werden aber seit Mitte der 1990er Jahre zunehmend auch im Umfeld betrieblicher
Anwendungsentwicklung eingesetzt. Die Entwicklung betrieblicher Anwendungssysteme mit
Frameworks stellt den Lo¨sungsansatz der vorliegenden Arbeit fu¨r einen efﬁzienteren Entwick-
lungsprozess dar. Dem Themenkomplex Framework ist deshalb ein eigenes Kapitel gewidmet
(siehe Kapitel 7).
28Vgl. [John97, 12f]. Bekanntestes Beispiel ist das GUI-Framework von Smalltalk-80, das auf dem Entwurfsmu-
ster Model-View-Controller (MVC) basiert (vgl. [KrPo88]).
7 Frameworks in der Systementwicklung
Ein Framework deﬁniert und implementiert anwendungsneutrale Software-Komponenten so-
wie deren Kooperationsverhalten [Pree97, 7]. Im folgenden soll dargelegt werden, wie der
Einsatz von Frameworks in den Phasen Software-Design und Realisierung sowohl den Umfang
als auch die Komplexita¨t der Systementwicklungsaufgabe verringern kann.
Frameworks liegt das Konzept der Wiederverwendung auf Entwurfs- sowie Code-Ebene zu
Grunde [John97, 10f]. Ein Framework stellt eine Basismaschine dar, die fu¨r die Entwicklung
entsprechende Flexibilita¨t bietet (vgl. [FeSi06, 304]), in dem Sinne, dass verschiedene An-
wendungen unter Verwendung desselben Framework auf Grund infrastruktureller, architekto-
nischer oder fachlicher Gemeinsamkeiten realisiert werden ko¨nnen. Diese bezeichnet man als
Software-Systemfamilie [Parn01b] (z.B. ein E-Business-System), innerhalb derer es verschie-
dene Produktlinien geben kann (vgl. [Bett05]).
In Abbildung 7.1 ist dargestellt, dass die Komponenten des Frameworks, das als Basismaschine
dient, den Aufruf der jeweiligen Programmkomponenten auslo¨sen.
Abbildung 7.1: Programmerstellung mit Framework-Einsatz (nach [Fer+96b, 46])
Dieser Mechanismus - auch Inversion of Control genannt - ist eine der wichtigsten Eigen-
schaften von Frameworks, die es vor allem vom Einsatz von Klassenbibliotheken oder auch
Komponenten unterscheidet. Er wird von JOHNSON wie folgt beschrieben [JoFo88, 25]:
”One important characteristic of a framework is that the methods deﬁned by the
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user to tailor the framework will often be called from within the framework itself,
rather than from the user’s application code. The framework often plays the role
of the main program in coordinating and sequencing application activity. This in-
version of control gives frameworks the power to serve as extensible skeletons. The
methods supplied by the user tailor the generic algorithms deﬁned in the framework
for a particular application.“
Je nach Anwendungsgebiet ko¨nnen verschiedene Arten von Frameworks unterschieden werden
[FaSc97, 34]:
• System Infrastructure Frameworks dienen hauptsa¨chlich dem internen Gebrauch (z.B.
Betriebssysteme).
• Middleware Integration Frameworks wie Object Request Broker (ORB) Frameworks die-
nen der Integration verteilter Anwendungen.
• Enterprise Application Frameworks adressieren weitverbreitete Anwendungsdoma¨nen mit
Fokus auf betriebliche Gescha¨ftsaktivita¨ten.
Der Lo¨sungsansatz der Arbeit ist die Konzeption und Realisierung eines Enterprise Applicati-
on Frameworks, das der Entwicklung betrieblicher Anwendungssysteme dient. Diese Art von
Framework wird auch auch als Business Framework bezeichnet. SCHMITZER unterscheidet
diesbezu¨glich drei Ansa¨tze [Schm00, 11f]:
• Das Business Framework zur Konﬁguration betrieblicher Funktionen und Prozesse auf
Basis fertiger Anwendungskomponenten und Standard-Software, wie sie die SAP AG
anbietet.
• Das Business Framework entha¨lt als Rahmen und Werkzeug zur Entwicklung von Fach-
komponenten Basiswissen des Anwendungsfeldes inklusive Anwendungslogik. Als Bei-
spiel kann das SanFrancisco Framework der IBM gesehen werden [Car+00].
• Anbieter von Component Integration Frameworks konzentrieren sich auf technische
Middleware-Standards fu¨r die Entwicklung von Bausteinen. Anbieter sind bspw. Sun1
1http://www.sun.com/aboutsun/media/presskits/sunone
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mit dem J2EE Framework und Microsoft2 mit seinem .NET Framework [Gras03]. Solche
technischen Frameworks fokussieren zwar die Entwicklung betrieblicher Anwendungssy-
steme, doch geht die technische Abstraktion dabei nicht weit genug, um die semantische
Lu¨cke zu fachlichen Konzepten entscheidend reduzieren zu ko¨nnen.
Das hier entwickelte Framework soll als Rahmen und Werkzeug zur Entwicklung von Fachkom-
ponenten dienen. Ganz generell verringert ein solches Framework durch Wiederverwendung
seiner Komponenten den Umfang der Systementwicklungsaufgabe:
• Die Software-Architektur des Anwendungssystems muss nicht im Rahmen des Entwick-
lungsprozesses entworfen werden, da sie vom Framework deﬁniert und implementiert
wird.
• Das Kooperationsverhalten der Komponenten muss nicht durch das Programm abgebildet
werden, sondern wird vom Framework implementiert. Dadurch wird eine Trennung der
Gescha¨ftslogik, wie sie anwendungsspeziﬁsch umgesetzt wird, von der Komplexita¨t des
Software-Systems erreicht.
• Der Umfang der Programmerstellung sinkt, da anwendungsneutrale Funktionalita¨t nicht
wa¨hrend der Aufgabendurchfu¨hrung entwickelt werden muss, sondern vom Framework
zur Verfu¨gung gestellt wird.
Fu¨r den Einsatz als Lo¨sungsverfahren der Systementwicklungsaufgabe ist zudem die zu Grun-
de liegende fachliche Modellierung zu beachten. Das im Rahmen der Anforderungsanalyse
und -deﬁnition abgeleitete fachliche Modell des Anwendungssystems (vgl. [FeSi06, 460ff])
bestimmt die Komplexita¨t der zu realisierenden Nutzermaschine. Fu¨r den Entwurf eines Fra-
meworks zur vollsta¨ndigen Abbildung der Nutzermaschine bedeutet das, dass sich dieser an der
Art und am Umfang der Komponenten der Nutzermaschine orientieren muss.
Zuna¨chst wird der Framework-Entwicklungsprozess in Kapitel 7.1 vorgestellt. Der o¨konomi-
sche Nutzen des Framework-Einsatzes ist Gegenstand von 7.2. Anschließend werden in Kapi-
tel 7.3 und Kapitel 7.4 zwei fachlich motivierte Framework-Ansa¨tze vorgestellt und auf ihre
Eignung fu¨r die Entwicklung von Anwendungssystemen betrachtet, die gema¨ß SOM aus den
2http://www.microsoft.com/net
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Gescha¨ftsprozessen der Organisation abgeleitet wurden. Die Motivation eines eigenen Frame-
work-Entwurfs wird in Kapitel 7.5 erla¨utert. Entwurf und Realisierung des Frameworks moc-
cabox sind Gegenstand des dritten Teils der Arbeit.
7.1 Der Framework-Entwicklungsprozess
Im Gegensatz zu Klassenbibliotheken deﬁniert ein Framework nicht nur die einzelnen Kom-
ponenten, sondern auch wie sie interagieren (siehe Abbildung 7.2). Ein Framework besteht
aus festgelegten Teilen frozen spots und erweiterbaren Einschu¨ben hot spots. Je nachdem, ob
die Einschu¨be durch U¨berschreiben vorhandener Methoden oder Implementieren speziﬁzier-
ter Schnittstellen realisiert werden, spricht man von Geru¨sten (White-Box-Frameworks) bzw.
Bauka¨sten (Black-Box-Frameworks) [Schm00, 9]. Der Lebenszyklus eines Frameworks ent-
spricht meist einer Evolution, so wird ein Framework zuna¨chst als white-box implementiert
und erst mit zunehmender Nutzung und Weiterentwicklung zum black-box Framework (vgl.
[Pree97]).
Abbildung 7.2: Aufrufbeziehungen Klassenbibliothek und Framework (nach [Zeid99, 5])
Bei einem Framework handelt es sich um eine generische Applikation, mit dem Zweck der
Erzeugung verschiedener Anwendungen einer bestimmten Anwendungsdoma¨ne (z.B. internet-
basierte betriebliche Anwendungssysteme) [Schm97, 48]. Aufgrund der dafu¨r notwendigen
Flexibilita¨t und Variabilita¨t stellt der Entwurf eines Frameworks im Vergleich zum Entwurf
einer konkreten Applikation eine entsprechend komplexere Aufgabe dar (vgl. [Nie+92, 164],
[Car+00, 1]). Der Entwicklungsprozess kann sich daher wesentlich von dem konventioneller
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Software-Systeme unterscheiden3. Die Entwicklung ﬁndet in der Regel nicht streng sequentiell
statt, sondern wird bottom up in mehreren iterativen Schritten durchlaufen (vgl. u. a. [WiJo90],
[FaSc97], [Schm97]). Zudem handelt es sich um einen evolutorischen Prozess, der nicht beendet
ist, sobald das Framework zur Entwicklung von Applikationen eingesetzt wird. Gesammelte
Erfahrungen und neue Anforderungen aus der Anwendung ﬂießen in den weiteren Entwick-
lungsprozess des Frameworks ein (vgl. u. a. [RoJo97a]). Der Framework-Entwicklungsprozess
bottom-up kann in U¨bereinstimmung mit [Pree97], [RoJo97b] wie in Abbildung 7.3 dargestellt
werden.
Abbildung 7.3: Framework-Entwicklungsprozess (nach [RoJo97b])
Die Variabilita¨t eines Frameworks wird durch seine variablen Anteile - so genannte hot spots -
bestimmt. Bei der Entwicklung von Frameworks wird zuna¨chst von konkreten Anwendungsfa¨l-
len abstrahiert [Nie+92, 164]. Frameworks ko¨nnen nach White-Box und Black-Box Frame-
works unterschieden werden (vgl. [Schm96]).
7.1.1 White-Box Frameworks
White-Box-Frameworks zeichnen sich im objektorientierten Kontext dadurch aus, dass sie
aus einer Menge von abstrakten Klassen bestehen, die unvollsta¨ndig speziﬁziert sind4 (vgl.
[Pree97, 19f]). Eine abstrakte Klasse besitzt mindestens eine nicht implementierte Methode
3ROBERTS & JOHNSON stellen in [John97] eine Mustersprache (pattern language) vor, die der Entwicklung von
Frameworks dient. Sie entha¨lt Entwurfsmuster von der ersten Ableitung des Frameworks aus drei Beispiel-
Anwendungen u¨ber den White-Box-Entwurf bis hin zum visuellen Baukasten.
4Zu abstrakten Klassen vgl. [Pree97, 26f]. Das Aufﬁnden abstrakter Klassen beschreiben [JoFo88].
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[John97, 11]. Solche Methoden werden als abstrakte Methoden bezeichnet und sind bei der
Erweiterung einer abstrakten Klasse zu einer konkreten Klasse vom Entwickler entsprechend
zu implementieren. Damit das Framework eingesetzt werden kann, mu¨ssen vom Entwickler die
abstrakten Klassen erweitert und deren abstrakte Methoden u¨berschrieben werden. Auf diese
Weise wird das Framework fu¨r den entsprechenden Einsatz parametrisiert. Fu¨r die Anpassung
des Frameworks beno¨tigt der Entwickler mithin eine gewisse Kenntnis5 des Entwurfs und der
Implementierung des White-Box-Framework. Wann die Methoden aufgerufen und wie eventu-
elle Ru¨ckgabewerte verarbeitet werden bleibt in der Kontrolle des Frameworks.
White-Box-Frameworks bauen sehr stark auf dem Prinzip der Vererbung auf, mit entsprechen-
den Einschra¨nkungen bei der Verwendung [RoJo97a]:
• sehr enge Kopplung der Komponenten, die durch Vererbung erweitert werden
• der Entwickler kann A¨nderungen in der erweiterten Komponente vornehmen, die vom
Framework-Entwickler nicht vorgesehen waren
• Erweiterung erfolgt durch Programmierung neuer Klassen
• Vererbung ist statisch und kann zur Laufzeit nicht leicht gea¨ndert werden
Dennoch bietet der Einsatz von White-Box-Frameworks vor allem den Vorteil großer Flexi-
bilita¨t. Vor allem bei der Neuentwicklung eines Frameworks, wenn die Anwendungsdoma¨ne
und notwendige Funktionalita¨t noch nicht abschließend bekannt sind. Beim Systementwurf
kommen Entwurfsmuster wie Template Method und Factory zum Einsatz (vgl. [Gam+95]), um
den Umfang des wiederverwendbaren Codes zu erho¨hen.
7.1.2 Black-Box-Frameworks
Anders als bei den eben beschriebenen White-Box-Frameworks basiert das Anpassungskonzept
von Black-Box-Frameworks (vgl. [Pree97, 20f]) nicht auf unvollsta¨ndig speziﬁzierten Klas-
sen. Vielmehr zeichnen sie sich durch eine Menge fertiger Komponenten aus. Die Anpassung
des Frameworks erfolgt nicht u¨ber eine vervollsta¨ndigende Programmierung der Komponenten
5Gleichbedeutend mit Versta¨ndnis.
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oder Klassen, sondern durch die sinnvolle und zielgerichtete Komposition (plugging) der Kom-
ponenten einer Komponenten-Bibliothek [JoFo88, 25]. Die innere Struktur des Frameworks und
seiner Komponenten bleibt dem Entwickler folglich verborgen (black box).
Das Prinzip der polymorphen Komposition [RoJo97a], das Black-Box-Frameworks zu Grunde
liegt, bietet gegenu¨ber dem Prinzip der Vererbung gewisse Vorteile (vgl. [RoJo97a]), mit der
Einschra¨nkung, dass der Entwickler sehr genau wissen muss, was sich durch die Komposition
a¨ndert:
• Komposition unterstu¨tzt auf sehr ma¨chtige Weise Wiederverwendung
• es mu¨ssen keine neuen Klassen geschrieben werden
• Komposition kann zur Laufzeit gea¨ndert werden
Zwar sind Black-Box-Komponenten leichter zu verstehen, da die internen Zusammenha¨nge
verborgen bleiben. Doch sie sind weniger ﬂexibel als die White-Box-Erweiterung durch Ver-
erbung. Daher wird die polymorphe Komposition auf Basis einer Komponenten-Bibliothek vor
allem dort zum Einsatz kommen, wo die Anwendungsdoma¨ne sehr gut bekannt ist.
Die wenigsten Frameworks sind reine White-Box-Frameworks oder Black-Box-Frameworks,
sondern enthalten sowohl abstrakte Klassen wie auch fertige Elemente der Komposition. Die
Entwicklung eines Frameworks erfolgt zumeist als White-Box-Framework durch die Ableitung
aus einer bestimmten Applikation. Anwendungsneutrale Funktionalita¨t wird als Code wieder-
verwendet. Der anwendungsspeziﬁsche Teil wird durch abstrakte Klassen repra¨sentiert und
bei der Erweiterung zur Applikation vom Entwickler programmiert. Die Identiﬁkation und
Speziﬁkation der entsprechenden hot spots ist die entscheidende Aufgabe bei der Anwendungs-
entwicklung. PREE schla¨gt hierfu¨r die Verwendung so genannter hot-spot-Karten vor [Pree97,
64ff]. Mit zunehmendem Reifegrad durch Wiederverwendung und iterative Erweiterung des
Frameworks wird aus der White-Box-Schnittstelle eine Black-Box-Schnittstelle (vgl. [JoFo88]).
Es bleibt festzuhalten, dass das Vorgehen bottom up zum einen den Nachteil hat, sehr auf-
wendig zu sein. Zum anderen werden bei der Ableitung aus Referenz-Anwendungen lediglich
software-technische U¨bereinstimmungen festgestellt und abstrahiert. Die Anwendungsdoma¨ne
des hier zu entwickelnden Frameworks ist die Entwicklung betrieblicher Anwendungssyste-
me. Die dabei zu realisierenden Fachkonzepte leiten sich aus einem fachlichen Modell des
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Anwendungssystems ab, das hier entsprechend der SOM-Methodik speziﬁziert wird. Dadurch
ist ein initialer Entwicklungsprozess des Frameworks top down mo¨glich, wie in Abbildung
7.4 dargestellt. Der Entwurf muss in weiteren Iterationen verfeinert und verbessert werden,
orientiert sich aber stets an den Konzepten des fachlichen Modells.
Abbildung 7.4: Framework-Entwicklungsprozess nach fachlichem Modell
7.2 Wirtschaftliche Aspekte des Framework-Einsatzes
Die Framework-Entwicklung ist teuer [RoJo97a]. Deshalb sollte sie nur dann vorgenommen
werden, wenn absehbar ist, dass eine Vielzahl von Applikationen aus derselben Problemdoma¨ne
damit realisiert werden ko¨nnen. Der prima¨re Nutzen des Einsatzes von objektorientierten App-
likations-Frameworks leitet sich aus der dem Nutzer gebotenen Modularita¨t, Wiederverwend-
barkeit, Erweiterbarkeit und Inversion of Control ab [FaSc97, 32].
Frameworks und Wiederverwendung
Der Grad der Wiederverwendung bei Frameworks ist enorm hoch, da nicht nur Klassenbiblio-
theken deﬁniert werden, sondern deren Zusammenwirken durch das Framework bestimmt wird
(vgl. [John92], [John97], [Pree97]). Dieses kann bei jeder Anwendung erweitert und verfeinert
werden. Bei Frameworks liegt idealerweise eine Wiederverwendung sowohl des Entwurfs als
auch der Implementierung vor [Schr01, 30]. Das bekannteste Business-Framework ist das von
der IBM entwickelte San Francisco Framework [Car+00], bei dem laut IBM bereits 40% der
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zu entwickelnden Anwendung zur Verfu¨gung gestellt wird. Eine der wichtigsten Eigenschaften
von Frameworks ist, dass bei einer Entwicklung von Anwendungen auf Basis eines Frameworks
nicht nur den Quellcode wiederverwendet, sondern auch den vordeﬁnierten Architekturentwurf
[Pree97, 8]. Nach Art der Anpassung werden White- und Black-Box-Frameworks unterschieden
[Pree97, 19ff] (siehe oben). Die Klassen eines Frameworks, die den Entwurf seiner Struktur
bestimmen, sind in der Regel abstrakt [John97, 13]. Konkrete Unterklassen werden zumeist in
Form einer Komponentenbibliothek mitgeliefert. Die Komponentenbibliothek ist nicht zwin-
gend Bestandteil des Frameworks. Sie kann mit zunehmendem Reifegrad wachsen.
Frameworks und Komponenten
Mit Blick auf die steigende Komplexita¨t geforderter Anwendungssysteme verlangte MCILROY
bereits in den 1960er Jahren nach einem Markt fu¨r Software-Komponenten [McIl68]. Frame-
works und Komponenten (siehe auch Kapitel 6.5) erga¨nzen sich sehr gut, da Frameworks zu
Komponenten (black box) einen wiederverwendbaren Kontext liefern (siehe auch [Grif98]).
Der Trend zur Komponentenbildung und Dienstnutzung ha¨lt an [Alk+03]. Dabei sollen neue
Software-Systeme durch das Zusammenfu¨gen existierender und bewa¨hrter Software-Bauteile
(Komponenten) erstellt werden [Fran99]. Komponenten werden als eine ho¨here Abstraktions-
stufe zur Objektorientierung gesehen [Same97, 68] (siehe auch [Jaco93], [Grif98], [Szyp02]).
SAMETINGER deﬁniert eine Komponente wie folgt [Same97, 68]:
”Reusable software components are self-contained, clearly identiﬁable artifacts that
describe and/or perform speciﬁc functions and have clear interfaces, appropriate
documentation and a deﬁned reuse status.“
Durch den Einsatz von Komponententechnologie ko¨nnen Vorteile der Standardsoftware mit
denen individuell erstellter Systeme kombiniert werden ko¨nnen [Szyp02, 2ff]. Gleichzeitig
ko¨nnen Potenziale hinsichtlich Kostenreduktion und Produktivita¨tssteigerung realisiert werden,
die hauptsa¨chlich aus der ermo¨glichten Wiederverwendung entstehen [Alk+03, 230ff].
Automatisierte Entwicklung mit Frameworks
STAHL und VO¨LTER weisen darauf hin, dass Frameworks eine ideale Hilfe fu¨r die Imple-
mentierung von Anwendungen darstellen, die mittels modellgetriebener Software-Entwicklung
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realisiert werden [StVo¨05, 133]. Ein Framework kann als Zielplattform fu¨r die Abbildung
eines plattformspeziﬁschen Modells durch (automatische) Transformation dienen (siehe Ka-
pitel 5.4). Voraussetzung dafu¨r ist, dass die Abbildung des zu Grunde liegenden fachlichen
Modells vollsta¨ndig ist. Dies ermo¨glicht eine sta¨rkere Automatisierung der Durchfu¨hrung der
Systementwicklungsaufgabe.
Frameworks im Software-Entwicklungsprozess
In vielen Software-Projekten liegt der Schwerpunkt auf der technischen Infrastruktur und tech-
nologisch getriebenen Entscheidungen [Eic+04]. Gleichzeitig steigt mit wachsender Gro¨ße und
Komplexita¨t von Anwendungssystemen die Wichtigkeit des Entwurfs und der Speziﬁkation der
Struktur des Gesamtsystems im Vergleich zur Auswahl von Algorithmen und reinen Daten-
strukturen [GaSh93], [ShGa96].
Ein geeignetes Framework kann im Software-Entwicklungsprojekt den software-technischen
Lo¨sungsraum begrenzen und zu treffende Entscheidungen beschleunigen. Hinzu kommt bei
einem fachlich abgeleiteten Framework die Verlagerung der Entscheidungen auf die fachliche
Beschreibungsebene, weg von technologie-getriebenen Kriterien.
Sofern ein Framework fu¨r die Umsetzung der zu Grunde liegenden Fragestellung geeignet ist,
kann durch dessen Einsatz bei der Entwicklung betrieblicher Anwendungssysteme ein hoher
Grad an Code- und Entwurfswiederverwendung erreicht werden. Der Entwickler muss da-
durch ausschließlich die hot spots implementieren, da die Struktur und der Kontrollﬂuss der
Anwendung bereits festgelegt sind. Somit sind sowohl die Software-Architektur als auch die
Implementierung der Kontrollkomponenten vorhanden.
In der Konsequenz sind ku¨rzere Entwicklungszeiten und geringere Kosten der Entwicklung er-
reichbar. Ebenso steigt durch die Wiederverwendung getesteter Klassen die Qualita¨t gegenu¨ber
einer kompletten Neuentwicklung aller Programmteile. Der Aufwand wird u¨berschaubarer,
wodurch sich das Projektrisiko verringert.
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7.3 IBM: SanFrancisco™Framework
Frameworks sind ha¨uﬁg rein software-technisch motiviert. Sie dienen der Entwicklung von
Software in Doma¨nen wie Entwicklung von Benutzungsoberﬂa¨chen, Persistenz etc. Der Doma¨ne
Entwicklung betrieblicher Anwendungssysteme dient das von IBM entwickelte SanFrancis-
co™Framework. Es wird im Folgenden vorgestellt.
7.3.1 Einsatzbereich
In der zweiten Ha¨lfte der 1990er Jahre wurden verteilte Systeme und Objektorientierung von
vielen Anwendungsentwicklern (Independent Software Vendors ISV) als zukunftsweisende Tech-
nologien angesehen um betriebliche Anwendungssysteme zu entwickeln. Jedoch mangelte es an
entsprechender personeller Kompetenz auf diesem Gebiet. Vor diesem Hintergrund beabsichtig-
te die IBM mit dem SanFrancisco™Projekt6, den Entwicklern zu helfen, kommerzielle betrieb-
liche Anwendungssysteme auf Basis dieser Technologien zu realisieren ([Bohr97], [Bohr98],
[Boh+98]), basierend auf getesteten und somit robusten Komponenten [Schm00, 71]. Beispiele
fu¨r die Anwendungsentwicklung mit dem SanFrancisco™Framework ﬁnden sich bei [ScLi99]
und [Schm00].
BOHRER nennt die drei Hauptziele fu¨r die Produktentwicklung [Bohr98, 157ff]:
• Ziel 1
Software-Anbietern, die wenig Erfahrung mit Objektorientierung haben, soll ein leich-
ter Einstieg geschaffen werden. Erreicht werden soll dies durch Wiederverwendung7,
Beispiele graﬁscher Oberﬂa¨chen, evolutiona¨ren Einstieg in die Technologie, leicht er-
weiterbare Komponenten, ﬂexible Persistenzmechanismen und integrierte Werkzeuge fu¨r
Entwickler.
• Ziel 2
Applikationen sollen entwickelt werden ko¨nnen, die den Unternehmen einen Wettbe-
werbsvorteil verschaffen. Mo¨glich soll dies werden durch objektorientiertes Design, Un-
6In der Literatur ﬁnden sich die beiden Schreibweisen ’San Francisco’ (siehe u. a. [Pet+97], [Bohr98], [Henn98])
und ’SanFrancisco’ (siehe u. a. [ScLi99], [Car+00], [O00]). Hier wird durchgehend die Schreibweise ’San-
Francisco’ verwendet, auch um von der gleichnamigen Stadt zu unterscheiden.
7Bis zu 40% einer Anwendung sollen bereits durch das Framework in generischer Form vorliegen
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terstu¨tzung der Client-Server-Verteilung, Trennung von graﬁscher Oberﬂa¨che und Ge-
scha¨ftsobjekten (Einsatz von MVC), Trennung von business objects, commands und se-
lections sowie die Mo¨glichkeit weitere Komponenten selbst zu entwickeln.
• Ziel 3
Entwickeln einer offenen Lo¨sung, die eine gegenseitige Abstimmung von Kosten, Perfor-
manz und Fa¨higkeiten erlaubt.
7.3.2 Architektur
Die Architektur des SanFrancisco™Framework ist ausgehend von der fachlichen Ebene (top
down) entworfen worden [Henn98]. Es besteht aus den drei Ebenen Core Business Processes,
Common Business Objects und Foundation Layer (siehe Abbildung 7.5). Das Framework ist
komplett in Java realisiert, um Unabha¨ngigkeit von der Plattform und dem Betriebssystem zu
erreichen [Schm00, 71].
Abbildung 7.5: Architektur des IBM SanFrancisco™Framework (nach [Henn98, 37])
Core Business Processes
Auf oberster Ebene der Wiederverwendung ﬁnden sich die so genannten Kerngescha¨ftsprozesse
(Core Business Processes) Hauptbuch, Debitoren- und Kreditorenkonten sowie Lager- und Be-
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stellverwaltung [Bohr98, 158ff]. Der Core Business Process Layer liefert Software-Bausteine
fu¨r die Anwendungsentwicklung in einer speziﬁschen betrieblichen Doma¨ne, bei ﬂexibel ge-
staltbarer Ablauﬂogik [Schm00, 73]. Die beinhalteten Fragmente sind aus der Ableitung kon-
kreter Anwendungen der jeweiligen Doma¨ne entstanden.
Bei der Entwicklung einer Applikation auf Basis des SanFrancisco™Framework ko¨nnen drei
Szenarien unterschieden werden [Schm00, 73]:
• Alle Funktionen sind schon in der Doma¨nenvorgabe enthalten.
• Die Anforderungen differieren in der Abwicklung bestimmter Algorithmen. In diesem
Fall werden an die Hot-Spots entsprechende A¨nderungen angefu¨gt, Divergenzen werden
durch neu implementierte Verfahren angeglichen.
• Der angebotene Funktionsumfang entspricht in keiner Weise den Anforderungen, so dass
die Anwendungsentwicklung unter Einbeziehung der im Folgenden beschriebenen Schich-
ten Common Business Objects und Foundation stattﬁnden muss.
Common Business Objects
Funktionen, die von der Mehrzahl der betrieblichen Anwendungen beno¨tigt werden, sind im
Common Business Objects Layer in allgemeinen Gescha¨ftsobjekten implementiert [Schm00,
72]. Diese unterstu¨tzen die Wiederverwendung, Versta¨ndlichkeit, Wartbarkeit und Interopera-
bilita¨t der Kerngescha¨ftsprozesse [Bohr98, 159]. Die Common Business Tasks dieser Schicht
ko¨nnen u¨ber mehrere Core Business Processes wiederverwendet werden.
Es werden drei Gruppen von Common Business Objects unterschieden:
• General Business Objects
• Generalized Mechanisms
• Financial Business Objects
Foundation Layer
Der Foundation Layer stellt die technische Basisfunktionalita¨t fu¨r das Framework bereit und
kapselt gleichzeitig die technologischen Aspekte [Schm00, 72]. Die Funktionalita¨t umfasst
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unter anderem Dienste fu¨r Synchronisation, Persistenz, Datenbankzugriff, Objektverteilung und
weitere. Um diese nutzen zu ko¨nnen, mu¨ssen die vom Entwickler implementierten Objekte von
den bereitgestellten Klassen erben. Fu¨r persistente Objekte ist das der Typ Entity, fu¨r abha¨ngige
Teilobjekte gibt es den leichtgewichtigeren Typen Dependent. Beide werden jeweils u¨ber die
Base Factory bereitgestellt. Implementierte Entities sind u¨ber Interfaces hinsichtlich Struktur
und Verhalten erweiterbar zu Dynamic Entities und Extensible Items [Pich99, 53f]. Dadurch
sind die Objekte dynamisch zur Laufzeit anpassbar, ohne dass alle Attribute zum Zeitpunkt der
Generierung bekannt sein mu¨ssen.
BOHRER vergleicht die erbrachte Funktionalita¨t dieser Schicht mit der von CORBA der OMG,
jedoch ohne speziell CORBA-konform sein zu wollen [Bohr98, 159].
Design Patterns
Bei der Entwicklung des SanFrancisco™Framework wurden in hohem Maße Design Patterns
eingesetzt [Car+00]. Neben den von GAMMA ET AL. in [Gam+95] beschriebenen Patterns
wurden weitere speziell fu¨r das Framework entwickelt. Eine Liste dieser Patterns ﬁndet sich in
[Bohr98]. Der Anwendungsentwickler ist angehalten bei der Realisierung einer Applikation auf
diese Patterns zuru¨ckzugreifen.
7.3.3 Kritische Wu¨rdigung
Das SanFrancisco™Framework von IBM war ein großer Schritt in der Software-Entwicklung,
da es den Entwicklungsprozess strukturierter machte und im Bereich der Wiederverwendung
mit bis zu 40% Code eine sehr hohe Produktivita¨t versprach.
Die Methodik fu¨r die Entwicklung mit dem SanFrancisco™Framework basiert auf einer Kom-
bination der Methodiken von JACOBSON [Jaco93] und BOOCH [Booc94], die erweitert wurden,
um wiederverwendbare Gescha¨fts-Frameworks entwickeln zu ko¨nnen an Stelle spezieller An-
wendungen [Bohr98, 159f].
Problematisch ist allerdings, dass die Architektur an der funktionalen Organisation ausgerichtet
ist. Diese hat nichts mit den Begriffen der prozessorientierten Organisation oder mit Gescha¨ftspro-
zessen zu tun [Zeid99, 8]. Auf der Basis dieses Frameworks entwickelte Anwendungssysteme
folgen damit auch einer Abgrenzung nach Funktionsbereichen.
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FERSTL & SINZ weisen darauf hin, dass die Abgrenzung von Anwendungssystemen nach
Funktionsbereichen sich zunehmend als problematisch erweist [FeSi06, 210]. Das liegt an der
notwendigen Abstimmung der wechselseitig voneinander abha¨ngigen Teilsysteme Aufgaben-
struktur, Aufbauorganisation und Anwendungssysteme des betrieblichen Informationssystems
[Sinz99, 20]. Die Aufgabenstruktur wird zunehmend an den Gescha¨ftsprozessen der Organisa-
tion ausgerichtet. Gleichzeitig stehen Unternehmen unter dem Druck, ihre Gescha¨ftsprozesse
permanent anzupassen. Bei der Umsetzung dieser Anpassungen erweisen sich entsprechend
nach funktionalen Kriterien abgegrenzte Anwendungssysteme ha¨uﬁg als Barriere [FeSi96a].
Das SanFrancisco™Framework ist damit nicht fu¨r die Abbildung gescha¨ftsprozessorientierter
Modelle geeignet.
Weitere Nachteile ﬁnden sich in der Literatur (u. a. [Pet+97], [EmEl98], [Wolf98], [Zeid99]),
die hier nur kurz erwa¨hnt werden. Das SanFrancisco™Framework ist lediglich eine neue Form
einer Software-Entwicklungsumgebung und rein aus der Software-Entwicklungsperspektive
entwickelt worden [Zeid99]. Es wird kein korrespondierender Modellierungsansatz zur Ver-
fu¨gung gestellt [EmEl98, 4]. Große Anzahl an zu implementierenden Klassen innerhalb der
Anwendungsentwicklung. Nachteilig wirkt sich zudem aus, dass nur eine rudimenta¨re graﬁsche
Benutzungsschnittstelle zu Testzwecken verfu¨gbar ist [Pet+97, 81] und die Lernkurve sehr hoch
ist [Wolf98, 117]. Aufgrund der aufwendigen Infrastruktur des Frameworks ist der Einsatz fu¨r
kleine bis mittlere Anwendungen nicht sinnvoll.
Das SanFrancisco™Framework ist inzwischen Teil des IBM-WebSphere- Produktprogramms
geworden.
7.4 OMG: Business Object Facility
Das Konzept der Business Objects wurde Mitte der 1990er Jahre von der Object Management
Group (OMG) eingefu¨hrt, mit dem Ziel, den Verlust an semantischer Information zwischen
fachlichem Entwurf und software-technischer Implementierung zu minimieren. Ein Business
Object kann sowohl eine Person als auch einen Gescha¨ftsprozess oder ein Konzept repra¨sentie-
ren [OMG96, 19] (siehe auch [Fer+97, 14]).
Um die Entwicklung komplexer Anwendungssysteme unter Verwendung sowohl allgemeiner
wie auch unternehmensspeziﬁscher Business Objects mo¨glichst einfach zu gestalten, sollte ein
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Framework auf Basis der Common Object Request Broker Architecture (CORBA) speziﬁziert
werden. In [OMG96] werden Common Business Objects sehr weit gefasst deﬁniert als Abbil-
dung solcher Gescha¨ftssemantik, die sich als gemeinsam und allgemein u¨ber die meisten Unter-
nehmen hinweg erweist (z.B. in den Bereichen Fertigung, Finanzen oder Personalverwaltung).
Oder wie es die OMG beschreibt [OMG96, 21]:
‘Common business objects are those objects that represent things and concepts so
common to every business that some of the semantics of those things and concepts
can be standardized.“
Korrespondierend wird unter der Business Object Facility (BOF) eine Infrastruktur verstanden,
die beno¨tigt wird, um Business Objects zu deﬁnieren und zu unterstu¨tzen, die als kooperie-
rende Anwendungskomponenten in einem verteilten Objektumfeld operieren [OMG96, 18].
Die Architektur der Business Object Facility wie in Abbildung 7.6 dargestellt a¨hnelt der des
SanFrancisco™Framework sehr (siehe Abbildung 7.5).
Abbildung 7.6: Business Object Facility und Common Business Objects [OMG96, 20]
Auf oberster Ebene beﬁnden sich Business Objects, die unternehmensspeziﬁsche Funktiona-
lita¨t abbilden (Enterprise Speciﬁc Business Objects). Diese werden unter Einsatz der darun-
ter liegenden Schichten, wie vorgefertigter und allgemeiner Business Objects, realisiert. Von
der Business Object Facility werden neben einer geeigneten technischen Infrastruktur auch
Mechanismen zur abstrakten und anwendungsnahen Beschreibung von Business Objects zur
Verfu¨gung gestellt.
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Gescha¨ftsprozesse werden bei diesem Ansatz als eigene Business Objects betrachtet und da-
durch in einer eigenen Komponente realisiert. So werden zwar alle relevanten Objekte, die fu¨r
die Durchfu¨hrung des Gescha¨ftsprozesses notwendig sind, gemeinsam mit diesem im Business
Object zusammengefasst. Eine Trennung zu den u¨brigen Komponenten ﬁndet nicht statt (vgl.
[Zeid99]). Hinzu kommt, dass keine Beziehung festgelegt ist zwischen fachlichen Gescha¨ftspro-
zessmodellen und software-technischen Komponenten.
Die Business Objects bilden auch, a¨hnlich wie im SanFrancisco™Framework, hier nicht das
Versta¨ndnis von Gescha¨ftsprozessen ab, sondern orientieren sich zuna¨chst nur an Organisati-
onseinheiten bzw. betrieblichen Funktionen (siehe Financial Business Objects, Manufacturing
Business Objects etc.)
Der Ansatz der OMG zur Verknu¨pfung von fachlicher Ebene und systemtechnischer Ebene
der Business Objects ist die Business Application Architecture. So ﬁnden sich auf fachlicher
Ebene ebenfalls das Business Object als Baustein wieder. Dieses besteht aus Name, Attributen,
Verhalten und Beziehungen zu anderen Business Objects sowie Business Rules, zur Steuerung
des Verhaltens. Jedem fachlichen Business Object wird ein solches auf systemtechnischer Ebene
zugeordnet [OMG96, 19]. Eine Ableitungsvorschrift fu¨r fachliche Business Objects existiert
ebensowenig wie klare Abkrenzungskriterien [Fer+97, 15].
Fu¨r die hier geforderte durchga¨ngige fachliche Ableitung des Software-Entwurfs ist der be-
schriebene Ansatz der OMG nicht tauglich.
7.5 Zusammenfassung
Die Arbeit betrachtet den Einsatz eines Frameworks im Rahmen eines modellgetriebenen Ent-
wicklungsprozesses auf Basis der Modellierungsmethodik SOM. Aus Sicht des fachlichen Mo-
dells sind Frameworks aus software-technischen Doma¨nen (z.B. Benutzungsoberﬂa¨chen, Per-
sistenz) und Component Integration Frameworks [Schm00, 11] (z.B. J2EE von Sun, .NET von
Microsoft) zu unspeziﬁsch. Frameworks wie SanFrancisco, haben ein von SOM abweichendes
Versta¨ndnis von Gescha¨ftsprozessen. Ein geeignetes Framework ist im Rahmen der Arbeit zu
entwerfen und zu implementieren. Mit Bezug zu den Fachkonzepten der SOM-Methodik ist
dabei nicht technische Funktionalita¨t Ausgangspunkt des vorliegenden Framework-Entwurfs,
sondern die fachliche Ableitung aus Anforderungen betrieblicher Informationssysteme.
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Das schrittweise, modellbasierte Vorgehen der Speziﬁkation von Anwendungssystemen erfolgt
in SOM top down, ausgehend vom Unternehmensplan. In der SOM-Unternehmensarchitektur
la¨sst sich dieser Zusammenhang wie folgt abbilden (siehe Abbildung 7.7).
Abbildung 7.7: Unternehmensarchitektur der SOM-Methodik (nach [Mali97, 6])
Der fachliche Entwurf von Anwendungssystemen erfolgt auf der 3. Modellebene. Die
Anwendungssystem-Speziﬁkation umfasst ein konzeptuelles Objektschema (KOS), das aus kon-
zeptuellen Objekttypen und ihren Beziehungen besteht, sowie ein Vorgangsobjektschema (VOS),
das mittels Vorgangsobjekttypen das Zusammenwirken konzeptueller Objekttypen bei der Durch-
fu¨hrung betrieblicher Aufgaben beschreibt [FeSi06, 189]. Hinzu kommt das Interface Objekt-
schema (IOS). Es umfasst die Schnittstellen-Eigenschaften des Anwendungssystems, die aus
den betrieblichen Vorga¨ngen ableitbar sind [Ambe93, 35]. Im Rahmen der software-technischen
Speziﬁkation von Anwendungssystemen wird das fachliche Modell im Hinblick auf dessen
Realisierung auf das objektorientierte Software-Architekturmodell abgebildet. Das Ergebnis ist
die anwendungsspeziﬁsche Software-Komponente, sie speziﬁziert die zu realisierende Nutzer-
maschine.
Das Framework bietet anwendungsneutrale Software-Komponenten an, die sich an der fachli-
chen Abgrenzung der Komponenten der Nutzermaschine orientieren, die Abbildung 7.8 zeigt.
Der Einsatz des Frameworks la¨sst sich wie in Abbildung 7.9 darstellen. Das zu realisierende
Anwendungssystem wird in Form der Modelle IOS, VOS und KOS speziﬁziert. Das Framework
stellt fu¨r die jeweiligen Konzepte anwendungsneutrale Funktionalita¨t bereit. Die Realisierung
des Anwendungssystems erfolgt durch Abbildung der anwendungsspeziﬁschen Funktionalita¨t
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Abbildung 7.8: Das ooAM mit Schnittstellen [Ambe93, 37])
auf den Komponenten des Frameworks.
Abbildung 7.9: Framework-Einsatz in der Unternehmensarchitektur der SOM-Methodik (nach
[Mali97, 6])
Dadurch kann die Komplexita¨t der Systementwicklungsaufgabe bei der Realisierung verringert
werden. Die erreichte Vereinfachung kann anhand des Software-Systemmodells verdeutlicht
werden:
• Die Programmerstellung ist vereinfacht, da die zu u¨berbru¨ckende semantische Lu¨cke
klein ist, bedingt durch den geringen Komplexita¨tsabstand zwischen den Komponenten
des Frameworks und den Konzepten des Anwendungsmodells.
• Die Abbildung des fachlichen Modells auf die Komponenten des Frameworks wird voll-
sta¨ndig fu¨r alle deﬁnierten Fachkonzepte unterstu¨tzt, einschließlich des deﬁnierten Ko-
operationsverhaltens (siehe oben). Die Fachkonzepte der SOM-Methodik speziﬁzieren
interaktive Anwendungssysteme. Mit den Komponenten des Frameworks lassen sich die
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entsprechenden Oberﬂa¨chen zur Mensch-Computer-Kommunikation (MCK) ohne weite-
re Programmierung ableiten.
• Die Fachkonzepte der SOM-Methodik unterstu¨tzen die fachliche Einhaltung von Integra-
tionszielen [Ambe99, 13] (siehe auch [Rose99]). Das Framework ha¨lt software-technische
Komponenten bereit, um die Verfolgung der Integrationsziele zur Entwicklungs- und
Laufzeit zu unterstu¨tzen.
• Das fachliche Modell des Anwendungssystems besitzt Struktura¨hnlichkeiten und -ana-
logien zur Ebene der Gescha¨ftsprozesse des Unternehmens. Diese Analogien werden von
der Basismaschine Framework abgebildet. Anpassungen der Gescha¨ftsprozesse bleiben
durch korrespondierende Anpassungen auf Ebene des Anwendungssystems nachvollzieh-
bar.
• Die Programmerstellung la¨sst sich bei entsprechend geringer semantischer Lu¨cke und
gegebener Vollsta¨ndigkeit der Abbildbarkeit automatisieren (nicht Teil der Arbeit). Im
Sinne der modellgetriebenen Software-Entwicklung stellt das Framework eine geeignete
Zielplattform dar.
Der Entwurf und die Realisierung des Frameworks moccabox wird im abschließenden Teil III
der Arbeit vorgestellt.
Teil III
Das Framework moccabox
124
8 Software-Architektur des Frameworks
moccabox
Aufbauend auf den vorangegangenen Kapiteln wird im folgenden eine Basismaschine entwor-
fen, die eine vollsta¨ndige Abbildung einer gema¨ß der SOM-Methodik speziﬁzierten Nutzerma-
schine ermo¨glicht, mit dem Ziel dadurch sowohl Umfang als auch Komplexita¨t der Systement-
wicklungsaufgabe fu¨r interaktive Anwendungssysteme zu verringern. Als Basismaschine wird
ein Framework entworfen, das aus Außensicht wiederum als Nutzermaschine Funktionalita¨t
anbietet. Im folgenden Kapitel 9 wird auf eine mo¨gliche Realisierung des Frameworks unter
Verwendung verfu¨gbarer Basismaschinen eingegangen.
Interaktive Anwendungssysteme sind ha¨uﬁg komplex und mu¨ssen daher strukturiert werden,
um eine bessere Wartbarkeit zu erreichen. Die Struktur solcher Systeme wird durch ihre Ar-
chitektur festgelegt, die das System in Komponenten mit festgelegten Rollen und Schnittstellen
zwischen den Komponenten unterteilt. [HuCa95, 1]
Das vorliegende Kapitel dient der Darstellung und Beschreibung der Architektur des Frame-
works moccabox. Die moccabox stellt ein Architektur-Framework (Architectural Framework)
fu¨r die Entwicklung betrieblicher Anwendungssysteme dar. Es integriert eine Vielzahl techni-
scher Aspekte, die eine Implementierung der jeweiligen Schichten auf eine ganz bestimmte
Weise bedingen [Evan04, 74]. Es wird erreicht, dass sich der Entwickler auf die Modellierung
der grundlegenden Gescha¨ftsprobleme - hier die Fachspeziﬁkationen VOS und KOS der anwen-
dungsspeziﬁschen Funktionalita¨t - konzentrieren kann, mit dem Ergebnis ho¨herer Produktivita¨t
und Qualita¨t [Evan04, 75].
Der Aufbau des Frameworks moccabox folgt dem in Kapitel 3.3.4 vorgestellten objektorien-
tierten Software-Architekturmodell (ooAM) von AMBERG [Ambe93] und realisiert die techni-
sche Funktionalita¨t unter Verwendung entsprechender Basisfunktionalita¨t. Es unterstu¨tzt damit
die Separation of Concerns und bietet gleichzeitig die Vorteile des aspektorientierten Para-
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digmas [Fay+00, 45]. Aspekte werden als Eigenschaften eines Systems betrachtet, die nicht
notwendigerweise mit den funktionalen Komponenten des Systems u¨bereinstimmen [Con+00].
Neben dem objektorientierten Software-Architekturmodell basiert die Architektur des Frame-
works auf dem Konzept verteiltes Software-System1, das sich durch folgende Struktur- und
Verhaltensmerkmale auszeichnet [Sinz97, 15], [FeSi06, 211]:
• Aus Außensicht stellt das verteilte System ein integriertes System dar, das gemeinsame
Ziele verfolgt.
• Zur Erfu¨llung dieser Ziele kooperieren mehrere autonome Komponenten, aus denen das
System besteht.
• Keine der Komponenten besitzt die globale Kontrolle u¨ber das Gesamtsystem.
• Fu¨r den Nutzer ist die Verteilung auf Grund der Verteilungstransparenz nicht sichtbar.
• Die Komponenten des Systems sind lose gekoppelt und interagieren durch den Austausch
von Nachrichten.
Ein Framework stellt aber nicht nur Funktionalita¨t im Sinne einer Klassenbibliothek zur Ver-
fu¨gung (vgl. hierzu Kapitel 6.7). Es u¨bernimmt auch die Ablaufsteuerung der Anwendung,
entsprechend seiner Teilkomponenten. Deshalb wird zwischen den Schichten mit technischer
Funktionalita¨t fu¨r Schnittstellen- und Vorgangsfunktionalita¨t sowie konzeptueller Funktionalita¨t
unterschieden. Diese Unterteilung ist in Abbildung 8.1 dargestellt. Entsprechend dem Konzept
der Inversion of Control (siehe u.a. [JoFo88, 25] und [FaSc97, 34]) realisiert das Framework
anwendungsunspeziﬁsch die Schnittstellen der Komponenten IOS, VOS und KOS untereinan-
der.
Bezogen auf die Entwicklung betrieblicher Anwendungssysteme mit einem Application Fra-
mework2 lassen sich die (Teil-)Funktionalita¨ten entsprechend Abbildung 8.1 einordnen. Die
fachliche Funktionalita¨t repra¨sentiert das zu entwickelnde Anwendungssystem. Diese wird auf
Basis der technischen Funktionalita¨t realisiert, welche vom Framework zur Verfu¨gung gestellt
wird. Es entha¨lt Konzepte der fachlichen Doma¨ne (betriebliche Anwendungssysteme) und ver-
ringert so den Abstand und die Komplexita¨t beim U¨bergang von fachlicher Speziﬁkation zur
1Vgl. [Ensl78] zitiert in [Sinz97, 15].
2Bei GAMMA werden diese auch als Framework im Großen bezeichnet [Gamm92, 107].
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technischen Implementierung. Es handelt sich daher um eine reichhaltige, doma¨nenspeziﬁsche
Plattform [StVo¨05, 137]. Das ermo¨glicht eine architekturzentrierte MDSD (vgl. Kapitel 5.4)
und erho¨ht das Abstraktionsniveau der Implementierung. Das Framework stellt seine Funktio-
nalita¨t abstrakt zur Verfu¨gung [John97, 11]. Unter Nutzung bestimmter Basistechnologien wie
Persistenzmechanismen, GUI-Frameworks etc. lassen sich verschiedene konkrete Implemen-
tierungen realisieren, ohne dass die fachliche oder technische Funktionalita¨t angepasst werden
mu¨ssen. Eine konkrete Realisierung der moccabox sowie die eingesetzten Basismaschinen
werden in Kapitel 9 vorgestellt.
Abbildung 8.1: Architektur des Frameworks moccabox
Bei AMBERG werden die Schemata der fachlichen Funktionalita¨t IOS, VOS und KOS di-
rekt den Teilkomponenten Kommunikation, Anwendungsfunktionen und Datenverwaltung des
ADK-Strukturmodells zugeordnet [Ambe93, 68f]. In der vorliegenden Arbeit wird die Entspre-
chung anders verwendet (siehe Abbildung 8.1). VOS und KOS repra¨sentieren gemeinsam die
Anwendungsfunktionen des zu realisierenden Anwendungssystems. Vielmehr entspricht das
VOS dem Application Layer der in Abbildung 3.6 dargestellten Schichtenarchitektur, das KOS
entsprechend der Doma¨ne. Die Funktionalita¨t der Datenverwaltung ﬁndet sich als technische
Funktionalita¨t im Framework wieder, die unter Verwendung geeigneter Basismaschinen reali-
siert wird. Im Folgenden wird die Unterteilung in die drei Schichten Kommunikation, Anwen-
dungsfunktionen und Doma¨ne verwendet, die Schicht der Infrastruktur wird als Basismaschine
interpretiert.
Desweiteren folgt die Architektur des Frameworks moccabox den Architekturmustern Nutzer-
und Basismaschine, ADK-Strukturmodell und dem Client/Server-Modell [FeSi06, 187].
Abbildung 8.2 zeigt die Komponenten der moccabox entsprechend dem Versta¨ndnis des SOM-
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Architekturmodells, wie es in Abbildung 8.1 vorgestellt wurde.
Abbildung 8.2: Architektur der moccabox nach dem ooAM
8.1 Das Repository
Das Repository der moccabox ist ein Katalog zur Verwaltung der Metadaten, die die spe-
ziﬁsche Funktionalita¨t des zu realisierenden Anwendungssystems entha¨lt. Ein Repository ist
allgemein ein System, das Metadaten entha¨lt u¨ber ”Struktur und Aspekte des Verhaltens von
Systemen, die Daten der Umwelt (als Abbild eines Ausschnitts der Realita¨t) manipulieren“
[Habe93, 17]. Es beinhaltet Informationen u¨ber Objekte der Software-Produktion wie Program-
me, Datenfelder, Masken, Listen sowie deren Beschreibungen und Beziehungen. Zudem ver-
waltet ein Repository diese Informationen und stellt sie dem System zur Verfu¨gung ([Habe93,
15ff]).
Die Daten, die das Repository der moccabox entha¨lt, sind anwendungsspeziﬁsch und repra¨sen-
tieren die fachliche Funktionalita¨t (siehe Kapitel 3.3.4) des Anwendungssystems. Der Inhalt
entspricht den Fachspeziﬁkationen der 3. Ebene des SOM-Ansatzes: Interface-Objektschema
(IOS), Vorgangsobjektschema (VOS) sowie konzeptuelles Objektschema (KOS). Diese anwen-
dungsspeziﬁschen Deﬁnitionen werden im Repository auf entsprechende Objektbeschreibun-
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gen abgebildet. Die jeweiligen Komponenten des Frameworks greifen auf das Repository zu,
um entsprechende Informationen abzurufen3. Die Interaktion zwischen den jeweiligen Ob-
jekttypen ist durch das Framework festgelegt. Somit bleibt die Kontrolle beim Framework,
die Funktionalita¨t des Anwendungssystems wird aber durch die auszufu¨hrenden Objekte be-
schrieben. Das entspricht der Inversion of Control. Es wird beispielsweise ein auszufu¨hrender
Vorgang des Anwendungssystems im Repository deﬁniert, der Aufruf erfolgt hingegen durch
das Framework (siehe Abbildung 7.2).
Die Literatur unterscheidet zwischen passiven und aktiven Repositories [Habe93]. Ein passi-
ves Repository steht nur zur Entwicklungszeit (build-time) zur Verfu¨gung. Es ist somit nicht
Bestandteil des eigentlichen Anwendungssystems. Ein aktives Repository steht im Gegensatz
dazu auch zur Laufzeit des Systems (run-time) als Komponente zur Verfu¨gung und dient wei-
teren Komponenten des Systems Informationen wa¨hrend der Ausfu¨hrung des Programms als
Informationsquelle. Das Repository der moccabox u¨bernimmt sowohl passive wie auch aktive
Aufgaben.
Passive Aufgaben
Alle bereits beschriebenen Objekttypen, deren Struktur und Beziehungen werden zur Entwick-
lungszeit im Repository erfasst. Es dient dem Entwickler folglich als Informationsquelle u¨ber
bereits implementierte Datenobjekte und Funktionen. Auf dieser Basis kann es helfen, Daten-
und Funktionsredundanz zu vermeiden, da bereits erfasste Objekte dargestellt werden. Ein
Editor, der schon zur Entwicklungszeit die Daten auf Redundanz u¨berpru¨ft und doppeltes Er-
fassen u¨berpru¨ft kann den Entwickler bei der Realisierung eines Anwendungssystem zusa¨tzlich
unterstu¨tzen4. Die Unterstu¨tzung ist gegenwa¨rtig rein passiv, da der Nutzer des Frameworks
selbst die Redundanz auf Basis der Informationen optimieren muss, die ihm das Repository
zur Verfu¨gung stellt. Da die fachliche Funktionalita¨t des Anwendungssystems wa¨hrend der
Entwicklungszeit formal erfasst wurde, bietet es sich an, einen Teil der physischen Imple-
mentierung des Anwendungssystems daraus abzuleiten [Tane01, 69]. Ein aktuelles Repository
erleichtert zudem die Wartbarkeit des Systems. Da es die Struktur des Anwendungssystems
3Vgl. auch das Prinzip des Resource Sharing als Operation zur Erreichung von Software-Qualita¨t in [KaBa94].
4Ein solcher Editor ist eine Komponente einer framework-basierten Entwicklungsumgebung. Dies kann zum
Beispiel ein Plug-In der Entwicklungsumgebung Eclipse sein. Ein solcher Editor ist nicht Teil der vorliegenden
Arbeit bzw. der gegenwa¨rtigen Version der moccabox (siehe Ausblick in Kapitel 10.2).
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entha¨lt, sind die miteinander in Beziehung stehenden Systemelemente direkt ersichtlich und die
von einer A¨nderung betroffenen Teile sind leicht erkenntlich [Habe93, 12].
Aktive Aufgaben
Das Framework bezieht seine Informationen u¨ber das Anwendungssystem zur Laufzeit direkt
aus dem Repository. So verwendet die Kontrollkomponente (siehe Kapitel 8.3.2) die Infor-
mationen u¨ber die verfu¨gbaren Vorgangsobjekte und die Integrita¨tskomponente (siehe Kapitel
8.3.3) nutzt die erfassten Integrita¨ts- und Zugriffsbedingungen fu¨r konzeptuelle sowie Vorgangs-
objekttypen. Die erfassten Daten des Repository sind direkte Grundlage der Ausfu¨hrung des
Anwendungssystems. Der Zustand des Repository muss damit konsistent und aktuell sein, da
das Anwendungssystem nur dann lauffa¨hig ist, wenn alle Objekttypen und ihre Beziehungen
korrekt erfasst sind. So verhindert beispielsweise die Kontrollkomponente einen Zugriff auf
einen Objekttyp als unzula¨ssig, sofern er nicht im Repository speziﬁziert ist. Die Pﬂege der
Daten bedeutet keinen zusa¨tzlichen Aufwand und wird demzufolge nicht vernachla¨ssigt.
Im Folgenden werden die Komponenten beschrieben, die auf den Metadaten des Repository
aufbauen. Diese beﬁnden sich auf der jeweiligen funktionalen Ebene IO-Basisschicht (Kapitel
8.2), VO-Basisschicht (Kapitel 8.3) respektive KO-Basisschicht (Kapitel 8.4).
8.2 Technische Funktionalita¨t fu¨r Interface Objekte
Die Schnittstellenfunktionalita¨t eines Anwendungssystems wird gema¨ß dem ooAM als Ergeb-
nis der Interface-Objektmodellierung durch ein anwendungsspeziﬁsches Interface-Objektschema
(IOS) speziﬁziert [Ambe93, 119-129]. Mit dem Sachziel, ”jeden Vorgang mit der fu¨r seine
Durchfu¨hrung notwendigen Schnittstellen-Funktionalita¨t zu versorgen“ [Ambe93, 120]. Jede
Kommunikation eines AwS mit seiner Verfahrensumgebung erfolgt u¨ber das IOS, wodurch die-
se Schicht fu¨r die Qualita¨t und Akzeptanz des gesamten Anwendungssystems von besonderem
Interesse ist [Ambe93, 119].
AMBERG beschreibt die folgenden Aufgaben des IOS fu¨r die weiteren Komponenten des ooAM
[Ambe93, 120]:
• Durchfu¨hrung einer Mensch-Computer-Kommunikation wa¨hrend einer teilautomatisier-
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ten Vorgangsbearbeitung.
• Durchfu¨hrung einer Computer-Computer-Kommunikation mit der sonstigen Verfahrens-
umgebung wa¨hrend einer Vorgangsbearbeitung.
• Verwaltung von Ereignissen. Die auslo¨senden Ereignisse werden zur Aktivierung von
Vorga¨ngen an Vorgangs-Objekttypen weitergereicht.
Aufgabe der IO-Basisschicht des Frameworks moccabox ist die Abbildung aller nicht anwen-
dungsspeziﬁschen Schnittstellenfunktionalita¨t, die der IOS-Komponente als Basismaschine zur
Verfu¨gung steht. Der funktionale Kern der Anwendung muss unabha¨ngig von der Benutzungs-
schnittstelle gehalten werden. Die Benutzungsschnittstelle muss ha¨uﬁg gea¨ndert bzw. angepasst
werden, der funktionale Kern der Anwendung bleibt hingegen weitgehend stabil [Bus+00, 122].
Es wird auch hier zwischen der Schnittstelle fu¨r die Kommunikation mit Personen (Mensch-
Computer-Schnittstelle) und weiteren AwS (Computer-Computer-Schnittstelle) unterschieden
[Ambe93, 119]. Fu¨r die MCK steht auf Seiten des AwS ein so genanntes User-Interface Ma-
nagement System (UIMS)5 [FeSi06, 403-408] zur Verfu¨gung. Wichtig bei der Realisierung der
UIMS-Basismaschine im Framework ist vor allem die Austauschbarkeit des Graphical User
Interface (GUI) ohne Beeintra¨chtigung der anderen Schichten des Anwendungssystems (vgl.
[Bus+00, 122]).
Die Benutzungsoberﬂa¨che umfasst ”[...]alle Einheiten, Formen und Techniken, durch die Be-
nutzer mit dem Computersystem kommunizieren“ [Wand93, 4] und stellt eine Teilmenge der
Benutzungsschnittstelle6 dar. Der Benutzungsoberﬂa¨che kommt eine sehr wichtige Rolle zu,
denn an der Schnittstelle zum personellen Aufgabentra¨ger muss Komplexita¨t verborgen und die
”Illusion von Einfachheit“ erzeugt werden [Booc94, 20]. Um die efﬁziente Entwicklung der
Benutzungsoberﬂa¨che interaktiver Anwendungssysteme auf Basis des Frameworks moccabox
zu unterstu¨tzen, muss die IO-Basisschicht folgende Anforderungen erfu¨llen:
• Aufbau entsprechend einer objektorientierten Architektur
5Zu UIMS siehe u.a. auch [BaCo91, 191-220]
6Die Deﬁnition der Benutzungsschnittstelle fasst WANDMACHER weiter. Sie umfasst auch notwendiges werk-
zeugunabha¨ngiges Aufgabenwissen und werkzeugspeziﬁsches Wissen des Benutzers [Wand93, 2]. Die Be-
nutzungsoberﬂa¨che repra¨sentiert lediglich den fu¨r den Anwender sichtbaren Teil der zum Anwendungssystem
geho¨renden Benutzungsschnittstelle [Wand93, 4].
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• Trennung von Layout, Inhalt und Logik
• Unterstu¨tzung verschiedener Ausgabeformate
• Unterstu¨tzung software-ergonomischer Prinzipien
• Unterstu¨tzung von Mehrsprachigkeit
Der Aufwand fu¨r die Entwicklung der Benutzungsoberﬂa¨che fu¨r die Mensch-Computer-Kom-
munikation liegt nach empirischen Studien von MYERS & ROSSON bei bis zu 50% [MyRo92,
195]. Durch automatische Generierung der Oberﬂa¨che zur Laufzeit entsprechend der im IOS
modellierten oder abgeleiteten Interface Objekte kann dieser Aufwand erheblich reduziert wer-
den. Im Rahmen der Entwicklung des Frameworks moccabox wird der Realisierung eines
entsprechenden GUI-Framework große Aufmerksamkeit gewidmet.
Die folgenden Kapitel beschreiben den Aufbau der IO-Basisschicht entsprechend der vorge-
stellten Anforderungen.
8.2.1 Ereignisbehandlung der Kommunikations-Schnittstelle
Die IO-Basisschicht muss zum einen die Schnittstelle zur Applikation selbst schaffen zum
anderen ist sie fu¨r die Verarbeitung der eingehenden Anfragen zusta¨ndig.
AMBERG unterscheidet drei Fa¨lle, durch die ein Ereignis im Anwendungssystem ausgelo¨st wer-
den kann [Ambe93, 123]. Dies kann a) ein Nutzer u¨ber die Mensch-Computer-Schnittstelle des
Anwendungssystems tun, b) die sonstige Verfahrensumgebung u¨ber die Computer-Computer-
Schnittstelle oder c) durch ein Ereignis infolge des Nach-Ereignisses [FeSi06, 193] eines Vor-
gangs ausgelo¨st werden. Bei a) und b) spricht man von externen Ereignissen, bei c) von internen.
Nach (Teil-)Durchfu¨hrung des Vorgangs liefert die Kommunikationsschnittstelle das Ergebnis
an den Absender der Anfrage zuru¨ck.
Im ooAM obliegt dem IOS die Ereignis-Bearbeitung [Ambe93, 123]. Diese umfasst die folgen-
den Aufgaben:
• Externe Ereignisse in Empfang nehmen.
• Ereignisse puffern, sofern mehrere auslo¨sende Ereignisse vorliegen mu¨ssen, um eine
Vorgangsbearbeitung durchzufu¨hren.
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• Vorga¨nge im VOS aktivieren, indem auslo¨sende Ereignisse an den jeweils zusta¨ndigen
Vorgangs-Objekttyp weitergeleitet werden7.
• Ereignisse der Verfahrensumgebung geeignet bekannt zu machen.
Die Schnittstelle zwischen IOS und technischem Objektschema, welches vom Framework zu
realisieren ist, beschreibt AMBERG folgendermaßen [Ambe93, 127]:
”Die Bearbeitung von Schnittstellen-Funktionalita¨t erfolgt unter Zuhilfenahme
des TOS. Diese stellt typischerweise eine anwendungsneutrale Funktionalita¨t zur
Durchfu¨hrung der Kommunikation mit den Nutzern oder der sonstigen Verfah-
rensumgebung bereit. Typischerweise in Form von objektorientierten UIMS und
Kommunikationsdiensten.“
Das Framework moccabox realisiert dafu¨r eine umfassende Basismaschine. Empfang, Verar-
beitung und Ru¨ckmeldung der Anfrage werden entsprechend einem objektorientierten UIMS
realisiert. Im folgenden werden zwei entsprechende Ansa¨tze vorgestellt: das MVC-Pattern
(vgl. [KrPo88], [Gamm92, 141f], [Gam+95, 4ff]) und das PAC-Modell [Cout87]. Bei beiden
handelt es sich um objektorientierte Architekturmodelle fu¨r die Realisierung von Graphical
User Interfaces (GUI) [HuCa95, 1], die dem Ansatz der Interobjekt-Modellierung zur Abbil-
dung der Funktionalita¨t folgen. Dieser teilt die Funktionalita¨t Pra¨sentation, Dialogkontrolle und
Applikationsschnittstelle auf drei kooperierende Objekte auf8 [Prei99, 280].
8.2.2 Architekturmodelle fu¨r UIMS
Es werden verschiedene Architekturmodelle fu¨r User-Interface Management Systeme unter-
schieden [Go¨tz95]:
• Gera¨temodelle stellen Ein- und Ausgabegera¨te in den Vordergrund.
• Schichtenmodelle unterteilen interaktive Systeme in Anlehnung an die U¨bersetzung von
Programmiersprachen in Schichten.
7Diese Aufgabe teilt sich die IO-Basisschicht mit der VO-Basisschicht. Die IO-Basisschicht ordnet der eingehen-
den Anfrage das entsprechende Ereignis zu und gibt diese Information an das VO-Basisschicht weiter, welches
dann die Durchfu¨hrung der Vorga¨nge steuert.
8Im Gegensatz dazu wird nach der Intraobjekt-Modellierung die gesamte Funktionalita¨t in einem Objekt abge-
bildet (siehe [Prei99, 280]).
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• Objektorientierte Modelle betrachten die Nutzerschnittstelle als System kooperierender
Interaktionsobjekte.
Die IO-Basisschicht wird auf Basis des objektorientierten Architekturmodells realisiert, die eine
Weiterentwicklung der Architektur des Seeheim-Modells - dem wohl bekanntesten Schichten-
modell - darstellt 9. Als objektorientierte Architekturmodelle werden das PAC-Pattern (siehe
8.2.2.1) und das MVC-Pattern (siehe Kapitel 8.2.2.2) vorgestellt. Gera¨temodelle werden nicht
weiter betrachtet. Die hier vorgestellten Architekturmodelle zerlegen die Benutzungsschnitt-
stelle in eine Menge einheitlicher Abstraktionen10, deren Module anschließend miteinander
verknu¨pft werden [KaBa94, 9].
8.2.2.1 Das PAC-Modell
Die objektorientierte Unterteilung des UIMS kann nach dem PAC-Modell [Cout87] (siehe auch
[Bus+00, 145-169]) erfolgen, das die folgenden Aufgaben verfolgt [Cout87, 127f]11.
1. Deﬁnition eines konsistenten Frameworks zur Konstruktion eines User Interface fu¨r die
Mensch-Computer-Kommunikation, das auf jeder Abstraktionsebene eingesetzt werden
kann. Daraus ergibt sich, dass die ausgetauschten Einheiten (units) zwischen dem ab-
strakten Teil (Applikation) und dem Controller (UIMS) Konzepte der Anwendung sind.
2. Saubere Trennung von funktionellen Begriffen und Vereinbarungen der Darstellung. Die
Control-Komponente schließt die Lu¨cke zwischen abstrakter und realer Welt. Die Rolle
der Control-Komponente kann u¨ber die Wahrung der Konsistenz zwischen beiden Welten
hinausgehen. So kann sie auch die Verwaltung lokaler Kontextinformationen umfassen.
3. Aufgreifen des objektorientierten Paradigmas und Verwendung seiner Vorteile mit den
Begriffen des interaktiven Objekts.
Fu¨r gro¨ßere Anwendungssysteme kann die Architektur in mehrere hierarchisch kooperierende
Agenten mit unterschiedlichen Aufgaben unterteilt werden, die jeweils aus den drei Komponen-
9Fu¨r eine ausfu¨hrliche Darstellung des Seeheim-Modells siehe u. a. [Gree85].
10Vgl. auch das Prinzip der Einheitlichen Komposition als Operation zur Erreichung von Software-Qualita¨t in
[KaBa94].
11Zum PAC-Modell siehe auch [BaCo91]. Eine Weiterentwicklung fu¨r Groupware ist PAC* [Cout97].
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ten Presentation, Abstraction und Control bestehen (vgl. [Bus+00, 145]). Abbildung 8.3 zeigt
die Pra¨sentation des numerischen Wertes einer Abstraktion als Diagramm.
Abbildung 8.3: Das PAC-Modell [Cout87, 126]
Presentation
Die Komponente Presentation deﬁniert die konkrete Syntax einer Anwendung, d.h. sie deﬁ-
niert das Input- und Output-Verhalten des Anwendungssystems aus Sicht des Nutzers [Cout87,
126]. Sie speziﬁziert die MCK-Schnittstelle des Anwendungssystems [FeSi06, 403].
Abstraction
Die Komponente Abstraction repra¨sentiert die Semantik auf Seiten der Anwendung, die mit
der Syntax der Pra¨sentation korrespondiert [Cout87, 126]. Sie implementiert die von der Ap-
plikation ausfu¨hrbaren Funktionen und deﬁniert die MCK aus Sicht des Anwendungssystems
[FeSi06, 403] unabha¨ngig vom Ausgabemedium [BaCo91, 170]. Die Komponente Abstraction
stellt die Schnittstelle zwischen Anwendungssystem und MCK-Teil dar.
Control
Der Controller u¨bernimmt das Mapping der abstrakten Einheiten - implementiert durch die
Abstraction - und ihrer Pra¨sentation fu¨r den Nutzer [Cout87, 126]. Durch sie werden die Objekte
und Operatoren der Pra¨sentationsebene mit denen der Abstraktionsebene verknu¨pft [FeSi06,
403]. Der Controller u¨berwacht das Verhalten der beiden Perspektiven [BaCo91, 170].
8.2.2.2 Model-View-Controller
Alternativ zum PAC-Modell zur Strukturierung von UIMS existiert das MVC-Modell. Fu¨r
die Nutzerschnittstelle der Programmierumgebung Smalltalk™wurde eine spezielle Strategie
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fu¨r Informationsrepra¨sentation, Anzeige und Kontrolle entwickelt, mit der zwei Ziele verfolgt
wurden [KrPo88, 26]:
”(1) to create the special set of system components needed to support a highly
interactive software development process: and (2) to provide a general set of system
components that make it possible for programmers to create portable interactive
graphical applications easily.“
Das MVC-Modell unterteilt die Schnittstelle der Nutzerkommunikation in drei Komponenten
[HuCa95, 3]: Model, View und Controller (siehe u. a. [KrPo88], [Gam+95, 4ff], [Bus+00, 124-
144]). In Abbildung 8.4 ist diese Triade von Klassen [Gam+95, 4] inklusive ihrer Zusta¨nde und
Nachrichten dargestellt.
Abbildung 8.4: Model-View-Controller Zustand und Nachrichten [KrPo88, 27]
Controller
Der Controller deﬁniert die Art, in der die Nutzerschnittstelle auf die Eingabe des Nutzers
reagiert [Gam+95, 4]. Er nimmt Anfragen an die Schnittstelle (Nutzerinteraktion oder Aufruf
durch anderes AwS) entgegen. Abha¨ngig von der auslo¨senden Aktion, wird ein Ereignis zur
Durchfu¨hrung eines Vorgangs erzeugt oder lediglich das Model bzw. die View modiﬁziert.
Model
Das Model stellt das Applikationsobjekt dar [Gam+95, 4]. Es entha¨lt die Daten des Dialogs und
spiegelt die doma¨nenspeziﬁsche Information des Anwendungssystems wider [KrPo88, 27].
Im Framework moccabox ist das Model die zentrale Komponente, die IO-Basisschicht und
VO-Basisschicht miteinander verbindet. Entsprechend dem Versta¨ndnis des MVC-Pattern ist es
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die Repra¨sentation des Zustand des Aufgabenobjekts eines Vorgangs sowie darauf verfu¨gbarer
Operationen, die anschließend dem Anwender mittels einer korrespondierenden View (siehe
unten) dargestellt wird.
Das Model entha¨lt nicht nur Daten u¨ber den Zustand des Systems, sondern auch Angaben
u¨ber diese Daten, so genannte Metadaten. Fu¨r die Schicht der Interface Objekte wird von den
zu Grunde liegenden Aufgabenobjekten abstrahiert, da nach dem SOM-Architekturmodell die
Interface Objekte keinen Zugriff auf die konzeptuellen Objekte und ihre Methoden haben.
View
Die View ist die Bildschirmrepra¨sentation des Zustandes des Model [Gam+95, 4]. Wann immer
sich der Zustand des Model a¨ndert wird dies den abha¨ngigen Views mitgeteilt, woraufhin sich
diese selbst aktualisieren.
Im MVC-Modell ko¨nnen Views auch geschachtelt sein. Eine View (z.B. eine Seite) entha¨lt dann
verschiedene SubViews (z.B. Menu¨, Navigationsleiste, Objektrepra¨sentation etc.). In diesem
Fall spricht man von CompositeView [Gam+95, 5].
COLSMAN & OSTHUS merken an, dass komplexe Anforderungen von dialogbasierten An-
wendungen kaum durch UML abgebildet werden ko¨nnen und dadurch die Modellierung der
Benutzeroberﬂa¨che nicht zufrieden stellend durchgefu¨hrt werden kann [CoOs04a, 27]. Zu den
Anforderungen geho¨ren:
• Mehrsprachigkeit
• Tabellen
• Registerbla¨tter
• dynamischer Seitenaufbau
Anforderungen an den dynamischen Seitenaufbau sind [CoOs04a, 27]:
• Masken in Abha¨ngigkeit vom Datenbestand gestalten
• Maskenbereiche abha¨ngig vom Programmzustand (Workﬂow) ein- oder ausblenden
• Eingabefelder entsprechend der Berechtigungen des Benutzers zur Bearbeitung freigeben
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Voraussetzung fu¨r die Umsetzung dieser Anforderungen ist die strikte Trennung in Datenbe-
stand (Model) und beliebige Sichten (Views) darauf, da bei einer unstrukturierten Sammlung
von Attributen die U¨bersicht schnell verloren geht.
• Die View deﬁniert eine Sicht auf die Daten. Es kann mehrere Sichten auf die gleichen
Daten geben. Views fragen Daten vom zugeho¨rigen Model ab und interpretieren diese
graﬁsch. Views ko¨nnen wiederum SubViews enthalten oder Teil von SuperViews sein.
• Der Controller nimmt Benutzerinteraktionen (Events) entgegen und vera¨ndert das Model
oder die View.
Der zustandslose Controller wird als Dienst verwaltet und vom RequestHandler aufgeru-
fen. Das Model liegt als zustandsbehaftetes Datenobjekt in der Session des Nutzers. Bei einer
reinen A¨nderung der View wird das Model nicht vera¨ndert. Ansonsten wird es aus der Anwen-
dungsschicht, in der die Gescha¨ftslogik abla¨uft, erzeugt und mit Fachdaten der Anwendung
gefu¨llt.
Steuerelementattribute hingegen werden in der View verwaltet. Im Sinne des MVC-Pattern
handelt es sich dabei um zwei Strukturelemente:
• Steuerelement-Attribute, wie z.B. das aktuell ausgewa¨hlte Registerblatt oder die aktuell
zur Sortierung einer Tabelle ausgewa¨hlte Spalte, liegen in einem ModelNodeDescription-
Datenobjekt ebenfalls in der Session.
• Die ViewInterpretation liest den Zustand von Model- und View-Daten und erzeugt aus
Layout und Daten mit Hilfe einer Templating-Engine Ausgabeformate wie HTML oder
PDF.
Smalltalk kennt vier verschiedene View-Idiome [KrPo88, 26]:
• Textparagraphen (paragraphs of text)
• Textlisten (Menues) (lists of text)
• Auswahlbuttons (choice buttons)
• Graﬁsche Formulare (graphical forms)
SOFTWARE-ARCHITEKTUR DES FRAMEWORKS MOCCABOX 139
Auf diesen ko¨nnen drei grundlegende Nutzer-Interaktions-Paradigmen ausgefu¨hrt werden
[KrPo88, 26]:
• Bla¨ttern (browsing)
• Inspizieren (inspecting)
• Editieren (editing)
Es werden Komponenten fu¨r Nutzerschnittstellen entworfen, die diese Idiome und Paradigmen
einmalig behandeln und von der kompletten Programmumgebung genutzt werden ko¨nnen. Da-
durch mu¨ssen einzelne Dialoge nicht mehr geschrieben werden. Es genu¨gt, diese zu beschrei-
ben, da die Repra¨sentation des Model durch Interpretation zu Grunde liegender Information
erzeugt wird.
8.2.2.3 Vergleich MVC-Modell und PAC-Modell
Beide Ansa¨tze, sowohl das MVC-Modell als auch das PAC-Modell, basieren auf der Trennung
von Applikation und Schnittstelle. Sie stellen jeweils objektorientierte Modelle eines UIMS dar.
Die Ansa¨tze unterscheiden sich jedoch darin, wie die Synchronisation der einzelnen Teilnehmer
hergestellt wird und welches Objekt verantwortlich fu¨r Ein- und Ausgabe ist [HuCa95, 25].
Ein ausfu¨hrliches Beispiel zur Realisierung eines Interactor in beiden Modellen ﬁndet sich bei
HUSSEY & CARRINGTON [HuCa95].
Abbildung 8.5: PAC-Modell und korrespondierende MVC Komponenten [BaCo91, 172]
Aufteilung der Funktionalita¨t
Hauptunterschied zwischen den Modellen von PAC und MVC ist die Art und Weise der Auf-
teilung verschiedener Funktionalita¨ten [BaCo91, 170]. Ein Model in MVC entspricht der Ab-
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straction in PAC: beide repra¨sentieren medienunabha¨ngige Funktionalita¨t. In MVC ist die View
verantwortlich fu¨r den Output und Control wiederum behandelt den Input [KrPo88, 27]. Damit
entsprechen MVC-View und MVC-Controller zusammen der Presentation in PAC [BaCo91,
171]. Die Komponente Control in PAC, die zwischen medienunabha¨ngiger Funktionalita¨t und
medienabha¨ngiger Perspektive vermittelt, hat kein direktes Pendant im MVC-Modell. BASS
& COUTAZ beschreiben sie als eine spezielle Model-Klasse [BaCo91, 171]. Ein Vergleich der
Komponenten der beiden Konzepte ist in Abbildung 8.5 dargestellt.
Synchronisation der Teilnehmer
Die Synchronisation der Teilnehmer sichert im PAC-Modell die Komponente Control, indem
sie die lokale Semantik (Abstraction) mit der lokalen Syntax (Presentation) verbindet [Cout87,
128]. Anders im MVC-Modell. Dort sind die drei Objekte Model, View und Controller selbst
dafu¨r verantwortlich ihre Konsistenz durch Nachrichtenaustausch gema¨ß dem Observer-Pattern
[Gam+95, 293ff] sicher zu stellen. In MVC ist damit die Kontrolle auf drei in Verbindung
stehende Objekte verteilt, wa¨hrend er bei PAC explizit zentralisiert ist [Cout87, 128].
Ein- und Ausgabeverhalten
Zwar unterscheidet PAC Funktionen und Pra¨sentation. Doch kapselt es diese in einem Objekt:
der Presentation [Cout87, 128]. In diesem sind Eingabe- und Ausgabeverhalten kombiniert. Das
MVC-Modell hingegen teilt Eingabe und Ausgabe auf in Controller und View [KrPo88, 26ff].
COUTAZ merkt an, dass es teilweise unmo¨glich ist, die Trennung von Ein- und Ausgabe zu
erreichen, da ha¨uﬁg Eingabeaktionen direkt mit zugeho¨rigen Ru¨ckmeldungen (feedback) der
Ausgabe verbunden sind [Cout87, 128]. Die Kapselung von Input und Output in der Kompo-
nente Presentation beurteilt sie somit als hilfreich. Die Trennung der Eingabe von der Ausgabe
erho¨ht hingegen die Flexibilita¨t und Wiederverwendbarkeit. Die Erscheinung (View) und das
Verhalten (Control) ko¨nnen auf verschiedene Arten miteinander kombiniert werden [HuCa95,
26].
Die Realisierung des GUI-Frameworks der moccabox ist prinzipiell entsprechend beider Mo-
delle mo¨glich. Das MVC-Modell bietet gegenu¨ber dem PAC-Modell fu¨r die vorliegenden An-
forderungen verschiedene Vorteile. Das MVC-Modell ist einfacher aufgebaut als das PAC-
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Modell. Im Ergebnis bedeutet das weniger komplexe Speziﬁkationen und einfachere Imple-
mentierungen, denn durch das so genannte model sharing in MVC ist die unterschiedliche In-
terpretation ein und derselben Abstraktion mo¨glich. PAC hingegen erlaubt kein model sharing.
Dadurch ko¨nnen in PAC duplizierte Zustandsinformationen auftreten, die in MVC vermieden
werden. [HuCa95, 26]
Die Umsetzung der Schnittstellenfunktionalita¨t in moccabox folgt dem MVC-Paradigma. Vor
allem die Flexibilita¨t und Mo¨glichkeiten der Wiederverwendbarkeit sprechen dafu¨r, es dem
PAC-Modell vorzuziehen.
8.2.3 Software-Ergonomie
Bei der kooperativen Bearbeitung von Aufgaben interagiert der personelle Aufgabentra¨ger als
Benutzer mit dem Anwendungssystem u¨ber die verfu¨gbare Benutzungsschnittstelle12. Bei der
Realisierung der zugeho¨rigen Benutzungsoberﬂa¨che sind deshalb spezielle ergonomische Aspek-
te zu beachten. Diese liegen allesamt im Aufgabenbereich des Anwendungsentwicklers und
ko¨nnen nicht direkt durch das Framework vorgegeben werden. Die IO-Basisschicht muss den-
noch die Entwicklung der Oberﬂa¨che entsprechend der Anforderungen an diese unterstu¨tzen.
Die Disziplin der Software-Ergonomie befasst sich demzufolge mit der ”[...] Anpassung der
Arbeitsbedingungen bei der Mensch-Computer-Interaktion an die sensumotorischen und kogni-
tiven Fa¨higkeiten und Prozesse des Menschen.“ [Wand93, 1].
Im Folgenden wird ein kurzer U¨berblick u¨ber Software-Ergonomie und Grundlagen der Gestal-
tung von Benutzungsoberﬂa¨chen gegeben. Fu¨r eine ausfu¨hrliche Behandlung des Themas wird
auf die entsprechende Literatur verwiesen (siehe u. a. [Wand93], [Star96], [Hofm98], [Shne02]).
Zu den rechtlichen Grundlagen der Software-Ergonomie siehe u. a. [Eich93]. Kriterien fu¨r er-
gonomische Arbeitspla¨tze ﬁnden sich u. a. in [Blas02].
Die Entwicklung ergonomischer Anwendungssysteme, die sowohl auf Methoden des klassi-
schen Software Engineering als auch auf software-ergonomischen Anforderungen beruht, wird
als Usability Engineering bezeichnet. Durch die Bereitstellung von Methoden, Modellen und
Prinzipien des benutzerzentrierten Entwicklungsprozesses wird auf eine ergonomische Produkt-
12IBM fu¨hrte Ende der 1980er Jahre im Zuge der System-Anwendungsarchitektur (SAA) den Common User
Access (CUA) ein, der Regeln fu¨r die einheitliche und ergonomische Gestaltung von Benutzungsoberﬂa¨chen
entha¨lt (vgl. [Schm90]).
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qualita¨t abgezielt [Gimn91, 115]. Benutzbarkeit und Gebrauchstauglichkeit (siehe auch Kapitel
3.4) stellen zentrale ergonomische Qualita¨tsmerkmale dar [Herd00, 32]13.
Das Frameworkmoccaboxmuss somit die Entwicklung entsprechender Prototypen und schnel-
le Ru¨ckkopplung der Eignung der Benutzungsoberﬂa¨che mit der Gruppe der Anwender un-
terstu¨tzen. Die Generierung der Oberﬂa¨che darf deshalb keinen großen zusa¨tzlichen Aufwand
fu¨r die Anwendungsentwicklung bedeuten. Zudem muss der Entwurf und die Umsetzung des
Layout und Strukturierung der Oberﬂa¨che unabha¨ngig von der Anwendung erfolgen ko¨nnen.
8.2.4 Komponenten
Wie in Kapitel 8.2.2.3 beschrieben liegt der IO-Basisschicht des Frameworks moccabox das
MVC-Pattern zu Grunde. Zudem muss die strikte Trennung in Layout, Inhalt und Logik [KeKi01]
beachtet werden. Alle drei sind anwendungsspeziﬁsch. Das Layout und Inhalt werden vom IOS
der Anwendung speziﬁziert, die Logik entsprechend vom VOS. Der konkret darzustellende
Inhalt ist das Ergebnis einer Aufgabendurchfu¨hrung im VOS.
Das Framework bestimmt das anwendungsneutrale Zusammenspiel der jeweiligen Objekte. Es
bietet eine Schnittstelle zum IOS der Anwendung und zur VO-Basisschicht des Frameworks.
Die Architektur der IO-Basisschicht ist in Abbildung 8.6 abgebildet.
Abbildung 8.6: Komponenten der technischen IO-Schicht und ihre Beziehungen
Controller
Entsprechend der im ooAM deﬁnierten Aufgaben des IOS [Ambe93, 123f] nimmt die Kom-
ponente Controller externe Ereignisse in Empfang und gibt auslo¨sende Ereignisse an die VO-
13Die genaue Deﬁnition der Begriffe ist in DIN-Norm 66272 respektive DIN-Norm 9241-11 festgelegt.
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Basisschicht weiter, damit diese die angeforderte Aufgabe ausfu¨hren kann. Im Anschluss an
die Durchfu¨hrung kommuniziert der Controller entsprechend der View, dass sich das Model
gea¨ndert hat.
Model
Die Komponente Model repra¨sentiert den Inhalt, der dargestellt werden soll, und beinhaltet
zusa¨tzlich Metadaten u¨ber den Inhalt. Metadaten sind deﬁniert als Daten, die andere Daten
und Prozesse deﬁnieren und beschreiben [ISO03, 10]. Das Model ist hierarchisch aufgebaut
und kann Sub-Models enthalten, die in jeweiligen Sub-Views dargestellt werden. Es handelt
sich um eine Art Model-Baum, dessen Navigation durch ein Framework im Kleinen [Gamm92,
107-109] realisiert wird.
Beispiel: Die Eingabe von Kundendaten durch einen personellen Anwender erfolgt u¨ber ein ent-
sprechendes Formular, das die verfu¨gbaren Kundendaten repra¨sentiert. Das Model abstrahiert
vom zu Grunde liegenden konzeptuellen Objekt Client und repra¨sentiert lediglich die zu
befu¨llenden Attribute. Desweiteren ist das den Client repra¨sentierende Sub-Model abha¨ngig
von einem Kontext, in dem es stattﬁndet, und es kann weitere Sub-Models - so z.B. Kunden-
adresse - enthalten.
ViewGenerator
Die Komponente ViewGenerator kombiniert Inhalt, Angaben zur Repra¨sentation und Layout-
Templates, um eine Darstellung des Inhalts zu erzeugen. Diese Darstellung wird dem Anwender
als Ergebnis seiner an den Controller gesendeten Anfrage gesendet. Zur Darstellung des Inhalts
bezieht sie sich auf das entsprechende LocaleRepository, um der Anforderung der Mehrspra-
chigkeit gerecht zu werden.
Beispiel: Der Anwender mo¨chte eine Instanz des konzeptuellen Objektes Client ansehen.
Das Model entha¨lt alle Attribute und Auspra¨gungen des Objektes sowie Informationen u¨ber
verfu¨gbare Methoden (z.B. Kunde bearbeiten und Kunde lo¨schen). Die Darstellung erfolgt ent-
sprechend einem durch Templates vorgegebenen Layout und unter Verwendung der Bezeichner
des LocaleRepository.
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LocaleRepository
Die Komponente LocaleRepository entha¨lt die Bezeichnungen fu¨r die anwendungsspeziﬁ-
schen Interface Objekte, konzeptuellen Objekte und Vorgangsobjekte sowie fu¨r deren Attribute
in der jeweiligen Sprache und Doma¨ne. Es entha¨lt zudem verschiedene Formate (patterns) fu¨r
die Eingabe von Datum und Zahlen. Metadaten u¨ber die entsprechenden Objekte und Aufgaben,
die sie repra¨sentieren, ko¨nnen im LocaleRepository gespeichert werden (u. a. Dokumentation).
Beispiel: Das konzeptuelle Objekt Client kann je nach eingesetzter Doma¨ne als ’Kunde’ oder
auch als ’Mandant’ bezeichnet werden. Im Englischen ko¨nnte die Bezeichnung dementspre-
chend ’Customer’ bzw. ’Client’ lauten. Da die Semantik innerhalb der Anwendung die gleiche
ist, wird die Umschreibung lediglich fu¨r die Mensch-Computer-Kommunikation beno¨tigt.
Schnittstelle zur IOS der Anwendung
Die IO-Basisschicht ist direkt dem IOS der Anwendung zugeordnet. Sie dient ihr als Basis-
maschine fu¨r anwendungsneutrale Funktionalita¨t. Gema¨ß dem Prinzip der Inversion of Control
[FaSc97, 32] bestimmt die IO-Basisschicht den Ablauf der Verarbeitung des Aufrufs und greift
auf die anwendungsspeziﬁschen Informationen des IOS zu.
Schnittstelle zur VO-Basisschicht
Da die Schnittstellenfunktionalita¨t die externen Ereignisse aufnimmt und diese als auslo¨sende
Ereignisse an die entsprechenden Vorgangsobjekte weiter gibt, hat die IO-Basisschicht eine
Schnittstelle zur VO-Basisschicht. Der Controller der IO-Schicht kommuniziert mit dem Con-
troller der VO-Schicht. Beide tauschen das medienneutrale Objekt Model aus.
8.3 Technische Funktionalita¨t fu¨r Vorgangsobjekte
Ergebnis der Vorgangs-Objektmodellierung ist die umfassende und objektorientierte Speziﬁka-
tion der Vorgangs-Funktionalita¨t eines Anwendungssystems in Form des Vorgangsobjektsche-
mas (VOS). Dieses wird im ooAM auf die VOS-Komponente [Ambe93, 71-94] abgebildet.
Das Framework stellt der VOS-Komponente entsprechende Basisfunktionalita¨t zur Verfu¨gung,
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um die Abbildung anwendungsspeziﬁscher Funktionalita¨t auf korrespondierende anwendungs-
neutrale Komponenten zu erleichtern. Die VO-Basisschicht realisiert zudem die Schnittstellen
der VOS-Komponente zu den anderen Komponenten des ooAM. Dadurch kann wa¨hrend der
Systementwicklung ein Großteil der Programmierung vermieden werden.
8.3.1 Das Vorgangsobjekt
Das Vorgangsobjekt stellt mit seinen vorgangsspeziﬁschen Eigenschaften die Vorgangs-Funk-
tionalita¨t des Anwendungssystems bereit [Ambe93, 35]. Die Aufgabe des Vorgangsobjektes
Fu¨hre Vorgang aus la¨sst sich in fu¨nf Teilaufgaben untergliedern:
1. Vorereignis liegt vor: Das Vorgangsobjekt wird ausgelo¨st
2. Aufgabenobjekt laden: Das Vorgangsobjekt erstellt eine lokale Kopie des Aufgabenob-
jekts, das Grundlage seiner Aufgabendurchfu¨hrung ist.
3. Aufgabenobjekt manipulieren: Das Vorgangsobjekt plant und durchla¨uft die Aktionen
seiner Aufgabendurchfu¨hrung auf der lokalen Kopie seines Aufgabenobjekts und eventu-
ell unter Delegation an weitere Vorgangsobjekte.
4. Aufgabenobjekt speichern: Das Vorgangsobjekt veranlasst das Zuru¨ckschreiben des
Aufgabenobjekts, so dass die Datenbasis in einen konsistenten Zustand u¨berfu¨hrt wird.
5. Nachereignis auslo¨sen: Das Vorgangsobjekt teilt nach Durchfu¨hrung aller Aktionen sei-
nen Zustand mit und gibt die Kontrolle zuru¨ck an die Kontrollkomponente.
Je nachdem, ob das Vorgangsobjekt A¨nderungen an der Datenbasis ausfu¨hrt oder nicht, sind die
Schritte 3. und 4. nicht zwingend zu durchlaufen. Dies kann zum Beispiel der Fall sein, wenn
die Aufgabe lediglich im Auslesen und Verfu¨gbarmachen von Informationen besteht. Oder zur
weiteren Bearbeitung eine Eingabe des personellen Aufgabentra¨gers notwendig ist, die eine
Unterbrechung der Bearbeitung erfordert.
8.3.2 Komponente zur Vorgangssteuerung
Die Vorgangssteuerung wird vom Controller der IO-Basisschicht u¨ber das Vorliegen eines ein-
gehenden Ereignisses benachrichtigt und beauftragt, den entsprechenden Vorgang zur Durchfu¨hrung
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der korrespondierenden (Teil-)Aufgabe auszufu¨hren.
Die verfu¨gbaren Vorgangsobjekte (siehe Kapitel 8.3.1) sind im zentralen Repository (siehe
Kapitel 8.1) hinterlegt und werden dort angefordert. Fu¨r ein eingehendes Ereignis muss fu¨r
die erfolgreiche Durchfu¨hrung mindestens ein Vorgangsobjekt vorliegen. Alle Vorgangsobjekte
werden in einen Speicher (Stack) gelegt und der Reihe nach abgearbeitet. Wird fu¨r das einge-
gangene Ereignis kein korrespondierendes Vorgangsobjekt gefunden, bricht die Durchfu¨hrung
ab und eine Fehlermeldung wird zuru¨ckgeliefert.
Liegt die Instanz des fu¨r die Nachricht verantwortlichen Vorgangsobjektes vor, so wird dieses
mit der Durchfu¨hrung beauftragt (invoke).
Nachdem das Vorgangsobjekt ausgefu¨hrt wurde und seine (erfolgreiche) Ausfu¨hrung kommu-
niziert hat, erha¨lt die Kontrollkomponente die Kontrolle zuru¨ck. Liegen noch weitere Vor-
gangsobjekte im Speicher, werden diese ebenfalls ausgefu¨hrt (invoked). Nach Bearbeitung aller
Vorga¨nge, muss die Kontrollkomponente anhand der Informationen des Repository entschei-
den, welcher Vorgang auf das erhaltene Nachereignis zu folgen hat und welches Ergebnis
der IO-Basisschicht u¨bergeben ist. Anschließend wird die Kontrolle an den Controller des
IO-Basisschicht zuru¨ckgegeben.
8.3.3 Komponente fu¨r die Sicherung der Integrita¨t
Dem Anwendungssystem liegt eine Gesamtaufgabe zu Grunde, die im Aufgabenobjekt ein
Modell der Diskurswelt entha¨lt [FeSi06, 227]. Das Integrationsmerkmal der Konsistenz nimmt
Bezug auf dieses Aufgabenobjekt. Die Konsistenz des Systems wird durch die Verfolgung des
Integrationsziels Integrita¨t sicher gestellt. In diesem Kapitel wird die Komponente vorgestellt,
die innerhalb der moccabox fu¨r die Einhaltung der in Kapitel 4.1 beschriebenen semantischen
und operationalen Integrita¨t zusta¨ndig ist. Um die Integrita¨t des Systemzustands testen zu
ko¨nnen, werden Integrita¨tsbedingungen formuliert, die mit der hier vorgestellten Komponente
u¨berpru¨ft werden.
Das Anwendungssystem ist zudem nur dann konsistent, wenn die fu¨r sich genommen valide
Zustandsa¨nderung (a) von einem autorisierten Nutzer beauftragt und (b) das ausfu¨hrende Vor-
gangsobjekt zum Zugriff auf das Aufgabenobjekt berechtigt ist. Die zusta¨ndigen Komponenten
werden fu¨r (a) in Kapitel 8.3.5 und fu¨r (b) in Kapitel 8.3.4 vorgestellt.
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Es werden statische und transitionale semantische Integrita¨tsbedingungen unterschieden. Erste-
re geben gu¨ltige Anfangs- und Endzusta¨nde des Systems an. Letztere beschreiben die gu¨ltigen
Zustandsu¨berga¨nge. Demzufolge kann ein Zustandsu¨bergang auch dann die Integrita¨t und folg-
lich die Konsistenz des Systems verletzen, wenn zwar Anfangs- und Endzustand gu¨ltig sind,
der U¨bergang aber nicht zula¨ssig ist.
Semantische Integrita¨tsbedingungen
Da die konzeptuellen Objekte den Zustand der konsistent zu haltenden Hilfsregelstrecke re-
pra¨sentieren, werden die semantischen Integrita¨tsbedingungen auf diese angewendet. Eine
Integrita¨tsbedingung wird durch eine entsprechende Condition repra¨sentiert, die im Bezug auf
die zu Grunde liegenden konzeptuellen Objekte auf ihre Gu¨ltigkeit hin u¨berpru¨ft werden kann.
Die jeweiligen Bedingungen (conditions) werden im Repository hinterlegt und falls no¨tig dort
auch angepasst. Sie werden durch Pru¨fklassen auf die jeweiligen KOT angewandt.
Statische Integrita¨tsbedingungen speziﬁzieren Zusta¨nde, die nach der Durchfu¨hrung von Ak-
tionen am Ende eines Vorganges fu¨r die Instanzen der konzeptuellen Objekttypen erfu¨llt sein
mu¨ssen und werden deshalb im Repository dem jeweiligen KO zugeordnet. Sobald sich der
Zustand eines KOT a¨ndert, werden alle zugeordneten Integrita¨tsbedingungen u¨berpru¨ft. So-
bald eine Bedingung verletzt wird, werden keine A¨nderungen zuru¨ckgeschrieben, sondern die
Ausfu¨hrung des Vorgangs wird abgebrochen. Die Komponente unterstu¨tzt die folgenden Typen
Integrita¨tsbedingungen:
Einschra¨nkung von Datentypen: Jedes Attribut eines KOT wird durch seinen Typ (z.B. Zahl,
Datum, Text) auf bestimmte Auspra¨gungen eingeschra¨nkt. Innerhalb dieses impliziten
Wertebereiches ko¨nnen die Attributauspra¨gungen durch weitere Angaben zum Wertebe-
reich (engl. codomain) eingeschra¨nkt werden. Dabei kann es sich um generische Ein-
schra¨nkungen handeln (z.B. Gu¨ltigkeit von E-Mail-Adressen oder Datumsformat) oder
um anwendungsspeziﬁsche Angaben, die Teil der Doma¨nenabgrenzung sind (z.B. Min-
destalter eines Mitarbeiters oder maximales Gehalt). Der Wertebereich wird zusammen
mit der Deﬁnition des KOT erfasst.
Voreinstellung von Werten: Fu¨r neu instantiierte konzeptuelle Objekte ko¨nnen initiale Stan-
dardwerte angegeben werden, die dem entsprechenden Attribut als Auspra¨gung gegeben
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werden.
Angabe von Schlu¨sseln: Ein KO muss u¨ber einen Schlu¨ssel fu¨r den Nutzerzugriff identiﬁ-
zierbar sein. Dies kann ein fachlicher Schlu¨ssel sein (z.B. Vorname/Nachname des Mit-
arbeiters). Zusa¨tzlich kann fu¨r jede Objektinstanz ein so genannter Surrogatschlu¨ssel
erzeugt werden, der die eindeutige Identiﬁzierung ermo¨glicht. Das Objektmodell nutzt
als Referenz fu¨r Objekte in Beziehungen den systemspeziﬁschen Objektidentiﬁkator (vgl.
[Ambe93, 101]). Der hier verwendete Ansatz verfolgt die Nutzung des generierten Sur-
rogatschlu¨ssels auch als Objektidentiﬁkator in Beziehungen zwischen den KO. Die Kom-
ponenten sind hierauf ausgerichtet.
Referentieller Integrita¨tsbedingungen: Das konzeptuelle Objektschema bildet die referen-
tiellen Abha¨ngigkeiten der KOT untereinander ab. Damit diese nicht verletzt werden
mu¨ssen unzula¨ssige A¨nderungen entweder verhindert werden oder mit einer entsprechen-
den Kompensationsstrategie ausgeglichen werden (z.B. Lo¨schweitergaben). Desweiteren
erlaubt die Komponente die Angabe von Kardinalita¨ten fu¨r die Beziehung der konzeptu-
ellen Objekte untereinander (z.B. eine Abteilung hat mindestens einen, aber maximal vier
Mitarbeiter), die bei der Passivierung oder dem Lo¨schen von Objekten u¨berpru¨ft werden.
Ein Beispiel dieser Integrita¨tspru¨fung ﬁndet sich bei [Piet04, 59f].
Bedingungen u¨ber mehrere Relationen: Weitere komplexe Bedingungen, die sich eventuell
u¨ber mehrere Instanzen von KOT erstrecken werden in eigenen Pru¨fklassen abgebildet.
Transitionale Integrita¨tsbedingungen: Dabei handelt es sich um Bedingungen, bei denen die
Zula¨ssigkeit eines Systemzustands von der Auspra¨gung eines anderen Wertes abha¨ngt.
Diese Bedingungen ko¨nnen bei der Deﬁnition des konzeptuellen Objekttyps angegeben
und spa¨ter u¨berpru¨ft werden.
Zur U¨berpru¨fung der Validita¨t werden Validierungsregeln angegeben, die von entsprechenden
Klassen (Validatoren) getestet werden.
Operationale Integrita¨tsbedingungen
Bei der Sicherstellung der operationalen Integrita¨t wird auf die implementierte Transaktions-
verwaltung vorhandener DBVS zuru¨ckgegriffen. Lange Transaktionen und Lost Update werden
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in zwei Transaktionen aufgeteilt [Piet04, 43]. Durch optimistisches Verfahren werden mo¨gliche
Konﬂikte und ungu¨ltige A¨nderungen verhindert.
Weitere Integrita¨tsbedingungen betreffen beispielsweise die Autorisierung des zugreifenden
VOT auf die zu a¨ndernden KOT. In SOM werden diese Bedingungen durch interacts-with-
Beziehungen zwischen VOT und KOT dargestellt. Der Zustand eines Systems gilt auch dann
als inkonsistent, wenn ein nicht autorisierter Nutzer eine ansonsten gu¨ltige Zustandsa¨nderung
im System durchfu¨hrt.
8.3.4 Integrita¨tsmonitor
Fu¨r die Entwicklung eines betrieblichen Anwendungssystems ist es notwendig, den automa-
tisierbaren Teilausschnitt des betrieblichen Informationssystems in einem Modell abzubilden.
Dieses Modell wird als Hilfsregelstrecke verwendet (siehe Abbildung 8.7). Hilfsregelstrecken
bilden die Struktur und das Verhalten der Regelstrecke nach. Die Struktur wird durch eine
Menge von Attributen beschrieben. Das Verhalten wird realisiert durch geeignete Operatoren
auf diesen Attributen. [FeSi06, 29f]
Abbildung 8.7: Betrieblicher Regelkreis mit Hilfsregelstrecke (in Anlehnung an [FeSi06, 77].
Um stets einen konsistenten Zustand der Hilfsregelstrecke zu erreichen, ist der permanen-
te Abgleich mit der zu Grunde liegenden Regelstrecke notwendig. Die fu¨r das reale System
SOFTWARE-ARCHITEKTUR DES FRAMEWORKS MOCCABOX 150
geltenden Regeln bezu¨glich Konsistenz, erlaubter Zusta¨nde und Kopplung sowie impliziter
Integrita¨tsbedingungen mu¨ssen im Anwendungssystem realisiert werden ko¨nnen.
In SOM wird der Regler durch Vorgangsobjekte abgebildet, die Hilfsregelstrecke durch entspre-
chende konzeptuelle Objekte mit ihren Attributen und Operatoren.
Keines der Vorgangsobjekte hat eine globale Sicht auf das System, sondern stets nur eine lokale.
Deshalb ist es notwendig, eine Instanz einzufu¨hren, die die korrekte Zielverfolgung auf globaler
Ebene u¨berwacht. Diese Aufgabe soll durch das Repository (siehe Kapitel 9.3) wahrgenommen
werden. Aufgaben des Meta-Systems:
• Verhinderung inkonsistenter Zusta¨nde (Veto)
• Kopplung von Anwendungssystem und Modulen
• U¨berwachung impliziter Integrita¨tsbedingungen
• Wiederherstellung von Konsistenz
Die Konsistenz einer Datenbasis kann sich sowohl auf ihren Inhalt (statische Konsistenz) als
auch auf die Inhaltsa¨nderung (dynamische Konsistenz) beziehen [Wint98, 24].
Neben der ”passiven“ Zuru¨ckweisung unzula¨ssiger Datenmanipulationen ko¨nnen dynamische
Konsistenzbedingungen auch zur ”aktiven“ Herstellung eines konsistenten Zustandes genutzt
werden [Wint98, 25].
Abbildung 8.8: Aufgabe und Metasystem (in Anlehnung an [FeSi06, 98].
In einem Repository muss hinterlegt werden, welchen Vorgangsobjekten der Zugriff auf welche
Aktionen eines konzeptuellen Objektes erlaubt ist. Zusa¨tzlich kann erfasst werden, welche
weiterfu¨hrenden Aktionen zur Koppelung durchgefu¨hrt werden mu¨ssen bzw. welche Konsi-
stenzu¨berpru¨fungen stattﬁnden. Quelltext 9.3 zeigt den Ausschnitt eines XML-Dokumentes, in
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Abbildung 8.9: Zugriff von VO auf KO und Metasystem.
dem diese Informationen erfasst sind. Der Integrita¨tsmonitor wird im Framework als Aspekt
realisiert.
Eine Inkonsistenz des Zustands eines KO kann entweder durch ungu¨ltige Attributwerte entste-
hen oder wenn der Aufgabentra¨ger nicht berechtigt ist, die Zustandsa¨nderung auszufu¨hren.
Die Informationen werden dem Entwickler zur Entwicklungszeit verfu¨gbar gemacht und zur
Laufzeit vom System u¨berpru¨ft.
8.3.5 Die Sicherheitskomponente
Personelle Aufgabentra¨ger fu¨hren teilautomatisierte Aufgaben in Kooperation mit dem betrieb-
lichen Anwendungssystem durch. Jedem Vorgang ist ein Recht zugeordnet, das dem Besitzer
den Zugriff darauf gestattet. Die Autorisierung der Vorgangsdurchfu¨hrung u¨bernimmt die Si-
cherheitskomponente.
Rollenbasiertes Rechtemodell
Jeder Nutzer besitzt eine Teilmenge der gesamten Rechte fu¨r alle Vorga¨nge. LAMPSON schla¨gt
fu¨r die Zuordnung von Subjekt (Nutzer) zu Recht eine Zugriffs-Matrix vor [Lamp74]. Im
Ergebnis hieße diese Zuordnung aber einen großen Verwaltungsaufwand in Kauf nehmen, auf
Grund der entstehenden Komplexita¨t (Komplexita¨t O(|Sub jekte|× |Ob jekte|)). Hier wird die
Role Based Access Control (RBAC)14 des NIST15 eingesetzt [Goo+02, 306]. Bei der rol-
lenbasierten Zugriffskontrolle werden Nutzer Rollen zugeordnet entsprechend ihrer Stellung
innerhalb der Organisation. Den Rollen werden entsprechende Rechte gestattet. Daraus ergibt
14http://csrc.nist.gov/rbac/
15National Institute of Standards and Technology (http://csrc.nist.gov)
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sich eine geringere Komplexita¨t: O(|Sub jekte|× |Rollen|)+O(|Rollen|× |Ob jekttypen|). Fu¨r
die Administration muss - außer bei der Initialisierung des Systems - fast ausschließlich die
Rollenzuordnung der Nutzer verwaltet werden.
Die RBAC sieht keine Rechtezuordnung fu¨r die Instanz eines Objekttyps zu einer Rolle vor
(z.B. Mitarbeiter du¨rfen Projektdaten nur a¨ndern wenn sie Mitarbeiter des Projektes ist). Die-
sen Mangel behebt die Sicherheitskomponente, indem fu¨r die bestimmten Rechte auch Ein-
schra¨nkungen bezu¨glich der Instanzen hinterlegt werden ko¨nnen.
Authentisierung und Autorisierung
Ausgehend von den zugestandenen Rechten muss bei jedem Zugriff auf ein Vorgangsobjekt
u¨berpru¨ft werden, ob der Nutzer dazu berechtigt ist. Die Sicherheitskomponente u¨bernimmt
zwei Aufgaben. Sie authentisiert den Nutzer und autorisiert seine Zugriffe im System.
Fu¨r die Authentisierung des Nutzers im System bieten sich verschiedene Verfahren an. Die
moccabox bietet mit der Sicherheitskomponente eine Infrastruktur, die eine Wiederverwen-
dung der Nutzerverwaltung ermo¨glicht. Diese kann selbstversta¨ndlich auch durch eine ande-
re Komponente oder das zu entwickelnde Anwendungssystem selbst realisiert werden. Eine
konkrete Implementierung inklusive verwendeter Basismaschinen wird in Kapitel 9 vorge-
stellt. Die Anmeldung des Nutzers am System erfolgt u¨ber die Eingabe von Benutzerkennung
und Passwort. Versucht ein nicht authentisierter Nutzer auf das System zuzugreifen, wird die
Ausfu¨hrung der Anfrage verweigert und der Nutzer wird aufgefordert, sich zu authentisieren.
Vor jeder Durchfu¨hrung eines Vorgangs erfolgt die Autorisierung des authentisierten Nutzers.
Es wird u¨berpru¨ft, ob der Nutzer das Recht hat, den angeforderten Vorgang auszufu¨hren. Sind
an das Recht zur Ausfu¨hrung eines Vorgangs (z.B. Projektdaten a¨ndern) Bedingungen geknu¨pft
(z.B. muss Mitarbeiter im Projekt sein), so werden diese zusa¨tzlich anhand der Instanz des
Aufgabenobjekts u¨berpru¨ft. Sind mit dem Recht keine Bedingungen verbunden, so ist der Nut-
zer in jedem Fall berechtigt, den Vorgang auszufu¨hren. Erst nach positiver U¨berpru¨fung der
Berechtigung wird der eigentliche Vorgang ausgefu¨hrt. Andernfalls wird die Ausfu¨hrung wie
im Falle nicht vorhandener Authentisierung abgebrochen.
Die Sicherheitskomponente entha¨lt eine Schnittstelle, die von der IO-Basisschicht genutzt wird,
um fu¨r einen authentisierten Nutzer die Teilmenge der erlaubten Operationen auf einem an-
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geforderten Objekt zu bestimmen. Da ein Interface Objekt dem Nutzer die Operatoren auf
den repra¨sentierten Vorgangsobjekten sowie konzeptuellen Objekten anbietet, wird dadurch
verhindert, dass ein Nutzer Funktionen angeboten bekommt, die er nicht nutzen darf und die
bei der anschließenden Autorisierung zum Abbruch des Prozesses fu¨hren wu¨rden.
8.4 Technische Funktionalita¨t fu¨r konzeptuelle Objekte
Die konzeptuelle Funktionalita¨t eines Anwendungssystems wird gema¨ß dem ooAM als Er-
gebnis der konzeptuellen Objektmodellierung durch ein anwendungsspeziﬁsches konzeptuel-
les Objektschema (KOS) speziﬁziert [Ambe93, 95-118]. Analog zu den bereits beschriebenen
Schichten IO-Basisschicht und VO-Basisschicht realisiert die KO-Basisschicht des Frameworks
alle anwendungsneutrale Funktionalita¨t fu¨r das konzeptuelle Objektschema. Zur Funktionalita¨t
zur Sicherung der Integrita¨t siehe auch Kapitel 8.3.3.
8.4.1 Persistenzkomponente
Ziel der Anwendungsentwicklung ist unter anderem die Unabha¨ngigkeit des Systems vom Auf-
gabentra¨ger, also der grundlegenden Basistechnologie (siehe hierzu auch Kapitel 3.4 und Kapi-
tel 4.1). Unter Persistenz versteht man allgemein das Schreiben von Daten auf ein besta¨ndiges
Medium bzw. das Lesen davon [Star05, 161]. Die Persistierung der konzeptuellen Objekte muss
aus Sicht der Anwendung bzw. des Frameworks unabha¨ngig vom gewa¨hlten Speicherformat
(z.B. relationale Datenbank, objektorientierte Datenbank, Dateisystem) und dem konkreten
System (z.B. Oracle, Firebird) erfolgen. Das Framework stellt den Zugriff auf persistierte
Objekte und deren Zuru¨ckschreiben in die Datenbasis bereit.
8.5 Dokumentation des Anwendungssystems
Obwohl die Dokumentation nur ein sekunda¨res Ergebnis des Entwicklungsprozesses ist [Booc94,
351], kommt ihr doch eine wichtige Rolle zu [Alk+03, 228]:
”Die Dokumentation soll in diesem Kontext idealerweise durchga¨ngig, nachvoll-
ziehbar und konsistent u¨ber alle Phasen der Softwareerstellung hinweg sein.“
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Die Komponenten des Frameworks moccabox sollen eine durchga¨ngige und komfortable Do-
kumentation des Systems ermo¨glichen, so dass sie direkt wa¨hrend des Entwicklungsprozesses
entsteht und zudem dem Anwender als Direkthilfe angeboten werden kann. Dabei soll die
Dokumentation nicht als Handbuch entstehen, sondern Teil des Anwendungssystems sein. Die
Gestaltung von Dokumentation und ihre Aufbereitung fu¨r den Anwender wird hier nur insofern
betrachtet, als sie fu¨r die Entwicklung des Frameworks moccabox von Belang sind. Im Mo-
dellierungsprozess mu¨ssen Dokumentation und Kommentierung der entsprechenden Objekte
Teil des Modellierungyswerkzeuges sein, um diese im Anschluss bei der Implementierung in
das Anwendungssystem u¨bernehmen zu ko¨nnen. Der Umfang der Systementwicklungsaufgabe
kann dadurch entsprechend verringert werden.
9 Software-technische Realisierung des
Frameworks moccabox
Das Framework selbst kann aus Außensicht als Nutzermaschine gema¨ß dem Modell von Nutzer-
und Basismaschine interpretiert werden. Der software-technische Entwurf des Frameworksmoc-
cabox wurde unter Verwendung verschiedener Basismaschinen realisiert. Die geringen tech-
nischen Produkthalbwertzeiten von Basismaschinen im Software-Bereich im Allgemeinen er-
zeugen einen hohen Anpassungsdruck auf den software-technischen Entwurf [Schm01, 261].
Da Konzepte also stabiler sind als Technologien [StVo¨05, 22], muss die hier beschriebene
Realisierung als nur eine mo¨gliche Lo¨sung des im vorangegangenen Kapitel beschriebenen
fachlichen Entwurfs gesehen werden. Abha¨ngigkeiten zu konkreten Basistechnologien (z.B.
GUI-Framework, Persistenz-Framework, Sicherheit) wurden dadurch vermieden (vgl. [Star05,
133ff]), dass jeweils ein Interface implementiert wurde, das fu¨r die jeweilige Basistechno-
logie als Standardimplementierung realisiert wurde (vgl. Abbildung 9.1).
Abbildung 9.1: Unabha¨ngigkeit durch Interfaces [Star05, 134]
In den folgenden Kapiteln werden einzelne System-Komponenten unter Verwendung der in
Kapitel 9.1 beschriebenen Basismaschinen dargestellt.
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Quellcode des Frameworks
Der Arbeit liegt ein elektronischer Anhang bei, der sowohl den Quellcode des Frameworks
moccabox1 als auch die korrespondierende IO-Implementierung2 fu¨r web-basierte Anwen-
dungssysteme umfasst. Die Dokumentation3 der einzelnen Klassen ist ebenfalls Teil des elek-
tronischen Anhangs und kann im Browser navigiert werden.
Der Quellcode ist, wie in Abbildung 9.2 dargestellt, entsprechend der Projektstruktur einschließ-
lich der zugeho¨rigen Eclipse-Projektdateien4 abgelegt. In den folgenden Kapiteln wird von den
vorgestellten Komponenten auf das jeweilige Quellcode-Paket der Implementierung verwiesen.
Sofern nicht anders angegeben, bezieht sich der Hinweis auch auf die strukturgleiche Doku-
mentation.
Abbildung 9.2: Das Paket de.cebis.moccabox im Anhang.
Die im Folgenden verwendeten qualiﬁzierten Namen verweisen auf die im Anhang beﬁnd-
lichen Klassen im jeweiligen Paket. So beﬁndet sich die im Text referenzierte Klasse de.-
cebis.moccabox.repository.impl.RepositoryImpl als Datei Repository-
Impl.java im Ordner anhang/quellcode moccabox/src/main/java/de/cebis/moccabox/repo-
sitory/impl im elektronischen Anhang. Die Dokumentation der Klasse selbst sowie ihre hierar-
chischen Beziehungen zu Interfaces und anderen Klassen la¨sst sich u¨ber anhang/dokumentation
moccabox/index.html einsehen und nachvollziehen, wie in Abbildung 9.3 dargestellt.
1Ordner anhang/quellcode moccabox.
2Ordner anhang/quellcode io implementierung.
3Datei anhang/dokumentation moccabox/index.html.
4Eclipse ist ein Programmierwerkzeug zur Entwicklung von Software. Mehr Informationen zu Eclipse ﬁnden
sich unter http://www.eclipse.org/.
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Abbildung 9.3: Dokumentation der Klasse RepositoryImpl und ihrer Beziehungen im Anhang.
9.1 Auswahl der Basismaschinen
Zuna¨chst werden die grundlegenden, querschnittlich verwendeten Basismaschinen Java und
XML vorgestellt. Weitere eingesetzte Basismaschinen und Frameworks werden in den jeweili-
gen Kapiteln der sie einsetzenden Komponenten vorgestellt.
9.1.1 Java
Java™ (siehe auch [Flan05]) von Sun Microsystems Inc. hat sich in den letzten Jahren zu einer
der wichtigsten objektorientierten Programmiersprachen und Plattform fu¨r Anwendungssyste-
me entwickelt [Reed02, 27-48]. Java-Programme nutzen zur Laufzeit als Basismaschine eine
virtuelle Maschine [FeSi06, 320], die als Java-Plattform bezeichnet wird. Der Java-Quellcode
wird vom Java-Compiler nicht in Maschinencode u¨bersetzt, sondern in maschinenneutralen
Byte-Code, der anschließend von einer Java-Laufzeitumgebung (virtuelle Maschine) interpre-
tiert wird [DePe02, 21]. Java-Programme sind somit ohne neu kompiliert zu werden auf jedem
Rechnersystem lauffa¨hig, das u¨ber eine Implementierung der abstrakten Maschine verfu¨gt. Dies
wird als ”write once, run anywhere“ Prinzip bezeichnet und erfu¨llt damit die Anforderung der
Plattformunabha¨ngigkeit (vgl. Kapitel 4.1) des Programmcodes. Fu¨r den Entwickler stellt sich
die Java Plattform als abstrakte Maschine mit virtuellen Betriebsmitteln (vgl. [FeSi06, 320f])
dar [Schm01, 288].
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9.1.2 Extensible Markup Language (XML)
Die Extensible Markup Language (XML) ist eine Meta-Auszeichnungssprache, die es er-
laubt, eigene Auszeichnungssprachen zu deﬁnieren5 (u. a. [HaMe04]). Sie stellt eine Teilmenge
der als ISO 8879 standardisierten Standard Generalized Markup Language (SGML) dar
[Turo99, 136].
Die in diesem Kapitel vorgestellten XML-Dokumente und XML-Fragmente zur Parametrisie-
rung der Anwendung stellen Konzepte des Ziel-Metamodells im Sinne der modellgetriebenen
Software-Entwicklung [Vo¨lt05, 7] dar. Entsprechende A¨nderungen am Modell mu¨ssen dann
nur in diesen (idealerweise durch Generatoren automatisch) nachvollzogen werden und nicht
im Programmcode auf den verschiedenen Ebenen (GUI, Anwendungsfunktionalita¨t, Persistenz-
Ebene) [Vo¨lt05, 11].
9.2 Standardisierte & erweiterbare Anwendungsschicht
Ziel ist die Entwicklung einer Java-Schnittstelle, u¨ber die die Funktionalita¨t der Vorgangsob-
jekttypen aus dritter Ebene SOM aufgerufen wird. Es werden generische Klassen abgeleitet, die
zum Zwecke der Wiederverwendung einen Großteil standardisierbarer VO-Aktionen abbilden.
Die Wiederverwendung dient einerseits der Reduktion von Redundanz. Andererseits wird eine
ho¨here Qualita¨t der Software erreicht, da die Vorgangsobjekte jeweils nur beschrieben und
anschließend interpretiert werden.
Ein solcher Task ist der SingleConceptCollectTask6, der Funktionalita¨t zum Auslesen
eines bestimmten konzeptuellen Objektes anbietet. Die Konﬁguration des Task ﬁndet innerhalb
der verwendenden moccaparts statt (siehe Kapitel 9.3.1). Weitere Tasks7 sind CreateTask,
DeleteTask, RetrieveTask sowie UpdateTask, deren Anwendung und Konﬁguration
in der Dokumentation des Anhangs beschrieben wird.
5Informationen ﬁnden sich im Internet unter http://www.w3c.org/xml.
6de.cebis.moccabox.application.standard.SingleConceptCollectTask
7Alle im Paket de.cebis.moccabox.application.impl.hibernate.
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9.3 Repository
Das Herzstu¨ck des Lo¨sungsverfahrens bildet ein zentraler Katalog, in dem mo¨glichst umfassen-
de Metadaten8 u¨ber ein AwS nach dem Software-Architekturmodell formal abgebildet werden.
Dieser Metadatenkatalog wird im Weiteren auch Repository9 genannt und im Sinne der Deﬁni-
tion von HABERMANN & LEYMANN als ein System verstanden, das Metadaten u¨ber ”Struktur
und Aspekte des Verhaltens von Systemen, die Daten der Umwelt (als Abbild eines Ausschnitts
der Realita¨t) manipulieren“ [Habe93, 17] entha¨lt. Das Repository beinhaltet ”Informationen
u¨ber Objekte der Softwareproduktion (z.B. Programme, Datenfelder, Masken, Listen), deren
Beschreibungen und Beziehungen“, verwaltet diese Informationen und stellt sie bereit [Habe93,
15ff]. Das verwendete Repository ist im Sinne von HABERMANN & LEYMANN als aktives
Repository realisiert, das heißt es steht zur Laufzeit des Systems als Komponente zur Verfu¨gung
und versorgt weitere Laufzeitkomponenten mit Informationen. Der Katalog wird damit zum
Bestandteil des ausgelieferten Programmsystems. Folgende Deﬁnitionen bilden den Grundstock
des Repository (zusammengeho¨rige Elemente werden jeweils in moccaparts zusammengefasst
- siehe Kapitel 9.3.1) und werden jeweils durch XML-basierte Ressourcen beschrieben10:
• VOT und ihr Workﬂow
• KOT und Metadaten u¨ber sie
• Strukturierung und Deﬁnition von View-Elementen zur Generierung der IOT
• Validatoren
• Pakete mit doma¨nen-, landes- und sprachspeziﬁschen Informationen
Die Deﬁnition der oben beschriebenen Elemente kann entweder durch die XML-basierte Pa-
rametrisierung generischer Java-Klassen erfolgen oder durch spezielle Java-Klassen. Auch die
Referenzierung eines externen Service, der die Parametrisierung u¨bernimmt, ist denkbar, jedoch
gegenwa¨rtig nicht realisiert.
8Metadaten sind Daten u¨ber Daten [ISO03, 10].
9Siehe de.cebis.moccabox.repository.
10Vgl. dazu Flexibilita¨t durch Ressourcen in [Pree97, 14f].
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Das Paket de.cebis.moccabox.repository
Im Anhang beﬁnden sich die entsprechenden Klassen im Paket de.cebis.moccabox.-
repository, wie in Abbildung 9.4 dargestellt. Es umfasst neben der Deﬁnition der Interfaces
auch eine entsprechende Implementierung sowohl des IRepository als RepositoryImpl
als auch des IRepositoryManager als RepositoryManagerImpl. Die einzelnen Ele-
mente zum Einlesen, Abbilden und Verarbeiten von moccapart-Deﬁnitionen beﬁnden sich im
Paket de.cebis.moccabox.repository.elements. Die Beschreibung aller Elemen-
te beﬁndet sich im Ordner anhang/dokumentation moccabox/de/cebis/moccabox/repository, des-
sen Inhalt auch direkt im Browser u¨ber anhang/dokumentation moccabox/index.html navigiert
werden kann.
Abbildung 9.4: Das Paket de.cebis.moccabox.repository im Anhang.
9.3.1 moccaparts
In das oben beschriebene Repository ko¨nnen verschiedene Module - so genannte moccaparts
- injiziert werden. Diese moccaparts bilden die automatisierten Aufgaben eines oder mehrerer
betrieblicher Objekte der 2. Ebene des SOM Ansatzes ab. Sie umfassen die KOT, die darauf
operierenden VOT sowie die Beschreibung der KOT und ihrer Operatoren, die zur Generierung
entsprechender IOT verwendet werden.
Quelltext 9.1: Deﬁnition eines moccapart
1 <bean id="MOCCAPART.CALENDAR" class="de.cebis.moccabox.repository
.provider.MoccaPartDefinitionBean">
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2 <property name="providerFactoryClass"><value>de.cebis.
moccabox.repository.provider.xmlbeans.
XMLMoccaPartProviderFactory</value></property>
3 <property name="definitionSource"><value>de/cebis/moccapart/
calendar/moccapart_calendar.xml</value></property>
4 <property name="conceptDefinitionSources">
5 <list>
6 <value>de/cebis/moccapart/calendar/domain/def/
CalendarAssignmentDefinition.xml</value>
7 <value>de/cebis/moccapart/calendar/domain/def/
CalendarComponentContainerDefinition.xml</value>
8 <value>de/cebis/moccapart/calendar/domain/def/
CalendarTimeUnitDefinition.xml</value>
9 <value>de/cebis/moccapart/calendar/domain/def/
CalendarDefinition.xml</value>
10 <value>de/cebis/moccapart/calendar/domain/def/
CalendarEventDefinition.xml</value>
11 </list>
12 </property>
13 </bean>
Die moccaparts werden registriert und beim Start der Anwendung in die moccabox injiziert.
Quelltext 9.2: Integration mehrerer moccaparts
1 <bean id="MOCCABOX" class="de.cebis.moccabox.MoccaBoxApplication"
init-method="init">
2 <property name="moccaBoxRepository"><ref bean="REPOSITORY"/></
property>
3 <property name="languageRepository"><ref bean="LIR"/></property>
4 <property name="authorizationService"><ref bean="AUTHORIZATION.
SERVICE"/></property>
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5 <property name="moccaPartProviderDefinitions">
6 <list>
7 <ref bean="MOCCAPART.PM" />
8 <ref bean="MOCCAPART.CALENDAR" />
9 </list>
10 </property>
11 </bean>
9.3.2 Metasystem
Die Komponente Metasystem stellt die semantische Integrita¨t des Anwendungssystems sicher
und kontrolliert dessen Systembeziehungen (siehe Kapitel 8.3.4). Die Konﬁguration wird in
der hier vorgestellten Implementierung u¨ber die jeweilige moccapart.xml vorgenommen.
Listing 9.3 zeigt den Ausschnitt einer Beschreibung des Konzeptzugriffs in XML, der innerhalb
des Tag <monitor> deﬁniert wird.
Quelltext 9.3: Konﬁguration Metasystem
1 <monitor>
2 <conceptaccess class="de.cebis.shop.domain.Client">
3 <access type="LOAD">
4 <granted>*</granted>
5 <notify>de.cebis.moccabox.application.ConceptRetrieveLog</
notify>
6 </access>
7 <access type="CREATE">
8 <granted>client_create</granted>
9 <granted>company_create</granted>
10 <notify>de.cebis.shop.application.tasks.CalendarCreateTask</
notify>
11 </access>
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12 <access type="UPDATE">
13 <granted>client_update</granted>
14 </access>
15 <access type="DELETE">
16 <granted>client_delete</granted>
17 <notify>de.cebis.shop.application.veto.ClientInvoiceVeto</
notify>
18 <notify>de.cebis.shop.application.tasks.
DeleteClientCalendarTask</notify>
19 </access>
20 </conceptaccess>
21 </monitor>
Im jeweiligen moccapart werden alle Konzepte erfasst, die fu¨r die jeweilige Komponente
durch das Metasystem zu u¨berwachen sind.
Das Paket de.cebis.moccabox.monitoring
Im Anhang beﬁnden sich die entsprechenden Klassen im Paket de.cebis.moccabox.-
monitoring, wie in Abbildung 9.5 dargestellt. Es umfasst neben der Deﬁnition der Interfaces
auch eine entsprechende Implementierung des IMetaSystem als MetaSystem. Die Imple-
mentierung bezieht sich auf die fu¨r die Persistierung verwendete Basismaschine Hibernate. Die
Beschreibung aller Elemente beﬁndet sich im Ordner anhang/dokumentation moccabox/de/ce-
bis/moccabox/monitoring, dessen Inhalt auch direkt im Browser u¨ber anhang/dokumentation
moccabox/index.html navigiert werden kann.
Konﬁguration des Metasystems
Durch <conceptaccess> wird das konzeptuelle Objekt deﬁniert, fu¨r das die folgenden
Zugriffsbedingungen festgelegt werden. Es werden der lesende Zugriff LOAD und die schrei-
benden Zugriffe CREATE, UPDATE und DELETE unterschieden. Der Zugriff kann bestimmten
Vorgangsobjekten (repra¨sentiert durch das korrespondierende Kommando der Aufgabe) ge-
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Abbildung 9.5: Das Paket de.cebis.moccabox.monitoring im Anhang.
stattet werden oder per Wildcard () allen. Diese Eintra¨ge konﬁgurieren das Metasystem fu¨r
die U¨berwachung der Kommunikationsstruktur. Hierdurch wird eine nicht zula¨ssige A¨nderung
der Datenbasis verhindert. Ist ein Vorgangsobjekt nicht fu¨r den lesenden oder schreibenden
Zugriff auf einen KOT eingetragen, so wird zur Laufzeit die gewu¨nschte Aktion verweigert.
Es mu¨ssen alle in Abbildung 5.9 durch Pfeile repra¨sentierten Beziehungen abgebildet werden,
damit das Anwendungssystem lauffa¨hig ist. Gleichzeitig ist damit die Konsistenz zwischen
Modellierung und Implementierung gegeben. Fu¨r eine direkte Ableitung der Konﬁguration
aus den SOM-Fachspeziﬁkationen mu¨ssen die Beziehungen noch mit der Art des Zugriffs
speziﬁziert werden. Desweiteren ko¨nnen fu¨r jede Zugriffsaktion Objekte bestimmt werden, die
benachrichtigt werden, um die semantische Integrita¨t des Systems sicherzustellen. Diese werden
mit <notify> gekennzeichnet.
Ablauf des Metasystems
Das Metasystem wird in moccabox durch das Interface IMetaSystem11 repra¨sentiert. Es
kapselt die lesenden und schreibenden Zugriffe auf die Konzepte in einzelnen Methoden. Die
Klasse MetaSystem12 implementiert das Interface und stellt die Standardimplementierung fu¨r
den Zugriff auf die Datenbasis mit der Basismaschine Hibernate bereit. Beim Initialisieren des
Systems werden - wie in Kapitel 9.3.1 beschrieben - die speziﬁzierten moccaparts injiziert.
Die Konﬁgurationen, die in den jeweiligen moccapart x.xml-Dateien beschrieben sind,
werden beim MetaSystem registriert. Das Metasystem wird den ausfu¨hrenden IBusiness-
Task-Objekten vom Interface ITaskContext zur Verfu¨gung gestellt. Es stellt beim Zugriff
11de.cebis.moccabox.monitoring.IMetaSystem
12de.cebis.moccabox.monitoring.impl.hibernate.MetaSystem
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auf ein KO durch ein VO fest, ob dieser Zugriff gestattet ist und verhindert diesen im negativen
Fall.
Bevor das Metasystem die A¨nderungen an die Datenbasis weiter gibt, werden die zu benachrich-
tigenden Listener benachrichtigt. Diese implementieren das Interface IMoccaPersistence-
Listener13, das von EventListener aus dem Paket java.util abgeleitet ist. Beim
Aufruf der Methode call wird ein Objekt vom Typ MoccaPersistenceEvent14 u¨ber-
geben, das als Attribute die aufrufende Instanz von MetaSystem und das Konzept entha¨lt.
Der Listener fu¨hrt anschließend die Aktionen aus, die zur Sicher- oder Wiederherstellung der
Konsistenz notwendig sind. Es handelt sich dann um vetoing Listeners respektive updating
Listeners. Ein Veto greift nicht aktiv auf die Datenbasis zu, sondern verhindert nur inkonsi-
stente Systemzusta¨nde, indem eine VetoException15 geworfen wird, sobald eine geplante
A¨nderung einen nicht validen Zustand zur Folge ha¨tte. Dabei kennt der Listener nur einen ganz
bestimmten Ausschnitt der konzeptuellen Datenbasis.
Beispiel:
Der Vorgang client delete la¨dt die zu lo¨schende Instanz von Typ Client. Das Me-
tasystem erlaubt den Zugriff, da alle Vorga¨nge lesenden Zugriff auf Client haben. Nach
einer Ru¨ckfrage an den Nutzer beauftragt der Vorgang das Lo¨schen der Objektinstanz. Da
dem Vorgang client delete dieser Zugriff erlaubt ist, fu¨hrt die Klasse MetaSystem
die Lo¨schaktion durch. Es ist ersichtlich, dass lediglich dieser Vorgang das Recht hat, ein
Kundenobjekt zu lo¨schen. Soll es auch einem anderen Vorgang gestattet werden, so muss er
in die Konﬁguration eingetragen werden16. Bevor die Objektinstanz gelo¨scht wird, werden
die registrierten Listener benachrichtigt. Der DeleteClientCalendarTask stellt sicher,
dass auch die Kalender des Kunden gelo¨scht werden. Sind noch Rechnungen des Kunden
offen, so verhindert ClientInvoiceVeto durch eine VetoException das Lo¨schen. Der
TaskManager fu¨hrt in diesem Fall ein roll-back durch.
13de.cebis.moccabox.application.context.IMoccaPersistenceListener
14de.cebis.moccabox.application.context.MoccaPersistenceEvent
15de.cebis.moccabox.application.exceptions.VetoException
16Dieser Eintrag kann auch in einer weiteren moccapart-Konﬁgurationsdatei hinterlegt sein. Das ist nachteilig
fu¨r die U¨bersichtlichkeit, aber von Vorteil fu¨r die Wiederverwendung. Ein Editor fu¨r die Konﬁguration des
Frameworks - der nicht Bestandteil der vorliegenden Arbeit ist - kann diese U¨bersichtlichkeit wiederherstellen.
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9.4 GUI-Framework fu¨r Web-Applikationen
Die Bedeutung des Internet fu¨r elektronische Gescha¨ftsbeziehungen (E-Business) und den elek-
tronischen Handel (E-Commerce) sind kaum zu u¨berscha¨tzen. Da es sich bei Frameworks um
eine enabling technology handelt, muss ein Framework fu¨r die Entwicklung betriebliche An-
wendungssysteme diese Potenziale vollends unterstu¨tzen [Fay+00, 45]. Im Folgenden wird die
Umsetzung einer web-basierten Kommunikationsschnittstelle vorgestellt. Das GUI-Framework
dient der Kommunikation mit personellen Aufgabentra¨gern und ist Teil der Kommunikations-
schicht entsprechend dem ADK-Strukturmodell (siehe Kapitel 3.3.2). Weitere Oberﬂa¨chen wie
Java Swing17 oder solche fu¨r mobile Endgera¨te ko¨nnen fu¨r Anwendungen ebenfalls eingesetzt
werden18, sind in der vorliegenden Arbeit aber nicht Gegenstand der Betrachtung. Dem Frame-
work liegt die Trennung von Layout, Inhalt und Logik zu Grunde [KeKi01].
Da Web-Anwendungen zustandslos sind, stellen sie besondere Anforderungen an die Architek-
tur der Pra¨sentationsschicht (siehe auch [CoOs04a, 27]). KOJARSKI & LORENZ beschreiben
die Probleme, die bei der Verwendung herko¨mmlicher statischer und dynamischer Web-Seiten
auftreten. Sie bezeichnen diese als intra-crosscutting und inter-crosscutting [KoLo03].
Fu¨r die Mensch-Computer-Kommunikation ko¨nnen dabei folgende Interaktionsstile unterschie-
den werden (vgl. [Shne02, 96f]):
• direkte Manipulation
• Auswahlmenu¨s
• Eingabefelder
• Befehlssprache
• natu¨rliche Sprache
Fu¨r graﬁsche Oberﬂa¨chen, die mit dem Framework moccabox entwickelt werden, sind die
ersten drei Interaktionsstile von Bedeutung und mu¨ssen somit vom Web-Framework unterstu¨tzt
werden.
17Die API und Komponenten von Java Swing ﬁnden sich unter http://java.sun.com/j2se/1.4.2/
docs/api/javax/swing/package-summary.html.
18Vgl. Austauschbarkeit des UIMS bei [KaBa94, 13ff].
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Direkte Manipulation
Direkte Manipulation realisiert Aufgaben durch direktes Zeigehandlungen auf graﬁsche Dar-
stellungen von Objekten19 und Konzepten [Prei99, 122f]. Die Grundprinzipien der direkten
Manipulation sind [Shne02, 249]:
• Fortlaufende Darstellung der interessierenden Objekte und Aktionen mit bedeutungsvol-
len visuellen Metaphern (z.B. Icons).
• Physische Aktionen oder Bedienung von Schaltﬂa¨chen an Stelle komplexer Syntax.
• Schnelle, inkrementelle, umkehrbare Operationen, deren Effekte auf dem Zielobjekt un-
mittelbar sichtbar werden.
Eine ausfu¨hrliche Betrachtung der Vor- und Nachteile direkter Manipulation ﬁnden sich bei
STARY [Star96].
Auswahlmenu¨s
Bei der Verwendung von Auswahlmenu¨s kann der Benutzer aus einer vorgegebenen Zahl von
Aktionen auswa¨hlen, die durch eine vollsta¨ndige Aufgabenanalyse ermittelt wurde. Grundlagen
zum Design von Auswahlmenu¨s ﬁnden sich bei SHNEIDERMAN [Shne02, 96ff].
Eingabefelder
Fu¨r die Eingabe und Verarbeitung von Daten werden Eingabefelder verwendet. Die einzelnen
Felder werden zu diesem Zweck zu Formularen zusammengefasst, die der Nutzer mit Informa-
tionen befu¨llt [Shne02, 98].
Das Paket de.cebis.moccabox.io
Im Anhang beﬁnden sich die entsprechenden Klassen im Paket de.cebis.moccabox.-
io, wie in Abbildung 9.6 dargestellt. Es umfasst die Deﬁnition der Interfaces der Kommu-
nikationsschicht, die zur Kapselung und Verarbeitung von Vorgangsaufrufen durch Anwender
19Diese objektorientierte Art der graﬁschen Benutzungsoberﬂa¨che wird auch Object-Oriented User Interface
(OOUI) genannt [Orf+97, 87ff].
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notwendig sind20. Zudem entha¨lt das Paket die notwendigen Elemente zur Beschreibung der
Sichten (Views)21. Die Internationalisierung, die in Kapitel 9.8 beschrieben wird, ﬁndet sich im
Paket de.cebis.moccabox.io.i18n. Der Quellcode der Implementierung der Interfa-
ces fu¨r das als Basismaschine genutzte Web-Framework WebWork liegt im Anhang in Ordner
anhang/quellcode io implementierung/src/main. Die Beschreibung aller Elemente beﬁndet sich
im Ordner anhang/dokumentation moccabox/de/cebis/moccabox/io, dessen Inhalt auch direkt
im Browser u¨ber anhang/dokumentation moccabox/index.html navigiert werden kann.
Abbildung 9.6: Das Paket de.cebis.moccabox.io im Anhang.
9.4.1 Architektur des Web-Framework
Die Architektur der Pra¨sentationsschicht (IOS)22 folgt dem MVC-Pattern. Als Basismaschine
dient das Web-Framework WebWork23 von OpenSymphony24. Dabei handelt es sich um ein
ma¨chtiges web-basiertes MVC-Framework, welches wiederum auf der API von XWork25 ba-
siert. XWork ist ein Framework fu¨r Kommandomuster (command-patterns) desselben Herstel-
lers. Weitere Web-Frameworks sind u. a. Ruby on Rails [O05b], Java Server Faces von Sun
[O05c] (JFC) oder Apache Struts [O05a].
20Siehe auch de.cebis.moccabox.io.command.
21Siehe de.cebis.moccabox.io.view.
22Siehe Packages de.cebis.moccabox.io sowie die Implementierung de.cebis.moccabox.kiosk.
23http://www.opensymphony.com/webwork
24http://www.opensymphony.com
25http://www.opensymphony.com/xwork/
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Controller
Der Controller wird durch die Klasse ActionAdaptor26 realisiert, indem sie die Superklasse
ActionSupport27 aus dem XWork-Framework erweitert.
Der ActionAdaptor stellt die Controller-Komponente im Web-Framework dar. Als Control-
ler stellt er die Schnittstelle zwischen der zu erzeugenden View und der Applikations-Schicht,
die durch das Model repra¨sentiert wird, dar. Er ist dafu¨r zusta¨ndig zu entscheiden, ob die
Applikations-Schicht aufgerufen werden muss, um das Model entsprechend einer Aufgaben-
durchfu¨hrung neu zu bestu¨cken, oder ob nur dem Model ein Update mitgeteilt werden muss,
um die View anzupassen.
Model
Das Model wird durch die Baumstruktur der Klasse ModelNode28 realisiert29. Sie speziﬁziert
damit die Schnittstelle zwischen Anwendungsprogramm und dem Anwendungsteil Mensch-
Computer-Kommunikation (MCK). Der ModelNode deﬁniert die MCK aus Sicht des Anwen-
dungssystems.
Ein ModelNode repra¨sentiert das Aufgabenobjekt eines Vorgangs sowie die darauf verfu¨gbaren
Operationen, die als TaskCommand30 hinterlegt werden. Ein ModelNode entha¨lt gegebenen-
falls weitere ModelNode Objekte als Kinder.
Identiﬁziert wird jeder Knoten des Model-Baums anhand eines eindeutigen ’key’, u¨ber den er
direkt adressiert werden kann. Zum Auslesen eines beliebigen Nachkommens innerhalb des
Baums wird die OGNL (Object Graph Navigation Language) verwendet. Jeder Knoten kennt
seine eigene OGNL-Adresse sowie seinen Vater.
Metadaten u¨ber den jeweiligen Knoten sind in der ModelNodeDescription enthalten,
die zur Erzeugung einer entsprechenden View interpretiert wird. Auf Blattebene entha¨lt ein
ModelNode einen Wert, den er repra¨sentiert. Besitzt ein ModelNode Kinder, so ist sein Wert
null.
26de.cebis.moccabox.kiosk.ww.actions.ActionAdaptor
27com.opensymphony.xwork.ActionSupport
28de.cebis.moccabox.model.ModelNode
29Vgl. auch das Composite-Muster in [Gam+95].
30de.cebis.moccabox.io.command.TaskCommand
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View
Die View wird fu¨r das u¨bergebene Model erzeugt. Dafu¨r wird eine Templating Engine eingesetzt,
die entsprechende Vorlagen (Templates) entha¨lt, um die Daten des Models darzustellen. Es
existieren Vorlagen fu¨r die Erstellung der Ausgabeformate HTML sowie PDF. Vorlagen werden
von moccabox fu¨r die anwendungsneutrale Interpretation von Models zur Verfu¨gung gestellt,
ko¨nnen bei der Anwendungsentwicklung aber angepasst oder ersetzt werden. Als Templating
Engine wird Freemarker31 eingesetzt.
Das Paket de.cebis.moccabox.model
Im Anhang beﬁnden sich die entsprechenden Klassen zur Deﬁnition des Models im Paket de.-
cebis.moccabox.model, wie in Abbildung 9.7 dargestellt. Es umfasst neben der zentralen
Klasse ModelNode alle Interfaces und Klassen, die zur Berechnung und Verarbeitung des
ModelNode im Zusammenspiel mit der VO- sowie IO-Schicht notwendig sind. Die Beschrei-
bung aller Elemente beﬁndet sich im Ordner anhang/dokumentation moccabox/de/cebis/moc-
cabox/model, dessen Inhalt auch direkt im Browser u¨ber anhang/dokumentation moccabox/in-
dex.html navigiert werden kann.
Abbildung 9.7: Das Paket de.cebis.moccabox.model im Anhang.
31http://freemarker.sourceforge.net
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9.4.2 Verhalten des Web-Framework
Der Nutzer setzt einen Request u¨ber eine verfu¨gbare View ab. Der eingehende ITaskRequest32
wird abgefangen vom FilterDispatcher33 als Controller, der u¨ber den ActionAdaptor
mit der Anwendungsschicht (VOS) verbunden ist (siehe Abbildung 9.8). Das im ITaskRequest
enthaltene Model - auf dem die A¨nderungen geschrieben werden - wird an das entsprechende
VO zur Bearbeitung weitergeleitet. Sobald das VO durchgefu¨hrt wurde, wird das zuru¨ckge-
lieferte Model durch die speziﬁzierte View interpretiert. Der TaskController liefert den
Response an den Client zuru¨ck.
Abbildung 9.8: Sequenzdiagramm des Web-Framework
Handelt es sich lediglich um ein Update der View auf dem unvera¨nderten Model, ist keine
Interaktion mit der Anwendungsschicht notwendig (z.B. Sortieren von Tabellenspalten). Der
Controller veranlasst das Update der View und gibt diese als Response zuru¨ck. Dadurch wird
eine ho¨here Performanz erreicht.
32de.cebis.moccabox.application.request.ITaskRequest
33com.opensymphony.webwork.dispatcher.FilterDispatcher
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Mit XWork und Freemarker34 als Basismaschinen wird anhand von ConceptDefinitions
das IO erzeugt, durch das die Nutzer-Interaktion ermo¨glicht wird. Dabei ist die Verwendung der
Templates als Views so ﬂexibel, dass durch Erweiterung der Standardinterpretation eine sehr
individuelle Oberﬂa¨che generiert werden kann. Dadurch wird ein hoher Grad an Wiederver-
wendung erreicht, ohne Verlust an Flexibilita¨t. Views ko¨nnen wiederum ineinander geschachtelt
werden.
Quelltext 9.4: Ausschnitt eines concept.xml zur Deﬁnition des KO CalendarEvent
1 <?xml version="1.0" encoding="UTF-8"?>\\
2 <cd:conceptdefinition name="calendarevent"
3 concept="de.cebis.moccapart.calendar.domain.CalendarEvent">
4
5 <attribute name="calendar">
6 <type>text</type>
7 <required>true</required>
8 <editable>true</editable>
9 <hidden>false</hidden>
10 <viewref id="singlechoice">
11 <configuration xsi:type="vr:attributeConfiguration"
configurator="de.cebis.moccabox.kiosk.view.attribute.
config.xmlbeans.AttributeViewConfigurator">
12 <size>15</size>
13 <label>true</label>
14 </configuration>
15 </viewref>
16 </attribute>
17
18 <commandbuilder class="de.cebis.moccabox.application.standard.
StandardTaskCommandBuilder">
34http://freemarker.sourceforge.net
SOFTWARE-TECHNISCHE REALISIERUNG DES FRAMEWORKS MOCCABOX 173
19 <command name="calendarevent_create" type="class">
20 <param name="calendarevent.relatedConcept" sourcename="
this" provider="de.cebis.moccabox.application.request
.paramprovider.ConceptParamProvider"/>
21 </command>
22 </commandbuilder>
23
24 </cd:conceptdefinition>
9.5 Anwendungsfunktionalita¨t
Basisfunktionalita¨t fu¨r die Durchfu¨hrung der Anwendung wird vom Framework zur Verfu¨gung
gestellt35. Das Interface BusinessTask hat genau eine o¨ffentliche Methode perform, die
mit dem Interface ITaskRequest als Parameter aufgerufen wird. Der TaskRequest entha¨lt
alle Informationen der Client-Anfrage, die fu¨r die Ausfu¨hrung des VOT wichtig sind. Nach
dem Aufruf liefert der BusinessTask ein BusinessTaskResult zuru¨ck, in dem die
angeforderten Informationen enthalten sind.
Ein VO kann durch die Implementierung des Interface BusinessTask realisiert werden oder
durch die Konﬁguration eines entsprechenden Standard-Task. Der Vorteil der Konﬁguration be-
steht in der Wiederverwendbarkeit vorhandener Funktionalita¨t. Zum Teil mu¨ssen fu¨r Teilmodule
(moccaparts) keinerlei neuen Tasks geschrieben werden, was den Entwicklungsaufwand dra-
stisch reduziert.
Quelltext 9.5: Ausschnitt eines moccapart.xml zur Deﬁnition eines VO
1 <businesstask command="department_retrieve">
2 <taskhandler class="de.cebis.moccabox.application.impl.
hibernate.RetrieveTask">
3 <configuration xsi:type="ths:standardConfiguration"
configurator="de.cebis.moccabox.application.standard.
35Siehe de.cebis.moccabox.application.
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XmlStandardBusinessTaskConfigurator">
4 <concept type="concept" name="departments" class="de.
cebis.pm.ko.Department">
5 <query>
6 <statement>from Department as d where d.
client = :client</statement>
7 <param name="client" sourcename="client.this"
provider="de.cebis.moccabox.application.
request.paramprovider.
TaskRequestParamProvider"/>
8 </query>
9 </concept>
10 </configuration>
11 </taskhandler>
12 <taskstatus type="finished_with_success" viewref="
standardpage">
13 <viewelement name="departments" attributes="id,client.
name,name,telephone,lastEditDate" conceptdefinition="
department" commands="department_create,
department_show,department_update,department_delete"
viewref="table"/>
14 </taskstatus>
15 </businesstask>
Es besteht die Mo¨glichkeit, konﬁgurierbare Standard Tasks um so genannte Extensions zu
erweitern. Dies dient dazu, BusinessTasks so ﬂexibel wie mo¨glich zu nutzen und die Wie-
derverwendung von Funktionalita¨t zu steigern. Beispiel fu¨r eine derartige Extension ist ein
Adress-Kollektor. Diese Extensions werden u¨ber die Konﬁguration des BusinessTask
injiziert.
Eine zusa¨tzliche Erweiterung muss hinsichtlich des Workﬂow erreicht werden. Es muss erreicht
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werden, dass komplette Wizards und Ablaufroutinen von VOT abgebildet werden ko¨nnen. Dies
betrifft auch die mo¨gliche Persistierung von Zusta¨nden von VOT sowie zugeho¨riger Transak-
tionen. An dieser Stelle muss noch Forschungsarbeit geleistet werden, bevor eine Umsetzung
in das Framework mo¨glich ist.
Das Paket de.cebis.moccabox.application
Im Anhang beﬁnden sich die entsprechenden Klassen im Paket de.cebis.moccabox.-
application, wie in Abbildung 9.9 dargestellt. Es umfasst die Deﬁnition der Interfaces so-
wohl des ITaskController im Oberverzeichnis als auch des IBusinessTask im Unter-
verzeichnis de.cebis.moccabox.application.task. Die zugeho¨rigen Implementie-
rungen ﬁnden sich im Unterverzeichnis de.cebis.moccabox.application.standard.
Die Implementierung der Standard-Tasks des IBusinessTask liegen im Unter-Paket de.-
cebis.moccabox.application.impl.hibernate, wie bereits in Kapitel 9.2 beschrie-
ben. Die Implementierung bezieht sich auf die fu¨r die Persistierung verwendete Basismaschine
Hibernate. Die Beschreibung aller Elemente beﬁndet sich im Ordner anhang/dokumentation
moccabox/de/cebis/moccabox/application, dessen Inhalt auch direkt im Browser u¨ber anhang/-
dokumentation moccabox/index.html navigiert werden kann.
Abbildung 9.9: Das Paket de.cebis.moccabox.application im Anhang.
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9.6 Persistenzmechanismus
Ein Formalziel der Anwendungsentwicklung ist die Unabha¨ngigkeit des Systems vom Aufga-
bentra¨ger, also der grundlegenden Basistechnologie (siehe hierzu auch Kapitel 3.4 und Kapitel
4.1). Die Persistierung der konzeptuellen Objekte muss aus Sicht der Anwendung bzw. des Fra-
meworks unabha¨ngig vom gewa¨hlten Speicherformat (z.B. relationale Datenbank, objektorien-
tierte Datenbank, Dateisystem)36 und dem konkreten System (z.B. Oracle, Firebird) erfolgen.
Das Framework stellt den Zugriff auf persistierte Objekte und deren Zuru¨ckschreiben in die
Datenbasis bereit.
Aus Sicht der Anwendung wird rein objektorientiert auf die entsprechenden Entita¨ten zugegrif-
fen. Fu¨r die Persistierung stehen objektorientierter Datenbanken37 und relationale Datenbanken
zur Auswahl. In der Praxis werden zumeist relationale DBVS verwendet. Die Standardisierung
objektorientierter Datenbanksysteme ist noch nicht a¨hnlich weit fortgeschritten wie im Bereich
relationaler DBMS und daher ist die Implementierung des Standards bezu¨glich Performanz,
Kompatibilita¨t, Verbreitung und Verfu¨gbarkeit noch nicht befriedigend [Schm01, 271]. Hinzu
kommt, dass objektorientierte DBMS vergleichsweise teuer sind und in bestehende relationale
DBMS meist hohe Investitionen - auch in Form von Wissen - geﬂossen sind [Oest98, 198].
Fu¨r die vorliegende Implementierung wird ein relationales Datenbankverwaltungssystem38 auf
Basis der Structured Query Language (SQL) eingesetzt39. Die entstehende semantische Lu¨cke
wird Impedance Mismatch genannt und muss durch eine geeignete Zugriffsschicht u¨berbru¨ckt
werden40. Das ist Aufgabe eines so genannten Object-Relational-Mapper oder kurz O/R-
Mapper41.
Die fu¨r die Implementierung der moccabox gewa¨hlte Persistenz-API ist Hibernate42. Ein frei
verfu¨gbarer O/R-Mapper, der von einer großen Entwickler-Gemeinschaft unterstu¨tzt wird und
36Ein Vergleich verschiedener DBMS ﬁndet sich bei [Voss00].
37Fu¨r einen U¨berblick u¨ber objektorientierte Datenbanken vgl. u.a. [Heue97].
38Zum Relationenmodell siehe [Codd70].
39In der gegenwa¨rtigen Implementierung handelt es sich dabei um MySQL bzw. Firebird, da diese Datenbank-
systeme frei verfu¨gbar sind und keine weiteren Lizenzkosten entstehen. Der Wechsel auf ein professionelles
System wie Oracle ist aber dank der Schicht des O/R-Mapping problemlos mo¨glich.
40Fu¨r eine ausfu¨hrliche Betrachtung des Impedance Mismatch sei an dieser Stelle unter anderem auf [Ambl03,
106ff] und [ZiBe00, 253-283] verwiesen.
41Es wird auf eine verfu¨gbare API zuru¨ckgegriffen. Deshalb ist der Design und Beschreibung eines solchen
Mappers nicht Gegenstand der Arbeit. Dafu¨r sei auf die entsprechende Literatur verwiesen (u. a. [Kell97],
[Ambl00]).
42http://www.hibernate.org
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als eigensta¨ndige Komponente verfu¨gbar ist. Er ist seit mehreren Jahren auf dem Markt und in
der gegenwa¨rtigen Version 3.0 ausreichend ma¨chtig, um alle Anforderungen hinsichtlich der
relationentransparenten Speicherung zu erfu¨llen. Seit Mitte 2005 steht auch die Persistenz-API
der Enterprise Java Beans 3.0 oder kurz EJB3 von SunONE zur Verfu¨gung, die in weiten Teilen
ihrer Speziﬁkation der API von Hibernate gleicht. Das abstrakte Framework wurde so gestaltet,
dass es keinerlei Pra¨ferenz fu¨r die Implementierung einer bestimmten Persistenz-API entha¨lt.
Eine konkrete Implementierung auf Basis von EJB3 ist durchaus anzustreben, zieht aber weitere
Design-Entscheidung auch bezu¨glich des Einsatzes von J2EE nach sich (vgl. [Star05, 178]) und
ist nicht Gegenstand der Arbeit.
Entwicklungsphase
Zur Entwicklungszeit werden die konzeptuellen Objekttypen des Anwendungssystems in so
genannten Mapping-Dateien in XML beschrieben. Sie enthalten alle Attribute der Doma¨nen-
objekte und ihre Beziehungen untereinander. Die Ableitung der zugeho¨rigen Java-Klassen u¨ber-
nimmt die API von Hibernate wa¨hrend des Kompilierens. Es werden die Klasse BaseClient43
und die davon abgeleitete Klasse Client44 angelegt. A¨nderungen, die Einﬂuss auf die Per-
sistierung der Objekte nehmen, werden lediglich in den Mapping-Dateien durchgefu¨hrt und
beim erneuten Kompilieren auf die Klasse BaseClient u¨bertragen. Die Klasse Client
bleibt davon unberu¨hrt. A¨nderungen, die an Client vorgenommen wurden (z.B. Operatio-
nen, die unabha¨ngig von der Persistierung sind) werden nicht u¨berschrieben. Das Verfahren
ist unidirektional, d.h. A¨nderungen in der Klasse BaseClient haben keinen Einﬂuss auf die
korrespondierende Mapping-Datei und du¨rfen daher nicht vorgenommen werden.
Gleichzeitig bildet Hibernate beim Kompilieren die Objekte auf das gewa¨hlte relationale DBMS
ab. Das geschieht transparent fu¨r die Nutzermaschine Framework. Auch der jeweilige SQL-
Dialekt der gewa¨hlten relationalen Plattform bleibt vor der Anwendung verborgen45, wodurch
der Forderung nach Aufgabentra¨gerunabha¨ngigkeit genu¨gt wird. Das Datenbank-Schema wird
automatisch beim Initalisieren der Anwendung (Server-Start) aktualisiert, sofern das erforder-
43de.cebis.pm.ko.base.BaseClient
44de.cebis.pm.ko.Client
45Die SQL ist ein Standard zur Manipulation und Abfrage relational verwalteter Datenbesta¨nde. Dennoch
verwendet fast jeder Hersteller einen eigenen SQL-Dialekt, der nur eine Teilmenge der ma¨chtigen Sprache
implementiert (siehe u. a. [Tu¨rk03]).
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lich ist.
Quelltext 9.6: Ausschnitt einer Mapping-Datei Client.hbm.xml zur Deﬁnition eines KO
1 <?xml version="1.0"?>
2 <!DOCTYPE hibernate-mapping PUBLIC "-//Hibernate/Hibernate Mapping
DTD//EN" "http://hibernate.sourceforge.net/hibernate-mapping-3.0.
dtd" >
3 <hibernate-mapping package="de.cebis.pm.ko">
4 <class name="Client" table="T_CLIENT">
5 <meta attribute="implements">de.cebis.moccabox.domain.
PersistentConcept</meta>
6 <cache usage="read-write" />
7 <id name="id" column="a_id" type="java.lang.Long">
8 <generator class="native" />
9 </id>
10 <version name="version" column="a_Version" type="timestamp" />
11 <property name="name" column="a_Name" type="java.lang.String"
length="255" />
12 </class>
13 </hibernate-mapping>
Laufzeitphase
Die Persistenz-API bietet zur Laufzeit Methoden zum Auslesen (load), Persistieren (persist),
Aktualisieren (update) und Lo¨schen (delete) von Objekten der Datenbasis an. Fu¨r das
Auslesen stehen zwei verschiedene Methoden zur Verfu¨gung. Das Criteria-Interface46 und
das Query-Interface47. Letzteres ermo¨glicht das Formulieren und Absenden von Abfragen in
der Hibernate Query Language (HQL), eine Art objektorientiertes Pendant zu SQL.
46net.sf.hibernate.Criteria
47net.sf.hibernate.Query
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9.7 Zugriffskontrolle
Generell muss sichergestellt werden, dass nur berechtigte Aufgabentra¨ger einen Vorgang aus-
fu¨hren ko¨nnen.
Das Paket de.cebis.moccabox.security
Im Anhang beﬁnden sich die Klassen, die die Zugriffskontrolle realisieren, im Paket de.-
cebis.moccabox.security, wie in Abbildung 9.10 dargestellt. Es umfasst neben der
Deﬁnition der Interfaces auch eine entsprechende Implementierung des IAuthorization-
Service als AuthorizationServiceImpl. Die Implementierung bezieht sich auf die
fu¨r die Persistierung verwendete Basismaschine Hibernate. Die Beschreibung aller Elemente
beﬁndet sich im Ordner anhang/dokumentation moccabox/de/cebis/moccabox/security, dessen
Inhalt auch direkt im Browser u¨ber anhang/dokumentation moccabox/index.html navigiert wer-
den kann.
Abbildung 9.10: Das Paket de.cebis.moccabox.security im Anhang.
9.7.1 Zugriffsberechtigung fu¨r Vorgangsdurchfu¨hrung
Es wird u¨berpru¨ft, ob der Aufgabentra¨ger berechtigt ist, den Vorgang auszufu¨hren. Handelt es
sich um einen personellen Aufgabentra¨ger, so wird mittels der Nutzer- und Rechteverwaltung
u¨berpru¨ft, ob sich der Nutzer in einer Rolle beﬁndet, der das Recht an dem auszufu¨hrenden
Vorgang zugestanden wurde (siehe Kapitel 9.7.2).
Fu¨r Vorga¨nge wird anhand des Metasystems (siehe Kapitel 9.3.2) u¨berpru¨ft, ob der BusinessTask
berechtigt ist, auf die entsprechenden konzeptuellen Objekte (IPersistentConcept) le-
send oder schreibend zuzugreifen.
SOFTWARE-TECHNISCHE REALISIERUNG DES FRAMEWORKS MOCCABOX 180
9.7.2 Nutzer- und Rechteverwaltung
Die Komponente48 der Nutzer- und Rechteverwaltung bietet die Authentisierung und Autori-
sierung der entsprechenden Anwender, um eine konsistenten Zugriff auf die VOT zu gewa¨hr-
leisten. Das Recht fu¨r den Zugriff kann auf Typebene (Recht ein bestimmtes VO aufzurufen)
oder auf Instanzebene (Recht ein VO fu¨r einen bestimmten Kontext aufzurufen) zugestanden
werden. Die Rechteverwaltung muss beide Mo¨glichkeiten anbieten.
Authentisierung mittels acegi-Security. Beliebige Authentisierungsprovider nutzbar (CAS,
eigene).
Autorisierung durch Interceptor-Mechanismus, der transparent vor Aufruf eines VO u¨ber-
pru¨ft, ob der Benutzer hierzu berechtigt ist.
In bisherigen Anwendungen war lediglich die Rechteverwaltung auf Typebene mo¨glich. Mit der
Basismaschine von acegi ist die Rechteverwaltung entsprechend realisiert und funktionsfa¨hig.
Zudem erfolgt die Synchronisation neuer Rechte automatisch beim Neustart, eine manuelle
Anpassung wie bisher entfa¨llt. Dadurch wird die Entwicklung entscheidend beschleunigt.
Die Rollen- und Rechteverwaltung als Teil der Anwendung ist als moccapart implementiert und
kann direkt u¨ber die bekannte Oberﬂa¨che genutzt werden.
Die Rechteu¨berpru¨fung muss auf Instanzebene ausgeweitet werden. Ebenso die bedienbare
Einrichtung der entsprechenden Rechte. Es muss z.B. mo¨glich sein, u¨ber Restriktionen einem
Nutzer Zugriff auf das Lo¨schen von Bestellungen zu geben, aber eben nur auf Bestellungen, die
er selbst geschrieben hat. Dieses Zugesta¨ndnis an Rechten muss noch implementiert werden.
Es wurde bereits erwa¨hnt, dass die Durchfu¨hrbarkeit eines Vorganges an Rechte gebunden sein
kann, u¨ber die der Benutzer des Systems verfu¨gen muss, um auf einen Vorgang und damit eine
Ressource zugreifen zu du¨rfen. Fu¨r die Zuordnung von Rechten, die Benutzer an Ressourcen
besitzen ko¨nnen, schla¨gt LAMPSON in [Lamp74] die Verwendung einer Zugriffs-Matrix vor.
In ihr wird fu¨r jedes Subjekt speziﬁziert, welche Rechte es an einer Ressource des Systems
besitzt. Die direkte Zuordnung von Rechten an Ressourcen fu¨r Benutzer bringt aber einen
sehr hohen Verwaltungsaufwand mit sich (Komplexita¨t O(|Sub jekte|× |Ob jekte|). Dieser wird
48Siehe de.cebis.moccabox.security.
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durch das rollenbasierte Zugriffsmodell (engl. Role Based Access Model, RBAC49) des NIST50
vermieden [Goo+02, 306]. Es nimmt Bezug auf die Tatsache, dass personelle AT als Bestand-
teil in einer Organisation eine Funktion haben, in der sie eine oder mehrere Rollen einneh-
men. Die Rechte an Ressourcen werden nicht mehr direkt an Subjekte, sondern indirekt u¨ber
Rollen an sie geknu¨pft. Die Komplexita¨t reduziert sich damit zu O(|Sub jekte|× |Rollen|) +
O(|Rollen|× |Ob jekttypen|). Da die Zuordnung von Rollen an Objekttypen in einer Orga-
nisation tendenziell eher statisch ist, beschra¨nkt sich die Verwaltung auf die Zuordnung der
Rollen zu Subjekten. Allerdings kann das RBAC nur eine Zuordnung von Objekttypen an
Rollen ermo¨glichen. Ob ein Benutzer ein Recht fu¨r eine Instanz eines Objekttyps besitzt, kann
nicht erfasst werden 51. Diese Einschra¨nkung des Modells kann durch die Formulierung ei-
ner notwendigen Beziehung, die zwischen der KO-Instanz und dem Benutzer bestehen muss,
aufgehoben werden.
9.8 Internationalisierung
Die Mensch-Computer-Kommunikation muss in Sprache, Zahlenformaten etc. an den jeweili-
gen Benutzer angepasst sein. Vor allem in Zeiten der Globalisierung ist es unabdingbar, dass die
Benutzungsoberﬂa¨che eines Anwendungssystem eine lokale Differenzierung auch zur Laufzeit
ermo¨glicht. Die Internationalisierung52 bezeichnet die Architektur von Software, fu¨r die nur
einen Satz Quell- und Bina¨rcode produziert wird, um alle Ma¨rkte zu bedienen, in der das fertige
Software-Produkt eingesetzt wird [CzDe01, 7]. Sie umfasst u. a. Sprache, Maßeinheiten und
Zahlenformate. Die Lokalisierung53 ist die Anpassung der Anwendung an bestimmte lokale
Vorgaben [CzDe01, 9] und umfasst die U¨bersetzung externer Text-Dateien sowie von Bildern.
Sie ist damit Aufgabe des Anwendungsentwicklers. Es folgt, dass das Framework moccabox
fu¨r die Generierung der Oberﬂa¨che nicht nur Layout, Inhalt und Logik getrennt halten muss
[Star05, 250], sondern den Inhalt auch noch unterscheiden nach Information und Beschreibung
49Das RBAC-Modell wurde im Februar 2004 zu einem ANSI-Standard erkla¨rt.
50National Institute of Standards and Technology, siehe http://csrc.nist.gov/rbac/.
51
”A signiﬁcant shortcoming of RBAC is the inability to distinguish which instances of a resource an individual
role holder can access.“ [Goo+02, 309].
52In der Software-Industrie auch bekannt als I18N - Internationalization beginnt mit I und ende mit N, dazwischen
sind 18 Buchstaben [CzDe01, 6f].
53Auch bekannt als L10N fu¨r Localization.
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der Information. Die jeweilige Beschreibung wird gesondert gehalten und bei der Auswahl
durch den Nutzer allen internationalisierten Komponenten zur Verfu¨gung gestellt54 [Star05,
251].
Die IO-Basisschicht stellt eine Komponente55 zur Verfu¨gung, in der - entsprechend der Doma¨ne
und Sprache - Beschreibungen fu¨r die Attribute hinterlegt werden ko¨nnen, die zum Zeitpunkt
der Generierung der View die Pra¨sentation des Inhaltes mit der jeweils vom Nutzer gewa¨hlten
Sprache versehen.
Neben Maskenu¨bersetzungen und Zahlenformaten spielen auch mehrsprachige Anwendungs-
daten eine große Rolle (z.B. Anrede, Mengen- und Farbbezeichnungen bei Artikeln) [Star05,
253]. Sind diese Daten in der Datenbasis selbst gehalten, ist das Problem Teil der Anwen-
dungsentwicklung und wird nicht vom Framework generisch zur Verfu¨gung gestellt. Andern-
falls ko¨nnen die Bezeichnungen per Platzhalter in der framework-basierten Locale-Information
hinterlegt werden.
Die moccabox stellt den Komponenten, die eine Lokalisierung von Attributen und Werten
beno¨tigen, zwei Schnittstellen zur Verfu¨gung. Einerseits das
ILocaleInformationRepository56 und andererseits das
ILocaleAwareInformationRepository57, das ersteres erweitert. Das zweite unter-
scheidet sich dadurch vom ersten, dass es als Attribut ein Objekt entha¨lt, das ILocale-
Callback58 implementiert. Es muss fu¨r Aufrufe das Locale also nicht mit u¨bergeben wer-
den. Konkrete Implementierungen des jeweiligen Schnittstellen sind LocaleInformation-
Repository59 und LocaleAwareInformationRepository60.
Die verfu¨gbaren Lokalisierungen werden mit dem entsprechenden Landesku¨rzel61 hinterlegt,
um das LocaleAwareInformationRepository zu instantiieren (siehe Quelltext 9.7).
Quelltext 9.7: Konﬁguration zur Lokalisierung moccabox.xml
54Die la¨nderspeziﬁsche Beschreibung wird ha¨uﬁg als Locale bezeichnet.
55Siehe Package de.cebis.moccabox.io.i18n.
56de.cebis.moccabox.io.i18n.ILocaleInformationRepository
57de.cebis.moccabox.io.i18n.ILocaleAwareInformationRepository
58de.cebis.moccabox.io.i18n.ILocaleCallback
59de.cebis.moccabox.io.i18n.LocaleInformationRepository
60de.cebis.moccabox.io.i18n.LocaleAwareInformationRepository
61Es werden die entsprechend dem Standard ISO-3166 mit zwei Buchstaben kodierten Landesku¨rzel verwendet
[CzDe01, Anhang A]. Vgl. auch http://www.unicode.org/unicode/onlinedat/countries.
html.
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1 <bean id="LIR" class="de.cebis.moccabox.io.i18n.
LocaleAwareInformationRepository" init-method="init">
2 <property name="messageSource"><ref bean="MESSAGE.SOURCE"/></
property>
3 <property name="supportedLocales">
4 <list>
5 <value>DE_de</value>
6 <value>EN_en</value>
7 </list>
8 </property>
9 </bean>
Die zugeho¨rigen Informationen zur Lokalisierung sind in einer entsprechenden Textdatei hin-
terlegt, die beim Instantiieren der Anwendung zusammen mit dem moccapart x.xml einge-
lesen wird. Fu¨r moccapart system.xmlmu¨ssen die Dateien system de.properties
und system en.properties hinterlegt werden. Ein Ausschnitt ist in Quellcode 9.8 darge-
stellt.
Quelltext 9.8: Lokalisierungsdatei system de.properties
1 pattern.required.list=java.util.Date
2 pattern.list.java.util.Date=pattern.date.format1,pattern.date.format2
3 pattern.date.format1=d.M.yy pattern.date.format2=d/M/yy
4 pattern.date.display=dd.MM.yyyy
5
6 error.key.required=Es handelt sich um ein Pflichtattribut!
7
8 command.user_create.name=#\%de.cebis.moccabox.security.domain.User.
Plural.Name\%# #\%general.command.create\%#
9
10 de.cebis.moccabox.security.domain.User.Singular.Name=Benutzer
11 de.cebis.moccabox.security.domain.User.Plural.Name=Benutzer
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12 de.cebis.moccabox.security.domain.User.attribute.login=Benutzername
13 de.cebis.moccabox.security.domain.User.attribute.password=Passwort
14 de.cebis.moccabox.security.domain.User.attribute.id=Id
15 de.cebis.moccabox.security.domain.User.attribute.accountLocked=Zugang
16 de.cebis.moccabox.security.domain.User.attribute.accountEnabled=aktiv
17
18 general.command.create=anlegen
Die Komponenten, die Attributbezeichnungen oder Fehlermeldungen abha¨ngig von der Lokali-
sierung beno¨tigen, ko¨nnen das Repository einsetzen. Ebenso fu¨r die Konvertierung von Text in
Zahlen- oder Datumsformat, das von einem lokalisierten Konvertierungsmuster abha¨ngt62. Die
Verwendung im Framework und in der Anwendung ist beispielhaft in Quelltext 9.9 wiederge-
geben.
Quelltext 9.9: Verwendung der Lokalisierung im Quellcode
1 String ERROR_KEY_REQUIRED = "error.key.required";
2 LocaleAwareInformationRepository _lir =
3 (LocaleAwareInformationRepository)LocaleInformationRepository.
getInstance();
4 String strError = _lir.text(ERROR_KEY_REQUIRED);
5
6 String strValue ="10.05.05"; Class type =
7 Class.getClassForName("java.util.Date"); Date dValue =
8 (Date)_lir.convert(strValue, type);
Die Konvertierungsmuster werden sowohl fu¨r die U¨berpru¨fung der Nutzereingabe wie fu¨r die
Formatierung der Ausgabe beachtet.
Durch den Einsatz von HTML kann auf einen Layout-Manager gro¨ßtenteils verzichtet werden
[Star05, 251], da die Maskenelemente automatisch in der Gro¨ße angepasst werden.
62Die deutsche Datumsangabe wird meist nach dem Muster ’dd.mm.yyyy’ angegeben, wa¨hrend im angelsa¨chsi-
schen Raum ’mm-dd-yyyy’ u¨blich ist.
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9.9 Dokumentation
Die Dokumentation der Anwendung erfolgt durch Beschreibung der entwickelten Vorgangsob-
jekte.
Dokumentation auf Entwicklungsebene
Auf Entwicklungsebene ﬁndet dies durch Kommentierung des erstellten Programm-Codes statt,
wie in Quelltext 9.10 am Beispiel des Interface IBusinessTask abgebildet.
Quelltext 9.10: Dokumentation des Interface IBusinessTask (Ausschnitt)
1 /**
2 * <p>Ein <code>BusinessTask</code> repr\"{a}sentiert ein
3 * Vorgangsobjekt (VO) ... </p>
4 *
5 * @author weichelt - 17.01.2006
6 */
7 public interface IBusinessTask { ... }
Die Dokumentation der Code-Basis kann dann mit Hilfe des Programms javadoc als HTML-
Manual erzeugt werden.
Dokumentation auf Anwendungsebene
Der Entwickler kann zudem direkt aus der Beschreibung der Vorgangsobjekte die Dokumen-
tation fu¨r den Anwender u¨bernehmen, sofern diese bei der Modellierung verfasst wurde. An-
dernfalls kann sie auch vom Entwickler oder einem Dritten verfasst werden, da sie gemeinsam
mit den Lokalisierungsdaten in einer eigenen Datei gehalten wird63. Zur Verdeutlichung wird
ein Beispiel aus dem Anwendungssystem ..::biene::.. vorgestellt, das auf Basis des Frameworks
moccabox als Kursverwaltungssystem fu¨r eine Business-Sprachschule entwickelt wurde64. In
der Lokalisierungsdatei muss sich der in Quelltext 9.11 dargestellte Eintrag ﬁnden.
63Siehe Kapitel 9.8.
64Siehe auch Kapitel 10.1.
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Abbildung 9.11: Generierte HTML-Dokumentation von Java-Klassen
Quelltext 9.11: Konﬁgurationsdatei nations lang de.properties (Ausschnitt)
1 de.cebis.nations.vo.search.ServiceEnforcementSearch.Help=Die Suche
2 nach Phasen erm\"{o}glicht es, ...
Dieser wird dann fu¨r den Anwender wie in Abbildung 9.12 gezeigt interpretiert. Die Hilfe
kann u¨ber das Symbol der Glu¨hbirne am rechten oberen Bildschirmrand zur Laufzeit ein- und
ausgeblendet werden.
Der Aufwand fu¨r die Dokumentation der Anwendung ist damit deutlich verringert, da er entwe-
der direkt aus der Modellierung u¨bernommen werden kann oder aber ohne Notwendigkeit von
Programmierkenntnissen als Notation angelegt werden kann.
SOFTWARE-TECHNISCHE REALISIERUNG DES FRAMEWORKS MOCCABOX 187
Abbildung 9.12: Darstellung der Dokumentation im Anwendungssystem
10 Zusammenfassung, Bewertung und
Ausblick
10.1 Zusammenfassung und Bewertung der Ergebnisse der
Arbeit
Ziel der Arbeit war es, die Entwicklung betrieblicher Anwendungssysteme durch eine geeignete
Basismaschine beim U¨bergang von fachlicher zu software-technischer Beschreibungsebene und
der anschließenden Realisierung zu unterstu¨tzen. Als methodischer Rahmen wurde der SOM-
Ansatz gewa¨hlt (u. a. [FeSi06, 184-221]).
Ausgehend von den Fachkonzepten der SOM-Methodik zur fachlichen Speziﬁkation eines An-
wendungssystems wurde ein Software-Framework entworfen und implementiert, das basierend
auf der Software-Architektur des objektorientierten Architekturmodells [Ambe93] eine geringe
semantische Lu¨cke zur Speziﬁkation der Nutzermaschine aufweist.
Durch die Wiederverwendbarkeit des Frameworks sowohl auf Ebene des Software-Entwurfs
als auch der Implementierung [John97, 10f] wird der Umfang der Systementwicklungsaufga-
be verringert. Da das Framework den Kontrollﬂuss der Anwendung u¨bernimmt (Inversion of
Control) [JoFo88, 88] ist es mo¨glich die allgemeine Komplexita¨t des Software-Systems von der
speziﬁschen Gescha¨ftslogik der Anwendung zu trennen.
Diese allgemeinen Aspekte des Framework-Einsatzes werden durch die hier entwickelte Lo¨sung
moccabox noch erweitert. Das Framework moccabox wurde speziell fu¨r die Abbildung eines
fachlichen Anwendungsmodells gema¨ß SOM konzipiert. Dadurch konnte der Entwicklungs-
prozess des Frameworks (siehe Kapitel 7.5) top down initiiert werden, entgegen des in der
Literatur ha¨uﬁg beschriebenen Vorgehens bottom up (u. a. [Pree97], [RoJo97b]). Im Ergebnis
ist nicht technische Funktionalita¨t Ausgangspunkt des vorliegenden Framework-Entwurfs ge-
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wesen, sondern die fachliche Ableitung aus Anforderungen betrieblicher Informationssysteme.
Der geringe Komplexita¨tsabstand zwischen der Speziﬁkation der Nutzermaschine und den Kom-
ponenten der Basismaschine tra¨gt dazu bei, die Ma¨chtigkeit der SOM-Methodik auch bei der
Realisierung zu erhalten:
• Verfolgung von Integrationszielen
SOM leitet das fachliche Modell des Anwendungssystems aus den Gescha¨ftsprozessen
der Organisation ab. SOM unterstu¨tzt dabei die Verfolgung deﬁnierter Integrationsziele
(siehe 5.6). Zur Verfolgung der Integrationsziele wa¨hrend der Realisierung bietet das
Framework entsprechende Komponenten an.
• Vollsta¨ndige Abbildung
SOM speziﬁziert interaktive Anwendungssysteme, die neben der Anwendungsfunktio-
nalita¨t1 auch die Kommunikation mit personellen Aufgabentra¨gern zur Durchfu¨hrung
teilautomatisierter Aufgaben umfasst. Das Framework bietet neben der Basisfunktiona-
lita¨t fu¨r Anwendung und Datenverwaltung auch ein umfangreiches GUI-Framework zur
Ableitung der Benutzungsoberﬂa¨che.
• Abgrenzung von Anwendungssystemen
SOM grenzt Anwendungssysteme entsprechend der Gescha¨ftsprozesse der Organisati-
on ab. Dies ist im Sinne der notwendigen Abstimmung der wechselseitig voneinander
abha¨ngigen Teilsysteme Aufgabenstruktur, Aufbauorganisation und Anwendungssyste-
me des betrieblichen Informationssystems [Sinz99, 20]. Anwendungssysteme, die mit
dem Framework moccabox realisiert werden, folgen dieser Abgrenzung. Spa¨tere An-
passungen sind entsprechend leichter nachvollziehbar [FeSi06, 210].
• Modellgetriebene Entwicklung
SOM bietet u¨ber alle Modellebenen deﬁnierte Ableitungsregeln, die eine modellgetrie-
bene Ableitung und Speziﬁkation eines fachlichen Modells des Anwendungssystems er-
lauben. Um diese Durchga¨ngigkeit auf die Realisierung ausweiten zu ko¨nnen, ist eine
entsprechende software-technische Zielplattform notwendig. Das hier entwickelte Fra-
mework stellt eine solche Zielplattform dar.
1Siehe ADK-Strukturmodell [FeSi06, 305-307].
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Das Framework stellt eine ﬂexible Basismaschine in dem Sinn dar, dass beliebig viele Nut-
zermaschinen anhand zugeho¨riger Programme realisiert werden ko¨nnen [FeSi06, 304]. Aus
Sicht des fachlichen Modells gesehen, sollte jedes Anwendungssystem, das mit SOM fachlich
speziﬁziert werden kann, auch mit dem Framework moccabox umgesetzt werden ko¨nnen. Im
Rahmen der Arbeit des Centrums fu¨r betriebliche Informationssysteme (Ce-bIS) wurde das
Framework fu¨r die Realisierung verschiedener Anwendungen eingesetzt, die zum Großteil auch
heute noch im Einsatz sind. Folgende U¨bersicht stellt einige davon kurz vor:
• Leistungsverwaltungs- und Abrechnungssystem fu¨r Beratungen
Das Anwendungssystem KiSy wurde fu¨r eine Anwaltskanzlei, basierend auf der Analyse
ihrer Gescha¨ftsprozesse, entwickelt. Dabei stand vor allem der Zugriff nur durch auto-
risierte Anwender (siehe Kapitel 8.3.5), die intuitive Bedienbarkeit sowie umfangreiche
Auswertungsmo¨glichkeiten im Vordergrund. Die Entwicklung nahm ungefa¨hr 4 Perso-
nenmonate in Anspruch. Das System ist seit 2002 im Einsatz.
• Weiterbildungsportal
Das Portal des Campus wissenschaftliche Weiterbildung Bayern2 (cwwb) wurde zur Ver-
waltung der Weiterbildungsangebote aller bayerischen Hochschulen entwickelt. Im Vor-
dergrund stand die Kopplung mit dem Katalogsystem FlexNow des Wissenschaftlichen
Instituts fu¨r Hochschulsoftware der Universita¨t Bamberg3 (ihb). Grundlage war die fach-
liche Speziﬁkation der Anwendung in SOM. An der software-technischen Entwicklung
waren kooperativ bis zu 8 Personen u¨ber einen Zeitraum von mehreren Monaten beteiligt.
Das System ist seit 2004 im Einsatz.
• Kursverwaltungssystem
Das Anwendungssystem ..::biene::.. wurde fu¨r eine Sprachschule zur Organisation der
individuellen Business-Sprachkurse fu¨r u¨ber 500 Kunden mit etwa 400 Trainern an 3
deutschen und einem irischen Standort entwickelt. Ausgangspunkt war auch hier die Ana-
lyse der zu Grunde liegenden Gescha¨ftsprozesse sowie Abbildung der Doma¨ne in SOM.
Im Vordergrund stand die Standortunabha¨ngigkeit der Anwendung, die Konsistenz der
Ressourcenplanung (siehe Kapitel 8.3.3), Mehrsprachigkeit (siehe Kapitel 8.2.4) sowie
2http://cwwb.de/
3http://www.ihb.uni-bamberg.de/
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die Ausgabe in verschiedenen Formaten (HTML, PDF). Die Entwicklung umfasste etwa
5 Personenmonate. Die Anwendung ist seit 2004 im Einsatz.
• Evaluationssystem fu¨r Online-Befragungen
Die Flexibilita¨t des Frameworks zeigt sich beim Evaluationssystem Kovius, das kurz-
fristig fu¨r ein universita¨res Forschungsprojekt zur Befragung von etwa 500 Kommunen
entwickelt wurde. Es wurde eine generische Umfrage-Komponente fu¨r moccabox ent-
wickelt, die vom Auftraggeber der Umfrage selbst deﬁniert werden kann. Die Komponen-
te wurde in etwa 2 Personenmonaten realisiert und in verschiedenen weiteren Projekten
eingesetzt4. Die Umfragen fanden in den Jahren 2004 bis 2005 statt.
Damit wurde in dieser Arbeit ein Framework entwickelt, das nicht nur theoretisch die Syste-
mentwicklungsaufgabe in der Phase der Realisierung unterstu¨tzen kann, sondern dass auch
erfolgreich bei der Umsetzung mehrerer praxisrelevanter Anwendungen zum Einsatz kam.
10.2 Ausblick
Der Framework-Entwicklungsprozess ist ein iterativ-evolutorischer Prozess, der nicht beendet
ist, sobald das Framework zur Entwicklung von Applikationen eingesetzt wird5. Gesammelte
Erfahrungen und neue Anforderungen aus der Anwendung ﬂießen in den weiteren Entwick-
lungsprozess des Frameworks ein6. Daher ist die Entwicklung der moccabox auch nicht als
abgeschlossen zu betrachten. Vor allem die sta¨ndige Evolution der bei der Entwicklung einge-
setzten Basismaschinen kann eine Anpassung in Zukunft sinnvoll machen.
Eine der großen Herausforderungen bei der framework-basierten Entwicklung von Anwen-
dungssystemen ist sicherlich die Koordination und die notwendigerweise enge Abstimmung
zwischen Framework-Entwickler und Applikations-Entwickler [Maie98]. Bei den verschiede-
nen Projekten, die mit der gegenwa¨rtigen Version der moccabox und ihren Vorga¨ngern reali-
siert wurden, war in den meisten Fa¨llen mindestens ein Framework-Entwickler im Projekt-Team
der Anwendungsentwicklung vertreten. Dennoch stellt die Weiterentwicklung und Erweiterung
4Unter anderem fu¨r die Virtuelle Hochschule Bayern (vhb).
5Vgl. Kapitel 7.1.
6Vgl. u. a. [RoJo97a].
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der Funktionalita¨t besondere Anspru¨che an die Flexibilita¨t und Lernbereitschaft des Anwen-
dungsentwicklers.
Fu¨r den Einsatz im Entwicklungsprozess bestehen weitere Unterstu¨tzungspotenziale, die den
in der vorliegenden Arbeit gesetzten Rahmen u¨berschreiten. Fu¨r die weitere Forschung und
Entwicklung sind die im Folgenden aufgefu¨hrten Punkte durchaus von Interesse.
Werkzeug-Unterstu¨tzung des Entwicklers
Die Entwicklung mit dem Framework erfordert noch den Zugriff auf einige der Konﬁgurati-
onsdateien im XML-Format. Hier wa¨re eine Werkzeug-Unterstu¨tzung durch CASE-Tools hilf-
reich, da sie den Entwickler durch Visualisierung, Validierung und Vereinfachung unterstu¨tzen
ko¨nnen.
Automatisierung der Abbildung
Fu¨r die durchgehend modellgetriebene Entwicklung von Anwendungssystemen auf der Basis
der SOM-Methodik stellt das Framework als mo¨gliche Implementierungsplattform einen ersten
Schritt dar. Eine sta¨rkere Automatisierung der Durchfu¨hrung der Systementwicklungsaufgabe
kann durch die Entwicklung von Transformatoren und Generatoren im Sinne der modellgetrie-
benen Software-Entwicklung [StVo¨05] erreicht werden. Vorarbeiten ﬁnden sich bei [Mali97].
Vorfertigung von Komponenten
Fu¨r SOM wurden in verschiedenen Projekten doma¨nenspeziﬁsche Referenzmodelle entwickelt
(u. a. [Fer+96a], [Fer+98], [Ru¨ff99]). Diese Modelle ko¨nnen mit dem Ziel einer ho¨heren Vorfer-
tigung als Software-Komponenten auf das Framework abgebildet werden und zur Wiederver-
wendung verfu¨gbar gemacht werden. Unterstu¨tzung ko¨nnte auch das Framework selbst liefern,
indem das Aufﬁnden und Wiederverwenden von Vorga¨ngen, die bereits als Teilmodul umgesetzt
wurden durch das Repository erleichtert wird (siehe [Mali97, 197]).
Einbinden in SOA-Umgebung
Prima¨re Aufgabe des Informationsmanagements ist die Gestaltung und Lenkung des Informati-
onssystems bezu¨glich der Aspekte Automatisierung und Integration. Das betriebliche Informations-
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system umfasst dabei mehrere Anwendungssysteme, die ihm als maschinelle Aufgabentra¨ger
zur (teil-)automatisierten Durchfu¨hrung seiner Aufgaben dienen. Fu¨r die Koordination bzw.
Orchestrierung der verschiedenen Anwendungssysteme wird im betrieblichen Kontext zuneh-
mend die Architektur des Informationssystems entsprechend der Service Oriented Architecture
(SOA) strukturiert (siehe Kapitel 3.3.5). Dabei werden ein oder mehrere Anwendungssysteme
zu einem Service zusammengefasst. Es ist zu untersuchen, welche Schnittstellen das Framework
moccabox fu¨r die Unterstu¨tzung solcher Informationssystemarchitekturen in Zukunft anbieten
muss.
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