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ABSTRACT 
The elements of a set of square matrices over a field are simultaneously similar to 
a direct sum of conformable primary blocks iff every element of the set commutes 
with the primary idempotents of every element of the set. 
Let A be an n x n matrix over a field F. If A is considered as a linear 
transformation on F” and (Y* is an irreducible manic factor of the minimum 
polynomial of A, then the nullspace II,* of (Yap is A-stable and F” is the 
direct sum of all such RaA. The corresponding projection E,* on F” 
determined by this decomposition is a polynomial in A such that (Y,(A)E,~ 
is nilpotent. This result is often called the primary decomposition theorem: 
in particular, RLIA is called the primary component and EaA the primary 
idempotent of A associated with the primary polynomial oyA. (See, for 
example [3, pp. 196-1981 or [12, pp. 130-1321; also [ll, pp. 299-3001, [14, 
pp. 353-3541, or [18, pp. 224-2271.) 
The notion of primary decomposition is fundamental to the development 
of the theory of canonical forms of matrices under similarity. The concept has 
been generalized to sets of pair-wise commutative matrices, (see [l], [17], and 
[25, pp. 31-32]), and more generally to nilpotent Lie algebras, (see, for 
example, [13, pp. 40-411). The purpose of this note is to provide a treatment 
of the following question: given an arbitrary set of matrices, what character- 
izes the existence of such a decomposition? 
A square matrix is said to be primary if its minimum polynomial is a 
power of an irreducible polynomial. When are the elements of a set 9 of 
n x n matrices over a field F simultaneously similar to a direct sum of 
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conformable primary blocks? Specifically, when is there an invertible T E 
F nXn and apartition (n,,..., nk) of n such that for every A E 9, 
T-‘AT=dg(A,,...,A,), 
with Aj E F”ix”t primary? If such is the case, then we say that 9 possesses 
a primary decomposition over F. 
Let 9 be a set of n X n matrices over a field F. For A E J, let .YA be 
the set of irreducible manic factors of the minimum polynomial of A, and let 
n AE,Y9A be the Cartesian product of the family of sets PA. Thus, the 
elements of HA E _/Pa are the mappings (Y : ,Y -+ tJ A E ,/YA, A -+ crA such 
that (Y* E PA. 
Next, let EDIA be the primary idempotent of A associated with the 
primary polynomial ffA, and let B be the totality of all such idempotents for 
every oEnAE.P% and every A E 1. For A considered as a linear 
transformation on F”, let RaA = (v E F” 1 va,(A)” = 0} be the primary com- 
ponent of A associated with the primary polynomial (Y* of A. Finally, for 
(YErl AE.~%> let R, = n Ar.YRol,. 
We observe that the subspaces R, are independent in the sense that 
z), E R, fl (Z:, + a RP) implies 0, = 0. Indeed, let o, = 1, + a~/3, where oP E 
R, and the sum is finite. Now, for B E 9, vp Ems is vp or 0 as Pa is or is not 
os. Thus, since for every p + (Y there exists a B E 9 such that pB f cya, 
then for such B. 
Consequently, since F” is of dimension n, it follows that there are at most n 
nonzero R a. In particular, 
is finite. 
THEOREM. Let 9 be a set of n X n matrices over a field F. In terms of 
the preceding definitions and observations, the following statements are 
equivalent: 
(1) 9 possesses a prirr&ary decomposition over F. 
(21 AE = EA f~ every A E 1 and every E E B. 
(3) Every R, is J-stable and F” = CaE9R,. 
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Furthermore, if (3) holds, then F n = @, E 9 R,, and the projection 
E,:F”+F”, c vcl + v, 
ae.9 
determined by this direct sum satisfies fw every A E 9 the following 
properties : 
(i) AE, = E,A. 
(ii> Cuc9 E, = l,, E,E, = 0 for (Y # /3. 
(iii) (r,(A)E, is nilpotent. 
In this case, the unique nonzero subspace R, and the unique idempotent 
E, of the Theorem are called, respectively, the primary component and the 
primary idempotent of 9 corresponding to the primary list (Y. 
EXAMPLE 1. If 9 consists of the two 2 X 2 matrices 
then 9 possesses a primary decomposition; F2 is the one and only primary 
component, and the 2 X2 identity matrix is the one and only primary 
idempotent. 
EXAMPLE 2. If 9 consists of the two matrices 
then the statements of the Theorem are not satisfied. In particular, the 
primary idempotents of the first matrix fail to commute with the second 
matrix. Alternatively, although the second part of statement (3) is satisfied, 
the first part of (3) is not satisfied. 
EXAMPLE 3. If 9 consists of the two matrices 
then the first part of (3) is satisfied but not the second part. 
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EXAMPLE 4. Let 9 consist of the two matrices 
which have, respectively, minimum polynomials t2 -2 and t” - t - 1. If F is 
the field Q of rational numbers, then these polynomials are irreducible, and 
9 possesses a primary decomposition, with Q2 as the one and only primary 
component. However, if F is the real field R, then the statements of the 
Theorem are not satisfied. 
Proof of the Theorem. (1) + (2): Suppose that T E Fnx” is invertible 
and nl,...,nk are positive integers such that for every A E 9, T-‘AT = 
dg(A,,...,A,J, with Ai E F”lx”i primary. Let Eag be a primary idempotent 
of B E 9 associated with the irreducible polynomial (~a. Since T-‘EaBT = 
dg(D,,..., Dk), where Di is lni or 0 as the minimum polynomial of Bi is or 
is not a power of (~a, then clearly EaB commutes with every A E 9. 
(2) + (3): Let EA = AE for every E E B and every A E 9. First, since 
each of the primary components of the elements of 9 is &stable and the 
intersection of .&stable subspaces is again &stable, then every R, is 
&stable. Second, since the primary idempotents of A are polynomials in A, 
then, by the hypothesis, E is a set of pair-wise commutative matrices. Since 
the elements of B are idempotent, let (vi,. . . , 0,) be a basis of F” with the 
property that for every E E 8 either ui E = 0 or ui E = ui. (See, for example, 
[12, pp. 133-1341.) F or each oi, there is one and only one cJi) E l-l,., t ,PA 
such that zli E,gj = ui for every A in 9. Since oi E R,c~, and (vi,. . . , G,) is a 
basis of F”, then F” EC~=~R,~~,~C~R,E~:,,~R,. 
(3) -+ (1): Let (3) hold. By the independence of the subspaces R,, it 
follows that F” = @ ,e9R,. Hence, by stringing together bases of R, to 
obtain a basis of F”, since every R, is Jlstable, the elements of 9 are 
simultaneously similar to a direct sum of cornformable primary blocks whose 
sizes are determined by the dimensions of the R,. That is, statement (3) 
implies statement (1). 
Also, if (3) holds, then F” = eaE9R, and the projection E,: F” + F”, 
c acgu, + u, determined by this direct sum satisfies properties (i) and (ii); 
moreover, since R, c RaA for every A E 9, property (iii) holds. W 
Because each primary idempotent of A is a polynomial in A over F, it is 
now obvious from part (2) of the Theorem that if 9 is a set of pairwise 
commutative matrices, then 9 possesses a primary decomposition. How- 
ever, a weaker condition than commutativity guarantees the existence, of 
such a decomposition. This is described in the next result, where AA denotes 
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the matrix commutator mapping X + XA, = XA - AX, and where an 4 
splitting extension of F is defined to be any field extension of F over which 
the minimum polynomial of every A E 9 is a product of linear factors. 
COROLLARY 1. Let 9 be a set of n X n matrices over afield F. Then the 
following statements are equivalent: 
(1) 9 possesses a primary decomposition over an Jlsplitting extension 
of F. 
(2) ForeveyA,BEY, BAY-‘=O. 
(3) For every A, B E 9, there exists an m > 1 such that BAZ = 0. 
(4) 9 possesses a primary decomposition over every extension of F. 
Proof. (1) * (2): Let K be an &splitting extension of F; the irre- 
ducible factors of the minimum polynomial of A E 9 over K are of the form 
a,(t) = t - A,, where A, is an eigenvalue of A. Let A, = a,(A)E, = 
(A - h,l)E,, where E, is the primary idempotent of 4 associated with the 
primary list (Y of A over the field K. By use of properties (i) and (ii) of the 
Theorem, if A and B are in 9, then by induction on m > 1, 
BA; = c 5 (-l)“( y )A’,BA:-‘. 
aE.Pj=O 
Since a nilpotent matrix is nilpotent of index at most n, it follows from 
property (iii) that BAY-r = 0. (See also [23] or [24].) 
(2) + (3): Obvious. 
(3) + (4): Let K be any extension of F. Given A, B E 9, if BA”, = 0, 
then B commutes with every primary idempotent of A. (See [22], [23], or 
[24]; compare [13, p. 401.) Consequently, by the Theorem, 9 possesses a 
primary decomposition over K. (Compare also [lo, Lemma 31 and [20].) 
(4) + (1): Obvious. n 
A special case of Corollary 1 is that if 9 is a nilpotent Lie algebra of 
matrices, then the elements of 4 are simultaneously similar to a direct sum 
of conformable primary blocks. (See, for example, [13, pp. 40-411.) 
We conclude this note with a response to another question: when are the 
elements of 4 simultaneously similar to a direct sum of conformable blocks 
that are both primary and lower triangular? With an appropriate restriction 
on the characteristic of the field F, this question may be answered in terms 
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of a natural generalization of commutativity. Specifically, given 9 c F’lx”, 
let 
j%=s, xl+, ={BA,(BE~~,AEJ}, m=O,l,Z ,.... 
Then 9 is said to be quasicommutative provided for some m, d,, consists 
of only the n X n zero matrix. (See [4, p. 2231 or [2, p. 511.) 
EXAMPLE 5. Let 9 c Fnx” be a sdt of matrices of the form A = Al,, + 
L, where h E F and L is strictly lower triangular. By direct calculation, 
d = 0; thus, 9 is quasicommutative. 
EXAMPLE 6. Let F be a field of characteristic prime p, and let 9 
consist of the pair of p X p matrices 
10 0 -.’ 0 o\ 10 1 0 ... 0 0’ 
lo... 0 0 0 0 1 .** 0 0 
A= 0 2 ‘*’ 0 0 . . . . . . ’ 
B= ; : ; 
. 
&... , . 
0 0 0 ... 0 1 
\ p-l 0 ,o 0 0 ... 0 01 
In this case, BA, = l,, YZ = 0, and 9 is quasicommutative. 
EXAMPLE 7. Let 9 consist of the pair 
in Fzx2. By use of Example 6 and the fact that 
A( ABAA)“’ = 2’“A, m=1,2,..., 
9 is quasicommutative iff F is of characteristic 2. 
EXAMPLE 8. Let 9 consist of the pair 
A=[; i ;j, B=[; 8 i 
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in F3x3. Since 
m = I,2 >...> 
then 9 is not quasicommutative. 
COROLLARY 2. Let 9 be a set of n x n matrices over an algebraically 
closed field F of characteristic zero or prime p > n. Then the elements of 
9 are simultaneously similar to a direct sum of conformable blocks that are 
both primary and lower triangular over F iff 9 is qua&commutative. 
Proof. Suppose that the n X n matrices of 9 are simultaneously similar 
over F to a direct sum of conformable blocks that are both primary and lower 
triangular. Since F is algebraically closed, this means that the blocks are of 
the form Al + L, where L is strictly lower triangular. Since every element of 
J, is similar to the sum of products of n + 1 strictly lower triangular 
matrices, then S, = 0 and 9 is quasicommutative. 
Conversely, let 9 be quasicommutative. If S,,, = 0, then for every 
A, B E 9, BA’: = 0. By Corollary 1, 9 possesses a primary decomposition 
over F. 
Since the set of restrictions of 9 to a primary component is again 
quasicommutative, the proof of Corollary 2 is completed by noting that, 
under the above restriction on the characteristic of F, quasicommutativity 
implies simultaneous triangularization of the elements of 9. This fact is a 
consequence of [lo, Theorem 31. (See also [4, p. 2241; and compare [5], [6], 
[8], [9], [15], [16], [19], and 1211.1 By Example 6 above, the restriction on the 
characteristic of the field is clearly necessary. H 
Corollary 2 provides a characterization of quasicommutativity. (See 
[4, problem (b), p. 2301.) By use of this characterization it is clear that the 
property of quasicommutativity of a set 9 carries over to any set of 
polynomials in the elements of 9. (See [4, Theorem 3, p. 2291.) Finally, 
Example 8 above answers a question of M. P. Drazin in the negative: 
“property E” of [4, problem (a), p. 2301 d oes not imply quasicommutativity. 
Specifically, the set 9 of matrices of Example 8 may be shown to satisfy 
Drazin’s property E, but does not possess a primary decomposition over the 
Jlsplitting field F. 
The author acknowledges the contributions of the referees to the improve- 
ment of this paper. 
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