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ABSTRACT
This dissertation is devoted to the study of the growth of algebras and formal
languages. It consists of three parts.
The first part is devoted to the growth of finitely presented quadratic algebras.
The study of these algebras was motivated by the question about the growth types of
Koszul algebras which are a special subclass of finitely presented quadratic algebras.
We show that there exist finitely presented quadratic algebras of intermediate growth
and give two concrete examples of such algebras with their presentations.
The second part focuses on the study of the growth of metabelian Lie algebras
and their universal enveloping algebras. Our motivation was to construct finitely
presented algebras of different intermediate growth types. As an outcome of this
investigation we prove that for any d ∈ N there exists a finitely presented algebra
whose growth function is equivalent to en
d/(d+1)
.
The last part focuses on infinite codes over finite alphabets, their properties and
growth. A special attention is paid to S-codes, weak S-codes and Markov codes
which play an important role in coding theory and ergodic theory. We investigate
what types of codes may have maximal growth. Also, we prove that S-codes covering
Bernoulli schemes are maximal.
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1. INTRODUCTION
The notion of growth has various applications in different areas of mathematics.
Although it was studied for a long time in some branches of mathematics such as
geometry and analysis, its introduction to algebra is rather new. In vague terms, the
growth could be summarized as follows: Given an algebraic structure (e.g., a group,
an algebra, a formal language) one can consider this structure as a union of finite
parts and measure the sizes of these parts by assigning a number to each. Out of
this process one obtains a monotone increasing function which measures how fast
these parts grow to form the whole structure. It is of great interest in various areas
of mathematics to describe the growth rate of such functions, in particular growth
functions of algebraic structures.
The growth rate is a useful invariant for algebraic structures such as groups
and algebras. The notion of growth function for groups was introduced by A. S.
Sˇvarc [Sˇva55] and independently by J. Milnor [Mil68a]. Their motivations were
mainly geometric and topological. The study of the growth of algebras dates back
to the papers by I. M. Gelfand and A. A. Kirillov [GK66b, GK66a] who in particular
introduced the notion which is now called the Gelfand-Kirillov dimension. The first
systematic development of the properties of the Gelfand-Kirillov dimension and the
growth of algebras appears in a paper of W. Borho and H. Kraft [BK76].
Growth types of algebraic structures splits into three main classes: Polyno-
mial, exponential or intermediate (i.e., between polynomial and exponential). Group
growth was studied by many authors such as J. Milnor [Mil68b], J. Wolf [Wol68],
Y. Guivarc’h [Gui70], H. Bass [Bas72], B. Hartly. The description of groups of
polynomial growth was obtained by M .Gromov in his celebrated work [Gro81]. He
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proved that every finitely generated group of polynomial growth is virtually nilpo-
tent. The situation for algebras is rather different from groups. M. Smith [Smi76]
established the existence of virtually solvable Lie algebras whose universal enveloping
algebras have superpolynomial growth. Later A. I. Lichtman and V. A. Ufnarovski˘ı
[Lic84, LU95] investigated growth rates of finitely generated solvable Lie algebras
and their universal enveloping algebras.
For a while it was an open question if there are algebras and (semi)groups of
intermediate growth. V. E. Govorov gave the first examples of finitely generated
semigroups and associative algebras of intermediate growth in [Gov72]. More exam-
ples of associative algebras and Lie algebras of intermediate growth can be found
in [She80, Ufn80, KKM83, Pet93]. The first examples of finitely generated groups
of intermediate growth were constructed by R. I. Grigorchuk [Gri83, Gri84]. These
examples are basically the only source of groups of intermediate growth and estab-
lished various research directions in the theory of groups. After that the question
of the existence of finitely presented groups and algebras of intermediate growth
started to be among central questions. While for algebras such examples were found
[Ste75, Ufn82], it remains open whether there exists a finitely presented group of
intermediate growth and is considered as one of the most difficult problems of group
theory.
Among finitely presented algebras, quadratic algebras (i.e., the algebras given
by quadratic relations) play an important role. Koszul algebras constitute a special
subclass of quadratic algebras. In [PP05], it was conjectured that Koszul algebras
have either polynomial or exponential growth.
Although there are examples of finitely presented algebras of intermediate growth,
very little is known about their intermediate growth types. It is still an open problem
whether there exist finitely presented algebras of intermediate growth less than e
√
n.
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Examples of finitely generated semigroups and algebras of such growth can be found
in [LM01].
The growth of formal languages was first studied by M. P. Schutzenberger. Special
attention is paid on certain type of languages called codes. There are various kinds of
codes such as S-codes, weak S-codes and Markov codes that play an important role
in coding theory, information theory and ergodic theory. Particular studies of the
growth of these codes and their use in different areas of mathematics can be found
in many works such as [Mesˇ59, BH63, Lev64, Zas64, Mar70, Liv74, GS82, BP85].
In this dissertation, we will touch upon various points of the notion of growth
of associative algebras, Lie algebras and infinite codes. The results are discussed in
three main chapters, each having its own short introduction into the history of the
problem under consideration.
The dissertation is organized as follows: Chapter 2 contains preliminaries and
background on various topics related to the material that will be discussed in the
forthcoming chapters. Chapter 3 is related to the results of [Koc¸15]. Chapter 4
contains the results on growth of finitely presented Lie algebras. Chapter 5 is related
to various classes of infinite codes over finite alphabets, their properties and growth.
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2. PRELIMINARIES
This chapter contains basics and preliminaries which will be used in the main
parts of the dissertation. The author tried to be as self-contained as possible.
2.1 Growth of Algebras
An algebra (not necessarily associative) over a field k is called finitely generated if
it is a quotient of a free algebra of finite rank. Let A be a k-algebra (not necessarily
associative) with finite generating set S = {s1, . . . , sm}. If A(S, 0) = k and for
n ≥ 1, A(S, n) denotes the k-subspace of A spanned by all monomial words of length
at most n in the elements of S, then
A =
∞⋃
n=0
A(S, n).
The growth function of A with respect to S is the following
γS,A(n) = dimk(A(S, n))
and the formal power series
FS,A(z) =
∞∑
n=0
γS,A(n)z
n
is the corresponding growth series of A with respect to S. One also defines the
spherical growth function of A as
δS,A(n) = γS,A(n)− γS,A(n− 1)
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with δS,A(0) = γS,A(0), and the corresponding spherical growth series as
PS,A(z) =
∞∑
n=0
δS,A(n)z
n = (1− z)FS,A(z).
The growth function of an algebra depends on the choice of the generating subspace.
In order to remove this dependence, we introduce the following equivalence relation.
Definition 2.1.1. Let f and g be increasing and positive valued functions on N.
Set f - g if and only if there exists C ∈ N such that f(n) ≤ Cg(Cn) for all n ∈ N.
If f - g and g - f , f and g are equivalent functions and this equivalence is denoted
by ∼. The corresponding equivalence class containing f is denoted by [f ] and it is
called the growth of f . We set [f ] ≤ [g] if and only if f - g.
Remark 2.1.1. If f and g are polynomials, then f ∼ g if and only if f and g have
the same degree.
Remark 2.1.2. For positive real numbers  and η,  < η if and only if [2n

] < [2n
η
].
Remark 2.1.3. an ∼ bn for any a, b > 1.
Lemma 2.1.1. Let A be a finitely generated k-algebra with generating sets S =
{s1, . . . , sm} and S ′ = {s′1, . . . , s′l}. Then γS,A ∼ γS′,A.
Proof. Since A = ∪∞n=0A(S, n) = ∪∞n=0A(S ′, n), there exist positive integers t and u
such that
S ′ ⊂ A(S, t) and S ⊂ A(S ′, u).
Thus γS′,A(n) ≤ γS,A(tn) and γS,A(n) ≤ γS′,A(un) which imply γS,A ∼ γS′,A.
The growth of a finitely generated algebra A is thus independent of the choice of
the generating set. When there is no risk of confusion, we write γA(n), δA(n), FA(z),
PA(z) instead of γS,A(n), δS,A(n), FS,A(z), PS,A(z).
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Definition 2.1.2. Let A be a finitely generated k-algebra, and S, a finite generating
set of A. Then γA := [γA(n)] is called the growth of A. A is said to have
• polynomial growth if γA(n) ∼ nd for some d ∈ N
• exponential growth if γA(n) ∼ en
• intermediate growth if γA(n)  en and nd - γA(n) for any d ∈ N.
A is said to have subexponential growth if γA(n)  en.
Definition 2.1.3. For a finitely generated k-algebra A with growth function γA(n),
Gelfand-Kirillov dimension of A is defined as
GKdimA = lim
n→∞
ln γA(n)
lnn
= inf{d | γA - nd}.
Example 2.1.1. For an algebra of superpolynomial growth (i.e., an algebra whose
growth is greater than nd for any d > 0), The Gelfand-Kirillov dimension is infinite.
The Gelfand-Kirillov dimension of an algebra with polynomial growth [nd] is d.
It is clear that the growth of a finitely generated algebra A is equivalent to a
constant function if A is finite dimensional. The following result, due to Borho
and Kraft [BK76], shows that the exponential growth is the largest growth that an
algebra can have.
Proposition 2.1.1. If A is a finitely generated infinite dimensional algebra over k,
then n - γA(n) - en.
Example 2.1.2. Let A = k〈x, y〉 be the free associative algebra on two generators.
The growth function of A with respect to X = {x, y} is
γX,A(n) = dimk(A(X,n)) = 1 + 2 + 2
2 + . . .+ 2n = 2n+1 − 1
6
Thus γA(n) ∼ 2n.
Example 2.1.3. Let L be the free Lie algebra on m generators. The growth function
of L with respect to the generating set X = {x1, . . . , xm} is
γX,L =
n∑
i=1
1
i
∑
d|i
µ(d)mi/d ∼ mn
where µ denotes the Mo¨bius function.
Theorem 2.1.1. Let A be either a finitely generated associative algebra or a Lie
algebra.
(i) If A contains a free two-generated subalgebra, then the growth of A is exponential.
(ii) The growth of A equals to the growth of any of its subalgebras of finite index.
Proof. See [Ufn90].
Remark 2.1.4. The growth of a finitely generated (semi)group is defined as the
growth of its (semi)group algebra. Thus an analogue of Theorem 2.1.1 holds for
(semi)groups.
Example 2.1.4. Let A = k〈x, y〉 be the free associative algebra on two generators
and I be the ideal of A generated by the monomials xiyi−1xi and yixi−1yi−1 for
i ∈ {2, 3, . . .}. Then the algebra A¯ = A/I has intermediate growth (See [Gov72]).
Example 2.1.5. Let A = k[x1, x2, . . . , xd] be the commutative polynomial algebra
over k. A is the set of polynomials in variables x1, . . . , xd with coefficients in k. The
set of variables X = {x1, x2, . . . , xd} generates A, and it is easily verified that
γX,A(n) = dimk(A(X,n)) =
n∑
i=0
(
i+ d− 1
d− 1
)
=
(
n+ d
d
)
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is a polynomial of degree d, i.e., γA(n) ∼ nd.
This example shows that for any natural number d, there is a finitely generated
algebra A of polynomial growth [nd]. In [BK76], it was shown that the growth
types of finitely generated algebras can be prescribed within a rather wide range of
functions.
Theorem 2.1.2. Let Φ denote the set of eventually monotone increasing and positive
valued functions and f : R→ R+, f |N be a function with the following properties.
(a) [f |N] > [n2], and g ∈ Φ where g(n) = f(n)/n2.
(b) The third derivative f ′′′ exists and satisfies 0 ≤ f ′′′(t) < 1 for t ≥ 0.
Then there exists a two-generator k-algebra A with [γA] = [f |N].
Corollary 2.1.1. For a real number r with 2 < r ≤ 3, there exists a finitely generated
algebra whose growth function is equivalent to nr.
With the help of Corollary 2.1.1, for any r ≥ 2, the existence of an algebra
with growth function equivalent to nr can be shown (see, for example, [KL00]). For
1 < r < 2 the existence problem was open until Bergman [Ber78a] showed that no
algebras exist whose Gelfand-Kirillov dimension belongs to this open interval.
Theorem 2.1.3. (Bergman’s Gap Theorem) For 1 < r < 2, there do not exist an
algebra whose growth function is equivalent to nr.
Proof. See [KL00, Ufn82]
Definition 2.1.4. For an algebra A with finite generating set S, the exponential
growth rate of A with respect to S is
ωS,A = lim
n→∞
n
√
γS,A(n).
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By submultiplicative property of γS,A(n) (i.e. γS,A(n + m) ≤ γS,A(n)γS,A(m)), this
limit always exists (See [Smi76]).
Remark 2.1.5. Let γS,A and γS′,A be the growth functions of an algebra A with
respect to the generating sets S and S ′, respectively and let ωS,A and ωS′,A be the
corresponding exponential growth rates.
(i) If A is infinite dimensional, then ωS,A ≥ 1.
(ii) ω−1S,A is the radius of convergence of the growth series FS,A(z).
(iii) ωS,A > 1 implies ωS′,A > 1.
Proposition 2.1.2. A finitely generated algebra A with generating set S has subex-
ponential growth if and only if ωS,A = 1.
Proof. If A has subexponential growth , then for any  > 0, γS,A(n)  (1 + )n which
implies ωS,A ≤ 1 + . Hence ωS,A = 1. If A has exponential growth then there exists
 > 0 such that γS,A(n) % (1 + )n. Thus ωS,A ≥ 1 + .
2.2 Finitely Presented Graded Algebras
A presentation of an algebra A over a field k is a pair consisting of a free algebra
F with generating set (xi)i∈I and a homomorphism Π of F onto A. A family (fj)j∈J
in F which generates Ker(Π) as an ideal (thus Ker(Π) consists of polynomials of the
form g =
∑
j∈J
cjgjfjgj
′ for cj ∈ k, and gj, gj ′ ∈ F ). One denotes such a presentation
by
A = 〈(xi)i∈I | (fj = 0)j∈J〉.
A is said to be the algebra generated by {xi}i∈I with the set of relations {fj = 0}j∈J .
A finite presentation is one for which the sets I and J are finite; an algebra is called
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finitely presented if it has a finite presentation.
A grading A = {Ai}∞i=0 of the k-algebra A is a sequence of k-subspaces Ai of A such
that
A =
∞⊕
i=0
Ai and AiAj ⊂ Ai+j for all i, j ∈ N ∪ {0}.
An algebra with a grading A is called A-graded or simply graded. If each Ai is finite
dimensional, then it is called finitely graded. Throughout this dissertation, we will
be working with only the algebras which are finitely graded and assume that the zero
component is k (This condition is usually called the connectedness of the algebra).
Let F be the free algebra of finite rank. There exists a grading T = {Ti}∞i=0 such
that
F = T0 ⊕ T1 ⊕ . . .⊕ Tn ⊕ . . . .
Then every u ∈ F can be written uniquely as a sum
u = u0 + u1 + . . .+ uk where ui ∈ Ti.
The elements of Ti are said to be homogeneous of degree i. The degree of a homo-
geneous element f is denoted by deg(f). Let R be a set of non-zero homogeneous
polynomials f1, f2, . . . such that 1 ≤ deg(fi) ≤ deg(fi+1) and such that the number
of polynomials of degree n is finite for any n. For the ideal I generated by f1, f2, . . .,
we can form the factor algebra A = F/I. If r = u1 + u2 + . . . + un ∈ I, ui ∈ Ti,
then each ui ∈ I, since I is generated by homogeneous polynomials. For the factor
algebra A = F/I,
v1 + . . .+ vs + I = w1 + . . .+ wt + I, vi, wi ∈ Ti
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implies vi + I = wi + I for each i. Hence A = A0 ⊕ A1 ⊕ . . . ⊕ An ⊕ . . . , where
An = Tn/Tn ∩ I and it is easily verified that AiAj ⊂ Ai+j. So, A is a graded algebra
inheriting the grading of F . On the other side, for a given graded algebra A, in
the light of uniqueness of decomposition into the corresponding components in A, if
u = 0 is a relation in A, then every homogeneous summand un of u will also be a
relation: un = 0. Therefore, in a graded algebra all the defining relations may be
considered homogeneous.
Definition 2.2.1. A = {Ai}∞i=0 is called a natural graduation if the degree of a
monomial coincides with the length of this monomial.
Lemma 2.2.1. Let A be a finitely generated k-algebra with finite grading A =
{Ai}∞i=0. Then δA(n) ∼ dimk(An).
Proof. Let S be a finite generating set of A. Since A =
⊕∞
i=0Ai, there exists a
positive integer m such that
S ⊂ A0 ⊕ A1 ⊕ . . .⊕ Am.
Let S ′ be the basis of A0 ⊕ A1 ⊕ . . .⊕ Am. Thus we can take S ′ as a generating set
of A and
A(S ′, n) = A0 ⊕ A1 ⊕ . . .⊕ Amn
this means that
γS′,A(n) = dimk(A0 ⊕ A1 ⊕ . . .⊕ Amn) =
mn∑
i=0
dimk(Ai).
and,
δS′,A(n) = γS′,A(n)− γS′,A(n− 1) =
mn∑
i=m(n−1)
dimk(Ai).
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We get
dimk(Amn) ≤ δS′,A(n) ≤ m dimk(Amn)
hence
δA(n) ∼ dimk(An).
In view of Lemma 2.2.1, we can define the spherical growth series of a graded
algebra A =
⊕∞
n=0An as
HA(z) =
∞∑
n=0
dimk(An)z
n
which is also called the Hilbert series of the algebra A.
For a while, it was conjectured that any finitely presented graded algebra should
have a rational Hilbert series. However this conjecture was disproved by Shearer
[She80], who produced a graded algebra with 11 generators and 77 relations which
has a non-rational Hilbert series. The following theorem shows that why this is an
interesting question.
Theorem 2.2.1. If the algebra A has rational Hilbert series, then A has exponential
or polynomial growth.
Proof. See [Sta97, Theorem 4.1.1].
It follows from Theorem 2.2.1 that an algebra of intermediate growth cannot have
rational Hilbert series. This enables to provide more examples having non-rational
Hilbert series. We consider them in the following sections.
2.3 Bergman’s Diamond Lemma
In this section we describe how to construct a basis for associative algebras. The
first results on bases of algebras appeared in the context of Lie algebras in papers
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of A.I. Shirshov [Sˇir62]. For the associative case, a source is a paper by L. A.
Bokut [Bok76]. In this section, we state and prove the Bergman’s Diamond Lemma
[Ber78b] which is also called the lemma on composition in many sources (see for
example [Ufn90]).
Let 〈X〉 denote the monoid generated by the set X and k〈X〉 the free associative
algebra generated by X over k. Suppose that R is a set of relations of the form u = P
where u ∈ 〈X〉 and P ∈ k 〈X〉. When the directions of the elements in R are taken
into account, R is called a rewriting system and a relation u = P is called a reduction
denoted by u → P . For v, w ∈ k〈X〉, we write v → w if v = v1uv2, w = v1Pv2 for
some reduction u→ P in R and v1, v2 ∈ k 〈X〉. Reflexive and transitive closure of→
is denoted by
∗−→. For v, w ∈ k〈X〉, v ∗−→ w if there exist v1, . . . , vn ∈ k 〈X〉 such that
v → v1 → · · · → vn → w. A semigroup partial ordering on 〈X〉 (a partial order ≤
such that B ≤ B′ implies ABC ≤ AB′C for A,B,B′, C ∈ 〈X〉) is called compatible
with R if P is a linear combination of monomials < u for any u → P in R. An
element f ∈ k 〈X〉 is called irreducible if every reduction leaves it unchanged. If R
is Noetherian (i.e., there is no infinite sequence v1 → v2 → . . . ) and confluent (i.e.,
for any f, g, h ∈ k 〈X〉 such that f ∗−→ g and f ∗−→ h there exists w ∈ k 〈X〉 such that
g
∗−→ w and h ∗−→ w ), then R is called a complete rewriting system. If R is a complete
rewriting system then for any f ∈ k 〈X〉, there exists a unique irreducible element
a ∈ k 〈X〉 such that f ∗−→ a. It is called the irreducible form (or normal form) of
f and is denoted by firr. One can observe that irreducible forms of k 〈X〉 form a
k-submodule which we denote by k〈X〉irr. For f ∈ 〈X〉, there may exist more than
one reduction that can be applied to f . We call them ambiguities and define possible
ambiguities that may appear in 〈X〉 as follows : Let RL be the set of left-hand sides
of the rules from R,
RL = {u ∈ 〈X〉 | u→ P ∈ R}.
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There are two types of ambiguities:
(1) overlap ambiguities : a = ABC ∈ 〈X〉, where AB, BC ∈ RL.
(2) inclusion ambiguities : a = ABC for some A,B,C ∈ 〈X〉 and ABC, B ∈ RL.
Suppose AB → P1 and BC → P2 (ABC → P1 and B → P2, respectively) if there
exist w ∈ k 〈X〉 such that P1C ∗−→ w and AP2 ∗−→ w (P1 ∗−→ w and AP2C ∗−→ w,
respectively), the overlap (the inclusion, respectively) ambiguity is called resolvable.
Theorem 2.3.1. [Ber78b, Theorem 1.2] Let R be a Noetherian rewriting system
for a free associative algebra k 〈X〉, and ≤ a semigroup partial ordering on 〈X〉,
compatible with R. Then the following conditions are equivalent:
(a) All ambiguities of R are resolvable.
(b) R is a complete rewriting system.
(c) If I is a two-sided ideal generated by {u−P | u→ P ∈ R}, the set of irreducible
monomials of 〈X〉 forms a k-basis for the associative algebra A = k 〈X〉 /I.
Proof. It is clear that (b) implies (a). Since R is Noetherian, every element in k〈X〉
goes to an irreducible element. To show that (a) implies (b), it suffices to prove
the uniqueness of the irreducible form for f ∈ k〈X〉. Note that f has a unique
irreducible form if and only if every monomial that appears in the decomposition of
f has a unique irreducible form. So, without loss of generality we can assume that
f ∈ 〈X〉. Suppose that any monomial less than f with respect to the semigroup
partial ordering ≤ has a unique irreducible form.
Case 1. If there is no ambiguity in the presentation of f , f is of the following form
A1u1A2u2 . . . AnunAn+1,
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where ui ∈ RL and Ai is irreducible for i ∈ {1, 2, . . . , n+ 1}.
f → A1u1A2u2 . . . AiPi . . . AnunAn+1
for any i ∈ {1, . . . , n}. Since A1u1A2u2 . . . AiPi . . . AnunAn+1 < f , it has a unique
irreducible form a and a is also irreducible form of f . For any i ∈ {1, . . . , n}, we
have
A1u1A2u2 . . . AiPi . . . AnunAn+1
∗−→ A1P1A2P2 . . . AiPi . . . AnPnAn+1
and this implies
A1P1A2P2 . . . AiPi . . . AnPnAn+1
∗−→ a.
So, a is the unique irreducible form of f .
Case 2. Let f = LABCM where A,B,C, L,M ∈ 〈X〉 and AB → P1, BC →
P2 ∈ R (ABC → P1, B → P2 ∈ R, respectively). Since all the ambiguities are
resolvable, there exists d ∈ k〈X〉 such that LP1CM ∗−→ LdM and LAP2M ∗−→ LdM
(LP1M
∗−→ LdM and LAP2CM ∗−→ LdM , respectively). Since LdM < f , it has a
unique irreducible form a which is also irreducible form of f . By the same reason as
in Case 1, a is the unique irreducible form for f . Now, we can prove that (b) implies
(c). Define a map ϕ from k〈X〉 onto k〈X〉irr :
ϕ : k〈X〉 → k〈X〉irr
f 7→ firr
Since every element of k 〈X〉 has a unique irreducible form, ϕ is well-defined. If
15
ϕ(f) = 0 then there exists f1, f2, . . . , fn ∈ k 〈X〉 such that
f → f1 → f2 · · · → fn = 0
This implies that f − f1, f1 − f2, . . . , fn−1 − fn ∈ I and so
(f − f1) + . . .+ (fn−1 − fn) = x ∈ I and Ker(ϕ) ⊂ I.
If f is an element of I then it is a k-linear combination of the elements of the form
A(u − P )B for (u, P ) ∈ R and A,B ∈ k〈X〉 and ϕ(A(u − P )B) = ϕ(AuB) −
ϕ(APB) = 0 (since R is confluent, AuB and aPB go to the same irreducible form).
Hence, I ⊂ Ker(ϕ) and we have k 〈X〉 /I ∼= k〈X〉irr. We can identify k〈X〉/I with
the k-module k〈X〉irr, made a k-algebra by the multiplication a · b = (ab)irr. So
(b) implies (c). Assume (c) is true and f ∈ k〈X〉 can be reduced to two different
elements b and b′ in k 〈X〉irr. Then b− b′ ∈ k 〈X〉irr ∩ I = {0}. This shows that (c)
implies (b) and completes the proof of Theorem 2.3.1.
For a rewriting system R, we denote the set of irreducible monomials (or words)
by Irr(R) and define the growth function γIrr(R)(n) of Irr(R) as the number of
irreducible words of length not greater than n.
Corollary 2.3.1. Let R be the rewriting system and A be the associative k-algebra
defined in Theorem 2.3.1. Then the growth γA of A is equivalent to the growth γIrr(R)
of Irr(R).
Proposition 2.3.1. If R is a finite complete rewriting system, then the growth func-
tion of Irr(R) is exponential or polynomial.
Proof. See [Ufn82].
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Definition 2.3.1. An algebra A is called a monomial algebra if it has a presentation
such that all the relations are of the form u = 0 for a monomial u ∈ A.
Corollary 2.3.2. Finitely presented monomial algebras have exponential or polyno-
mial growth.
Proof. It follows from Proposition 2.3.1 and that the fact set of relations of the form
u→ 0 forms a complete rewriting system for the algebra.
2.3.1 The Knuth-Bendix Algorithm
We are looking for a procedure to produce a complete rewriting system R˜ for
a given rewriting system R such that the algebras associated with R and R˜ as in
Theorem 2.3.1 are the same. We refer to [ECH+92] which presents a suitable version
of the general Knuth-Bendix Algorithm initially appeared in [KB70].
Let X be a finite alphabet, R a finite rewriting system consisting of reductions of
the form u→ v for u, v ∈ 〈X〉 and 4 a semigroup partial ordering on X compatible
with R. We construct a sequence of finite sets of reductions Ri, for each i ≥ 0, by
induction. We take R0 = R and to get Ri+1 from Ri, we add reductions to make up
for failures of the ambiguities. More precisely, for each pair of reductions in R, we
check for the following situations: For A,B,C, P1, P2 ∈ 〈X〉,
(i) Overlap ambiguity: If AB → P1 and BC → P2, we can reduce ABC in two
different ways:
ABC
↙ ↘
P1C AP2
If P1C 6= AP2, we add either P1C → AP2 or AP2 → P1C depending on which
word is smaller.
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(ii) Inclusion ambiguity: If ABC → P1 and B → P2, we can reduce ABC in two
different ways:
ABC
↙ ↘
P1 AP2C
Once again, if P1 6= AP2C, we add either P1 → AP2C or AP2C → P1.
In rare cases, the procedure stops with a finite set of reductions. Clearly,
〈X | u = v, u→ v ∈ R0〉 = 〈X | u = v, u→ v ∈ Ri〉
for all i, because we are adding relations whose sides are already related.
Example 2.3.1. Let X = {a, b, c} and ≺ be the shortlex order on 〈X〉 based on
the order a ≺ b ≺ c on X. Let R be a rewriting system consisting of the following
reductions
aba→ 0 acc→ 0
abc→ 0 b2a→ ab2
cba→ 0 b2c→ aca
cbc→ 0
R is Noetherian and ≺ is compatible with R. Take R = R0 and apply the Knuth-
Bentix algorithm: The only ambiguity in R0 whose right hand sides are not equal
is
b2acc
↙ ↘
a2cac 0
so, R1 = R0 ∪ {a2cac→ 0}. By repeating the same procedure on R1, we see that we
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have the ambiguity
b2a2cac
↙ ↘
a3ca2c 0
and after repeating the same argument n times we get Rn = R0 ∪
n⋃
i=1
{ai+1caic→ 0}.
So n→∞, we get
R∞ = R0 ∪
∞⋃
n=1
{an+1canc→ 0}.
R∞ forms a complete rewriting system. In Chapter 3, we will see that the algebra
associated with this rewriting system has intermediate growth of type [e
√
n].
2.4 Lie Algebras and their Universal Enveloping Algebras
A Lie algebra over a field k is a vector space with a bilinear operation [·, ·] :
L× L→ L satisfying the identities
(i) [x, x] = 0,
(ii) [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0
for all x, y, z ∈ L. The element [x, y] is called the Lie bracket of x and y. (ii) is
called the Jacobi identity. Bilinearity and (i) together imply the anti-symmetry of
the bracket:
(iii) [x, y] = −[y, x] for all x, y ∈ L.
Let M be an associative algebra over k. For all x, y ∈M , we define
[x, y] = xy − yx.
This element is called the commutator of x and y. Let [M ] denote the k-module
M with the operation [x, y] = xy − yx. It is easily verified that (x, y) → [x, y] is a
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bilinear operation and satisfies the identities (i) and (ii). So [M ] with the bracket
[x, y] = xy − yx forms a Lie algebra over k. We call [M ] the Lie algebra associated
with M . A k-linear map σ from a Lie algebra L into [M ] satisfying
σ([x, y]) = σ(x)σ(y)− σ(y)σ(x) for x, y ∈ L (2.1)
is a Lie algebra homomorphism.
Definition 2.4.1. Let L be a Lie algebra over k, TL the tensor algebra of the
vector space L over k and I the two sided ideal of TL generated by the tensors
x ⊗ y − y ⊗ x − [x, y] for x, y ∈ L. The associative algebra U(L) = TL/I is called
the universal enveloping algebra of L. The canonical map of L into U(L) is defined
as the restriction to L of the canonical map of TL onto U(L).
The following proposition shows the universal property of U(L).
Proposition 2.4.1. For any associative algebra M and a Lie algebra homomorphism
f : L→ [M ] there exists a unique Lie algebra homomorphism g : [U(L)]→ [M ] such
that f = gσ where σ is the canonical map of L into U(L).
L
f
>M
U(L)
σ
∨ ∃!g.......
....
....
....>
Proof. Let σ′ be the canonical map of L into TL then there exists a unique homo-
morphism g′ of TL into M , mapping one-to-one, such that f = g′σ′. Then, for
x, y ∈ L
σ′(x⊗ y − y ⊗ x− [x, y]) = f(x)f(y)− f(y)f(x)− f([x, y])
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hence g′ = 0 on I and we can pass to a homomorphism g of U(L) into M such
that f = gσ. The uniqueness of g is immediate since σ(L) generates the algebra
U(L).
Proposition 2.4.2. ([Bou89]) Let J be an ideal of a Lie algebra L and σ denote the
canonical map of L into U(L). If R is the ideal of U(L) generated by σ(J), then
U(L/J) ∼= U(L)/R
Proof. Let p be the canonical homomorphism of L onto L/J . We need to show that
the homomorphism p˜ : U(L) → U(L/J). defined canonically by p is surjective and
its kernel is R. Let σ˜ denote the canonical map of L/J into U(L/J). Then the
commutative diagram
L
p
> L/J
U(L)
σ
∨
......
p˜
> U(L/J)
σ˜
∨
p˜ ◦ σ = σ′ ◦ p shows that σ(J) ⊆ Ker(σ˜), hence R ⊆ Ker(σ˜). Let Ψ be the
canonical homomorphism of U(L) onto U(L)/R. Since R ⊆ Ker(σ˜), there exists a
homomorphism Φ from U(L)/R into U(L/J).
L
p
> L/J
U(L)
σ
∨
Ψ
> U(L)/R
θ
∨
........
Φ
> U(L/J)
σ˜
>
Since Ψ ◦ σ(J) = 0, we define a Lie algebra homomorphism θ of L/J into U(L)/R
such that
θ ◦ p = Ψ ◦ σ
Φ ◦ θ ◦ p = σ˜ ◦ p = Φ ◦Ψ ◦ σ.
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By the universal property of U(L/J) there exists a unique homomorphism Φ′ of
U(L/J) into U(L)/R such that
θ = Φ′ ◦ σ˜.
We get
Φ′ ◦ Φ ◦ θ = Φ′ ◦ σ˜ = θ
and,
Φ ◦ Φ′ ◦ σ˜ = Φ ◦ θ = σ˜.
Hence Φ ◦Φ′ and Φ′ ◦Φ are the identity maps of U(L)/R and U(L/J), respectively.
And this imply that U(L/J) ∼= U(L)/R.
Corollary 2.4.1. If L is a finitely presented Lie Algebra then its enveloping algebra
is also finitely presented.
2.4.1 Growth of Lie Algebras and Universal Enveloping Algebras
Let k be a field and X a non-empty set. The free groupoid Γ(X) on X is the
set of all non-associative monomials over X. Given u, v ∈ Γ(X), their product is
denoted by [u, v]. We introduce a free k-module with basis Γ(X) and denote it by
F (X). For the elements f =
∑
ui∈Γ(X) ciui and g =
∑
vi∈Γ(X) c
′
ivi of F (X), we set
[f, g] =
∑
ui,vj∈Γ(X) cic
′
j[ui, vj] and F (X) becomes a k-algebra with basis Γ(X). Let
I be the ideal of F (X) generated by the elements of the form [x, x] and [x, [y, z]] +
[y, [z, x]] + [z, [x, y]] where x, y, z ∈ F (X). The Free Lie algebra with generating
set X is the quotient algebra F(X) = F (X)/I. F (X) has a direct decomposition
as F (X) =
⊕∞
n=0 Fn(X) where Fn(X) is the vector space spanned by monomials
of length n in Γ(X) and the elements of I are homogenous with respect to this
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composition. So F(X) forms a graded algebra.
F(X) =
⊕
Fn(X) where Fn(X) = Fn(X)/(Fn(X) ∩ I).
An explicit form of a basis of a free Lie algebra (Hall’s basis) is given by M. Hall
[Hal50]. A.I. Shirshov has given different constructions of bases of free Lie algebras
in [Sˇir58, Sˇir62].
If |X| = m ≥ 2 (m is finite) then the growth of the free Lie algebra generated by
X is exponential. More precisely, it follows from the classical Witt’s formula the
dimension of the nth homogeneous component Fn(X) of F(X) satisfies:
dimk(Fn(X)) =
1
n
∑
d|n
µ(d)m
n
d ∼ 1
n
mn
where µ is the Mo¨bius function [Bah87].
Let L = 〈x1, . . . , xm | f1 = 0, . . . fr = 0〉 be a Lie algebra. fi’s are elements of a
free Lie algebra i.e., each of them is a linear combination of monomials. Proposition
2.4.2 implies that the associative algebra with identical set of generators and defining
relations, where the commutators are thought as in the sense [x, y] = xy − yx is the
universal enveloping algebra of L. For instance, the universal enveloping algebra of
a free Lie algebra is a free associative algebra, while the universal enveloping algebra
of an abelian Lie algebra (i.e., a Lie algebra with zero bracket) is a free commutative
algebra. Moreover, knowing a basis of a Lie algebra one can find a basis of its
universal enveloping algebra:
Theorem 2.4.1 (Po´incare-Birkhoff-Witt Theorem). If {e1, e2, . . . } is a basis of the
Lie algebra L, then a basis of U(L) is made up of the products of the form ei1ei2 . . . eik ,
where i1 ≤ i2 ≤ . . . and k ≥ 1.
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Proof. [Ber78b] Given a field k and a Lie algebra L over k with basis B = {e1, e2, . . .},
we can form the free associative algebra k〈B〉 generated by B. L can be identified as
a free k-submodule of k〈B〉 spanned by B and the universal enveloping algebra U(L)
of L corresponds to the quotient algebra k〈B〉/I where I is the ideal generated by
the elements xy − yx− [x, y] for x, y ∈ L. By the bilinearity and the anti-symmetry
of the Lie bracket, the ideal I will be generated by the elements eiej − ejei − [ei, ej]
for ei, ej ∈ B. Let ≤ be the shortlex ordering on 〈B〉 such that e1 < e2 < . . ., and
R be the rewriting system on k〈B〉 consisting of the reductions ejei → eiej − [ei, ej]
for all ei, ej ∈ B where i < j. Then the algebra associated with R is U(L). It can
be easily verified that < is a semigroup partial order on B which is compatible with
B and Noetherian. If we can show that all the ambiguities in R are resolvable then
Theorem 2.3.1 implies that the set of irreducible words Irr(R) with respect to R
forms a basis for U(L). The ambiguities of R are precisely
↗ ekeiej − ek[ei, ej] = A
ekejei
↘ ejekei − [ej, ek]ei = B
for i < j < k and we have
ekeiej → eiekej − [ei, ek]ej → eiejek − ei[ej, ek]− [ei, ek]ej,
ejekei → ejeiek − ej[ei, ek]→ eiejek − [ei, ej]ek − ej[ei, ek].
So
A→ eiejek − ei[ej, ek]− [ei, ek]ej − ek[ei, ej],
B → eiejek − [ei, ej]ek − ej[ei, ek]− [ej, ek]ei.
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By Jacobi identity, we have
A−B = ([ei, ej]ek − ek[ei, ej]) + (ej[ei, ek]− [ei, ek]ej) + ([ej, ek]ei − ei[ej, ek]) = 0.
So all the ambiguities are resolvable with respect to < and
Irr(R) = {ei1ei2 . . . eik | i1 < ik < . . . < ik, k ≥ 1}
forms a basis for U(L).
Observe that if L =
⊕
Ln is a graded Lie algebra such that all the components are
finite dimensional then its universal enveloping algebra is also graded with the same
graduation and by Po´incare-Birkhoff-Witt Theorem we have the following relation
between the Hilbert series of L and U(L):
Corollary 2.4.2. If L =
⊕
Ln is a graded Lie algebra such that all the components
are finite dimensional, then
∞∑
n=0
bnt
n =
∞∏
n=1
(1− tn)−an (2.2)
where an := dimk(Ln) and bn :=number of monomials of degree n in U(L).
Proposition 2.4.3. If an and bn are related by 2.2 and an ∼ nd for some d > 0,
then bn ∼ en
d+1
d+2
.
Proof. See for example [Ber83, Pet93, BG00].
Corollary 2.4.3. If a Lie algebra L grows polynomially then its universal enveloping
algebra U(L) has intermediate growth. In particular, if L has linear growth then U(L)
has growth of type [e
√
n].
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2.5 Semidirect Product of Lie Algebras
This section is based on first chapter of [Bah87].
Let L be a Lie algebra over a field k. Then a derivation of L is a k-linear map
D : L→ L such that it obeys the Leibniz rule:
D([x, y]) = [Dx, y] + [x,Dy], for any x, y ∈ L.
The set of all derivations of L is denoted by Derk(L). Given δ1, δ2 ∈ Derk(L),
x, y ∈ L, we have
[δ1, δ2]([x, y]) = (δ1δ2 − δ2δ1)[x, y]
= δ1([δ2x, y]− [x, δ2y])− δ2([δ1x, y]− [x, δ1y])
= [δ1δ2x, y]− [δ2x, δ1y]− [δ1x, δ2y] + [x, δ1δ2y]
− [δ2δ1x, y] + [δ1x, δ2y] + [δ2x, δ1y]− [x, δ2δ1y]
= [δ1δ2 − δ2δ1x, y] + [x, δ1δ2 − δ2δ1y]
= [[δ1, δ2](x), y] + [x, [δ1, δ2](y)].
So [δ1, δ2] ∈ Derk(L). It can be verified that Derk(L) is a Lie algebra over k. For
x ∈ L, let adx denote the endomorphism of k-module L whose value on an element
y ∈ L is given by
adx(y) = [y, x].
Since L is a Lie algebra, we have
adx([y, z]) = [[y, z], x] = [[y, x], z] + [y, [z, x]]
= [adx(y), z] + [y, adx(z)].
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So adx is a derivation and it is called an inner derivation determined by x. The
set of all inner derivations of L is denoted by ad L. There is a natural mapping
ad : L→ Derk(L) that sends x ∈ L to the inner derivation adx determined by x. It
is obvious that ad is a homomorphism of k-modules.
Let B and T be Lie algebras over the same field k. Assume that there is given a
homomorphism ϕ of T into the derivation algebra Derk(B) of B. Let W be the set
of all elements of the form b+ t, b ∈ B, t ∈ T with scalar multiplication given by
λ(b+ t) = λb+ t for λ ∈ k.
It is clear that W is a k-module. It can be verified that W becomes a Lie algebra if
we define the bracket as follows: For b1, b2 ∈ B, t1, t2 ∈ T ,
[b1 + t1, b2 + t2] = [b1, b2] + ϕ(t2)b1 − ϕ(t1)b2 + [t1, t2]
and W is called the semidirect product of B and T corresponding to ϕ. We denote
it by B oϕ T . In the case where ϕ is the zero map, we get the direct product of B
by T . If ϕ(t) for any t ∈ T is the restriction to B of the inner derivation adt, then
B can be seen as a right T -module and the Lie algebra W is the split extension B]T
of B by T .
2.6 Codes and Their Growth
Let A = {a1, . . . , ar} be a finite alphabet of cardinality r ≥ 2. A formal language
over A is a subset of the set A∗ of all words over A. Here, we study a special types of
formal languages which are called (free) codes. Our exposition borrows from [BP85].
Definition 2.6.1. A nonempty subset X of A∗ is called a (free) code if for any
n,m ≥ 1 and x1, . . . , xn, x′1, . . . , x′m ∈ X, x1 . . . xn = x′1 . . . x′m implies n = m and
27
xi = x
′
i for i ∈ 1, . . . , n i.e., the monoid M = 〈X〉 generated by X is free.
Example 2.6.1. For the alphabet A = {a, b}, L = {aa, baa, ba} is a code, but
K = {a, ab, ba} is not a code since w = aba ∈ K∗ has two different decompositions:
w = aba = (ab)a = a(ba).
In general, it is not easy to verify that a given set of words is a code. The book
[BP85, I.3] contains a systematic study of the computations required to test that a set
of words forms a code. We are interested in various types of codes and examine their
asymptotic properties related to different areas of mathematics. Unless otherwise
indicated, we assume that codes do not contain the empty word ∅.
Definition 2.6.2. A subset K ⊂ A∗ is said to be prefix (resp. suffix) if no element
of K is a prefix (resp. suffix) of another element in K and it is said to be biprefix if
it is both prefix and suffix.
Lemma 2.6.1. A prefix (resp. suffix) set different from {∅} is a code. Such a code
is called a prefix code (resp. suffix code).
Proof. Let x1, . . . , xn, x
′
1, . . . , x
′
m be elements of the prefix set K and let x1 . . . xn =
x′1 . . . x
′
m. Assume that i is the smallest number such that xi 6= x′i then either xi is
a proper prefix of x′i or x
′
i is a proper prefix of xi. But this contradicts that K is a
prefix set. Similarly, a suffix set forms a code.
Let us consider the following properties for K ⊂ A∗ :
(∗) For any u ∈ K, no proper prefix of u is a suffix of another word v ∈ K.
(∗′) For any u ∈ K, no prefix of u is a suffix of another word v ∈ K.
(∗∗) For any u ∈ K, u is not a subword of another word v ∈ K.
28
Definition 2.6.3. Let K be a subset of A∗
• K is called a Markov code if it has property (∗).
• K is called a weak S-code if it has property (∗′).
• K is called an S-code if it satisfies (∗) and (∗∗).
We have the following hierarchy among the different types of codes:
Proposition 2.6.1.
Codes
|
Prefix codes
upslope 
Markov codes Biprefix codes
 upslope
Weak S-codes
|
S-codes
and all the inclusions are strict.
Proof. Note that a set satisfying any of the properties (∗), (∗′), (∗∗) is a prefix code.
It is clear that (∗′) is a stronger property than (∗) and a code satisfying (∗′) is suffix.
Thus weak S-codes are biprefix Markov codes. Since (∗) and (∗∗) imply (∗′), S-
codes are weak S-codes. So, the hierarchy among the codes is as given in the above
diagram. The code L = {abc, bc} forms a Markov code but it is not biprefix (since
it is not suffix), so it is not a weak S-code. T = {abc, b} is an example of a weak
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S-code which is not an S-code. Also, F = {a, ab} is a free code which is not a code.
So all the inclusions in the diagram are strict.
The length of a word w is defined as the number of letters in it and denoted
by |w|. A code consisting of words of identical length is called a block code. For
instance L = {aibj | 1 ≤ i ≤ r, 1 ≤ j ≤ s} is a block S-code over an alphabet
A = {a1, . . . , ar, b1, . . . , bs} where r, s ≥ 1}.
Definition 2.6.4. A code (resp. prefix code, Markov code, weak S-code, S-code) X
over an alphabet A is called a maximal code (resp. prefix code, Markov code, weak
S-code, S-code) if X is not properly contained in any other code of the same type
over A, that is if X ⊂ X ′, where X ′ is a code (resp. prefix code, Markov code, weak
S-code, S-code) over A then X = X ′.
Example 2.6.2. Let A = {a0, a1, . . . , ar−1} be an alphabet where r ≥ 2. The set
K = {a1 a0 . . . a0︸ ︷︷ ︸
l1
, a2 a0 . . . a0︸ ︷︷ ︸
l2
, . . . , ar−1 a0 . . . a0︸ ︷︷ ︸
lr−1
| li ≥ 0, i ∈ {1, . . . , r − 1}} is a
maximal S-code. It is called a canonical code
Proposition 2.6.2. Any code (resp. prefix code, Markov code, weak S-code, S-
code) over A is contained in some maximal code (resp. prefix code, Markov code,
weak S-code, S-code) over A.
Proof. Follows from Zorn’s Lemma.
Proposition 2.6.3. Every finite prefix code over a finite alphabet is contained in a
maximal finite prefix code.
Proof. Let L be a finite prefix code over a finite alphabet A andm = max{|l| | l ∈ L}.
Assume that L is not a maximal prefix code and a word w ∈ A∗ is the shortest word
such that L ∪ {w} is a prefix code. If |w| > m, then for the prefix w′ of w of length
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m, L ∪ {w′} is not a prefix code by the choice of w. This implies that w′ has a
prefix which is in L , so does w. Hence |w| ≤ m. Since there are only finitely many
elements of length ≤ m, by adding finitely many words to L, we get a maximal prefix
code.
In view of Proposition 2.6.2 and the hierarchy among the code types given in
Proposition 2.6.1, the analogue of Proposition 2.6.3 can be obtained for biprefix
codes, Markov codes, weak S-codes and S-codes. But it is not true for codes in
general. In [BP85, Example I.5.6], it is shown that any maximal code containing the
code X = {a5, ba2, ab, b} is infinite.
As we defined the growth of finitely generated algebras, we can define the growth
of codes. For a finite alphabet A and a code K over A, the following functions:
δK(n) = |{w ∈ K | |w| = n}|
γK(n) = |{w ∈ K | |w| ≤ n}|
are called the spherical growth function and growth function of K, respectively. It is
clear that 1 ≤ δK(n) ≤ rn for a code K over an alphabet of cardinality r.
The following are the examples of infinite S-codes of different growth types. For
A = {a0, . . . , ar−1}, where r ≥ 4,
• I = {a0an11 . . . anr−2r−2 ar−1 | ni ∈ N} is an S-code with polynomial growth function
δI(n) =
(
n+r−5
r−3
) ∼ nr−3 for n ≥ 2.
• L = {a0war−1 | w ∈ {a1, . . . , ar−2}∗} has exponential growth. The spherical
growth function of L is δL(n) = (r − 2)(n−2) for n ≥ 2.
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• K = {a0wa3 | w = an11 a2an21 a2 . . . a2ank1 a2, ni, k ∈ N} forms an S-code over
{a0, a1, a2, a3} whose spherical growth function is δK(n) = p(n − 2), n ≥ 2
where p(n) is the number of partitions if n. The asymptotic expression for
p(n) is given by
1
4n
√
3
epi
√
2n
3 as n→∞ which implies that K has intermediate
growth.
The spherical growth series FL and the growth series F˜L of a code L are defined as
FL(t) = 1 +
∑∞
n=1 δL(n)t
n and F˜L(t) = 1 +
∑∞
n=1 γL(n)t
n, respectively. The relation
between FL(t) and F˜L(t) is as follows
F˜L(t) = (1− t)FL(t).
By Theorem 2.2.1, we know that a code with rational growth series has polynomial
or exponential growth.
2.7 Bernoulli Measures and Codes
This section is based on [BP85, I.4]. We give preliminaries about the Bernoulli
measures and codes. Later, we will also consider Bernoulli measures on subshifts of
the Bernoulli schemes.
A Bernoulli measure on A∗ is a monoid morphism pi from A∗ into the multiplica-
tive monoid R+ of nonnegative real numbers which satisfies
∑
a∈A
pi(a) = 1 and pi(a) >
0 for all a ∈ A. It follows from the definition that pi(∅) = 1 and ∑u∈An pi(u) =
1, n ≥ 1 where ∅ is the empty word and An denotes the set of words of length n over
A . Thus pi defines a probability measure on each An.
pi can be extended to the set of all subsets of A∗ by setting for X ⊂ A∗
pi(X) =
∑
x∈X
pi(x)
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Obviously, pi(X) ≥ 0 and for any family of {Xi}i∈I of subsets of A∗
pi(
⋃
i∈I
Xi) ≤
∑
i∈I
pi(Xi)
and the equality holds if and only if the sets are pairwise disjoint. The value pi(X)
is called the measure of the set X with respect to pi. If X, Y ⊂ A∗ and
XY =
⋃
x∈X
⋃
y∈Y
{xy}
then
pi(XY ) ≤
∑
x∈X
∑
y∈Y
pi(x)pi(y) = pi(X)pi(Y ).
The following lemma shows that equality holds for codes.
Lemma 2.7.1. [BP85, Proposition I.4.1] Let L be a code over A and pi be a Bernoulli
measure on A∗ then
pi(Ln) = pi(L)n for n ≥ 1 and pi(L∗) =
∑
n≥0
pi(L)n
Proof. For l1, l2 . . . , ln ∈ L, the function (l1, l2, . . . , ln) → l1l2 . . . ln is a bijection
from L× L× · · · × L︸ ︷︷ ︸
n
onto Ln. Thus pi(Ln) = pi(L)n and since (Ln)n≥0 are pairwise
disjoint, pi(L∗) =
∑
n≥0
pi(Ln).
Theorem 2.7.1. [BP85, Theorem I.4.2] Let L be a code over A. For any Bernoulli
measure pi on A∗, pi(L) ≤ 1.
Proof. For a code L, set for k ≥ 1, Lk = {l ∈ L | |l| ≤ k}. We first prove that
pi(Lk) ≤ 1 for any k. Lk ⊂ A∪A2 ∪ · · · ∪Ak implies that (Lk)n ⊂ A∪A2 ∪ · · · ∪Ank
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for any n ≥ 1. Thus pi((Lk)n) ≤ nk. If we assume that pi(Lk) > 1, then there exists
 > 0 such that pi(Lk) = 1 + . With Lemma 2.7.1, this implies
pi((Lk)
n) = (1 + )n
and we get (1 + )n ≤ kn, which is not possible. Hence pi(Lk) ≤ 1 and pi(L) =
sup
k≥0
pi(Lk) ≤ 1.
Corollary 2.7.1. Let L be a code over A. If there exists a positive Bernoulli measure
pi on A∗ such that pi(L) = 1, then L is a maximal code.
Corollary 2.7.2. Let L be a Markov code over an alphabet A such that L 6= A.
Then for any Bernoulli measure pi on A∗, pi(L) < 1.
Proof. In order to prove this, we show that any Markov code different from the
alphabet A is properly contained in a prefix code over A: Let L be a Markov code.
If it is a proper subset of A, we are done. So we can assume that there are elements
in L of length greater than 1. Let x ∈ A be the last letter of a word w ∈ L of length
|w| > 1. For any y ∈ A\{x}, xy overlaps with w, so xy /∈ L and there is no word in
L whose prefix is xy. Thus X ∪ {xy} forms a prefix code.
By Proposition 2.6.2 , we conclude that L is properly contained in a maximal code
and Corollary 2.7.1 implies that pi(L) < 1.
The following example shows that Corollary 2.7.2 does not hold for biprefix codes:
Example 2.7.1. Let A = {a, b} be an alphabet and |w|x denote the number of
x ∈ A appears in w. A word w is called a Dyck word if |w|a = |w|b and |w′|a > |w′|b
for any proper prefix w′ of w. The set D of Dyck words forms a biprefix code. In
[BP85, Example I.4.5], it is shown that there exists a Bernoulli measure pi on A∗
such that pi(X) = 1. By Corollary 2.7.1, this also implies that D is a maximal code.
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3. FINITELY PRESENTED QUADRATIC ALGEBRAS OF INTERMEDIATE
GROWTH*
3.1 Introduction
The results presented in this section are published in [Koc¸15]. An algebra defined
by quadratic relations is called quadratic. The class of quadratic algebras contains
a class of finitely presented algebras, called Koszul algebras (See [Fro¨99, BF85a] for
the definition). They play an important role in many studies. The main motivation
behind the results of this chapter is the following conjecture of A. Polishchuk and L.
Positselski [PP05].
Conjecture 1. The Hilbert series of a Koszul algebra A is a rational function and,
in particular, the growth of A is either polynomial or exponential.
In view of Conjecture 1, we ask the following question:
Question 1. Are there finitely presented quadratic algebras of intermediate growth?
The main aim of this chapter is to present examples of finitely presented quadratic
algebras of intermediate growth. In order to construct such examples, we first con-
sider the Kac-Moody algebra for the generalized Cartan matrix
 2 2
2 2
. This is a
graded Lie algebra of polynomial growth with natural graduation (i.e., generators of
the algebra are of degree 1). Next, we consider a suitable subalgebra and its universal
enveloping algebra.
*Finitely Presented Quadratic Algebras of Intermediate Growth, by Dilber Koc¸ak, Algebra and
Discrete Mathematics, 20(1):69-88, 2015, Copyright c©2015 Lugansk National Taras Shevchenko
University. Reprinted with the permission of Lugansk National Taras Shevchenko University.
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Theorem 3.1.1. Let U be the associative algebra with generators x, y and relations
x3y − 3x2yx+ 3xyx2 − yx3 = 0, y3x− 3y2xy + 3yxy2 − xy3 = 0. Then
(i) It is the universal enveloping algebra of a subalgebra of the the Kac-Moody
algebra for the generalized Cartan matrix A =
 2 −2
−2 2
.
(ii) U is a graded algebra with generators of degree 1.
(iii) It has intermediate growth of type e
√
n.
(iv) The Veronese subalgebra V4(U) of U is a quadratic algebra given by 14 gener-
ators and 96 quadratic relations and it has the same growth type with U .
In Section 3.2, we express the Veronese subalgebra of a graded algebra with
natural graduation to obtain a finitely presented quadratic algebra of the same growth
type. In Section 3.3 we consider a suitable subalgebra of Kac-Moody algebra. We
show that it is a finitely presented graded Lie algebra whose generators are of degree
1 and it has linear growth. In Section 3.4 we complete the proof of Theorem 3.1.1
and in Section 3.5 we give another example of a finitely presented associative algebra
A of intermediate growth related to the example of the monoid in [Kob95]. A has
the following presentation:
A = 〈a, b, c | b2a = ab2, b2c = aca, acc = 0, aba = 0, abc = 0, cba = 0, cbc = 0〉
We show that A has intermediate growth of type e
√
n and its Veronese subalgebra
V3(A) is an example of finitely presented quadratic algebras of intermediate growth.
An explicit presentation of the Veronese subalgebra V4(U) of the first construction
U as an example of a finitely presented quadratic algebra of intermediate growth is
given in Appendix.
36
3.2 The Veronese Subalgebra of an Associative Graded Algebra
Let A = k〈x1, . . . , xm〉 be the free associative algebra over a field k with generating
set {x1, . . . , xm}. Each element u of A can be written uniquely as
u = u0 + u1 + · · ·+ ul,
where A0 = k, ui ∈ Ai and Ai is the vector space over k spanned by mi monomials of
length i. Let R = {f1, f2, . . . , fs} be a finite set of non-zero homogeneous polynomials
with respect to natural gradation (i.e. degrees of all generators are 1) and I be the
ideal generated by R. Since I is generated by homogeneous polynomials, the factor
algebra A˜ = A/I is graded:
A˜ = A˜0 ⊕ A˜1 ⊕ · · · ⊕ A˜n ⊕ . . .
where A˜i = (Ai + I)/I ∼= Ai/(Ai ∩ I). For d ≥ 1, a Veronese subalgebra of A˜ is
defined as
Vd(A˜) := k ⊕ A˜d ⊕ A˜2d ⊕ . . .
It is straightforward to see that,
growth of A˜ ∼ growth of Vd(A˜)
Proposition 3.2.1. [BF85b] For sufficiently large d, Vd(A˜) is quadratic.
Proof. Let d1, . . . , ds be the degrees of f1, f2, . . . , fs respectively and d ≥ max{di, 1 ≤
i ≤ s}. For any two words v′, v′′ such that
deg(v′) + di + deg(v′′) = d
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consider the element v′fiv′′ ∈ Ad, and for any two words w′, w′′ such that
deg(w′) + di + deg(w′′) = 2d
consider the element w′fiw′′ ∈ A2d. Let R∗ = {v′fiv′′, w′fiw′′} for i ∈ {1, . . . , s} and
a be a homogeneous element from Vd(A) ∩ I. Say a =
∑
αvfiw, where α ∈ k, v
and w are words. Since the degrees of all generators are 1, we can always choose
summands v1, v2 such that v = v1v2 and deg(v1) is a multiple of d, 0 ≤ deg(v2) < d.
Similarly, w = w2w1, deg(w1) is a multiple of d, 0 ≤ deg(w2) < d. Then we will
get deg(v2fiw2) = d or 2d. Hence v2fiw2 ∈ R∗. It shows that Vd(A) ∩ I is an ideal
generated by the elements of R∗ and an element v′fiv′′ is a linear combination of free
generators of Vd(A) whereas w
′fiw′′ is a quadratic element in these generators. So
Vd(A˜) = Vd(A)/(Vd(A) ∩ I) is a quadratic algebra.
3.3 An Example of a Finitely Presented Lie Algebra of Linear Growth
The following example is a subalgebra of the Kac-Moody Algebra for the gener-
alized Cartan matrix A =
 2 −2
−2 2
 [Kac85].
Consider the subalgebra L of Sl2(C[t]) over C (i.e., matrices of trace 0 with
entries in C[t]) which consists of matrices whose entries on and under the diagonal
are divisible by t. That is,
L = {a = (aij)2x2| aij ∈ C[t], tr(a) = 0 and for (i, j) 6= (1, 2), t divides aij}
with the usual Lie bracket [a, b] = ab− ba.
Proposition 3.3.1. Let L be the Lie algebra described above. Then it has the fol-
lowing properties.
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(i) L is finitely presented with generators x :=
 0 1
0 0
 and y :=
 0 0
t 0
 and
the defining relations [x, [x, [x, y]]] = 0 and [y, [y, [y, x]]] = 0.
(ii) L =
⊕
k≥1
Lk is graded and generated by L1.
(iii) L has linear growth.
Proof. Take x1 := x =
 0 1
0 0
, y1 := y =
 0 0
t 0
, and let z1 :=
 t 0
0 −t
.
In fact, define xi :=
 0 ti−1
0 0
, yi :=
 0 0
ti 0
, and let zi :=
 ti 0
0 −ti
 for
i ≥ 1.
An arbitrary element w ∈ L is of the form:
w =
 ∑ni=1 miti ∑ni=1 kiti−1∑n
i=1 lit
i
∑n
i=1−miti
 = n∑
i=1
kixi +
n∑
i=1
liyi +
n∑
i=1
mizi
So, any element of L can be written as a linear combination of xi, yi, zi for i ≥ 1 and
{xi, yi, zi}∞i=1 forms a linearly independent set over C. L has the following relations
[xi, yj] = zi+j−1, (3.1)
[xi, zj] = −2xi+j, (3.2)
[yi, zj] = 2yi+j, (3.3)
[xi, xj] = 0, (3.4)
[yi, yj] = 0, (3.5)
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[zi, zj] = 0. (3.6)
for i, j ≥ 1. In particular,
xi+1 = −1
2
[xi, z1],
yi+1 =
1
2
[yi, z1],
zi = [xi, y1].
It follows that L is generated by x1 and y1. In order to show that all the relations (3.1)
- (3.6) can be derived from the relations [x1, [x1, [x1, y1]]] = 0 and [y1, [y1, [y1, x1]]] = 0,
we apply induction on i+ j = n. If i+ j = 2, the relations (3.1) - (3.6) hold trivially.
If i+ j = 3,
[x1, y2] = [x1,
[y1,z1]
2
]
= −1
2
([z1, [x1, y1]] + [y1, [z1, x1]])
= [x2, y1]
= z2
[x1, z2] = [x1, [x2, y1]]
= −[y1, [x1, x2]] + [x2, [y1, x1]]
= [x2, [x1, y1]]
= [x2, z1]
= −2x3
[y1, z2] = [y1, [x1, y2]]
= −([y2, [y1, x1]] + [x1, [y2, y1]])
= [y2, z1]
= 2y3
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The relations (3.4)-(3.5) for n = 3 correspond to relations of L0. Observe the
following three equations for [z2, z1],
[z2, z1] = [[x2, y1], z1]
= −([[z1, x2], y1] + [[y1, z1], x2])
= [[x2, z1], y1] + [x2, [y1, z1]]
= −2[x3, y1] + 2[x2, y2]
= k
[z2, z1] = [[x1, y2], z1]
= −([[z1, x1], y2] + [[y2, z1], x1])
= [[x1, z1], y2] + [x1, [y2, z1]]
= −2[x2, y2] + 2[x1, y3]
= l
[z2, z1] = [z2, [x1, y1]
= −([y1, [z2, x1]] + [x1, [y1, z2]])
= 2[x3, y1]− 2[x1, y3]
= m
3.[z2, z1] = k+ l+m = 0. So, (3.1) - (3.6) hold for n = 3. Now, suppose that (3.1) -
(3.6) hold for i+ j ≤ n for some n ≥ 3. For 1 ≤ i ≤ n− 1,
[xi, yj+1] =
1
2
[xi, [yj, z1]]
= −1
2
([z1, [xi, yj]] + [yj, [z1, xi]])
= [xi+1, yj]
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−2xn+1 = [xn, z1]
= −1
2
[[x1, zn−1], z1]
= 1
2
([[z1, x1], zn−1] + [[zn−1, z1], x1])
= [x2, zn−1]
and,
[xi, zj+1] = [xi, [x1, yj+1]]
= −([yj+1, [xi, x1]] + [x1, [yj+1, xi]])
= [x1, zi+j]
Similarly, it can be shown that
2yn+1 = [yi, zj+1]
for any i, j ≥ 1 such that i+ j = n. So (3.1) - (3.3) hold for i+ j = n+ 1.
[x1, xn] = −12 [x1, [xi, zj]]
= 1
2
([zj, [x1, xi]] + [xi, [zj, x1]])
= −1
2
[xi, [x1, zj]]
= [xi, xj]
This equality implies [xi, xj] = [xj, xi]. Similarly, one checks that [yi, yj] = [yj, yi].
Hence, (3.4) - (3.5) hold for i+ j = n+ 1.
Finally, we need check that (3.6) holds for i+ j = n+ 1.
[z1, zn] = [z1, [xn, y1]] = 2[xn+1, y1]− 2[xn, y2]
= [z1, [xn−1, y2]] = 2[xn, y2]− 2[xn−1, y3]
...
= [z1, [x1, yn]] = 2[x2, yn]− 2[x1, yn+1]
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implies that n.[z1, zn] = 2[xn+1, y1]− 2[x1, yn+1] and,
2[x1, yn+1] = [x1, [y1, zn]] = −[zn, [x1, y1]]− [y1, [zn, x1]]
= [z1, zn] + 2[xn+1, y1]
So [z1, zn] = 0. Now, consider [zi, zj] for i ∈ {1, . . . , n− 1},
[zi, zj] = [zi, [xj, y1]] = −([y1, [zi, xj]] + [xj, [y1, zi]])
= 2[xi+j, y1]− 2[xj, yi+1]
and,
[xj, yi+1] =
1
2
[xj, [yi, z1] = −12([z1, [xj, yi]] + [yi, [z1, xj]])
= −1
2
([z1, zn] + [yi, 2xj+1])
= [xj+1, yi]
By applying this i times we get [xj, yi+1] = [xn, y1] , so that
[zi, zj] = 0 for i+ j = n+ 1
i.e., (3.6) holds for i+ j = n+ 1. By (3.1) - (3.3), the set {xi, yi, zi}∞i=1 forms a basis
for L as a vector space. It can be observed that L =
⊕
k≥1
Lk where L2k−1 = 〈xk〉⊕〈yk〉
and Lk = 〈zk〉 for k ≥ 1. Since
[L2k−1, L2m−1] ⊆ L2(k+m−1),
[L2k, L2m] = 0,
[L2k−1, L2m] ⊆ L2(k+m)−1,
L admits an N-gradation given by the sum of occurrences of x and y in each commu-
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tator i.e., L =
⊕
k≥1 Lk is a graded Lie algebra generated by two elements of degree
1 (deg(a) = min{n|a ∈ ⊕nk=1 Lk)}) and L has linear growth (dim Li ∈ {1, 2} for
i ≥ 1 ).
Remark 3.3.1. We notice that L also admits a Z-gradation. It is a 3-graded Lie
algebra (in the sense of [dO03]) over C generated by elements x of degree 1 and y of
degree −1 .
3.4 Proof of Theorem 3.1.1
Let L = 〈x1, . . . , xm | f1 = 0, . . . , fr = 0〉 where each of fi is a linear combination
of the commutators (elements of the form [xi1 , . . . , xik ] with an arbitrary distribu-
tion of parentheses inside). Then the universal enveloping algebra U(L) of L is an
associative algebra with the identical set of generators and relations, where the com-
mutators are thought of as in the ordinary associative sense: [x, y] = xy−yx [Bou89,
Proposition 2, p.14]. The universal enveloping algebra U(L) = U of L = 〈x1, y1 |
[x1, [x1, [x1, y1]]] = 0, [y1, [y1, [y1, x1]]] = 0〉 has the following presentation:
U = 〈x1, y1 | x31y1−3x21y1x1+3x1y1x21−y1x31 = 0, y31x1−3y21x1y1+3y1x1y21−x1y31 = 0〉.
So, the associative algebra U in Theorem 3.1.1 is the universal enveloping algebra
U(L) of L. By Corollary 2.4.3, since L has linear growth, the growth rate of U(L)
is intermediate of type e
√
n . In order to obtain a quadratic algebra of intermedi-
ate growth we consider a Veronese subalgebra of V4(U) as explained in the previous
section and conclude that for a given finitely presented graded algebra with all gen-
erators of degree 1, one can construct a finitely presented graded algebra with all
relations of degree 2. V4(U) is an example of a finitely presented graded algebra with
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intermediate growth. It has 14 generators and 96 relations. All these relations can
be found in Appendix.
3.5 A Construction Based on Kobayashi’s Example
In this section we construct another example of a finitely presented associative
algebra with quadratic relations whose growth function is intermediate. For this,
we consider the following example of a monoid with 0 that appears in the paper of
Kobayashi [Kob95].
M = 〈a, b, c | ba = ab, bc = aca, acc = 0〉
where w(a) = w(c) = 1, w(b) = 2, w is a positive weight function on M . Kobayashi
shows that M is a finitely presented monoid with solvable word problem which cannot
be presented by a regular complete system. In order to prove that it cannot be
presented by a regular complete system, he proves that M has intermediate growth.
Now, we consider the semigroup algebra k[M ] over a field k. k[M ] has the same
presentation and growth function withM . So k[M ] is an example of finitely presented
associative graded algebra of intermediate growth. But the generators of k[M ] have
degrees deg(a) = deg(c) = 1 and deg(b) = 2. To construct a quadratic algebra with
these properties in view of Proposition 3.2.1, we need to consider an algebra whose
generators are all of degree 1. Thus we consider the following monoid:
M˜ = 〈a, b, c | b2a = ab2, b2c = aca, acc = 0, aba = 0, abc = 0, cba = 0, cbc = 0〉
where w(a) = w(b) = w(c) = 1.
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Now, we have the monoid algebra A := k[M˜ ] over a field k:
A = 〈a, b, c | b2a = ab2, b2c = aca, acc = 0, aba = 0, abc = 0, cba = 0, cbc = 0〉
where deg(a) = deg(b) = deg(c) = 1 To show that A has intermediate growth, we
first find a complete rewriting system for A. Let ≺ be the shortlex order on 〈X〉
based on the order a ≺ b ≺ c i.e.,
w1 ≺ w2 implies |w1| < |w2| or |w1| = |w2| & w1 ≺lex w2.
Then A has the rewriting system R consisting of the following relations
b2a → ab2
b2c → aca
acc → 0
aba → 0
abc → 0
cba → 0
cbc → 0
It is easily seen that R is Noetherian. In Example 2.3.1, we have obtained the
complete rewriting system R∞ = {b2a → ab2, b2c → aca, aba → 0, abc → 0, cba →
0, cbc → 0, ancan−1c → 0 | n ∈ N} equivalent to R by applying Knuth-Bendix
Algorithm.
Since R∞ is a complete rewriting system, the set of all irreducible words with
respect to R∞, Irr(R∞), consists of the words which do not contain u as a subword
for any u→ v ∈ R∞ and by Theorem 2.3.1, we know that Irr(R∞) forms a basis for
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A. Words in Irr(R∞) are of the following form
bsam1cam2c . . . amrcalbk
where s ∈ {0, 1}, l, k ∈ N ∪ {0} and 0 ≤ m1 ≤ m2 ≤ · · · ≤ mr , mi ∈ N ∪ {0} for
i ∈ {1, . . . r}. So the number of words in Irr(R∞) of length n is equal to
n∑
j=0
(2j + 1) · |{(m1, . . . ,mr) | 0 ≤ m1 ≤ · · · ≤ mr, m1 + · · ·+mr = n− j − r}|
=
n∑
j=0
(2j + 1) · p(n− j)
where p(n) is the number of partitions of n. Hence
γA(n) ∼ p(n) ∼ e
√
n.
A is an example of finitely presented graded algebra with generators of degree 1 and
intermediate growth function and its Veronese subalgebra V3(A) can be presented by
finitely many quadratic relations (to be precise with 21 generators and 280 relations).
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4. ON GROWTH OF FINITELY PRESENTED LIE ALGEBRAS
4.1 Introduction
The examples of finitely presented algebras of intermediate growth in [Ste75,
Ufn80] and described in the previous chapter have all growth equivalent to [e
√
n].
This arises the following natural question:
Question 2. What type of intermediate growth do finitely presented algebras have?
In this chapter we present examples of finitely presented algebras of intermediate
growth greater than e
√
n. Our main result is the following:
Theorem 4.1.1. For any positive integer d, there exists a finitely presented Lie
algebra of polynomial growth [nd] whose universal enveloping algebra is also finitely
presented and has growth [en
d/(d+1)
].
In order to prove the theorem, we consider finitely generated metabelian Lie
algebras. In [Bau77], Baumslag established the fact that every finitely generated Lie
algebra can be embedded in a finitely presented metabelian Lie algebra which is a
homomorphic image of a wreath product of two abelian Lie algebras. We compute
the growth of these finitely presented metabelian Lie algebras and show that they
are of the type [en
d/(d+1)
] for some d ∈ N.
4.2 Growth of a Finitely Generated Free Metabelian Lie Algebra
Let k be a field and L a Lie algebra over k generated by a finite set X. Elements
of X are monomials of length 1. Inductively, a monomial of length n is an element
of the form [u, v], where u is a monomial of length i < n and v is monomial of length
n − i. Every element of L is a linear combination of monomials. If a1, . . . , an ∈ X
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then [a1, . . . , an] is defined inductively by
[a1, . . . , an] = [[a1, . . . , an−1], an] for n > 2
Monomials of the form [a1, . . . , an] are called left-normed. We will frequently use the
following simple lemmas in the remainder of this note.
Lemma 4.2.1. Let x, y, z be elements of a Lie algebra and [x, y] = 0. Then the
following relations hold:
[x, [y, z]] = [y, [x, z]]
[x, z, y] = [y, z, x].
Proof. Direct consequence of Jacobi identity.
Lemma 4.2.2. Any element of a Lie algebra can be written as a linear combination
of left-normed monomials.
Proof. By induction on the length of monomials.
Definition 4.2.1. A Lie algebra L is called solvable of derived length n if
L(n) = 0 and L(n−1) 6= 0
where L(m+1) = [L(m), L(m)] and L(0) = L. We also denote L(1) = [L,L] by L′ and
call it the commutator of L. A solvable Lie algebra of derived length 2 is called
metabelian.
Let X = {x1, . . . , xd} be a finite set and LX be the free Lie algebra generated by
X. M = LX/L
(2)
X is the free metabelian Lie algebra generated by X. The following
proposition can be found in [Bok63].
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Proposition 4.2.1. Let M be a free metabelian Lie algebra over a field k with the
generating set X = {x1, . . . , xd} and x1 < · · · < xd be an order on X. If B is the set of
left-normed monomials of the form [a0, a1, . . . , an−1] where a0 > a1 ≤ a2 ≤ · · · ≤ an−1
for ai ∈ X and n ≥ 1. Then B forms a basis for M .
Proof. Let Mn denote the subspace of M spanned by all left-normed monomials of
length n in M (M0 = k and M1 is the subspace spanned by X). Since the relations
[x, y] = −[y, x] for x, y ∈ M and Jacobi identity are homogeneous, Mk ∩Ml = ∅ for
k 6= l. By Lemma 4.2.2, we get M = ⊕∞n=0 Mn and B = ⊔∞n=1 Bn where Bn denotes
the set of monomials of length n in B. Hence, it is enough to check that Bn is a basis
of Mn for any n ≥ 1 i.e.,
(i) Any element of Mn can be written as a linear combination of the elements of Bn.
(ii) Elements of Bn are linearly independent.
For n = 1, B1 = X, so (i) and (ii) hold.
Assume n = 2. By the anti-symmetry of the Lie bracket [x, y] = −[y, x] for any
x, y ∈ X. So B2 spans M2.
Assume n = 3 and y1, y2, y3 ∈ X such that y1 ≤ y2 ≤ y3. There are at most 6
different monomials of length 3 containing y1, y2, y3. They are
m1 = [y1, y2, y3]
m2 = [y1, y3, y2]
m3 = [y2, y1, y3]
m4 = [y2, y3, y1]
m5 = [y3, y1, y2]
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m6 = [y3, y2, y1]
m3 and m5 are either 0 or the elements of B3 (For example, if y1 = y3 , m5 = 0).
m1 = [y1, y2, y3] = −[y2, y1, y3] = −m3
m2 = [y1, y3, y2] = −[y3, y1, y2] = −m5
and by Jacobi identity,
m4 = [y2, y3, y1]
= −[y1, y2, y3]− [y3, y1, y2]
= [y2, y1, y3]− [y3, y1, y2]
= m3 −m5
and,
m6 = −m4 = m5 −m3
Hence, B3 = {[xi0 , xi1 , xi2 ] | xi0 > xi1 ≤ xi2 , xij ∈ X} spans M3.
Now assume that Bk spans Mk for any k ∈ {2, 3, . . . , n}. Let a = [a0, a1, . . . , an] be
an element of length n+ 1 in M where ai ∈ X. By the assumption [a0, a1, . . . , an−1]
can be written as a linear combination of the elements of Bn. So a is a linear
combination of the elements of the form [ai0 , ai1 , . . . , ain−1 , an] where i0, i1, . . . , in−1
is a permutation of 0, 1, . . . , n − 1 and ai0 > ai1 ≤ · · · ≤ ain−1 . If an ≥ ai for any
i ∈ {0, . . . , n − 1}, then [ai0 , ai1 , . . . , ain−1 , an] is in Bn+1. Otherwise there exists
j ∈ {0, . . . , n− 1} such that aij is the smallest element satisfying aij > an. If j = 0
then again [ai0 , ai1 , . . . , ain−1 , an] is in Bn+1. If j > 0, we apply Jacobi identity to
51
[ai0 , ai1 , . . . , ain−1 , an],
[ai0 , ai1 , . . . , ain−1 , an] = −[[an, [ai0 , . . . , ain−2 ]], an−1]− [[an−1, an], [ai0 , . . . , ain−2 ]]
= [ai0 , ai1 , . . . , ain−2 , an, an−1]
For j ≥ 1, we can repeat this n− j − 1 times and get
[ai0 , ai1 , . . . , ain−1 , an] = [ai0 , . . . , aij , an, aij+1 , . . . , an−1] (4.1)
If j ≥ 2, we apply the identity one more time and get
[ai0 , ai1 , . . . , ain−1 , an] = [ai0 , . . . , aij−1 , an, aij , aij+1 , . . . , an−1]
and it is a monomial in Bn+1. If j = 1,
[ai0 , ai1 , an, ai2 , . . . , ain−1 ]
and since [ai0 , ai1 , an] is an element of the vector space spanned by B3, a is a linear
combination of monomials in Bn+1. To complete the proof , we also need to verify
(ii) for any n ≥ 2:
Since Mi ∩Mj for any i, j,
m∑
i=1
cipi(x1, . . . , xd) = 0 where ci ∈ k and pi(x1, . . . , xd) ∈
Mi implies that either ki = 0 or pi(x1, . . . , xd) = 0.
If pn(x1, . . . , xd) =
∑l
j=1 cj[xj1 , . . . , xjn ] for cj ∈ k, xjt ∈ X, j ∈ {1, . . . , l}, t ∈
{1, . . . , n} then the indices j1, . . . , jn are permutations of 11, . . . , 1n for any j ∈
{1, . . . , l}. For n = 2, [x, y] ∈ B2 implies [y, x] /∈ B2. So B2 forms a basis for M2.
For n = 3, let m1, . . . ,m6 be monomials of length 3 as we defined before. Among
them only m3 and m5 are in B3, and m3 6= cm5 for any c ∈ k. Hence, (ii) holds for
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n = 3.
Now assume that for 3 ≤ i ≤ n, the elements of Bi are linearly independent and let
[a0, a1, . . . , an] ∈ Bn+1. Assume that for i ∈ {1, . . . ,m}, m ∈ N, there are indices
i0, . . . , in which are permutations of 0, . . . , n such that
[ai0 , . . . , ain ] ∈ Bn+1 for any i ∈ {1, . . . ,m}
and
[a0, a1, . . . , an] =
m∑
i=1
ci[ai0 , . . . , ain ] for some ci ∈ k
Choose the smallest element aj among {a0, . . . , an}. It is clear that j 6= 0 and if
j = 1 then there exists k > 1 such that a1 = ak. So we can assume that j ≥ 2.
Similarly, for any i ∈ {1, . . . ,m}, there exists ki ≥ 2 such that aj = aiki . By using
equation 4.1, we can replace aj and an in [a0, . . . , an] and aiki and ain in all monomials
[ai0 , . . . , ain ], i ∈ {1, . . . ,m}. We get
[b, aj] =
m∑
i=1
ci[bi, aj]
for b, b1, . . . , bm ∈ Mn. Any element of Mn can be written as a linear combination
of elements of Bn but this contradicts that Bn is linearly independent. Hence, we
conclude that B is a basis of M .
Corollary 4.2.1. Let M be a free metabelian Lie algebra over a field k with gener-
ating set X = {x1, . . . , xd}. Then M has polynomial growth of degree d.
Proof. Let x1 < · · · < xd be the order on X. The growth function of M is
γX,M(n) = dimk(X
n) =
n∑
k=1
|Bk|
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where Bk denotes the set of basis elements of length k as in Proposition 1. For m > 2,
consider Bm. The elements of Bm are of the form a = [a0, a1, . . . , am−1] where ai ∈ X
and a0 > a1 ≤ a2 ≤ · · · ≤ am−1.
If a1 = xj for some j ∈ 1, . . . , d− 1 then for i ∈ 1, . . . ,m− 1, ai ∈ {xj, . . . , xd} and
a0 ∈ {xj+1, . . . , xd}. So for fixed a1 = xj, the number of basis elements of length m
is
(d− j)
(
m− 2 + d− j
d− j
)
Hence,
|Bm| =
d−1∑
j=1
(d− j)
(
m− 2 + d− j
d− j
)
=
d−1∑
j=1
(m− 2 + d− 1) + · · ·+ (m− 2 + 1)
(d− j − 1)!
∼
d−2∑
i=0
1
i!
(m− 1)d−1
∼ md−1
Since
γX,M(m) = dimk(X
m) = d+
(
d
2
)
+
m∑
k=3
|Bk|,
M has polynomial growth of degree d.
4.3 The Wreath Product of Two Abelian Lie Algebras
Let T and B be Lie algebras over the same field k of characteristic p 6= 2. B is a
right T -module if there exists a k-bilinear map B× T → B satisfying the following :
b[t1, t2] = (bt1)t2 − (bt2)t1
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for b ∈ B, t1, t2 ∈ T . As we have seen in Section 2.5, we can describe the semidirect
product W of B and T and W is the split extension B]T of B by T . As a vector
space W = B ⊕ T is the direct sum of B and T , and the Lie operation on W is
defined as
[b1 + t1, b2 + t2] = (b1t2 − b2t1) + [t1, t2]
for b1, b2 ∈ B and t1, t2 ∈ T , so W is a Lie algebra over k.
Here, we consider a special case of this construction that can be found in [Bau77,
Lic84, Bah87]. Suppose A and T are finite dimensional abelian Lie algebras over a
field k of characteristic p 6= 2. Let {a1, . . . , am} and {t1, . . . , tn} be bases of A and
T , respectively. Let U = U(T ) be the universal enveloping algebra of T and B be a
free right U -module with the module basis {a1, . . . , am}. B can be also viewed as a
Lie algebra module for T where the action of T on B is the action of a subset of U
on the U -module B and hence we can form the split extension W = B]T . A and T
are Lie subalgebras of W , B is the ideal generated of W generated by {a1, . . . , am}
and it is called the base ideal of W . W is a Lie algebra generated by A and T . It is
termed the wreath product of the Lie algebras of A and T and denoted by
W = A o T
(For the general definition of the wreath product of Lie algebras see [Sˇme73, Bah87]).
As a vector space W = B ⊕ T is the direct sum of its abelian ideal B and abelian
Lie subalgebra T .
Lemma 4.3.1. [Bau77] Suppose that the Lie algebra W over k is the direct sum of
B and T where B is an abelian ideal generated by {a1, . . . , am} and T is an abelian
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Lie algebra generated by {t1, . . . , tn}:
W = B ⊕ T.
Then B is a Lie algebra spanned by
{[al, tj1 , . . . , tjs ] | l ∈ {1, . . . ,m} and j1, . . . , j2 ∈ {1, 2, . . . n}}.
Proof. Firstly, we show that W = B⊕T is metabelian: Let w,w′ be elements of W ,
w = b+ t and w′ = b′ + t′, b, b′ ∈ B t, t′ ∈ T.
Then,
[w,w′] = [b+ t, b′ + t′]
= [b, b′ + t′] + [t, b′ + t′]
= [b, b′] + [b, t′] + [t, b′] + [t, t′]
= [b, t′]− [b′, t] ∈ B
this implies that W ′ ⊂ B. Since B is abelian, W (2) = 0. In W, all the elements
can be written as linear combinations of left-normed commutators with elements
from {a1, . . . , am, t1, . . . , tm}. Consider a commutator x = [x1, . . . , xs] for s ≥ 2
and xi ∈ {a1, . . . , am, t1, . . . , tm}. If x 6= 0 then there is exactly one j such that xj ∈
{a1, . . . , am} (In particular j = 1 or j = 2, otherwise [x1, x2] = 0): If xi ∈ {t1, . . . , tn}
for all i ∈ {1, . . . , s}, then x = 0. If there exist xk, xl ∈ {a1, . . . , am} for some k 6= l
then x = [x1, . . . , xk, . . . , xl−1, xl, . . . xs] = 0 since [x1, . . . , xk, . . . , xl−1], xl ∈ B and
their product is equal to 0. So W has a basis which is a subset of the following set:
{t1, . . . , td} ∪ {[al, tj1 , . . . , tjs ]) | l ∈ {1, . . . ,m} and j1, . . . , j2 ∈ {1, 2, . . . n}}.
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Since B ∩ T = {0} ,
B ≤ span([al, tj1 , . . . , tjs ] | l ∈ {1, . . . ,m} and j1, . . . , j2 ∈ {1, 2, . . . n})
and we have [al, tj1 , . . . , tjs ] ∈ B for l ∈ {1, . . . ,m} and j1, . . . , j2 ∈ {1, 2, . . . n}.
Hence
B = span([al, tj1 , . . . , tjs ] | l ∈ {1, . . . ,m} and j1, . . . , j2 ∈ {1, 2, . . . n}).
Corollary 4.3.1. W can be presented by the generators
a1, . . . , am, t1, . . . , tn
and the following relations:
[ti, tj] = 0
for 1 ≤ i, j ≤ n,
[[ak, ti1 , . . . , tir ], [al, tj1 , . . . , tjs ]] = 0
for 1 ≤ k, l ≤ m, {i1, . . . , ir, j1, . . . , js} ⊂ {1, 2, . . . , n}, r ≥ 0, s ≥ 0.
The next lemma follows from a theorem of Lewin [Lew74] and it is reformulated
in [Bau77] as:
Lemma 4.3.2. Let F be a finitely generated free Lie algebra and R an ideal of F .
Then there exists a a finite dimensional abelian Lie algebra A such that F/R′ can be
embedded in W = A o (F/R).
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Corollary 4.3.2. Let M be a finitely generated free metabelian Lie algebra. Then
there exist finite-dimensional abelian Lie algebras A and T such that M can be em-
bedded in W = A o T .
Proof. Let R = L′X be the commutator of the free Lie algebra LX generated by
X. Then by Lemma 4.3.2, M = LX/L
(2)
X can be embedded in W = A o T where
T = LX/L
′
X and A is a finite dimensional abelian Lie algebra.
4.4 Finitely Presented Metabelian Lie Algebras
Let A and T be finite dimensional abelian Lie algebras over a field k of charac-
teristic p 6= 2 and W the wreath product of A and T as we defined in the previous
section. In [Bau77], Baumslag showed that W can be embedded in a finitely pre-
sented metabelian Lie algebra W+. The construction of W+ is as follows:
Let {a1, . . . am} and {t1, . . . , tn} be bases of A and T , respectively. Then the univer-
sal enveloping algebra U of T is the associative k-algebra k[t1, . . . , tn] of polynomials
with variables t1, . . . , tn over k. Furthermore, let B be the free right U -module with
module basis {a1, . . . , am}. It is well known that U can be turned into a Lie algebra
by defining a new multiplication in U by [u, v] = uv − vu U is simply an infinite
dimensional abelian Lie algebra and T is a finite dimensional subalgebra of U . To
get a finitely presented metabelian Lie algebra W+, we consider a subalgebra T+ of
the Lie algebra U properly containing T as a subalgebra. Let T+ be the subalgebra
generated by {t1, . . . , tn, u1, . . . , un} where
ui = t
2
i for i ∈ {1, . . . , n}
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T+ is a 2n-dimensional abelian Lie algebra and we define W+ as the wreath product
of A and T+ denoted as
W+ = A o T+.
Lemma 4.4.1. [Bau77, Lemma 6] W+ can be presented on the generators
a1, . . . , am, t1, . . . , tn, u1, . . . , un,
subject to the relations
[[ak, ti1 , . . . , tir ], [al, tj1 , . . . , tjs ]] = 0,
(1 ≤ k ≤ m, 1 ≤ l ≤ m, i1, . . . , ir, j1, . . . , jr ∈ {1, 2, . . . , n}),
[ti, tj] = [ti, uj] = [ui, uj] = 0 (1 ≤ i ≤ n, 1 ≤ j ≤ n),
[ak, ul] = [ak, tl, tl] (1 ≤ k ≤ n, 1 ≤ l ≤ n).
Proof. By the construction of W+, we have the following relations
[ak, ui] = akt
2
i = [ak, ti, ti], (4.2)
and, since T+ is abelian
[ti, tj] = [ti, uj] = [ui, uj] = 0 (4.3)
for any 1 ≤ k ≤ m, 1 ≤ i, j ≤ n. It follows from Lemma 4.2.1 and (4.3) that
[ak, x1, . . . , xs] = [ak, xi1 , . . . , xis ] (4.4)
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if 1 ≤ k ≤ m, x1, . . . , xs ∈ {t1, . . . , tn, u1, . . . , un} and {i1, . . . , is} is any permutation
of 1, . . . , s. In view of (4.2) and (4.4), we see that
[ak, tj1 , tj2 , . . . , tjl , ui] = [ak, tj1 , tj2 , . . . , tjl , ti, ti] (4.5)
if 1 ≤ k ≤ d, {j1, j2, . . . , jl, i} ⊂ {1, 2, . . . n}. By Lemma 4.3.1 and (4.5), we conclude
that all the elements of W+ can be presented as linear combinations of the monomials
of the following set
S = {a1, . . . , am, t1, . . . , tm, u1, . . . , um} ∪ {[ai, tj1 , . . . , tjs ] | i, j1, . . . , js ∈ {1, . . . , n}}
The product of any two elements of S is defined in the given presentation.
We will use the following lemmas to show that W+ has a finite presentation.
Lemma 4.4.2. [Bau77, Lemma 5] Let L be a Lie algebra of characteristic p 6= 2.
Suppose a, b, t, u are elements of L and suppose
[a, b] = [a, t, b] = [b, t, a] = [t, u] = 0
and
[a, u] = [a, t, t], [b, u] = [b, t, t].
Then
[[a, t, . . . , t︸ ︷︷ ︸
i
], [b, t, . . . , t︸ ︷︷ ︸
j
]] = 0
for every i ≥ 0, j ≥ 0.
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Proof. Let us denote a0 = a, b0 = b and
ai = [a, t, . . . , t︸ ︷︷ ︸
i
], bj = [b, t, . . . , t︸ ︷︷ ︸
j
], for i, j ≥ 1.
To prove that [ai, bj] = 0 whenever i, j ≥ 0, we apply induction on i and j. For
0 ≤ i, j ≤ 1,
[a0, b0] = [a1, b0] = [a0, b1] = 0
are given relations. We only need to verify that [a1, b1] = 0 to complete the base
cases of induction. by Lemma 4.2.1, [a1, b0] = 0 implies [a1, b1] = [b0, a2]. Similarly,
[b1, a0] implies [b1, a1] = [a0, b2]. So we get
[a0, b2] = [a2, b0] = [b1, a1] (4.6)
In view of Lemma 4.2.1 and the given relations [a0, u] = a2 and [b0, u] = b2,
[a0, b2] = [a0, [b0, u]] = [b0, a2] (4.7)
Combining (4.6) and (4.7), we get [a0, b2] = [b0, a2] = [a2, b0]. Since char(k) 6= 2, we
conclude that [a0, b2] = 0. Thus [a1, b1] = 0. Now, suppose that
[ai, bj] = 0 for 0 ≤ i ≤ n, 0 ≤ j ≤ n.
Since [t, u] = 0, by Lemma 4.2.1, we have
[ai, u] = ai+2, [bi, u] = bi+2 for any i ∈ {1, 2, . . . }.
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Combining the induction hypothesis with Lemma 4.2.1 , we get
[ai, bn+1] = [bn, ai+1] = 0 for 0 ≤ i ≤ n− 1 (4.8)
and similarly,
[bj, an+1] = [an, bj+1] = 0 for 0 ≤ j ≤ n− 1 (4.9)
it remains only to verify that
[an, bn+1] = [an+1, bn+1] = [bn, an+1] = 0.
Now [bn−1, an+1] = 0, so by Lemma 4.2.1
[bn−1, an+2] = [bn−1, [an+1, t]] = [an+1, bn] (4.10)
and [bn−1, an] = 0 and [an, bn] = 0 imply the following relations, respectively.
[bn−1, an+2] = [bn−1, [an, u]] = [an, bn+1] (4.11)
[an, bn+1] = [bn, an+1] = −[an+1, bn] (4.12)
Putting (4.10), (4.11) and (4.12) together, we get −[an+1, bn] = [an+1, bn]. Since
char(k) 6= 2, this implies
[an+1, bn] = 0 (4.13)
and a similar argument shows that
[an, bn+1] = 0 (4.14)
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We also need to verify that [an+1, bn+1] = 0. By Lemma 4.2.1 ,
[an, bn+2] = [bn+1, an+1] (4.15)
[an, bn+2] = [bn, an+2] (4.16)
[an+1, bn+1] = [bn, an+2] (4.17)
Combining (4.15), (4.16) and (4.17), we get
[an+1, bn+1] = [bn+2, an] = [an+2, bn] = −[an+1, bn1 ]
Therefore,
[an+1, bn+1] = 0 (4.18)
Equations (4.8), (4.9), (4.13), (4.14) and (4.18) completes the induction and the
proof of Lemma 4.4.2.
Lemma 4.4.3. For any k, l ∈ {1, 2, . . . ,m} and i1, i2, . . . , is ∈ {1, 2, . . . , n},
[ak, ti1 , ti2 , . . . , tis , al] = 0
implies that for any r ∈ {1, . . . , s− 1},
[[al, ti1 , ti2 , . . . , tir ], [ak, tir+1 , . . . , tis ]] = 0.
Proof. By Lemma 4.2.1 and equation (4.4) we have
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[ak, ti1 , ti2 , . . . , tis , al] = [ak, ti2 , ti3 , . . . , tis , ti1 , al]
= [[al, ti1 ][ak, ti2 , ti3 , . . . , tis ]
= [[al, ti1 ][ak, ti3 , . . . , tis , ti2 ]
= [[ak, ti3 , . . . , tis ], [al, ti1 , ti2 ]
. . .
= [[al, ti1 , ti2 , . . . , tir ], [ak, tir+1 , . . . , tis ]]
= 0.
Proposition 4.4.1. W+ can be presented by the generators
a1, . . . , am, t1, . . . , tn, u1, . . . , un,
subject to the finitely many relations
[ak, tj1 , tj2 , . . . , tjs , al] = 0 (k, l ∈ {1, 2, . . . ,m}, 1 ≤ j1 < j2 < . . . js ≤ n),
[ti, tj] = [ti, uj] = [ui, uj] = 0 (1 ≤ i ≤ n, 1 ≤ j ≤ n),
[ak, ul] = [ak, tl, tl] (1 ≤ k ≤ n, 1 ≤ l ≤ n).
Proof. By Lemma 4.4.1, we only need to show that
[[ak, ti1 , . . . , tir ], [al, tj1 , . . . , tjs ]] = 0, (4.19)
where 1 ≤ k ≤ m, 1 ≤ l ≤ m, i1, . . . , ir, j1, . . . , js ∈ {1, 2, . . . , n}, r ≥ 0, s ≥ 0. To
prove this, we apply induction on r > 0, s > 0:
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If r = s = 1 we have
w = [[ak, ti1 ], [al, tj1 ]]
If i1 = j1, we can apply Lemma 5 by taking a = ak, b = al, t = ti1 = tj1 , u = ui1 .
Since we have the relations
[a, b] = [a, t, b] = [b, t, a] = [t, u] = 0
[a, u] = [a, t, t] and [b, u] = [b, t, t],
we get
[[a, t], [b, t]] = 0.
If i1 6= j1, the equation w = 0 follows from Lemma 4.4.3. Now assume that for r ≤ q,
s ≤ q, we have
[[ak, ti1 , . . . , tir ], [al, tj1 , . . . , tjs ]] = 0
Consider
w = [[ak, ti1 , . . . , tiq , tiq+1 ], [al, tj1 , . . . , tjs ]]
for s ≤ q. If ti1 , . . . , tiq , tiq+1 , tj1 , . . . , tjs are all distinct, w = 0 is followed from one of
the given relations and Lemma 4.4.3. If not, we prove w = 0 as follows: By Lemma
4.2.1 and equation 4.2.1, we can assume without loss of generality that
tiq+1 = tiq = t.
Taking a = [ak, ti1 , . . . , tiq−1 ], b = [al, tj1 , . . . , tjs ], t = tiq and u = uiq , we can apply
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Lemma 5. Since a, b, t, u satisfy the relations in Lemma 4.4.2, we have
w = [[ak, ti1 , . . . , tiq , tiq+1 ], [al, tj1 , . . . , tjs ]] = [[a, t, t], b] = 0 (4.20)
Similarly, one can show that
[[ak, ti1 , . . . , tir ], [al, tj1 , . . . , tjq , tjq+1 ]] = 0 (4.21)
for r ≤ q. To complete the proof, we only need to show that
[[ak, ti1 , . . . , tiq , tiq+1 ], [al, tj1 , . . . , tjq , tjq+1 ]] = 0
and it follows from the equations (4.20), (4.21) and Lemma 4.4.2.
Remark 4.4.1. In [BG99], R. M. Bryant and J. R. J. Groves give a nice criterion
for a finitely generated metabelian Lie algebra to be finitely presented.
4.5 Proof of Theorem 4.1.1
Let W be the wreath product of abelian Lie algebras A and T generated by
{a1, . . . , ad} and {t1, . . . , td}, respectively. In the previous section we have shown
that W is a subalgebra of a finitely presented Lie algebra W+ generated by
{a1, . . . , ad, t1, . . . , td, u1, . . . , ud}. In order to prove Theorem 1, we compute the
growth rate of W+ in this section. In Corollary 4.3.2, we have shown that the free
metabelian Lie algebra M generated by d elements can be embedded in W So we
have
γM ∼ nd - γW+
To find an upper bound for the growth rate γW+ of W
+, we consider the number of
the non-zero monomials in W+. In the proof of Lemma 4.4.1, we have shown that
66
all the elements of W+ can be presented as linear combinations of the monomials of
the following set
S = {ai, tj, ul | i, j, l ∈ {1, . . . ,m}} ∪ {[ai, tj1 , . . . , tjs ] | i, j1, . . . , js ∈ {1, . . . , n}}
and combining this with equation (4.4) we see that, as a vector space W+ has a basis
which is a subset of the following set:
S˜ = {ai, tj, ul | i, j, l ∈ {1, . . . , d}}∪{[ai, tji , . . . , tjs ] | 1 ≤ i ≤ d, 1 ≤ j1 ≤ · · · ≤ js ≤ d}
So the growth function γW+(n) of W
+ is less than or equal to the number of elements
of length not greater than n in S˜,
γW+(n) ≤ 2d+ d+
n−1∑
s=1
d
(
s+ d− 1
d− 1
)
∼
n−1∑
s=1
dsd−1 ∼ nd
and we conclude that
γW+(n) ∼ nd.
By Corollary 2.4.2 and Proposition 2.4.3, we see that the growth of universal en-
veloping algebra U(W+) is en
d/(d+1)
.
γU(W+)(n) ∼ end/d+1 .
This completes the proof of Theorem 4.1.1.
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5. GROWTH OF CODES AND BERNOULLI MEASURES
5.1 Introduction
In this chapter, we examine the asymptotic properties of different types of codes
that we introduced in Section 2.6. The initial motivation for working on codes was
their relationship with the isomorphism problem of Bernoulli Schemes which has
been worked by many authors [Mesˇ59, BH63, Zas64]. Also, S-codes were considered
in another context by Levenshtein [Lev64, Lev70] who called them completely regular.
We examine codes in terms of growth, exponential growth rate and growth series.
In addition, my research includes the relation of codes with Bernoulli schemes. The
properties of S-codes covering a Bernoulli scheme were discussed in [Liv74, GS82].
5.2 Examples of Codes
In the rest of this chapter, we frequently use the following examples of finite S-
codes that are taken from [Lev70] to build infinite codes with some specific properties.
Unless otherwise indicated, all the codes that we define are over the alphabet A =
{0, 1, . . . , r − 1}, r ≥ 2.
(a) For fixed k ∈ N , Wk(n), n > k, denotes the set of words w of length |w| = n
such that w begins with non-zero digit and ends with k zeros; moreover, a
word of k zeros does not appear in any proper prefix of w, i.e. w is of the form
w = xw¯y0k where |w| = n, x, y ∈ {1, . . . , r − 1}, w¯ ∈ A∗ such that 0k is not a
subword of w¯.
(b) M(n), n > 1 consists of all words of length n for which in any proper prefix of
length m the number of zeros is not greater than m/r, and in any proper suffix
of length m the number of zeros is strictly greater than m/r.
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Lemma 5.2.1. For any i ≥ 1, any word w ∈M(ri+ 1) contains exactly i+ 1 zeros.
Proof. Let |w|a, a ∈ A, denote the number of a’s in w. It is clear that the first letter
of w is different from 0 and the last letter is 0. So
w = w′0 = xw¯ for some x ∈ {1, . . . , r − 1} and w′, w¯ ∈ A∗
such that |w′|0 ≤ i and |w¯|0 > i. Hence we get i < |w|0 ≤ i + 1 which implies that
any word w ∈M(ri+ 1) contains exactly i+ 1 zeros.
The following example is inspired by Markov’s example of a prefix code in [Mar70].
(c) Let K0 = {0} and for any n ∈ N define recursively
Kn =
⋃
j ∈ {0, . . . , n− 1}
xi ∈ {1, . . . , r − 1}
x1 . . . xr−1KjKn−j−1.
Lemma 5.2.2. Kn satisfies the following properties:
(i) For w ∈ Kn, |w| = rn+ 1, |w|0 = n+ 1.
(ii) For n ≥ 1, Kn ⊂M(rn+ 1). In particular if |r| = 2, Kn = M(2n+ 1)
Proof. Both properties can easily be verified by induction on n: K0 = {0} and
K1 = {x1 . . . xr−100 | xi ∈ {1, . . . , r − 1}}. Thus (i) and (ii) hold for n = 0, 1.
Assume that (i) holds for l ≤ n and take w ∈ Kn+1. Then for some xi ∈ {1, . . . , r−1}
and j ∈ {0, . . . , n}, there exist wj ∈ Kj and wn−j ∈ Kn−j such that
w = x1 . . . xr−1wjwn−j (5.1)
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So the length of w and the number of zeros in w are
|w| = r − 1 + rj + 1 + r(n− j) + 1 = r(n+ 1) + 1
|w|0 = j + 1 + (n− j) + 1 = (n+ 1) + 1.
To show (ii), assume that Kl = M(rl + 1) for l ≤ n. If w ∈ Kn+1, then w is of
the form (5.1) and it is easy to observe that w ∈ M(r(n + 1) + 1). Suppose r = 2
and w ∈ M(2(n + 1) + 1) then it is of the form w = 1w¯0 for some w¯ ∈ A∗. w¯ is of
length 2n+ 1 and contains n zeros. If w¯ ∈ Kn, then the proof is complete. Suppose
w¯ /∈ Kn = M(2n + 1), then there exists j ∈ {1, . . . , n − 1} such that the suffix of
w¯ of length 2i contains i zeros. If we choose the maximum of such j then w can
be presented as w = 1wn−jwj where wj ∈ Kj and wn−j ∈ Kn−j which implies that
w ∈ Kn+1 and this completes the proof of (ii).
In the rest of this section, we consider the following infinite codes and determine
their codes.
• Wk =
⋃
n>kWk(n)
• M = ⋃∞i=1 M(ri + 1), Me = ∪∞i=1M(ri) (Note that the subindex e stays for
“even” in the case r = 2.)
• Vk =
⋃∞
i=k{M(ri) ∩Wk(ri))}
• K = ⋃∞i=1 Ki
• Ls = {0s+1x0sy, 0s+1xwy0sz | x, y, z ∈ A \ 0, 0s is not a subword of w}
Proposition 5.2.1. For fixed k, r ≥ 2, Wk = ∪n>kWk(n) is a Markov code which is
not a weak S-code over A. Moreover, W¯k = Wk ∪ {0} is a maximal Markov code.
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Proof. Since 1w ∈ Wk(n + 1) for any w ∈ Wk(n), Wk is not a suffix code. Assume
there are words v and w in Wk such that a proper prefix of w is a suffix of v, i.e.,
v = v′u and w = uw′ for some v′, u, w′ ∈ A∗ and w′ 6= ∅. The last k digits of v
are 0 and the first digit of w is different from 0. So |u| > k and this implies that u
contains 0k as a subword. But it contradicts that u is a proper prefix of w. Hence
, Wk is a Markov code. Since all words in Wk start with a non-zero digit, W¯ forms
a Markov code. Assume it is not a maximal Markov code then there exists a word
w ∈ A∗\W¯k such that W¯k ∪ {w} is a Markov code. It is clear that w /∈ A and the
first digit of w is different from 0. Observe that any word that begins with non-zero
digit and does not contain 0k as a subword is a proper prefix of a word in W . So, w
contains 0k as a subword, that is, w = u0kv for u, v ∈ A∗ and u is a word beginning
with a non-zero digit and does not contain 0k as a subword. But the prefix u0k of w
is in W¯ and this contradicts that W¯ ∪ {w} is a prefix code.
Proposition 5.2.2. Let M =
⋃∞
i=1 M(ri+ 1) and Me =
⋃∞
i=1 M(ri). Then
(i) Given a word v of length r − 1 not containing 0, w ∈ M ∪ {0} if and only if
vw ∈Me.
(ii) M is a Markov code which is not a weak S-code.
(iii) Me is a weak S-code but it is not an S-code.
Proof. Let w ∈ M ∪ {0} and v ∈ {1, . . . , r − 1}∗ such that |v| = r − 1. If w = 0,
v0 ∈M(r) ⊂Me. If w ∈M(ri+1) for some i ≥ 1, the number of zeros in any proper
prefix of vw of length m is less than or equal to m/r. Similarly any proper suffix of
length m < |w| contains more than m/r zeros. Since w ∈M(ri+ 1) contains exactly
i + 1 zeros, any suffix of vw of length m > |w| contains i + 1 zeros which is greater
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than (r(i+ 1)− 1)/r ≥ m/r and vw ∈M(r(i+ 1)) ⊂Me. Now consider an element
u ∈ Me of length ri for some i ≥ 1. u contains i zeros and the first r − 1 letters are
different from 0 i.e., u = vw for some v ∈ {1, . . . , r−1}∗, |v| = r−1. If i = 1, w = 0.
For i > 1,
|w| = r(i− 1) + 1 and |w|0 = i
since w is a suffix of u, any suffix w′ of w contains more that |w′|/r zeros. Let w¯ be
the prefix of w of length k for some k ∈ {1, . . . , r(i− 1)} then
|w¯|0 ≤ i− (ri− k + 1)
r
≤ k
r
.
Hence, w ∈ M(r(i − 1) + 1) and this completes the proof of (i). For u, v ∈ M , it
is clear that no proper prefix of u is a proper suffix of v. To show that M forms a
Markov code, we also need to prove that it is a prefix set. Assume that v, w ∈ M
and v is a proper prefix of w. Say w = vu for some u ∈ A∗. There exists i ∈ N such
that v ∈M(ri+ 1) and v contains exactly i+ 1 zeros. But this contradicts the fact
that the number of zeros in any proper prefix of length m is not greater than m/r.
So M forms a Markov code. Observe that M is not a suffix code : 1r−100 ∈M(r+1)
and 1r−101r−100 ∈M(2r + 1). Hence it is not a weak S-code.
Similarly, one can show that no proper prefix u ∈ Me is a proper suffix of v ∈ Me.
We also need to show that Me is a biprefix code: Let v ∈M(ri) for some i ≥ 2. By
(i), we know that a proper prefix of u of length rj for j < i contains strictly less
than j zeros which implies that Me is a prefix code. By the fact that the elements
of M(ri) contains exactly i zeros, we can conclude that Me is a suffix code. For any
w ∈ M(ri) and v ∈ {1, . . . , r − 1}∗ of length r − 1 , vw0 ∈ M(r(i + 1)). Hence Me
is a weak S-code but not an S-code.
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Lemma 5.2.3. K =
⋃∞
i=1Ki is a prefix code.
Proof. By Lemma 5.2.2, we know that K = M ∪ {0} where M is the Markov code
defined in Proposition 5.2.2. Since no word in M begins with 0, K is a prefix
code.
Observe that
⋃∞
n=2 M(n) is not a suffix or prefix code. As u = 10 ∈ M(2),
v = 100 ∈M(3) and w = 1100 ∈M(4). So u, v, w are all the elements of ⋃∞n=2 M(n)
such that u is a prefix of v and v is a suffix of w. But next proposition shows that
it forms a code.
Proposition 5.2.3.
⋃∞
n=2M(n) is a code.
Proof. Assume w1, . . . , wm, w
′
1, . . . , w
′
n ∈ ∪∞n=2M(n) such that
w1 . . . wm = w
′
1 . . . w
′
n
so w1 is a prefix of w
′
1 or vice versa. Say w1 is a prefix of w
′
1. Then w1 = w
′
1v for
some v ∈ A∗. The number zeros of any suffix v′ of v is greater than |v′|/r. But v has
a suffix v′′ which is a prefix of w′i for some i ∈ {2, . . . , n} and this contradicts that
w′i ∈M(n) for some n. So,
⋃∞
n=2 M(n) is a code.
Proposition 5.2.4. For an integer k, k ≥ 2, Vk =
⋃∞
i=k{M(ri) ∩ Wk(ri)} is an
S-code over A.
Proof. We have shown that
⋃∞
i=kM(ri) is a weak S-code, so the elements of Vk do
not overlap. Assume that there exist u, u′ ∈ Vk such that u′ is a subword of u. For
some m,n ∈ N≥k, u′ ∈ {M(rm) ∩Wk(rm)} and u ∈ {M(rn) ∩Wk(rn)}. Since u′
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is in Wk(rm), the last k letters of it are 0 and by definition of Wk(n), u
′ can only
be the suffix of u. But it contradicts the fact that
⋃∞
i=kM(ri) is biprefix. So, we
conclude that Vk is an S-code.
Proposition 5.2.5. For any s ∈ N, Ls is a maximal S-code.
Proof. It is clear that
Ls = {0s+1x0sy, 0s+1xwy0sz | x, y, z ∈ A \ 0, 0s is not a subword of w}
is an S-code. Suppose that there exists v ∈ A∗ \ Ls such that Ls ∪ {v} forms an
S-code, i.e., v is a word which is neither a subword of any word in Ls nor overlaps
with a word in Ls. v is of the following form
v = 0i1xj11 . . . 0
ikxjkk where im, jm ∈ N, xm ∈ A \ {0}, i1 ≥ s+ 1.
We first verify that k > 1: If k = 1 then v = 0i1xj11 overlaps with 0
s+1xj11 0
s1 ∈ Ls. So
we get v = 0i1xj11 v˜0
ikxjkk and note that ik ∈ {1, . . . , s} (otherwise 0ikxjkk has a suffix
which is a prefix of a word in Ls).
If v˜ does not contain 0s as a subword then there exists a word in Ls overlapping with
v. Hence we conclude that v˜ contains 0s as a subword. Assume l ∈ {2, . . . , k − 1}
is the smallest number such that il ≥ s. If il = s then 0i1xj11 . . . 0ilxl (which is a
prefix of v) is an element of Ls. Thus il > s. Let t|in{l, . . . , k−1} denote the largest
number such that it > s. Then 0
itxjtt . . . 0
ikxjkk has a prefix which is in Ls or it is a
proper prefix of a word in Ls. Both contradict that Ls ∪ {v} is an S-code. So, Ls is
a maximal S-code.
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5.3 Growth and Exponential Growth Rate of a Code
The exponential growth rate of an infinite code K is
ρ = ρK = lim
n→∞
n
√
δK(n)
where δK(n) is the number of elements in K of length n. For a code K over an
alphabet of cardinality r we have 1 ≤ ρK ≤ r and K has subexponential growth
(i.e., it is strictly less than exponential growth) if and only if ρK = 1. The following
lemma shows that for an S-code K, ρK is strictly less than r.
Lemma 5.3.1. For an alphabet A of cardinality r, the exponential growth rate of an
S-code K over A is strictly less than r.
Proof. Assume that K is an infinite S-code. Take w ∈ K with |w| = k, w is not a
subword of any word in K−{w}. Let v ∈ K−{w} be a word of length n > k. There
exist l,m ∈ N ∪ {0} such that n = kl + m and m < k. Since v does not contain w
as a subword, the number of words of length n in K is bounded by
δK(n) ≤ (rk − 1)lrm + 1 ≤ (rk − 1)lrk
So,
lim
n→∞
n
√
δK(n) ≤ lim
l→∞
kl
√
(rk − 1)lrk ≤ (rk − 1)1/k < r.
This leads to the following questions:
Question 3. Let Φr denote the set of S-codes over A and let w(r) = supL∈φr ρL. Do
we have w(r) = r?
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Question 4. Given an alphabet A of cardinality r ≥ 2, does there exist a weak S-code
or a Markov code K ⊂ A∗ with exponential growth rate ρK = r?
We are able to answer both questions positively by examining the exponential
growth rates of the codes Ls, M and Me introduced in the previous section.
Theorem 5.3.1. Let Ls be the S-code over A, |A| = r, defined in Section 5.2 and
ρLs denote the exponential growth rate of Ls then
lim
s→∞
ρLs = r.
Proof. Let Us be the set of words over A not containing 0
s as a subword. Since all
the elements of Ls of length greater than 2s + 3 are of the form 0
s+1xwy0sz where
w ∈ Us and x, y, z ∈ A \ {0}, the growth functions of Us and Ls are equivalent.
Let an denote the number of words of length n in Us. It can be verified that
an =

rn if n < s
(r − 1)(an−1 + an−2 + · · ·+ an−s) otherwise
Hence, the growth series of Us is as follows
FUs(x) =
∞∑
n=0
anx
n =
s−1∑
n=0
rnxn +
∞∑
n=s
(r − 1)(an−1 + an−2 + · · ·+ an−s)xn
=
1 + x+ · · ·+ xs−1
1− (r − 1)(x+ x2 + · · ·+ xs)
FUs(x) has a pole ps between 1/(r− 1) and 1/r. As s→∞, ps → 1/r which implies
ρKs → r.
Theorem 5.3.2. For an alphabet A of cardinality r, there exist a Markov code and
a weak S-code with the exponential growth rate equal to r. Namely, M and Me are
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codes with exponential growth rate r, respectively.
Proof. By the assertion (i) of Proposition 5.2.2, we have the following equality be-
tween the spherical growth functions of M and Me:
δMe(ri+ r) = (r − 1)(r−1)δM(ri+ 1)
Hence the exponential growth rates of M and Me are equal. To show that ρM = r,
we define a degree function d on A as follows:
d(0) = −1 and d(i) = 1
r − 1 for i ∈ {1, . . . , r − 1}
and we extend d to A∗ by defining
d(w) =
n∑
i=1
d(xi) for any w = x1 . . . xn, xi ∈ A.
For any word w ∈M(ri+ 1), i ∈ N and any proper prefix u of length m, we have
|u|0 ≤ m
r
⇔
r−1∑
i=1
|u|i ≥ m− m
r
⇔ d(u) ≥ −m
r
+ 1
r−1(m− mr ) = 0.
We conclude that for any w ∈ M(ri + 1) is of the form w = w¯0 and w¯ is a word
containing i zeros such that
d(w¯) = 0 and d(u) ≥ 0 for any prefix u of w¯ (5.2)
So the cardinality of M(ri+1) is equal to the number of words of length ri satisfying
(5.2). To compute this, we use the following combinatorial fact that can be found in
77
[Sta99]:
Lemma 5.3.2. Let B = {a, b} be the alphabet with d(a) = −1, d(b) = 1
r−1 and
Li ⊂ B∗ be the set of words w such that
|w|a = i, |w|b = (r − 1)i
and for any prefix w′ of w, d(w′) ≥ 0 then the number of words in Li is
|Li| = Cri =
1
ri+ 1
(
ri+ 1
i
)
=
1
(r − 1)i+ 1
(
ri
i
)
.
Cri are known as r-ary Catalan numbers. For r = 2, C
2
i correspond to the standard
Catalan numbers. There are r−1 different numbers of degree 1
r−1 in A and by Lemma
5.3.2, we conclude that
δM(ri+ 1) = |M(ri+ 1)|
= (r − 1)(r−1)iCri
= (r − 1)(r−1)i 1
(r − 1)i+ 1
(
ri
i
)
By Stirling’s formula,
√
n
(
kn
n
)
≥ k
k(n−1)+1
(k − 1)(k−1)(n−1) ,
δM(ri+ 1) ≥ (r − 1)
(r−1)i
((r − 1)i+ 1)√i
rr(i−1)+1
(r − 1)(r−1)(i−1) ≥
(r − 1)(r−1)
((r − 1)i+ 1)√i
rri
rr−1
(5.3)
and we have
δM(ri+ 1) ≤ rri (5.4)
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Equations (5.3) and (5.4) imply
ρMe = ρM = lim
n→∞
n
√
δM(n) = r.
Before concluding this section, we note the following simple fact about the growth
functions of S-codes.
Proposition 5.3.1. For any non negative function f : N → N bounded by an ex-
ponential function g(n) = mn for some m > 1, there exist a finite alphabet and an
S-code over this alphabet whose growth function is equal to f(n).
Proof. Assume that f(n) ≤ mn for some m > 1 and A = {a1, . . . , ar} For sufficiently
large r, the number of words of length n− 2, n ≥ 2, over A∗ is greater than mn. So
we can choose a subset Xn of A
∗ containing f(n) words of length n− 2 and denote
the union of Kn for n > 2 by X,
X =
⋃
n>2
Xn.
By adding new letters x1, . . . , xf(1), y1, . . . , yf(2), z1, . . . , zf(2) to A we get the new
alphabet A˜ and consider the following code L over A˜:
L = {x1, . . . , xf(1)} ∪ {y1z1, . . . , yf(2)zf(2)} ∪ {y1wz1 | w ∈ X}
Since xi, yj, zk are all different for any i ∈ {1, . . . , f(1)}, j, k ∈ {1, . . . , f(2)} and
w ∈ K does not contain these letters , L forms an S-code and the spherical growth
function of L, δn(L), is equal to f(n).
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5.4 A Construction of a Weak S-code
In this section we construct a family of weak S-codes. For this purpose we first
introduce some necessary definitions. The product of words v and w is denoted by
vw. The insertion of the word v into the word w is the word w1vw2 where w1 and
w2 are nonempty words with w1w2 = w. For a code L over an alphabet A, let (L)
denote the closure of L with respect to the product and insertion operations and
∗(L) denote the closure of L with respect to insertion. Every element of (L) can be
written as a product of words ∗(L). So (L) can be seen as a closure of ∗(L) with
respect to multiplication.
In the rest of the section, we assume that K is an S-code over an alphabet A
unless otherwise indicated.
Lemma 5.4.1. Let u, v be words in K and w ∈ ∗(K) be the insertion of v into u.
Then the only subword of w which is an element of K is v.
Proof. Let w = u1vu2 for non empty words u1, u2 such that u = u1u2 and suppose
that w contains a subword x ∈ K other than v. Since u, v ∈ K, x can not be the
subword of u1, u2 or v. It is a subword of u1v or vu2 as shown in the figures.
u1 v
xϵK
u2v
xϵK
Figure 5.1: The Word x Overlaps with v
So, x and v overlap and it contradicts that K is an S-code.
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We define a sequence n(K), n ≥ 0, of codes as follows: Let 0(K) = {∅},
1(K) = K and 2(K) be the set of words of the form
w = v0x1v1 . . . xlvl (5.5)
where x1, . . . , xl ∈ K, v = v0 . . . vl ∈ K and, v0 and vl are non empty words.
w ∈ 2(K) corresponds to the insertion of x1, . . . , xl into v.
v
x1 x2 xk
Figure 5.2: The Insertion of x1, x2, . . . , xk into v
By Lemma 5.4.1, w has a unique presentation as in (5.5). For n ≥ 2, we define
n+1(K) as the set of words of the form
w = v0w1v1 . . . wlvl (5.6)
where n = max{m | wi ∈ m(K), i ∈ {1, . . . , k}}, v = v0 . . . vl ∈ K and, v0 and
vl are non empty words.
Lemma 5.4.2. ∗(K) =
∞⊔
i=1
i(K)
Proof. It follows from Lemma 5.4.1.
Theorem 5.4.1. For an S-code K, ∗(K) forms a weak S-code.
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Before the proof of Theorem 5.4.1, we first need to state some preliminary results.
Lemma 5.4.3. If a word w ∈ ∗(K) is of the form w = w′xw′′ where x ∈ K and
w′, w′′ ∈ A∗, then w′w′′ ∈ ∗(K).
Proof. We first note that every word in ∗(K) contains at least one word of K as
a subword. Assume that w ∈ ∗(K) is the shortest word such that w = w′xw′′ for
some x ∈ K and w′w′′ /∈ ∗(K). If w ∈ l(K) for some l ≥ 2, say
w = v0w1v1 . . . wlvl
then there exists i ∈ {1, . . . , l} such that wi ∈ l−1(K). Let wi = w′iyw′′i for some
y ∈ K. |wi| < |w|, so w′iw′′i ∈ ∗(K) or w′iw′′i is the empty word and this implies
w¯ = v0w1v1 . . . vi−1w′iw
′′
i vi . . . wlvl ∈ ∗(K)
and this completes the proof if x and y are the same subwords of w. If not, then x
and y cannot overlap or one of them can not be the subword of the other. So x is a
subword of w¯ and the element w¯ that we get by deleting x from w¯ is in ∗(K). But
we can get w′w′′ by inserting y into w¯, so w′w′′ ∈ ∗(K).
Definition 5.4.1. A word w ∈ (K) is called indecomposable if it is not written as
a product of more than one words in (K).
Lemma 5.4.4. ∗(K) is the set of all indecomposable words in (K).
Proof. It is clear that indecomposable elements of (K) are in ∗(K). Assume that
w = w1w2 is the shortest decomposable element in 
∗(K) where w1, w2 are indecom-
posable words. We know that each word of ∗(K) contains at least one word of K
as a subword which is not prefix or suffix of it. Let w1 = w
′
1xw¯1 for some x ∈ K
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and non-empty words w′1, w¯1 ∈ A∗. Then w′1w¯1w2 ∈ ∗(K) and this contradicts the
assumption that w is the shortest decomposable word in ∗(K). So w1 is a word of
K. Similarly, w2 ∈ K. Since w /∈ K, there exist nonempty words w′, w¯ ∈ A∗ and a
word y ∈ K such that w = w′yw¯.
yϵK
ϵKw1 ϵKw2
Figure 5.3: The Word y Overlaps with w1 and w2
But this contradicts that K is an S-code.
Lemma 5.4.5. ∗(K) is a biprefix code.
Proof. Assume that a ∈ ∗(K) is the shortest word whose proper prefix b is also in
∗(K).
a'b
a
Figure 5.4: The Word b is a Proper Prefix of a
Since a is the shortest one, b ∈ K. By Lemma 5.4.3, we can see that a′ ∈ (K).
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But it contradicts Lemma 5.4.4. So, ∗(K) is a prefix code. Similarly, we can show
that it is a suffix code.
Corollary 5.4.1. Each word w ∈ (K) has a unique decomposition w = w1w2 . . . wm
where wi ∈ ∗(K).
Proof. All words in (K) can be written as a product of the words of ∗(K) and the
uniqueness follows on combining Lemma 5.4.5 with Proposition 2.6.1.
5.4.1 Proof of Theorem 5.4.1
Proof. By Lemma 5.4.5, it remains only to show that ∗(K) is a Markov code.
Assume that w is the shortest word which contains overlapping words i.e., for
u, v ∈ ∗(K) there exist u′ and v′ such that w = u′v and w = uv′ where u′ and
v′ are subwords of u and v, respectively.
vu
u' v'
Figure 5.5: Overlapping Words u and v
Since w is the shortest word containing overlapping words as a subword, u′ and
v′ do not contain words of K. So there exists a word x ∈ K that overlaps with u or
v as in one of the following figures:
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vu vu
x x
Figure 5.6: The Word x Overlaps with u or v
But all cases contradict that K is an S-code and this completes the proof.
The following example shows that Theorem 5.4.1 cannot be generalized for an
arbitrary code.
Example 5.4.1. L = {bde, c, abcd} is a weak S-code over A = {a, b, c, d, e}. The
words bcde, abcd ∈ ∗(L) overlap so ∗(L) is not a weak S-code. Even it is not a
Markov code.
Let Me be the weak S-code defined in Proposition 5.2.2. In the following proposi-
tion, we show that it corresponds to a closure of an S-code with respect to insertion.
Proposition 5.4.1. Let T = {x1x2 . . . xr−10 | x1, . . . , xr−1 ∈ {1, . . . , r − 1}}. Me
is the closure of the S-code with respect to insertion, i.e., ∗(T ) = Me.
Proof. It is clear that T ⊂ M(r) and Me is closed with respect to insertion, so
∗(T ) ⊂ Me. In order to show that Me =
⋃∞
i=1M(ri) ⊂ ∗(T ). We apply induction
on i: For i = 1, the words in M(r) coincide with the words in T . Assume that⋃n
i=1M(ri) ⊂ ∗(Kr) and consider w ∈ M(r(n + 1)). The prefix of w of length r
does not contain 0 and this implies w = uxv for some non-empty words u and v and
a word x ∈ Kr. One can observe that the word w¯ = uv is in M(rn), so is in ∗(T )
and this implies w ∈ ∗(T ).
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Before ending this section, we note the following results for the growth series of
(K) and ∗(K) for an S-code K that will be used later. In [GS82], Grigorchuk and
Stepin define the counting series of (K) and get an equation for this series which
we reformulate here for the growth series of (K) as follows. And we provide a proof
as some details are missing in [GS82].
Theorem 5.4.2. For an S-code K, the growth series F(K)(t) of (K) fulfills the
following equation
1− F(K)(t) +
∑
x∈K
t|x|(F(K)(t))|x| = 0.
Proof. Let v be a word in (K). Corollary 5.4.1 implies that v has a unique decom-
position as
v = w1 . . . wk, wi ∈ ∗(K), i ∈ {1, . . . , k}
In view of equation (5.5) and Lemma (5.4.2), we define the rank function on (K)
as follows
r(v) = r(w1 . . . wk) = max{n | wi ∈ n(K), i ∈ {1, . . . , k}}.
Let F (t) and G(t) denote the growth series of (K) and ∗(K), respectively. We
define the functions Fn(t) and Gn(t) :
Fn(t) = 1 +
∑
v∈(K)
r(v)≤n
t|v| and Gn(t) = 1 +
∑
w∈∗(K)
r(w)≤n
t|w|
and show that Fn(t) satisfies the following relation
Fn+1(t) = [1−
∑
x∈K
t|x|(Fn(t))|x|−1]−1. (5.7)
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Let v ∈ (K) be a word of rank not greater than n + 1. v is a product of elements
w of
⊔n+1
i=1 i(K). If w ∈ i(K) for 1 ≤ i ≤ n + 1, then it has a unique presentation
as in (5.5):
w = v0w1v1 . . . wlvl
where i = max{m | wi ∈ m−1(K), i ∈ {1, . . . , k}}, v = v0 . . . vl ∈ K and, v0 and vl
are non empty words. So the function Gn+1(t) is
Gn+1(t) =
∑
x∈K
t|x|(Fn(t))|x|−1
and this implies that the growth series of the words of rank not greater than n + 1
that are products of l elements of ∗(K) is
(
∑
x∈K
t|x|(Fn(t))|w|−1)l
when we take the sum of the series with respect to l, we get equation (5.7). Since
the coefficients of tn is bounded by rn, n ∈ N, Fn converges when t < 1. Also, the
coefficients of the series Fn+1 is greater than Fn for any n. Hence we take the limit
of both sides of equation (5.7) as n→∞ and get
F (t) = (1−
∑
x∈K
t|x|(F (t))|x|)−1.
Hence,
1− F (t) +
∑
x∈K
t|x|(F (t))|x| = 0.
Proposition 5.4.2. The growth series of (K) and ∗(K) for an S-code K satisfy
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the equation
F(K)(t) =
1
1− F∗(K)(t) (5.8)
Proof. It follows from Corollary 5.4.1. Since each word w ∈ (K) has a unique
decomposition in ∗(K), we have
F(K)(t) =
∞∑
n=0
(F∗(K)(t))
n =
1
1− F∗(K)(t)
Using these results, we provide another solution to Question 4 for the case that
the alphabet has even cardinality.
Theorem 5.4.3. Let K = {aibj | i, j ∈ {1, . . . , r}} be the code over the alphabet
A = {ai, bj | i, j ∈ {1, . . . , r}}. Then ∗(K) is a weak S-code with exponential growth
rate 2r.
Proof. Theorem 5.3.2 implies that ∗(K) is a weak S-code since K is an S–code. By
Theorem 5.4.2, we know that the growth series F (t) of (K) satisfies the equation
1− F (t) + r2t2F (t)2 = 0. Hence,
F (t) =
1±√1− 4r2t2
2r2t2
and by combining this with Proposition 5.4.2 , we get the following relation,
F∗(K)(t) = 1− 2r
2t2
1±√1− 4r2t2 .
We observe that t = 1
2r
is the smallest positive singular point of F∗(K)(t) which
implies that the exponential growth rate of ∗(K) is 2r.
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5.5 Complete Codes
In this section, we study dense and complete codes. We show that S-codes are
never complete and give a sufficient condition for an S-code to be maximal. We refer
to the book [BP85] for a comprehensive source regarding the complete codes.
Let X be subset of A∗. An element w ∈ A∗ is called completable in X if there
exist u, v ∈ A∗ such that uwv ∈ X. A word which is not completable in X is called
incompletable. X is called dense in A∗ if all elements of A∗ are completable in X.
Note that if the cardinality of A is 1, then all the infinite subsets of A∗ are dense in
A∗.
Theorem 5.5.1. K is a maximal S-code over an alphabet A if and only if the closure
∗(K) of K with respect to insertion is dense in A∗
Proof. Assume K is a maximal S-code over A and w ∈ A∗ is the shortest word such
that it is not a subword of any word in ∗(K). Since K is a maximal S-code there
exists v ∈ K such that v and w overlap.
w'
v vw
u'
w
w'' u''
or
Figure 5.7: The Words v and w Overlap
Since w is the shortest word w′ (or w′′) is a subword of a word in ∗(K).
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w'
or
v
w''
v
Figure 5.8: The Insertion of v into w′ or w′′
By inserting v into this word as in the previous figures we get a word in ∗(K)
containing w as a subword.
To prove the sufficiency, assume that K is not a maximal S-code and any word
w ∈ A∗ is a subword of an element of ∗(K). There exists w ∈ A∗ such that K ∪{w}
is an S-code. Suppose that v is the shortest word in ∗(K) such that w is a subword
of v. We have proven that all the elements of ∗(K) are of the following forms:
v = x1v1 . . . vnxn
where x1 6= ∅, xn 6= ∅ , x1 . . . xn ∈ K, v1, . . . , vn ∈ ∗(K).
Since v is the shortest one, w is not a subword of vi for any i ∈ {1, . . . , n}.
w
x1 v1 xi vi xn vn
Figure 5.9: A Suffix of w is a Prefix of vi
or
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wx1 v1 xi vi xn vnxi+1
Figure 5.10: A Prefix of w is a Suffix of vi
We know that every word vi in 
∗(K) contains a code word as a subword and if
we delete it we get another word in ∗(K) of rank r(vi)− 1. The elements of K can
not be a subword of w or can not overlap with w and again by the assumption that
v is the shortest word we conclude that vi ∈ K, but it contradicts that K ∪ {w} is
an S-code.
Corollary 5.5.1. The codes Me and M are dense in A
∗.
Proof. Combining Theorem 5.5.1 and Proposition 5.4.1, we see that Me is dense in
A∗. The correspondence between the elements of Me and M given in Proposition
5.2.2(i) implies M is also dense.
Definition 5.5.1. A subsetX of A∗ is called complete if the submonoidX∗ generated
by X is dense in A∗.
Theorem 5.5.2. [BP85, Theorem I.5.1] Any maximal code is complete.
Proof. Let K be a maximal code over A. If |A| = 1, any nonempty code is complete,
so is K. Assume that |A| ≥ 2 and K is not complete. Then there exists a word v ∈ A∗
which is incompletable in K∗ i.e. w1vw2 /∈ K∗ for any w1, w2 ∈ A∗. Since |v| = 1
implies K ∪ {v} is a code, we can assume that |v| ≥ 2. Suppose that the first letter
of v is a and b ∈ A \ {a} and consider the word v¯ = vab|v|. v¯ is a word which does
not overlap itself and it is incompletable by the simple fact that any word containing
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an incompletable word is also incompletable. To prove the assertion, we will show
that K ∪ {v¯} is a code. If not, then there exist y1, . . . , yn, y′1, . . . , y′m ∈ K ∪ {v¯} such
that y1 6= y′1 and
y1 . . . yn = y
′
1 . . . y
′
m.
Since K is a code, one of y1, . . . , yn is v¯ and let i be the smallest such index. v¯ is
not a subword of any word in K∗ implies , one of y′1, . . . , y
′
m is also v¯. Let j is the
smallest index such that y′j = v¯. Then we get
y1 . . . yi−1 = y′1 . . . y
′
j−1
for y1, . . . , yi−1, y′1, . . . , y
′
j−1 ∈ K. So i = j and yt = y′t for any t ∈ {1, . . . , i− 1} and
this contradicts that y1 6= y′1. Thus, K ∪ {v¯} is a code and this completes the proof.
Following example shows that the inverse of the theorem is not true in general.
Example 5.5.1. By Example 2.7.1, we know that the set D of Dyck words form a
maximal free code. For any u ∈ A∗, v = a2|u|bub|u| is easily seen to be in D which
implies D is dense in A∗. But for each w ∈ D, D − w remains dense, so we get a
complete but not a maximal code.
The classification of complete codes is given in the following theorem.
Theorem 5.5.3. [BP85, Theorem I.5.8] Let L be a code over A. Then L is complete
if and only if L is dense or a maximal code.
The next statement shows that non-trivial S-codes are never complete.
Proposition 5.5.1. If A is an alphabet and K 6= A is an S-code over A then K is
not complete.
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Proof. Let K be an S-code. If K is a proper subset of A, it is clear that K is not
complete. So, we can assume that there exists w = w1 . . . wn ∈ K of length n ≥ 2.
Consider the word w′ = wwn and assume there exist u, v ∈ A∗ such that uw′v ∈ K∗,
i.e., uw′v = x1 . . . xm for some x1, . . . , xm ∈ K. There is no word starting with wn in
K, so w overlaps with xi or it is a subword of xi for some i.
Definition 5.5.2. A subset of A∗ which is not dense is called thin.
Corollary 5.5.2. If L is a thin Markov code over A, then it is not complete in A∗.
Proof. It follows from Theorem 5.5.3 and Corollary 2.7.2.
5.6 A Sufficient Condition for an S-code to be Maximal
Let AZ =
∏∞
−∞Ai, Ai = A be the infinite product of a countable number of
copies of the alphabet A, and let T be the left shift on AZ. For a measure pi on
A, let µpi be the product of measures pii = pi on Ai. The triple (A
Z, µpi, T ) is called
a Bernoulli scheme where T viewed as a transformation of (AZ, µpi) preserving the
measure µpi is called a Bernoulli automorphism.
Every word w = w1w2 . . . wr, for wi ∈ A, generates a cylindrical set Cw defined as
follows
Cw = {w˜ ∈ AZ | w˜i = wi i = 1, 2, . . . , r}
Thus a code L = {lj} itself generates a system of cylindrical sets {Clj}. The following
theorem appears in [Liv74].
Theorem 5.6.1. Let natural numbers nj, 1 ≤ j ≤ n ≤ ∞, be given not all nj
being equal to 1, and numbers qj, 0 < qj < 1. There exist an alphabet A, an S-code
L = {lj}mj=1 over A, and a measure pi on A such that
|lj| = nj , µpi(Clj) = qj
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if and only if for some positive s the series
f(t) = 1− t+
∑
qjt
nj
converges on [0, s] and f(s) = 0.
By using this fact, we can find a bound for the maximum number of words in a
block S-code:
Corollary 5.6.1. Let A = {a0, a2, . . . , ar−1} be an alphabet of r ≥ 2 letters. The
maximum cardinality of an S-code whose elements are all of length r is (r − 1)r−1.
Proof. Consider a distribution with probabilities equal to p(ai) = 1/r for ai ∈ A.
Let l = {lj}k1 be an S-code whose elements are all of length d. Then
µP (Clj) = 1/r
r.
By Theorem 5.6.1, it is necessary that the polynomial
f(t) = 1− t+ (k/rr)tr
has a positive real root. The greatest among the positive k will be the one for
which the polynomial f(t) has a multiple positive real root. This is possible only for
k = (r − 1)r−1. So the maximum number of words in such an S-code is bounded
above by (r − 1)r−1 and we see that this number is attained for the code K =
{a0x1 . . . xr−1 | xi ∈ {a1, . . . , ar−1, i ∈ {1, . . . , r − 1}}}.
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Definition 5.6.1. For an S-code K and a distribution pi on an alphabet A, define
ΩK =
∞⋂
n=1
⋃
{T s(Cw) | w ∈ j(K), j ≥ n , 1 ≤ s ≤ |w|}
We say that “S-code K covers the scheme (AZ, µpi, T )” if µpi(ΩK) = 1.
The following result of Livshits ([Liv74]) gives the necessary and sufficient con-
dition for an S-code to cover a Bernoulli scheme.
Theorem 5.6.2. The S-code K = {xi}ni=1, n ≤ ∞, over an alphabet A covers the
Bernoulli scheme (AZ, µpi, T ) if and only if the series
f(t) = 1− t+
n∑
i=1
µpi(Cxi)t
|xi|
has a multiple real positive root in the disk of convergence.
Theorem 5.6.3. Let K = {xi} be an S-code on the alphabet A = {a1, . . . , ad} with
probabilities pi(ai) = pi. If K covers the Bernoulli scheme (A
Z, µpi, T ) then it is a
maximal S-code.
Proof. Assume that K covers the Bernoulli scheme (AZ, µpi, T ), then by the previous
Theorem,
f(t) = 1− t+
n∑
i=1
µpi(Cxi)t
|xi|
has a multiple positive real root, say to, in the disk of convergence, i.e.,
f(t0) = f
′(t0) = 0
One can observe that for t ∈ (0, t0), f is decreasing and for t > t0, f is an increasing
function. And, since f(0) = 1, we conclude that f(t) ≥ 0 for t ≥ 0. Now, assume
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that there exists w ∈ A∗\K such that K1 = K∪{w} is an S-code. The corresponding
function for K1 is
f1(t) = f(t) + µpi(Cw)t
|w|.
For t > 0, f1(t) > f(t) ≥ 0 and this contradicts with Theorem 5.6.1.
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6. SUMMARY
In this dissertation, we have studied the growth of algebras and formal languages.
The results that we obtained can be summarized as follows.
In the first part, we have shown the existence of finitely presented quadratic
algebras of intermediate growth by giving two concrete examples of such algebras
with their presentations.
In the second part, we have focused on finitely presented algebras of different
intermediate growth types. By considering the growth of metabelian Lie algebras
and their universal enveloping algebras, we have proven the existence of finitely
presented algebras of intermediate growth of type en
d/(d+1)
for any d ∈ N.
In the last part, we have studied the growth of formal languages such as S-codes,
weak S-codes and Markov codes. It was investigated what type of codes may have
maximal growth and given some sufficient conditions for an S-code to be maximal.
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APPENDIX A
A PRESENTATION OF THE VERONESE SUBALGEBRA OF U(L)
Let U = U(L) be an associative algebra with generators x, y and the set of
relations R = {x3y − 3x2yx+ 3xyx2 − yx3 = 0, y3x− 3y2xy + 3yxy2 − xy3 = 0} as
in Theorem 3.1.1. Since R is a set of two homogeneous polynomials, U is a graded
algebra. Let V4(U) be the Veronese subalgebra of U . It was proven in Section 3.2 that
V4(U) is a graded algebra generated by the set S of monomials of length 4 over {x, y}
and the set of relations R∗ = {fi = 0, vfiw = 0} where v, w are monomials such that
l(v)+ l(w) = 4 and, f1 = x
3y−3x2yx+3xyx2−yx3, f2 = y3x−3y2xy+3yxy2−xy3.
Basically, R∗ is the set of homogeneous polynomials of degree 4 or 8 generated by
R = {f1 = 0, f2 = 0} in k[x, y]. Since there are 48 different pairs (v, w) of monomials,
R∗ consists of 2 homogeneous polynomials of degree 4:
(i) yx3 = x3y − 3x2yx+ 3xyx2, (ii) y3x = xy3 − 3yxy2 + 3y2xy
and 96 homogeneous polynomials of degree 8:
(1) xyx2x4 = x4yx3 − 3x3yx4 + 3x2yxx4,
(2) x3yx4 = x4x2yx− 3x4xyx2 + 3x4yx3,
(3) x2y2yx3 = x3yy2x2 − 3x2yxy2x2 + 3x2y2xyx2,
(4) xyx2x3y = x4yx2y − 3x3yx3y + 3x2yxx3y,
(5) x3yx3y = x4x2y2 − 3x4xyxy + 3x4yx2y,
(6) x2y2yx2y = x3yy2xy − 3x2yxy2xy + 3x2y2xyxy,
(7) xyx2x2yx = x4yxyx− 3x3yx2yx + 3x2yxx2yx,
(8) x2y2x4 = x2yxx2yx− 3x2yxxyx2 + 3x2yxyx3,
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(9) x2y2yxyx = x3yy3x− 3x2yxy3x + 3x2y2xy2x,
(10) xyx2x2y2 = x4yxy2 − 3x3yx2y2 + 3x2yxx2y2,
(11) x2y2x3y = x2yxx2y2 − 3x2yxxyxy + 3x2yxyx2y,
(12) x2y2yxy2 = x3yy4 − 3x2yxy4 + 3x2y2xy3,
(13) xyx2xyx2 = x4y2x2 − 3x3yxyx2 + 3x2yxxyx2,
(14) xyxyx4 = xyx2x2yx− 3xyx2xyx2 + 3xyx2yx3,
(15) xy3yx3 = xyxyy2x2 − 3xy2xy2x2 + 3xy3xyx2,
(16) xyx2xy2x = x4y3x− 3x3yxy2x + 3x2yxxy2x,
(17) xy3x4 = xy2xx2yx− 3xy2xxyx2 + 3xy2xyx3,
(18) xy3yxyx = xyxyy3x− 3xy2xy3x + 3xy3xy2x,
(19) xyx2xyxy = x4y2xy − 3x3yxyxy + 3x2yxxyxy,
(20) xyxyx3y = xyx2x2y2 − 3xyx2xyxy + 3xyx2yx2y,
(21) xy3yx2y = xyxyy2xy − 3xy2xy2xy + 3xy3xyxy,
(22) xyx2xy3 = x4y4 − 3x3yxy3 + 3x2yxxy3,
(23) xy3x3y = xy2xx2y2 − 3xy2xxyxy + 3xy2xyx2y,
(24) xy3yxy2 = xyxyy4 − 3xy2xy4 + 3xy3xy3,
(25) y2x2x4 = yx3yx3 − 3yx2yx4 + 3yxyxx4,
(26) yx2yx4 = yx3x2yx− 3yx3xyx2 + 3yx3yx3,
(27) yxy2yx3 = yx2yy2x2 − 3yxyxy2x2 + 3yxy2xyx2,
(28) x2y2x2yx = yx3yxyx− 3yx2yx2yx + 3yxyxy2xy,
(29) yxy2x4 = yxyxx2yx− 3yxyxxyx2 + 3yxyxyx3,
(30) yxy2yxyx = yx2yy3x− 3yxyxy3x + 3yxy2xy2x,
(31) y2x2x2y2 = yx3yxy2 − 3yx2yx2y2 + 3yxyxx2y2,
(32) yxy2x3y = yxyxx2y2 − 3yxyxxyxy + 3yxyxyx2y,
(33) yxy2yxy2 = yx2yy4 − 3yxyxy4 + 3yxy2xy3,
(34) y2x2x3y = yx3yx2y − 3yx2yx3y + 3yxyxx3y,
(35) yx2yx3y = yx3x2y2 − 3yx3xyxy + 3yx3yx2y,
106
(36) yxy2yx2y = yx2yy2xy − 3yxyxy2xy + 3yxy2xyxy,
(37) y2x2xyx2 = yx3y2x2 − 3yx2yxyx2 + 3yxyxxyx2,
(38) y2xyx4 = y2x2x2yx− 3y2x2xyx2 + 3y2x2yx3,
(39) y4yx3 = y2xyy2x2 − 3y3xy2x2 + 3y4xyx2,
(40) y2x2xyxy = yx3y2xy − 3yx2yxyxy + 3yxyxxyxy,
(41) y2xyx3y = y2x2x2y2 − 3y2x2xyxy + 3y2x2yx2y,
(42) y4yx2y = y2xyy2xy − 3y3xy2xy + 3y4xyxy,
(43) y2x2xy2x = yx3y3x− 3yx2yxy2x + 3yxyxxy2x,
(44) y4x4 = y3xx2yx− 3y3xxyx2 + 3y3xyx3,
(45) y4yxyx = y2xyy3x− 3y3xy3x + 3y4xy2x,
(46) y2x2xy3 = yx3y4 − 3yx2yxy3 + 3yxyxxy3,
(47) y4x3y = y3xx2y2 − 3y3xxyxy + 3y3xyx2y,
(48) y4yxy2 = y2xyy4 − 3y3xy4 + 3y4xy3,
(49) x2yxx4 = x4xyx2 − 3x4yx3 + 3x3yx4,
(50) xy3x4 = x2y2yx3 − 3xyxyyx3 + 3xy2xyx3,
(51) x3yy2x2 = x4y3x− 3x3yxy2x + 3x3yyxyx,
(52) x2yxx3y = x4xyxy − 3x4yx2y + 3x3yx3y,
(53) xy3x3y = x2y2yx2y − 3xyxyyx2y + 3xy2xyx2y,
(54) x3yy2xy = x4y4 − 3x3yxy3 + 3x3yyxy2,
(55) x2yxx2yx = x4xy2x− 3x4yxyx + 3x3yx2yx,
(56) xy3x2yx = x2y2yxyx− 3xyxyyxyx + 3xy2xyxyx,
(57) x2y2y2x2 = x2yxy3x− 3x2y2xy2x + 3x2y2yxyx,
(58) x2yxx2y2 = x4xy3 − 3x4yxy2 + 3x3yx2y2,
(59) xy3x2y2 = x2y2yxy2 − 3xyxyyxy2 + 3xy2xyxy2,
(60) x2y2y2xy = x2yxy4 − 3x2y2xy3 + 3x2y2yxy2,
(61) xy2xx4 = xyx2xyx2 − 3xyx2yx3 + 3xyxyx4,
(62) xy3xyx2 = x2y2y2x2 − 3xyxyy2x2 + 3xy2xy2x2,
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(62) xy3xyx2 = x2y2y2x2 − 3xyxyy2x2 + 3xy2xy2x2,
(63) xyxyy2x2 = xyx2y3x− 3xyxyxy2x + 3xyxyyxyx,
(64) xy2xx2yx = xyx2xy2x− 3xyx2yxyx + 3xyxyx2yx,
(65) xy3xy2x = x2y2y3x− 3xyxyy3x + 3xy2xy3x,
(66) xy3y2x2 = xy2xy3x− 3xy3xy2x + 3xy3yxyx,
(67) xy2xx3y = xyx2xyxy − 3xyx2yx2y + 3xyxyx3y,
(68) xy3xyxy = x2y2y2xy − 3xyxyy2xy + 3xy2xy2xy,
(69) xyxyy2xy = xyx2y4 − 3xyxyxy3 + 3xyxyyxy2,
(70) xy2xx2y2 = xyx2xy3 − 3xyx2yxy2 + 3xyxyx2y2,
(71) xy3xy3 = x2y2y4 − 3xyxyy4 + 3xy2xy4,
(72) xy3y2xy = xy2xy4 − 3xy3xy3 + 3xy3yxy2,
(73) yxyxx4 = yx3xyx2 − 3yx3yx3 + 3yx2yx4,
(74) y4x4 = yxy2yx3 − 3y2xyyx3 + 3y3xyx3,
(75) yx2yy2x2 = yx3y3x− 3yx2yxy2x + 3yx2yyxyx,
(76) yxyxx2yx = yx3xy2x− 3yx3yxyx + 3yx2yx2yx,
(77) y4x2yx = yxy2yxyx− 3y2xyyxyx + 3y3xyxyx,
(78) yxy2y2x2 = yxyxy3x− 3yxy2xy2x + 3yxy2yxyx,
(79) yxyxx2y2 = yx3xy3 − 3yx3yxy2 + 3yx2yx2y2,
(80) y4x2y2 = yxy2yxy2 − 3y2xyyxy2 + 3y3xyxy2,
(81) yxy2y2xy = yxyxy4 − 3yxy2xy3 + 3yxy2yxy2,
(82) yxyxx3y = yx3xyxy − 3yx3yx2y + 3yx2yx3y,
(84) yx2yy2xy = yx3y4 − 3yx2yxy3 + 3yx2yyxy2,
(85) y3xx4 = y2x2xyx2 − 3y2x2yx3 − 3y2xyx4,
(86) y4xyx2 = yxy2y2x2 − 3y2xyy2x2 + 3y3xy2x2,
(87) y2xyy2x2 = y2x2y3x− 3y2xyxy2x + 3y2xyyxyx,
(88) y3xx3y = y2x2xyxy − 3y2x2yx2y + 3y2xyx3y,
(89) y4xyxy = yxy2y2xy − 3y2xyy2xy + 3y3xy2xy,
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(90) y2xyy2xy = y2x2y4 − 3y2xyxy3 + 3y2xyyxy2,
(91) y3xx2yx = y2x2yx2x− 3y2x2yxyx + 3y2xyx2yx,
(92) y4xy2x = yxy2y3x− 3y2xyy3x + 3y3xy3x,
(93) y4y2x2 = y3xy3x− 3y4xy2x + 3y4yxyx,
(94) y3xx2y2 = y2x2xy3 − 3y2x2yxy2 + 3y2xyx2y2,
(95) y4xy3 = yxy2y4 − 3y2xyy4 − 3y2xyy4 + 3y3xy4,
(96) y4y2xy = y3xy4 − 3y4xy3 + 3y4yxy2.
We can rename the generators as follows: y4 = Y1, y
3x = Y2, y
2xy = Y3, y
2x2 =
Y4, yxy
2 = Y5, yxyx = Y6, yx
2y = Y7, yx
3 = Y8, xy
3 = X1, xy
2x = X2, xyxy =
X3, xyx
2 = X4, x
2y2 = X5, x
2yx = X6, x
3y = X7, x
4 = X8. So the relations will
be
(i) Y8 = X7 − 3X6 + 3X4, (ii) Y2 = X1 − 3Y5 + 3Y3
(1) X4X8 = X8Y8 − 3X7X8 + 3X6X8, (49) X6X8 = X8X4 − 3X8Y8 + 3X7X8,
(2) X7X8 = X8X6 − 3X8X4 + 3X8Y8, (50) X1X8 = X5Y8 − 3X3Y8 + 3X2Y8,
(3) X5Y8 = X7Y4 − 3X6Y4 + 3X5X4, (51) X7Y4 = X8Y2 − 3X7X2 + 3X7Y6,
(4) X4X7 = X8Y7 − 3X7X7 + 3X6X7, (52) X6X7 = X8X3 − 3X8Y7 + 3X7X7,
(5) X7X7 = X8X5 − 3X8X3 + 3X8Y7, (53) X1X7 = X5Y7 − 3X3Y7 + 3X2Y7,
(6) X5Y7 = X7Y3 − 3X6Y3 + 3X5X3, (54) X7Y3 = X8Y1 − 3X7X1 + 3X7Y5,
(7) X4X6 = X8Y6 − 3X7X6 + 3X6X6, (55) X6X6 = X8X2 − 3X8Y6 + 3X7X6,
(8) X5X8 = X6X6 − 3X6X4 + 3X6Y8, (56) X1X6 = X5Y6 − 3X3Y6 + 3X2Y6,
(9) X5Y6 = X7Y2 − 3X6Y2 + 3X5X2, (57) X5Y4 = X6Y2 − 3X5X2 + 3X5Y6,
(10) X4X5 = X8Y5 − 3X7X5 + 3X6X5, (58) , X6X5 = X8X1 − 3X8Y5 + 3X7X5,
(11) X5X7 = X6X5 − 3X6X3 + 3X6Y7, (59) X1X5 = X5Y5 − 3X3Y5 + 3X2Y5,
(12) X5Y5 = X7Y1 − 3X6Y1 + 3X5X1, (60) X5Y3 = X6Y1 − 3X5X1 + 3X5Y5,
(13) X4X4 = X8Y4 − 3X7X4 + 3X6X4, (61) X2X8 = X4X4 − 3X4Y8 + 3X3X8,
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(14) X3X8 = X4X6 − 3X4X4 + 3X4Y8, (62) X1X4 = X5Y4 − 3X3Y4 + 3X2Y4,
(15) X1Y8 = X3Y4 − 3X2Y4 + 3X1X4, (63) X3Y4 = X4Y2 − 3X3X2 + 3X3Y6,
(16) X4X2 = X8Y2 − 3X7X2 + 3X6X2, (64) X2X6 = X4X2 − 3X4Y6 + 3X3X6,
(17) X1X8 = X2X6 − 3X2X4 + 3X2Y8, (65) X1X2 = X5Y2 − 3X3Y2 + 3X2Y2,
(18) X1Y6 = X3Y2 − 3X2Y2 + 3X1X2, (66) X1Y4 = X2Y2 − 3X1X2 + 3X1Y6,
(19) X4X3 = X8Y3 − 3X7X3 + 3X6X3, (67) X2X7 = X4X3 − 3X4Y7 + 3X3X7,
(20) X3X7 = X4X5 − 3X4X3 + 3X4Y7, (68) X1X3 = X5Y3 − 3X3Y3 + 3X2Y2,
(21) X1Y7 = X3Y3 − 3X2Y3 + 3X1X3, (69) X3Y3 = X4Y1 − 3X3X1 + 3X3Y5,
(22) X4X1 = X8Y1 − 3X7X1 + 3X6X1, (70) X2X5 = X4X1 − 3X4Y5 + 3X3X5,
(23) X1X7 = X2X5 − 3X2X3 + 3X2Y7, (71) X1X1 = X5Y1 − 3X3Y1 + 3X2Y1,
(24) X1Y5 = X3Y1 − 3X2Y1 + 3X1X1, (72) X1Y3 = X2Y1 − 3X1X1 + 3X1Y5,
(25) Y4X8 = Y8Y8 − 3Y7X8 + 3Y6X8, (73) Y6X8 = Y8X4 − 3Y8Y8 + 3Y7X8,
(26) Y7X8 = Y8X6 − 3Y8X4 + 3Y8Y8, (74) Y1X8 = Y5Y8 − 3Y3Y8 + 3Y2Y8,
(27) Y5Y8 = Y7Y4 − 3Y6Y4 + 3Y5X4, (75) Y7Y4 = Y8Y2 − 3Y7X2 + 3Y7Y6,
(28) Y4X6 = Y8Y6 − 3Y7X6 + 3Y6X6, (76) Y6X6 = Y8X2 − 3Y8Y6 + 3Y7X6,
(29) Y5X8 = Y6X6 − 3Y6X4 + 3Y6Y8, (77) Y1X6 = Y5Y6 − 3Y3Y6 + 3Y2Y6,
(30) Y5Y6 = Y7Y2 − 3Y6Y2 + 3Y5X2, (78) Y5Y4 = Y6Y2 − 3Y5X2 + 3Y5Y6,
(31) Y4X5 = Y8Y5 − 3Y7X5 + 3Y6X5, (79) Y6X5 = Y8X1 − 3Y8Y5 + 3Y7X5
(32) Y5X7 = Y6X5 − 3Y6X3 + 3Y6Y7, (80) Y1X5 = Y5Y5 − 3Y3Y5 + 3Y2Y5,
(33) Y5Y5 = Y7Y1 − 3Y6Y1 + 3Y5X1, (81) Y5Y3 = Y6Y1 − 3Y5X1 + 3Y5Y5,
(34) Y4X7 = Y8Y7 − 3Y7X7 + 3Y6X7, (82) Y6X7 = Y8X3 − 3Y8Y7 + 3Y7X7,
(35) Y7X7 = Y8X5 − 3Y8X3 + 3Y8Y7, (83) Y1X7 = Y5Y7 − 3Y3Y7 + 3Y2Y7,
(36) Y5Y7 = Y7Y3 − 3Y6Y3 + 3Y5X3, (84) Y7Y3 = Y8Y1 − 3Y7X1 + 3Y7Y5,
(37) Y4X4 = Y8Y4 − 3Y7X4 + 3Y6X4, (85) Y2X8 = Y4X4 − 3Y4Y8 + 3Y3X8,
(38) Y3X8 = Y4X6 − 3Y4X4 + 3Y4Y8, (86) Y1X4 = Y5Y4 − 3Y3Y4 + 3Y2Y4,
(39) Y1Y8 = Y3Y4 − 3Y2Y4 + 3Y1X4, (87) Y3Y4 = Y4Y2 − 3Y3X2 + 3Y3Y6,
(40) Y4X3 = Y8Y3 − 3Y7X3 + 3Y6X3, (88) Y2X7 = Y4X3 − 3Y4Y7 + 3Y3X7,
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(41) Y3X7 = Y4X5 − 3Y4X3 + 3Y4Y7, (89) Y1X3 = Y5Y3 − 3Y3Y3 + 3Y2Y3,
(42) Y1Y7 = Y3Y3 − 3Y2Y3 + 3Y1X3, (90) Y3Y3 = Y4Y1 − 3Y3X1 + 3Y3Y5,
(43) Y4X2 = Y8Y2 − 3Y7X2 + 3Y6X2, (91) Y2X6 = Y4X2 − 3Y4Y6 + 3Y3X6,
(44) Y1X8 = Y2X6 − 3Y2X4 + 3Y2Y8, (92) Y1X2 = X5Y2 − 3Y3Y2 + 3Y2Y2,
(45) Y1Y6 = Y3Y2 − 3Y2Y2 + 3Y1X2, (93) Y1Y4 = Y2Y2 − 3Y1X2 + 3Y1Y6,
(46) Y4X1 = Y8Y1 − 3Y7X1 + 3Y6X1, (94) Y2X5 = Y4X1 − 3Y4Y5 + 3Y3X5,
(47) Y1X7 = Y2X5 − 3Y2X3 + 3Y2Y7, (95) Y1X1 = Y5Y1 − 3Y3Y1 + 3Y2Y1,
(48) Y1Y5 = Y3Y1 − 3Y2Y1 + 3Y1X1, (96) Y1Y3 = Y2Y1 − 3Y1X1 + 3Y1Y5.
We see that V4(U) is a quadratic algebra with generators X1, . . . , X8, Y1, . . . Y8 and
relations (i), (ii), (1) − (96). This may not be the simplest presentation of V4(U).
Observe that the generators Y8 and Y2 are linear combinations of other generators
by (i) and (ii), so they can be removed from the generating set.
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