Linear threshold functions (for real and Boolean inputs) have received much attention, for they are the component parts of many artificial neural networks. Linear threshold functions are exactly those functions such that the positive and negative examples are separated by a hyperplane. One extension of this notion is to allow separators to be surfaces whose equations are polynomials of at most a given degree (linear separation being the degree-1 case). We investigate the representational and expressive power of polynomial separators. Restricting to the Boolean domain, by using an upper bound on the number of functions defined on {0, 1} n by polynomial separators having at most a given degree, we show, as conjectured by Wang and Williams [26] , that for almost every Boolean function, one needs a polynomial surface of degree at least n/2 in order to separate the negative examples from the positive examples. Further, we show that, for odd n, at most half of all Boolean functions are realisable by a separating surface of degree n/2 . We then compute the Vapnik-Chervonenkis dimension of the class of functions realised by polynomial separating surfaces of at most a given degree, both for the case of Boolean inputs and real inputs. In the case of linear separators, the VC dimensions coincide for these two cases, but for surfaces of higher degree, there is a strict divergence. We then use these results on the VC dimension to quantify the sample size required for valid generalisation in Valiant's probably approximately correct framework [24, 6] .
Introduction
A {0, 1}-valued function f on R n is said to be a linear threshold function if there are real numbers w 1 , w 2 , . . . , w n and θ such that f (x) = 1 if and only if the inner product w, x = n i=0 w i x i is greater than θ. The coefficients w i (1 ≤ i ≤ n) are known as the weights, the vector w is known as the weight-vector, and θ is called the threshold.
When θ = 0, we say that t is a homogeneous linear threshold function. Linear threshold functions have been studied extensively: see, for example, [19, 13, 17, 15, 3] . Observe that a function is a linear threshold function if and only if the positive examples can be separated from the negative examples by a separating hyperplane. (In the case of a homogeneous linear threshold function, this hyperplane contains the origin.) One may consider different kinds of separators, generalising the notion of a linear threshold function. As in [7, 20, 26] (for example), one may consider separators which are quadratic, cubic, or in general multilinear. A surface in R n is said to be a polynomial discriminator of order m if it can be described by a multinomial equation of degree m in the variables x 1 , x 2 , . . . , x n . For example, the set of discriminators of order 2 in R 3 consists of all surfaces whose equations are of the form w 1 x 1 + w 2 x 2 + w 3 x 3 + w 4 x 2 1 + w 5 x 2 2 + w 6 x 2 3 + w 7 x 1 x 2 + w 8 x 1 x 3 + w 9 x 2 x 3 = w 10 , for some contants w i , (1 ≤ i ≤ 10), where at least one of the terms of order 2 has a non-zero coefficient. (This last condition ensures that the order of a discriminator is well-defined.)
Linear and polynomial discriminators have been studied in the the context of pattern classification (see, for example, [9, 8, 20] ), where the aim is to classify a given set of test data points into two categories correctly, this classification being used as a (hopefully valid) means of classifying further points. Although we shall discuss only the method of separation by polynomial surfaces in this paper, it should be mentioned that other methods have usefully been applied when the desired classification of the data points cannot be achieved by linear separators; see, for example [16, 27] . The representation and approximation of boolean functions by polynomials has useful applications in a number of areas of computer science; a discussion of some of the problems studied and the techniques used may be found in the survey of Saks [23] . In addition, polynomial discriminators have recently been employed in signal processing [22] . It is therefore an important problem to determine the 'power' of classification achievable by such discriminators.
Here, we investigate the representational and expressive power of polynomial separators. Restricting to the Boolean domain, and bounding the number of functions defined on {0, 1} n by polynomial separators having at most a given degree, we show that for almost every Boolean function, one needs a polynomial surface of degree at least n/2 in order to separate the negative examples from the positive examples. We then compute the Vapnik-Chervonenkis dimension of the class of functions realised by polynomial separating surfaces of at most a given degree; we do this both for the case of Boolean inputs and real inputs. In the case of linear separators, the VC dimensions coincide for these two cases, but for surfaces of higher degree, there is a strict divergence. Having computed the VC dimensions, we obtain an indication of how large a set of test data should be used for valid further classification of previously unseen points (within the criteria of the 'probably approximately correct' model of machine learning [24, 6, 1] ).
Definitions and Notation
We now introduce some notation which will prove useful. Let us denote the set {1, 2, . . . , n} by [n]. We shall denote the set of all subsets of at most m objects from [n] by [n] (m) and we shall denote by [n] m the set of all selections, in which repetition is allowed, of at most m objects from [n]. Thus, [n] m is a collection of 'multi-sets'. For example, [3] (2) consists of the sets m , and for any x = (x 1 , x 2 , . . . , x n ) ∈ R n , x S denotes the product of the x i for i ∈ S (with repetitions as required). For example, x {1,2,3} = x 1 x 2 x 3 and x {1,1,2} = x 2 1 x 2 . When S = ∅, the empty set, we interpret x S as the constant 1.
With this notation, a {0, 1}-valued function f defined on R n is a polynomial discriminant function of degree at most m if there are constants w S , one for each
The set of polynomial discriminant functions on R n of degree at most m will be denoted by P (n, m).
If we restrict attention to binary inputs (which we take to be 0 or 1) then any terms x S in which S contains a repetition are redundant, simply because for x = 0 or 1, x k = x for all k; thus, for example, for binary inputs, x 1 x 2 2 x 3 3 = x 1 x 2 x 3 . Therefore, we arrive at the following definition from [26] , which is a special case of that of a polynomial discriminant function. A Boolean function f of n variables (that is, a {0, 1}-valued function on {0, 1} n ) is an order-at-most-m threshold function if there are constants w S , one for each S ∈ [n] (m) , such that
If, in addition, f is not an order-at-most-(m − 1) threshold function, then we say that f has threshold order m. Of course, each such function is the restriction to {0, 1} n of a polynomial discriminant function; what we have emphasised here is that in considering binary inputs only, some redundancy can be eliminated immediately. The set of all Boolean functions on {0, 1} n of threshold order at most m will be denoted by T (n, m). We remark that T (n, m) is, in the terminology of [17] , the set of functions computable by a mask perceptron of order at most m, on retina {0, 1} n .
For x ∈ R n , define the extended vector φ m (x) to be the vector of length n+m m whose entries are x S for S ∈ [n] m in some prescribed order. To be precise, we shall suppose the entries are in lexicographic (dictionary) order. For example, x {1,1,3} is before x {1,2,3} in the lexicographic ordering. (By default, the constant 1 preceeds all other x S .) By way of illustration, consider the case n = 3 and m = 2. In this case,
We observe (see [7] , for example) that a function f is a polynomial discriminant function of degree at most m if and only if there is some homogeneous linear threshold function h f , defined on real vectors of length n+m m , such that
that is, if and only if the extended vectors corresponding to the positive examples of f and those corresponding to the negative examples can be separated by a hyperplane. Analogously, for the case of Boolean functions, for x ∈ {0, 1} n , let ψ m (x) be the {0, 1}-vector of length 
Representational Power
In this section we quantify the representational power of the class T (n, m) of boolean functions having threshold order at most m. Denote by C(N, d) the quantity
The following well-known result can be found in [7, 20] , for example, and is known as the 'function-counting theorem'.
Lemma 2 The number of ways in which N points in d-dimensional real space can be partitioned into two sets in such a way that the blocks of this partition are linearly separable by a hyperplane passing through the origin is at most C(N, d).
In fact, this bound is tight, equality being obtained if the N points in question have the property that no d + 1 of them lie in a (d − 1)-dimensional flat; that is, if the points are in general position. We immediately have the following upper bound, which is implicit in [5] .
Theorem 3
The number of Boolean functions of threshold order at most m satisfies
for all m, n with 1 ≤ m ≤ n.
It is fairly easy to deduce from this that log |T (n, m)| is at most n n m
In his work, Cover [7] gives a similar upper bound on the number of ways a finite set of points in real n-dimensional space can be classified by separating surfaces described by equations of degree at most m. This upper bound is obtained in much the same way as that above, using the vectors φ m (x) instead of ψ m (x). Cover proves that if N points ). This quantify is therefore an upper bound on the number of classifications of any N points (not necessarily in general position). Specialising to the case that N = 2 n and the x i are all points of {0, 1} n , the bound
, weaker than that of Theorem 3, is obtained.
Let σ(n, m) denote the proportion of Boolean functions of n variables with threshold order (exactly) m; thus,
Wang and Williams [26] conjectured that for any fixed m, σ(n, m) → 0 as n → ∞. They also conjectured (as computational results seemed to suggest) that for even values of n, σ(n, n/2) → 1 as n → ∞ and that for odd values of n, σ(n, (n ± 1)/2) → 1/2 as n → ∞. The following result proves the first conjecture and partially proves the second.
Theorem 4 We have
where c is a constant independent of n. Now, for any N and any λ ≤ N/2,
This result may be found in [18] and is a direct consequence of a bound of Chernoff (and also of Hoeffding's inequality). It follows that
as n → ∞. Furthermore, for n odd, we have d ( n/2 ) = 2 n /2 − 1 and so
and the result follows.
It has come to my attention that Noga Alon (unpublished) has independently obtained the main part of the above result; namely, that almost all boolean functions have threshold order n/2 .
This result shows, among other things, that that the representational power of T (n, m) is limited unless m is of the same order as n. The analysis shows that if a Boolean function is chosen uniformly at random from the set of all Boolean functions on n variables, then
for a positive constant K.
We believe that Prob (threshold order of f > n/2 ) → 0, as n → ∞, as conjectured by Wang and Williams [26] . This could be shown to be true by proving a lower bound on |T (n, m)| of (2 − o(1))
Saks [23] has reported an interesting result of Noga Alon, obtained using a result of Gotsman [12] : for some > 0, almost all boolean functions of n variables have threshold order at most (1 − )n.
The Vapnik-Chervonenkis Dimension
Suppose that H is a set of {0, 1}-valued functions defined on a set X. A finite set T ⊆ X is said to be shattered by H if for any subset T + of T there is h ∈ H such that h(x) = 1 for all x ∈ T + and h(y) = 0 for all y ∈ T \ T + . Thus T is shattered if the restriction of H to T consists of all the 2 |T | possible {0, 1}-valued functions on T . The Vapnik-Chervonenkis dimension (or VC dimension) of H [25, 6] , denoted VCdim(H), is defined to be the largest integer k such that there is some subset of X of cardinality k shattered by H. (If no such largest k exists, we say that H has infinite Vapnik-Chervonenkis dimension.
It is well-known (see [6, 1] , for example) that the Vapnik-Chervonenkis dimension of the set of homogeneous linear threshold functions is n. Indeed, we have the following useful characterisation of the shattered sets, a proof of which we include for completeness.
Lemma 5 A subset T = {x 1 , x 2 , . . . , x k } of R n can be shattered by the set of homogeneous linear threshold functions if and only if it is a linearly independent set of vectors.
Proof: Suppose that the vectors are linearly dependent. Then at least one of the vectors is a linear combination of the others. Without loss, suppose x 1 = k i=2 λ i x i for some constants λ i , (1 ≤ i ≤ k). Suppose the vector w is such that for 2 ≤ j ≤ k, w, x j is positive if λ j > 0 and non-positive if λ j ≤ 0. Then w, x 1 = k i=2 λ i w, x j ≥ 0. It follows that there is no homogeneous linear threshold function for which x 1 is a negative example and, for 2 ≤ j ≤ k, x j is a positive example if and only if λ j > 0. That is, the set of vectors is not shattered.
For the converse, it suffices to prove the result when k = n. Let A be the matrix whose rows are the vectors x 1 , x 2 , . . . , x n and let v be any of the 2 n vectors with entries 1, −1. Then A is nonsingular and so the matrix equation Aw = v has a solution. The homogeneous linear threshold function t defined by this solution weight-vector w satisfies t(x j ) = 1 if and only if entry j of v is 1. Thus all possible classifications of the set of vectors can be realised, and the set is shattered.
Recall that a set {f 1 , f 2 , . . . , f k } of functions defined on a set X is linearly dependent if there are constants λ i (1 ≤ i ≤ k), not all zero, such that, for all x ∈ X,
that is, some non-trivial linear combination of the functions is the zero function on X. The following result is due to Dudley [10] ; we present here a proof based on the idea of 'extended vectors'. Theorem 6 Let F be a real vector space of real-valued functions defined on a set X. Suppose that F has (vector space) dimension d. For any f ∈ F, define the {0, 1}-valued function f + on X by
and let pos(F) = {f + : f ∈ F }. Then the VC dimension of pos(F) is d.
Proof: Suppose that {f 1 , f 2 , . . . , f d } is a basis for F and, for x ∈ X, let x F = (f 1 (x), f 2 (x), . . . , f k (x)). The subset T of X is shattered by pos(F) if and only if for each of linearly independent extended vectors. Suppose that this is not so. Then the vector subspace spanned by the set x F : x ∈ X is of dimension at most d − 1 and therefore is contained in some hyperplane. Hence there are constants λ 1 , λ 2 , . . . , λ d , not all zero, such that for every x ∈ X,
But this contradicts the fact that the functions f 1 , . . . , f d are linearly independent. It follows that the VC dimension of pos(F) is d.
m }, regarded as a set of real functions on R n . (Thus, we identify x {1,2} with the function x → x 1 x 2 , for example.) Proposition 7 For all n and m, the set B(n, m) is a linearly independent set of real functions on R n .
Proof:
We prove by induction on n that for all m, B(n, m) is a linearly independent set of real functions on R n . The base case n = 1 is straightforward; it is well-known (see [21] , for example) that the functions 1, x, x 2 , x 3 , . . . , x m are linearly independent.
Suppose now that the assertion is true for a value of n ≥ 1 and let m be any positive integer. By the inductive assumption, the set {x S :
m be the set of selections containing n + 1 exactly k times. Suppose that for some constants α S , for all x ∈ R n+1 ,
for all x, where, for S ∈ S k , x * S is x S with the k factors equal to x n+1 deleted. (So, x * S is of the form x T for some T ∈ [n] m ; that is, x * S ∈ B(n, m).) It follows, from the linear independence of 1, x n+1 , x 2 n+1 , . . . , x m n+1 , that for all x 1 , x 2 , . . . , x n , we have
for each k. But the inductive assumption then implies that for all k and for all S ∈ S k , α S = 0; that is, all the coefficients α S are zero. Hence the functions are linearly independent. Now, let m ≤ n and let C(n, m) = x S : S ∈ [n]
(m) , regarded as a set of real functions on domain {0, 1}
n .
Proposition 8 For all n, m with m ≤ n, C(n, m) is a linearly independent set of real functions defined on {0, 1} n .
Proof: Let n ≥ 1 and suppose that for some constants α S and for all x ∈ {0, 1} n ,
Set x to be the all-0 vector to deduce that α ∅ = 0. Let 1 ≤ k ≤ m and assume, inductively, that α S = 0 for all S ⊆ [n] with |S| < k. Let S ⊆ [n] with |S| = k. Setting x i = 1 if i ∈ S and x j = 0 if j ∈ S, we deduce that A(x) = α S = 0. Thus for all S of cardinality k, α S = 0. Hence α S = 0 for all S, and the functions are linearly independent.
Corollary 9 For all n, m,
and for all n, m with m ≤ n,
Proof: Let F be the vector subspace of the space of all real functions on R n spanned by B(n, m). Since B(n, m) is a linearly independent set of n+m m functions, it follows that F has vector-space dimension |B(n, m)| = n+m m . But, clearly, P (n, m) = pos(F), in the notation of Theorem 6. By that result, P (n, m) has the given VC dimension.
In a similar way, let H be the vector subspace of the space of all real functions defined on {0, 1} n spanned by C(n, m). Then H has vector-space dimension |C(n, m)| = Note that if all inputs are binary, the VC dimension is lower than if the inputs are allowed to be arbitrary real numbers. We remark that the VC dimensions coincide for m = 1, the case of linear threshold functions.
Note that, since B(n, m) = {x S : S ∈ [n] m } is a linearly independent set, it follows that for any B ⊆ B(n, m), the vector space B of functions spanned by B has dimension |B | and pos( B ) has VC dimension |B |. For example, taking n = 2, the set pos( 1, x 1 , x 2 , x 2 1 , x 2 2 ) of 'conic' discriminators on the plane has VC dimension 5.
The determination of the VC dimension of T (n, m) allows us to give a lower bound on |T (n, m)|. Immediate from the observation that if a set of functions H has VC dimension d then |H| ≥ 2 d , we obtain
for all m, n with 1 ≤ m ≤ n. For fixed m, this is 2 Ω(n m ) . This lower bound has been obtained by Baldi [5] in a different manner. Recently, the lower bound has been improved by Saks [23] , who shows that |T (n, m)| ≥ |T (n − 1, m)||T (n − 1, m − 1)| for 2 ≤ m ≤ n − 2, from which it follows that, for fixed m, |T (n, m)| = 2 Ω(n m+1 ) .
Generalisation Ability of Polynomial Surfaces
We have examined in two ways the classifying power of polynomial discriminators. First, we obtained upper bounds on the number of ways a set of points can be classified by polynomial surfaces of a given order and, secondly, we computed the VC dimension of the set of polynomial discriminants on R n having at most a given degree and the VC dimension of this set restricted to {0, 1} n . But this latter measure -the VC dimension -is of great importance for another reason. It quantifies, in a precise manner described below, the generalisation performance of the set of classifiers.
We define 'generalisation performance' as in the probably approximately correct model of learning introduced by Valiant [24] and subsequently further developed by many researchers (see [6, 1] ). Here, it is assumed that there is a probability measure P on (some appropriate σ-algebra of subsets of) R n , which is fixed but unknown to us. Suppose that we are given a training sample of s correctly classified points in R n , each chosen independently and at random from R n according to P , so that the sample is chosen according to the product probability distribution P s . Based on this sample and the classification of the points it contains, we wish to predict with high accuracy the classification of other randomly drawn points. More precisely, suppose that there is an underlying 'target' classification t ∈ P (n, m) of all the data points; that is, t is represented by a polynomial surface of degree at most m which separates all positively classified points from all negatively classified points. Let us denote the training sample by x ∈ (R n ) s . Suppose that we have a deterministic means -a learning algorithmfor hypothesising a classifier L(x) ∈ P (n, m) based on the sample x. For simplicity, we shall denote L(x) by L x . For 0 < < 1, L x is said to be -good for t if the probability P (h(x) = t(x)) that h misclassifies a P -random example is less than . For L to be a valid means of generalisation, we want it to be the case that there is a high P s -probability that x leads to an -good hypothesis L x .
We refer to [24, 6, 1] for further discussion of the theory of pac learning; here we simply state the following result, in which the upper bound follows from [6] in conjunction with our results on the VC dimensions, and the lower bound follows from [11] in conjunction with the VC dimensions.
Theorem 10 Let L be any algorithm which takes as input a sample x of s points from R n , together with their classifications determined by some target function t ∈ P (n, m), and which returns a function L x in P (n, m) which correctly classifies the points in the sample. There is a constant K > 0 such that for any 0 < δ, < 1 and
the following holds: for any t ∈ P (n, m) and any probability measure P on R n ,
Further, there is a constant c > 0 such that for any 0 < δ < 1/100 and 0 < < 1/8, for
there is a probability measure P on R n and a target classification t ∈ P (n, m) such that this P m probability is less than 1 − δ.
This indicates that for fixed desired confidence and accuracy measures δ and , one should take a random sample of size proportional to n+m m in order to guarantee, for any target t ∈ P (n, m) and any probability distribution P , valid generalisation within this probabilistic framework. We remark that values of c and K are known; see the results of Blumer et al. [6] , subsequently improved in [2] . Now that we have determined what size of sample to take, it is natural to ask how we design a suitable learning algorithm L. It is clear from the above result that any L which produces a hypothesis agreeing with the target on the sample -that is, a consistent-hypothesis-finder [6] -will suffice. We have, throughout this paper and in common with earlier work on separators [7, 20] , made much use of the fact that polynomial separation is possible if and only if linear separation of a transformed set of 'extended vectors' is possible in a higher-dimensional space. Consequently, any consistent-hypothesis-finder for linear threshold functions can be used as a consistenthypothesis-finder [6] for the spaces P (n, m) and T (n, m). Many such algorithms are known. For example, any linear programming algorithm could be used to find a function in P (n, m) consistent with a sample of such a function: take the sample, form the vectors φ m (x) for x in the sample, obtaining a training sample for a linear threshold function in n+m m dimensions; use the linear programming algorithm to find a suitable hyperplane, and transform back to obtain the equation of a suitable polynomial surface of degree m. (Proceed analogously for the case of Boolean inputs, using the vectors ψ m (x).) Using Karmarkar's algorithm [14] , this procedure can be implemented in time polynomial in n m . This approach will work for any consistent-hypothesis-finder for linear threshold functions, such as the perceptron learning algorithm [17] . (However, this particular algorithm is not in general efficient as a consistent-hypothesis-finder [4] .)
Conclusions and Further Work
We have quantified in a number of ways the expressive and representational power of classification methods based on polynomial separating surfaces of given degree. We have shown that almost all Boolean functions of n variables have threshold order at least n/2 and that in the case of odd n, at most half of the functions have threshold order n/2 . The Vapnik-Chervonenkis dimension of the set of functions realisable by polynomial separators of a given degree has been determined, both in the real case and in the Boolean case. In addition, we have quantified the size of training set required for valid generalisation within the framework of the probably approximately correct learning model and discussed how such generalisation may be achieved.
Part of the conjecture of Wang and Williams remains open. In particular, while we have shown that almost all Boolean functions on n variables have threshold order at least n/2 , we have not shown that almost all Boolean function of n variables have threshold order at most n/2 .
