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STABLE CUBULATIONS, BICOMBINGS AND
BARYCENTERS
MATTHEW G. DURHAM, YAIR N. MINSKY, AND ALESSANDRO SISTO
Abstract. We prove that the hierarchical hulls of finite sets of points
in mapping class groups and Teichmu¨ller spaces are stably approxi-
mated by a CAT(0) cube complexes, strengthening a result of Behrstock-
Hagen-Sisto. As applications, we prove that mapping class groups are
semihyperbolic and Teichmu¨ller spaces are coarsely equivariantly bicom-
bable, and both admit stable coarse barycenters. Our results apply to
the broader class of “colorable” hierarchically hyperbolic spaces and
groups.
1. Introduction
Much of the coarse structure of mapping class groups has the flavor of
CAT(0) geometry, in spite of the fact that mapping class groups have no
geometric actions on CAT(0) spaces (Bridson [Bri10]). Manifestations of
this include the relatively hyperbolic structure associated to curve complexes
(Masur-Minsky [MM99]), and the equivariant embedding into finite products
of quasi-trees found by Bestvina-Bromberg-Fujiwara [BBF19].
A notion of “hulls” of finite sets in mapping class groups was introduced
in [BKMM12], and these were more recently shown in [BHS20] to be ap-
proximated in a uniform way by finite CAT(0) cube complexes, see also the
alternative proof given in [Bow18]. Our goal in this paper is to refine this
construction to make it stable, in the sense that perturbation of the input
data gives rise to bounded change in the cubical structure. As initial appli-
cations, we give a construction for equivariant barycenters and a proof that
mapping class groups are bicombable.
As in [BHS20], the proof works in a more general context of hierarchically
hyperbolic groups, a class of groups (and spaces) introduced by Behrstock-
Hagen-Sisto [BHS17b, BHS19] which are endowed with a structure similar to
the hierarchical family of curve complexes associated to a surface [MM00].
See Subsection 2.2 below for the definition of a hierarchically hyperbolic
space (HHS).
week.
Our main result, stated informally, is the following:
Theorem A. In a colorable HHS pX ,Sq, the coarse hull HθpF q of any finite
set F can be approximated by a finite CAT(0) cube complex whose dimension
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is bounded by the complexity of pX ,Sq, in such a way that a bounded change
in F corresponds to a change of the cubical structure by a bounded number
of hyperplane deletions and insertions.
The colorability assumption in Theorem A is apparently quite weak and
excludes none of the key examples of HHSes. In fact, we are not aware of
any noncolorable HHGs; see Definition 2.8.
For the general context of this result, see the discussion in Subsection 1.2
below, where we also give a more precise statement in Theorem 1.4. See The-
orem 4.1 for the strongest version. Besides mapping class groups, there are
several other classes of spaces and groups that are colorably hierarchically
hyperbolic, including:
‚ many cubical groups including all right-angled Artin and Coxeter
groups [BHS17b, HS20],
‚ Teichmu¨ller spaces with either the Teichmu¨ller or the Weil-Petersson
metric [Raf07, Dur16, EMR17],
‚ fundamental groups of closed 3-manifolds without Nil or Sol sum-
mands [BHS19],
‚ groups resulting from various combination and small-cancellation-
type theorems [BHS19, BR20, Spr18, RS20a, BHS17a, RS20b],
‚ quotients of mapping class groups by suitable large powers of Dehn
twists, and other related quotients [BHMS20],
‚ extensions of Veech subgroups of mapping class groups [DDLS20],
‚ the genus-2 handlebody group [Mil20].
With the exception of any hyperbolic and cubical examples from above,
our main results and its applications are novel for this wide class of objects.
1.1. Applications
We now discuss our two main applications of Theorem A, namely that
mapping class groups and Teichmu¨ller spaces are bicombable (Corollary D)
and admit stable barycenters (Corollary F).
Bicombings and semihyperbolicity. In CAT(0) spaces, geodesics are
unique. In geodesic Gromov hyperbolic spaces, all geodesics between any
pair of points fellow-travel. In fact, in both of these classes of spaces
geodesics are stable under perturbation of their endpoints in the following
sense:
‚ Given points x, x1, y, y1 with dpx, yq, dpx1, y1q ď 1, all geodesics be-
tween x, y and x1, y1 fellow-travel in a parametrized fashion.
The notion of bicombing of a metric space X, introduced by Thurston,
generalizes this stability property. Roughly speaking, a bicombing is a tran-
sitive family of uniform quasigeodesics with the above parametrized fellow-
traveling property under perturbation of endpoints. See Subsection 6.2 for
a precise definition.
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Bicombability is a quasi-isometry invariant which imposes strong con-
straints on groups, such as property FP8, a quadratic isoperimetric inequal-
ity, and the Novikov conjecture [AB95, BGSS92, ECH`92, GS91, Sto05].
Moreover, bicombings are the key geometric feature of biautomatic struc-
tures on groups (where one requires that the bicombing is constructible by a
finite state automaton), thereby playing an important role in computational
group theory. It is worth noting that bicombability is decidedly a feature of
nonpositive curvature, as amenable groups such as the 3-dimensional Heisen-
berg group are not bicombable.
The power of our stable cubical models is that they allow us to stably and
hierarchically import geometric features of cube complexes into HHSes. In
particular, `1-geodesics in the cubical models map to hierarchy paths (Def-
inition 6.5), which are quasigeodesics that are finely attuned to the HHS
structure, in that they project to uniform, unparametrized quasigeodesics
in every hyperbolic space in the hierarchical structure. The stability prop-
erty of the cubulation then implies that carefully chosen `1-geodesics give a
bicombing:
Theorem B. Any colorable HHS pX ,Sq admits a coarsely AutpX ,Sq-
equivariant, discrete, bounded, quasi-geodesic bicombing by hierarchy paths
with uniform constants.
If the action by automorphisms is free, then coarse equivariance can be
upgraded to equivariance. By the definition of semihyperbolicity [AB95], we
obtain:
Corollary C. Colorable hierarchically hyperbolic groups are semihyperbolic.
Note that semihyperbolicity has several novel consequences for HHGs.
Besides novel consequences of bicombability, such as property FP8, these
include solvability of the conjugacy problem and the fact that abelian sub-
groups are undistorted [AB95].
While many HHSes were known to be bicombable for other reasons, e.g.
many are CAT(0), this produces bicombings for many new examples, such
as extensions of Veech subgroups of mapping class groups.
Our main application is:
Corollary D. For any finite type surface Σ, its mapping class group MCGpΣq
is semihyperbolic and its Teichmu¨ller space TeichpΣq with either the Te-
ichmu¨ller metric or the Weil-Petersson metric is coarsely MCGpΣq-equivariantly
bicombable by hierarchy paths with uniform constants.
Note that our notion of hierarchy path here is more general than the
hierarchy paths produced in [MM00, Dur16].
We remark that semihyperbolicity of MCGpΣq follows from work in a
preprint of Hamensta¨dt [Ham09]. The result for T pΣq is new, though we
were informed by M. Kapovich and K. Rafi that they know of a different
construction for bicombing T pΣq. Note that T pΣq with the Weil-Petersson
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metric is bicombable since its completion is CAT(0) [Wol86, Tro86, BH99],
though we note that it is unknown whether Weil-Petersson geodesics are
hierarchy paths. Combability of MCGpΣq follows from work of Mosher
[Mos95].
Notably, our bicombing construction applies to both mapping class groups
and Teichmu¨ller spaces simultaneously. Moreover, our bicombings are rela-
tively straight-forward applications of our more powerful stable cubulation
construction. See Subsection 1.4 below for a discussion.
Stable Barycenters. Another key feature of nonpositively curved spaces is
that bounded sets admit (coarse) barycenters. Here, we think of barycenters
simply as maps assigning a point to any finite subset. Some more proper-
ties are required to make this notion meaningful, such as stability, which
requires the barycenter to vary a bounded amount when the finite set varies
a bounded amount, and coarse equivariance when a group action is present;
see Subsection 6.1.
In CAT(0) spaces there are a number of useful notions of barycenter
which are equivariant and stable, for example center-of-mass constructions
and circumcenters. Coarse barycenters are useful in the context of groups
for understanding centralizers and solving the conjugacy problem for torsion
elements and subgroups. Notably, Gromov hyperbolic spaces admit (coarse)
barycenters: a coarse barycenter of a finite set F in a hyperbolic space X
can be taken to be one of the standard CAT(0) barycenters in the CAT(0)
space which models the hull of F in X, i.e., a simplicial tree. See Subsection
1.2 for a discussion of these ideas in the context of the this paper.
We should mention that coarse barycenters for triples of points are used
to define coarse medians in the sense of Bowditch [Bow13], thus playing a
central role in the theory of coarse median spaces and its many applications.
However it is unclear how to construct barycenters even for pairs of points
in a coarse median space, and stability properties appear just as difficult to
obtain.
Barycenters in CAT(0) spaces are not in general well-behaved under
quasi-isometries. Using Theorem A and a construction reminiscent of Niblo-
Reeves’ normal paths [NR98], we are able to prove that most HHSes admit
equivariant coarse barycenters, which are coarsely invariant under HHS au-
tomorphisms:
Theorem E. Let pX ,Sq be a colorable HHS. Then X admits coarsely
AutpX ,Sq-equivariant stable barycenters for k points, for any k ě 1.
We remark that the coarse barycenter we produce for a set F is contained
in the hull of F .
As with Theorem B, Theorem E can be applied to mapping class groups
and Teichmu¨ller spaces:
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Corollary F. For any finite type surface Σ, its mapping class group MCGpΣq
and Teichmu¨ller space T pΣq admit coarsely MCGpΣq-equivariant stable barycen-
ters for k points, for any k ě 1.
Corollary F is new for arbitrary finite sets of points in MCGpΣq and T pΣq
with the Teichmu¨ller metric, even without the stability property. The cor-
responding statement for T pΣq with the Weil-Petersson metric is an easy
consequence of the fact that its completion is CAT(0). Corollary F, with-
out the stability property, was proven for triples of points in MCGpΣq by
Behrstock-Minsky [BM11], for orbits of finite order elements of MCGpΣq in
MCGpΣq by Tao [Tao13], and more generally for orbits of finite subgroups of
MCGpΣq in both MCGpΣq and T pΣq with the Teichmu¨ller metric in [Dur19].
As we were completing this paper, we learned that Haettel-Hoda-Petyt
[HHP20] have simultaneously and independently proven that HHSes are
coarse Helly spaces, in the sense of [CCG`20]. This property has a num-
ber of strong consequences, many of which overlap with the results in this
paper. In particular, they obtain versions of Theorems B and E along with
their corollaries, without the colorability assumption and the hierarchy path
conclusion.
Their approach and constructions are very different from ours, using re-
sults from the theory of coarse Helly and injective metric spaces, whereas
our work relies mostly on hyperbolic and cubical geometry.
1.2. Coarse hulls and their models
Given the technical nature of many of the proofs in this paper, we include
here an extended but simplified discussion of the ideas that go into our
constructions. The propositions stated in this section will not, however, be
used elsewhere in the paper.
Consider first the notion of a convex hull in a CAT(0) space. The convex
hull of a finite set F is well-controlled, and in particular the map F ÞÑ
hullpF q is 1-lipschitz with respect to the Hausdorff metric on sets. We are
interested in generalizing this notion to more coarse hulls (which we will just
denote by hullpF q in each case) in more general spaces.
As a first motivating example, consider the Euclidean plane, X “ R2 with
the `2 metric. The convex hull of two points hullptx, yuq is just the unique
geodesic between them. If, on the other hand, we endow R2 with the `1
metric than the convex hull is the axis-parallel rectangle spanned by x and
y. Note that pR2, `1q is not CAT(0) but is a product of CAT(0) spaces, and
this hull is a product of hulls in the CAT(0) factors. See Figure 1. This
simple idea is a model for a useful construction in the HHS context.
We can think of an HHS as (coarsely) embedded in a product of hyper-
bolic spaces, in such a way that it is composed of products of certain of
these factors, intersecting and nesting in a complicated fashion. The reader
familiar with the foundational example, namely Masur-Minsky’s hierarchy
6 M. G. DURHAM, Y. N. MINSKY, AND A. SISTO
Figure 1. A cartoon of the `2-hull (red) and `1-hull (blue)
of two points in R2. The `1-hull reflects the intrinsic product
structure of the space.
of curve graphs for mapping class groups [MM99, MM00], will lose noth-
ing by keeping it in mind during the ensuing discussion. In that setting,
Behrstock-Kleiner-Minsky-Mosher [BKMM12] introduced a notion of hull
which is essentially a coarse pullback of convex hulls in each hyperbolic
factor (see Subsection 2.2). Behrstock-Hagen-Sisto [BHS20] proved, in the
general HHS setting, that these hulls are quasi-isometrically modeled by
finite CAT(0) cubical complexes.
Their result is a partial generalization of the situation in Gromov hyper-
bolic spaces, where Gromov proved that hulls of finite sets of points are
quasi-isometrically modeled by finite simplicial trees [Gro87]. However, in
the setting of hyperbolic spaces, the modeling trees satisfy additional strong
stability properties under perturbation of the set of input points; see Propo-
sition 1.3 below.
Our main theorem (in increasing specificity, Theorems A, 1.4 and 4.1)
endows the modeling cube complexes from [BHS20] with a generalization of
the stability properties that Gromov’s modeling trees enjoy.
Before giving a full account of our results and an overview of their proofs,
it will be beneficial to discuss the situation in hyperbolic spaces and cubical
complexes. We will see that our results are a common generalization of the
situations from these motivating examples.
Hulls in trees and cube complexes. Let X be a simplicial tree. Then
the convex hull of any finite set of vertices F Ă X0 is the subtree TF of X
spanned by F . Moreover, the subtree TF is stable under small perturbations
of F , in the following sense (see Figure 2):
Proposition 1.1. Let X be a simplicial tree. If F, F 1 Ă X0 satisfy #F 1 “
#F “ k and dHauspF, F 1q ď 1, then the intersection of their hulls T0 “
TF X TF 1 is itself a subtree with both TF r T0 and TF 1 r T0 a union of at
most k subtrees each of diameter at most 1.
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Figure 2. Stability of hulls in a tree: The intersection of
hullpF q (red) and hullpF 1q (blue) subtrees is a (green) sub-
tree which can be obtained by deleting the boundedly many
complementary red and blue subtrees.
We will not use this fact, so we leave its proof to the interested reader.
This situation generalizes to when X is a CAT(0) cube complex endowed
with the l1-metric (see Subsection 2.1 for the relevant definitions). Recall
that the l1-metric on X is completely determined by a special collection
HX of codimension-1 subspaces called hyperplanes (Subsection 2.1), in
the sense that X is precisely the dual cube complex arising from Sageev’s
cubulation construction [Sag95] applied toHX as a wallspace (see Subsection
2.1.1).
In the cubical context, the `1 convex hull of any finite set of vertices
F Ă X0 is the cubical subcomplex QF Ă X realized as the dual to the
hyperplanes HF separating the points in F . In addition, these cubical hulls
satisfy the following strong stability property (see Figure 3):
Proposition 1.2. Let X be a CAT(0) cube complex endowed with the `1
metric. If F, F 1 Ă X0 satisfy #F,#F 1 ď k and dHauspF, F 1q ď 1, then
there are convex subcomplexes XF Ď QF and XF 1 Ď QF 1 both dual to the
hyperplanes in H0 “ HF XHF 1 and so that dHauspXF , XF 1q ď 1. Moreover,
both HF rH0 and HF 1 rH0 contain at most k hyperplanes.
Again, we will not use this proposition, so we omit its proof.
In the cubical structure on a simplicial tree, the hyperplanes correspond
to midpoints of edges. Hence Proposition 1.2 generalizes Proposition 1.1.
Note that now the diameters of QF rXF and QF 1 rXF 1 can be arbitrar-
ily large. However, since the `1 metric on X is completely determined by
its defining hyperplanes, Proposition 1.2 says that QF and QF 1 are metri-
cally and combinatorially related, depending only on k and X—and not on
diampF q. In particular, one can delete boundedly many hyperplanes from
the collections HF and HF 1 to generate a common model; see Subsubsection
2.1.2 for a discussion on hyperplane deletions.
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Figure 3. Stability of hulls in the universal cover of S1_T 2:
The subcomplex dual to all hyperplanes common to both
hullpF q (red) and hullpF 1q (blue) is here realized as the in-
tersection (green) of the `1-hulls.
Modeling hulls in hyperbolic spaces. In coarse geometry, e.g., when X
is the Cayley graph of a finitely generated group, the notion of geodesic is
often wobbly, and so our notion of hull needs to be more flexible. Moreover,
it will often be more fruitful to construct quasi-isometric models of hulls,
which we should think of as nice combinatorial objects which coarsely en-
code the key geometric features of hulls into their combinatorial structure.
The main motivating examples here are hyperbolic spaces, where hulls are
modeled by finite simplicial trees.
When X is δ-hyperbolic and F Ă X with #F “ k, the right notion of
hullpF q is the weak hull, namely the set of all geodesics between points
in F . Notice then that the tripod-like δ-slim-triangles condition generalizes
to a tree-like slimness for hullpF q. The following proposition is an easy
consequence of Gromov’s original arguments [Gro87] (see Figure 4):
Proposition 1.3. For any k P N and δ ą 0, there exists L “ Lpk, δq ą 0
such that the following holds:
Let X be δ-hyperbolic and F Ă X with #F “ k. Then there exists a
simplicial tree TF and a p1, Lq-quasi-isometric embedding φF : TF Ñ X
with dHauspφF pTF q, hullpF qq ă L.
Moreover, if F 1 Ă X with #F 1 ď k and dHauspF, F 1q ď 1, then there exists
a simplicial tree T0 and a p1, Lq-quasi-isometric embedding φ0 : T0 Ñ X so
that the diagram
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Figure 4. Stability of hulls in a hyperbolic space: In (a),
the modeling tree (red) for the coarse hull (green) of a finite
set F . In (b), the modeling trees TF and TF 1 for hullpF q
and hullpF 1q are p1,Kq-quasiisometric after deleting small
subtrees (purple).
TF
T0 X
TF 1
φF
hF
φ0
φF 1
hF 1
(1.1)
commutes up to error at most L, where hF and hF 1 are quotient maps which
collapse at most L subtrees each of diameter at most L.
Observe that Proposition 1.3 is a generalization of Proposition 1.1, where
X is a tree and we can take the trees TF , TF 1 , and T0 as before and the maps
φF , φF 1 , and φ0 to be inclusions. The main difference here is that a general
hyperbolic space is stably locally tree-like, and not a tree itself. Hence the
need for a model for the hulls.
Our main theorem is a common generalization of the stability properties
in Proposition 1.2 and 1.3.
1.3. Stable cubical models for hulls in HHSes
We will deal with colorable hierarchically hyperbolic spaces pX ,Sq,
which means, for the reader familiar with HHSs, that there exists a de-
composition of S into finitely many families Si, so that each Si is pairwise
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transverse. Colorable HHSs include mapping class groups and Teichmu¨ller
spaces of finite-type surfaces.
In fact, colorability is a rather mild condition which is satisfied by all
of the main motivating examples. Its definition is inspired by Bestvina-
Bromberg-Fujiwara’s [BBF15] proof that curve graphs are finitely colorable;
see Subsection 2.2 for a discussion.
Given a finite set of points F Ă X in an HHS, the standard notions of a
hull for F are very difficult to analyze. For example, while little is known
about geodesics in the mapping class group, Rafi-Verberne [RV18] proved
that geodesics do not always interact well with the curve graph machinery.
In Teichmu¨ller space with the Teichmu¨ller metric, geodesics are unique, but
it is an open question of Masur whether the classical convex hull of a set of
3 points can be the whole space. Moreover, it is a result of Rafi that hulls of
two points, i.e. geodesics, do not behave stably under perturbation [Raf14,
Theorem D]. These complications motivate a more flexible definition of hull
in this setting.
The hierarchical hull of a finite set F Ă X , which we also denote
hullpF q, was introduced in [BKMM12] to study subspaces of the asymptotic
cones of the mapping class group, on the way to proving that these groups
are quasi-isometrically rigid. In hyperbolic spaces and cube complexes, the
hierarchical hull coincides with the notions of hull discussed above. In the
hierarchical setting, one instead has a notion of projecting F to a family
of hyperbolic spaces (e.g., curve graphs of subsurfaces). In each of these
hyperbolic spaces, one then takes the weak hull of the projection—which is
coarsely a tree, as above—and the uses certain hierarchical consistency con-
ditions [BKMM12, BHS19] to fashion these weak hulls in the various spaces
into a hull in the ambient HHS which satisfies certain convexity properties
[BKMM12, BHS19]. In particular, the hierarchical hull of F is hierarchically
quasiconvex [BHS19] and contains all of the hierarchy paths between points
in F [BKMM12].
In [BHS20], Behrstock-Hagen-Sisto proved that the hierarchical hull of
a finite set of points is quasi-isometric to a finite CAT(0) cube complex.
Their main observation was that the hierarchical consistency conditions are
closely related to the consistency conditions on a wallspace from Sageev’s
construction of cubical complexes (Subsection 2.1.1). Their idea was to look
at points on the modeling trees in the hyperbolic spaces which are unseen
by the other projection data. The preimages of these points under the
projection maps turn out to behave like walls in the hull. See Subsection 1.4
for a sketch of these ideas, and Subsection 4.2 below for a full discussion.
Our main theorem stabilizes their construction, simultaneously general-
izing the stability properties from Proposition 1.3 for any hyperbolic space
and Proposition 1.2 for cube complexes admitting an HHS structure. The
following is a more detailed version of Theorem A:
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Theorem 1.4. Let pX ,Sq be a colorable HHS. Then for each k there exist
K,N with the following properties. For any F Ă X with #F “ k, there
exists a finite CAT(0) cube complex QF and a pK,Kq-quasiisometric em-
bedding ΦF : QF Ñ X with dHauspΦF pQF q, hullpF qq ď K.
Moreover, if F 1 Ď X is another subset with #F ď k and dHauspF, F 1q ď
1, there is a finite CAT(0) cube complex Y0 and a pK,Kq–quasi-isometric
embedding Φ0 : Q0 Ñ X such that the diagram
QF
Q0 X
QF 1
ΦFηF
Φ0
ΦF 1
ηF 1
(1.2)
commutes up to error at most K, where ηF and ηF 1 are hyperplane deletion
maps which delete at most N hyperplanes.
See Theorem 4.1 below for the full version of the theorem, the details of
which are necessary for our applications.
1.4. Sketch of proofs
The proof of Theorem 4.1, of which Theorem A is an informal version,
is contained in Section 4 and depends crucially on our work in Section 3.
Theorems B and E are a consequence of Theorem A and our work in Section
5. We now explain the various parts and how they fit together.
In what follows, we will keep our discussion within the context of mapping
class groups and its hierarchy of curve graphs [MM99, MM00], though we
work in the more general context of HHSes.
Let F Ă MCGpΣq be a finite subset and consider essential subsurfaces
V Ă Σ which are not 3-holed spheres. Roughly, the hierarchical hull of F ,
hullpF q, is the set of points of MCGpΣq whose subsurface projections in
each curve graph CpV q lie close to the weak hull of the subsurface projection
piV pF q of F .
In the cubulation construction of [BHS20], the authors build a wallspace
for hullpF q.
To do this, they first consider the collection UF of relevant subsurfaces
V Ă Σ for which diamV piV pF q ą K for some fixed threshold K ą 0. In each
of these subsurfaces, they take a tree T VF which coarsely models the hull of
piV pF q in CpV q, as discussed in Subsection 1.2. For each such V P UF , they
then consider the collection of relative projections ρWV of W P UF to CpV q,
which correspond to the projection of BW to CpV q and thus are nonempty
if V is neither disjoint from nor contained in W . The Bounded Geodesic
Image Theorem [MM00] and certain consistency properties of projections
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[Beh06, BKMM12] imply that each ρWV for such W lies uniformly close to
the tree T VF .
They then consider, roughly, the complement P VF in T
V
F of a regular
neighborhood of these projections, which consists of a number of subtrees of
T VF which are “unseen” by the other subsurfaces in UF which interact with V .
Any point in T VF ´P VF cuts T VF into two subtrees. The partitions of hullpF q
that define the wallspace on hullpF q come from these subdivision points
in the T VF , namely one consider the subspaces of hullpF q whose subsurface
projections to CpV q lie close to either of the subtrees.
While this construction is useful for studying top-dimensional quasiflats,
it is unstable under perturbation of F , in that given some other F 1 with
dHauspF, F 1q ď 1, then the cubical models QF and QF 1 might differ by a
number of hyperplanes on the order of diampF q, which is not bounded.
The proof of Theorem A involves stabilizing this process in a number of
places. The first step is to robustly stabilize the collection of relevant sub-
surfaces UF (Proposition 2.14), e.g., so that |UF 4UF 1 | is bounded in terms
of the topology of the surface S. We do this by applying work of Bestvina-
Bromberg-Fujiwara-Sisto [BBFS20], which allows us to stabilize subsurface
projections (Theorem 2.9), and then use standard projection complex type
arguments.
In Section 3, we stabilize the modeling trees T VF for each V P UF . Un-
like before, it will not do to simply take any Gromov modeling tree, since
unboundedly many pieces of it might change in the transition from F to
F 1 when we cut it up using the relative projection data (the P VF above).
Instead, we use the newly stabilized relative projection data to build a new
stable tree. We do this by taking a regular neighborhood of the relative
projections, which then group into connected components we call clusters.
As before, these clusters lie close to any Gromov modeling tree, but we can-
not use these trees. Instead, we define a separation graph for these clusters
(Definition 3.3), and then prove that the combinatorics of this graph encode
how these domain clusters are arranged on any Gromov modeling tree. We
then construct our stable tree by connecting clusters both internally and ex-
ternally via minimal spanning networks in CpV q. The stability of the cluster
data then is converted into stability of the tree construction in Theorem 3.2,
which, in particular, says that the set of long edges of two related trees are
in bijection and within bounded Hausdorff distance, with most long edges
exactly the same. See Figures 5 and 9 below.
In Section 4, we then plug these stable trees into the cubulation machine
from [BHS20]. We must be mindful of how subdivision points change when
transitioning from F to F 1. In particular, we construct a common refine-
ment of the sets of subdvision points for our two sets F and F 1 (Proposition
4.8), with the delicate nature of this process necessitating the intricacies in
the statement and proof of the stable tree theorem (Theorem 3.2). With
this in hand, we prove that this common refinement induces an isomorphism
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between the resulting cubical models for the hulls of both sets (Proposition
4.9); see Figure 18. This isomorphism depends on a careful hierarchical anal-
ysis of when two halfspaces corresponding to two subdivision points intersect
(Lemma 4.6). The full version of the stable cubulation theorem is achieved
in Theorem 4.1, which says that the two modeling cube complexes QF and
QF 1 become isomorphic when we delete a bounded number of hyperplanes
from each, with the bound depending only on |F | and |F 1|.
In Section 5, we adapt the normal path construction of Niblo-Reeves
[NR98] and analyze how it changes under hyperplane deletion. In particular,
for any finite CAT(0) cube complexQ, we develop a sequence of contractions
which take the extremal vertices of Q (i.e., its corners) into a “barycentric”
cube at the “center” of Q, and we prove that this contraction sequence is
only boundedly perturbed by hyperplane deletions (Theorem 5.1).
Stability of the cubical model and the contraction sequence easily give the
barycenter theorem (Theorem E). In the context of a bicombing (Theorem
B) when F “ tx, yu, we take the bicombing path from x to y to be the image
in MCGpΣq of the path obtained by following the contraction sequence of x
to the barycentric cube, and then traversing the contraction sequence from
the barycentric cube to y in reverse order. Once again, stability of the
contraction sequence and the cubical models implies that these are uniform
quasi-geodesics which fellow-travel in a parametrized fashion; see Figure 25.
Both Theorem E and Theorem B are proved in Section 6.
We note that the current paper would be simplified in a number of places
if we were only aiming at developing a bicombing, which would involve only
analyzing the hull of two points. In particular, all our stable trees from
Section 3 would be intervals, the lack of branching in the trees simplifies
the discussion of partition points in Section 4, and the case of two points
simplifies hyperplane separation considerations in Section 5. The reader
may keep in mind this simpler case first before considering the complications
caused by trees.
1.5. Outline
In Section 2 we collect some background material.
Section 3 takes place entirely in a fixed hyperbolic space, using methods
from coarse hyperbolic geometry but with HHS ends in mind. The main
result there is Theorem 3.2, and no other result from that section will be
used elsewhere.
In Section 4, we prove the precise version of Theorem A, which is Theorem
4.1. Again, no other statement from this section will be used elsewhere. In
this section, we use the combinatorial geometry of HHSes.
Section 5 uses the tools of cubical geometry, and it is independent from
the previous sections. Its main result is Theorem 5.1, which once again is
the only result from here needed in the rest of the paper.
Finally, in Section 6 we put all the pieces together, and we prove Theorem
B and Theorem E.
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2. Background
In this section, we will collect and record the various facts about cube
complexes and hierarchically hyperbolic spaces that we need.
2.1. CAT(0) cube complexes
We will briefly discuss some basic aspects of CAT(0) cubical geometry.
We direct the reader to Sageev’s lecture notes [Sag14] for details.
A cube complex is a simplicial complex X obtained from a disjoint
collection of Euclidean cubes which are glued along their faces by a collection
of Euclidean isometries. A cube complex is non-positively curved (NPC)
if its vertex links are simplicial flag complexes. An NPC cube complex is
CAT(0) if it is a 1-connected NPC complex.
A midcube of an n-cube C Ă X is an pn´ 1q-dimensional cube H 1 Ă C
running through the barycenter of C and parallel to one of the faces of C.
A hyperplane H Ă X is the maximal codimension-1 subspace obtained by
extending H 1 along the midcubes of any cube C 1 which meets C along a face
intersecting H 1, and then further extending along cubes adjacent to such C 1
in the same fashion. The carrier of H is the union of all of the cubes in X
whose intersection with H is a midcube, and it is naturally isomorphic to
H ˆ r0, 1s.
Equivalently, there is a natural equivalence relation on the set of edges
in the 1-skeleton of X generated by relating two edges if they are opposite
edges of some square in X. Any hyperplane can be obtained as the collection
of midcubes which intersect the edges in a given equivalence class.
In this paper, we will be considering finite cube complexes, namely those
with finitely many cubes.
Metrics on cube complexes. There are many interesting metrics one can
put on a CAT(0) cube complex X. We will be interested in both:
‚ the l1 or combinatorial metric, d1, which is generated by the l1
norm in each cube of X, and can be equivalently defined on the
1-skeleton Xp1q as the path metric thereon;
‚ the cubical sup metric, d8, which is the metric d8 generated by
the l8 or sup-norm in each cube in X.
The following is an easy consequence of the observation that, given n, the
l1 and l8 norm on an n-cube are bilipschitz equivalent.
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Lemma 2.1. For any n ą 0, there exists K “ Kpnq ą 0 so that if X is an
n-dimensional cube complex, then the identity id : pX, d1q Ñ pX, d8q is a
pK,Kq-quasiisometry.
The differences between these metrics will come up in Sections 5 and 6.
2.1.1. Wallspaces and Sageev’s construction. In Section 4, we will
adopt the perspective of obtaining cube complexes as duals to wallspaces.
Wallspaces were first defined by Haglund-Paulin [HP98]; see Hruska-Wise
[HW14] for a broader discussion.
Let Y be a nonempty set. A wall in Y is a pair of subsets W “ tÐÝW,ÝÑW u
where Y “ ÐÝW \ÝÑW . In this case, ÐÝW and ÝÑW are called halfspaces.
Two points x, y P Y are separated by a wall W if x is contained in a
different halfspace from y.
A wallspace is a set Y with a collection of walls W on Y so that the
number of walls separating any pair of points is finite.
An orientation on a wallspace pY,Wq is an assignment σ so that for each
W P W, we have σpW q P tÐÝW,ÝÑW u. The orientation σ is called coherent if
for all W,W 1 P W, we have σpW q X σpW 1q ‰ H. We call σ canonical if
there exists x P X so that x P σpW q for all but finitely many W PW.
Given a wallspace pY,Wq, we can consider the cube complex XpY,Wq
constructed as follows. The 0-cubes of XpY,Wq are coherent, canonical
orientations of pY,Wq. Two 0-simplices are connected by a 1-cube if, seen
as orientations, they differ on only one wall. Finally, all subcomplexes of
the 1-skeleton isomorphic to the 1-skeleton of an n-cube cube get filled by
an n-cube.
Work of Chatterji-Niblo [CN05], Nica [Nic04], and Chepoi [Che00]—
building off of work of Sageev [Sag95]— gives that XpY,Wq is a CAT(0)
cube complex. We call XpY,Wq the dual cube complex associated to the
wallspace pY,Wq.
2.1.2. Hyperplane deletions. In Section 5, we will be interested in under-
standing how cube complexes change under deletions of hyperplanes, so we
will use the alternative perspective of obtaining cube complexes from sets
of hyperplanes. We briefly explain how this works.
Let X be a CAT(0) cube complex and HX its (finite) set of hyperplanes.
Then we can identify each hyperplane H P HX with the two halfspaces into
which it cuts X. As such, we can and will think of pX,HXq as a wallspace,
and one can show that X is the dual cube complex associated to pX,HXq.
Given any subset H Ă HX of hyperplanes in a cube complex X, there is
a natural cube complex XpHq defined as the dual cube complex associated
to the wallspace defined by H in X. In particular, each point in XpHq is
a choice of coherent, canonical orientations of the half-spaces defined by H,
and it follows that XpHq embeds into XpHXq “ X.
With this notation, we can now define hyperplane deletions:
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Definition 2.2. Let X be a CAT(0) cube complex obtained with hyperplanes
HX . For a finite collection of hyperplanes G Ă HX , the hyperplane dele-
tion map for H is the map
ResHXrG : X Ñ XpHX r Gq
obtained by restriction of orientations, where XpHX r Gq is the dual cube
complex associated to the wallspace pX,HX r Gq.
Equivalently, the map ResHXrG is the quotient map which collapses ther0, 1s factor of each of the carriers of the hyperplanes in G (recall that the
carrier of the hyperplane H is naturally isomorphic to H ˆ r0, 1s).
We also record the following fact, which indicates that the isomorphism
type of the cube complex coming from a wallspace is determined by the
intersection pattern of halfspaces. The proof is elementary.
Lemma 2.3. Let W, W 1 be wallspaces, and let ι : HW Ñ HW 1 be a bijection
of their halfspaces, which preserves complements and disjointness.
Denote by j the induced map on walls tH,Hcu ÞÑ tιpHq, ιpHqcu and by
hpxq “ ι ˝ x ˝ j´1 the induced map on orientations. Then h, viewed as
a map on 0-cubes, induces an isomorphism h : YW Ñ YW 1 between the
corresponding CAT(0) cube complexes.
2.2. HHS axioms
We recall from [BHS19] the definition of a hierarchically hyperbolic space.
Definition 2.4. [HHS] The q–quasigeodesic space pX , distX q is a hierar-
chically hyperbolic space if there exists δ ě 0, an index set S, and a set
tCW : W P Su of δ–hyperbolic spaces pCU,distU q, such that the following
conditions are satisfied:
(1) (Projections.) There is a set tpiW : X Ñ 2CW | W P Su of
projections sending points in X to sets of diameter bounded by
some ξ ě 0 in the various CW P S. Moreover, there exists K so
that for all W P S, the coarse map piW is pK,Kq–coarsely Lipschitz
and piW pX q is K–quasiconvex in CW .
(2) (Nesting.) S is equipped with a partial order Ă, and either S “ H
or S contains a unique Ă–maximal element; when V Ă W , we say
V is nested in W . (We emphasize that W Ă W for all W P S.)
For each W P S, we denote by SW the set of V P S such that
V ĂW . Moreover, for all V,W P S with V ĹW there is a specified
subset ρVW Ă CW with diamCW pρVW q ď ξ. There is also a projection
ρWV : CW Ñ 2CV . (The similarity in notation is justified by viewing
ρVW as a coarsely constant map CV Ñ 2CW .)
(3) (Orthogonality.) S has a symmetric and anti-reflexive relation
called orthogonality: we write V K W when V,W are orthogonal.
Also, whenever V Ă W and W K U , we require that V K U . We
require that for each T P S and each U P ST for which tV P ST |
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V K Uu ‰ H, there exists W P ST ´ tT u, so that whenever V K U
and V Ă T , we have V ĂW . Finally, if V KW , then V,W are not
Ă–comparable.
(4) (Transversality and consistency.) If V,W P S are not orthogo-
nal and neither is nested in the other, then we say V,W are trans-
verse, denoted V&W . There exists κ0 ě 0 such that if V&W , then
there are sets ρVW Ď CW and ρWV Ď CV each of diameter at most ξ
and satisfying:
min
 
distW ppiW pxq, ρVW q,distV ppiV pxq, ρWV q
( ď κ0 (2.1)
for all x P X .
For V,W P S satisfying V ĂW and for all x P X , we have:
min
 
distW ppiW pxq, ρVW q,diamCV ppiV pxq Y ρWV ppiW pxqqq
( ď κ0. (2.2)
The preceding two inequalities are the consistency inequalities
for points in X .
Finally, if U Ă V , then distW pρUW , ρVW q ď κ0 whenever W P S
satisfies either V ĹW or V&W and W K U .
(5) (Finite complexity.) There exists n ě 0, the complexity of X
(with respect to S), so that any set of pairwise–Ă–comparable ele-
ments has cardinality at most n.
(6) (Large links.) There exist λ ě 1 and E ě maxtξ, κ0u such that
the following holds. Let W P S and let x, x1 P X . Let N “
λ distW ppiW pxq, piW px1qq`λ. Then there exists tTiui“1,...,tNu Ď SW ´
tW u such that for all T P SW ´ tW u, either T P STi for some i, or
distT ppiT pxq, piT px1qq ă E. Also, distW ppiW pxq, ρTiW q ď N for each i.
(7) (Bounded geodesic image.) There exists κ0 ą 0 such that for
all W P S, all V P SW ´ tW u, and all geodesics γ of CW , either
diamCV pρWV pγqq ď κ0 or γ XNκ0pρVW q ‰ H.
(8) (Partial Realization.) There exists a constant α with the follow-
ing property. Let tVju be a family of pairwise orthogonal elements
of S, and let pj P piVj pX q Ď CVj. Then there exists x P X so that:
‚ distVj px, pjq ď α for all j,
‚ for each j and each V P S with Vj Ă V , we have distV px, ρVjV q ď
α, and
‚ if W&Vj for some j, then distW px, ρVjW q ď α.
(9) (Uniqueness.) For each κ ě 0, there exists θu “ θupκq such that
if x, y P X and distX px, yq ě θu, then there exists V P S such that
distV px, yq ě κ.
We often refer to S, together with the nesting and orthogonality relations,
and the projections as a hierarchically hyperbolic structure for the
space X .
Where it will not cause confusion, given U P S, we will often suppress
the projection map piU when writing distances in CU , i.e., given x, y P X
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and p P CU we write distU px, yq for diamCU ppiU pxq Y piU pyqq and distU px, pq
for diamCU ppiU pxq Y tpuq. Given A Ă X and U P S we let piU pAq denoteď
aPA
piU paq.
There is a natural notion of automorphism of an HHS, which permutes
the hyperbolic factor spaces and preserves all the structure – see [BHS19,
DHS17] for details and analysis. We let AutpX ,Sq denote the group of HHS
automorphisms of pX ,Sq.
We say that a group G is a hierarchically hyperbolic group if it acts
properly and coboundedly by HHS automorphisms on some HHS pX ,Sq.
2.2.1. Some useful facts. We now recall results from [BHS19] that will be
useful later on.
Definition 2.5. Let κ ě 0 and let ~b P śUPS 2CU be a tuple such that for
each U P S, the U–coordinate bU has diameter ď κ. Then ~b is κ–consistent
if for all V,W P S, we have
mintdistV pbV , ρWV q,distW pbW , ρVW qu ď κ
whenever V&W and
mintdistW px, ρVW q,diamV pbV Y ρWV qu ď κ
whenever V ĹW .
The following is [BHS19, Theorem 4.5]:
Theorem 2.6. [Distance Formula] Let pX ,Sq be a hierarchically hyperbolic
space. Then there exists s0 such that for all s ě s0, there exist C,K so that
for all x, y P X ,
distpx, yq —K,C
ÿ
UPS
tdistU px, yqus .
(The notation tAuB denotes the quantity which is A if A ě B and 0 other-
wise.)
We recall the notion of a hierarchical hull, which originates in [BKMM12]
for the setting of mapping class groups, and extends to the HHS setting in
[BHS19]. Given a constant θ, for any F Ă X we define
HθpF q “ tx P X : @V P S piV pxq P NθphullppiV pF qqqu, (2.3)
where hullpAq denotes the union of all geodesics connecting points of A. In
words, Hθ is the set of points whose projections in every hyperbolic factor
space land in a specified neighborhood of the hull of the image of F . That
this is a sufficiently non-vacuous is indicated by the following result:
Theorem 2.7. [Hull] Let pX ,Sq be a hierarchically hyperbolic space. Given
k there exists θ, κ such that, if F Ă X is a set of cardinality k then for every
V P S the image piV pHθpF qq is κ-dense in the hull of piV pF q.
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2.3. Refined projections and stable subsurface collections
We will be working in a broad but restricted class of HHSes:
Definition 2.8. Let pX ,Sq be an HHS and let G ă AutpSq. We say
that pX ,Sq is G-colorable if there exists a decomposition of S into finitely
many families Si, so that each Si is pairwise-& and G acts on tSiui by
permutations. We say that pX ,Sq is colorable if it is AutpSq-colorable.
The notion of colorability is inspired from [BBF15], who proved that curve
graph CpΣq is finitely colorable for Σ of finite type, thus making MCGpΣq
and T pΣq finitely MCGpΣq-colorable HHSes; we sometimes refer to the Si
as BBF families.
For A,B Ď CpY q, we denote dY pA,Bq “ diamCpY qpAYBq.
Theorem 2.9. [BBFS20] Let pX ,Sq be a G-colorable HHS for G ă AutpSq
with standard projections ppi´, pρ´´. There exists θ ą 0 and refined projections
pi´, ρ´´ with the same domains and ranges, respectively, and such that:
(1) If X,Y lie in different Sj, and pρXY is defined, then ρXY “ pρXY .
(2) If X,Y P Sj are distinct, then the Hausdorff distance between ρXY
and pρXY is at most θ.
(3) If x P X and Y P S, then the Hausdorff distance between piY pxq andppiY pxq is at most θ.
(4) If X,Y, Z P Sj for some j are pairwise distinct and dY pρXY , ρZY q ą θ,
then ρXZ “ ρYZ .
(5) Let x P X , and let Y,Z P Sj for some j be pairwise distinct. If
dY ppiY pxq, ρZY q ą θ then piZpxq “ ρYZ .
Moreover, pX ,Sq equipped with pi´, ρ´´ is an HHS, G ă AutpSq, and it
is G-colorable.
Proof. The idea is to apply the construction from [BBFS20] to the standard
projections ppi´, pρ´´ and distances pd´ for the sets Si Y X for each i, where
we think of X as a collection of single point spaces x “ txu for each x P X .
Given a point x P X , we define projections ρx´ from domains in Si and
X to x as the constant map ρx´ ” x. It is easily checked that Si Y X ,
once equipped with the original projections ppi´, pρ´´ and these additional
projections, satisfies the projection axioms from [BBF15]. The existence
of projections and distances pi´, ρ´´, d´ and that all properties hold for them
is then an immediate consequence of [BBFS20, Theorem 4.1].
Finally, the fact that pX ,Sq equipped with these projections is an HHS
follows from the fact that the new projections are bounded distance away
from the old ones, by items (1)-(2)-(3). 
Definition 2.10. We say that a G-colorable HHS pX ,Sq with G ă AutpSq
has stable projections if it is equipped with the projections provided by
Theorem 2.9.
20 M. G. DURHAM, Y. N. MINSKY, AND A. SISTO
For the rest of this section, fix a G-colorable HHS pX ,Sq with G ă
AutpSq and with stable projections. In particular, we assume that the
standard projections for pX ,Sq satisfy the stability properties in Theorem
2.9.
As usual, dY px1, x2q denotes diamCpY qpA1 YA2q, where
‚ Ai “ piY pxiq if xi P X ,
‚ Ai “ ρxiY if xi P S and either xi Ĺ Y or xi&Y .
For any pair of points x, y P X and constant K ą 0, we let RelKpx, yq Ă
S denote the collection of Y P S such that dY px, yq ą K; we also set
ReliKpx, yq “ RelKpx, yq XSi.
Let θ satisfy Theorem 2.9(5). Following [BKMM12, CLM12, BHS19],
recall that, for any K ą 10θ, ReliKpx, yq is a partially ordered set with order
ă so that X ă Y whenever one of the following equivalent conditions hold:
‚ dY px, ρXY q ď θ,
‚ dXpρYX , yq ď θ,
‚ dY pρXY , yq ě K ´ θ,
‚ dXpx, ρYXq ě K ´ θ.
When restricted to ReliKpx, yq, the relation ă becomes a total order.
For a finite set F Ă X , we define
RelKpF q “
ď
x,yPF
RelKpx, yq and ReliKpF q “ RelKpF q XSi.
The following stability lemma follows directly from the construction in
[BBFS20].
Lemma 2.11. There exists K " 2θ such that whenever x, y, y1 P X satisfy
dX py, y1q ď 1 the following holds. For each i, we haveˇˇ
ReliKpx, yq4 ReliKpx, y1q
ˇˇ ď 2.
Proof. By contradiction, suppose we have distinct elements Y0, Y1, Y2 P
ReliKpx, yq ´ ReliKpx, y1q, with Y0 ă Y1 ă Y2. If K ą 10θ, applying
the definition of ă and Theorem 2.9(5), we see that piY1pxq “ ρY0Y1 and
piY1pyq “ ρY2Y1 . Also, since piY2pyq, piY2py1q are uniformly close to each other,
if K is sufficiently large then we have dY2pY1, yq ą θ and hence, one again,
piY1py1q “ ρY2Y1 . But then dY px, y1q “ dY px, yq ě K, a contradiction with
Y1 R ReliKpx, y1q. 
Proposition 2.12. Let K " 2θ and F Ă X be any finite set. There exists
M “ MpK,S, |F |q ą 0 such that, for any F 1 Ă X with dHauspF, F 1q ď 1
and |F 1| ď |F |, we haveˇˇ
RelKpF q4 RelKpF 1q
ˇˇ ăM.
Proof. Assume throughout the proof that K is sufficiently large.
Since there are finitely many colors, it suffices to prove the analogous
statement for ReliKpF q4 ReliKpF 1q for any given i.
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Applying Lemma 2.11 twice, we see that if dX px, x1q, dX py, y1q ď 1, then
|ReliKpx, yq ´ ReliKpx1, y1q| ď 4.
For each of the |F |2 pairs x, y P F , we can choose any x1, y1 with dX px, x1q, dX py, y1q ď
1, so that there are at most 4|F |2 elements of ReliKpF q “
Ť
x,yPF Rel
i
Kpx, yq
that are not in ReliKpF 1q, i.e.
ˇˇ
ReliKpF q ´ ReliKpF 1q
ˇˇ ď 4|F |2. Symmet-
rically, we have
ˇˇ
ReliKpF 1q ´ ReliKpF q
ˇˇ ď 4|F 1|2, and since |F 1| ď |F | by
assumption, we finally get
ˇˇ
ReliKpF q4 ReliKpF 1q
ˇˇ ă 8|F |2, as required. 
2.4. Bounding involved domains
Let pX ,Sq be a G-colorable HHS with stable projections for G ă AutpSq,
as provided by Theorem 2.9.
Let F, F 1 Ă X with |F | “ |F 1| ď k and dHauspF, F 1q ď 1. We will now
prove some stronger stability results about how the set of relevant domains
(and their subdomains) changes between F and F 1.
For any K " 2θ as above, let UpF q “ RelKpF q and UpF 1q “ RelKpF 1q.
Given V P S, let UV pF q “ tW P UpF q : W Ă V u and define UV pF 1q
similarly.
In many of our stability results, we will need to know how domains in
UpF q may differ from those in UpF 1q. We call such domains involved, and
they come in two flavors:
Definition 2.13. We say that V P UpF q Y UpF 1q is involved in the tran-
sition between F and F 1 if one of the following holds:
(1) piV pF q ‰ piV pF 1q, or
(2) UV pF q ‰ UV pF 1q.
Proposition 2.14. If K is sufficiently large then the following holds. Given
k ą 0 there exists N1 “ N1pk,Sq ą 0 such that, if |F |, |F 1| ď k and
dHauspF, F 1q ď 1, then there are at most N1 domains V P UpF q Y UpF 1q
involved in the transition between F and F 1.
Proof. By Proposition 2.12, it suffices to bound the number of involved
domains in UpF q XUpF 1q. However, we will still have to bound the number
of involved domains of type (1) in UpF qYUpF 1q. We note that, since F, F 1 lie
within Hausdorff distance 1, up to increasing K we can assume that for each
V P UpF q we have diamCV ppiV pF 1qq ě K{2, and similarly for V P UpF 1q.
Involved of type (1): Let x P F . We say that V P UpF q Y UpF 1q is
exposed to x if piV pxq is not contained in piV pF 1q. We define exposure
for x P F 1 similarly (with an abuse, here we are considering F and F 1 as
disjoint, so we should actually define exposure for x P F \ F 1).
Observe that V P UpF q Y UpF 1q satisfies piV pF q ‰ piV pF 1q if and only if
V is exposed to some x in either F or F 1. Hence it suffices to bound the
number of exposed domains.
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Since |F |, |F 1| ď k, we may fix a point x P F and consider domains V
which are exposed to x. The case of domains exposed to points in F 1 follows
from a symmetric argument.
Given x, V as above, there is y P F so that dV px, yq ě K{4 (this is because
diamCpV qppiV pF qq ě K{2). Since F has at most k elements, we can further
assume fix y with said property.
Suppose for a contradiction that there exist domains V1, V2, V3 P pUpF q Y UpF 1qqX
Si which are exposed to x, where Si is the i
th BBF family, making the Vi
necessarily pairwise transverse (this suffices since there are finitely many
BBF families). Up to reordering, we have V1 ă V2 ă V3 in RelK{2px, yq.
Since F and F 1 lie at Hausdorff distance at most 1, there is a pair x2, y2 P
F 1 so that dpx, x2q, dpy, y2q ď 1, and necessarily we have piV2pxq ‰ piV2px2q
(as we cannot have the containment “Ď”).
Since dpx, x2q, dpy, y2q ď 1, by taking K " 2θ sufficiently large, we can en-
sure that dVipx2, y2q ą 2θ for i “ 1, 2, 3. Since V1 ă V2 ă V3 P RelK{2px, yq,
we also must have the same order V1 ă V2 ă V3 in Rel2θpx2, y2q.
Thus by Theorem 2.9, it follows that piV2px2q “ ρV1V2 . However, Theorem
2.9 also implies that piV2pxq “ ρV1V2 . This contradicts the fact that piV2pxq ‰
piV2px2q, and completes the proof that there is a bound of domains of type
(1).
Involved of type (2): Notice that if W P UpF q X UpF 1q of type (2),
then there necessarily exists an exposed domain V P UpF q Y UpF 1q of type
(1) with V Ă W (by a Ă-minimality argument). We therefore bound the
number of such containers W for a fixed exposed domain V , of which there
is a bounded number by the first part of the proof.
Suppose for a contradiction that W1,W2,W3 P UpF qXUpF 1q with V ĂW .
Since |F |, |F 1| ď k, we may further assume that there exist x, y P F for which
W1,W2,W3 P RelKpx, yq. Moreover, we may assume that each Wi P Sj , for
a fixed BBF family Sj . Finally, up to reordering, we may assume that
W1 ăW2 ăW3 in RelKpx, yq.
Theorem 2.9 then provides that piW2pxq “ ρW1W2 and piW2pyq “ ρW3W2 . How-
ever, since V Ă Wi for each i “ 1, 2, 3, we have dW2pρW1W2 , ρVW2q ă θ and
dW2pρW3W2 , ρVW2q ă θ, and so dW2pρW1W2 , ρW3W2q ă 2θ by the triangle inequality.
But since dW2pρW1W2 , ρW3W2q “ dW2px, yq ą K ą 2θ by assumption, this is a
contradiction. This completes the proof. 
Remark 1. We conclude this section with a remark on HHS structures
that, while not strictly necessary, will allow us to simplify the setup that we
have to deal with in Section 3. The remark is that, given an HHS, we can
AutpX ,Sq–equivariantly change the structure in a way that all piV pxq and
ρUV for U Ĺ V are points, rather than bounded sets, and that moreover the
new structure has stable projections if the old one did. This can be achieved,
for example, by replacing each CpV q by the nerve of the covering given by
subsets of sufficiently large diameter (which is quasi-isometric to CpV q). In
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particular, the vertices of the new CpV q are labelled by bounded sets, and we
can redefine piV pxq to be the vertex labelled by piV pxq, and similarly for ρUV ;
all properties required are straightforward to check.
In Section 3, we will deal with finite subsets of a hyperbolic space, while,
if (in Section 4) we did not modify the HHS structure as outlined above, we
would have to deal with finite collections of bounded subsets. This is possible,
but would make the arguments more opaque.
3. Stable trees
In this section we will consider the geometry of trees in a δ-hyperbolic
space, in preparation for arguments that will take place in the individual
hyperbolic spaces of our hierarchical structure. Our main result will be
Theorem 3.2, stated below after some preliminary definitions. This is the
only result from this section that will get used later (namely, in Section 4).
Fix a geodesic δ-hyperbolic space Z. For a finite subset F Ă Z let
hullpF q Ă Z be the set of geodesics connecting points of F . Hyperbolicity
tells us that hullpF q can be approximated by a finite tree with accuracy
depending only on δ and the cardinality #F . To systematize this for the
purposes of this section, we make the following definitions.
Let us fix, a function λ which assigns, to any finite subset F of Z, a
minimal network spanning F . That is, λ is a 1-complex with the property
that λYF is connected, and has minimal length among all such 1-complexes.
Minimality implies λpF q is a tree. Let us similarly define λ1 which assigns, to
any finite collection A1, . . . , Ak of subsets of Z a minimal network that spans
them. That is, λ1pA1, . . . , Akq is a 1-complex in Z of minimal length with the
property that the quotient of λ1YA1Y¨ ¨ ¨Ak obtained by collapsing each Ai
to a point is connected. Minimality again implies that this collapsed graph is
a tree. For convenience we assume that λptx1, . . . , xkuq “ λ1ptx1u, . . . , txkuq.
The following lemma illustrates a basic property of hyperbolic spaces, and
we omit its proof.
Lemma 3.1. Let Z be a geodesic δ-hyperbolic space and λ a minimal net-
work function as above. Then there exists 0 “ 0pk, δq so that for all  ě 0
there exists 1 ą  such that, if F Ă Z has cardinality k then
‚ There is a p1, {2q-quasi-isometry λpF q Ñ hullpF q which is {2-far
from the identity.
‚ For any two points x, y P NpλpF qq, any geodesic joining them is in
N1pλpF qq.
In the rest of this section we consider the following situation. Let a (large
but) finite set Y Ă N{2phullpF qq be given (see Section 4 for what Y will be in
our setting). It is possible to divide λpF q up into a union of subtrees some of
which are close approximations to “clusters” in Y and the rest interconnect
the clusters, but such a construction is not unique, depending on many
choices (including the choice of λpF q itself). Our goal in this section is to
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describe a version of this which is stable, in the sense that small changes in
the sets F and Y only alter the tree and its subtrees in a controlled way –
independently of the diameter of F or the cardinality of Y.
Remark: For convenience in our discussion we allow ourselves to assume
that the points of F are all leaves of λpF q. This can be arranged by a
slight perturbation, or by considering each point of F as the endpoint of an
additional edge of length 0.
Given E " , let CEpY Y F q be the graph whose edges connect points of
Y Y F that are at most E apart. Vertex sets of connected components of
CE are called clusters. We will choose E to be a suitably large multiple
of 1. We note that the relation of E and 1,  is the one sensitive part of
the argument, and elsewhere we can be content with order-of-magnitude
arguments.
For a simplicial tree T , let dpvq be the valence of each vertex v and let kpT q
be the number of leaves, i.e. vertices of valence 1. We have
ř
dpvqą2pdpvq ´
2q “ k ´ 2, for example by an Euler characteristic argument. We call this
quantity the total branching of T .
The following theorem is the main result of this section:
Theorem 3.2. Given k,N, δ, and  ě 0pk, δq as in Lemma 3.1 there exists
K “ Kpk,N, δq ą 0 such that the following holds. Let Z be a geodesic
δ-hyperbolic space and let F,Y Ă Z be finite subsets, where |F | ď k and
Y Ă N{2phullpF qq.
There exists a metric tree T “ T pF,Yq with a decomposition into two
forests T “ Tc Y Te intersecting along a finite set of points, and a map
Ξ “ ΞF,Y : T pF,Yq Ă Z such that
paq The total branching of T is bounded by 2k ´ 4.
pbq Ξ is a pK,Kq–quasi-isometric embedding with image K–Hausdorff
close to hullpF q.
pcq For each component τ of Te we have that Ξ|τ is a p1,Kq–quasi-
isometric embedding, and an isometry onto Ξpτq endowed with its
path metric.
pdq There is a bijection b between components of Tc and clusters in
CEpY Y F q, so that each component τ of Tc is so that Ξpτq is K–
Hausdorff close to bpτq.
Furthermore, if F 1,Y 1 Ă Z and g P IsompZq are such that |F 1| ď n ` 1,
Y 1 is finite, dHauspgF, F 1q ď 1, and |gY 4 Y 1| ă N , then there exists a
constant L “ LpN, k, δq ą 0 and subsets Ts Ă TepF,Yq and T 1s Ă TepF 1,Y 1q
such that, identifying components of TepF,Yq, TepF 1,Y 1q with their images
in Z, we have:
(1) The components of Ts and T
1
s are contained in the edges of TepF,Yq
and TepF 1,Y 1q, respectively.
(2) The complements TepF,Yqr Ts and TepF 1,Y 1qr T 1s have at most L
components each of diameter at most L.
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(3) There is a bijective correspondence between the sets of the compo-
nents of gTs, T
1
s.
(4) Under this correspondence, all but L components are exactly the
same, and the identical components of Ts and T
1
s come from the
identical components of TepF,Yq and TepF 1,Y 1q.
(5) The remaining L components of gTs are each at Hausdorff distance
L of the corresponding component in T 1s.
Figure 5. An example of the stable tree T “ Tc Y Te pro-
vided by Theorem 3.2.
We call the trees T pF,Yq stable trees.
Remark 2 (Coarse equivariance and its proof). The “furthermore” part of
Theorem 3.2 can be interpreted as simultaneously stating two facts. For g
the identity, it says that the trees are stable under perturbations of F and
Y. Instead, for F 1 “ gF and Y 1 “ gY, it says that the construction is
coarsely equivariant. In either case, what we have to prove is essentially the
following. The construction relies on certain choices, namely the choices
of functions λ, λ1 as above, and we have to show that these only cause the
kinds of perturbations described in the statement of the theorem. From this
perspective, it is clear that the proof for a general g is the same as that for
g “ 1, as gT pF,Yq coincides with the tree T pgF, gYq constructed based on
different choices. To save notation and make the proof more readable, we
will prove only the case where g is the identity.
3.1. Cluster separation graph
Let CE “ CEpF YYq be as above and let C1, C2, C3 Ă C0E be clusters (i.e.
vertex sets of connected components). We say that C2 separates C1 from
C3 in Z if there exists a minimal Z-geodesic segment σ with endpoints on
C1 and C3 which meets the 2
1-neighborhood of C2.
Definition 3.3. Let GE “ GEpF Y Yq be a graph whose vertex set G0E is
the set of clusters of CE, and where rC1, C2s is an edge whenever there is no
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cluster separating C1 from C2 in Z. We call GE the separation graph for
CE.
Lemma 3.4. If E ą 41, then GE is connected.
Proof. Let C,C 1 P G0E . If C ‰ C 1, then dZpC,C 1q ą E. If they are not
adjacent in G, then there is a third cluster B separating them in Z. Let σ
be a minimal geodesic connecting C to C 1 with p P σ within 21 of B. Then
p is distance at least E ´ 21 from each end of σ since B is at least E from
both C and C 1. It follows that dZpB,Cq ď dZpC,C 1q´E`41, and similarly
for dZpB,C 1q.
If dZpC,C 1q ď 2E ´ 41 this gives dZpB,Cq ď E which is a contradiction
so C and C 1 must be connected by an edge in GE . For dZpC,C 1q ą 2E´41,
we have that dZpB,Cq and dZpB,C 1q are smaller than dZpC,C 1q by at least
E ´ 41, so we can proceed inductively. 
For ease of notation, set C “ CE and G “ GE .
Definition 3.5. For any subset A of Z, let its shadow spAq be the subtree
of λpF q obtained by taking the convex hull (in λpF q) of all the points in
λpF q within distance  from points of A. For a singleton txu we also write
spxq :“ sptxuq.
Note that, since Y Y F is in NpλpF qq by hypothesis, spCq ‰ H for any
non-empty subset C Ă Y Y F .
The rest of this subsection is devoted to establishing several properties
of shadows which will connect the separation properties of clusters in G to
separation properties of their shadows in λpF q, thereby allowing us to work
with G and independently of λpF q.
The next lemma controls how and when shadows of clusters can intersect.
Lemma 3.6. Let E ą 7 and let C,C 1 P G0 be distinct clusters. Then:
(1) spCq X spC 1q can contain no leaf of spCq or spC 1q;
(2) The diameter of spCqX spC 1q is bounded by a constant depending on
#F , E, and .
(3) If at least one of spCq and spC 1q is an interval along an edge of λpF q,
then spCq X spC 1q “ H.
Proof. Note first that for any x P C, spxq is a subtree of diameter at most
3. This is because any two extreme points of spxq are within  of x, and
λpF q is p1, q-quasi-isometrically embedded. Similarly, for any x, y P C,
diamλpF qpsptx, yuqq ď dpx, yq ` 3.
Claim 1. For every p P spCq, there exists q P spCq at distance (in λpF q) at
most pE ` 3q{2, such that dpq, Cq ď .
Proof. Either p P spxq for some spxq containing an extreme point of spCq,
or p separates some spxq from spyq, for x, y P C. In the first case p is within
3{2 of a point q for which dpq, xq ď  and we are done. In the second case,
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Figure 6. When there is branching, shadows can overlap in
their interiors, but never at their leaves.
a path in CE from x to y then yields a sequence of points xi P C such that
dpxi, xi`1q ď E and p is contained in one of the shadows sptxi, xi`1uq. Since
diamλpF qpsptxi, xi`1uq ď E ` 3, we find that p is within pE ` 3q{2 of an
extreme point q of sptxi, xi`1uq, so that dpq, xiq ď  or dpq, xi`1q ď . The
claim follows. 
For (1), suppose that a leaf p of spCq is in spC 1q. Note that the leaves
of spCq and spC 1q are within  of C and C 1, respectively. By the previous
paragraph, there is a point q of spC 1q within pE` 3q{2 of p which is  close
to C 1 Thus we obtain dpC,C 1q ď 2` pE ` 3q{2 ă E, so C “ C 1.
For (2), suppose that spCq X spC 1q contains an edge e of length greater
than 2pE ` 3q. Claim (1) implies that there is a set R in spCq consisting
of points at distance  from C and whose pE ` 3q{2-neighborhood covers
spCq; there is also a similar set R1 in spC 1q. Since e is in both shadows, it
must be that e X R and e X R1 both cut e into intervals of length at most
E ` 3. Thus it must be that there is a point r P RX e and r1 P R1 X e that
are distance pE ` 3q{2 apart. Then just as before we obtain dpC,C 1q ă E
so C “ C 1. Now the number of edges in spCq X spC 1q is bounded by the
total branching of the tree, which depends on #F . This gives (2).
Finally, for (3), if one of spCq and spC 1q is an interval contained in an edge
of λpF q then it is easy to see that, if they overlap, then one must contain a
leaf of the other, thereby violating (1). 
Definition 3.7. From now on we set E “ 81 so that the conclusions of
both Lemmas 3.4 and 3.6 hold.
The following lemma connects the separation properties in G of a cluster
to the separation properties in λpF q of its shadow:
Lemma 3.8. Let C be a cluster and S1, . . . , Sk be the components of λpF qr
intpspCqq which meet spCq at a leaf of spCq. Let Gi be the set of clusters
B P G0 r tCu such that spBq X Si ‰ H. Then each Gi is in a distinct
component of G r C, and moreover the valence of C in G at least k.
Proof. Note that if B is a cluster in Gi then spBq is actually disjoint from
spCq, since the leaves of spCq cannot meet spBq by Lemma 3.6. Moreover,
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Figure 7. The cluster C is guaranteed valence at least 3
(via S1, S2 and S3) by Lemma 3.8. In this case it has valence
4.
there may be clusters C 1 ‰ C that are not in any Gi; their shadows meet
components of λpF qr intpspCqq that do not meet leaves of spCq.
Let A P Gi and B R Gi Y tCu. A minimal geodesic σ in Z connecting
A to B must be 1-close to the path in λpF q connecting spAq to spBq, and
this path passes through a leaf p of spCq (namely spCq X Si). Thus there
is a point of C within  ` 1 ă 21 of σ, so C separates A from B in Z. In
particular A and B cannot be adjacent in G.
Thus Gi cannot be connected to any vertex in G0 r pGi Y tCuq, which
implies distinct Gi are in distinct components of G r C.
To see that the valence is at least k, we must check that each Gi is
nonempty. But each Si must contain a leaf of λpF q, which is a point of F ,
so there must be a cluster whose shadow is in Si. 
Lemma 3.9. If e is an edge of λpF q, the clusters C whose shadows spCq
are subintervals of e form a path in G whose interior vertices are bivalent.
The ordering of this path matches the ordering of the shadows in e.
Proof. Let tC1, . . . , Clu be the set of clusters whose shadows are subintervals
of e. By Lemma 3.6, spCiqXspCjq “ H for all i, j. We may therefore assume
that their indices correspond to the order they appear along e in λpF q.
The complement λpF qzintpspCiqq has two components for each i, labeled
A´i and A
`
i so that A
´
i contains spCi´1q when i ą 0 and A`i contains spCi`1q
when i ă l. By our ordering no shadows lie between spCiq and spCi`1q.
Lemma 3.8 implies that Ci separates (in G) the clusters whose shadows lie
STABLE CUBULATIONS, BICOMBINGS AND BARYCENTERS 29
Figure 8. Clusters with shadows on an edge in λpF q give
rise to a path of bivalent vertices in G.
in A´i from those in A
`
i . In particular no B can separate Ci from Ci`1 in
G, so they are adjacent and we obtain a path C1, . . . , Cl in G. Moreover for
1 ă i ă l we can see that Ci is bivalent as follows: if D P CztCi´1, Ci, Ci`1u,
then one of Ci´1 or Ci`1 separates D from Ci in G, again by Lemma 3.8,
and so there can be no edge rCi, Ds and the valence of Ci is exactly 2.

Lemma 3.10. If C has valence 2 in G but spCq is not an interval inside an
edge of λpF q, then C contains a point of F .
Proof. If spCq is not an interval in an edge of λpF q, it has a branch point
and hence at least 3 leaves. At most two of these can be interior to λpF q,
because otherwise C would have valence at least 3 in G by Lemma 3.8.
Thus spCq contains a leaf q of λpF q, which is a point of F . This means
dpq, Cq ď  ă E (notice that, since q is a leaf, it lies in the convex hull of a
subset of λpF q only if it lies in the subset). Hence, we have q P C. 
Structure of bivalent clusters. Let E0 denote the set of clusters C P G0
which have valence 2 in G and do not contain a point of F . Lemma 3.10
implies that each C P E0 has shadow inside an edge of λpF q.
The next lemma gives that almost all clusters are bivalent:
Lemma 3.11. #pG0 r E0q ď 2k ´ 2.
Proof. For a cluster C P G0 r E0, either C contains a point of F , or spCq
contains a branch point of λpF q. There are at most k clusters of the former
type. The number of clusters of the latter type is bounded by the total
branching bpλpF qq, but to show this we must contend with the fact that
shadows can overlap.
Let W Ă λpF q be a connected union of shadows spC1q, . . . , spCmq, each
of which contains a branch point. By Lemma 3.6, no leaf of spCiq can be in
spCjq for i ‰ j. Hence all leaves of spCiq must be leaves of W and disjoint
from each other. Since each spCiq has at least two leaves, we have
m ď tkpW q{2u “ tpbpW q ` 2q{2u
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where kpW q is the number of leaves and bpW q is the total branching of W .
Since bpW q ě 1, this implies m ď bpW q. Summing over all such W we find
that the number of clusters with branch points in their shadows is bounded
by bpλpF qq, or k ´ 2. The desired inequality follows. 
Let E be the subgraph of G induced on the vertices E0.
Lemma 3.12. Let E1, . . . Em be the components of E. For each Ei there
is an edge ei of λpF q such that Ei is a path C1, . . . , Cri in G consisting of
all elements of E whose shadows lie in the interior of ei; the edges ei are
distinct.
Proof. Since each cluster D P Ei is a bivalent vertex of G with shadow in an
edge of λpF q by Lemma 3.10, and Lemma 3.9 implies that all such clusters
with shadows on a given edge e P λpF q form a path in G, it suffices to prove
that no two such edge paths of bivalent clusters in G are directly connected
by an edge.
Suppose C,D P Ei are connected by an edge in G but spCq and spDq are
not contained in a single edge of λpF q. Since spCqXspDq “ H, we may label
the components of λpF qrspCq and λpF qrspDq by γ˘ and δ˘, respectively,
so that spCq Ă δ´ and spDq Ă γ´. Then the intersection γ´ X δ´ contains
a vertex v of λpF q of valence at least 3.
By Lemma 3.8, GrC is divided into subgraphs Gpγ˘q spanned by clusters
whose shadows are in γ˘ respectively and are separated by C, and similarly
Gpδ˘q are separated by D respectively. In particular note C P Gpδ´q and
D P Gpγ´q.
Since v has valence at least 3, there is a component of λpF q r tvu that
meets neither spCq or spDq. A leaf of this component is in the shadow of a
cluster B which is therefore in Gpγ´q X Gpδ´q.
Since G is connected, B is connected to C within Gpγ´q and to D within
Gpδ´q. Since C and D are bivalent and by hypothesis adjacent in G, the edge
between them is the only edge connecting C to Gpγ´q, and the only edge
connecting D to Gpδ´q. Hence any path from B to C must pass through
this edge and must therefore meet D first. Reversing the roles of C and D
we obtain a contradiction. 
3.2. Constructing the stable tree
In this subsection, we construct our stable tree T pF,Yq from the structure
of G without referring to λpF q directly. In Proposition 3.14 below, we prove
it is quasi-isometric to λpF q.
The two forests. Now let us proceed to define the forests TcpF,Yq and
TepF,Yq. We let G “ GEpF Y Yq be as above.
Let V denote the set of closures of connected components of GrE0. Thus
each element of V is a subgraph connected to the rest of G along vertices
in E0. For each V P V let V 0 denote its vertex set, which is a collection of
clusters. Some elements of V are single edges rC,Ds where C,D P E0, and
STABLE CUBULATIONS, BICOMBINGS AND BARYCENTERS 31
Figure 9. The construction of a stable tree. Note that each
complementary component of G r E0 determines multiple
components of Te, e.g., the lavender forest λ
1pV 0q determined
by the component V whose boundary is the bivalent clusters
C1, C2, C3. Each cluster C then determines a single compo-
nent µpCq of Tc by connecting the points rpCq “ CXpTeYF q.
others are subgraphs containing vertices in G0 r E0, and we note they are
not necessarily trees, though Lemma 3.11 bounds their size.
For each V P V, let λ1pV 0q be the minimal network defined in the be-
ginning of this section, where the elements of V 0 are interpreted as sets of
clusters in Z.
Now define
Te “ TepF,Yq “
ğ
V PV
λ1pV 0q.
Remark 3. The forest Te is a disjoint union of copies of forests each con-
tained in Z. It is important to note, however, that these trees might in fact
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intersect in Z. With a slight abuse, we will conflate the abstract copies of
the λ1pV 0q that constitute Te and their “concrete” counterparts in Z. Simi-
lar comments apply to Tc below. Since the map Ξ : T Ñ Z is just going to
be the identity on all the components of Te and Tc, we will allow ourselves
to regard T as a subset of Z for purposes that do not require understanding
the metric of T , e.g. when measuring the Hausdorff distance between (the
image in Z of) a subset of T and a subset of Z.
Note that Te is a forest whose leaves are points of clusters.
Collapsing clusters to points, Te becomes a connected network N , by the
definition of V. This connected network is a union of trees joined at points
that correspond to vertices of E0. Since any vertex in E0 disconnects G, each
of these join points disconnects N , so that we see that N is a tree.
Now for each cluster C P G0, we consider the set of points rpCq “ C X
pTe Y F q. We let µpCq denote the tree λprpCqq, and define
Tc “ TcpF,Yq “
ğ
CPG0
µpCq.
The tree. We now define T pF,Yq “ TcpF,Yq Y TepF,Yq, or T “ Tc Y Te
for short. Note that T is a tree because as above collapsing the subtrees of
Tc to points yields a tree; see Figure 9.
Lemma 3.13. Let T “ T pF,Yq “ Tc Y Te.
(1) The total branching b “ bpT q is bounded by 2k´ 4, and the leaves of
T are contained in F Y Y.
(2) µpCq Ď NOpqpCq, so that Tc Ă NOpqpY Y F q.
(3) For all p P Te, we have dZpp,Y Y F q ě 1bdT pp, BTeq ´Opq.
Proof. To bound bpT q, we bound the number of leaves T can have. Leaves
of T are leaves of the various components of Te and Tc, and thus can arise
in two ways: (a) If a cluster C contains points of F , the points in C X F
can be leaves of µpCq which are also leaves of T . There are at most k such
points. (b) If a cluster C contains no points of F and a single point q of BTe,
which is connected to only one subtree of Te, then q is a leaf of T (Figure
10). All other vertices of BTe Y BTc have valence at least 2. Notice that we
already showed that all leaves of T are contained in F Y Y.
Clusters of type (b) must be in G0rE0 since every cluster in E0 belongs to
two subgraphs in V, and hence either has two points in BTe or two subtrees
of Te meeting at a single point. The number of clusters in G0rE0 that don’t
contain points of F was bounded in Lemma 3.11 by k ´ 2.
This gives us a bound of 2k´ 2 on the total number of leaves in T , which
bounds the total branching by 2k ´ 4. This proves part (1).
Now for part (2), consider the minimal network µpCq for the cluster C.
By Lemma 3.1 and the definition of shadows, µpCq is within Opq of the
shadow of C in λpF q, and it follows from Claim 1 (in the proof of Lemma
3.6) that every point of spCq is within OpEq of C. This proves part (2).
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Figure 10. The stable tree T “ T pF,Yq may have leaves
which are not points in F , and some points of F may not
be leaves of T . In this example, the ambient space Z is the
whole graph on the left, and T is realized geometrically on
the right. The orange cluster points atop spikes at the branch
points of the underlying tree create leaves in T . New leaves
in T always arise from clusters near branch points of λpF q.
The pink bivalent cluster points determine bivalent vertices
in T , with small neighborhoods thereof folding into the spikes
upon inclusion of T Ñ Z. By contrast, λpF q contains none
of the spikes. Finally, the pairs of nearby points of F in λpF q
on the left side of Z form clusters. The components of Te
connect one point from each pair to a pink cluster, while a
component of Tc connects the pair. As a result, some points
of F are not leaves of T .
For part (3), let p P λ1pV 0q Ă Te, where V P V, and let the distance
dZpp,Y Y F q be realized on a point in a cluster C1. Write dZpp, C1q “ t.
Suppose first that C1 P V 0. The quotient of λ1pV 0q obtained by collapsing
the clusters of V 0 to points is a tree by minimality of the network, so there
is some sequence of components of λ1pV 0q which connects p to C1, possibly
through clusters C2, . . . , Cl P V 0.
Consider the unique path α in λ1pV 0q from p to C2. The path α branches
at no more than b “ bpT q points, so let α1 Ă α be the longest unbranched
subsegment of α. We thus have |α1| ě 1bdT pp, Bλ1pV 0qq. If |α1| ą t, we may
remove α1 from λ1pV 0q, attach a minimal length path in Z from p to C1 (of
length t), and obtain a network with smaller total length than λ1pV 0q that
still connects the clusters in V . This would violate the minimality of λ1pV 0q,
so we must have t ě |α1|, and therefore t ě 1bdT pp, Bλ1pV 0qq, as required.
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Figure 11. A basic, complicating example. The ambi-
ent space Z is a biinfinite line, which we think of as 10-
hyperbolic. The cluster points Y (in orange) sit on spikes
of height 1 at distance 100 from each other. The two points
in F are very far apart. The spanning tree λpF q for F is a
long line. The stable tree T pF,Yq is also abstractly a long
line composed of segments of length 102. The natural map
T pF,Zq Ñ Z folds the ends of these segments onto the spikes
and is therefore not an embedding. It is a quasi-isometric
embedding, but the multiplicative constant is at least 102100 .
Now consider the possibility that C1 is a cluster outside of V . Let spV q
denote the shadow of the union of clusters spŤAPV 0 Aq, which is the same
as the hull in λpF q of the shadows tspAq : A P V 0u. We claim that spV q X
spCq “ H for every C P G0 r V 0.
Recall from Lemmas 3.6 and 3.8 that the shadow spCq for each C P E0 is
disjoint from all other cluster shadows, and that the separation of shadows
by spCq in λpF q is the same as the separation of the corresponding vertices
in G by C P G0. In particular, if V P V and C P E0 then all vertices D P V 0
(other than C itself if C happens to lie in V 0) have shadows spDq on one side
of spCq. Any V1 ‰ V2 in V are separated in G by some C P E0, including the
case when C is the common vertex of V1 and V2. Thus the shadows spV1q
and spV2q are either disjoint or overlap exactly on spCq for this common
vertex C. The claim follows.
Now applying Lemma 3.1 again we find that λ1pV 0q is in an Opq neigh-
borhood of spV q. Thus if C1 is a cluster in G0 r V 0 then any Z-geodesic
from p to C1 has an Opq fellow traveling path in λpF q which must exit spV q
before it arrives at spC1q. It follows that dpp, C1q ě dpp, C2q´Opq, for some
C2 P V 0. This reduces to the previous case. 
We are now ready to prove that our stable tree T pF,Yq coarsely behaves
like λpF q. Unlike Gromov’s trees, stable trees quasi-isometrically embed
with multiplicative constants possibly larger than 1; see Figure 11. This is
an inconvenient fact for what follows and later in Section 4.
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Proposition 3.14. The natural map T pF,Yq Ñ Z is a pK1,K1q–quasi-
isometric embedding, and T pF,Yq lies within Hausdorff distance K1 of λpF q,
where K1 “ K1pk, δ, q.
Proof. It follows from Lemma 3.1 that each component of Tc and Te is
p1, Opqq-quasi-isometric to its shadow in λpF q, and moreover is within Haus-
dorff distance Opq of its shadow in λpF q.
Consider two distinct clusters C1, C2 P G0, and their shadows. By Lemma
3.6-(2), the shadow intersection spC1qXspC2q has uniformly bounded diam-
eter. If C1 and C2 belong to different pieces V1, V2 P V, then there is a
cluster D P E0 separating V1 from V2 in G. If D is not equal to either Ci
then its shadow separates spC1q from spC2q by Lemma 3.8, and hence the
shadows are disjoint. If C1 “ D, say, then again the shadows are disjoint,
by Lemma 3.6-(3).
In particular, the clusters in E0 have pairwise disjoint shadows, and more-
over by Lemma 3.8 their separation properties in the graph G are preserved
in λpF q (that is: if C2 separates C1 from C3 in G then spC2q separates spC1q
from spC3q in λpF q). This means that any V P V is associated to a com-
plementary component cpV q of the shadows of E0 in λpF q, in the following
way. For every C P E0, any cluster in V 0 ´ tCu has shadow contained in
one of the two components of λpF q ´ spCq, by Lemma 3.8. We let cpV q
be the intersection of all these components. Notice that if V ‰ V 1 then
cpV q ‰ cpV 1q, since in that case some C P E0 will separate V from V 1 in G.
We now study overlaps of the shadows of the various relevant subtrees of
T , showing that said overlaps are bounded.
Let V P V be the closure of a component of G r E0. If λ1, λ2 are dis-
tinct components of λ1pV 0q, we claim that their shadows in λpF q have an
intersection of bounded diameter.
Indeed, if the shadows of λ1 and λ2 had overlap of size " , then λ1
would contain points within Opq of λ2, at distance "  from each other,
and with no branch point of either λ1 or λ2 within Opq of the geodesic in λ1
connecting the two points (this uses the bound on the branching of T ). A
simple surgery would then reduce the total length of λ1pV 0q, contradicting
its minimality.
Now consider a component λ1 of λ
1pV 0q and one of the clusters C in V .
We claim their shadows also have bounded-diameter intersection. Lemma
3.13 tells us that any point of λ1 within d of µpCq is within Opdq of the
boundary of λ1. This proves the claim.
Note that the number of clusters in V , and therefore the number of com-
ponents of λ1pV 0q, are bounded via Lemma 3.11. Thus the subtree T V com-
prised of λ1pV 0q together with all the components of Tc associated to clusters
in V has a decomposition into a bounded number of subtrees, and a map
to λpF q (using the shadows) which is a p1, Opqq-quasi-isometric embedding
on each subtree and such that the images of distinct subtrees have bounded
overlap. Under these circumstances it follows that the map T V Ñ λpF q is a
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pk, kq–quasi-isometric embedding, where k depends on these bounds. More-
over, the image of this map must, up to bounded error, lie in the component
of λpF q minus the shadows of those clusters in E0 that separate V from the
rest of G (by the preservation of separation properties noted above).
It follows that these maps piece together to give a pK1,K1q–quasi-isometry
for K1 “ K1pk, δ, q. This completes the proof. 
3.3. Proof of Theorem 3.2
Property paq, the branching bound on T pF,Yq, was proved in Lemma
3.13.
Property pbq, the quasi-isometry, is given by Proposition 3.14.
Property pcq follows from the construction of Te and Lemma 3.1.
Regarding property pdq, we have a natural bijection between components
of Tc and clusters by construction, and each component µpCq is contained in
a controlled neighborhood of the corresponding cluster C by Lemma 3.13,
where by controlled we mean that the corresponding constant depends on
δ, , and E. We are left to argue that C lies in a controlled neighborhood
of µpCq. This is equivalent to showing that spCq lies in a controlled neigh-
borhood of µpCq. If this was not true then, in view of the bound on the
total branching of λpF q, we would have that spCq contains an interval I
in an edge of λpF q of length " E not contained in a controlled neighbor-
hood of µpCq. From Proposition 3.14 we know that T lies within controlled
Hausdorff distance of λpF q, so that I is contained in a union of controlled
neighborhoods of the µpC 1q for C 1 ‰ C, and controlled neighborhoods of the
components of Te. Neighborhoods of the latter type cannot contain points
in I far from its endpoints by Lemma 3.13-(3), and the same holds true for
neighborhoods of the former type in view of Lemma 3.6-(1), a contradiction.
Therefore, spCq and C are contained in a controlled neighborhood of µpCq,
as required.
We now prove the “furthermore” part of the statement. Recall that, for
the reasons explained in Remark 2, we only treat the case that g is the
identity. Let pF 1,Y 1q be a second configuration differing from pF,Yq as in
the statement. We name the constructions arising from pF 1,Y 1q by C1, G1,
E 1, V 1, etc. Also, we denote T “ T pF,Yq and T 1 “ T pF 1,Y 1q, and similarly
for Tc, Te, T
1
c, T
1
e. Set N “ # pY 4 Y 1q.
Claim 1: The cardinality
ˇˇG0 4 pG1q0 ˇˇ is bounded in terms of k, δ, and
N .
Proof. A cluster C is in the symmetric difference G04pG1q0 only if it is within
E of a point of FYF 1YpY4Y 1q, of which there are at most 2k`2`N . Now
each point of a cluster in C is within  of some point in λpF q, and there is a
number R depending only on the total branching of λpF q such that among
any R points in λpF q within a ball of radius pE ` q (in λpF q), there must
be two which are less than  apart (and the same is true for C1 and λpF 1q).
STABLE CUBULATIONS, BICOMBINGS AND BARYCENTERS 37
Thus if there are more than p2k` 2`NqR elements in G0 4 pG1q0 then two
are closer than E apart, which is a contradiction, proving Claim 1. 
Claim 2: The symmetric difference of the edge sets of G and G1 has
cardinality bounded in terms of k, δ, and N .
Proof. By Lemma 3.11, the maximal valence of any vertex of G is bounded,
and so the number of edges incident to elements of G0 4 pG1q0 is bounded.
Therefore it suffices to consider the case where C,D P G0XpG1q0 with rC,Ds
an edge in G but not in G1. This implies there is a B1 P pG1q0rG0 separating
C from D when no such cluster in G0 did so before.
SinceB1 separates C fromD, there is a point q P B1XppY 1 4Yq Y pF 1 4 F qq
which lies at distance at most  from a Z-geodesic γ joining C and D. The
shadow spqq on λpF q must therefore be in a 10-neighborhood of the interval
in λpF q between spCq and spDq.
Each such q can only affect a bounded number of such edges pC,Dq in
this way, because the shadows of edges in each component of E are arranged
sequentially and disjointly along edges of λpF q by Lemma 3.12, and G0rE0 is
bounded (again by Lemma 3.11). Since there are only boundedly many such
q, this bounds the number of edges in the symmetric difference, completing
the proof of Claim 2. 
Let pi0pT q denote the set of components of a forest T . Since the compo-
nents of Tc and T
1
c correspond to the elements of G0 and pG1q0 respectively,
Claim 1 gives us a bound on |pi0pTcq4 pi0pT 1cq|.
Similarly, by Claim 2, there is a bound on the number of collections of
clusters in V 4 V 1, and this gives us a bound, say K, on |pi0pTeq4 pi0pT 1eq|.
We now increase K in a controlled way a few times, with the result of
each step depending only on k, δ, .
By item pbq, we can increase K to ensure that dHauspT, T 1q ă K. By
Lemma 3.15 (below) we can further assume that dHauspBYTcYF,B1YT 1cY
F 1q ď K, where B and B1 are the sets of branch points of T and T 1. We
have to be careful in using 3.15 because the sets of leaves of T and T 1 need
not be within bounded Hausdorff distance of each other, since they might
contain more than F and F 1 (see Figure 10). However, we can apply the
lemma after slightly modifying T and T 1 by adding spikes of length, say, 1
to T and T 1 to ensure that the sets of leaves of the new trees that we obtain
do lie within controlled Hausdorff distance. Such spikes only need to be
added close to Tc and T
1
c by part (1) of Lemma 3.13, yielding the required
Hausdorff distance estimate. We also note that the number of spikes added
is controlled by Claim 1.
We can then increase K once more to ensure that Tc Y pY 1 ´ Yq and
T 1cYpY ´Y 1q also lie at Hausdorff distance bounded by K; this can be done
since Tc,Y and T 1c,Y 1 are at bounded Hausdorff distance by Lemma 3.13(2).
Finally, we also require that K ą K1 as in Proposition 3.14.
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Now let σ “ σpK, δq be the fellow-traveling constant for p1,Kq-quasigeodesics
with endpoints at distance at most K in a δ-hyperbolic space. This con-
stant will be relevant later because geodesics in our trees T, T 1 are p1,Kq-
quasigeodesics in Z by item pbq and our choice of K.
For ease of notation, we will refer to components in U “ pi0pTeq X pi0pT 1eq
as “unchanged” components, and the remaining components as “changed”.
We note that there are at most K changed components in each of Te, T
1
e.
For each component E P pi0pTeqr pi0pT 1eq, let EY 1 “ hullEpE XNKpY 1qq,
where the hull of this intersection is taken in the tree E, while the neigh-
borhood is taken in Z. Now define R “
ď
EPpi0pTeqrpi0pT 1eq
EY 1 , and define R1
similarly. We now collect the “unstable parts” of the trees along with the
unchanged parts; set
U “ Tc YRY U Y B Y F and U 1 “ T 1c YR1 Y U Y B1 Y F 1.
Note that we included F and F 1 in these sets to ensure that they lie within
bounded Hausdorff distance of each other, but this is inconsequential for the
purposes of considering the complementary forests, which is what we want
to do next.
Let K 1 “ K 1pK,N, kq ě 10K so that the following hold:
(i) dHauspT, T 1q ă K and dHauspU,U 1q ă 10K,
(ii) |#pi0pT r Uq| ă K 1 and |#pi0pT 1 r U 1q| ă K 1,
(iii) pT r Uq Ă Te and pT 1 r U 1q Ă T 1e, and
(iv) |#pi0pTe X Uqr U | ă K 1 and |#pi0pT 1e X U 1qqr U 1| ă K 1, and
(v) for any C P ppi0pTe X Uq Y pi0pT 1e X U 1qqr U , we have diamC ă K 1.
Regarding property (i), the “10” in “10K” is there to keep into account
the fact that we took hulls.
Property (ii) can be shown observing that the intersection of U with each
changed component can only have a bounded number of components because
of the bound N on |Y 4 Y 1| and the bound on |B| given by Lemma 3.13.
This same observation shows item (iv). Property (iii) holds by construction.
Property (v) is non-trivial for R and R1, in which case it holds since C
is a union of boundedly many components, each of bounded diameter. In
particular, any set EY 1 is a union of hulls in E of intersections with balls
centered at an element of Y 1, which have bounded diameter, and the union
consists of at most N elements.
Now let L1 “ L1pK 1, δq, L2 “ L2pK 1, δq ą 0 be the constants given by
Lemma 3.16 (below) with T,U and T 1, U 1 satisfying the conditions of that
lemma via (i) and (ii).
Let L Ă pi0pT r Uq be the set of all components of T r U of diameter
greater than L1.
Define L1 Ă pi0pT 1 r U 1q to be the set of components of T 1 r U 1 that lie
within Hausdorff distance L2 of an element of L. Since there are at most K 1
components of T rU , this bounds the cardinality of pi0pT rUqrL, and any
component in this set has diameter at most L1. Similarly, the numbers and
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diameters of the components of pT 1 r U 1q not in L1 are also bounded, this
time the bound on the diameter being L3 by the moreover part of Lemma
3.16.
Lemma 3.16 provides a bijection ρ : LÑ L1 which sends any component
in L to the unique component in L1 which is within Hausdorff distance L2.
That is, for any C P pi0pLq, we have dHauspC, ρpCqq ă L2.
Now set Ts,0 to be the union of all elements of L Y U , and define T 1s,0
similarly. We observe that we have by construction and (iii) above that
Ts,0 Ă Te and T 1s,0 Ă T 1e. Moreover, we have that the number of components
of TerTs,0 and their diameters are bounded by 2K 1pL1`10L2`K 1`1q, and
similarly for T 1e r T 1s,0. In fact, the number of such components is bounded
by 2K 1, since each is a union of
‚ changed components of Te X U , and there are at most K 1 of those
by (iv), and
‚ components of T r U of diameter at most L1, and again there are
at most K 1 of those.
The bound on the diameter also follows from this description.
To obtain the sets Ts and T
1
s required by the theorem, it suffices now to
remove the branch points from the unchanged components contained in Ts,0
and T 1s,0 to ensure (1) (which at this point is not satisfied only because of
the unchanged components, since we included the branch points in U and
U 1), while all other properties have been checked above. 
Two supporting lemmas. The following two lemmas were used in the
proof of Theorem 3.2 above. To simplify notation, we will not distinguish
between a tree quasi-isometrically embedded in a metric space, and the
image of said tree.
Lemma 3.15. For each K, δ there exists L0 such that the following holds.
Let T, T 1 be trees pK,Kq-quasi-isometrically embedded in the δ-hyperbolic
metric space Z, with dHauspF0, F 10q ď K, where F0 and F 10 are the sets of
leaves of T and T 1 respectively. Then the sets of branch points B and B1 of
T and T 1 satisfy dHauspB Y F0,B1 Y F 10q ď L0
Proof. The set B Y F0 can be coarsely characterized as the set of points
x of T so that there are f1, f2, f3 in F0 (not necessarily distinct) with the
property that the Gromov product at x between any fi and fj is small, and
similarly for T 1. We leave the details to the reader. 
Lemma 3.16. For each K there exist L1, L2, L3 so that the following holds.
Let T, T 1 be trees pK,Kq-quasi-isometrically embedded in the metric space
Z, with dHauspT, T 1q ď K. Also, let U Ď T , U 1 Ď T 1 be sub-forests so
that dHauspU,U 1q ď K, and so that all branch points of T (resp. T 1) are
contained in U (resp. U 1).
Then for each component C of T r U of diameter at least L1 there ex-
ists a unique component C 1 of T 1 r U 1 within Hausdorff distance L2 of C.
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Moreover, every component C 1 of T 1 r U 1 of diameter at least L3 arises in
this way.
Proof. We will conflate components of T rU with their closures, so we can
talk about their leaves, and similarly for T 1 r U 1.
The main observation is that there exists K2 “ K2pKq such that the fol-
lowing holds. Let C be a component of TrU and let x, y be (not necessarily
distinct) points in C that, in the metric of C, are at least K2 from all the
leaves of C. Then there exists a unique component C 1 of T 1 r U 1 which is
within K of both x and y.
To prove this, suppose by contradiction that K2 " K and that there are
distinct components of T 1rU 1 that contain points x1 and y1 that are within
K of x and y, respectively. Then there exists some p1 P U 1 on the geodesic
rx1, y1s in T 1 from x1 to y1. Let p P U be such that dpp, p1q ă K. Then p
lies within σ “ σpKq ą 0 from the geodesic from x to y, since considering
points in T that are within K of those along rx1, y1s yields a quasi-geodesic
in T . Since x and y are at least K2 from the leaves of C, they cannot lie
close to any point of U , in particular p. We can then deduce that either p
lies along the geodesic rx, ys in T from x to y, or there is a branch point of
T along rx, ys. In either case, x and y do not lie in the same component of
T r U , a contradiction. (Recall that U contains all branch points of T by
hypothesis.)
Consider now a component C of T rU of diameter sufficiently large that
it contains a point which is at least K2 from all the leaves of C. By the
observation above, all such points are close to a unique component C 1 of T 1,
and since the set of all such points has bounded Hausdorff distance from C,
we have that C is contained in a uniform neighborhood of C 1. Moreover, if C
has sufficiently large diameter, then we can apply the same reasoning to C 1
and deduce that C 1 contains points that are within K of a unique component
C2 of T ´ U , and that C 1 is contained in a uniform neighborhood of C2.
But the above observation implies that C2 “ C, and it follows that C and
C 1 lie within uniformly bounded Hausdorff distance.
Finally, the moreover part follows from a similar back-and-forth using the
previous part of the statement. Namely C 1 has sufficiently large diameter
and is within bounded Hausdorff distance of a component C of T rU , then
C also has large diameter and is thus in turn within bounded Hausdorff
distance of some component of T 1 r U 1, which needs to be C 1. 
4. Stable cubulations
Fix a G-colorable HHS pX ,Sq for G ă AutpSq, and let F Ă X be a finite
set.
In this section, we use the stable trees constructed in Section 3 for the
projections of F to the relevant domains to define a wallspace on the hull
HθpF q. This wallspace can then be plugged into Sageev’s machine to pro-
duce a cube complex which, by an argument from [BHS20], coarsely models
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the hull of F in X . Stability of the tree construction then induces stability in
the cubulations under perturbations of F . We refer the reader to Subsection
2.1 for some background and references on cube complexes, wallspaces, and
hyperplane deletions, as well as to Subsection 2.2 for background on HHSs.
The main result of this section, and the only statement from this section
that we will use in the rest of the paper, is the following precise version of
Theorem A:
Theorem 4.1. Let pX ,Sq be a G-colorable HHS for G ă AutpSq. Then for
each k there exist K,N with the following properties. To each subset F Ď X
of cardinality at most k one can assign a triple pYF ,ΦF , ψF q satisfying:
(1) YF is a CAT(0) cube complex of dimension at most the maximal
number of pairwise orthogonal domains of pX ,Sq,
(2) ΦF : YF Ñ HθpF q is a K–median pK,Kq–quasi-isometry,
(3) ψF : F Ñ pQF qp0q satisfies dX pΦF ˝ ψF pfq, fq ď K for each f P F .
Moreover, suppose that F 1 Ď X is another subset of cardinality at most k,
g P G, and dHauspgF, F 1q ď 1. Choose any map ιF : F \ F 1 Ñ F so that
ιF pfq “ f if f P F and dX pgpιF pfqq, fq ď 1 if f P F 1. Also, choose a map
ιF 1 : F \ F 1 Ñ F 1 such that ιF 1pfq “ f if f P F 1 and dX pgpfq, ιF 1pfqq ď 1 if
f P F . Then the following holds:
There is a third CAT(0) cube complex Y0 and K–median pK,Kq–quasi-
isometric embedding Φ0 such that the diagram
F QF
F \ F 1 Q0 X
F 1 QF 1
ψF
g˝ΦFηιF
ιF 1
Φ0
ψF 1
ΦF 1
η1
(4.1)
commutes up to error at most K, where η and η1 are hyperplane deletion
maps that delete at most N hyperplanes. The left side commutes exactly,
that is, we have η ˝ ψF ˝ ιF “ η1 ˝ ψF 1 ˝ ιF 1.
The notion of K–median refers to the coarse median structure on X in
the sense of [Bow13], and we only define it later where it is needed, since we
obtain it directly from [BHS20].
The remainder of this section is devoted to the proof of this theorem.
Standing assumptions. Throughout this section, we fix an HHS pX ,Sq
as in Theorem 4.1, which in light of Theorem 2.9 we can assume to have
stable projections, and furthermore we can assume that it has the property
that all piV pxq and all ρUV for U Ĺ V are single points, see Remark 1.
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4.1. Subdivision sets for stable trees
In this subsection, we establish a formalism for subdividing trees. In
Subsection 4.2 these subdivision points will give the walls in our cubulation.
This mostly follows the strategy of [BHS20], except that we need to take
greater care in making choices for the subdivision.
Definition 4.2. Let M 1 ąM ą 0. An pM,M 1q-subdivision of a tree T is
a collection of points ppT q Ă T satisfying:
(1) The points ppT q are contained in the interiors of edges of T . We set
ppeq “ ppT q X intpeq for each edge e of T .
(2) The M
1
2 -neighborhood of ppeq Y Be covers e.
(3) All points of ppeq Y Be are at least M apart in e.
In other words: The spacing between points of ppeqYBe along e is at least
M and strictly less than M 1.
We additionally say that ppT q is pM,M 1q-evenly-spaced if M 1 ě 8M
and the spacing between successive points of ppeq is exactly M for each edge
e.
We will specify M,M 1 later, though for now it suffices to assume they are
large relative to the various HHS constants.
We fix, once and for all, a subdivision operator ℘M,M 1 which to any
tree T associates a fixed pM,M 1q-evenly spaced subdivision ℘M,M 1pT q of
(the edges of) T . Often the constants M,M 1 are fixed, and we simply write
℘pT q. Similarly we can define ℘M,M 1 on a forest as the union of subdivisions
℘M,M 1 on its components.
We now explain how to associate a collection of subdivisions on stable
trees to a set of points F Ă X .
Fix some large K (depending on M , to be specified later) and write
UpF q “ RelKpF q for any finite set F Ă X .
For any V P S, define
YV “ tρWV : W P UpF q,W Ĺ V u,
and
F V “ piV pF q.
Note that whenever K is larger than the bounded Geodesic image constant
κ0, we have that YV is contained in the κ0–neighborhood of the hull of F V
in CpV q. This ensures that YV satisfies the requirements of Theorem 3.2 for
any  ě 2κ0. We fix such  as in Theorem 3.2, and we will always apply that
theorem with this .
Note that if V R UpF q then YV Y F V has uniformly bounded diameter.
Let V P UpF q. From V , we get corresponding sets of projections F V ,YV
in CpV q, which we may consider independently of the set F . Doing so, we
obtain from Theorem 3.2 a fixed stable tree
T VF :“ T pF V ,YV q
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Figure 12. An evenly-spaced subdivision of the stable tree
T VF . Note that subdivision points are far away from leaves,
components of Tc, and branch points.
and we denote its decomposition T Vc Y T Ve .
Let M 1 ą 8M ą 0 be subdivision constants (to be specified later). Ap-
plying ℘M,M 1 to each forest T
V
e in T
V
F , we call the resulting subdivision
℘V pF q.
Remark 4. We emphasize that the distance between the subdivision points
is measured in the various trees themselves, not in the corresponding CpV q
where the trees quasi-isometrically embed. This is something that will require
care throughout this section, but the fact that the trees are quasi-isometrically
embedded in the corresponding CpV q will ensure that no real issues arise.
The disjoint union over all V P UpF q gives us
℘ ” ℘pF q “
ğ
V PUpF q
℘V pF q.
More generally, we will consider pM,M 1q subdivisions of the forests T Ve
which are not necessarily obtained from our subdivision operator ℘M,M 1 , and
in particular may not be evenly spaced (they will arise by taking subsets).
In this case if we name the full configuration p we will again denote the
restriction to T Ve as pV pF q.
Remark 5. Note that our choice of constants M 1 ą 8M give that any point
p P ℘V pF q is at least distance 4M from any point ρWV P YV for W Ă V or
leaf f P F V .
4.2. The cube complex
Following the scheme of [BHS20], given a union p of pM 1,Mq subdivisions
as above we now describe a cube complex QF,p and a map
ΦF,p : QF,p Ñ X
which turns out to be a quasi-isometric embedding whose image is within
bounded Hausdorff distance of HθpF q, when the constants M,M 1,K are
chosen suitably (see below).
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To build the cube complex QF,p, we build a wallspace structure on the
hull HθpF q, in which each p P p corresponds to a wall, i.e. a partition of
HθpF q into two sets.
For each V P S, we let βVF : CpV q Ñ T VF be, roughly, a closest-point pro-
jection map to T VF , and more precisely any fixed map so that dV px,ΞpβVF pxqqq
is minimal for all x P CpV q, where we recall that Ξ is the quasi-isometric
embedding of T VF in CpV q. With slight abuse of notation, for x P X we write
βVF pxq for βVF ppiV pxqq.
Remark 6. To save notation, we will often omit the map Ξ, thereby identi-
fying points and subsets of some T VF with their image in CpV q (as one often
does with quasi-geodesics). For example, for p P βV pF q and x P CpV q we
will write dV pβVF ppq, xq rather than dV pΞpβVF ppqq, xq.
Given p P pV pF q, let T Vp,` denote one of the components of T VF ´tpu, and
let T Vp,´ be the union of the other component and tpu (we arbitrarily choose
the first component). Let
W Vp,˘ “ pβVF q´1pT Vp,˘q XHθpF q.
Note that W Vp,` and W Vp,´ form a partition of HθpF q. Let LVp “ tW Vp,`,W Vp,´u
be the wall associated to p. We call T Vp,˘ the half-trees associated to the
wall LVp .
Let Q “ QF,p be the CAT(0) cube complex dual to the wallspace tLVp u.
To define ΦF “ ΦF,p : Y Ñ X , note that it suffices to define ΦF on the
0–skeleton of Y. Let x P Yp0q; we view x as a coherent orientation of the
walls LVp (see Subsection 2.1.1). That is, for each p P p, we have xppq equal
to one of W Vp,` or W Vp,´.
Coarsely, we would like to define Φpxq by
Φpxq «
č
pPp
xppq.
This is done in [BHS20] by considering the projections of xppq to the factor
trees T YF . That is, we set
Sp,Y pxq “ hull
`
βYF pxppqq
˘
where Y P S and hull denotes convex hull in the tree T YF . Note that
p P pV pF q for some V , which is typically different from Y .
We now define the intersection
bY “ bY pxq “
č
pPp
Sp,Y pxq. (4.2)
These bY will serve as (coarse) coordinates for the map Φ, as given by the
theorem that we state below, after we explain how it can be extracted from
[BHS20].
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Remarks on the construction in [BHS20]. We now summarize various
results proven in [BHS20] regarding cubulations of hulls in HHSs. We note
that the construction in [BHS20] of the CAT(0) cube complexes approximat-
ing hulls is the same as the one we just described, with one difference. The
difference is that, rather than using T VF to approximate the hull of piV pF q
in CpV q, in [BHS20] the authors use any choice of tree contained in CpV q
that uniformly approximates the hull and is quasi-isometrically embedded
with multiplicative constant 1. This choice is not due to the fact that the
multiplicative constant being 1 is needed for the arguments, but more sim-
ply due to the fact that one such tree exists, and so it is more convenient
to use it. For our purposes, we have to be more careful in the choice of the
tree, and as a result we cannot guarantee that the multiplicative constant is
1 with our construction (recall Figure 11). However, this does not affect the
arguments of [BHS20], except that the subdivision constant M has to be
chosen large compared to the quasi-isometric embedding constants, so that
the subdivision points are sufficiently far apart in the various hyperbolic
spaces CpV q.
Another remark about the statement below is that the constant depen-
dencies that we give below are not explicitly stated in [BHS20], but can
be recovered as follows. In [BHS20], the constant M is chosen large com-
pared to various HHS constants and k “ |F | throughout Section 2, so that
the construction has all the stated properties for any sufficiently large M .
Regarding M 1, in [BHS20] it is taken to be 10Mk, as can be seen from
point (4) of the construction of the walls in Subsection 2.1. The reason
for the constant 10Mk is that one can choose subdivision points that make
the diameter of the complementary components at most that quantity, but
with any other bound one would obtain the same properties (e.g., that the
CAT(0) cube complex quasi-isometrically embeds in the HHS), with differ-
ent constants. Regarding K, in [BHS20] it is chosen to be 100Mk, see again
Subsection 2.1, and similar remarks to those regarding M 1 apply.
Properties of the cubulation. With this in mind, we now state various
results about the construction we explained above, and point out where the
arguments for those can be found in [BHS20].
Theorem 4.3. Given an HHS pX ,Sq and an integer k, there exist M0 ě 1
and functions M 10 : R Ñ R and K0 : R Ñ R with the following property.
Whenever M ěM0, M 1 ěM 10pMq, and K ě K0pMq, there exists ξ so that
for every F Ď X with |F | ď k, the following hold:
(1) [BHS20, Lemma 2.6, paragraph “Definition of pA” in proof of The-
orem 2.1 ] For every x P Qp0qF,p, bY pxq is non-empty and
diamCpY qpbY pxqq ď ξ.
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(2) [BHS20, Lemma 2.7, paragraph “Definition of pA” in proof of Theo-
rem 2.1] For every x P Qp0qF,p, there exists a point in HθpF q, denoted
Φpxq, whose projections to all CpY q are within distance ξ of bY pxq.
(3) [BHS20, Theorem 2.1]Φ is a ξ-median pξ, ξq-quasi-isometry to HθpF q.
(4) [BHS20, Theorem 2.1] The dimension of QF,p is bounded by the
maximal number of pairwise orthogonal domains in S.
We will also need some more technical properties of the trees T VF and
projections ρUV related to the HHS consistency axioms.
Proposition 4.4. Given an HHS pX ,Sq and an integer k there exists κ so
that given K sufficiently large (depending only on pX ,Sq) we have:
(1) [BHS20, Lemma 2.3] if U, V P UpF q and U&V , then ρUV lies κ-close
in CpV q to a point of piV pF q.
(2) [BHS20, Lemma 2.5] if U, V P UpF q, V Ĺ U , and q P ppUq, then
ρUV pqq lies κ-close in CpV q to a point of piV pF q.
Remark 7. In the rest of this section, whenever we use constants M,M 1,K
we will assume that they are chosen as as in Theorem 4.3, and so that
all supporting lemmas in [BHS20] apply. Moreover, we will impose further
requirements as needed. We note that the role of K is often hidden in the
statements, since it affects the set UpF q which in the various statements
often only plays a role implicitly.
4.3. Deleting subdivision points
Now we consider how the construction ofQF,p is affected by the deletion of
points in p. If p0 Ă p there is a hyperplane-deletion map h : QF,p Ñ QF,p0 .
That is, for x P QF,p, the image hpxq P QF,p0 is just the orientation on the
remaining walls: hpxqppq “ xppq for p P p0. We note that the subdivisions
in the following proposition need not be evenly spaced.
Proposition 4.5. For every k, n, and M,M 1,K as in Theorem 4.3, there
exist K 1 such that, if F has cardinality at most k and p is an pM,M 1q-
subdivision, and p0 Ă p satisfies |p r p0| ď n, then p0 is an pM,M2q-
subdivision satisfying the conclusions of Theorem 4.3 and the diagram
QF,p
QF,p0 X
ΦF,p
h
ΦF,p0
(4.3)
commutes up to error K 1.
Proof. As above, the map ΦF,ppxq is determined by the coordinates
bU “
č
pPp
Sp,U pxq
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whereas ΦF,p0phpxqq is determined by
b0,U “
č
pPp0
Sp,U pxq.
Note that bU Ă b0,U , and in the other direction the diameter of b0,U is
bounded by Theorem 4.3(1), because the new set p0 is an pM,M3q-subdivision
for some M2 ěM 1 (and in particular M2 ěM 10pMq, so that the conclusion
of Theorem 4.3 holds for p0) depending only on M,M
1 and the number n
of deletions.
The bound on dpΦF,p,ΦF,p0 ˝ hq then follows from the distance formula
(Theorem 2.6), since the coordinates of ΦF,p0phpxqq and ΦF,ppxq coarsely
coincide with bU and b0,U . 
4.4. Intersection conditions
Recall that Lemma 2.3 explains how a bijection between halfspaces that
preserves intersection properties induces an isomorphism of the correspond-
ing cube complexes. In view of this, we are interested in knowing when two
of our halfspaces intersect.
We fix the setup of Subsection 4.2. The next lemma is the main technical
support for Proposition 4.9 below:
Lemma 4.6. There exists M1, depending on pX ,Sq and |F |, so that the
following holds. Let p be an pM,M 1q-subdivision, with M ě M1. Consider
two halfspaces W Vp,σ,W
Z
q,τ , with associated half-trees T
V
p,σ, T
Z
q,τ , where p P
pV pF q, q P pZpF q and τ, σ P t˘u.
Then W Vp,σ,W
Z
q,τ intersect if and only if one of the following holds, up to
switching the roles of the half-spaces:
(1) V K Z,
(2) V “ Z, and T Vp,σ X TZq,τ ‰ H,
(3) V&Z, and TZq,τ contains βZF pρVZ q,
(4) V Ĺ Z, and TZq,τ contains βZF pρVZ q,
(5) V Ĺ Z, and T Vp,σ contains βVF pρZV pqqq.
We note that the last 3 cases of the lemma boil down to the consistency
inequalities for HHSs (and could even be seen as interpretations thereof).
Proof. In an effort to enhance readability of the proof, we will make coarse,
comparative arguments which keep track of dependencies of constants and
their relative size, instead of precise quantities.
It follows from Theorem 2.7 and the fact the the various T VF are quasi-
isometrically embedded (Theorem 3.2) that the image βVF pHθpF qq isD-dense
in the tree T VF (with respect to its path metric), where D only depends on
the HHS structure and |F |. We may assume that M has been chosen greater
than 10D. Moreover, throughout the proof we will further specify conditions
on M , requiring it to be suitably larger than other constants appearing in
the argument. It is important to notice that, in each case, these constants
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Figure 13. The first possibility in case (2), when V “ Z,
where p and q choose different ends of T VF , and necessarily
diampT Vp,σ X T Vq,τ q ě dTVF pp, qq ěM.
depend only on pX ,Sq and |F |. We also remark that we need to be careful
when comparing distances in the trees T VF and the ambient spaces CpV q.
Case V K Z. The fact that in this case all pairs of halfspaces intersect
is [BHS20, Lemma 2.13].
Case V “ Z. If the halfspaces intersect, then any point x in their
intersection has βVF pxq P T Vp,σ X T Vq,τ . Conversely, suppose T Vp,σ X T Vq,τ ‰ H.
If the intersection contains both p and q, then
diamTVF
pT Vp,σ X T Vq,τ q ě dTVF pp, qq ěM.
If not, then the intersection contains all of T Vp,σ or all of T
V
q,τ , and again
diamTVF
pT Vp,σ X T Vq,τ q ěM.
Since βVF pHθpF qq is D-dense in T VF and M ą D, we can then find x P
HθpF q with βVF pxq P T Vp,σ X TZq,τ , so that x PW Vp XWZq , as required.
Case V&Z. If the halfspaces W Vp,σ and WZq,τ intersect, then any point x
in their intersection has βVF pxq P T Vp,σ and βZF pxq P TZq,τ . We claim that
βZF pρVZ q R TZq,τ ùñ dZpρVZ , piZpxqq ą κ0,
where κ0 is the constant in the transverse consistency inequality (2.1), and
similarly with the roles of Z and V interchanged. Indeed, recall that Propo-
sition 4.4(1) says that (assuming M is sufficiently large) ρVZ lies within κ of
a leaf of TZF , where κ only depends on the HHS structure and |F |. Since q is
at least M away from the leaves, and we can assume assume that M is suffi-
ciently large compared to κ and the quasi-isometric embedding constants of
TZF , we see that if β
Z
F pρVZ q is not in TZq,τ then it must be at least M{2 from it
(as measured in the metric of TZF ). Thus β
Z
F pρVZ q is at least M{2 from βZF pxq
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Figure 14. The other possibility in case (2), when V “ Z,
where p and q now choose the same ends of T VF .
in TZF , and since we can assume that M is sufficiently large compared to κ,
the quasi-isometric embedding constants of TZF , and the distance between
piZpxq and (the image in CpZq of) TZF , we have the desired inequality. The
same holds with V and Z interchanged.
However, the transverse consistency inequality (2.1) says that we can-
not have both dZpρVZ , piZpxqq ą κ0 and dV pρZV , piV pxqq ą κ0. Hence one of
βZF pρVZ q P TZq,τ or βVF pρZV q P T Vp,σ must hold, which is what we wanted to
prove.
Conversely, suppose that TZq,τ contains β
Z
F pρVZ q. Because βVF pHθpF qq is
D-dense in T VF , p is far from any leaf of T
Z
F , and β
Z
F pρVZ q is close to a leaf
(Proposition 4.4(1)), we may choose x P HθpF q with βVF pxq P T Vp,σ and
dTVF
pβVF pxq, βVF pρZV qq ąM{2 (again, with distance in T VF ).
Then x P W Vp,σ by construction, and we claim also x P WZq,τ . Indeed, for
M sufficiently large we have dV px, ρZV q ą κ0, so that transverse consistency
(2.1) implies that dZppiZpxq, ρVZ q ă κ0. Again for M sufficiently large, this
gives dTZF
pβZF pxq, βZF pρVZ qq ď M{2, and since the M{2-neighborhood in TZF
of βZF pρVZ q is contained in TZq,τ , we conclude βZF pxq P TZq,τ .
Case V Ĺ Z. Cases (4) and (5) are similar to the previous case, instead
using the nested consistency inequality (2.2).
Let x P W Vp,σ XWZq,τ . Because the partition points in TZF are M -evenly
spaced by assumption, we have again that either
‚ TZq,τ contains the M{2-neighborhood of βZF pρVZ q, or
‚ dTZF pTZq,τ , βZF pρVZ qq ąM{2.
In the first case, we are done (obtaining case (4)). In the second case,
for M sufficiently large, we have dV ppiV pxq, ρZV ppiZpxqqq ă κ0 by the nested
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Figure 15. Case (3), when V&Z.
consistency inequality (2.2). Moreover, for M sufficiently large, there is a
geodesic (in CpZq) from q to piZpxq which is farther than κ0 from ρVZ , where
κ0 is the constant in the bounded geodesic image property (Axiom (7) in
Definition 2.4). In fact, the distance from piZpxq to TZq,τ is bounded in terms
of pX ,Sq and |F |, as is the quasiconvexity constant (of the image in CpZq)
of TZq,τ , and thus so is the distance of any point along this geodesic from
TZq,τ .
On the other hand, we can estimate dZpTZq,τ , ρVZ q in terms of M and the
quasi-isometric embedding constants of TZF (which is independent of M).
Hence by choosing M large enough, we may use the bounded geodesic image
property to conclude that dV pρZV ppiZpxqq, ρZV pqqq ă κ0. Since piV pxq is within
distance of T Vp,σ which is bounded in terms of pX ,Sq and |F |, we see that
dV pβVF pρZV pqqq, T Vp,σq ă M{2 for M sufficiently large. However, this implies
that βVF pρZV pqqq is in fact contained in T Vp,σ, since ρZV pqq is within κ of a leaf
of T VF by Proposition 4.4(2). Hence we are done in either case.
Now in the converse direction, suppose first that (4) holds, namely that
TZq,τ contains β
Z
F pρVZ q. Again by the M -even spacing of the partition we
know that TZq,τ contains the M{2-neighborhood (in T VF ) of βZF pρVZ q. Using
D-density of βVF pHθpF qq in T VF and the fact that p is far from any leaf of
T VF , we can choose x P HθpF q with βVF pxq P T Vp,σ and βVF pxq at least M{2
from a leaf of T Vp,σ.
We claim that this implies that βZF pxq has to lie within M{2 of βZF pρVZ q, as
usual for M large. If not, another application of the bounded geodesic image
axiom would imply that ρZV ppiZpxqq is within κ0 of a leaf, and the nested
consistency inequality again gives that ρZV ppiZpxqq and piV pxq are within κ0 of
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Figure 16. Case (4), when V Ĺ Z and TZq,τ contains βZF pρVZ q.
each other, showing that piV pxq lies within 2κ0 of a leaf. Since the constants
involved in the preceding argument depend only on pX ,Sq and |F |, it follows
that the distance (in T VF ) between β
V
F pxq and a leaf is bounded independently
of M , contradicting the choice of x.
As a result, we find that βZF pxq is in TZq,τ and hence x P W Vp,σ XWZq,τ , as
required.
Suppose now as in (5) that T Vp,σ contains β
V
F pρZV pqqq, and assume also that
(4) does not hold so that TZq,σ avoids the M{2 neighborhood of βVF pρZV q in T VF .
In this case, we can take x P HθpF q with βZF pxq P TZq,τ and dTZF pβZF pxq, qq ď
D. Then since βZF pρZV q is at least M{2 from the geodesic in TZF between
βZF pxq and q, and since TZF is quasi-isometrically embedded in CpZq, we
may apply the bounded geodesic image axiom and the nested consistency
inequality to obtain that dV pβVF pxq, βVF pρZV pqqqq ă M{2, where as before
we choose M as large as necessary. Since ρZV pqq lies within κ of a leaf of
T VF by Proposition 4.4(2) with κ depending only on S and |F |, the M{2-
neighborhood of βVF pρZV pqqq in T VF must be contained in T Vp,σ, and hence
βVF pxq is contained in T Vp,σ, showing x PW Vp,σ XWZq,τ as required.

4.5. Refining the subdivisions
In this subsection, we analyze the difference between pM,M 1q-evenly
spaced subdivisions p “ ℘pF q and p1 “ ℘pF 1q (using the fixed subdivi-
sion mechanism ℘ of Section 4.1). The main result here, Proposition 4.8,
is that there are bounded refinements p0 and p
1
0 which are related by an
“order-preserving” bijection j : p0 Ñ p10 (in the sense specified below) which
only moves points a bounded distance. In the next subsection, we prove that
these refined subdivisions determine isomorphic cube complexes when put
through our cubulation machine.
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Figure 17. A cartoon for case (5), when V Ĺ Z and T Vp,σ
contains βVF pρZV pqqq.
Coarse separation. We will need the following short discussion about
coarse separation in quasi-isometrically embedded trees. Suppose j : T Ñ X
is a pχ, χq-quasi-isometric embedding of a tree T into a δ-hyperbolic space
X, and p P T is a point inside an edge, distance more than µ ą 0 from
the endpoints. Let Tp,˘pµq be the two components of the complement of a
µ-neighborhood of p. For any  there is a µp, δ, χq such that the images
jpTp,˘pµqq are at least  apart from each other. We want to compare this
separation for two nearby trees:
Lemma 4.7. Let T1, T2 be trees with pχ, χq-quasi-isometric embeddings ui :
Ti Ñ X into a δ-hyperbolic space X, whose images are within Hausdorff
distance . There exists µ0 “ µ0pδ, χ, q ą 10 so that for all µ ě m0 the
following holds.
If pi P Ti are points with dpu1pp1q, u2pp2qq ď µ and each pi is in a segment
ei contained in an edge of Ti and so that ui|ei is a p1, χq–quasi-isometric
embedding. Moreover, assume that pi lies at distance more than 2µ from the
endpoints of ei. Then the labels of the components can be chosen so that
‚ u1ppT1qp1,`p2µqq is in an -neighborhood of u2ppT2qp2,`q,‚ u1ppT1qp1,`p2µqq is µ-far from u2ppT2qp2,´q, and‚ the same holds swapping ` and ´.
In what follows we apply this to trees T VF , and so that half-trees that here
would be pT VF qp,σ correspond to what we wrote as T Vp,σ in Section 4.1. We
will use both notations, and hope not to confuse the reader.
Common refinements from close components. We are now ready to
prove the refinement statement. We note that this is the main point at
which we use the full power of Theorem 3.2, which provides not only that
each of the pairs of trees T VF , T
V
F 1 have Hausdorff close images in CpV q, but
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that they are identical on almost every component, and that their different
components can be cut into large pieces where they are coarsely identical.
Proposition 4.8. There exists M2 “M2p|F |,Sq ą 0, such that if M ąM2,
there exists R ą 0 and
(1) Subsets p0 Ă p and p10 Ă p1 with‚ p0pV q or p10pV q ‰ H only if V P UpF q X UpF 1q, and‚ |pr p0|, |p1 r p10| ă R, and
(2) A bijection j : p0 Ñ p10 with dV pp, jppqq ă 2M{3 for any p P p0pV q.
(3) For every p P p0 a bijection jp between the half-trees defined by
p and those defined by jppq with the following property. For any V
and p, q P p0pV q, if the half-tree pT VF qp,σ contains q, then jpppT VF qp,σq
contains jpqq.
(4) Moreover, let f, f 1 be so that either f P F , f 1 P F 1, and dX pf, f 1q ď 1,
or f “ f 1 “ ρUV for some U, V P UpF qXUpF 1q with U Ĺ V or U&V .
If βVF pfq P pT VF qp,σ, then βVF 1pf 1q P jpppT VF qp,σq.
Proof. We work in each V P S separately, constructing p0pV q and p10pV q
and the bijection, and combine the results.
First, if V P UpF q4 UpF 1q, then diamV pF q and diamV pF 1q are uniformly
bounded, and we set p0pV q “ p10pV q “ H. By Proposition 2.12, there are
boundedly many such V , and hence this involves deleting at most boundedly
many subdivision points.
Next, if V P UpF q X UpF 1q is not involved in the transition from F to F 1
(see Definition 2.13), then all of the relevant data is constant. Hence, by our
formalism for choosing subdivisions (see the definition of ℘ in Subsection
4.1), we have ppV q “ p1pV q, and we set p0pV q “ p10pV q “ ppV q.
Hence we may restrict our attention to a fixed V P UpF q X UpF 1q for
which either piV pF q ‰ piV pF 1q or UV pF q ‰ UV pF 1q (or both). We note that
Proposition 2.14 bounds the number of such V solely in terms of n and S.
Fix such a V . Recall that within CpV q we have F V “ piV pF q and YV “
tρYV |Y P UV pF qu, and similarly for F 1V and Y 1V . By Proposition 2.14,
#
´
YV 4Y 1V
¯
ă N1, where N1 “ N1pS, kq ą 0.
Recall that Theorem 3.2 provides a constant L “ Lpk,Sq ą 0 and the
following:
(1) Stable trees with decompositions T VF “ TcpF V ,YV q Y TepF V ,YV q
and T VF 1 “ TcpF 1V ,Y 1V qYTepF 1V ,Y 1V q; we write these as T Vc pF q, T Ve pF q
and T Vc pF 1q, T Ve pF 1q for short.
(2) Two stable subsets Ts Ă T Ve pF q and T 1s Ă T Ve pF 1q so that
(a) Ts and T
1
s are contained in the interiors of the edges of T
V
e pF q
and T Ve pF 1q, respectively;
(b) The complements T Ve pF q r Ts and T Ve pF 1q r T 1s each have at
most L components, each of which has diameter at most L;
(c) There is a bijective correspondence between the components of
Ts and T
1
s;
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(d) This bijective correspondence is the identity on all but at most
L components, with identical components of Ts, T
1
s coming from
identical components of T Ve pF q and T Ve pF 1q;
(e) The remaining components of Ts are within Hausdorff distance
L of their corresponding components in T 1s.
We assume M ą maxp4L, 4µ0, 4κq, where µ0 is given by Lemma 4.7 when
 “ L and the quasi-isometry constants of the trees match those for T VF and
T VF 1 , and κ is the constant in Proposition 4.4.
Consider the sets of subdivision points p1pV q “ ppV q X Ts and p11pV q “
p1pV q X T 1s which are contained in the stable subsets. Since ppV q Ă T Ve pF q
and p1pV q Ă T Ve pF 1q, items (2a) and (2b) and our choice of subdivision
width M ą 4L imply that ppV q r p1pV q and p1pV q r p11pV q both have
cardinality bounded above by L.
By item (2d), the induced subdivisions p1pV q and p11pV q agree on all
but at most L components of Ts and T
1
s, respectively, as these components
are segments in the components of T Ve pF q and T Ve pF 1q which are equal and
hence have the same subdivisions by our setup (see Subsection 4.1).
On the remaining L components we can make bounded adjustments. Let
e and e1 be edge components of Ts and T 1s related by the correspondence.
The closest subdivision point in e to an endpoint is at most M 1{2 away
and at least M , by definition of the subdivisions, and similarly for e1. Since
dHauspe, e1q ă L by item (2e), and e and e1 are quasi-isometrically embedded
with multiplicative constant 1 and additive constant depending on pX ,Sq
and n (Theorem 3.2 pcq), the difference between the number of subdivision
points in e and e1 is bounded in terms of M,M 1, L, pX ,Sq, and n.
We denote p1peq “ p1pV q X e, and similarly for p11pe1q. Note that these
sets are naturally ordered once we choose endpoints of e and e1, and we order
e and e1 by declaring those endpoints to be minimal. We choose endpoints
of e and e1 within distance bounded in terms of L and the constants of the
quasi-isometric embeddings of e and e1 in CpV q. We will assume that M is
larger than this bound.
After deleting from p1peq Y p11pe1q a number of points bounded by this
constant (all of which occur near the endpoints of e, e1) and using the fact
that p1peq,p11pe1q are M -evenly spaced, we can obtain refinements p0peq and
p10pe1q, which admit an order-preserving (with respect to the aforementioned
order) bijection je : p0peq Ñ p10pe1q which satisfies
dV pp, jeppqq ă L`M{2` ζ ă 2M{3,
where e1 Ñ CpV q is a p1, ζq-quasi-isometric embedding by Theorem 3.2pcq,
and we have chosen M sufficiently large to guarantee the inequality. Indeed,
for each p we find a nearest point in e1, which is at most L away, and then
move along e1 at most M{2` ζ to a point of p10pe1q. For later purposes, we
can assume that points in p0peq do not lie within 2M of the endpoints of e,
and similarly for p10pe1q.
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If we set p0pV q “ ŤePpi0pTsq p0peq and define p10pV q similarly, then the je
maps combine to give a bijection jV : p0pV q Ñ p10pV q which moves points
by distance at most 2M{3, as required for item (2) of the proposition.
To define the map jp between half-trees we use Lemma 4.7. Namely,
we pair the half-tree pT VF qp,σ with the half-tree pT VF 1qjV ppq,τ that contains
pT VF qp,σp2Mq in its L-neighborhood.
For item (3) of the proposition, let p, q P p0pV q. There are two cases.
Suppose first that p, q lie in the same edge-component e of Ts. Recall that
we chose the bijection je to be order-preserving, with respect to the order
along e and e1 determined by choosing endpoints e´ P e and pe1q´ P e1 which
are a small distance (less than M) apart to be minimal in the orders. Let
pT VF qp,σ denote the half-tree of p containing e´ and let pT VF 1qjV ppq,τ denote
the half-tree of jV ppq containing pe1q´. Since we have 2M spacing now
between p and the endpoints of e, e´ is in pT VF qp,σp2Mq, and Lemma 4.7
says that there is exactly one half-tree at jV ppq which comes within M of
pT VF qp,σp2Mq. Since e´ is within M of pe1q´, it follows that pT VF 1qjV ppq,τ is in
fact the paired half-tree provided by Lemma 4.7, which is our jpppT VF qp,σq.
We conclude that q ă p in the order along e if and only if q P pT VF qp,σ
and jV pqq ă jV ppq along e1 if and only if jV pqq P jpppT VF qp,σq. Since je is
order-preserving, (3) follows in this case.
Suppose now that p, q do not lie in the same edge-component of Ts. Sup-
pose q is contained in the half-tree pT VF qp,σ, and let pT VF 1qq,τ “ jpppT VF qp,σq.
In this case we have that q lies in pT VF qp,σp2Mq, rather than just in pT VF qp,σ.
By Lemma 4.7 there is only one half-tree of T VF 1 at jV ppq that comes within
M of pT VF qp,σp2Mq, and said half-tree must be pT VF 1qjV ppq,τ . Since jV pqq lies
within M of q, we have jV pqq P pT VF 1qjV ppq,τ , as required.
The argument for part (4) of the proposition is essentially the same as
the argument for the second case of part (3), since all we used there is that
the point q of T VF is not close to p, but it is close to a corresponding point
in T VF 1 , and the analogous properties hold in all the listed cases.

4.6. Refinements give isomorphic cube complexes
Consider the refined subdivisions p0 and p
1
0 for F and F
1, respectively,
that are produced by Proposition 4.8. These are pM,M2q spaced subdivi-
sions (though no longer evenly spaced) so each of the sets of data pF,p0q and
pF 1,p10q—and their associated collections of stable trees—can be plugged
into our cubulation machine to produce cube complexes QF,p0 and QF 1,p10 ,
respectively. We also assume that M ą maxM1,M2, where M1,M2 are the
constants from Lemma 4.6 and Proposition 4.8, respectively, along with our
other base assumptions about M .
Our next result says that these cube complexes are abstractly isomorphic
and admit coarsely compatible quasi-isometric embeddings into X . Using
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Proposition 4.5, we will be able to conclude that the right hand side of
Diagram 4.1 from Theorem 4.1 commutes.
Proposition 4.9. There exists M3 “M3p|F |,Sq ą 0, such that if M ąM3,
there exists B ą 0 and a cubical isomorphism hˆ : QF,p0 Ñ QF 1,p10 so that
the diagram
QF
QF,p0
X
QF 1,p10
QF 1
ΦF
h
Φ0
hˆ
Φ10
ΦF 1
h1
(4.4)
commutes up to error B.
Proof. We will define the required cubical isomorphism hˆ and then prove
that the middle triangle commutes up to bounded error. This suffices for the
proposition because Proposition 4.5 says that the top and bottom triangles
commute up to bounded error.
In order to use Lemma 2.3 to define an isomorphism between QF,p0 and
QF 1,p10 , we need a bijection between the corresponding collections of half-
spaces which preserves complements and disjointness.
Let WF,p0 and WF 1,p10 be the sets of half-spaces and construct a bijection
ι : WF,p0 Ñ WF 1,p10 as follows. By Proposition 4.8, we need only consider
V P UpF q X UpF 1q. Any p P p0pV q is contained in an edge of T VF (in fact in
T Ve ) and is at least M from its endpoints.
Let j : p0 Ñ p10 be the bijection provided by Proposition 4.8, together
with the corresponding maps jp pairing the half-trees at p P p0 with those
at jppq.
To define ι, let p P p0 and σ P t˘u, and if jppT Vp,σq “ T VjV ppq,τ we de-
fine ιpW Vp,σq “ W VjV ppq,τ . It is straight-forward to confirm that ι respects
complementation as in condition (1) of Lemma 2.3.
We now confirm condition (2) of Lemma 2.3 for ι by using the various
characterizations of half-space intersections given in Lemma 4.6. We remark
that the figures from that proof are again relevant.
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Let p P p0pV q and q P p0pZq for Z, V P UpF q X UpF 1q, and suppose that
the half-spaces corresponding to the half-trees T Vp,σ and T
Z
q,τ intersect non-
trivially, where σ, τ P t˘u. There are five cases, up to switching the roles of
V and Z.
Case Z K V : This case follows immediately from the construction and
Lemma 4.6(1), since all relevant pairs of half-spaces intersect in this case.
Case Z “ V : In this case, Lemma 4.6(2) implies that T Vp,σ X T Vq,τ ‰ H
(recall Figures 13 and 14).
In particular, up to switching the roles of p and q, we have q P T Vp,σ.
But then, in view of (3) of Proposition 4.8, jpqq P jppT Vp,σq. In particular we
have jppT Vp,σqXjqpT Vq,τ q ‰ H, so that the corresponding half-spaces intersect,
again by Lemma 4.6(2).
Case Z&V : In this case, Lemma 4.6(3) implies that, up to switching
the roles of Z and V , that pT VF qp,σ contains βVF pρZV q (recall Figure 15). It
follows immediately from part (4) of Proposition 4.8 that βVF 1pρZV q P jppT Vp,σq,
as required.
Case V Ĺ Z: By Lemma 4.6, there are two subcases, up to switching
the roles of V and Z: (a) when TZq,τ contains β
Z
F pρVZ q, and (b) when T Vp,σ
contains βVF pρZV pqqq.
In case (a), since V P UpF qXUpF 1q part (4) of Proposition 4.8 immediately
gives that βZF 1pρVZ q lies in jqpTZq,τ q.
Suppose now that (b) holds. We prove that βVF 1pρZV pjpqqqq is contained in
jppT Vp,σq (recall Figure 17). Recall from Proposition 4.4 that ρZV pqq lies close
to some piV pfq with bound in terms of S and |F |. Since dV pq, jpqqq ă 2M{3
and both q and jpqq are at least M ´ 2K from ρVZ , with the 2K coming
from the facts that TZc pF q is within Hausdorff distance K of the YZ and the
edge of TZe pF q containing q is p1,Kq-quasi-isometrically embedded in CpZq
(Theorem 3.2pdq). Choosing M sufficiently large, we can guarantee that any
geodesic in CpV q between p and jV ppq avoids the κ0-neighborhood of ρVZ , for
κ0 the constant of the bounded geodesic image property, which then bounds
dV pρZV pqq, ρZV pjZpqqqq ă κ0. Hence ρZV pjZpqqq is close to both ρZV pqq and a
leaf of T VF 1 , and thus β
V
F 1pρZV pjpqqqq Ă jppT Vp,σq, as required.
Since the wallspace map ι satisfies the conditions of Lemma 2.3, we obtain
a cubical isomorphism hˆ : QF,p0 Ñ QF 1,p10 .
Commutativity: It remains to prove that ΦF,p0 : QF,p0 Ñ X and
ΦF 1,p10 ˝ h : QF,p0 Ñ X are the same up to a bounded error depending only
on k and the ambient HHS structure.
By the distance formula (Theorem 2.6), it suffices to show that for each
0-cube x P QF,p0 , its respective images ΦF,p0pxq and ΦF 1,p10 ˝ hpxq have
coarsely the same projections to CpV q for each V P UpF q X UpF 1q.
Recall from the end of Subsection 4.2 that the maps ΦF,p0 and ΦF 1,p10
are defined domain-wise by intersecting certain collections of half-trees of
58 M. G. DURHAM, Y. N. MINSKY, AND A. SISTO
Figure 18. A simple example of how subdivision bijections
determine hyperplane deletions. The relevance of X for F 1
but not F requires deleting a subdivision point to obtain the
bijection jU : pU Ñ p1U (indicated in pink), and similarly
with Y for jV : pV Ñ p1V . Deleting subdivision points re-
sults in hyperplane deletions when passing from QF and QF 1
to Q0. Note that since X,Y R UF X UF 1 , neither domain
determines any subdivision points.
T VF and T
V
F 1 for each V P S, and hence the same is true for ΦF 1,p10 ˝ h.
By chasing the relevant definitions, of h and j especially, we see that the
collections of half-trees involved in the definition of ΦF,p0pxq and ΦF 1,p10˝hpxq
are in bijection with each other, with corresponding half-trees lying within
bounded Hausdorff distance depending only on k and the ambient HHS
structure. Hence their intersections in T VF and T
V
F 1 coarsely coincide, as
required. This completes the proof of the proposition. 
4.7. Proof of Theorem 4.1
Let F, F 1 be as in the statement.
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The CAT(0) cube complexes QF ,QF 1 are constructed in Subsection 4.2,
using subdivisions p “ ℘pF q,p1 “ ℘pF 1q within each of the relevant stable
trees produced in Section 3. Items (1) and (2) are proven in [BHS20], as
recalled in Theorem 4.3 above.
For (3), we may define a map ψF : F Ñ QF as in [BHS20, Proof of
Theorem 2.1]. For each f P F , let ψF pfq be the orientation of the walls on
hull HθpF q obtained by choosing, for each wall pW Vp,`,W Vp,´q, the halfspace
containing f . We define ψF 1 similarly. That ψF , ψF 1 satisfies (3) now follows
from Theorem 4.3.
We now prove the stability statements. We will only consider the case
that g is the identity for the same reason as in Remark 2, namely that what
we have to prove is that the choices that we made along the way only affect
the output in the way predicted by the statement, and such choices can be
“translated” by automorphisms. The choices we are referring to are those
of the trees T VF , of the evenly spaced subdivisions, and of points projecting
coarsely in specified places in the various CpY q, as in Theorem 4.3.2.
Let p0 Ă p and p10 Ă p1 be the refinements provided by Proposition 4.8,
where at most N subdivision points are deleted.
The cube complex Q0 as in the statement of Theorem 4.1 can be taken
to be either of the cube complexes QF,p0 or QF 1,p10 that are produced by
Proposition 4.9. So take Q0 “ QF 1,p10 and let Φ0 : Q0 Ñ X be the map
ΦF 1,p10 : QF 1,p10 Ñ X given by Proposition 4.9. Finally, let η1 ” h1 : QF 1 Ñ
Q0 be as in Proposition 4.9 and define η : QF Ñ Q0 by η “ hˆ ˝ h.
By Proposition 4.9, these maps each satisfy the required properties and
the right part of Diagram 4.1 commutes up to bounded error, as required.
To see exact commutativity of the left part of the diagram, it remains to
prove that η ˝ψF ˝ ιF “ η1 ˝ψF 1 ˝ ιF 1 . Recall that ψF : F Ñ QF is defined by
sending f to the coherent orientation on the wallspace defined by p which,
for each p P ppV q, chooses the half-tree of T VF rp containing βVF pfq, for each
V P UpF q. Since h is a hyperplane deletion map, h ˝ ψF makes, for p P p0,
the same choice as ψF .
Fix f P F (the argument for f P F 1 is similar). Then the two sides of the
equation are coherent orientations on the wallspace defining QF 1,p10 , and we
have to check that they coincide on every halfspace. Pick p P p0 and let
p1 “ jV ppq, the map defined in Proposition 4.8. As above the orientation
of h ˝ ψF ˝ ιF pfq “ h ˝ ψF pfq on the wall associated to p is the one that
chooses the half-tree of T VF r p, call it pT VF qp,`, that contains βVF pfq. The
map hˆ, by the construction in Proposition 4.9, takes this to the orientation
that chooses the half-tree of p1 in T VF 1 given by jpppT VF qp,`q (where jp is the
bijection of half-trees provided by Proposition 4.8). Letting f 1 “ ιF 1pfq we
have dX pf 1, fq ď 1, so part (4) of Proposition 4.8 tells us that βVF 1pf 1q P
jpppT VF qp,`q, which means that jpppT VF qp,`q is the half-tree selected by η1 ˝
ψF 1pf 1q. Thus we conclude that ηpψF pιF pfqqq “ η1pψF 1pιF 1pfqqq.
This completes the proof of Theorem 4.1. 
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5. Generalizing normal paths to find barycenters
In this section, we describe a variation on the “normal paths” construc-
tion due to Niblo-Reeves [NR98]. We remark that they used these normal
paths to build a biautomatic structure for any cubical group, with the paths
playing the central role of the bicombing in that structure.
For the case of two points, our construction gives a “symmetrized” version
of the Niblo-Reeves construction. The main difference with their construc-
tion, however, is that ours is adapted to allow for multiple points, which we
need for our barycenter application (Theorem E).
The reader may want to refer to Subsection 2.1 for the various notions
and notations relating to cube complexes that we will use throughout this
section
Let X be a CAT(0) cube complex, H its set of hyperplanes, and f : P Ñ
Xp0q a (not necessarily injective) map from a finite set P into the vertices of
X. Roughly, we will find a barycenter for the set fpP q in X by an iterative
sequence of contractions which behaves stably under hyperplane deletions.
The main result of this section, and the only statement from this section
that we need to prove our main theorems, is the following:
Theorem 5.1. Let X be a CAT(0) cube complex, and let H be its set of
hyperplanes.
For each f : P Ñ Xp0q, where P is a finite set, there is a finite sequence
tfi : P Ñ Xp0q : i “ 0, . . . , n “ nfu with the following properties
(1) f0 “ f and diam8pfnpP qq ď 1,
(2) For each p P P and 0 ď i ď n´ 1 we have d8pfippq, fi`1ppqq ď 1,
(3) For each p, there is an `1-geodesic going through the vertices f0ppq,
f1ppq, . . . , fnppq in this order,
(4) No hyperplane separates every point of fpP q from a point in fnpP q,
(5) if g : QÑ P is surjective, then fi ˝ g “ pf ˝ gqi for all i,
(6) if G is any hyperplane of X then the hyperplane deletion map ResHrG :
X Ñ XpHrGq satisfies
|nf ´ nResHrG˝f | ď 1 and d8pResHrGpfippqq, pResHrG ˝ fqippqq ď 1,
Recall that d8 is the metric generated by the sup-metric on each cube in
the ambient complex.
The proof of Theorem 5.1 occurs in parts over the remainder of this
section. We tie them together in Subsection 5.4 below.
We will mostly ignore the ambient cube complexes and focus on the hy-
perplane set H and regard maps f as above as maps associating to p P P an
orientation on H. For each pair pf,Hq we consider a number of operations.
First, let Hf be the set of hyperplanes of X that separate fpP q. That is,
Hf is the set of hyperplanes H P H for which there exist p, p1 P P so that
fppq and fpp1q are on different sides of H.
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Figure 19. H is extremal but not transitional, while H 1 and
H2 are both transitional.
Let
Trimpf,Hq “ pResHf pfq,Hf q
be the restriction to Hf . Note that the quotient complex XpHf q actually
embeds in XpHq, and that it is finite even if XpHq is not.
If G is a collection of mutually crossing hyperplanes we let
delGpf,Hq “ pResHrGpfq,HrGq
This “deletion map” corresponds to composing f with the quotient by G,
that is,
ResHrG ˝ f : P Ñ XpHrGq.
We will also write ResHrGpfq as f |HrG, in a slight abuse of notation.
5.1. Extremal and transitional hyperplanes
As stated above, our generalized normal paths give a series of contractions
of our set fpP q to a bounded diameter set in X. This is accomplished by
iteratively jumping the points of fpP q (and their subsequent contracted im-
ages) over a sequence of hyperplanes in Hf . Thus we are lead to understand
which hyperplanes are next in line to be jumped.
Definition 5.2. Let X be a cube complex and H its set of hyperplanes.
‚ A point p P X is adjacent to a hyperplane H P H if there are no
hyperplanes separating p from H.
‚ A hyperplane H P Hf is extremal if on one side of H every point
of fpP q is adjacent to H in X. We let Epf,Hq Ă Hf denote the set
of extremal hyperplanes.
‚ A hyperplane H P EpX, fq is transitional if it is extremal and
on one side of H not every point of fpP q is adjacent to H; we let
Tpf,Hq Ă Epf,Hq be the set of transitional hyperplanes.
If H is transitional, we write P “ P0pHq \P1pHq “ P0\P1 where fpP0q
is adjacent to H on one side, fpP1q is on the other side, and at least one
point of fpP1q is not adjacent to H.
We note that Epf,Hq is always nonempty when P is nonempty. In fact,
for any p P P , it is readily shown that H is extremal whenever H is a
hyperplane in Hf so that the number of hyperplanes separating fppq from
H is maximal.
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Moreover, for any hyperplane H P Epf,HqrTpf,Hq, every point of fpP q
must be adjacent to H.
Lemma 5.3. The set fpP q is contained in a single cube of X if and only if
Tpf,Hq “ H.
Proof. First of all, we observe that fpP q being contained in a single cube
is equivalent to Hf being mutually crossing. Moreover, it is clear from the
definitions that if Hf is mutually crossing, then Tpf,Hq “ H.
In the other direction, we suppose that fpP q is not contained in a single
cube and then produce a transitional hyperplane. The fact that fpP q is not
contained in a single cube implies that there exists p P P and a hyperplane
H P Hf with fppq not adjacent to H.
Choose now p P P and H P Hf so that the number of hyperplanes sepa-
rating fppq from H is maximal; the argument above implies that the number
of these hyperplanes is positive, so that fppq is not adjacent to H. As ob-
served before the lemma, it follows that H is extremal, and since fppq is not
adjacent to H, we have that H is in fact transitional, as required. 
5.2. The move sequence
We now build our sequence of contractions, which we call moves.
Roughly speaking, a move is an operation on pf,Hq in which, for every
H P Tpf,Hq, the points of P0pHq cross H to the opposite side. The resulting
pair pf1,Hq “ Movepf,Hq is a map for which Hf1 “ Hf rTpf,Hq, so that
the image of the new map f1pP q is strictly contained within the subcomplex
spanned by fpP q.
Figure 20. An example of a single move. fpP q consists of
three points and f1pP q, in matching colors, are on the other
side of the transitional hyperplanes, which are indicated in
orange.
To define f1, we need the following observation:
Lemma 5.4. For each p P P , the set
Jppq “ tH P Tpf,Hq : p P P0pHqu
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is mutually crossing.
Proof. Suppose by contradiction that H1, H2 P Jppq and that H1 does not
cross H2. Let s1 be the side of H1 on which fpP0pH1qq lies (and hence is
adjacent) and let s2 be the corresponding side for H2. Since p P P0pH1q X
P0pH2q, we have that s1 and s2 intersect. Since H1 does not cross H2,
up to swapping indices we have that H2 lies in s1 and separates H1 from
fpP0pH2qq, which contains p and thus contradicts the choice of s1. 
We can now define f1ppq. By Lemma 5.4, fppq is the corner of a unique
maximal cube each of whose midcubes is contained in some hyperplane of
Jppq, and we can choose f1ppq to be the diagonally opposite corner. Equiva-
lently, f1ppq can be defined as the point obtained by flipping the orientation
that fppq gives to all the hyperplanes in Jppq. Either definition gives the
new map f1.
Note that there may be p for which Jppq “ H, and for these f1ppq “ fppq.
Moreover, since the operation moves all points of P0pHq across H for each
H P Tpf,Hq, we have the following consequence:
Lemma 5.5. We have Hf1 “ Hf rTpf,Hq.
Now we are ready to consider the move sequence of pf,Hq. For i ě 0
define
pfi,Hq “ Moveipf,Hq.
Lemma 5.6. The move sequence tfiu is eventually constant, with constant
image all contained in one cube.
Proof. By Lemma 5.5, the set Hfi becomes strictly smaller for each i as
long as Tpfi,Hq ‰ H, so that after a finite number of steps we must have
Tpfn,Hq “ H, and thereafter fi are all the same, and their images are all
contained in a cube by Lemma 5.3. 
Figure 21. An example of a move sequence terminating in
all points lying in a single cube. Concentric circles around a
vertex indicate, in this case, a point p with fippq “ fi`1ppq.
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Our main result about this sequence is its stability under the operation
delG. This is part of Theorem 5.1, which we rephrase here in our new
language:
Proposition 5.7. Let G be a mutually crossing set in Hf . Let
pfi,Hq “ Moveipf,Hq
and
pf 1i ,HrGq “ MoveipdelGpf,Hqq
be the move sequences for pf,Hq and delGpf,Hq. Then for each p P P ,
d8pResHrG ˝ fippq, f 1ippqq ď 1.
The proposition is in fact a generalization of what we need, since it deals
with a mutually crossing set.
Figure 22. An illustration of Proposition 5.7, where P has
two points.
5.3. Proof of stability of move sequences
We begin by studying the structure of the extremal and transitional hy-
perplanes for a pair pf,Hq, and the way in which they are affected by hy-
perplane deletions.
Lemma 5.8. Every J P Epf,Hq r Tpf,Hq crosses every hyperplane in
Hf r tJu.
Proof. Since J is extremal but not transitional, fpP q is adjacent to it on both
sides (see Figure 19). This means that no other hyperplane can separate any
fppq from J , and this implies that every H P Hf r tJu crosses J . 
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The next lemma explains how the extremal and transitional hyperplanes
change after a deletion step:
Lemma 5.9. Let G be a mutually crossing hyperplane set in Hf . Then
Epf,HqrG Ă EpdelGpf,Hqq, (5.1)
and
EpdelGpf,HqqrEpf,Hq “ TpdelGpf,HqqrTpf,Hq (5.2)
Moreover, if GXEpf,Hq “ H, then
Epf,Hq “ EpdelGpf,Hqq (5.3)
and
Tpf,Hq “ TpdelGpf,Hqq. (5.4)
Proof. The inclusion (5.1) is clear from the definitions.
For (5.2), if J P EpdelGpf,HqqrEpf,Hq, then fpP q is not adjacent to J on
either side, but on at least one side the only hyperplanes separating J from
fpP q are in G. In fact this happens on exactly one side since G is a mutually
crossing set and its members cannot be separated by J . In particular this
means J P TpdelGpf,Hqq, and therefore J P TpdelGpf,Hqq rTpf,Hq since
Tpf,Hq Ă Epf,Hq. This situation is indicated in Figure 23(a).
Conversely if J P TpdelGpf,HqqrTpf,Hq, then either fpP q is not adja-
cent to J on either side, in which case we are in the same situation as above,
or fpP q is adjacent to J on both sides. But in the latter case this adjacency
remains true after deletion of G, which contradicts J P TpdelGpf,Hqq.
Figure 23. Changes caused by deleting G. In (a), J is not
in Epf,Hq but is in TpdelGpf,Hqq. In (b), J is in ErT both
before and after. In (c), J is in Tpf,Hq but not in
TpdelGpf,Hqq.
We conclude that J P EpdelGpf,HqqrEpf,Hq if and only if J P TpdelGpf,Hqqr
Tpf,Hq, which gives (5.2).
In the description of J P EpdelGpf,Hqq r Epf,Hq, we note that the hy-
perplanes of G separating J from fpP q cannot themselves be separated
from fpP q (on the side not containing J) by any other hyperplanes, be-
cause this would contradict J P EpdelGpf,Hqq. Thus those hyperplanes
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are themselves extremal. We conclude that, if G X Epf,Hq “ H, then
EpdelGpf,HqqrEpf,Hq “ H, giving (5.3).
Finally to show (5.4) when GXEpf,Hq “ H, note first that (5.2) and (5.3)
imply that TpdelGpf,Hqq Ă Tpf,Hq. Now if J P Tpf,Hq rTpdelGpf,Hqq,
then on the side of J where fpP q is not adjacent there must only be hyper-
planes of G separating J from fpP q, whose deletion makes fpP q adjacent
on that side (see Figure 23(c)). But this contradicts the assumption that
GXEpf,Hq “ H. 
We can now obtain the following lemma, which in the simplest case shows
that moves and deletions commute.
Lemma 5.10. In the notation of Proposition 5.7, if GXEpf,Hq “ H, then
the following diagram commutes:
pf,Hq pf 1,HrGq
pf1,Hq pf 11,HrGq
delG
Move Move
delG
Proof. By Lemma 5.9, we have Tpf,Hq “ TpdelGpf,Hqq. This means that
the Move operation on both pf,Hq and pf 1,HrGq affects exactly the same
set of hyperplanes, and in exactly the same way. That is, for J P Tpf,Hq,
the subset P0 Ă P whose f -image is on the adjacent side of J is also the
subset whose f 1-image is on the adjacent side, since the deletion of G does
not affect this. The lemma follows. 
Now we consider the general situation, where some hyperplanes of G may
be in Epf,Hq.
Lemma 5.11. Let G be a mutually crossing set in H and define
G1 “ pGYTpdelGpf,HqqqrTpf,Hq
and
K “ Tpf,Hqr pGYTpdelGpf,Hqqq.
Then G1 is a mutually crossing set, every hyperplane H P K crosses all hy-
perplanes of HfrpGYtHuq, and there exists a map g : P Ñ X pHf r pGYG1 YKqq
STABLE CUBULATIONS, BICOMBINGS AND BARYCENTERS 67
so that the following diagram commutes:
pf,Hq pf 1,HrGq
pf1,Hq pf1|HrG1 ,HrG1q pf 11,HrGq
pf 11|HrpGYKq,Hr pGYKqq
pg,Hf r pGYG1 YKqq
delG
Move Move
delG1
Trim
delK
Trim
Proof. First we prove that G1 “ tG11, . . . , G1ku is a mutually crossing set.
Suppose that G1i and G1j do not cross. Then they cannot both be in G by
hypothesis.
Figure 24. The contradictions arising from hyperplanes in
G1 not being mutually crossing.
Assume first that G1i, G1j are in TpdelGpf,Hqq r Tpf,Hq, which is the
same as EpdelGpf,Hqq r Epf,Hq by Lemma 5.9. Let si be the side of G1i
that contains G1j , and define sj similarly (Figure 24(a)). Then f 1pP q cannot
be adjacent to G1i on the side si, since part of f 1pP q is separated from G1i
by G1j . Therefore, since G1i P EpdelGpf,Hqq, f 1pP q must be adjacent to G1i
on the opposite side, s¯i. Similarly f
1pP q must be adjacent to G1j on the
opposite side, s¯j . Note that s¯i and s¯j are disjoint. On the other hand since
G1i and G1j are not in Epf,Hq, there must be some Gk P G in s¯i separating
G1i from some point of fpP q, and similarly Gl P G in s¯j separating G1j from
some point of fpP q. But this is not possible since Gk crosses Gl.
Now assume G1i P EpdelGpf,HqqrEpf,Hq and G1j P GrTpf,Hq (Figure
24(b)). If G1j P Epf,Hq r Tpf,Hq then it crosses G1i by Lemma 5.8, so we
may assume G1j R Epf,Hq. Define si as before. Now since G1j R Epf,Hq,
on the side of G1j contained in si, there must be another hyperplane H
separating G1j from a point of fpP q. This H cannot be in G since G1j crosses
H, so it is not deleted and hence f 1pP q is not adjacent to G1i on the si side.
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As above there must therefore be a Gk P G on the s¯i side. This Gk cannot
cross G1j , again a contradiction.
To see that each hyperplane of K crosses all other hyperplanes of Hf rG,
note that K is contained in EpdelGpf,HqqrTpdelGpf,Hqq by part (5.1) of
Lemma 5.9, and then use Lemma 5.8.
To finish the argument, we claim that all we have to check is that the set
of hyperplanes that are either transitional for a Move operation or deleted
along each side of the diagram is the same. This is because of the following
relations which follow directly from the definitions:
Trim ˝Movepf,Hq “ delTpf,Hq ˝ Trimpf,Hq
and
Trim ˝ delG “ delG ˝ Trim.
With these relations, we can simplify each side of the diagram to a single
Trim ˝ delV where V is the union of hyperplanes from all the deletion and
Move steps on that side.
Thus, comparing the left side of the diagram with the top arrow and right
side, it remains to check that
Tpf,Hq YG1 ?“ GYTpdelGpf,Hqq YK. (5.5)
But, using the definitions of G1 and K, we see that both sides are equal to
GYTpdelGpf,Hqq YTpf,Hq. 
Every hyperplane H P Hf becomes extremal at some point along the
move sequence. We want to understand how deletions affect when this
occurs. Note that when a hyperplane H P Hf becomes extremal, it need
not become transitional, and what happens can change with the deletion of
a nearby hyperplane.
For a hyperplane H P Hf , define
eHpf,Hq
to be the first index i such that H P Epfi,Hq.
Lemma 5.12. For any mutually crossing set G Ă Hf , and any H P HfrG,
we have
eHpf,Hq “ eHpdelGpf,Hqq ` δ (5.6)
for some δ P t0, 1u.
Proof. If eHpf,Hq “ 0 then H is already in Epf,Hq, which implies H P
EpdelGpf,Hqq by Lemma 5.9 (5.1). The equality (5.6) follows with δ “ 0.
Thus we may assume eHpf,Hq ą 0. Suppose that eHpdelGpf,Hqq “ 0.
This means that H P EpdelGpf,HqqrEpf,Hq, which means (as in the proof
of Lemma 5.11) that there are some elements Gi of G which separate H from
fpP q on one side si, so that fpP q is adjacent to Gi on the si side. But fpP q
is not adjacent to Gi on the other side because H is there, which means
Gi P Tpf,Hq. But this implies that, in Movepf,Hq, all Gi as above are no
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longer in the set of separating hyperplanes, and hence H P EpMovepf,Hqq,
so eHpf,Hq “ 1. This gives (5.6) with δ “ 1.
From now on we can assume eHpf,Hq ą 0 and eHpdelGpf,Hqq ą 0, and
prove the statement by induction on the cardinality of Hf (the case |Hf | “ 2
is easy, and already covered by the previous paragraphs).
Let pf 1,H1q “ delGpf,Hq, pf1,Hq “ Movepf,Hq, and pf 11,H1q “ Movepf 1,H1q.
By definition (since eHpf,Hq ą 0 and eHpf 1,Hq ą 0) we have
eHpf,Hq “ eHpf1,Hq ` 1
and
eHpf 1,H1q “ eHpf 11,H1q ` 1.
Thus it will suffice to prove
eHpf1,Hq “ eHpf 11,H1q ` δ. (5.7)
Consider the warmup case when GXEpf,Hq “ H. By Lemma 5.10,
pf 11,H1q “ delGpf1,Hq.
Since |Hf1 | ă |Hf |, the inductive hypothesis gives us
eHpf1,Hq “ eHpf 11,H1q ` δ
for δ “ 0 or 1, proving (5.7) and hence (5.6).
Now in the general case, we use the diagram of Lemma 5.11. Note first
that the value of eH is not affected by a Trim operation. This is because
Trim does not affect the set Hf , or the membership in E or T.
The value of eH is also unaffected by the delK arrow on the right side. This
is because each hyperplane H P K crosses every hyperplane in Hf r pG Y
tHuq, which implies that any hyperplane in K cannot affect the membership
in E or T of any other hyperplane in Hf rG. Therefore, we see that delK
commutes with the Move sequence on pf 11,Hf rGq.
The remaining arrow is labeled by delG1 , and G
1 is a mutually crossing
set. Thus by induction we know
eHpf1,Hq “ eHpdelG1pf1,Hqq ` δ
for δ “ 0 or 1. Again the equality (5.7) follows. 
We are now ready to prove the stability result for move sequences.
Proof of Proposition 5.7. We need to prove the following statement: For
each i and p P P , the set of H P Hf r G such that H separates fippq from
f 1ippq is mutually crossing.
Note that when a sequence pfippqq crosses a hyperplane H, it can only
happen in the transition from fj to fj`1 where j “ eHpf,Hq. Moreover it
must be that H P Tpfj ,Hq, and that fjppq is on the side of H where fjpP q
is adjacent. If the sequence pfippqq does not cross H, then H will either
remain in Hfi for all i ě j, or it will be crossed only by points on the other
side and not by fippq. The same holds for the sequence pf 1iq.
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Now suppose that H1, H2 separate fippq from f 1ippq, for some i, and H1
does not cross H2. Since f0ppq and f 10ppq are on the same side of both
hyperplanes we may assume that H1 separates them from H2. Hence there
exists a (different) time i at which one of them is still on the original side of
H1, whereas the other has crossed both hyperplanes; fix such i.
Suppose first that f 1ippq is the one which lies on the other side of H2.
Let j “ eH1pf 1,Hq. Then since H1 does not cross H2, f 1j`1ppq has not yet
crossed H2. Thus we must have
j “ eH1pf 1,Hq ă eH2pf 1,Hq ă i
and H1 P Tpf 1j ,Hq, with f 1jppq on the side where f 1jpP q is adjacent to H1.
Now k “ eH1pf,Hq ď j ` 1 by Lemma 5.12. Since j ` 1 ă i and fippq
has not crossed H1, it must be that the side of H1 where fkpP q is adjacent
is the one opposite from fkppq, the one containing H2.
But this means that H2 can no longer be in Hfk , which can only be if
eH2pf,Hq ď k ´ 1 ď j. Thus, again by Lemma 5.12, eH2pf 1,Hq ď j, which
is a contradiction.
We conclude that H1 does not cross H2, which is what we wanted.
The case where fippq crosses the hyperplanes and f 1ippq does not is handled
similarly. The main difference is that in this case, instead of using the
inequality eH1pf,Hq ď eH1pf 1,Hq`1, we use eH1pf 1,Hq ď eH1pf,Hq, which
creates a “`1” there, which is then lost in the other application of Lemma
5.12.

5.4. Completing the proof of Theorem 5.1
Property (1) follows from Lemma 5.3, while property (2) follows from
the construction, where for both properties we use the fact that cubes have
diameter 1 in the d8 metric. Property (5) is also easily seen to hold by
construction, and more specifically it follows from the fact that the sets
Epf,Hq and Tpf,Hq only depend on the image of f (and hence that this
will remaining true throughout the move sequence).
For property (3), observe that for a fixed p P P , that no hyperplane H
separates fippq from fi`1ppq for two different values of i. It follows that any
combinatorial path obtained by concatenating a choice of geodesics from
fippq to fi`1ppq for 0 ď i ă n is an `1-geodesic in X. This proves (3).
For property (4), by definition of the contraction sequence, the hyper-
planes that separate any given fppq from fnpqq for p, q P P are contained in
Hf . On the other hand, a hyperplane H P Hf cannot separate every point
in fpP q from any fixed vertex of X, because there are elements of fpP q on
both sides of H, by definition of Hf . Hence, there can be no hyperplane
separating fpP q from a point in fnpP q. This gives property (4).
Property (6) is a direct consequence of Proposition 5.7 and Lemma 5.6.
This completes the proof. 
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6. Proofs of main theorems
We are now almost ready to prove our main theorems, Theorem E and
Theorem B. The main bit of work here is Proposition 6.1, which compiles
our preceding stability results into a useful form for our current purposes.
Proposition 6.1. Let pX ,Sq be a G-colorable HHS for G ă AutpSq. For
any k P N, there exists K3 “ K3pk,Sq ą 0 so that the following holds:
Suppose that F, F 1 Ă X are finite subsets satisfying |F |, |F 1| ď k, let g P G,
and suppose that dHauspgF, F 1q ď 1. Choose any map ιF : F \ F 1 Ñ F so
that ιF pfq “ f if f P F and dX pgιF pfq, fq ď 1 if f P F 1. Also, choose a
map ιF 1 : F \F 1 Ñ F 1 such that ιF 1pfq “ f if f P F 1 and dX pgf, ιF 1pfqq ď 1
if f P F . Consider
‚ The cube complexes QF ,QF 1 produced by Theorem 4.1 with associ-
ated maps ΦF ,ΦF 1 to X , and ψF , ψF 1 from F, F 1 to QF ,QF 1 ;
‚ The sequences of contractions tpψF qi “ ψiuiďnψF and tpψF 1qi “
ψ1iuiďnψ
F 1
produced by Theorem 5.1. Set nψF “ nF and nψF 1 “ nF 1.
Then
(1) |nF ´ nF 1 | ă K3, and
(2) For each i P t1, . . . ,maxtnF , nF 1uu and any f P F \ F 1, we have
dX
`
g ˝ ΦF ˝ ψipιF pfqq,ΦF 1 ˝ ψ1ipιF 1pfqq
˘ ď K3,
(3) diamX pΦF pψnF pF qq ă K3.
More visually, item 2 says that the following diagram coarsely commutes:
F QF
F \ F 1 X
F 1 QF 1
ψi“pψF qi
g˝ΦFιF
ιF 1
ψ1i“pψF 1 qi
ΦF 1
(6.1)
Proof. We will use the output and notation of Theorem 4.1, and in particular
the CAT(0) cube complex Y0 obtained from both YF and YF 1 by collapsing
at most N “ Npk,Sq ą 0 hyperplanes, with hyperplanes collapse maps
h, h1.
We will also use the notation of Theorem 5.1, in particular the notation
tfi : i ď nfu for the sequence of maps starting with f and ending with a
map with bounded image.
We have ψ :“ h ˝ ψF ˝ ιF “ h1 ˝ ψF 1 ˝ ιF 1 , as stated in Theorem 4.1. By
Theorem 5.1, composing, say, ψF with a hyperplane deletion map affects the
length of the corresponding sequence of maps by at most 1. In particular, we
have |nF´nψ| ď N and, similarly, |nF 1´nψ| ď N (notice that nψF “ nψF ˝ιF
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by Theorem 5.1(5), and a similar statement holds for F 1). Hence, conclusion
1 holds for any K3 larger than 2N .
We now prove conclusion (2). By Theorem 4.1, Diagram (4.4) commutes
with error at mostK “ Kpk,Sq. For convenience, we reproduce the diagram
here:
F QF
F \ F 1 Q0 X
F 1 QF 1
ψF
g˝ΦFηιF
ιF 1
Φ0
ψF 1
ΦF 1
η1
(6.2)
For any f P F \ F 1 we have
dX pg ˝ ΦF ˝ pψF qipιF pfqq,Φ0 ˝ η ˝ pψF qipιF pfqqq ď K.
By Theorem 5.1, we have d8pη ˝ pψF qipιF pfqq, pη ˝ ψF qipιF pfqqq ď N , and
hence
dX pΦ0 ˝ η ˝ pψF qipfq,Φ0 ˝ pη ˝ ψF qipfqq ď K 1 “ K 1pk,Sq
since Φ0 is a quasi-isometric embedding with controlled constants (and the
dimension of Y0 is bounded in terms of S by Theorem 4.1, so that the `8
and `1 metrics on it are uniformly quasi-isometric). The triangle inequality
then gives
dX pg ˝ ΦF ˝ pψF qipιF pfqq,Φ0 ˝ pη ˝ ψF qipιF pfqqq ď K 1 `K.
Similarly, we get
dX pΦF 1 ˝ pψF 1qipιF 1pfqq,Φ0 ˝ pη1 ˝ ψF 1qipιF 1pfqqq ď K 1 `K.
By Theorem 5.1(5), we have pη1 ˝ ψF 1qipιF 1pfqq “ pη1 ˝ ψF 1 ˝ ιF 1qipfq “
pη ˝ ψF ˝ ιF qipfq, and hence conclusion (2) holds for any K3 larger than
2pK 1 `Kq.
Finally, to prove (3), we now bound the diameter of ΦF pψnF pF q. Simi-
larly to above, ΦF is a quasi-isometric embedding with constants controlled
in terms of k,S even when we endow QF with the `8 metric. Since
diamQF pψnF pF qq ď 1 (in the `8-metric) by Theorem 5.1, this gives the
required bound on diamX pΦF pψnF pF qq. 
6.1. Barycenters: Proof of Theorem E
Our next goal is to prove Theorem E. To do so, we’ll need the precise
definition of stable barycenter:
Definition 6.2. For a metric space X a stable barycenter map for k
points is a map τ : Xk Ñ X which is
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‚ Permutation invariant, meaning τ ˝ pi “ τ for any pi : Xk Ñ Xk
that is a permutation of the factors.
‚ Coarsely Lipschitz, meaning there exists κ1 ą 0 such that for
x, x1 P Xk
dXpτpxq, τpx1qq ď κ1dXkpx, x1q ` κ1.
We further say that τ is coarsely equivariant with respect to a group Γ
acting on X by isometries if there exists κ1 ą 0 such that for all g P Γ
dXpgτpxq, τpgxqq ď κ1,
where Γ acts on Xk diagonally.
We now prove that colorable HHSes admit stable coarsely equivariant
barycenters, with the following version slightly more general than Theorem
E:
Theorem 6.3. Let pX ,Sq be a G-colorable HHS for G ă AutpSq. Then X
admits coarsely G-equivariant stable barycenters for k points, for any k ě 1.
Moreover, the coarse barycenter of a set F is contained in the hierarchical
hull of F .
Proof. We use the notation from the statement of Proposition 6.1.
To define a barycenter τpf1, . . . , fkq, we consider F “ tfiu, set xF “
ΦF pψnF pF qq, and let τpf1, . . . , fkq be an arbitrary point in xF ; we make
the choice depending on the set F only, so that permutation invariance is
achieved.
This choice does not matter for our purposes since diamX pΦF pψnF pF qq ă
K3 by Proposition 6.1.
Now suppose that pf 11, . . . , f 1kq is so that dHausptf 1iu, tfiuq ď 1, and set
F 1 “ tf 1iu. Without loss of generality, assume that nF ě nF 1 , where we note
that nF ´ nF 1 ă K3 by part (1) of Proposition 6.1. Part (2) of Proposition
6.1 now implies that for any f P F \ F 1 we have
dX pΦF pψnF pιF pfqq,ΦF 1pψ1nF pιF 1pfqqq ă K3.
But ψ1nF 1 “ ψ1nF since nF ě nF 1 , so we can conclude that
dX pΦF pψnF pιF pfqq,ΦF 1pψ1nF 1 pιF 1pfqqqq ă K3.
Finally, the fact that diamX pΦF pψnF pF qq ă K3 and diamX pΦF 1pψ1nF 1 pF 1qq ă
K3 gives that
diamX pxF Y xF 1q ă 3K3.
Setting κ1 “ 3K3, we get that τ is κ1-coarsely Lipschitz.
Finally, coarse equivariance follows similarly, applying Proposition 6.1
with F 1 “ gF , as follows. First, as above we can assume nF ě ngF , for oth-
erwise we can swap the roles of F as gF , by considering the automorphism
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g´1. We still have nF ´ ngF ă K3. Part (2) of Proposition 6.1 implies that
for any f P F \ gF we have
dX pg ˝ ΦF pψnF pιF pfqq,ΦgF pψ1ngF pιgF pfqqq ă K3.
As above, we conclude that
diamX pgpxF q Y xgF q ă 3K3,
which completes the proof. 
6.2. Bicombability: Proof of Theorem B
We begin with the formal definition of bicombing which is appropriate for
our context; see [AB95]. In the following definition, we adopt the convention
that if φ : r0, as Ñ X is a map, then we trivially extend φ by φptq “ φpaq
for all t ą a.
Definition 6.4. A discrete, bounded, quasi-geodesic bicombing of
a metric space X consists of a family of discrete paths tΩx,yux,yPX and a
constant κ2 ą 0 satisfying the following:
(1) Quasi-geodesic: For any x, y P X with d “ dXpx, yq, there ex-
ists nx,y ď κ2d ` κ2 so that the path Ωx,y : t0, . . . , nx,yu Ñ X is an
pκ2, κ2q-quasi-isometric embedding with Ωx,yp0q “ x and Ωx,ypnx,yq “
y; and
(2) Fellow-traveling: If x1, y1 P X with d1 “ dXpx1, y1q and dXpx, x1q, dXpy, y1q ď
1, then for all t P t0, . . . ,maxtnx,y, nx1,y1uu, we have
dXpΩx,yptq,Ωx1,y1ptqq ď κ2.
‚ In addition, we say that tΩx,yux,yPX is Γ-coarsely equivariant
with respect to a group Γ ă IsompXq if for any g P Γ and x, y P X
and t P t0, . . . ,maxtnx,y, nx1,y1uu, we have
dXpg ¨ Ωx,yptq,Ωg¨x,g¨yptqq ă κ2.
Finally, we recall the following definition from [BHS19], which was in-
spired by the the paths constructed in [MM00]:
Definition 6.5. For D ě 1, a path γ in X is a D–hierarchy path if
(1) γ is a pD,Dq–quasigeodesic,
(2) for each W P S, piW ˝ γ is an unparametrized pD,Dq–quasigeodesic.
We can now prove that colorable HHSes admit discrete, bounded, quasi-
geodesic, coarsely equivariant bicombings by hierarchy paths.
Theorem 6.6. Let pX ,Sq be a G-colorable HHS with G ă AutpSq. Then
there exists D ą 0 so that pX ,Sq admits a coarsely G-equivariant, discrete,
bounded, quasi-geodesic bicombing by D-hierarchy paths.
Proof. Let pX ,Sq be a colorable HHS. We again use the notation from the
statement of Proposition 6.1, where now F “ tx, yu and F 1 “ tx1, y1u with
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Figure 25. A simple example of bicombing paths, building
on the hierarchical setup from Figure 18. Deleting the or-
ange hyperplanes from QF and QF 1 results in perturbing the
contraction paths in Q0.
dX px, x1q ď 1 and dX py, y1q ď 1. We make a blanket observation that k “ 2
and so the constant K3 in Proposition 6.1 depends only on pX ,Sq.
Coarse equivariance can be obtained using the argument below, setting
F 1 “ gF . We omit the details for readability.
Construction of the bicombing paths. Let ψ “ ψ0 and define a map
ωx,y : t0, . . . , 2nx,yu Ñ QF by
ωx,ypiq “
#
ψipxq i P t0, . . . , nx,yu
ψ2nx,y´ipyq i P tnx,y ` 1, . . . , 2nx,yu
We claim that ωx,y is a pC,Cq-quasi-geodesic in the `1-metric on QF , for
some uniform C. First, the points ωx,yp0q, . . . , ωx,ypnx,yq appear on an `1-
geodesic γ1 from ωx,yp0q to ωx,ypnx,yq in the given order by Theorem 5.1(3),
and the same holds for ωx,ypnx,y ` 1q, . . . , ωx,yp2nx,yq for some `1-geodesic
γ2 from ωx,ypnx,y ` 1q to ωx,yp2nx,yq. Moreover, consecutive ωx,ypiq are
uniformly close to each other, since they are at distance at most 1 in the
`8-metric, which is uniformly quasi-isometric to the `1-metric with constant
only depending on the dimension of QF , which in turn only depends on S.
Let γ be the concatenation of γ1, an `
1-geodesic from ωx,ypnx,yq to ωx,ypnx,y`
1q, and γ2. Since no hyperplane can separate tx, yu from ψnx,ypxq or ψnx,ypyq,
again by Theorem 5.1, we see that γ crosses each hyperplane at most once,
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and is therefore an `1-geodesic. Since ωx,ypnx,yq and ωx,ypnx,y ` 1q are just
opposite corners of a cube, we see that the ωx,ypiq appear along an `1-
geodesic in the given order, and with uniformly spaced gaps. This shows
that ωx,y is a pC,Cq-quasi-geodesic in the `1-metric, for C depending only
on the dimension of QF and hence only on S.
It follows then that the composition
Ωx,y “ ΦF ˝ ωx,y : t0, . . . , 2nx,yu Ñ X
is a pK4,K4q-quasi-geodesic in X with K4 “ K4pSq. We can perturb it a
uniformly bounded amount at the endpoints to make sure that the endpoints
are x and y; with a slight abuse of notation we still denote the perturbation
Ωx,y and the quasi-isometry constants K4.
This proves that Definition 6.4(1) holds for the family tΩx,yux,yPX .
Fellow-travelling. We now prove the fellow-traveling condition in Defi-
nition 6.4(2) holds. Once again adopting our previous notation, we want to
prove that there exists κ2 “ κ2pX ,Sq ą 0 so that for any t P t0, . . . ,maxtnx,y, nx1,y1uu,
we have
dX pΩx,yptq,Ωx1,y1ptqq ă κ2. (6.3)
Without loss of generality, suppose that nx,y ě nx1,y1 and recall that
Proposition 6.1(1) gives that δ “ nx,y´nx1,y1 ă K3, where K3 depends only
on pX ,Sq. There are four cases to consider:
(i) When 0 ď i ď nx1,y1 , where Ωx,y and Ωx1,y1 are defined using x and
x1, respectively;
(ii) When nx1,y1 ă j ď nx,y, where Ωx,y is defined using x whereas Ωx1,y1
is defined using y1;
(iii) When nx,y ă q ď 2nx1,y1 , where both Ωx,y and Ωx1,y1 are nonconstant
and defined using y and y1, respectively;
(iv) When 2nx1,y1 ă r ď 2nx,y, when Ωx,y is nonconstant but Ωx1,y1pjq “
Ωx1,y1p2nx1,y1q for all such j.
In what follows, we will repeatedly use the fact that Ωx,y and Ωx1,y1 are
pK4,K4q-quasi-geodesics. Also, set K5 “ K4 ¨ p2δq `K4.
In case (i), equation (6.3) follows immediately from Proposition 6.1(2)
with κ2 “ K3.
In case (ii), we have
dX pΩx,ypnx1,y1q,Ωx,ypjqq ă K5
and
dX pΩx1,y1pnx1,y1q,Ωx1,y1pjqq ă K5,
while Proposition 6.1(2) gives
dX pΩx,ypj ` 2δq,Ωx1,y1pjqq ă K3,
so the triangle inequality implies that (6.3) holds in this case with κ2 “
2K5 `K3.
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In case (iii), we have
dX pΩx,ypqq,Ωx,ypq ` 2δqq ă K5
and Proposition 6.1(2) provides
dX pΩx,ypq ` 2δq,Ωx1,y1pqqq ă K3
so that the triangle inequality implies that (6.3) holds with κ2 “ K3 `K5.
Finally, in case (iv), we have
dX pΩx,yp2nx1,y1q,Ωx,yp2nF qq ă K5
and Proposition 6.1(2) provides
dX pΩx,yp2nx1,y1q,Ωx1,y1p2nx1,y1qq ă K3.
Since Ωx1,y1p2nF q “ Ωx1,y1p2nx1,y1q by convention, the triangle inequality im-
plies that (6.3) holds with κ2 “ K3 `K5.
Hence we may set κ2 “ 2K5 ` K3 to complete the proof of the fellow
traveling condition in Definition 6.4(2). This completes the proof that these
paths gives a bicombing.
Hierarchy paths. To finish the proof, we now show that Ωx,y is a D–
hierarchy path for some D “ DpSq ą 0 (Definition 6.5). We will use that
ΦF is a K–median map (Theorem 4.1-(2)); we now recall what this means.
In a CAT(0) cube complex Q one can define a map mQ : Q3 Ñ Q (called
median), and the only property of this map that we need here is that if
x, y, z appear in this order along an `1 geodesic, then mpx, y, zq “ y. Also,
in an HHS X , one can define a map mX : X 3 Ñ X with the property that
there is a constant M “ MpSq ą 0 so that for each x, y, z P X and V P S
we have that piV pmpx, y, zqq lies M–close to all geodesics connecting pairs of
distinct elements of tpiV pxq, piV pyq, piV pzqu; see [BHS19] for details. Finally,
ΦF being K–median means that for all x, y, z P QF we have
dX pΦF pmQF px, y, zqq , mX pΦF pxq,ΦF pyq,ΦF pzqqq ď K.
From this, we see that there exists M 1 “M 1pSq ą 0 so that for all x, y P X ,
0 ď i ď j ď k ď 2nx,y, and V P S, we have that piV pΩx,ypjqq lies M 1–close
to geodesics connecting piV pΩx,ypiqq and piV pΩx,ypkqq. This suffices to prove
that Ωx,y is a hierarchy path. This completes the proof. 
References
[AB95] Juan M. Alonso and Martin R. Bridson. Semihyperbolic groups. Proc. London
Math. Soc. (3), 70(1):56–114, 1995.
[BBF15] Mladen Bestvina, Ken Bromberg, and Koji Fujiwara. Constructing group
actions on quasi-trees and applications to mapping class groups. Publ. Math.
Inst. Hautes E´tudes Sci., 122:1–64, 2015.
[BBF19] Mladen Bestvina, Ken Bromberg, and Koji Fujiwara. Proper actions on finite
products of quasi-trees. Preprint, 2019.
[BBFS20] Mladen Bestvina, Ken Bromberg, Koji Fujiwara, and Alessandro Sisto.
Acylindrical actions on projection complexes. Enseign. Math., 65(1-2):1–32,
2020.
78 M. G. DURHAM, Y. N. MINSKY, AND A. SISTO
[Beh06] Jason A. Behrstock. Asymptotic geometry of the mapping class group and
Teichmu¨ller space. Geom. Topol., 10:1523–1578, 2006.
[BGSS92] G. Baumslag, S. M. Gersten, M. Shapiro, and H. Short. Automatic groups
and amalgams—a survey. In Algorithms and classification in combinatorial
group theory (Berkeley, CA, 1989), volume 23 of Math. Sci. Res. Inst. Publ.,
pages 179–194. Springer, New York, 1992.
[BH99] M. R. Bridson and A. Haefliger. Metric spaces of non-positive curvature, vol-
ume 319 of Grundlehren der Mathematischen Wissenschaften [Fundamental
Principles of Mathematical Sciences]. Springer-Verlag, Berlin, 1999.
[BHMS20] Jason Behrstock, Mark Hagen, Alexandre Martin, and Alessandro Sisto. A
combinatorial take on hierarchical hyperbolicity and applications to quotients
of mapping class groups. arXiv preprint arXiv:2005.00567, 2020.
[BHS17a] Jason Behrstock, Mark F. Hagen, and Alessandro Sisto. Asymptotic dimen-
sion and small-cancellation for hierarchically hyperbolic spaces and groups.
Proc. Lond. Math. Soc. (3), 114(5):890–926, 2017.
[BHS17b] Jason Behrstock, Mark F. Hagen, and Alessandro Sisto. Hierarchically hyper-
bolic spaces, I: Curve complexes for cubical groups. Geom. Topol., 21(3):1731–
1804, 2017.
[BHS19] Jason Behrstock, Mark Hagen, and Alessandro Sisto. Hierarchically hyper-
bolic spaces II: Combination theorems and the distance formula. Pacific Jour-
nal of Mathematics, 299(2):257–338, 2019.
[BHS20] Jason Behrstock, Mark F Hagen, and Alessandro Sisto. Quasiflats in hierar-
chically hyperbolic spaces. Duke Mathematical Journal, 2020. to appear.
[BKMM12] J. Behrstock, B. Kleiner, Y. Minsky, and L. Mosher. Geometry and rigidity
of mapping class groups. Geometry and Topology, 16:781–888, 2012.
[BM11] Jason A Behrstock and Yair N Minsky. Centroids and the rapid decay prop-
erty in mapping class groups. Journal of the London Mathematical Society,
84(3):765–784, 2011.
[Bow13] Brian Bowditch. Coarse median spaces and groups. Pacific Journal of Math-
ematics, 261(1):53–93, 2013.
[Bow18] Brian Bowditch. Convex hulls in coarse median spaces. Preprint, 2018.
[BR20] Federico Berlai and Bruno Robbio. A refined combination theorem for hi-
erarchically hyperbolic groups. Groups, Geometry, and Dynamics, 2020. To
appear.
[Bri10] Martin R. Bridson. Semisimple actions of mapping class groups on CATp0q
spaces. In Geometry of Riemann surfaces, volume 368 of London Math. Soc.
Lecture Note Ser., pages 1–14. Cambridge Univ. Press, Cambridge, 2010.
[CCG`20] Je´re´mie Chalopin, Victor Chepoi, Anthony Genevois, Hiroshi Hirai, and
Damian Osajda. Helly groups. arXiv preprint arXiv:2002.06895, 2020.
[Che00] Victor Chepoi. Graphs of some CATp0q complexes. Adv. in Appl. Math.,
24(2):125–179, 2000.
[CLM12] Matt T. Clay, Christopher J. Leininger, and Johanna Mangahas. The geom-
etry of right-angled Artin subgroups of mapping class groups. Groups Geom.
Dyn., 6(2):249–278, 2012.
[CN05] Indira Chatterji and Graham Niblo. From wall spaces to CATp0q cube com-
plexes. Internat. J. Algebra Comput., 15(5-6):875–885, 2005.
[DDLS20] Spencer Dowdall, Matthew G Durham, Christopher J Leininger, and Alessan-
dro Sisto. Extensions of veech groups are hierarchically hyperbolic. arXiv
preprint arXiv:2007.13383, 2020.
[DHS17] Matthew Gentry Durham, Mark F. Hagen, and Alessandro Sisto. Bound-
aries and automorphisms of hierarchically hyperbolic spaces. Geom. Topol.,
21(6):3659–3758, 2017.
STABLE CUBULATIONS, BICOMBINGS AND BARYCENTERS 79
[Dur16] Matthew Gentry Durham. The augmented marking complex of a surface. J.
Lond. Math. Soc. (2), 94(3):933–969, 2016.
[Dur19] Matthew Gentry Durham. Elliptic actions on Teichmu¨ller space. Groups
Geom. Dyn., 13(2):415–465, 2019.
[ECH`92] David B. A. Epstein, James W. Cannon, Derek F. Holt, Silvio V. F. Levy,
Michael S. Paterson, and William P. Thurston. Word processing in groups.
Jones and Bartlett Publishers, Boston, MA, 1992.
[EMR17] Alex Eskin, Howard Masur, and Kasra Rafi. Large-scale rank of Teichmu¨ller
space. Duke Math. J., 166(8):1517–1572, 2017.
[Gro87] Mikhael Gromov. Hyperbolic groups. In Essays in group theory, pages 75–263.
Springer, 1987.
[GS91] S. M. Gersten and H. B. Short. Rational subgroups of biautomatic groups.
Ann. of Math. (2), 134(1):125–158, 1991.
[Ham09] Ursula Hamensta¨dt. Geometry of the mapping class group II: A biautomatic
structure. arXiv preprint arXiv:0912.0137, 2009.
[HHP20] Thomas Haettel, Nima Hoda, and Harry Petyt. The coarse helly property,
hierarchical hyperbolicity, and semihyperbolicity. In preparation, 2020.
[HP98] Fre´de´ric Haglund and Fre´de´ric Paulin. Simplicite´ de groupes
d’automorphismes d’espaces a` courbure ne´gative. In The Epstein birth-
day schrift, volume 1 of Geom. Topol. Monogr., pages 181–248. Geom. Topol.
Publ., Coventry, 1998.
[HS20] Mark F. Hagen and Tim Susse. On hierarchical hyperbolicity of cubical
groups. Israel J. Math., 236(1):45–89, 2020.
[HW14] G. C. Hruska and Daniel T. Wise. Finiteness properties of cubulated groups.
Compos. Math., 150(3):453–506, 2014.
[Mil20] Marissa Miller. Stable subgroups of the genus two handlebody group. arXiv
preprint arXiv:2009.05067, 2020.
[MM99] Howard A. Masur and Yair N. Minsky. Geometry of the complex of curves. I.
Hyperbolicity. Invent. Math., 138(1):103–149, 1999.
[MM00] H. A. Masur and Y. N. Minsky. Geometry of the complex of curves. II. Hier-
archical structure. Geom. Funct. Anal., 10(4):902–974, 2000.
[Mos95] Lee Mosher. Mapping class groups are automatic. Annals of Mathematics,
pages 303–384, 1995.
[Nic04] Bogdan Nica. Cubulating spaces with walls. Algebr. Geom. Topol., 4:297–309,
2004.
[NR98] G. A. Niblo and L. D. Reeves. The geometry of cube complexes and the
complexity of their fundamental groups. Topology, 37(3):621–633, 1998.
[Raf07] Kasra Rafi. A combinatorial model for the Teichmu¨ller metric. Geom. Funct.
Anal., 17(3):936–959, 2007.
[Raf14] Kasra Rafi. Hyperbolicity in Teichmu¨ller space. Geometry & Topology,
18(5):3025–3053, 2014.
[RS20a] Bruno Robbio and Davide Spriano. Hierarchical hyperbolicity of hyperbolic-
2-decomposable groups. arXiv preprint arXiv:2006.16425, 2020.
[RS20b] Bruno Robbio and Davide Spriano. Hierarchical hyperbolicity of hyperbolic-
2-decomposable groups. arXiv preprint arXiv:2007.13383, 2020.
[RV18] Kasra Rafi and Yvon Verberne. Geodesics in the mapping class group. arXiv
preprint arXiv:1810.12489, 2018.
[Sag95] Michah Sageev. Ends of group pairs and non-positively curved cube com-
plexes. Proc. London Math. Soc. (3), 71(3):585–617, 1995.
[Sag14] Michah Sageev. CATp0q cube complexes and groups. In Geometric group the-
ory, volume 21 of IAS/Park City Math. Ser., pages 7–54. Amer. Math. Soc.,
Providence, RI, 2014.
80 M. G. DURHAM, Y. N. MINSKY, AND A. SISTO
[Spr18] Davide Spriano. Hyperbolic HHS II: Graphs of hierarchically hyperbolic
groups. arXiv preprint arXiv:1801.01850, 2018.
[Sto05] Peter Storm. The Novikov conjecture for mapping class groups as a corollary
of Hamensta¨dt’s theorem. arXiv preprint arXiv:0504248, 2005.
[Tao13] Jing Tao. Linearly bounded conjugator property for mapping class groups.
Geom. Funct. Anal., 23(1):415–466, 2013.
[Tro86] A. J. Tromba. On a natural algebraic affine connection on the space of almost
complex structures and the curvature of Teichmu¨ller space with respect to its
Weil-Petersson metric. Manuscripta Math., 56(4):475–497, 1986.
[Wol86] S. A. Wolpert. Chern forms and the Riemann tensor for the moduli space of
curves. Invent. Math., 85(1):119–145, 1986.
Department of Mathematics, University of California, Riverside, CA
E-mail address: mdurham@ucr.edu
Department of Mathematics, Yale University, New Haven, CT
E-mail address: yair.minsky@yale.edu
Department of Mathematics, Heriot-Watt University, Edinburgh, UK
E-mail address: a.sisto@hw.ac.uk
