In this contribution a variation of Golub/Hansen/O'Leary's Total Least-Squares (TLS) regularization technique is introduced, based on the Hybrid APproximation Solution (HAPS) within a nonlinear
Gauss-Helmert Model. By applying a traditional Lagrange approach to a series of iteratively linearized Gauss-Helmert Models, a new iterative scheme has been found that, in practice, can generate the Tykhonov regularized TLS solution, provided that some care is taken to do the updates properly. The algorithm actually parallels the standard TLS approach as recommended in some of the geodetic literature, but unfortunately all too often in combination with erroneous updates that would still show convergence, although not necessarily to the (unregularized) TLS solution. Here, a key feature is that both standard and regularized TLS solutions result from the same computational framework, unlike the existing algorithms for Tykhonov-type TLS regularization. The new algorithm is then applied to a problem from archeology. There, both the radius and the center-point coordinates of a circle have to be determined, of which only a small part of the arc had been surveyed in-situ, thereby giving rise to an ill-conditioned set of equations. According to the archaeologists involved, this circular arc served as the starting line of a racetrack in the ancient Greek stadium of Corinth, ca. 500 BC. The present study compares previous estimates of the circle parameters with the newly developed "Regularized TLS Solution of Tykhonov type." © 2009 Elsevier Inc. All rights reserved.
Introduction
In their pioneering work, Golub and Van Loan [7] provided a solution to the Total Least-Squares (TLS) problem within a (quasi-linear) Errors-in-Variables (EIV) model in eigenvalue-eigenvector form. This has been the starting point for a quite active research on TLS that is-more or less-broadly represented in the books by Van Huffel and Vandewalle [36] , Van Huffel [34] , and Van Huffel and Lemmerling [35] .
Almost 20 years later, Golub, Hansen, and O'Leary [8] expanded their TLS approach by combining it with Tykhonov regularization. However, they did not solve the problem as posed, but replaced it with a quadratically constrained TLS problem that they declared "equivalent." This might be true numerically, but certainly not stochastically. In fact, this can be seen quite easily since the supposedly "equivalent" Tykhonov parameter now depends on both the constraining constant and the data, thereby changing the error propagation drastically. In the case of regularized Least-Squares estimation, this effect has already been analyzed in all detail by Schaffrin [28] , based on the equivalence of Tykhonov regularization and the Hybrid APproximation Solution (HAPS) of Grafarend and Schaffrin [9] ; for an advanced view, see Schaffrin [27] .
Consequently, these authors prefer to think about this technique as involving a model change since a quadratic constraint is being added, which some previous authors have explained as "prior information." In contrast, Tykhonov regularization (and any other regularization method for that matter) ought to only change the estimator while keeping the underlying model intact. In this sense, Beck and Ben-Tal [1] and Pruessner and O'Leary [23] have been the first to really address "TLS regularization of Tykhonov type" in the context of the original EIV-Model.
In the introduction to [1] , Beck and Ben-Tal actually emphasized the distinction between Tykhonov regularization as being based on a quadratic penalty on the Least-Squares or Total Least-Squares norm, and the quadratically constrained (Total) Least-Squares approach for which they had simultaneously proposed some novel algorithms in [2] . These are different-and more general-than those previously proposed by several authors, including the augmented Lagrange formulation by Golub et al. [8] , and the quadratic eigenvalue problem solver version by Sima et al. [31] . Further variations have been developed by Guo and Renaut [10] , Renaut and Guo [24] , and by Lampe and Voss [17] who specifically recommended a nonlinear Arnoldi method for the solution of the quadratic eigenvalue problem. Sima [32] provided a limited comparison on the efficiency of the alternative algorithms available before 2006. Later, in 2009, Schaffrin and Felus [30] succeeded in designing a Lagrange-type algorithm to handle both linear and quadratic constraints that turned out to be, at least, as efficient as Sima's algorithm in numerous examples. Therefore, an attempt will be made to use Lagrange theory for the design of an efficient algorithm in the case of TLS regularization of Tykhonov type as well, and not only for the (quasi-linear) EIV-Model, but for the much wider class of nonlinear Gauss-Helmert Models, thereby using the same framework as for the standard TLS case.
In Geodetic Science, it has long been acknowledged that the (quasi-linear) EIV-Model can be classified as nonlinear Gauss-Helmert Model (GH-Model), in accordance with Helmert [12] who had recommended iterative linearization with subsequent standard least-squares approximation for its treatment. In fact, only recently Neitzel and Petrovic [20] established the identity with the classical TLS solution of Golub and Van Loan [7] in the case of fitting a straight line, provided that the provisions of Pope [22] are being followed. For more details related to their proof, see also Schaffrin [26] . Note that this technique allows some kind of error, resp. variance propagation, which seems remarkably absent from most of the alternative algorithms.
Obviously, it may also be suggested that the nonlinear GH-Model ought to be applied in the case of a conic-section fit, such as in the present problem of data collected by archaeologists for the starting line of an ancient racetrack in Corinth, supposedly of circular shape. A so-called "orthogonal" fit of this circular arc can certainly be based on the least-squares solutions for such an iteratively linearized GH-Model after convergence has been achieved. Many other algorithms have been proposed over the last 30 years, including those by Bookstein [3] , Coope [4] , Gander et al. [6] , Späth [33] , Davis [5] , and Nievergelt [21] , to mention just a few, all claiming to compute the "proper" TLS solution.
Only recently Markovsky et al. [19] proved that this TLS solution will be statistically inconsistent, and proposed a "correction term" for which they, however, need to know the true value of the noise variance.
Although all of these TLS algorithms may prove quite practical if the data are well distributed over the circle, resp. the conic section, this is not the case in the present application where only a tiny part of the circle has been observed, thereby creating an ill-conditioned problem that may be tackled by Tykhonov regularization. Thus, a regularized TLS method is called for that works in a general nonlinear GH-Model, and not just in the special case of a (quasi-linear) EIV-Model. No emphasis, however, will be placed at this point on the choice of the regularization parameter beyond testing a few of them that appear "reasonable." In the future, the various suggestions by Kilmer et al. [14, 13] and by Schaffrin [27] certainly deserve further attention in the present context of TLS, after they produced superior results in the least-squares environment.
In the following Section 1, the TLS approach will be introduced along with the nonlinear GaussHelmert Model, before combining it with Tykhonov regularization in Section 2. Finally, Section 3 shows a comparison of the performance of the new algorithm with existing ones in a variety of examples taken from the literature before presenting, in Section 4, the numerical results for the ancient data that have been analyzed originally by Rorres and Romano [25] . Conclusions and an outlook on further work will finally be found in Section 5.
Total Least-Squares and the nonlinear Gauss-Helmert Model
Usually the (unweighted) Total Least-Squares (TLS) approach is explained in a homoscedastic, quasilinear Errors-in-Variables (EIV) model, defined by 
where b : R m+n → R m+r denotes a given multivariate nonlinear function; moreover, n = k(m + 1) is the total number of observations, and P := I k(m+1) the n × n (homoscedastic) weight matrix, while r stands for the redundancy in the model (r n − m). In this form, (1.3) represents the nonlinear Gauss-Helmert Model (GH-Model), following Helmert [12] , with 0 as "expectation" of e, E{e} = 0, and σ 2 0 P −1 as the "dispersion matrix" of e, D{e} = σ 2 0 P −1 . Here it is appropriate to introduce the symbol P as a more general weight matrix (inverse of cofactor matrix) since the GH-Model is not restricted to iid data.
By introducing the "true" n × 1 vector of observables μ : 
and to form the linearized GH-Model:
Here we note that matrix A (j) has full column rank, and matrix B (j) has full row rank.
(ii) Produce the (j + 1)th least-squares solution for (1.7), following Koch [15] , e.g., namely:
(1.8b) 
(iii) Obtain new approximate values (non-random) through:
in which case formula (1.6c) reduces to:
since there is no numerical contribution from the random zero vector. Unfortunately, this has occasionally led to the misunderstanding that the so-called "misclosure vector" w i , in the ith cycle, ought to be updated by b(μ i , Ξ i ) when, in fact, the correct update is described by
in analogy to (1.6c). Indeed, it was Pope [22] who had pointed out quite early that such a negligence might drastically change the final results, oftentimes by more than 20 percent in realistic cases studied by Kupferer [16] . On the other hand, whenever convergence is reached with the correct update (1.10c), this solution will fulfill the first-order necessary conditions for the Total Least-Squares problem; for more details, see Pope [22] . Finally, in order to complete the TLS adjustment in the GH-Model (1.3) after the conditions (1.5) are fulfilled forξ j+1 andẽ (j+1) , the respective Mean Square Error (MSE) and dispersion matrices are obtained in first order approximation via:
and
while the variance component is most easily estimated througĥ
(1.12)
At this point it is emphasized that the presented algorithm is capable of solving the TLS-problem for a general non-linear GH-Model, not just the simpler EIV-Model, whenever the initial approximations are chosen "properly"; see Pope [22] , in particular. For specific applications, other iterative solvers of the first-order necessary conditions may actually be more efficient, as was shown by Schaffrin and Felus [30] . In contrast, the more elegant SVD-based approach of Golub and Van Loan [7] does not appear flexible enough to be adapted to such a general setting as the non-linear Gauss-Helmert Model under investigation requires.
Regularization within the Gauss-Helmert Model
In order to perform Tykhonov regularization in conjunction with the TLS approach within the nonlinear GH-Model (1.3) the objective function (1.4b) ought to be replaced by
where R denotes a (given) symmetric and positive-definite m × m matrix, and λ is the Tykhonov parameter that defines the degree of regularization (here also assumed to be given). Then the regularized TLS solution, also known as Hybrid APproximation Solution (HAPS) and denoted herein by double hats, after the first linearization step may be computed as follows: 
Main Theorem 1 (i) Assume the initial linearization (1.6a-c) of the nonlinear GH-Model (1.3) that led to the linearized version (1.7). Then the regularized TLS solution, in first approximation, is given bŷ
This cycle ought to be repeated until convergence is reached, indicated by:
(ii) For the regularized TLS solutionΞ after convergence, the bias vector can be stated as: 5) and the dispersion matrix ofΞ is represented by:
The MSE matrix forΞ consequently results from:
which can well serve as first-order approximation.
Proof
(i) Starting with the stationarity of the equivalent Lagrange target function
the corresponding Euler-Lagrange necessary conditions read:
Solving (2.9a) first leads tõ 10) and inserting this into (2.9c) then produces the solution
which, via (2.9b), generates the "normal equations" 12) and hence the regularized TLS solution (2.2a). Now, formula (2.2b) follows from (2.10) in conjunction with (2.11), and the rest is obvious.
(ii) Using (1.8a) and (2.2a), the bias vector ofΞ = Ξ j +ξ j+1 is given through:
which coincides with (2.5).
Considering that the dispersion matrix of w j is given by
the representation of D{Ξ } in (2.6) follows from simple variance-covariance propagation.
Finally, the representation (2.7) for the MSE matrix ofΞ results from standard formulas.
It would be quite straight-forward to derive similar results for the residual vectorẽ in (2.2b), but it is left to the reader because of space limitations.
On the other hand, however, it is emphasized that a suitable estimate of the variance component It is also pointed out that the (empirical) convergence properties for the regularized TLS solution according to part (i) of the Main Theorem resemble those experienced for the standard TLS solution as analyzed by Pope [22] . So, no further analysis appears to be necessary at this point.
An obvious advantage here consists in the capability to compute the MSE-risk alongside the regularized TLS solution, which is a widely accepted criterion for the quality of the results. Remarkably, the only two other algorithms for the (true) Tykhonov regularized TLS problems by Pruessner and O'Leary [23] and by Beck and Ben-Tal [1] do not provide such quality measures. Moreover, they can only be applied to the EIV-Model, which represents a very special case of the nonlinear GH-Model.
Circle fitting by TLS: a comparison
In order to get an idea about the numerical potential of the newly designed algorithm for TLS regularization within a non-linear GH-Model, in this section the standard TLS algorithm will first be applied to a number of circle fitting problems from the literature and then compared to the respective algorithms proposed in that context. Regularization will only be necessary if the problem is ill-posed, which is the case when the data are not well distributed over the circle perimeter. Such a problem will eventually be tackled in Section 4, but without the possibility of comparing the behavior of the new algorithm with existing ones.
For each of our solutions based on examples from the literature, we list our estimated parameterŝ Ξ , the square roots of the estimated variances, the residualsẽ, the system redundancy r, and the 
In each example, the data are considered to be iid with unit weight so that the observation weight matrix is defined as P := I n for n/2 pairs of data coordinates, and the objective function (1.4b) is unit-free.
Precise details of how to model the circle-fit problem as an EIV-Model and/or general GH-Model are given in Section 4. The precision shown in our numerical results does not reflect the precision of the estimates, but rather matches the precision shown in the cited papers. None of the examples cited in this section are ill-posed, therefore we leave the discussion of regularization to the next section, which does address an ill-posed problem.
Circle-fit example from Coope
The first example comes from Coope [4] , who fits a circle to eight data points using a Gauss-Newton method for TLS. In addition to a TLS solution, Coope also offered a "linear least-squares formulation of the circle-fitting problem" and claimed that it was easier to calculate than the TLS solution and was more robust in the presence of outliers, though obviously it results in a larger norm of the residual vector as shown by Coope. Coope's linear formulation is certainly attractive for computing initial estimates for the non-linear problem, but beyond that we have no particular interest in this method. Regarding its advantages claimed by Coope, the difference in time required to compute the linear least-squares versus nonlinear TLS solutions for his example is only a small part of a second on today's personal computers. In a second example by Coope, an outlier was added that was so gross it could have easily been detected by a visual inspection of the plotted data. We prefer such data pre-screening along with post-adjustment outlier detection to handle outliers, rather than a change of model that sacrifices the TLS fit.
The first row of Table 1 shows our solution for the circle parameters. The values agree exactly with Coope's TLS solution. The second row shows the associated standard deviations, which are not provided by Coope's method. Coope did not list residuals, but he did provide a value for the inner product of the residual vector (Ω = 0.295948), which agrees with our value for Ω in row 3. We used the same starting values for the parameters as reported by Coope, which turn out to be the solution to his linear least-squares problem. Our solution converged to Coope's values in four iterations, which is the same number of iterations reported by Coope. Note that the units of the data were not given by Coope.
Circle-fit example from Gander, Golub, and Strebel
The second example comes from Gander et al. [6] who fit a circle to six data points using a parametric form for the circle. This formulation permits an observation equation (with error term) to be written for each x-and y-coordinate and leads to a TLS solution when the sum of squared distances between the data points and their respective adjusted values is minimized. These authors use a GaussNewton algorithm to find the optimal solution. They did not provide an estimate of the accuracy of their solutions, nor did they provide a value for the norm of the residual vector. Our solution for the parameters agrees exactly with that of the authors, to the precision that they showed (see Table 2 ). We used the same initial approximations as the authors and a convergence criterion of δ = 1.25 × 10 −6 ; convergence was reached in 18 iterations. The authors report convergence in 21 iterations when using the parametric formulation and in 11 iterations when using an alternative model formulation, both of which were solved by Gauss-Newton methods.
We note the relatively large standard deviations for the estimated parameters. The standard deviation for the radius is approximately one-quarter of the estimated radius itself. The authors did not specify the units of the data.
Ellipse-fit example from Gander, Golub, and Strebel
For variety, we include an ellipse-fit as our last example in this section. The example comes from the same paper as the second circle example [6] . The extension of the model described in Section 4 from a circle to an ellipse is fairly straight-forward; so, we present no details for the ellipse equations here. Obviously the number of parameters increases to five: the length of the semi-major axis μ a , the length of the semi-minor axis μ b , the orientation of the semi-major axis μ α (measured ccw from the positive x-axis), and the center-point coordinates (μ x m , μ y m ).
Our solution is given in Table 3 . We used the same initial parameter values as the authors did and converged to their solution in 104 iterations, which is more than the 71 they reported. Unfortunately, they failed to report their estimated orientation parameter. We agree with their residual norm to the precision they show (Ω = 1.17). As in the previous examples, no standard deviations for the estimates were given by the authors. Some of our standard deviations shown in the second row of Table 3 are Table 2 TLS solution using Gander, Golub, and Strebel data (circle). 
Example for TLS regularization: an ancient racetrack in Corinth
This example considers data from an archaeological site in Greece [25] , supposedly belonging to a starting line of a circular track in an ancient stadium. Apparently, the data were collected by use of a total station instrument, which contains an electronic distance measuring device as well as electronic encoders for measuring angles with respect to a reference direction. A simple trigonometric mapping converts these measured polar coordinates to Cartesian coordinates, which are taken to be the observations for this example.
The problem then is to fit a circular arc to the coordinates of n/2 measured points (x i , y i ), i ∈ {1, . . . , n/2}. This amounts to estimating the arc's unknown radius μ r and center-point coordinates (μ x m , μ y m ) from the data that cover only a tiny part of the circle's perimeter. Thus, although the same model as in Section 3 is to be used, the estimation technique ought to change from standard Total Least-Squares to TLS regularization if the MSE-risk is to be reduced. Evidence for this phenomenon is provided in the following. In essence, a model of type nonlinear Gauss-Helmert is formed with the radius and center-point coordinates of a circle as unknown parameters, the solution of which is now being solved by the iterative TLS solution as developed in the Main Theorem.
The errors e x i and e y i associated with the measured coordinates are assumed to have a zero mean and iid variance. Denoting the true (unknown) variables as μ x i and μ y i , the following equations can be written for the (observed) variables. 
The (nonlinear) function that relates the ith pair of variables to the non-random parameters is given by
Eq. (4.3) can be linearized as in (1.6a) by
where higher-order terms have been neglected. Here the superscript 0 denotes the expansion point for the variables and parameters that the derivatives are to be evaluated at. The argument list for b i has been dropped for the sake of brevity. Now define n/2 equations with:
where A i is the ith row of an (m + r) × m matrix A (with m = 3 and r being the redundancy of the system of equations, and n = 2(m + r) in this example); in contrast, B i shows only the non-zero elements of a row of an (m + r) × n matrix B. Further define
− e x i and dμ y i = μ y i − μ Table 6 Parameter estimates and their empirical RMSE values. Then the complete system of equations can be expressed as w = Aξ + Be, (4.6) which is analogous to (1.7). Thus, a model of type nonlinear Gauss-Helmert is formed with the radius and center-point coordinates of a circle as unknown parameters, the solution of which can be solved by the iterative TLS solution scheme described in Section 1. Fig. 1 shows the data points plotted together with the circle they were fit to. The plot reveals that the data span only a small part of the circle, thereby giving rise to an ill-posed set of normal equations. This is confirmed numerically by a rather large condition number for the normal equations matrix: 1.2 × 10 6 , which obviously makes this example a candidate for regularization. Table 4 lists the measured coordinates taken from [25] .
Here, a variation of the Main Theorem was applied to estimate the unknown parameters and determine the observation residuals on the basis of the target function (2.8) in which the absolute
Rξ j+1 ), leading to the elimination of the Ξ j term in formula (2.2a) and to the replacement of Ξ by ξ in the bias formula (2.5). Obviously, this will also have a certain effect on the MSE matrix in (2.7).
The regularization matrix R was set to the identity matrix, and a range of values for the regularization parameter λ were tried. The bias vector could not actually be computed according to (2.5) since that equation now contains the unknown term ξ . Therefore, an empirical bias vector β 0 was computed as the difference between the regularized and non-regularized (λ = 0) solution. Also of interest is the MSE matrix of (2.7), which depends upon the unknown reference variance according to (2.6). Though it was already stated at the close of Section 2 that the estimated reference variance for the regularized solution is still an open question, a preliminary estimate was computed here by dividing the square of the P-weighted residual norm by the degrees of freedom:σ 2 0 = Ω/r, where Ω :=ẽ T Pẽ. As stated above, P = I n for this example. Thus, the empirical quantities β 0 andσ 2 0 were substituted into (2.7) to compute an empirical MSE matrix.
The results of the numerical computations are listed in Table 5 . Each record corresponds to the solution based on a particular value of the regularization parameter λ. In the first record λ = 0, which is identical to the non-regularized solution. In the last record λ = 40, which is near the largest eigenvalue (42) of the normal equations matrix for the non-regularized case. Note that the double-hat and doubletilde notations used in the Main Theorem have been simplified to a single hat, resp. single tilde, in the notation that follows. Column 1 lists the value of the regularization parameter. Column 2 lists the squared norm Ω of the residual vector. Columns 3-5 list the estimated parameter values. Columns 6-8 list the square roots of the respective (empirical) MSE values. Column 9 lists the norm of the empirical bias vector β 0 . Fig. 2 shows RMSE values taken from columns 6-8. It also shows the quadratic norm of these three values, which corresponds to the square root of the trace of the corresponding MSE matrix.
The minimum (empirical) MSE corresponds approximately to λ = 0.002. This seems to otherwise be a reasonable value for the regularization parameter. The corresponding record in Table 5 shows the norm of the bias vector to be about 3 cm, while the RMSE values have dropped from a range of (±1 to ±1.7) m (first record) to about ±4 cm. These results are highlighted in Table 6 . A check on the condition number of the normal equations matrix shows that it has dropped from 1.2 × 10 6 (λ = 0) to 2.1 × 10 4 (λ = 0.002).
Conclusions and an outlook
This work has shown a connection between TLS and an iterative least-squares solution in the nonlinear GH-Model, with emphasis on the case where the λ-weighted R-norm of the full parameter vector is minimized during the iteration. As a consequence, far more TLS problems can be regularized in Tykhonov's sense than has been suggested by the only true alternatives [1] and [23] , since they were designed exclusively for the EIV-Model. Most other alternatives do not really regularize in accordance with Tykhonov's principle (as claimed), due to the different error propagation that, unfortunately, is absent from many of those publications. The numerical example of Section 4 showed how the empirical RMSE of the estimated parameters could be significantly reduced by application of regularization, and the results suggest that the Tykhonov regularization parameter value that generates a minimum empirical RMSE may be a good practical choice. Although widely accepted in the community, the empirical RMSE is to be used as quality indicator with some caution as it is, to a large part, informed by the data at hand.
This study also points to further questions that should be investigated. First, the question of a suitable estimated reference variance must still be answered. Second, the numerical example focused on a variation of the Main Theorem where the λ-weighted R-norm of the incremental parameter vector was minimized; the study could be extended to include the approach of part (i) as stated in the Main Theorem as well. Finally, statistical estimation theory-possibly following the novel approach by Malenko and Kukush [18] -might be employed to find an optimal estimator for the Tykhonov regularization parameter in the nonlinear GH-Model.
