Abstract-Due to resource scarcity, a paramount concern in ad hoc networks is utilizing limited resources efficiently. The self-organized nature of ad hoc networks makes the network utility-based approach an efficient way to allocate limited resources. However, the effect of link instability has not yet been adequately addressed in literature. To efficiently address the routing problem in ad hoc networks, we integrate the cost and stability into a network utility metric, and adopt the metric to evaluate the routing optimality in a unified, opportunistic routing model. Based on this model, an efficient algorithm is designed, both centralized and distributed implementations are presented, and extensive simulations on NS-2 are conducted to verify our results.
1 The singular and plural of an acronym are always spelled the same.
the maximum expected utility of node the expected utility under opportunistic routing (OpEU) of node the set of nodes whose expected utilities, and OpEU have been maximized node 's neighbor set in which nodes are pairwise connected node 's relay candidate set the selected transmission cost of node node 's relay set in a OpEU-based priority list the relay candidate set of node that corresponds to cost level of node node 's OpEU corresponding to cost , and relay candidate set the set of transmission costs of node to the nodes in its relay candidate set power attenuation coefficient in the wireless medium ambient noise receiver power at receiver bit-error-rate I. INTRODUCTION P OWER scarcity, and unstable links are two prominent problems in ad hoc networks. Existing routing protocols [1] - [4] address the problems either separately, or simply combine them without considering their correlation. However, the two are correlated, and they both have a direct influence on the efficient allocation of energy resources over networks. Intuitively, the lowest-cost routing path is the most energy-efficient route, but it may not be the best choice in the event of packet delivery failure because packet loss causes energy depletion rather than energy conservation. Energy conservation is meaningful only if packets are delivered successfully. On the other hand, the most stable route is also not always a good choice because the most stable path can be costly. It is not hard to see that the routing path with the lowest cost and the highest stability is the best choice to allocate power resources, but the lowest cost route, and the most stable route are often not the same. A trade-off exists between low cost, and high stability.
We create a utility function to reflect this trade-off. We assign each packet a benefit value which reflects the importance of the packet. As in previous work, it is natural to maximize the (expected) utility to be equal to the (expected) benefit minus the (expected) cost. Due to unstable links, the source's utility depends not only on its benefit, and the link cost of the selected 0018-9529/$26.00 © 2009 IEEE path, but also on the link stability of the selected path. Therefore, we design an expected utility, which integrates the benefit, link cost, and link stability to efficiently allocate energy costs in the network.
The utility model helps the system achieve a good trade-off between lower cost routes, and higher stability routes, because sources with high benefits prefer higher stability, while low-benefit sources choose low-cost routes. The high benefit source is less likely to take a risk, while the lower benefit source tends to take risks to maximize utility.
To further reduce the effect of link instability, we adopt the opportunistic routing framework introduced in [5] . Opportunistic routing utilizes the redundancy in omnidirectional transmissions to make up for packet loss over lossy links. Intuitively, the wireless channels between a pair of nodes change over time, but if there are multiple receivers for a sender, then the probability of successful delivery is likely to increase.
The opportunistic routing scheme consists of two components: a routing component, and a media access control (MAC) component. The routing component is used to select candidate receivers for each node, and determine their priorities; while the MAC component is responsible for identifying one receiver from the candidate receivers based on their priority, and actual reception of packets. However, the above cross-layer routing scheme has three shortcomings. First, it does not propose an explicit optimization goal. Second, its MAC component cannot guarantee that only one receiver will forward packets. Third, the transmission range is fixed, which is unreasonable when selecting candidate receivers.
In this paper, we simplify the above cross-layer routing scheme into a single-layer opportunistic routing scheme, present an explicit optimization goal, design an efficient algorithm that allows for an adjustable transmission range, prove the optimality of our algorithm, and implement the algorithm in both centralized, and distributed ways. To simplify our model, we only consider a source-destination pair. Our distributed implementation provides a framework to implement routing components for all on-demand, and opportunistic-based routing protocols. In our distributed implementation, only the summarized routing information (the expected utility) is propagated from the destination to the source. Our scheme is easy to implement; it is based on existing reactive routing protocols, and does not introduce additional cost.
The main contributions of this paper can be summarized as follows.
1) We devise a new metric which incorporates link cost, link stability, and benefit; and can evaluate the performance of a single route, and the opportunistic routing scheme. 2) We enhance the opportunistic routing model, design an efficient heuristic based on our simplified opportunistic routing model, provide an experimental comparison to the optimal solution, and implement our algorithm in both a centralized, and distributed way. 3) Our routing protocol can provide different routings for different values of benefit, i.e. different services for different routing requirements. 4) Our distributed implementation provides a framework for on-demand, and opportunistic-based routing protocols.
5)
We verify our results through extensive simulations on NS-2. The following assumptions are used in this paper: 1) Each node has a priori knowledge about its associated link cost, and link stability. Numerous works [6] , [7] address the issue of how to collect this information. 2) In our model, the transmission range is adjustable, but retransmission is not considered.
The remainder of this paper is organized as follows. Section II discusses related work. Some preliminaries are presented in Section III. Section IV introduces the model and algorithm, proves the optimality of our algorithm, and implements our algorithm in both centralized, and distributed approaches. Section V empirically evaluates performance. Finally, Section VI concludes this work, and outlines future work.
II. RELATED WORK
Various existing routing protocols [1] , [7] pursue the minimum hop count, or minimum cost as their optimization goal. As discussed in [2] , and [4] , these metrics are not necessarily ideal because they do not take link stability into account. Another routing algorithm [8] models the link stability as the longevity of the link, and identifies the best route as the route with the longest lifetime. One similar scheme [9] adopts the "best worst link" concept in which the least stable link (the bottleneck link) over any route is identified, and the route with the best "bottleneck" is selected. Although these schemes consider the link stability issue, they fail to differentiate between two routes with the same bottleneck link, but different link characteristics. Expected transmission count [2] , and MintRoute [4] adopt a path delivery ratio by measuring the hop-by-hop link delivery ratio along the path. Expected transmission count weighs links with a metric called minimum expected transmission number, which is equal to the link cost divided by the link delivery ratio. However, this metric requires the unrealistic assumption that retransmission is unlimited.
Opportunistic routing (OR) [1] , [10] , [11] is mainly proposed to address the unreliable communication in multi-hop wireless networks by utilizing the broadcast advantages of wireless communication. Relay selection, and prioritization are two key issues of OR protocol design. Some works [10] , [12] , [13] apply the OR scheme to geographic routing, and select nodes that are geographically closer to the destination to form a relay set. Other OR protocols [1] , [14] , [15] select any node with smaller cost to the destination as a relay. In the model proposed in this paper, relays do not need to be "closer" to the destination. Some previous works [16] - [20] focus on link layer coordination schemes to ensure that multiple receivers of a packet agree on a relay in a distributed fashion. These schemes select the relay set based on some heuristic methods. Although one recent work [14] demonstrates the performance benefit by integrating network coding, this result is based on a strong assumption of unlimited retransmissions. Most existing works [1] , [21] prioritized the relays based on the expected number of transmissions along the best path alone. Until recently, other works [14] , [22] proposed metrics capable of capturing the expected number of any-path transmissions needed to successfully deliver a packet between two nodes under the OR framework.
Recently, there is a trend in integrating network coding techniques into opportunistic routing [14] , [23] . In [14] , the authors adopt the random linear coding scheme to allow intermediate nodes to code the received packets so that no MAC layer acknowledge scheduling is needed. However, controlling of outgoing packets is a big challenge, and the authors [14] fail to provide a convincing solution with an in-depth analysis.
Numerous works adopt utility as the optimization objective. Li & Xue & Nahrstedt [24] present a price-based scheme to effectively allocate resources among multiple multi-hop flows. Their approach maximizes the aggregated utility of flows (the network utility), while maintaining basic fairness among multiple flows. Qiu & Marbach [25] propose a market-based approach to efficiently allocate bandwidth in wireless ad hoc networks. Although there are numerous existing works applying the network utility related approaches, as far as we know none of them combine stability with link cost to design an optimization model that will maximize the expected utility. In our previous work [26] , we proposed the basic expected network utility-based model. In this paper, we incorporate an opportunistic routing scheme, and design an efficient routing scheme. Zhou et al. [27] propose a utility-based routing model in wireless ad hoc networks. Similar to our work, their work also uses utility to reflect the QoS requirement, but they use delay as the QoS measurement, which is estimated through the number of hops. In their work, a trade-off exists between energy cost, and transmission delay. The objective of their routing model is to maximize the surplus, equal to utility minus cost.
III. PRELIMINARY

A. Cost, and Stability in a Wireless Medium
Any signal transmitted over a wireless medium experiences two different effects: attenuation due to the medium, and interference with ambient noise on the channel. Due to the characteristics of the wireless medium, the transmitted signal suffers an attenuation proportional to . is the distance between transmitter , and receiver ; and . The ambient noise at the receiver is independent of the distance between the transmitter and the receiver, and depends only on the operating conditions at the receiver. For the receiver to receive a signal with strength , the sender should transmit the packet at the power . Because the transmission power dominates the received signal strength at the receiver, we define the transmission power (per bit) as the bit-cost associated with link , and the product of the bit-cost and packet size as the corresponding packet-cost. The bit-error-rate associated with link is essentially a function of the ratio of to the ambient noise. The packet-error-rate associated with a link is a non-decreasing function of the corresponding bit-error-rate, and packet size.
For any directional link , to correctly receive a packet, the ratio of the received signal power to the ambient noise at receiver has to be larger than or equal to a predefined threshold value. To conserve energy, sender can set its transmission power so that the above ratio at receiver is equal to the threshold value. For simplicity, we assume that the energy cost for transmitting a packet from sender to receiver consists of the transmission power (consumed at sender ) alone. This assumption is valid because the energy consumed at the receiver is relatively small compared with the energy consumed at the sender.
For simplicity, we do not consider ambient noise in our model, but leave the evaluation of the ambient noise to our experimental study. Therefore, a directional link can be regarded as a unidirectional link. Without loss of generality, we assume that all packets are of a constant size. Hence, we can define the stability of a directional link (denoted as ) as the packet-error-rate associated with the link. Also, for a single transmission of a packet, we define the cost of link (denoted as ) as a function of transmission power consumed at transmitter .
B. Utility-Based Routing
We consider that a source intends to send packets to a destination through other nodes in an ad hoc network. For each successfully delivered packet, will get a benefit . The network is modeled as a graph , where is the set of nodes, and is the set of links.
To illustrate the basic idea of the expected utility metric, we first consider a single-link route from to with link stability , and link cost . If a transmission is successful, will obtain benefit , incur cost , and have a utility value of . Otherwise, its utility is . Because the success probability is , and the failure probability is , the expected utility is (1) In general, for a multi-hop path , the route is in the form . The corresponding expected utility is as follows. (2) Comparing (2) with (1), we find that the expected utility of a multi-hop path compared to a single-hop path have a similar form of stability times benefit minus cost. The stability of a multi-hop path is simply the multiplication of the stability of each single hop on the path. The cost of a multi-hop path is the sum of the expected costs of each single hop, where the expected cost of each single hop is the cost of that hop times the stability of the subpath from the source to the hop right before the concerned hop. The expected cost is introduced so that intermediate nodes will not consume energy unless they really receive packets from previous hops. Equation (2) can be derived through (1) in a backward-fashion. For example, in Fig. 1 , four paths exist Each link is labeled with its associated cost/stability. Considering path , by applying (2), we have . We can also view node 1 as the virtual source, and apply (1) to link : . Then, we can apply (1) to link by viewing 1 as the virtual destination:
. The expected utilities of the nodes on each route are listed in Table I . In each cell of the table, two values are separated by '/' representing the expected utilities under benefits of 20, and 30, in that order. A desirable property of our metric is that the selection of the optimal route not only depends on the network properties, such as link stability and link cost, but also on the value of the benefit . Consider the example in Fig. 1 . If the benefit , the optimal route is ; but if , the optimal route is as indicated with a ' ' in Table I .
C. Opportunistic Routing Schemes
Most existing routing protocols select a fixed route; but in ad hoc networks, links between pairs of nodes tend to change over time. This affects the stability of the predetermined route. The opportunistic routing scheme increases link stability by exploiting the idea that if each node has multiple neighbors waiting to send, it is likely that there will be a stable route at any given time.
The opportunistic routing scheme (ExOR) [1] regulates that each node selects a relay set (the set of relay nodes) to forward packets. Because of unstable links, some relay nodes may fail to receive a packet, but if at least one relay node receives the packet, the packet will not be lost. Because it is likely that more than one relay node will receive the packet, ExOR adopts the following scheme to ensure that only one relay node forwards the packet: 1) A node not only selects a relay set but also assigns a priority to each relay node according to some metric. 2) The node puts the identifications of the relay nodes into the packet header in the order of their priorities, and forwards the packet. 3) Upon receiving the packet, a relay node schedules the timing to forward the packet according to its priority. The higher the priority, the shorter the timeout. 4) Upon timeout, a relay node decides to forward the packet iff no higher-priority node has forwarded the packet.
However, ExOR cannot guarantee that no redundant copies of the same packet will be transmitted in the network because not all next-hop nodes of a node can receive the acknowledgement from the next-hop nodes with higher priority. A simple technique can enforce perfect cooperation where only one next-hop node can forward the received packet. We can set the transmission range of the acknowledgement packets to be twice that of the transmission range of the data packets. By doing so, all next-hop nodes of a sender, and the sender itself, can receive the acknowledgement packets.
IV. THE PROPOSED MODEL, AND SOLUTIONS
A. The Model
The metric for opportunistic routing. The expected utility under opportunistic routing (OpEU) is different from the expected utility for a single multi-hop route. The calculation of OpEU is based on all nodes in its relay set rather than a single downstream node like the calculation of expected utility. We use to denote node 's OpEU. Consider a node with cost (determined by its transmission range), and the corresponding relay set in its priority list , in Fig. 2 . With probability , node receives, and hence forwards the packet. In this event, the OpEU provided by node is . If node does not receive the packet, the probability for node to receive and forward the packet is . In this case, the OpEU provided by node is . By this reasoning, node 's OpEU can be calculated based on the OpEU of nodes in its relay set:
To illustrate (3), we consider the example shown in Fig. 1 . The OpEU of the nodes are shown in Table II , where we assume that node 2 is node 1's next hop. Comparing Table II to Table I , we can see that the utility of transmitting a packet with benefit value 20 (30) is increased from 10 (17.6) to 14.7 (19.7) in the sample network.
The relay set. Similar to ExOR [1] , [5] , in which a node's distance to the destination is calculated in terms of hop count or ETX [2] , we adopt expected utility as the metric to evaluate the distance. The higher the expected utility of a node, the closer it is to the destination. To avoid a loop, we include only those neighbors who are "closer" than the node itself to the destination in a node's relay set. To represent a node's neighbor nodes, which are closer to the destination than the node itself, we use the term relay candidate set.
The relay set of a node is selected from the node's relay candidate set based on the cost in (3). In our model, the cost is directly proportional to the node's transmission range. As each node has an adjustable transmission range, its transmission cost is also adjustable. In Fig. 2, reflects the minimal power level to connect node with . If node chooses cost to be its transmission cost for a node whose , then node cannot receive the packet. We define as the possible cost level set for node , which includes all , where is in node 's relay candidate set. For each , we can find a subset of the relay candidate set. Each node in this subset satisfies . By arranging nodes in this subset according to their priorities, we can construct the relay set associated with the transmission cost .
B. The Solutions
In previous opportunistic routing models [1] , [11] , [14] , the optimal solution is related to a total order among intermediate nodes according to metrics such as expected transmission count or geometric distance. This relation is due to the fact that their models allow unbounded retransmissions in cases of transmission failure. Hence, the selection of forwarding nodes is preferred to the nodes that are 'closer' to the destination. However, in our utility-based opportunistic routing model, such a total order does not necessarily imply optimality because a node can increase its OpEU by selecting a node farther away from the destination. Compared with previous opportunistic routing models, a node can reduce its expected transmission count by choosing a neighbor farther away from the destination, but it is better for the node to choose itself as its forwarding node, which is equal to retransmission. Because we separate the effect of retransmission from opportunistic routing by forbidding retransmission in our utility-based opportunistic routing model, a total order is not related to the optimal solution.
We observe that two intermediate nodes can select each other as their forwarding nodes. For example, in Fig. 1 , both node 1, and node 2 can select each other as their forwarding nodes. However, if node 1 (or 2) has already received a packet, node 2 (or 1) cannot select node 1 (or 2) as its forwarding node. Otherwise, a loop occurs. Hence, the optimal solution should include all loop-free paths from the source to the destination. Each path represents a possible node sequence that a packet will traverse. In one path, node may use node as its forwarding node, and node may use node as its forwarding node in the other path. Therefore, for each node, the relay set is dynamic, depending on the node sequence that a packet has traversed. We give an optimal solution for the example in Fig. 1 to illustrate the optimal solution as shown in Fig. 3 . In the optimal solution, source can select both node 1, and node 2 as its forwarding nodes; and node 1 can include both node 2, and destination in its relay set if node 1 receives a packet directly from . Otherwise, node 1 only includes in its relay set.
Despite its optimality, the complexity of the optimal solution is not desirable. Suppose we have nodes in the network; the maximum number of paths is the sum of permutations of combinations of the different number of intermediate nodes in the Fig. 3 . The optimal-solution tree for the example in Fig. 1. path. , where stands for the lower bound. This equation is not an efficient solution for real applications. Therefore, we consider a heuristic solution that uses the expected utility of each node as a guideline to determine the total order among all nodes, and calculate their corresponding OpEU.
In previous opportunistic routing models, intermediate nodes, and the source node select the neighbor nodes that are 'closer' to the destination as their potential forwarding nodes. Therefore, an order (in terms of some distance metric) among all nodes should be determined so that the relays of a node can only be selected from those neighbor nodes 'closer' to the destination. The relative order between two forwarding nodes should reflect their relative contributions to increase utility. The best metric to reflect this is the OpEU. Because the OpEU is initially unknown, we initially prioritize nodes according to their expected utilities. The higher the expected utility of a node, the higher the priority this node will have.
Our algorithm first sorts nodes according to their expected utility so that the relays of a node can only be selected from those neighbor nodes with higher expected utilities. Then, our algorithm computes the opportunistic routing scheme, where each node determines its transmission range, and prioritizes neighbor nodes within the determined transmission range. The benefit of this ordering is: 1) the expected utility reflects the relative contributions of a node; and 2) with this initial ordering among all nodes, the destination is reachable. Note that a random ordering cannot guarantee the reachability of the destination. For example, in Fig. 1 , if the ordering is , cannot find a routing scheme to the destination. Based on this ordering, we can calculate the OpEU of all nodes according to (3) .
In our algorithm, we use a Dijkstra-based approach to calculate the initial ordering of the expected utility of each node, and calculate the OpEU at the same time. The calculation of the expected utility starts from the destination with the initial expected network utility equal to the benefit of a packet. The expected utility, and OpEU will be reduced at each intermediate node backward from the destination to the source according to the cost and stability of the links, where the node is an endpoint. Algorithm 1 (MaxUtility) iteratively finds the node that will reduce the expected utility the least. When such a node has been found, Algorithm 2 (OpUtility) completes the transmission cost selection, relay set construction, and OpEU calculation. The priority of a node in the relay set is determined by its OpEU. The larger the OpEU, the higher the priority.
Our algorithm is presented in Algorithm 1 (MaxUtility), and Algorithm 2 (OpUtility). The input to Algorithm 1 (MaxUtility) is the node set , source , destination , and source's benefit . Each node has its neighbor set . Also given are the link cost , and link stability for each link . The input to Algorithm 2 (OpUtility) is node 's relay candidate set .
Algorithm 1 MaxUtility
Functionality: Compute the initial order of all nodes according to their expected utility, and the opportunistic routing scheme based on the initial ordering.
Output:
The transmission cost, and the corresponding prioritized relay set of each node. Initially, the expected utilities of all nodes except for are set to 0. 's expected utility, and OpEU, are set to . In the beginning, 's expected utility is the highest; thus, is fetched from . will relax its neighbors, send them its expected utility and OpEU, be added into their relay candidate set, and be removed from . The relaxation consists of three steps: first, node calculates the expected utility of each neighbor in based on its own expected utility according to (1); second, node compares the neighbor's calculated expected utility with a neighbor's original expected utility, and saves the larger value as the neighbor's new expected utility; third, node adds itself into the neighbor 's relay candidate set .
Algorithm 1 (MaxUtility) repeatedly removes the node with the highest expected utility from , and relaxes its neighbors until node is removed from . When a node is extracted from , Algorithm 2 (OpUtility) will be called. Algorithm 2 (OpUtility) adds each into if is in the , and removes any duplicates. For each in , it decides a corresponding relay set which is a subset of , and sorts the based on the OpEU of each node in that set. It then computes node 's OpEU based on the cost level , and relay set . Finally, it finds the largest , selects a corresponding value of as its transmission cost, and sets a corresponding value of as its relay set .
If node has a packet to send, it includes the relay set in the header of the packet, and sends the packet at the selected cost level . Each node that receives the packet looks for its ID in the relay set in the header. Each recipient delays an amount of time determined by its priority in the relay set, and examines whether another node in the relay set is forwarding the packet. If it detects no such transmission before its delay timeout, it should forward the packet. The forwarding node replaces the relay set in the packet header with its own relay set, and then forwards the packet. This process is repeated until the packet reaches the destination.
Algorithm 1 (MaxUtility) guarantees that nodes are sequentially extracted from based on their expected utilities. A node's relay candidates should be nodes with higher expected utilities (i.e. closer to destination). Expected utility reflects the distance, but we choose OpEU instead of expected utility to determine the priority of the nodes in the relay set in Algorithm 2 (OpUtility). There are two reasons that both these metrics are needed in our algorithms. First, prioritizing node 's relay set by OpEU instead of the expected utility leads to a larger OpEU for node , which means a better routing scheme for node . Second, using expected utility instead of OpEU to reflect the distance will avoid loops. Consider Fig. 1 . Node 2's OpEU exceeds node 1's because node 2 adds node 1 in its relay set, although node 2 still has a lower value of expected utility. Looping occurs if we allow node 1 to add node 2 to its relay set.
C. Example
To illustrate Algorithm 4.2, we give an example, as shown in Fig. 4 , where the benefit is set to 20. Initially, node is selected. Its three neighbors , , and are relaxed, with their expected utilities updated from 0 to 15, 16, and 17, respectively. At present, nodes , , and have only one candidate relay node. Thus, their expected utilities are equal to their OpEU. itself is added into the relay candidate set of , , and . Then, node (with the second largest expected utility) is added into . Node 's OpEU is 17 (equal to its expected utility), its transmission cost is 1, and its relay candidate set is . Sequentially, nodes , , , and are selected. When it is time for to be selected, has two relay candidates ( , and ). has only one cost level, which is 1.
is larger than . Finally, when is selected, has two relay candidates ( , and ). 's cost level set . sets its transmission cost to 4, and determines its relay candidate set because the expected utility calculated based on the relay set associated with cost level 4 is larger than that of cost level 2. The OpEU, and expected utility of each node are listed in Table III .
D. Implementation
We consider two implementations: the centralized one, which is relatively costly for collecting global link state information; and the decentralized one, which can be gracefully integrated into reactive routing protocols such as AODV [28] , or DSR [29] .
Centralized implementation. We adopt link-state-based protocols in the centralized implementation. In traditional link-state-based protocols, information is spread through flooding techniques. Initially, every node broadcasts its local network view (link cost, and link stability associated with the node) to every other node. At the end of this, every node has a global view of the network (consistent, up-to-date routing information). Here we adopt a reactive version of the link state approach, assuming exists iff exists. 1) Source sends out a flooding message. 2) Each intermediate node responds to the first request by replying to the message. 3) A global directed flooding tree is formed rooted at the source. The first requester becomes the parent of the corresponding node. 4) Each node sends out its link state (the cost, and stability of each link) to its parent node. 5) The source collects all link state information through the reversed spanning tree, and then applies the algorithms.
Our centralized implementation spreads local link state information in a distributed manner, but computes expected utility, computes OpEU, selects the transmission cost, and decides the relay set of each node at the source in a centralized way. It requires every node to maintain local link state information. The source is in charge of computing. Although the centralized implementation can find the optimal transmission cost and the relay set in the priority list, it requires global link state information, which in turn requires broadcasting and information collection. It is too expensive, and thus not a good implementation in practice.
Distributed implementation. The distributed implementation, unlike the above centralized implementation, computes expected utility, and OpEU in a distributed manner. Expected utility, and OpEU could be treated as the summary of local link state information. It is not required for each node to propagate all available local link state information to its upstream node. Instead, it propagates summarized routing information, expected utility, and OpEU to its upstream nodes. Each node locally determines its relay set, and the priorities of nodes in the relay set according to the summarized routing information.
The distributed implementation can be gracefully integrated into a reactive routing protocol, such as AODV, and DSR, where two phases are used. In the route discovery phase, the source broadcasts a RREQ (route request) to its neighbors. The RREQ is propagated in the network until it arrives at the destination, which initiates a RREP (route reply) containing relevant information following the reverse link leading to the source.
1) The source sends out a flooding message to inform of its benefit. 2) Each intermediate node forwards the message upon receiving the first request.
3) The destination broadcasts its expected utility, and OpEU to initialize a route discovery phase that will form a global directed flooding tree rooted at the destination. 4) Each node, including the source, sets a timer on receiving the first expected utilities, where is a function in which is proportional to . Before timeout, it improves its expected utility based on received expected utilities of its neighbors, adjusts its timer, and adds the nodes from which it receives expected utility into its relay candidate set. 5) After timeout, each intermediate node computes its OpEU, selects its transmission cost, decides the priorities of the nodes in its relay set, and sends out its expected utility and OpEU to all neighbors. The initial value of the timer reflects the expected utility of the node. The higher the , the shorter time node will backoff before it broadcasts its . Whenever a node receives an that improves its expected utility, it will reduce the remaining backoff time accordingly. If there is no transmission delay, the node with maximum expected utility in will broadcast first, which includes its expected utility, and OpEU. Each node's relay candidate set will include all of the potential forwarding candidates, so the optimal transmission cost, and relay set can be decided locally at each node. However, due to transmission delay, the node with larger expected utility is not necessarily the node that broadcasts earlier. If a node can further improve its expected utility and OpEU, but the backoff time runs out, its expected utility and OpEU cannot be maximized. The distributed implementation is an approximation, using a timeout mechanism. It may lead to an incomplete relay candidate set, so the OpEU of a node is not always optimal. However, it has two desirable features. First, the calculation is distributed, and each node decides its own transmission cost and relay set. Second, it greatly reduces the transmission overhead, as only the expected utility, and OpEU, which summarize the link state information, are propagated.
V. SIMULATION
In this section, we give an evaluation of our metric, and algorithm. Without loss of generality, the link cost is modeled as the energy consumption. We compare different metrics for determining the priority of the nodes in the relay set under the framework of opportunistic routing. The metrics include: 1) minimum hop count, 2) maximum path stability (path delivery ratio), 3) OpENU (expected utility), and 4) minimum cost.
A. Simulation Environment
Our simulation is based on NS-2.29. We set up the simulation in a 900 m 900 m area, which is the target field. We assume that nodes are homogeneous, and can be deployed in this area arbitrarily. We fix the position of the source , and the destination at locations (50 m, 450 m), and (850 m, 450 m) respectively; and randomly deploy the intermediate nodes. The cost of any link is generated according to the product of node 's transmission power (per bit), and the packet size. The stability of any link is the function of the received signal strength at node (denoted as ). As in [30] , the relation between bit-error-rate and is a function of the modulation scheme. In general, this relation can be expressed in the form where is the ambient noise (noise spectral density), and is defined as As specific examples, the bit-error-rate is given by for coherent on-off keying, by for -ary frequency shift keying, and by . Because the bit-error-rates for different modulation schemes are constant multiples of each other, we adopt the coherent on-off keying in our simulation for simplicity. Because we are interested in the general dependence of the error rate on the received power, as opposed to the details of a specific modulation scheme, we assume that the packet-error-rate is equal to the multiplication of , and the packet size. That is, the packet-error-rate is directionally-proportional to the bit-error-rate for a given packet size. As illustrated in Section III, the received signal power is equal to the transmission power divided by . For each set of specified parameters, we run each algorithm 100 times, and use the average value of the results to evaluate the performance. In the simulation, we consider , the number of nodes (in our experiments we vary from 30 to 100), as the tunable parameter.
B. Simulation Results
We first compare our heuristic solution with the optimal solution. Because the optimal solution is an exponential algorithm in terms of network size, and is very slow in the NS-2 simulator, we conduct this experiment in our customized simulator. The rest of the simulations are conducted in NS-2 (version 2.29). The result of the first simulation is presented in Fig. 5 . We set a stability range:
, and . The benefit value is set to 1000. We vary the number of nodes from 5 to 60 in increments of 5. The simulation results show that our heuristic solution is close to the optimal solution, and illustrates that the -expected utility provides good guidance for relay selection and prioritization. The reason for this is that -expected utility characterizes those nodes that contribute the most to the increment of OpEU.
We then conduct sensitivity analysis, i.e. evaluate the effect of parameters such as ambient noise , and benefit value . As discussed above, the stability of link is generated based on the received power . As a comparison, we also randomly generate the stability from [0, 1]. We use Dependent Stability to denote the former, and Independent Stability to denote the latter. We consider three values of ambient noise:
. The simulation result is illustrated in Fig. 6(a) . As expected, the ambient noise decreases the stability, and thus reduces the -expected utility. Moreover, we observe that the effects of the ambient noise on the -expected utility have similar trends for different values of ambient noise. Therefore, we set thereafter in the remainder of the simulations. We also observe that the maximum -expected utility path, based on the stability generated according to the received power, has a larger -expected utility than that based on randomly-generated stability. The reason for this is that the former has a smaller stability range compared with the latter.
We also evaluate the value of benefit on three metrics: cost, stability, and expected utility. We use maxUtility, lowCost, and highSTA to denote the optimal routes under maximum expected utility, lowest cost, and highest stability metrics, respectively. Roughly speaking, a source with higher benefit is more likely to avoid taking risks by selecting a less stable (lower path delivery ratio) but low-cost path. If the value of reflects the priority of a routing task, a higher priority routing task should select the more stable, but probably the most costly, routing path. Figs. 6(b) and 6(c) verify our analysis. Fig. 6(b) compares the cost of the selected routes under three different values of (the bottom line is the lowest cost path), while Fig. 6(c) compares the path delivery ratio of the selected routes (the bottom line is the most reliable path).
To explain why the integration of the opportunistic routing scheme can further improve the utilization of network resource compared to the expected utility-based method, we have shown that the integration of the opportunistic routing scheme can increase the -expected utility. Because we have already shown that -expected utility is an efficient metric to assess the utilization of network resources, it is valid to evaluate the utilization based on the value of -expected utility. Fig. 6(d) shows the experiment results. In each of the selected values of , the maximum opportunistic routing scheme (OpEU) beats the maximum expected utility route (EU) in terms of the -expected utility.
To illustrate that the expected utility can be used to efficiently allocate energy cost over networks, we compare it with three other metrics (minimum hop count, lowest cost, and highest stability). For each metric, we compute the corresponding optimal path. The four optimal paths are compared using different metrics. In Fig. 7 , the optimal routes under maximum expected utility, minimum hop count, lowest cost, and highest stability are abbreviated as maxUtility, minHop, lowCost, and highSTA, respectively. Figs. 7(a)-7(d) compare the four optimal paths under expected utility metric, cost metric, path stability metric, and hop count metric, respectively. Fig. 7(a) shows that the maxUtility path computed by our MaxUtility algorithm has the best performance in terms of expected utility. From Figs. 7(b) and 7(c), we can see that the maxUtility path's performance is second best in terms of cost, and path stability. The results show that our expected utility metric is a good metric to evaluate routing performance in wireless ad hoc networks. Our MaxUtility algorithm can achieve a good trade-off between cost, and stability.
In Fig. 7 , the minimal hop count path has similar performance to the most reliable path. The stability of a path is equal to the product of the stability of links on the path. Because the link stability is uniformly distributed, the lower the hop count, the higher the path stability. Figs. 7(c) and 7(d) verify the relation between the hop count, and the path stability.
In Fig. 7(a) , in terms of expected utility, the highSTA path has better performance than the lowest cost path. The reason for this is that the stability has a greater effect on expected utility than the cost. In (1) , if the benefit is large enough, the -expected utility will decrease by half with the stability decreasing by half, but the -expected utility will not decrease too much with the cost doubled. Fig. 7 (a) also shows that the -expected utilities of the max expected utility path, the most reliable path, and the minimal hop count path increase with the increment of the number of nodes, but the -expected utility of the lowest cost path decreases instead. With more nodes, more paths often exist. With the increment of node number, although the lowest cost path algorithm has more choices, the selected path will have more hop counts, and hence have lower stability. The effect of cost decrement cannot make up the effect of the stability decrement.
In Fig. 7(b) , both the max expected utility path, and the lowest cost path decrease with the increment of the number of nodes; but the most reliable path, and the minimal hop count path do not. As we have explained in Fig. 7(a) , with the increment of node number, the available paths increase, and hence lower-cost paths will be available. However, the cost of the most reliable path, and the minimal hop count path do not necessarily decrease. Our maximum expected utility balances the trade-off between stability and cost well. It has the advantages of both a stability metric, and a cost metric.
In Fig. 7(c) , except for the lowest cost path, the path stability of the paths increases with the increment of the number of nodes. We have discussed the reason for this in the argument for Fig. 7(a) . The desirable result is that the max expected utility path shows good path stability. The lowest-cost path is the worst of the four algorithms in terms of expected utility. The results are not surprising because the path stability is equal to the multiplication of the link stability, and hence the link stability has a great influence on -expected utility. The above experiment illustrates that -expected utility is an efficient metric to assess the utilization of network resource.
VI. CONCLUSION
In this paper, we studied the routing problem in ad hoc networks by considering resource scarcity, and the unstable nature of mobile nodes. We used a model that is different from existing resource-efficient routing, and adopted a new metric called expected maximum utility to assess the routing optimality. By studying the relationship between link cost and link stability, we successfully combined these two different metrics, and designed an algorithm which integrates the opportunistic routing scheme to find the efficient routing solution. In the future, we will explore the effect of signal strength on stability, and analyze the relationship between retransmission and opportunism.
