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Abstract—Knowledge transfer is a promising concept to 
achieve real-time decision-making for autonomous vehi-
cles. This paper constructs a transfer deep reinforcement 
learning framework to transform the driving tasks in the 
intersection environments. The driving missions at the un-
signalized intersection are cast into a left turn, right turn, 
and running straight for automated vehicles. The goal of 
the autonomous ego vehicle (AEV) is to drive through the 
intersection situation efficiently and safely. This objective 
promotes the studied vehicle to increase its speed and avoid 
crashing other vehicles. The decision-making policy 
learned from one driving task is transferred and evaluated 
in another driving mission. Simulation results reveal that 
the decision-making strategies related to similar tasks are 
transferable. It indicates that the presented control 
framework could reduce the time consumption and realize 
online implementation. 
 
Index Terms—Transfer learning, deep reinforcement 
learning, driving task, decision-making, autonomous vehi-
cles, unsignalized intersection 
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DRL Deep Reinforcement Learning 
DP Dynamic Programming 
RL Reinforcement Learning 
TL Transfer Learning 
TRL Transfer Reinforcement Learning 
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NN Neural Network 
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I.  INTRODUCTION 
UTONOMOUS driving enables the human drivers to have 
an enjoyable, efficient and safe driving experiences 
beyond the traditional driving [1]-[2]. In order to achieve 
self-driving with high automation, many high technologies are 
necessary. Inspired by the significant development of artificial 
intelligence (AI), many car manufacturers have constructed 
their own autonomous vehicles. Deep reinforcement learning 
(DRL) is regarded as a promising methodology to establish the 
functional modules for automated vehicles [3]-[4]. However, 
how to build the real-time decision-making controller is still a 
challenging topic [5]. 
Decision-making modules provide a sequential sequence of 
driving behaviors for autonomous vehicles to accomplish the 
stationary driving missions [6]-[7]. The typical driving sce-
narios are highway and urban situations. Including the pedes-
trians, bicycles and classical motor vehicles as participants, it is 
especially difficult to realize autonomous driving in urban 
conditions. Intersection is a representative driving situation, 
and many references have discussed the self-driving problems 
at intersections [8]. For example, the authors in [9] constructed 
a distributed intersection protocol for connected automated cars 
to access a traffic junction. The controller is based on the po-
tential functions, and the protocol is verified by the in-vehicle 
experimental test. Miculescu et al. [10] proposed a coordination 
control algorithm to help the self-driving cars drive through the 
intersections with no traffic signals. The simulation results 
indicate that the presented control framework could guarantee 
the safety and performance. Furthermore, Ref. [11] aims to plan 
the speed trajectories for connected and automated vehicles at 
signalized intersections. Dynamic programming (DP) is ap-
plied to resolve the optimization problem and the robustness is 
capable of being improved in the face of random signals. 
Reinforcement learning (RL) and DRL are widely used in the 
decision-making problems for self-driving vehicles [12]. To 
date, the combination of transfer learning (TL) and RL (or 
DRL) is a hopeful research concept to formulate the real-time 
decision-making controller [13]. Some attempts have been 
conducted to realize the implementations of transfer rein-
forcement learning (TRL). For example, Hou et al. [14] pre-
sented an evolutionary transfer reinforcement learning frame-
work for multiagent systems. The efficacy of this paradigm is 
demon- strated by comparing with the common TL methods. 
To address the multi-perspective light field reconstruction 
problem, the authors in [15] applied TRL idea to learn the 
feature set of the source domain and target domain.  
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Fig. 1. Control architecture of the presented TRL for decision-making policies transformation for autonomous vehicles.
Furthermore, Ref. [16] and [17] discussed the trajectory plan-
ning and target recognition topics for autonomous vehicles 
using TRL. Simulation results imply that the proposed TRL 
algorithms are able to ensure the model’s generalization and 
real-time performance.  
Motivated by the successful applications of TRL approaches 
in other research fields, this paper proposes a decision-making 
control framework at intersections for automated vehicles 
based on TL and DRL. The schematic diagram of this control 
structure is depicted in Fig. 1. The DRL technique and TL 
concept are firstly introduced. The special DRL algorithm is 
dueling deep Q-learning (DQL), whose performance has been 
certified in [18]. Then, the driving scenarios of the intersection 
situations are described. The behaviors controller is given to 
manipulate the AEV and surrounding vehicles. Finally, multi-
ple simulation experiments have been designed to evaluate the 
performance of TRL-enabled decision-making policy. The 
advantages of the proposed decision-making modules are an-
alyzed and demonstrated.  
The original innovations and contributions of this work are 
illuminated as follows: 1) a TRL-enabled control framework is 
built to resolve the decision-making problems for autonomous 
vehicles; 2) the dueling DQL algorithm is combined with TL 
method to transform the learned knowledge of different driving 
tasks at intersections; 3) a series of reasonable tests have been 
constructed to evaluate the optimality and real-time perfor-
mance of the presented decision-making strategies. This work 
is one attempt to apply the TRL concept to establish the re-
al-time decision-making policy for autonomous vehicles. 
To better explain the content of this paper, the rest of this 
article is arranged as follows. Section II describes the RL 
framework, dueling DQL algorithm and TL idea. The driving 
scenarios and behavior controller are depicted in Section III. 
Section IV discusses the related experiment results of the 
constructed decision-making policy. Finally, the concluding 
remarks are provided in Section V. 
II. TRANSFER DEEP REINFORCEMENT LEARNING 
In this section, the transfer deep reinforcement learning 
method is introduced. First, the parameters of RL framework is 
built by Markov decision process (MDP). The realization of the 
dueling DQL algorithm is then is given. The merits of this 
algorithm and its applicable scenes are analyzed. Furthermore, 
the TL is utilized to transfer the trained knowledge of different 
driving tasks. 
A. RL Concept 
In RL framework, an intelligent agent aims to search the 
optimal control sequence. The selection process is guided by 
the environment. By interacting with the environment, the 
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agent could improve the quality of the control action. This 
intersection is always mimicked by a finite Markov decision 
processes (MDPs), as a tuple (, , , ).  and  represent the 
state space and action space.  is the reward function, which is 
determined by the state variable and control action. Finally,  is 
the transition model to indicate the transformation of state 
variable [19]. 
RL methods have been applied in many research domains to 
derive the optimal control strategies [20-24]. In these problems, 
the goal of the agent is maximizing the accumulated reward. 
This reward is the sum of the immediate reward and discounted 
future rewards as follows: 
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T k t
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where t is the time step, and T is the time limitation. rk is the 
instantaneous reward received from the environment. γ∈[0, 1] 
is a discount parameter to realize the trade-off of current and 
future rewards. 
The control policy obtained by the agent is π. To compute the 
control action at each time instant easily, the cumulative reward 
is expressed as the expected forms, which are named as value 
functions. Two value functions are represented via the relevant 
state variable st and control action at as: 
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where (2) and (3) are the state-value function and action-value 
function. Eπ [.] denotes the expected value of the accumulated 
reward following policy π. The significance of one RL algo-
rithm is to update these value functions. Furthermore, many RL 
algorithms are motivated to update the action-value function 
(Q-table for short), wherein the action at is included. Depend on 
the disparate renewed criterions of Q-table, RL algorithms are 
classified into multiple categories. They are model-based and 
model-free, Monte Carlo and temporal difference, value-based 
and policy-based, and on-policy and off-policy [25]. 
To conveniently generate the control action at each step, the 
action-value function is rewritten as the recursive form: 
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where st+1 and at+1 are the state and action at the next step. The 
optimal control action is interpreted as the action maximizing 
the action-value function. The Bellman optimality equation is 
used to compute the maximum value of Q-table: 
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where p(st+1, rt|st, at) ∈ is the transition probability in transi-
tion model. The tuple (st+1, rt, st, at) is named as a transition or 
an observation in the RL algorithm to record the intersection of 
the agent and environment. Finally, the optimal control action 
is derived from the maximum Q-table as follows: 
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Having ostensive action in the expression, many RL algo-
rithms are defined to construct a mature action-value function 
(instead of state-value function). In this work, the conventional 
DQL and dueling DQL algorithms are introduced and exploited 
to update the Q-table. These algorithms are displayed in the 
next subsection. 
B. Dueling DQL Algorithm 
With the enormous ability to recognize the underlying rela-
tionships in a set of data, neural network (NN) is a powerful 
tool to build connections between the inputs and outputs. Deep 
reinforcement learning (DRL) is a combination of deep learn-
ing (or the NN) and RL [26]. The classical DRL algorithm is 
the deep Q-learning (DQL), which is first used to play the Atari 
games [27]. Reformulating the observation in the RL algorithm 
as (s ,´ r, s, a), the Q-learning algorithm is described as the 
following shape to renew the Q-table: 
 
     
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where α∈ [0, 1] is the learning rate in RL methods. It is applied 
to balance the new and old collected experiences (or transitions) 
from the environment. In the RL algorithms, the epsilon greedy 
strategy is utilized to choose the control action from action 
space at each step. This policy propels the agent to explore a 
random action with probability ε, and to exploit the current best 
action with probability 1-ε. 
For a complex problem with large state space and action 
space, the Q-table would be an immense matrix. It is 
time-consuming to obtain a mature Q-table. Hence, in DQL, the 
neural network is employed to approximate the Q-table as Q(s, 
a; ω), wherein ω represents the weights and biases of NN. The 
inputs of the NN are the state variables and control actions, and 
the outputs are the estimated Q-table.  
Two techniques are often used to update the Q-table in DQL, 
which are fixed target networks and experience replay. The 
former means the evaluate and target networks exist simulta-
neously in the training process of NN. The target network is a 
transcript of evaluate network, and it would be altered with a 
special step. The latter indicates that a series of transitions (or 
observations) are stored in a finite-sized cyclic buffer. A 
mini-batch of these samples is randomly chosen to train the 
evaluate network instead of the current experiences [28]. To 
measure the differences between the trained network and actual 
Q-table, the loss function is introduced as: 
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2
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where ω  ´ and ω are the parameters of target network and 
evaluate network, respectively. By updating the target network 
with the parameters of evaluate network periodically, the 
training performance is guaranteed to be promoted steadily. 
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Signing y=r+ γ maxa  ´Q(s ,´ a ;´ ω´), the gradient descent method 
is usually applied to update the evaluate network as follows: 
             ( )     = −  ( ) ( ( , ; )) ( , ; )L E y Q s a Q s a      (9) 
For some optimization control problems, the current control 
action may not cause apparent negative effects for the agent. It 
implies that the states have no repercussion with the instant 
action. The decision-making problem at the intersection of this 
work is one of these examples. Regarding to this kind of 
problem, dueling DQL is demonstrated to be more effective 
than the conventional DQL [29].  
In dueling DQL algorithm, a dueling network is established 
to approximate the action-value function (Q-table). Its essence 
of this network is a combination of two neural networks. One 
NN is used to calculate the state-value function V(s), and an-
other one aims to compute the advantage function A(s, a) [29]. 
This advantage function is the main innovation of the dueling 
DQL. It represents the consequences of control actions on the 
state variables. For example, the lane-changing behavior may 
not cause a collision immediately for self-driving vehicle. 
However, it would urge the objective vehicle to crash other 
vehicles soon afterwards. The sketch of the dueling network is 
depicted in Fig. 2. 
State-Value 
Function V(s)
Advantage 
Function A(s, a) 
Action-Value 
Function Q(s, a)
 
Fig. 2. Dueling network for action-value function approximation. 
In this work, the action-value function in dueling DQL is 
written as follows: 
 
                     = +( , ; , , ) ( ; , ) ( , ; , )Q s a V s A s a          (10) 
where τ and ζ are the parameters of NN to approximate the 
value-action function and advantage function. For generation of 
the optimal control action using dueling DQL, (10) is formu-
lated as forward mapping: 
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where | | is the norm of the action space, a  ´is the next action. 
The optimal action is derived by (11) as the following expres-
sion: 
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In this article, the dueling DQL is incorporated with TL idea 
to transfer the learned knowledge in the decision-making 
problem for autonomous vehicles. The dueling network is 
trained by the gradient descent technique in (9). The trained 
parameters of these networks from one driving task are trans-
formed and applied into another driving mission under TL 
framework. By doing this, the training time can be reduced 
sharply. Taking the control performance as the primary goal, 
this transfer reinforcement learning (TRL) concept is capable 
of being applied in online implementations. 
C. TL for Knowledge Transformation 
The selection of control actions by the intelligent agent in RL 
is a trial and error process. It is always time-consuming. For 
different studied problems, the training progress needs to be 
repeated. Moreover, the performance of DRL methods is ex-
tremely dependent on the setting of hyperparameters. How to 
improve the training efficiency and ensure the control effec-
tiveness is still a challenge in DRL research. 
β0
ε
t
p
Ttran Texp
p1
p2
p3
 
Fig. 3. Changed epsilon greedy policy for action selection in target task. 
Transfer learning (TL) technique is a novel paradigm of 
machine learning [30]. This approach tries to transform the 
learned knowledge from the source tasks to the target tasks. For 
example, regarding to the studied decision-making problem in 
this paper, the goal is to drive as fast as possible without colli-
sion. The related tasks are turning left, going straight and 
turning right at the unsignalized intersection. Hence, the control 
policy derived from one task is able to be applied in another 
mission. The integration of TL and DRL is an efficient modal-
ity to promote the learning efficiency. Several attempts have 
been made in different research fields [31, 32]. 
For the DRL methods, the transformation in TL means the 
reuse of the parameters of NN. The NN in the source tasks is 
named expert network, and the NN in the target tasks is the 
student network. For specification in this work, the TL repre-
sents altering the epsilon greedy strategy for control action 
choice. Three rules are defined to determine the control action 
in the target tasks [33], as shown in Fig. 3. The transfer rule 
states that with probability p1, the agent chooses the action 
suggested by the expert network. The related probability is 
described as follows: 
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                                  ( )1 0 1 / tranp t T= −                      (13) 
where β0 is the initial transfer belief, and Ttran is the transfer 
period, during which the agent in the target network is affected 
by the expert network. Texp is the initial exploration period in 
the target task. 
The second rule is exploration, which implies that the agent 
selects a random action with probability p2 = ε(1-p1). The third 
rule is exploitation, and it indicates that the agent chooses the 
best control from the student network with probability p3 = (1 − 
ε)(1 − p1). Guiding by these three rules, the agent could effi-
ciently utilize the knowledge from the expert network. This 
feature is capable of maintaining the performance and elevate 
the training efficiency in the target tasks. 
In this work, the driving tasks are three types, which are 
turning left, turning right and going straight. For the automated 
vehicle in the intersection environment, one of these missions is 
set as a source task, and the remaining two tasks are target 
tasks. For different source tasks, we evaluate the learned expert 
in the above three tasks. The relevant drivability, collision 
conditions, and learning efficiency of the studied autonomous 
vehicles are estimated. In the next section, the driving scenario, 
behavior controller and default parameters of the DRL tech-
nique are expounded, wherein the TRL method is employed to 
construct the decision-making strategy for the self-driving 
vehicles. 
III. VEHICLES IN INTERSECTION ENVIRONMENT 
In this section, the unsignalized intersection situation is de-
scribed. First, the traffic environment is constructed, wherein 
the autonomous vehicle and its surrounding vehicles are lo-
cated in the four-way intersection. Then, the behavior control-
ler of the surrounding vehicles is built. The vehicle speed and 
position of these vehicles are randomly settled. Finally, the 
default parameters of the decision-making are illustrated, in-
cluding the state variables, control actions, reward function and 
transition model. 
A. Traffic Environment at Intersection 
When an AEV approaches the intersection, it must decide 
whether to continue along the planned route or to stop in front 
of the intersection. The decision that whether it should turn to 
cross the intersection or whether other vehicles have priority 
depends on the right-of-way. Priority-controlled intersections 
and right-hand priority intersections are common unsignalized 
intersection types [34]. This paper selects the priori-
ty-controlled intersections as the intersection type, considering 
that the horizontal road is the main road and the vertical road is 
the secondary road. At priority-controlled intersections, drivers 
from the secondary road must give way to drivers from the 
main road.  
This paper mainly studies the decision-making strategy of 
AEV under different driving tasks. The road condition of in-
tersection is complex, AEV may have potential conflicts with 
surrounding vehicles, which will lead to stopping or decelera-
tion, and bring certain safety risks. The ideal goal of AEV is to 
reach the destination as soon as possible without collision. 
Therefore, efficiency and safety are selected as the evaluation 
criteria for left-turn decision-making at intersections, and re-
flected in the reward function. 
As shown in Fig. 4, the possible actions of the vehicles at 
intersection include turning right, turning left and going straight, 
and the driving intention of the surrounding vehicles is un-
known to AEV, so it is necessary for AEV to find out the 
driving intention and make the proper decision. In addition, 
since the location, speed, destination and driving behavior of 
the surrounding vehicles are generated randomly, it may occur 
that one vehicle collides with another. To prevent this from 
happening, a rudimentary collision prediction was added to the 
behavior of surrounding vehicles. Finally, each surrounding 
vehicle can predict the future position of other surrounding 
vehicles in three seconds, so that the surrounding vehicles can 
avoid collision with each other. 
Considering the general situation of the intersection, set the 
parameters of unsignalized intersection as follows: the fre-
quency of simulation is 20 Hz, and the duration is 15 seconds. 
The number of vehicles in the surrounding environment is N = 
15. The position of start and end of AEV is the same in each 
trial, and AEV makes action selection once every second. 
B. Behavior Controller 
In this paper, a double-layer framework is used to control the 
behavior of surrounding vehicles and AEV. The upper frame 
manages the longitudinal behavior and the lower frame man-
ages the lateral behavior. In detail, for AEV, the upper 
framework uses decision-making based on DRL to manage 
longitudinal behavior, while the lower framework implements 
a low-level controller which allows AEV to track a given target 
speed and follow a target lane. For the surrounding vehicles, the 
lower frame is the same as AEV, using a low-level controller to 
manage the lateral behavior, while the upper frame utilizes an 
intelligent driver model (IDM). 
More concretely, the lateral controller is a simple propor-
tional-derivative controller, combined with some 
non-linearities. The lateral controller consists of two parts, 
position control and heading control. The expression of heading 
control is as follows: 
                                       = + t L t                                 (14) 
                                    

  = −
t ,
( )
p t
K                           (15) 
                                     =
1
arcsin( )
2 t
l
v
                         (16) 
where ψt is the target heading to follow the lane heading and 
position, ψL is the lane heading and Kp,ψ is the heading control 
gain. ψ is the heading angle, δ is the steering angle, v is the 
forward speed, and l is the vehicle length. Position control is 
represented as follows: 
                                   = − ,l p l lv K d                                         (17) 
                                   = arcsin( )l
t
v
v
                            (18)
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Fig. 4. Decision-making problems at the unsignaled intersection for autonomous vehicles. 
where vl is the required lateral velocity, Kp,l represents the po-
sition control gain and Δdl is the lateral position of the vehicle 
with respect to the lane center-line. 
For surrounding vehicles, the upper framework uses IDM to 
manage longitudinal behavior, which helps generate realistic 
features of road conditions [35]. The desired distance dd can be 
calculated by the following formula: 
                       
 
= +  +

0
max max
2
d
v v
d d T v
a b
           (19) 
where d0 is the minimum distance between one vehicle and 
another on the same lane, and T is the desired time gap. amax is 
the maximum acceleration and bmax is the maximum decelera-
tion according to the comfortable purpose. △v is the relative 
velocity difference between the EAV and its front one, the 
acceleration of the vehicle a is obtained by equation (20): 
                       

 
=  − −  
 
2
max
1 ( ) ( )d
d
dv
a a
v d
               (20) 
where vd is the desired velocity, and λ is the constant exponent 
of the velocity term. d is the distance between the leading ve-
hicle and AEV, and dd is the desired distance. The main pa-
rameters in IDM are shown in Table I. 
TABLE I 
MAIN PARAMETERS IN IDM  
Keyword Value Unit 
Comfortable acceleration amax 6 m/s2 
Acceleration argument λ 4 / 
Desired time gap T  1.5 s 
Comfortable deceleration bmax -3 m/s2 
Minimum relative distance d0 7 m 
C. Default Setup of Parameters 
As described in section II, this paper regards the deci-
sion-making of intersection as an MDP, which is represented 
by state space, action space, a transition model, and a reward 
function. These settings are described below in this part. 
For state-space, the focus of observation is the position s and 
speed v of the vehicle. In order to facilitate the calculation, the 
position and speed are respectively expressed in the horizontal 
direction and vertical direction of the intersection. So for each 
vehicle observed, its state Si = {six, siy, vix, viy}, where i means 
the index of the vehicle, and x represents the horizontal direc-
tion of the intersection, and y represents the vertical direction of 
the intersection.Finally, the state space can be expressed as S 
={ Sa, S1, S2, ... , Sn }, where a means the index of the AEV, and 
n is the total number of surrounding vehicles observed. 
As mentioned above in section II, the steering angle δt of the 
AEV is controlled by a low-level lateral controller. Therefore, 
the selection of action is decided by DRL and only affects the 
longitudinal acceleration of the AEV. The action space is de-
fined as follow: 
 − 2[ 5,  0,  5] m/s
t
a                 (21) 
The transition model is established by using the 2-DOF bicycle 
model to get the vehicle speed and position after state transition. 
The velocity of the vehicle is easily obtained by acceleration, as 
shown in equation (22): 
                                      
+
= +
1t t t
dtv v a                               
(22) 
where vt+1 represents the vehicle velocity of next time step after 
vt, and dt is the length of one time-step. The heading angle ψt+1 
of the vehicle can be calculated from the following formulas: 
                                  = arctan(1 / 2 tan )t t                   (23) 
                                      = 2 sin /t t tv l                          (24) 
                                      
+
= + 
1t t t
dt                              (25) 
where δt is the front wheel angle, and ωt is the yaw rate of the 
vehicle. l is the vehicle length, and βt is the slip angle at the 
center of gravity of the vehicle. Based on the above formulas, 
the horizontal velocity vx and the vertical velocity vy can be 
further calculated: 
                      
 
 
+ +
+ +
 =  +

=  +
, 1 1
, 1 1
sin( )
cos( )
x t t t t
y t t t t
v v
v v
                  (26) 
Since the velocity is known, the position sx in the horizontal 
direction and sy in the vertical direction can be obtained: 
                          
+ +
+ +
 = + 

= + 
, 1 , , 1
, 1 , , 1
x t x t x t
y t y t y t
s s v dt
s s v dt
                            (27) 
Guided by reward signals, AEV learns how to act in their 
environment. Learning may be difficult due to sparse or de- 
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Fig. 5. Average return generated by DQL and dueling DQL in three driving tasks: left-turning, going straight and right-turning. 
 
Fig. 6. Compared driving length of the AEV in two DRL approaches. 
layed rewards, so the proper reward is crucial. Considering 
efficiency and safety, the reward is set as follows: 
  − 
= 

1 - 5 ,   if not reach the ending point
                 1                   ,  if reach the ending point
highest speed collision
r    (28) 
where collision=1 if AEV collides, otherwise collision=0. 
Similarly, highest-speed=1 if the velocity of the AEV is the 
highest, otherwise highest-speed=0. This reward function is set 
to encourage AEV executing a vertical left turn to reach the 
destination as soon as possible without collision. 
IV. RESULTS DISCUSSION AND ANALYZATION 
The performance of the proposed decision-making policy is 
estimated by simulation results in three aspects. First, the 
training processes of DQL and dueling DQL are compared and 
illuminated. Then, the trained networks via these two methods 
from different source driving tasks are transformed into three 
target tasks, which are left-turning, right-turning, and going 
straight. The testing reward and success rate are utilized to 
evaluate the TRL effect. Finally, the dueling DQL with and 
without TL are compared to verify the effectiveness of TL. 
A. DRL Training for Source Driving Tasks 
This subsection describes the training process of DQL and 
dueling DQL for source driving tasks. As mentioned above, the 
source driving tasks are left-turning, right-turning, and going 
straight at the unsignalized intersections. The running objective 
of the AEV is to drive as fast as possible without collision. For 
specification, the AEV should promote its speed and avoid 
crashing the surrounding vehicles. In different driving tasks, 
the running goal is the same. Hence, the learned knowledge by 
DRL from one task is able to be transformed into another one. 
As depicted in Section II, the intelligent agent in DRL aims 
to maximize the cumulative reward in (1). Fig. 5 shows the 
average return (reward) obtained by DQL and dueling DQL in 
three driving tasks. The number of episodes in these two DRL 
methods is 4000. In the driving tasks of left-turning and going 
straight, the reward of DQL has a fluctuant trajectory. It means 
that it is a little difficult for the AEV to know the driving en-
vironment well and choose the appropriate actions. Oppositely, 
the dueling DQL has an apparent rising trend in the first two 
tasks. It implies that the agent could acquire a bigger reward in 
dueling DQL. The relevant decision-making policy is better 
than DQL. Furthermore, in the right-turning situations, these 
two techniques are capable of achieving the same return. This is 
because that the right-turning task is relatively easy. The sur-
rounding vehicles would not often block the AEV, and thus the 
collision could be easily averted. 
To further analyze the control performance of these two ap-
proaches, the traveling distances of the AEV are compared in 
the three driving tasks. This traveling length is affected by 
vehicle speed, collision condition, and running time. In the 
left-turning and going straight situations, the traveling length in 
dueling DQL is more significant than that in DQL. It can be 
deduced that the vehicle speed is higher in dueling DQL, and 
the collision rate is lower in this technique. The surrounding 
vehicles would influence the driving distance of the AEV, too. 
Since the velocity and position of the surrounding vehicles are 
randomly defined, the traveling length of the AEV would be 
affected accordingly. In the right-turning environment, the 
DQL and dueling DQL are nearly the same. This is caused by 
traffic conditions, in which the right of way of right-turning is 
higher. Thus, the AEV could make a right-turning easily 
without crashing other vehicles. 
Finally, as the vehicle speed of the AEV is defined as the
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Fig. 7. Vehicle speed of the AEV in the training process of DQL and dueling DQL. 
state variable in the decision-making problem, the curves of 
vehicle speed are displayed in Fig. 7. The vehicle velocity of 
the AEV is mainly determined by the right-of-way. In the in-
tersection environment, the right-of-way indicates which car 
has the priority to go through the driving scenario. In general, 
the right-turning and going straight have a higher priority. The 
left-turning behavior needs to yield other vehicles. This feature 
in right-of-way could be embodied in the tracks of vehicle 
speed in Fig. 7. The speed trajectories in going straight and 
right-turning cases rise with the number of episodes. However, 
the velocity curve vibrates in the left-turning condition. This is 
because the random positions of the surrounding vehicles 
would affect the decisions of the AEV. In other words, the AEV 
needs to yield other vehicles and catch an opportunity to make 
left-turning. Moreover, dueling DQL is still better than the 
DQL in Fig. 7. In conclusion, the dueling DQL has better 
training performance than DQL. 
B. Evaluation of Transferred Knowledge 
 
Fig. 8. Reward in the TRL control case: from left-turning to three driving tasks. 
The proposed transfer reinforcement learning (TRL)-based 
decision-making strategy is validated in this subsection. The 
three driving tasks are indexed as scenario 1, scenario 2 and 
scenario 3 (sce 1, sce 2 and sce 3 for short) for convenience. 
The testing thought is arranged as follows: the trained networks 
in Section IV.A are transformed into the target driving tasks to 
improve the learning efficiency. Without loss of generality, the 
source driving tasks are settled as the left-turning and going 
straight. The target driving tasks are the three scenarios. It 
implies that the knowledge (trained network) learned from one 
source task would be applied in three target tasks. The testing 
episodes are 10. 
 
Fig. 9. Normalized return in TRL method: source driving task: going straight, 
target driving tasks: three driving scenarios. 
Fig. 8 describes the related rewards in different target driving 
scenarios. The source driving task is left-turning. DQL and 
dueling DQL are also compared in this TRL control framework. 
From Fig. 8, several appearances can be observed. The rewards  
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Fig. 10. Success rate of the AEV in two TRL control cases for three driving scenarios. 
in scenarios 1 and 3 are higher than those in scenario 2. Two 
reasons cause this characteristic. First, the left-turning is the 
source task, and thus the learned knowledge performs well in 
the left-turning situation. Second, right-turning is easy enough 
because it has a higher right-of-way. Furthermore, from the 
views of different methods, it can be observed that the dueling 
DQL is better than DQL. It is attributed to the advantage func-
tion A(s, a) in the dueling DQL. This function could help the 
AEV to measure the worth of control action and choose better 
actions. 
Then, the source driving task changes to going straight be-
havior. Fig. 9 depicts the similar distribution of rewards in DQL 
and dueling DQL. Since the source driving task is the going 
straight condition, the reward in scenario 2 is higher than that in 
scenario 1. From Fig. 8 and Fig. 9, it can be concluded that the 
source driving task would affect the control performance in 
different driving tasks. Similarly, since the right turning is easy 
enough, the return in scenario 3 is always large. To compare the 
two DRL methods in the transferred framework, the two 
sketches in Fig. 9 are able to be compared. The returns in du-
eling DQL and TL are usually better than DQL and TL. It 
indicates that the combination of dueling DQL and TL is a 
better choice. 
Finally, the success rate of the learned knowledge applica-
tions is the most concerning factor. The heatmap of the rela-
tionship between the source tasks and target tasks is given in 
Fig. 10. The dueling DQL and TL and DQL and TL are com-
pared and discussed. The number in each cell indicates the 
success rate of the TRL control cases, which means the colli-
sion did not happen. The X-axis means the source driving tasks, 
and the Y-axis implies the target driving scenarios. In most 
cases, when the source and target scenarios are the same, the 
success rate is very high. For example, when these indexes are 
also 2, the success rate is 100% in these two control cases. This 
feature conforms to the natural logic in the actual driving en-
vironment. By comparing the same cell in DQL and dueling 
DQL, it can be observed that the dueling DQL and TL case has 
better effects. It illustrates that the dueling DQL and TL is more 
suitable for the decision-making problem in this work. The 
impact of TL will be discussed in the next subsection. 
C. Estimation of TL Effectiveness 
The foregoing content describes the training process of the 
DRL approaches and the performance of the TRL-based deci-
sion-making strategies. This subsection focuses on assessing 
the effects of TL in RL learning procedure. As described in 
Section II. C, the TL is added into the DRL framework to im-
prove the learning efficiency. With respect to the deci-
sion-making problems at intersections, the trained networks 
from one driving task is transformed into the target mission. 
Since the dueling DQL is demonstrated to be superior to the 
DQL in this work, the dueling DQL with and without TL are 
compared in this part. 
 
Fig. 11. Cumulative reward dueling DQL with and without TL. 
To consider the paper length limitation, the driving task is 
selected as the left-turning behavior at the unsignalized inter-
section. The sole dueling DQL, and dueling DQL and TL are 
compared in 1000 episodes. Fig. 11 shows the accumulative 
reward in these two methods. Based on the transformed 
knowledge, the dueling DQL and TL is able to realize higher 
reward in the training process. It implies that the parameters of 
the network enable the AEV to understand the driving envi-
ronment better. As a consequence, the generated deci-
sion-making policy is more appropriate for traffic situations. 
Hence, the TL method could help autonomous vehicles to 
choose better control actions according to the transformed 
knowledge. 
To display the convergence rate of these two compared ap-
proaches, Fig. 12 exhibits the error of Q-table in these two 
control cases. Four types of error trajectories are given in this 
figure. From Fig. 12, it is obvious that the initial errors are 
different. Owing to the learned experiences in dueling DQL and 
TL, the error of Q-table is small at the beginning. The values of 
these errors in dueling DQL and TL are lower than those in 
DQL, which indicates that the evaluated network in the former 
is closer to the actual one. This feature also explains that the 
proposed TRL method has a faster convergence rate. Depend- 
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Fig. 12. Convergence rate comparison in the sole dueling DQL and dueling DQL and TL.  
ing on the simulation results in Fig. 11 and 12, it can be dis-
cerned that the TL concept is capable of improving the learning 
rate and guaranteeing the control performance. Since the con-
vergence rate could be promoted, the presented TRL frame-
work is a possible solution to construct the real-time deci-
sion-making policy for autonomous vehicles. 
V. CONCLUSION 
This paper proposes a transfer reinforcement learning (TRL) 
framework to improve the control performance and learning 
efficiency for automated vehicles’ decision-making problems. 
Three driving tasks are involved, which are left-turning, going 
straight, and right-turning. The learned knowledge from the 
source driving task is transformed into the target missions. 
Three aspects of evaluated experiments are conducted to ex-
pound the advantages of the combination of dueling DQL and 
TL. Results indicate that the proposed decision-making policy 
could improve learning efficiency and performance.  
Future works aim to realize the online implementation of the 
decision-making policies for autonomous vehicles. The con-
nected environment can be discussed. The real-world driving 
data is able to be applied. More advanced DRL algorithms are 
capable of being utilized. 
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