In this paper, we study the properties of a recently proposed class of semiparametric discrete choice models (referred to as the Marginal Distribution Model), by optimizing over a family of joint error distributions with prescribed marginal distributions. Surprisingly, the choice probabilities arising from the family of Generalized Extreme Value models can be obtained from this approach, despite the difference in assumptions on the underlying probability distributions. We use this connection to develop flexible and general choice models to incorporate respondent and product/attribute level heterogeneity in both partworths and scale parameters in the choice model. Furthermore, the extremal distributions obtained from the MDM can be used to approximate the Fisher's Information Matrix to obtain reliable standard error estimates of the partworth parameters, without having to bootstrap the method.
Introduction
Conjoint analysis is often used in practice to determine how consumers choose among products and services, based on the utility maximization framework. It allows companies to decompose customers preferences into partworths (or utilities), associated with each level of each attribute of the products and services. Since the early work of McFadden on the logit based choice model (31) , and the subsequent introduction of the Generalized Extreme Value models (32, 33) , discrete choice models have been used extensively in many areas in economics, marketing and transportation research.
In a typical discrete choice model, the utility of a customer (denoted by i ∈ I = {1, 2, . . . , I}), for an alternative (denoted by j ∈ J = {1, 2, . . . , J}), can be decomposed into a sum of a deterministic and a random utility given byŨ ij = V ij +˜ ij . The first component V ij is a function of preference weights β i , written as V ij (β i ), that represents the deterministic utility obtained from the observed attributes of the alternative. In most cases, β i is the vector of the customer's preference weights (or partworths) for the vector of attributes of alternative j offered to customer i, denoted by x ij .
The second component˜ ij denotes the random and unobservable or idiosyncratic effects on the utilities of customer i for alternative j.
Prediction of customer i's choice for alternative j is done by evaluating the choice probability P ij := P Ũ ij ≥ max k∈JŨ ik = P V ij − V ik ≥˜ ik −˜ ij , ∀k ∈ J . The computation involves an evaluation of a multidimensional integral, and closed form solutions are available only for certain classes of distributions. This includes the GEV family which is derived under the assumption that the error-term follows a generalized extreme value distribution. The Multinomial Logit (MNL) and Nested Logit (NestL) models are well-known members of this family. The choice probabilities do not have closed-form solutions for most other distributions.
In practice, an adequate modeling of consumer heterogeneity is important for accurate choice prediction. To account for taste variation among the customers, the Mixed Logit (MixL) model (see for example Train (44) , Allenby and Rossi (1)) assumes that the partworth parameter vector β i is sampled from a distribution β 0 +˜ i a . In this way, the utility functionŨ ij = (β 0 +˜ i a ) x ij +˜ ij captures consumer taste variation across the attributes. By integrating over the density, the choice probabilities under mixed logit model is derived as P ij = P ij ( i a )g( i a )d i a , where P ij ( i a ) is the choice probability for given i a , and g(·) denote the probability density of˜ i a . For instance, when the error terms˜ ij are i.i.d Gumbel, the MNL formula applies and Authors' names blinded for peer review Article submitted to Management Science; manuscript no. MS-MS-12-00426.R2
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At the same time, g( i a ) is typically assumed to be a continuous unimodal distribution such as the multivariate normal distribution. The choice probabilities and parameters for the MixL model are then estimated using simulation techniques.
An alternate way to deal with customer taste variation is to use a regularization technique often employed in machine learning. Evgeniou et. al. (13) propose a convex optimization formulation in the discrete choice setting as an alternative to the MixL model. Their approach is based on augmenting the conditional log-likelihood objective with a regularization term that pools information among the customers and shrinks the individual partworths towards the population mean. This is analogous to estimating the model using the likelihood function P ij ( i a )g( i a ).
In all these approaches, the error distribution˜ ij are essentially i.i.d Gumbel, so that the choice probabilities P ij (ε i a ), can be expressed in closed form. However, this implicitly assumes that the Independence of Irrelevant Alternatives (IIA) property holds at the individual level, even though it does not hold at the population level. Steenburgh (42) pointed out recently that the MixL model has undesirable properties, in that it restricts the type of susbtitution patterns that one can expect in the population, as long as individual IIA property holds. Louviere and Meyer (27) have also argued that much of the taste heterogeneity encountered in many practical choice tasks can be better described as scale heterogeneity, by assuming that customers has different scales for the idiosyncratic error terms. They modeled the random β i by˜ i a β 0 where β 0 is independent of i, and i a is random. Note that in these models, the idiosyncratic errors˜ ij for the alternatives, after the scaling by˜ i a , are still i.i.d. Gumbel, to ensure tractability of the choice model.
These assumptions, however, are not realistic for many choice tasks, especially for the case when one of the alternatives is presented as a no-choice or opt out option. In these cases, the assumption that the idiosyncratic error distribution for the opt-out option is identical to the rest of the product options is often too strong. This assumption is also not valid for many product evaluations. For instance, using the data from GroupLens Research page 1 , the ratings for two randomly selected movies (by 452 and 136 users respectivley) in the dataset are as shown in Figure 1 . Clearly the scale of the ratings for the two movies are different, as the spreads of the ratings for the two movies differ. If ratings are indicative of the utilities associated with the movies, it is then essential to account for the difference in scales in the idiosyncratic noise for choice modeling in movie selections.
There have been other attempts to investigate the benefits of incorporating heteroscedastic error distributions into choice models. Most of these studies built on the Heteroskedastic Extreme Value (HEV) model introduced by Bhat (6) , based on the assumption of independent extreme value error distributions with non-identical scale. Since a closed form for the choice probabilities under HEV Article submitted to Management Science; manuscript no. MS-MS-12-00426.R2
Figure 1
Plots of the ratings for two movies is not available, Bhat (6) developed a Gaussian quadrature technique to estimate the parameters of HEV using the maximum likelihood method. See
In this paper, we build on a recently proposed class of semi-parametric choice models that allow the idiosyncratic noise terms to have different scales across products/alternatives, and is yet computationally tractable. In a way, this approach extends the Nested Logit model, where the scale associated with different nests may be different. More importantly, our approach can be combined with the machine learning approach discussed earlier to handle both partworths and scale heterogeneity across attributes and products. In fact, incorporating a regularization terms often speeds up the convergence rate of the estimation procedure. Our approach has the added computational advantage that the calibration problem can be solved using standard nonlinear optimization packages. This approach is along the line of work in the semiparametric and nonparametric literature (see Manski (29) and Farias et. al. (14) ), in that we do not assume that the distribution of the idiosyncratic noise terms are completely specified. For these models, the standard errors of the estimates are often obtained via a bootstrapping approach. In our approach, the marginals in the MDM can be used to approximate the Fisher's Information Matrix to obtain reliable standard error estimates of the partworth parameters directly.
The structure of the rest of the paper is as follows:
• In Section 2, we introduce the Marginal Distribution Model (MDM) and establish its connection with the Generalized Extreme Value (GEV) model. We show that the GEV choice probabilities can be obtained as an instance of MDM using generalized exponential distributions. In the special case, this implies that MDM with identical exponential distributions generates the MNL choice probabilities. This is surprising because MDM is obtained without the assumption of independence, whereas the MNL model imposes the assumption of independence among the error terms. In fact, we show that under appropriate choice of marginals, there is a one-to-one correspondence between all choice probabilities in the unit simplex and the deterministic components of the utilities. As
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5 an illustration, the choice probabilities for a distributionally robust choice model (with known first and second moments for the marginals) can be derived from MDM using t-distributions.
• In Section 3, we study the parameter estimation problem under the MDM using the maximum log-likelihood approach. This estimation problem is known to be convex for only a few special cases.
We show that under a linear utility specification, the estimation problem for MDM is convex in partworths under appropriate conditions for several classes of marginal distributions. This includes the MNL and NestL results as special cases. We show further that the method can be used to find asymptotic variance of maximum likelihood estimators under MDM.
• In Section 4 and 5, we test the performance of MDM using simulated data and empirical conjoint choice data on safety features in automobiles. For companies such as General Motors, understanding customer preferences for these features is important as it provides key insights on packaging features for current and future vehicles. We use three types of models -MNL with and without heterogeneous partworth preferences, Mixed Logit with random partworths and instances of MDM to analyze the data. We find that despite the non-convex nature of the calibration problem, the scale and partworth parameters in MDM can be estimated fairly efficiently using standard nonlinear optimization techniques. The ability to account for scale heterogeneity among respondent for products and attributes is useful, as it can improve the out-of-sample hit rate by around 20%, compared to the MNL model. In this dataset, this approach even beats the more elaborate models with respondent-heterogeneous partworths using only a fraction of the computational time. We also propose a way to derive standard error estimates based on the MDM approach, and compare its performance with the standard Mixed Logit.
Choice Prediction under MDM

Marginal Distribution Choice Models
Natarajan, Song and Teo (37) have recently proposed a semiparametric approach to choice modeling using limited information on joint distribution of the random utilities. Under this model, the choice prediction is performed in the following manner: The modeler assumes that the customer i is utility maximizing while making her choice among the products (with utilities U ij ) in the choice set, and
The key difference from the conventional approach lies in the evaluation of choice probabilities.
Rather than finding the choice probabilities for an assumed distribution, the choice probabilities here are estimated for an extremal distribution θ * that satisfies certain pre-specified conditions (for example marginal distribution or marginal moment information). Extremal distribution here refers
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to the observation that θ * is chosen from a set Θ so that it maximizes the customer's expected welfare :
The extremal distribution is thus given by:
Given marginal distributions in the description of Θ, the framework of "copula modeling" from the statistics literature (see Sklar (41) , Nelsen (39) ) provides a flexible way in which the univariate distributions can be combined to create multivariate distributions. Besides the popular use of copula in financial risk management, Danaher and Smith (11) recently identified the flexibility of a copula modeling approach in marketing applications. Our choice of the extremal distribution in (3) gives rise to joint random variables which is commonly referred to in the copula theory literature as countermonotonic random variables (see Nelsen (39) , Weiss (46)) 2 .
When Θ denotes the family of all probability distributions with prescribed marginals, we obtain the Marginal Distribution Model (MDM). When Θ denotes the family of all probability distributions with prescribed first and second marginal moments, we obtain the Marginal Moment Model (MMM). Under the extremal joint distribution θ * of the random utility vector:
where y * ij (Ũ i ) is the optimal value of decision variable y ij in (1), which is random due to random coefficientsŨ ij , and P θ * (y * ij (Ũ i ) = 1) is the choice probability of jth alternative under the extremal distribution. For a detailed discussion on these models, the reader is referred to (37) where the model is derived and their application to discrete choice modeling is provided. The key result of Natarajan, Song and Teo (37) for the MDM is as follows. 
7 Under MDM, the optimality conditions yield the choice probabilities as:
where the Lagrange multiplier λ i satisfies the following normalization condition:
Natarajan, Song and Teo (37) provide an explicit characterization of the extremal distribution θ * 3 .
This result has several immediate implications. Take for instance when F ij ( ) = 1 − e − for ≥ 0.
Solving the optimality condition for MDM for (5) and (6), we obtain the MNL choice probabilities:
In fact, the formulation in Theorem 1 in this case is exactly the entropy-type utility maximization An important consideration that a modeler faces in the selection of a discrete choice model is that the utility model selected must be capable of generating all possible choice probabilities in the unit simplex. Hofbauer and Sandholm (21) and Norets and Takahashi (38) have shown that given any joint distribution of the noise terms, the mapping from the deterministic components of the utilities V ij to the set of choice probabilities is surjective. This implies that any vector of choice probabilities can be obtained by selecting suitable V ij . We show in the next theorem that under mild assumptions on the marginal density function, the same phenomenon holds for the MDM. 
3 This distribution is a finite mixture distribution of the form θ
where P * ij satisfies the conditions (5)-(6) and the density function for the error terms are generated independently as follows:
It is clear from this construction that the joint distribution under MDM is highly correlated.
Let Φ(V i2 , . . . , V iJ ) : J−1 → ∆ J−1 be a mapping from the deterministic components of the utilities to the choice probabilities under MDM. Then φ is a bijection between J−1 and the interior of the simplex ∆ J−1 .
Proof: See Appendix A.
This result shows that with the noise distribution F ij (·) fixed, the deterministic utility component
. . , V i,n ), with V i1 fixed at zero, is identifiable from the choice probabilities (P i1 , . . . , P in ).
In many applications, we also would like to identify the deterministic utility component and the parameters of F ij (·) at the same time. We assume for ease of exposition that V ij is an affine function of the attributes of the jth alternative, i.e., V ij = β x ij . Let F be a pre-specified family of distributions containing all possible noise distributions. We would like to know:
for all j, and
and β a = β b , then we would be able to identify β and F ij (·) from the choice probabilities. For instance, when 
Distributionally Robust Model with Known First and Second Moments
In a similar spirit, when error-terms˜ ij have mean zero and variance σ 2 ij , but the exact distribution is not known, the choice probabilities under the Marginal Moment Model (MMM) can be found by solving following concave maximization problem:
In this case, the optimality conditions generates the choice probabilities:
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We show that this choice formula can be obtained from MDM using t-distributions as the marginal distributions. Let
denote the distribution function of˜ ij . From the MDM choice probability (5), we have:
This is precisely the choice probabilities obtained from solving the MMM.
Generalized Extreme Value Model
The MDM choice probabilities as given by (5) and (6) are quite general in the sense that different choices of the marginal distributions F ij of error-terms˜ ij leads to different choice probabilities.
We show next that this model can be related to the GEV model, namely all GEV probabilities can be obtained from MDM.
Suppose
Note that F ij ( ) is a valid distribution function for˜ ij under the assumptions on G ij (·) listed in McFadden (33) , and γ are given parameters for the distributions. In this case, the Lagrange multiplier satisfies the condition:
Solving this equation, we get:
The customer i's choice probability for alternative j is then given by
which is exactly the choice probabilities obtained from the GEV model.
Note that
.
Hence by specifying appropriate choices of G ij (·), we can overcome the limitation of the IIA property inherent in MNL. For instance, when G ij (e V i1 , . . . , e V iJ , γ) = l γ jl V jl for all j, we have
If γ jl > γ kl , then whenever V il increases, P ij /P ik increases too. This captures the substitution pattern for the case when product l takes away more shares from product k then from product j.
Hence the GEV models developed this way need not satisfy the IIA property.
Estimation under MDM
In this section, we provide results on the parameter estimation problem under the MDM by exploiting first order optimality conditions. Since the choice probabilities of several classical choice models can be recovered from MDM, this provides a new approach to calibrate the parameters in these models.
Convex Calibration under MDM
McFadden (31) showed that the maximum log-likelihood problem under MNL is a convex optimization problem. For the Nested Logit model, Daganzo and Kusnic (12) showed that the problem is convex in partworth parameters for a choice of scale parameters if the mean utility is linear in the partworths. Note that in the NestL model, scale parameters are also estimated and the problem is not jointly convex in partworth parameters and scale parameters.
In the following theorem we present a general convexity result for MDM. We assume that the population is homogeneous (i.e. consumer partworths β i = β), and V ij (β) is affine in β. The calibration problem is to estimate the location parameters β. 
Proof: The maximum log-likelihood problem under the MDM assuming homogeneous consumer partworths β i = β can formulated as the optimization problem:
11 where z ij = 1 if the customer i ∈ I chooses alternative j ∈ J , zero otherwise. It is easy to see that the constraints in (13) can be relaxed to
since both the objective function and the left hand side of the unique constraint involving λ i are decreasing in λ i . In the optimal solution, λ i is chosen to be the value such that
The conditions in the theorem ensures thatF ij (x) = 1 − F ij (x) is convex and also log-concave, and so the MLE in (13), with the constraints replaced by (14) , is a convex optimization problem.
Note thatF ij (x) is log-concave if f ij (x) is log-concave. Furthermore, convexity ofF ij (x) implies that f ij (x), and hence log(f ij (x)), is non-increasing. Hence any density function with log(f (x))
concave and non-increasing will satisfy the conditions of the theorem. This includes f (x) = e −x as a special case, which corresponds to the well known MNL choice model.
Nested Logit
In the classical nested logit model, we have the GEV function 
Using the theory of constrained optimization under MDM, this approach provides an alternative proof of the result in Daganzo and Kusnic (12) . Proof: See Appendix B.
Marginal Exponential Model
As a generalization, we next consider a heterogeneous version of MDM where the exponential marginal distributions can potentially have different scale parameters. This model is inspired by the Heteroskedastic Extreme Value (HEV) model of Bhat (6) . Consider an instance of MDM, which we call the Marginal Exponential Model (MEM) where the scale parameters for each alternative and customer is given by α ij > 0 (possibly different) and the marginal distribution is given as
Thus MEM captures heteroskedasticity in the error terms as in the HEV model. For fixed scale parameters α ij , the estimation under MEM reduces to the convex formulation:
However when the scale parameters also need to be estimated, the maximum log-likelihood problem is no longer jointly convex in the (β, λ) and α variables.
Handling Partworth Heterogeneity
A key issue in discrete choice modeling is to handle heterogeneity in the data. Evgeniou et. al. (13) proposed a class of convex optimization formulations in the discrete choice setting to handle this issue, which can be used as an alternative to the mixed logit model (Allenby and Rossi (1)). Their technique is inspired by regularization techniques from statistics. By relaxing the assumption that the customers come from a homogeneous population with a common β, (13) allows for customers to have their individual partworths β i . We refer to the model in Evgeniou et. al. (13) as β-HetMNL.
For β-HetMNL, the log-likelihood objective is supplemented with a regularization term that pools information among the customers and shrinks the individual partworths towards the population mean. The convex optimization problem for β-HetMNL model is formulated as:
where the parameter γ ≥ 0 captures the tradeoff between the log-likelihood criterion and the regularization term. For a fixed value of γ, this problem is convex. The value of γ is set with cross validation techniques that could possibly use either out of sample data or alternatively bootstrapping methods with in sample data. A natural extension is to replace the MNL choice probabilities
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The β-HetMEM model has J additional parameters in α j , compared to the β-HetMNL model and it overcomes the constant scale assumption in β-HetMNL. When α j are identical for different j, it reduces to the β-HetMNL model. For identification purposes, we impose additional bounds on the scale parameters α j in numerical experiments.
A key feature of MEM is that it has the flexibility to capture heterogeneity in the scale parameters for the alternatives and customers. The importance of incorporating scale heterogeneity in the random component of the utilities has been observed by several researchers including Bhat (6),
Louviere (24) 
The parameter γ captures the tradeoff between the log-likelihood criterion and the regularization term for the scale parameters. For model identification, we add in constraints that requires (α ij )
to be chosen from a set C. We can set γ using cross-validation.
Note that (α-HetMEM) has significantly less parameters that (β-HetMEM) and (β-HetMNL), since the number of attributes in the problem is usually much larger than the number of products. i.e., |{α ij }| << |{β i }|. In the computational experiments, we will demonstrate with a set of empirical data from General Motors that (α-HetMEM) can in some cases explain much of the taste variations, as compared to (β-HetMEM) and (β-HetMNL). This again confirms the usefulness of capturing scale heterogeneity in the model.
Asymptotic Variance of the Maximum Log-likelihood Estimators (MLE)
It is well known from the theory of maximum likelihood estimation that, under certain regularity 4 conditions of the log-likelihood function, the following Asymptotic Normality property holds.
Asymptotic Normality: As the sample size increases, the distribution ofα approaches the Gaussian distribution with mean α 0 and covariance matrix [I(α 0 )] −1 , where
I(α 0 ) is called information matrix. When the form of I(α 0 ) is not available, the following asymptotically equivalent estimator of information matrix can be used:
We assume that log-likelihood function in (13) satisfies the regularity conditions of Asymptotic Normality. We now evaluate second order partial derivatives of the log likelihood function under the MDM at the MLE. For the models such as Mixed Logit and Multinomial Probit, the evaluation of these partial derivatives is done numerically by manipulating the first order derivatives of the simulated log-likelihood. The estimation is not only computationally challenging, but is also prone to errors. In the case of MDM, analytical expressions can be derived for the second order partial derivatives. Although it doesn't seem straightforward as the maximum likelihood problem (13) involves normalization constraints, and additional variables λ i , i ∈ I, deriving analytical expressions for second order partial derivatives is fairly easy. The key step involves deriving first order partial derivatives of λ i with respect to the MLE using the normalization constraints. A step-wise method for finding the analytical expressions of second order partial derivatives for general distribution functions F ij is outlined next.
We present the method when partworth only parameters β are estimated. For the case when additional parameters such as scale parameters of distributions F ij are also estimated, a similar procedure can be used. The log-likelihood function is:
15 where the variables λ i are the solutions to the equation:
Typically, V ij (β) is linear in the vector of parameters β = (β 1 , β 2 , . . .) . The following steps can be used to evaluate the second order partial derivatives of log likelihood function at MLEβ.
Step 1. For each i ∈ I, differentiate constraint (23) with respect to β. We get following expression:
Note that V ij is a function of β and f ij are density functions of F ij . The above vector can be differentiated again to find analytical expressions for ∇ 2 β λ i .
Step 2. For i ∈ I and j ∈ J , choice probabilities are P ij = 1 − F ij (λ i − V ij ). Differentiating these probabilities with respect to β, we get the gradient:
Using this, find the matrix of second partial derivatives:
These expressions can easily be derived using first and second order derivatives of λ i found in Step 1. Note that, in the case when V ij are linear in parameters, ∇ 2 β V ij = 0.
Step 3. The final step involves differentiating the log-likelihood (22) with respect to β twice to find the expression for second order partial derivatives of log likelihood:
Using expressions derived in Step 2, we can find the analytical expression for this, and evaluate it at MLEβ.
In the Appendix C, we provide expressions for partial derivatives for general marginal distributions F ij belonging to a location-scale family, for the case when partworth β as well as standard deviations are estimated simultaneously. These derivatives can be used directly to find second order partial derivatives of log-likelihood function, and hence standard errors of estimators as long as the marginal distributions under the MDM are from the location-scale family. However, due to scaling issues and explicit bound constraints on the scale parameters, in our experiments we found that the standard error estimates of the scale parameters are usually less reliable. We focus on the standard error estimates for the β parameters in this paper.
Computational Experiments using Simulated Data
In this section, we test for the empirical identification of the partworth and scale parameters in MEM using a small scale simulation study. Consider a choice set with 4 alternatives indexed as N = {1, 2, 3, 4} where alternative 4 is the outside option. The utility of the four alternatives for customer i is defined as:
The constants ASC j denotes the alternative specific constants for the first three alternatives Using the choices made by the individuals in the simulation, we estimated the parameters using the following log-likelihood estimation model:
The optimization problem were coded in AMPL and solved using the LOQO solver. The scatter plot for the true and estimated parameters for the 15 sets of parameters are plotted in the Figure 2 . From Figure 2 , we observe that as the number of simulated choices increases, the estimated parameters clearly get closer to the true parameters. If one knows the true values of the α j parameters then from our previous results, the estimation problem is convex and hence we would expect to converge to the true solution. Since we also estimate the scale parameters, the optimization problem is non-convex. The results indicate that while non-convex, the LOQO solver in conjunction with an appropriate optimization formulation is able to correctly identify the α and β parameters in this example.
To stress-test the results, we also simulated choices by changing the underlying distribution of the error terms. Results in Section 2 imply that the MEM choice probabilities with exponential The results indicate that the model is effective is identifying the α and β parameters. For the alternative specific constants, we found that in 4 of the 45 parameters there was a fairly big difference in the actual values of the ASC parameters and the estimated ASC parameters. A more in-depth study of these cases showed that this corresponds to alternatives with very low scale parameters α j ≤ 0.1. In this case, the presence of the product term in the estimation model α j ASC j makes the estimates of the alternative specific constant from the optimization formulation more extreme.
Computational Experiments using Empirical Data
In this section, we apply the models developed in this paper to empirical data provided by General
Motors. The choice-based conjoint data was collected by GM to understand customer's trade-offs
Article submitted to Management Science; manuscript no. MS-MS-12-00426.R2 for various vehicle features. We were provided conjoint choice data for a total of 500 customers.
Each customer performed 19 choice tasks. The data was collected using the CBC/Web system of the Choice-Based Conjoint from Sawtooth Software (40) . There were 19 feature attributes and one "Price" attribute. Each attribute has between 2 to 11 levels. In each choice task, three alternatives (feature packages) were shown based on a Partial Profile Conjoint Experiment (see Chrzan and Elrod (9)), where only information on 10 attributes were shown at a time, with the "Price" attribute being shown in all tasks. In each choice task, the customer either chose one of the three alternatives or the outside option. The latter is referred to as the "No Choice Alternative".
The complete list of product attributes and the attribute level codes are shown in Table 1 . While the full description of each of the attributes and their levels were shown to customers, we use simple codes to represent them in Table 1 . As an illustration, the product attribute NS refers to "Navigation System". Level NS1 refers to standard "Navigation System", NS2 refers to "Navigation System with Curve Notification", NS3 refers to "Navigation System with Speed Advisor", NS4
refers to "Navigation System with Curve Notification and Speed Advisor", whereas NS5 refers to "Not Present". For the "No Choice Alternative", since there is no information on the attributes, we use zero to denote the mean utility of the alternative.
Apart from the feature package attributes, the data also contained information regarding customers demographic profile such as age, education, income, gender and percentage of time the customer drives at night.
Classes of Choice Models
We first compare the estimation and prediction results on the General Motors choice data using MNL, NestL and MEM. We compare the three models, both with and without heterogeneity. We estimated the parameters for MNL, NestL and MEM by maximizing the log likelihood function.
To keep the terms and notations consistent, we let I = {1, . . . , 500} denote the set of customers, and J = {1, . . . , 19} denote the choice tasks for each customer. The set of available alternatives for each choice task is k ∈ K = {1, . . . , 4}, where the fourth alternative is the "No Choice" alternative.
The product attribute vector is now denoted by x ijk , i ∈ I, j ∈ J , k ∈ K. In the experiments, all the attributes were coded as effect-type dummies, and therefore, each element of x ijk was set to 1 if the corresponding attribute level was present in the choice task and 0 otherwise. The comparison Article submitted to Management Science; manuscript no. MS-MS-12-00426.R2 study was carried out between three classes of models:
(a) Respondent Homogeneity: In the simplest model, we assume that all the customers are homogeneous in their partworth preferences and scales of their idiosyncratic noises for different options. Under MNL, the maximum log-likelihood problem is formulated as a convex optimization problem:
where z ijk = 1 if the customer i ∈ I in choice task j ∈ J chooses the alternative k ∈ K and zero otherwise.
Under MEM, the marginal distribution of each error term is modeled as an exponential distribution: P (˜ ijk ≤ t) = 1 − e −α k t . The parameter α k in this case corresponds to the scale parameter for each of the four choices k ∈ K . Since the alternatives shown to the customers varied with tasks, we consider the simplest possible model where the scale parameters for the first three alternatives are assumed to be identical (α 1 = α 2 = α 3 ), but the scale parameter for the "No Choice" alternative can be different. The maximum log-likelihood problem in this case is: (MEM) max λ,β,α k i∈I j∈J k∈K
The constraint k∈K α k = 4 is to normalize the scale parameters and the constraints α k ≥ TOL ensures that the scale parameters are strictly positive. Smaller values of TOL gives more flexibility to the model but causes overfitting in some cases. In the experiments, we set TOL = 0.1.
In Nested Logit model, it is natural to form the first three option as a nest, while the outside option forms another nest. The maximum log-likelihood problem is thus:
(NestL) max
21
Note that the upper bound UB is imposed since the value of θ must be within a particular range for the model to be consistent with utility-maximizing behavior (see for example (44)).
In our experiments, we set U B = 1.8 and the lower bound T OL to 0.1 as in MEM.
(b) Respondent partworth heterogenenity: The second class of models uses a regularization approach to model customer partworth heterogeneity. In β-HetMNL, the log-likelihood objective is supplemented with a regularization term that pools information among the customers and shrinks the individual partworths towards the population mean. The convex optimization problem for β-HetMNL model is formulated as:
where the parameter γ ≥ 0 captures the tradeoff between the log-likelihood criterion and the regularization term. For a fixed value of γ, this problem is convex. The value of γ is set with cross validation techniques using either additional data or bootstrapping methods with in-sample data.
An extension of this model is to incorporate partworth heterogeneity into the new MEM. The optimization problem under β-HetMEM is formulated as:
(c) Respondent scale heterogenenity: The third class of models assumes that β is common across the customers but allow for the scale parameter to vary across customers and alternatives. In our dataset, since the the first three alternatives vary across different choice tasks, we simplify the model by assuming that α i1 = α i2 = α i3 , but allow for the scale of the "No Choice" alternative α i4 to be different. We term this model as α-HetMEM. The optimization problem under α-HetMEM is formulated as:
(α-HetMEM) max λ,β,α ik ,α k i∈I j∈J k∈K
The parameter γ captures the tradeoff between the log-likelihood criterion and the regularization term for the scale parameters. Once again, we set γ using cross-validation.
Parallel to the α-HetMEM, one can also allow the scale parameters to vary among different customers in Nested Logit model. We term this model as θ-HetNest. We implement this model as a benchmark for the α-HetMEM model. The optimization problem under θ-HetNest is formulated as:
The parameter γ again captures the tradeoff between the log-likelihood criterion and the regularization term for the scale parameters.
Results
For each respondent, we use the first 12 of the 19 choice tasks performed by the customer to estimate the parameters of the models. This corresponds to a total of 6000 in-sample data points.
We next use the calibrated model to predict the choices for the remaining 7 tasks for each customer.
This corresponded to a total of 3500 out-of-sample data points. We compared the methods using four different criterion:
• Log-likelihood (LL): The fit log likelihood (in sample) and the predicted log likelihood (out of sample) were used to compare the fit and prediction of the choice models.
• Akaike information criterion (AIC): AIC is a measure of the relative goodness of fit of the model and is derived based on information entropy concepts. AIC describes the tradeoff between the accuracy and complexity of the model and is defined as AIC= 2k -LL, where k is the number of parameters to estimate in the model, and LL is the log likelihood for the estimated model. A lower value of AIC indicates a more preferred model. Thus AIC rewards not only the goodness of fit, but also includes a penalty that increases with the number of parameters estimated.
• Hit rate: The hit rate is defined as the fraction of choice tasks in which the alternative chosen by the customer coincides with the the alternative with the highest predicted probability. Hit rates were evaluated for both the in sample and out of sample data.
• Computational Time: The computational time that was required to solve the different optimization models were used to compare the models. The optimization routines were coded in AMPL and solved using the LOQO solver. The results are provided in the Tables 2 and 3 . Several observations can be made from the results:
(a) The models with homogeneous β performs roughly the same in both in-sample and out-ofsample experiements, in terms of LL and Hit Rate (around 46% to 51%).
(b) Incorporating heterogeneity in the customer partworths significantly improves the in-sample performance over the homogeneous partworth models -both log-likelihood and hit rates improves drastically for β-HetMNL and β-HetMEM model. The in-sample hit rate is as high as 80%, while it is 60% in out-of-sample experiments. The performance of β-HetMNL and β-HetMEM are very similar, indicating again that adding customer invariant scale heterogeneity does not improve the β-HetMNL model. Note that these approaches are much more computationally intensive, due to significantly more parameters that need to be estimated for model
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Method
We note that a good choice of D can improve both the in-sample and out-of-sample performance significantly. However, this procedure typically becomes unstable nearer the optimal choice of D as the problem become degenerate. The AIC performance of these models are also the worst, due to the large number of parameters needed for the calibration problem.
(c) By incorporating respondent heterogeneity in the scale parameters, we obtain the best performance for out-of-sample experiments. There are much fewer parameters needed in the α-HetMEM model (with 572 scale parameters), compared to β-HetMEM (with more than 40, 000 parameters). This is reflected in the AIC criterion where the α-HetMEM outperforms
MS-MS-12-00426.R2
25 the β-HetMNL and β-HetMEM models significantly. The α-HetMEM also has the best outof-sample log-likelihood with LL = -3201.4232 (for γ = 6). In terms of hit rates, capturing scale heterogeneity provides a 2% improvement over the β-HetMEM and β-HetMNL model in out-of-sample experiments.
(d) In terms of running times, the MNL runs in the least time followed by the α-HetMEM and then the β-HetMNL and β-HetMEM models. This is surprising since α-HetMEM is a non-convex optimization problem while β-HetMNL is convex. However this can be partly explained by the fact that α-HetMEM has far fewer variables compared to the β-HetMNL. Note that α-HetMEM runs faster than MEM, indicating that the convex regularization terms are effective in speeding up the convergence of the algorithm.
A natural extension based on these results is to build a more sophisticated customer heterogeneity model that accounts for both partworth and scale heterogeneity as in Fiebig et. al. (16) . However, the problem becomes computationally intractable because of the difficulty in calibrating the D matrix for this non-convex problem. To get around such difficulty, we used only the simplest case where D was set to the identity matrix and tested the performance of our model, by allowing partial or full set of the β parameters to be heterogeneous. For this dataset, we however did not detect any significant improvement in the performance (see Appendix D for more details on the experiment).
This suggests that in this dataset it is important to model the scale carefully by allowing for customer heterogeneity in their perception of the outside option. Using the scale heterogeneity models (α-HetMEM) in this dataset provides a significant improvement in terms of out of sample performance and better results than partworth heterogeneity models (β-HetMNL or β-HetMEM).
Furthermore, it requires only slightly more computational time than the classical MNL model, but improves upon its hit rate performance by more than 20%.
We finally test for the robustness of the results by splitting the data set in different ratios and compare the homogeneous MNL model with α-HetMEM. Out of the 19 choice tasks, we split the calibration to prediction set sizes in ratios of 15:4, 12:7 (the original split), 9:10, 6:13 and 3:16.
The results are provided in Table 5 . From the table, we see that the improvements obtained over the simple MNL model are fairly robust, in that the α-HetMEM provides improvement in terms of out-of-sample hit rates from 15% to 20%.
Standard Error Estimation
For the second set of experiments, we test the accuracy of the standard error estimation from MDM. As theses estimates are not readily available for the semi-parametric and non-parametric methods such as β-HetMNL, we compare the performance of MDM with the Mixed Logit model.
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where˜ a models the taste variation in β. We assume also that the demographic variables affect the utility of the first three alternatives, but not the fourth (cf. Hoffman (22) (8) and (9) can be used for estimation and prediction. We refer to MMM with random coefficients as "mixed-MMM".
We used the same setup as before to conduct the second experiment. We allow partworths corresponding to the levels of attributes BZ, FP, RP, PP, and NV to be random, while partworths of other attributes were assumed to be deterministic. We have performed the same experiment on other selection on product attributes, and the results are largely identical. We report the results for this experiment merely because the LL obtained from these models are the best among all experiments performed.
27 Table 7 and 8 in the Appendix show the parameter estimates corresponding to attribute levels, and the associated standard errors, from simulation (for ML) and from the MDM approach (for MMM). A total of 74 parameters were estimated. It is interesting that the mixed-MMM can generate maximum likelihood estimators (MLE) that are fairly similar to the Mixed Logit, a model that is widely used in practice and well-supported in theory. This seems to be in general true for the MLE of means partworths of attribute levels. Furthermore, based on the standard errors calculated, both models identify the same set of partworth attribute-levels that are significant. 
Managerial Insights
Our experiments on the vehicle features data provide some interesting managerial insights. For example, we observe that a technically advanced feature is not always preferred by the customer over the less advanced one. For the feature attribute Navigation System (NS), the levels NS3 and NS4 are technically more advanced as compared to NS1, the former two having extra features on top of the latter. Interestingly, the value of partworth estimates for NS1 is higher than NS3 and NS4. A similar observation holds for attribute Lane Departure (LD) as well. There can be several reasons for customers to prefer a less technically advanced product over a technically more advanced one. It may be due to the lack of prior experience with such new technologies, or because customers prefer human in-the-loop kind of technologies. Another interesting implication of this observation is that a bundle of two attributes is not always desired by customers. It is possible, for example, that customers prefer an attribute when presented in the absence of another desired attribute more than a bundle of the two. Our studies also reveal that explicitly showing "none" for The relative preferences across attributes also provide useful insights on willingness-to-pay for various attribute levels. For example, the MNL as well as the MMM suggest that NV2, NS1, NS4, SC3 and BU4 are the top 5 attribute levels in terms of highest partworth estimates and consequently highest willingness-to-pay. Such insights can be used for evaluating proposed feature packages on vehicles and for determining the required pricing for these packages to obtain a balance between demand and profits.
The test implementations of the mixed-models suggest there can be significant heterogeneity in preferences of certain attributes like Blind Zone Alert and Parallel Park Aids, and it might be prudent to look at underlying taste variations among the customers.
Conclusion
In this paper, we have provided new theoretical and empirical insights into the semi-parametric approach introduced in (37) for discrete choice modeling. Using appropriate choices of marginal distributions, we can reconstruct many interesting choice probability formulas such as MNL, Nested
Logit and GEV. This allows us to estimate and calibrate the parameters in these models using standard optimization tools, from which the convex nature of many classical log-likelihood maximization models follow easily. The numerical results using a set of conjoint data confirm the efficacy of this approach. By explicitly incorporating customer heterogeneity into the choice model, we develop a new parsimonious choice model called α-HetMEM and show that it is possible to obtain good out-of-sample performance by allowing for the scale parameter of the outside option to be potentially different across respondents. Capturing scale heterogeneity with a simple model in this dataset provides significant improvements over other representations of heterogeneity. In a separate experiment using the same set of data, the mixed form of MMM essentially picks up the same set of significant parameters as the mixed logit model, albeit at a fraction of the computational efforts needed.
The insights obtained in this study are potentially useful for other settings. In most operations management problems involving choice models, invariably the outside option (i.e. "No Purchase") is always one of the choices available. This paper proposes a parsimonious and yet computationally tractable method to incorporate this phenomenon into choice prediction, allowing for customer level heterogeneity in the idiosyncratic noise distribution across product options. The performance of this method on an empirical data set is encouraging -the α-HetMEM model retains the simplicity of the MNL method, and yet it can improve the out-of-sample hit rate by close to 20%. A natural extension is to examine the performance of this approach in a revenue management setting, where the MNL has been used predominantly because of its ease of use.
While we restrict our discussion to discrete choice models, it should be noted that the model of (37) applies to general 0-1 optimization problems. This would allow to extend some of the results in this paper to estimate the partworths of more complicated choice tasks, when there are trade-offs and constraints in the selection of products (such as in the assignment problem, and shortest path problem). This is potentially useful also for non-compensatory choice modeling, if we impose an additional constraint (with random parameters) into the MDM problem. This can be used to model the ad-hoc screening process used by consumers in choosing products to evaluate, and will entail generalizing the MDM model into the case where the objective and constraints are both randomly generated. We leave this and other issues for future research.
Proof of Theorem 2
Proof: Under MDM, the choice probabilities are given as:
where λ is the solution to the normalization condition:
Under the assumption that F ij (·) is strictly increasing on it's support, it is clear that a unique value of the multiplier λ satisfies the normalization condition. For the semi-infinite support, this value of λ will lie in the range max j∈J V ij + ij , ∞ and for the infinite support, the value of λ will lie in the range (−∞, ∞). Hence the choice probabilities strictly satisfy P ij ∈ (0, 1) with j P ij = 1.
To complete the proof, we show that for choice probabilities in the interior of the simplex, there is a an unique set of values for the utilities (V i2 , . . . , V iJ ) with V i1 = 0 and the multiplier λ. From the set of equalities, we get
and
Hence there is a one-to-one mapping between the set of deterministic utilities in J−1 and the set of choice probabilities in the interior of the unit simplex.
The exponential marginal distribution for MDM that recreates the MNLV choice probabilities, the generalized exponential distribution for MDM that recreates GEV choice probabilities and the t-distribution for MDM that recreates the MMM choice probabilities satisfy the conditions in Theorem 2.
Proof of Theorem 4
We rewrite problem (15) in the following manner.
Since θ ∈ (0, 1],V ij , j ∈ J are affine in β, and ln i e x i is convex in x, the objective function of this problem is concave. To show that the feasible region is convex, it suffices to show that the function Further,
Clearly zz 0. Further 1 zdiag(z) − zz 0 due to Cauchy-Schwarz inequality. The convexity of g(x) follows from the positive-semidefiniteness of Hessian ∇ 2 (g(x)).
Estimation of asymptotic variance of MLE under the mixed-MMM
Consider the random utility model (32) for mixed-MMM: 
+
in the following expressions.
For the parameter estimation under mixed-MMM, the maximum log-likelihood problem can be written as follows: 
Comparison of Mixed MMM and Mixed Logit
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