The Weather Research and Forecast numerical model is used to characterize the influence of a thermally-driven down-valley flow on a developing cold-air pool in an idealized alpine valley decoupled from the atmosphere above. Results for a three-dimensional (3D) valley, which allows for the formation of a down-valley flow, and for a two-dimensional (2D) valley, where the formation of a down-valley flow is inhibited, are analyzed and compared. A key result is that advection leads to a net cooling in the 2D valley and to a warming in the 3D valley, once the down-valley flow is fully developed. This difference stems from the suppression of the slope-flow induced upward motions over the valley centre in the 3D valley. As a result, the downslope flows develop a cross-valley circulation within the cold-air pool, the growth of the cold-air pool is reduced and the valley atmosphere is generally warmer than in the 2D valley. A quasi-steady state is reached for which the divergence of the down-valley flow along the valley is balanced by the convergence of the downslope flows at the top of the cold-air pool, with no net contribution of subsiding motions far from the slope layer. More precisely, the inflow of air at the top of the cold-air pool is found to be driven by an interplay between the return flow from the plain region and subsidence over the plateaux. Finally, the mechanisms that control the structure of the cold-air pool and its evolution are found to be independent of the valley length as soon as the quasi-steady state is reached and the down-valley flow is fully developed.
Introduction
The representation of the stable atmospheric boundary layer in complex terrain, ranging from rugged lowlands with valley incisions to the highest mountains, constitutes a significant forecasting challenge. Small-scale processes in such complex terrain remain largely unresolved by current numerical weather prediction models and so are their impacts on weather, climate and air quality (see for instance Zardi and Whiteman 2013) . Specifically, large temperature variations may occur over short distances, especially during clear nights when radiative cooling of the surface leads to a strong ground-based inversion (GBI). In areas sheltered from the atmosphere above, particularly from flow where high wind speeds and consequent intense turbulent mixing conspire to reduce vertical temperature gradients towards zero (e.g. Vosper and Brown 2008; Lareau and Horel 2015) , or under quiescent synoptic conditions, cold-air pools (CAPs) form. CAPs are associated with a strong GBI, and so weather hazards and pollution episodes are more likely in CAPs than over flat terrain in the same region, especially when they are intense, shallow and long lasting as this may occur in winter.
Under these conditions, thermally-driven slope and valley winds are key to maintaining some degree of ventilation (e.g. Largeron 2010; Nadeau et al. 2013) . Slope flows develop as a result of the horizontal thermal imbalance between the layer of air adjacent to the slope and the air at the same altitude far from the slope. At night, the radiative cooling of the ground produces downslope flows. Along-valley flows are also thermally driven and are triggered by the thermal imbalance in the down-valley direction, for instance between the valley interior and an adjacent plain.
The role of downslope flows in CAP formation under decoupled conditions depends on the scales of the terrain. Chemel (2014, 2015) and Vosper et al. (2014) discussed results from numerical model simulations of the formation of a CAP in valleys of very different depths. Vosper et al. (2014) considered the Clun Valley, England, a narrow valley with depth between 75 and 150 m. In such a shallow valley, the sheltering provided by surrounding terrain allowed a CAP to form. The strong atmospheric static stability of the simulated developing CAP rapidly suppressed downslope flows. The cooling of the air adjacent to the ground was dominated by parametrized subgrid-scale (SGS) turbulent mixing, while the cooling above was dominated by the transport of cold air from the valley sides or from down-valley drainage. By contrast, Chemel (2014, 2015) considered an idealized 1-km deep narrow valley, not subject to down-valley winds. In such a deep valley, downslope flows were found to play a major role in the development of a CAP. As the cold-air region engulfed the slopes, a 100-m deep strongly stratified GBI was left above the valley floor. The downslope flows then detrained largely above the GBI layer, thereby mixing the upper part of the CAP. The valley-atmosphere instantaneous cooling was eventually driven by a complex interplay between radiative cooling and dynamical cooling.
Although widely observed (e.g. Neff and King 1987; Banta et al. 2004; Pinto et al. 2006; Schmidli et al. 2009 ), the influence of down-valley flows on the evolution of CAPs under decoupled conditions is not well characterized, presumably owing to the challenges in simulating CAPs (Baker et al. 2011 ) and collecting extensive observations. Numerical modelling studies investigating CAP processes have generally considered two-dimensional (2D) valley geometries that are invariant in the down-valley direction (referred to as 2D valleys hereafter), thereby preventing any thermally-driven down-valley flow from developing (e.g. Vosper and Brown 2008; Catalano and Cenedese 2010; Katurji and Zhong 2012; Chemel 2014, 2015) . Numerical simulations considering valleys with a three-dimensional (3D) geometry that is varying in the down-valley direction (referred to as 3D valleys here-after) have generally focussed on convective situations (e.g. Rampanelli et al. 2004; Schmidli et al. 2011) . Only a few studies have examined pooling and draining processes in 3D valleys. Zängl (2005) investigated processes promoting the formation of extreme CAPs in an idealized elevated sinkhole (i.e., closed basin). O'Steen (2000) examined the impact of tributaries on the nighttime down-valley flow and on the associated mass transport outside idealized valleys. Schmidli and Rotunno (2010) examined the mechanisms leading to the formation of a thermally-driven along-valley flow in a 3D valley. The importance of the geometry of the valley with respect to the other mechanisms in the development of a valley-plain temperature difference was quantified using the concept of a topographic amplification factor (see, for instance, Whiteman 1990) . Results indicated that the along-valley flow induced a heating of the valley atmosphere during the night and a cooling of the valley atmosphere during the day. Similar conclusions were reported during daytime by Rampanelli et al. (2004) in a study of an idealized valley, and by Weigel et al. (2006) in a real-case study of the Riviera Valley in southern Switzerland. For nocturnal conditions, the heating of the valley atmosphere was explained by subsidence motions from the atmosphere above the valley, due to the divergence of the down-valley flow.
The overall aim of the present work is to characterize the influence of a thermally-driven down-valley flow on a developing CAP in an idealized alpine valley under decoupled conditions. For this purpose, we analyze and compare results from numerical model simulations of a developing CAP in a 3D valley and in the counterpart 2D valley. The set-up of the numerical simulations is presented in Sect. 2, and the development of the thermally-driven down-valley flow is discussed in Sect. 3. In Sect. 4, the influence of the down-valley flow is quantified by contrasting the 3D and 2D valley cases, and in Sect. 5 we investigate the sensitivity of the results to the valley length. Finally, conclusions are given in Sect. 6.
Design of the Numerical Simulations

The Numerical Model
The numerical simulations were performed with the Weather Research and Forecasting (WRF) model, in its version 3.4.1 of the Advanced Research core formulation (Skamarock et al. 2008 ). The WRF model is a compressible non-hydrostatic model, appropriate for scales ranging from metres to global scales. The governing equations are formulated using a terrainfollowing hydrostatic-pressure coordinate and discretized on a staggered Arakawa-C grid. For the present work, time integration was performed with a third-order Runge-Kutta scheme using a time-splitting technique to integrate the fast acoustic mode (Wicker and Skamarock 2002) . The advection terms were discretized using a fifth-order Weighted Essentially NonOscillatory (WENO) scheme with positive definite filter. The planetary boundary layer was not parametrized and SGS motions were modelled with a standard turbulent kinetic energy 1.5-order closure scheme, with the Smagorinsky coefficient C s set to 0.1. We note that in a stably stratified atmosphere, C s may vary with height (Smith and Porté-Agel 2014), limiting or enhancing SGS mixing. Dynamical models (see for instance Bou-Zeid et al. 2005; Smith and Porté-Agel 2014) allow the variation of C s with height, depending on the instantaneous flow characteristics. The effects of these variations on the motion at the resolved scales need to be quantified in future work. Radiative transfer was taken into account using the Rapid Radiative Transfer Model for longwave radiation (Mlawer et al. 1997 ) and the scheme proposed by Dudhia (1989) for shortwave radiation. Shadowing effects were not included, as (a) (b) Fig. 1 a Terrain height for the control case. The topography is symmetric about the origin (x, y) = (0, 0), where the cross-valley direction x is oriented west-east and the down-valley direction y is oriented south-north. b Contours of the terrain height (with intervals of 100 m) for the control case; the light blue box denotes the valley centre area, i.e. the area within the valley defined by 2 < y < 4 km and |x| ≤ L x ; see Sect. 2.6 for details. Note that half of the topography along the y-direction is displayed in Burns and Chemel (2014) . The interactions with the ground were modelled using the community Noah land surface model (Chen and Dudhia 2001 ) using four soil layers.
The Topography of the Valley
A valley similar to the one used by Schmidli et al. (2011) is considered. It is symmetric about the origin at x = 0 and y = 0 (see Fig. 1 ), and the analytical expression for the height of the terrain is given by
where
and
The topography considered is characterized by a valley depth H = 800 m, a width of the sloping sidewalls S x = 4200 m (in the cross-valley direction x) and S y = 5000 m (in the down-valley direction y) and a half-width of the valley floor L x = 750 m (in the cross-valley direction x). The reference height is set to h 0 = 1000 m. With this set-up, the maximum angle α of the slope is about 17 • . The length of the valley L y (as displayed in Fig. 1 ) is varied from 6 to 10 km, with L y = 6 km for the control case; the total valley length L tot = L y + S y for the control case is then equal to 11 km. All the model points were assigned the latitude and longitude of the centre of the Chamonix valley located in the French Alps. Burns and Chemel (2014) have shown that a vertical resolution smaller than a few metres is needed to capture the downslope flows and the structure of the valley boundary layer.
Grid Design
Furthermore, the modelling studies by Rampanelli et al. (2004) and Schmidli et al. (2011) have shown that the domain should be large enough for the flow dynamics not to be influenced by the lateral boundary conditions. To satisfy these constraints, we relied on the nesting capability of the WRF model. Two domains were used: an outer domain (D1) discretized with 114 × 334 × 101 grid points in the x-, y-and z-directions, respectively, with a horizontal resolution x| D1 = y| D1 = 270 m, and an inner domain (D2) discretized with 172 × 361 × 101 grid points in the x-, y-and z-directions, respectively, with a horizontal resolution x| D2 = y| D2 = 90 m, both centered on the origin. The nesting between the two domains is one-way, in the sense that the boundary conditions of the inner domain are updated from the outer domain solution every outer-domain timestep, with no feedback from the inner domain on the outer domain.
The vertical coordinate was stretched along the vertical direction using a hyperbolic tangent function (Vinokur 1980) , providing a vertical resolution z ≈ 1.7 m for the first level above the ground surface, and 10 levels in the first 20 m above the ground surface. In order to obtain numerically stable results, the vertical grid resolution demanded a timestep t| D2 = 0.15 s for the inner domain, and a timestep t| D1 = 0.45 s for the outer domain.
It is acknowledged that the grid resolution is too coarse to resolve the full range of turbulent motions acting in the stable boundary layer and the numerical simulation performed is referred to as high-resolution mesoscale simulations (Cuxart 2015) .
Initial Conditions
The simulations were initialized 1 h before sunset, and were run for a 6-h period. Decoupled conditions were considered and so no flow was prescribed at the initial time (t = 0). The atmosphere was initialized to be in hydrostatic balance. The vertical lapse rate of virtual potential temperature ∂θ v /∂z at t = 0 was set to 1.5 K km −1 , yielding a temperature profile typical of post-convective conditions. For simplicity, θ v is referred to as potential temperature thereafter. The Brunt-Väisäla frequency N = √ (g/θ v ) ∂θ v /∂z, where g is the acceleration due to gravity, has then an initial value N 0 ≈ 0.71 10 −2 s −1 within the valley. The potential temperature of the first air layer at the valley floor was set to θ 0 = 288 K, and the skin temperature was initialized by extrapolating the temperature of the first three air layers above the ground surface. A detailed discussion of the soil initialization is given in Burns and Chemel (2014) . The atmosphere was initialized with a relative humidity of 40 %.
Boundary Conditions
Lateral boundary conditions for the outer domain were set to periodic boundary conditions in the x-direction and to open boundary conditions in the y-direction. The total height of the domain is 12 km. A 4-km deep implicit Rayleigh sponge layer ) was used at the top of the domain to damp upward propagating gravity waves; the damping coefficient was set to 0.2 s −1 . At the ground the usual impermeability condition was used, together with the Monin-Obukhov similarity theory, which was applied as the bottom boundary condition for the turbulent fluxes. We note that a slope-modified similarity theory (see, for instance, Łobocki 2014) may be more appropriate in representing the surface layer of a sloping surface. The aerodynamic roughness length was set to 0.1 m.
Definition of Control Volumes
Since the valley boundary layer coincides with the CAP, it will be referred to as CAP thereafter. Following Burns and Chemel (2015) , the CAP is decomposed in two parts: the GBI, defined as the layer of atmosphere above the ground surface where a temperature inversion develops (that is ∂ T /∂z > 0, where T is the absolute temperature), and the part of the CAP above the GBI, which will be referred to as CAP↑.
The height of the GBI, denoted by z GBI , is defined as the height where the absolute temperature ceases to increase with height. When the atmosphere is not dry, Burns and Chemel (2015) have shown that the height of the top of the humid layer can be used to track accurately the top of the CAP, denoted by z CAP ; we use this definition hereafter. Note that a more standard definition of the height of the CAP, based on the height where the vertical gradient of potential temperature reaches a maximum, will also be used; this definition can be equivalently expressed in terms of the height where the Brunt-Väisäla frequency reaches a maximum value.
Different spatial averages are considered below. We consider the average over the area defined by |x| ≤ L x (i.e. the width of the valley floor) and 2 ≤ y ≤ 4 km (where the plateaux are flat and the slope angle does not change along the down-valley direction, see Fig. 1b ), which will be referred to as the valley centre area hereafter and, for clarity, will be written in italics when referring to this area. Volume averages are performed over along-valley sections defined by 2 ≤ y ≤ 4 km and of height range corresponding to the GBI or CAP↑. These volumes are referred to as the GBI volume and the CAP↑ volume, respectively.
Definition of a Counterpart Two-Dimensional Valley
The atmospheric circulation in the 3D valley will be compared to that developing in a 2D valley. The topography of the 2D valley is defined by Eq. 1 with h y (y) = 1. The 2D simulation was set up as the 3D ones except that no grid nesting was used, and periodic boundary conditions were applied at all lateral boundaries. We recall that the formation of an along-valley flow is inhibited in the 2D valley.
Mechanism of Down-Valley Winds
Differential Cooling Between the Valley and the Plain
Vertical profiles of the potential temperature above the valley floor and the plain are displayed at different times in Fig. 2 . During the first 30 min of simulation, the vertical temperature structure in the valley is the same as over the plain (see Fig. 2a ). After 90 min (i.e., 30 min after sunset), a shallow stable boundary layer typical of flat terrain develops over the plain; in the valley, by contrast, the boundary layer is deeper and, for a given height, displays lower temperatures than over the plain. This differential cooling is linked to the downslope flows, which develop about 30 min after sunset, as follows. The air advected by the downslope flow, together with the cold-air layer over the valley floor due to longwave radiative heat loss, are mixed in the vertical by the rising motions resulting from mass conservation (see Burns and Chemel 2015 and Sect. 4 .1), since the down-valley flow has hardly formed at this time.
After 330 min, the differential cooling between the valley and the plain is maintained, except over a thin layer of 10 m or so, where the near-surface air temperature is lower over the plain than over the valley floor (see Fig. 2c, d ). This feature is closely linked to the dynamics of the downslope and down-valley flows, which are fully developed at this time, as will be discussed below.
Development of the Down-Valley Flow
The valley atmosphere far from the slope layer, may be assumed to be in hydrostatic balance as discussed for example by Rampanelli et al. (2004) and Serafin and Zardi (2011) . The boundary layer being deeper and colder in the valley than over the plain (except, as already discussed, over the first 10 m above ground level, see Fig. 2c , d), the resulting pressure difference drives a down-valley flow from the valley to the plain. Schmidli and Rotunno (2010) showed that this pressure difference can in part be explained by the topographic amplification factor of the valley. In the next two sections, we investigate the role of the valley-wind system on the formation of this pressure difference. Figure 3a displays the height of the CAP z CAP versus time for different positions in the along-valley direction y. Since the CAP height is partly controlled by the vertical motions induced by the downslope flows, the maximum value of the downslope flow speed u s,max computed at the same y-positions is displayed versus time in Fig. 3b . Figure 3b shows that, until 60 min or so, u s,max hardly varies in the y-direction. The downslope wind speed decreases from this time on, more so as the y-direction is closer to the valley exit. This is associated with the development of the down-valley flow after 1 h into the simulation (see Fig. 4 ). Figure 3b indicates that the downslope flows reach a quasi-steady regime after about 3 h into the simulation. This is also the time when the along-valley flow becomes quasi-steady (see Fig. 4 ).
Analyzing now the evolution of the CAP height, three regimes can be distinguished (see Fig. 3a ). Until u s,max reaches a maximum value, at about 60 min, z CAP hardly increases and varies in the y-direction. The CAP height increases sharply from this time on, due to the vertical motions induced by the downslope flows, which are more vigorous as the valley exit is farther. From t ≈ 180 min, when the down-valley flow is fully developed (i.e. a quasi-steady state is reached), the growth rate of the CAP becomes linear and nearly yindependent. As indicated above, u s,max decreases as one moves from the valley to the plain and so does the airmass flux that contributes to the build-up of the CAP. As a result, the value reached by z CAP after 6 h decreases toward the plain. This is attested by contours of the square of the Brunt-Väisäla frequency N 2 averaged over the width of the valley floor (see Fig. 3c ). Hence, the flow behaves as 'a flow in a pipe', with the cross-sectional area of the pipe set by the height of the CAP. The reduction in pressure towards the plain leads to an increase in the speed of the down-valley flow, eventually creating a jet at the valley exit. This is attested by vectors of the velocity field displayed in Fig. 3c . This result is consistent with the observations that a down-valley wind jet can persist for several km (e.g. Vergeiner and Dreiseitl 1987; Zängl 2004) , eventually reaching a quasi-steady state (Neff and King 1989) .
A Simple Model for the Down-Valley Flow
A model for the down-valley wind component v once a quasi-steady regime has been reached can be obtained from Bernoulli's equation for a steady, frictionless and irrotational fluid, viz.
where p is the pressure, ρ is the air density, and the subscripts 1 and 2 refer to two positions in the along-valley direction, y 1 and y 2 , respectively. Equation 4 expresses that a steady state is reached with the pressure force balanced by the advection. For a position y 2 close to the valley exit, we denote v 2 by v exit . We computed the value of v exit from Eq. 4 and the WRF model outputs. For v 1 , p 1 and ρ 1 we used the values of these fields averaged over the width of the valley floor, at a height of 20 m above ground level and for y 1 = 3 km. For ρ 2 and p 2 , values at y = 9 km are used. The value of v exit is displayed in Fig. 4 versus time and compared with the numerical prediction of the down-valley wind speed at y = 9 km (using the same average along x and for z = 20 m), denoted by v WRF . Since a steady assumption is used to compute v exit , this theoretical prediction should be compared to the numerical finding once the quasi-steady state is reached (after 180 min). Figure 4 shows that both values agree well, v exit overestimating the mean (temporally averaged) value of v WRF by about 10 %. Thus, Eq. 4 is a good model for the down-valley wind speed at the valley exit.
Along-Valley Variation of the Downslope Flows
As shown in Fig. 3b , the speed of the downslope flows decreases towards the plain. Figure 5 displays time series of the height of the maximum speed of the downslope flows z u s,max along with those of z CAP at two positions in the along-valley direction. There is a general retreat of the downslope flows up the slopes as the CAP engulfs the slopes. This is consistent with the findings of Burns and Chemel (2015) for a 2D valley case. However, z u s,max is always lower than z CAP for y = 9 km (i.e., towards the valley exit). This can be explained as follows: towards the valley exit, the depth of the valley is significantly shallower (about 360 m at y = 9 km), and the downslope flows penetrate well below the height of the CAP. They reach their level of neutral buoyancy and detrain just above the GBI, located at about 100 m above the valley floor towards the valley exit. 
Impact of the Down-Valley Flow on Cold-Air-Pooling Processes
In the following we compare results from the 3D valley section defined by 2 ≤ y ≤ 4 km to those from the counterpart 2D valley. (u, w) , where u and w are the wind components in the crossvalley direction x and vertical direction z, respectively. Both fields are averaged over the along-valley section defined above. We recall that the down-valley flow is fully developed and reaches a quasi-steady state about 3 h into the simulation, that is 2 h after sunset (see Fig. 4 ). Before this time, the thermodynamics of the valley atmosphere is qualitatively the same (see Fig. 6a , b for t = 120 min). At t = 360 min, the valley atmosphere is significantly cooler in the 2D valley than in the 3D valley (see Fig. 6c, d ). This difference is closely connected to the dynamics of the valley-wind system, as discussed below. Figure 6 suggests that, in the 3D valley, the circulation induced by the downslope flows may be subdivided in two regimes, depending on the presence of a down-valley flow or not. Before the down-valley flow is fully developed, there is a circulation within the CAP↑, with rising motions in the centre of the valley (see Fig. 6a , b for 1200 ≤ z ≤ 1400 m). After the down-valley flow is fully developed, a cross-valley circulation develops within the CAP↑ (see Fig. 6c ), but which is not present in the 2D valley.
Changes in the Vertical Structure of the Cold Air Pool
Close inspection of the flow features in Fig. 6c reveals that the cross-valley circulation is the result of the downslope flows overshooting their level of neutral buoyancy. This corresponds to the plume regime described by Baines (2008) . In this regime, the downslope flows penetrate below their level of neutral buoyancy, transporting warmer air inside the CAP. This creates an unstable layer immediately above the downslope flows (see the potential temperature contours in Fig. 6c , for x ≈ 2100 m and z ≈ 1300 m), which forces upward motions, and mass conservation constrains the flow to move toward the centre of the valley.
After the valley-wind system is fully developed (after t = 180 min) the downslope flows undergo oscillations (see Fig. 7a ), that result from stratification effects and the slope-surface cooling (McNider 1982) . Such oscillations are not as clear in the 2D valley (see also Burns and Chemel 2015) , where the speed of the downslope flows decreases as the CAP deepens. Times series of the heights of the GBI and of the CAP are displayed in Fig. 8 . The heights of the CAP in the 2D and 3D valleys diverge from one another already after 1 h or so into the simulation, when the down-valley flow develops (see Fig. 4 ). It is worth noting that the growth of the CAP in the 3D valley is significantly reduced, when compared to that in the 2D valley, after this time, that is when vertical motions over the centre of the valley are suppressed. This result suggests that vertical advection due to slope-flow-induced mass convergence over the centre of the valley is the key process controlling the growth of the CAP. The height of the GBI z GBI is similar in the 2D and 3D valleys before the down-valley flow is fully developed (after t = 180 min). Later on, z GBI decreases with time in the 3D valley, as a result of advective processes associated with the down-valley flow development. This will be discussed in the next subsections. Figure 9 displays vertical profiles of N 2 , where the overbar indicates an average over the x and y ranges of the valley centre and over time intervals of 40 min (corresponding to that of the oscillations of the downslope flows). The stratification in the GBI is similar for both the 2D and 3D valleys with a stratification two orders of magnitude larger than the initial stratification by the end of the simulated time period (not visible on Fig. 9a, b) . However, the temporal evolution of the stratification above the GBI is more complex for the 3D valley (see Fig. 9a ) than for the 2D valley (see Fig. 9b ). For the 3D valley, prior to t = 180 min N 2 presents two local maxima at z ≈ 1100 m and z ≈ 1250 m, which are associated with the strong shear that develops over the centre of the valley because of the detrainment of the downslope flows above the GBI. After t = 180 min, the vertical profile of N 2 is layered as a result of the interaction between the cross-valley circulation and the down-valley flow, which generates locally shear mixing, thereby decreasing atmospheric stability.
At the top of the CAP, a capping inversion develops in the 2D valley, largely as a result of the continuous upward transport within the CAP of air colder than the air above, and continuously increases in height with time (see Figs. 8, 9b ). This inversion is not as marked in the 3D valley by the end of the simulated time period, because it is destroyed by local shear mixing and the advection of potentially warmer air by the cross-valley circulation.
Analysis of the Time Rate of Change of Potential Temperature
In the absence of any phase change, as is the case here, the equation for the potential temperature tendency is:
where the common summation notation is used. The terms on the right-hand side (r.h.s.) represent the contributions from advection, the divergence of the SGS turbulent heat flux F and the divergence of the radiative flux R, c p is the specific heat capacity at constant pressure. Figure 10 displays vertical profiles of the potential temperature tendency ∂θ v /∂t, averaged over the x and y ranges of the valley centre and over time intervals of 40 min, for the 2D and 3D valleys. A striking feature is the near uniformity of the profiles with height after t = 240 min, for both the 3D and 2D valleys. By contrast, there are large variations along the vertical before that time, which calls for an examination of the different terms contributing to the potential temperature tendency.
Vertical profiles of the different terms contributing to the potential temperature tendency (see Eq. 5), averaged in the same way as ∂θ v /∂t, are presented in Fig. 11 for two time intervals. Before t = 180 min, the advection and SGS turbulent heat flux divergence terms dominate the cooling rate (see Fig. 11a, b) . The contributions of advection in the 2D and 3D valleys are similar, as was already qualitatively described from Fig. 6a , b. After t = 180 min, the advection contribution in the 3D valley changes from a cooling to a warming as the circulation induced by the downslope flows changes (see Fig. 6c ). The near uniformity of the advection contribution with height, above the GBI (of height ≈ 1100 m) in the 3D valley may be explained as follows: the downslope flows become positively buoyant over the slope as they overshoot their level of neutral buoyancy, resulting in a spreading of the relatively warmer air vertically by convection. This relatively warmer air is then advected horizontally by the cross-valley circulation over the entire CAP. In the 2D valley, vertical motions in the centre of the valley are eventually reduced, but not suppressed (see Fig. 6d ). This vertical transport produces a homogeneous cooling for 1100 ≤ z ≤ 1500 m, with the contributions from advection and radiation being almost equal. Hence, the uniform cooling rate observed within the 3D and 2D valleys (above the near-surface layer) is the result of the circulations induced by the downslope flows for both valleys. Interestingly, a similar conclusion was reported for daytime conditions by Weigel et al. (2006) for the Riviera valley, and by Schmidli (2013) for a 2D idealized valley. This suggests that the effect of the thermally-driven slope flows on the vertical structure of the potential temperature tendency is similar during daytime and nighttime conditions. Figure 11a , b indicate that, until t ≈ 120 min, the magnitude of the contribution from the SGS turbulent heat flux divergence is comparable to that of the (resolved) advection contribution up to 1250 m (that is the height of the CAP at t = 120 min). By the end of the simulated time period, for the 3D valley, the SGS turbulent heat-flux divergence contribution at the valley floor is −2.7 K h −1 , that is larger than the contributions from the other terms and larger than that for the 2D valley, for which the value at the valley floor is −0.4 K h −1 . This result is due to the friction induced by the down-valley wind at the ground surface. However, apart from the near-surface region, the SGS turbulent heat-flux divergence contribution after t ≈ 120 min is very small compared to the contributions from the other terms for both the 2D and 3D valleys, over the x and y ranges of the valley centre (see Fig. 11c, d) .
It should be stressed that, by considering vertical profiles horizontally averaged over the valley centre, we ignore the atmosphere above the slopes. This important point is discussed in the next section.
Changes in the Heat Budget
Here, we examine the processes that control the evolution of the GBI layer and upper part of the valley boundary layer. Figure 12 compares time series of the different terms of Eq. 5 averaged over the GBI or CAP↑ volumes (see Sect. 2.6 for the definition of the control volumes). Before t ≈ 120 min, the atmosphere within the CAP↑ experiences a rapid cooling (see Fig.12a ). After this time, a transient regime develops between 120 and 270 min into the simulations, which is characterized by a higher cooling of the GBI compared to the CAP↑. For the 3D valley, this transient regime is followed by an equilibrium regime characterized by an equal cooling rate within the GBI and the CAP↑. By the end of the simulated time period, the cooling rates within the GBI and CAP↑ for the 2D valley are three times larger and four times larger, respectively, than for the 3D valley.
The presence of the down-valley flow in the 3D valley changes the relative importance of the processes contributing to the cooling of the valley, when compared to the 2D valley, as already discussed. Figure 12b displays the time series of the advection contribution. For the 2D valley the magnitude of the advection contribution to the cooling rate decreases with time and tends to zero by the end of the simulated period within both the GBI and CAP↑. For the 3D valley, by contrast, the down-valley flow development leads to a warming within both the GBI and the CAP↑; this warming is higher within the GBI than within the CAP↑ by the end of the simulated time period.
Radiative cooling is comparable for both valleys for the entire simulated time period and within the CAP↑ is approximately half that within the GBI (see Fig. 12c ). Figure 12d displays the time series of the contribution from SGS turbulent heat-flux divergence, which is mostly due to the surface turbulent heat flux. After t ≈ 180 min, because of the slow down of the downslope flows as the CAP grows up, its magnitude decreases with time for the 2D valley and is almost the same within the GBI and CAP↑. For the 3D valley, friction is maintained over the valley surface by the fully developed downslope and down-valley flows (after t = 180 min). As a result, the contributions from SGS turbulent heat flux divergence within the GBI and CAP↑ are almost equal and nearly constant with time, and about three times larger than for the 2D valley. For the 3D valley, the contribution from SGS turbulent heat-flux divergence within the GBI by the end of the simulated time period is of the same order of magnitude as the radiative cooling. By contrast, it is less than half the radiative cooling for the 2D valley. When considering the CAP↑ rather than the GBI, it is about twice the radiative cooling for the 3D valley and is of the same order of magnitude as the radiative cooling for the 2D valley. Figure 13 shows vertical cross-sections of the vertical velocity w, with the along-valley velocity component v superimposed at t = 300 min for the 3D and 2D valleys. The fields are averaged over the along-valley section defined by 2 < y < 4 km. The vertical velocity is a proxy for the vertical mass flux, as long as the flow is approximately incompressible (as it is in the present case). Figure 13a , b suggest that the vertical mass flux is associated with the downslope flow advection for both the 2D and 3D valleys. The major difference between the 2D and 3D cases stems from the suppression of homogeneous vertical motions in the valley regions far from the slope for the 3D case. More precisely, no vertical motions are observed in the atmospheric region above the CAP (z>1350 m) for the 3D case. This suggests that pure downward vertical motions far from the slope layer, i.e. subsidence, play a minor role in the mass conservation within the CAP atmosphere for the 3D valley, for this particular setup. The importance of subsiding motions far from the slope layer with respect to the cross-valley advection in the mass budget of the CAP, can be quantified by computing the mass budget values from t = 180 min. This result also confirms that the growth of the CAP is driven by vertical advection (due to slope-flow induced mass convergence over the centre of the valley). Indeed, for the 3D valley, when M w becomes negative the CAP ceases to grow, while for the 2D valley the growth rate decreases with time as M w is reduced (see also Fig. 8 ).
Changes in the Mass Budget
While M w approaches zero by the end of the simulated time period for both the 2D and 3D valleys, the vertical mass flux across the entire CAP upper surface (from slope to slope, denoted byM w ) for the 3D valley does not vanish (see the grey line in Fig. 14a ), due to the advection of air along the slopes. This air must be replenished by air coming from other regions. Figure 13a shows that an upper-level return flow (see also Rampanelli et al. 2004) develops above the CAP for the 3D valley (see Fig. 8 for the height of the CAP). This return flow transports air from the plain to the valley, as opposed to the down-valley flow underneath. Hence, for the 3D case the inflow of air into the slope layer, is driven by a combination of the return flow, the subsidence above the plateaux and the horizontal (cross-valley) advection from the plateaux.
The relative contributions of these processes to the mass budget of the 3D valley can be quantified by considering the mass budget for a control volume encompassing the upper part of the valley atmosphere and part of the plateaux, defined by z CAP < z < (h 0 + H + 100 m), −(S x + L x + 1000 m) < x < (S x +L x +1000 m) and 2 < y < 4 km. Figure 15 displays time series of the net mass fluxes associated with the horizontal velocity components u and v, and the mass fluxes associated with the vertical velocity w across the top and bottom surfaces of this control volume, denoted byM u ,M v ,M w, t andM w , respectively. We quantify the importance of each of these terms in the mass budget with respect toM w by normalizing them byM w . Before t = 285 min, the subsidence from the free atmosphere (M w, t ) decreases monotonically in absolute value with time. The along-valley mass flux (M v ) decreases continuously and becomes negative from about t = 160 min, as the return flow intensifies. After t = 160 min,M v increases monotonically in absolute value with a value of −0.75M w at t = 285 min. At this time, the advection of air along the slopes, across the upper surface of the CAP, is mainly replenished by the air from the plain, due to the return flow. After this time, M w, t increases in absolute value, which is associated with a decrease in absolute value ofM v . By the end of the simulated time period,M w, t is equal to −0.35M w andM u to −0.15M w , whileM v is equal to −0.50M w . Hence, we conclude that, by the end of the simulated time period, the vertical mass flux in the slope layer is driven by a complex interplay between the along-valley mass flux from the plain to the valley, resulting from the return flow, and the subsidence and horizontal advection from the plateaux. The values of the last six variables were computed at t = 360 min
Sensitivity to the Length of the Valley
The previous discussion shows that the flow characteristics depend on the time when the quasi-steady state is reached and the down-valley flow is fully developed, denoted by T ss . By changing the length of the valley, we expect T ss to vary. Schmidli and Rotunno (2015) suggested that, assuming constant forcing (i.e. a constant surface sensible heat flux), T ss is proportional to T = 2 L tot / (H N 0 ), with a coefficient of proportionality of about 3. T is the time scale associated with the linear wave solution of the along-valley wind equations derived by Egger (1990) . To examine this proportionality and the sensitivity of the flow characteristics to the valley length, an additional simulation was performed by changing L tot only, from 11 to 15 km. Table 1 summarizes the main variables analyzed for the different valley lengths L tot , including that of the 2D valley, which is infinite. The coefficient of proportionality between T ss and T is 2.8 for the two valley lengths considered, and therefore is about 3 as was suggested by Schmidli and Rotunno (2015) . Since for the simulations considered H and N 0 are constant as is the ratio T ss /T , T ss should vary in proportion to L tot , as confirmed from Table 1 . This shows that T is the relevant time scale for the approach to the quasi-steady state. The longer is the valley, the longer is the time before the quasi-steady state is reached and a cross-valley circulation is established. This results in a more gradual transition from the 2D regime and the 3D regime and therefore a deeper CAP. Note however that the change of the valley length has no significant effect on z GBI , u s,max and the volume-averaged temperatures ( θ v GBI and θ v CAP↑ in Table 1 ).
Table 1 also shows that the deeper the valley boundary layer, the stronger the down-valley wind jet at the same distance from the valley exit. This can be explained by the Bernoulli model discussed in Sect. 3.3 and using hydrostatic balance. Writing each of the flow variables as the sum of a reference value (denoted by a subscript r), and a deviation from this reference value (denoted by a prime), hydrostatic balance within the CAP can be written as
where ρ r and θ r are the reference density and potential temperature, respectively, outside of the CAP, and the usual approximation −ρ /ρ r = θ v /θ r is used since density variations due to pressure changes are small compared to those due to potential temperature changes (see for instance Holton 2004, pp. 198-199) . Integrating Eq. 6 from the valley floor altitude, h 0 , to the height of the CAP, z CAP , yields 
where θ v is the layer-averaged potential temperature deficit across the depth of the CAP d CAP = z CAP − h 0 . We now consider Eq. 4; by assuming that ρ 1 ≈ ρ 2 ≈ ρ r (that is density variations are only important in the buoyancy term, i.e. the fluid is Boussinesq), Eq. 4 becomes
where the subscripts 1 and 2 refer to a position within the valley and at the valley exit. As in Sect. 3.3 v 2 will be denoted as v exit . Using hydrostatic balance written in the form of Eq. 7, the difference between the squared down-valley wind speed for two valleys of different length may be computed by subtracting Eq. 8 for the two valleys. Assuming that the pressure at the valley exit is the same in the two valleys and that the down-valley wind speed within the valley is almost the same (as it is in the present case), we obtain
where we have also assumed that the potential temperature variations averaged over the depth of the CAP (θ v ) and the pressure perturbations at the top of the CAP [ p (z = z CAP )] are the same within the two valleys (as is the case here, not shown). v 2 exit and z CAP are the differences in the squared along-valley speed at the valley exit and in the height of the CAP between the two valleys, respectively. Figure 16 shows the comparison between the squared wind speed difference computed using Eq. 9 (denoted by v 2 exit ) with the variables averaged in the range 2 < y < 4 km, and from the WRF model outputs (denoted by v 2 WRF ) at the valley exit (y = 9 km and y = 13 km for the shorter and longer valley, respectively). The comparison is made between 150 and 360 min. Despite the assumptions made to derive Eq. 9, this expression is remarkably accurate: 74 % of the values for v 2 WRF are within a factor of 2 of the counterpart values for v 2 exit . It should be noted that Eq. 9 provides an expression for the difference in the squared along-valley wind speed between two finite length valleys, provided that z CAP is known. This means that an equation for z CAP is still required.
Even though the CAP is deeper in the longer valley, the maximum speed of the downslope flows at the end of the simulation hardly varies, and a steady state is reached, after T ss . Furthermore the cross-valley circulation and the structure of the CAP present the same characteristics. To conclude, the mechanisms that control the structure of the CAP and its evolution are independent of the valley length as soon as the down-valley flow is fully developed.
Conclusions
We have characterized the influence of a thermally-driven down-valley flow on a developing cold-air pool in an idealized alpine valley under decoupled conditions. Results from numerical model simulations of a developing cold-air pool in a 3D valley, which allows for the formation of a down-valley flow, and in a 2D valley, where the formation of a down-valley flow is inhibited, were analyzed and compared. The main conclusions, along with some discussion, are given below.
• Before the development of the down-valley flow, the thermodynamics of the valley atmosphere in the 3D valley is similar to that in the 2D valley. The downslope flows induce upward motions in the centre of the valley, which are responsible for the growth of the cold-air pool (CAP). As shown by Catalano and Cenedese (2010) and Katurji and Zhong (2012) , the depth of the valley is also a key factor controlling the growth of the CAP. Shallower valleys will be 'filled' more rapidly by the developing CAP, suppressing the effect of the downslope flows on the valley atmosphere.
• The down-valley flow, which forms as a result of the differential cooling between the valley and the plain, is fully developed after a time period that increases with the valley length. After this time, the down-valley flow reaches a quasi-steady state characterized by a balance between the pressure force and advection in the along-valley direction. It then behaves as 'a flow in a pipe', with the cross-sectional area of the pipe set by the depth of the CAP. The value of the down-valley wind speed at the valley exit during the steady-state appears to be well predicted by the Bernoulli equation. The time when the quasi-steady state is reached is found to be about 3 T , where T = 2 L tot / (H N 0 ), L tot is the total valley length, H is the valley depth, and N 0 is the initial Brunt-Väisäla frequency (see also Schmidli and Rotunno 2015) . • In the 2D valley, as the CAP deepens and engulfs the slopes, the downslope flows retreat back up the slopes and slow down. This is not the case in the 3D valley. When the down-valley flow forms, vertical motions induced by the downslope flows cease, and a cross-valley circulation develops as a result of the downslope flow advection within the CAP. Hence, the growth of the CAP is reduced in the 3D valley, the capping inversion at its top is not as marked as in the 2D valley and the valley atmosphere is warmer than that for the 2D valley. This result has implications for the dilution of pollutants. Indeed, pollutants emitted at the valley floor will be spread in the horizontal by the down-valley flow, as was observed for instance by Gudiksen and Shearer (1989) from field measurements, instead of being diluted throughout the CAP as for a 2D valley configuration (e.g. Chemel and Burns 2015) .
• Even though the 2D valley atmosphere is cooler than that of the 3D valley, the stability of the CAP is similar for both valleys. By the end of the simulated time period, the net cooling rate is uniform in the vertical throughout the upper part of the CAP, above the nearsurface layer, for both the 3D and 2D valleys. This prevents the stability of the upper part of the CAP from increasing with time for both valleys. However, the processes involved are different. While radiative flux divergence leads to a cooling in both valleys, advection leads to a cooling in the 2D valley and a warming in the 3D valley. These processes are found uniform in the vertical throughout the upper part of the CAP for both the 3D and 2D valleys, thereby explaining the uniformity of the net cooling rate in the vertical. Nearsurface cooling from subgrid-scale turbulence flux divergence is greatly enhanced for the 3D valley (by more than a factor of 6 over the valley centre). Our results may explain the findings of Wekker and Whiteman (2006) as regards the time scale for nocturnal cooling, defined as the time when ≈ 63 % (namely 1 − e −1 ) of the total cumulative nocturnal cooling over one night has occurred, assuming an exponential decay for this quantity. It was found by these authors that, for different basins, valleys and plains, this time scale is in the range 3-6 h, depending on the geometry of the basin or valley being considered. This range may be related to the time when cooling by advection is suppressed by the developing down-valley flow, or is gradually being suppressed by the developing CAP (as for the 2D valley).
• When considering the CAP volume, the mass budget of the 3D valley is largely driven by a balance between the divergence of the down-valley flow in the along-valley direction and the convergence of the downslope flows at the top of the CAP. The net contribution from downward vertical motions to the mass budget far from the slopes is found negligible for the 3D valley. When considering the entire valley scale, the return flow above the CAP (flowing from the plain to the valley) plays a non-negligible role in the mass budget. Indeed, the vertical mass flux at the top of the CAP is driven by an interplay between the alongvalley convergence of the return flow and the subsiding or horizontal convergent motions from the plateau regions. It should be noted that the computation of the mass budget in previous work relied on the hypothesis of horizontally-homogeneous subsidence from the free atmosphere above the CAP, therefore neglecting the feedback of the down-valley flow on the downslope flows (Whiteman and Barr 1986) . The results of the present paper suggest that unlike daytime situations (Rampanelli et al. 2004; Weigel et al. 2006) , mass conservation does not imply subsidence over the valley centre during the night.
• The mechanisms that control the structure of the CAP and its evolution are independent of the valley length as soon as the quasi-steady state is reached and the down-valley flow is fully developed. This work has described the interactions that take place between the nighttime valley-wind system and a developing cold-air pool. Even though the physical mechanisms presented above are found to be independent of the length of the valley, there are a number of other parameters that may affect the results (e.g., the geometry of the valley, the land cover, the stratification) and remain to be examined.
