Isogeometric Analysis (IGA) is used in combination with proper orthogonal decomposition (POD) for model order reduction of the time parameterized acoustic wave equations. We propose a fully discrete IGA-Newmark-POD approximation and we analyze the associated numerical error, which features three components due to spatial discretization by IGA, time discretization with the Newmark scheme, and modes truncation by POD. We prove stability and convergence. Numerical examples are presented to show the accuracy and efficiency of IGA-based POD techniques for the model order reduction of the acoustic wave equation.
Introduction
Proper orthogonal decomposition (POD) is a popular reduced order modeling (ROM) technique to solve problems of Engineering interest (see e.g. [6, 40] ). The method is also known as principle component analysis in Statistics and Karhunen-Loève expansion in stochastic analysis [21] . POD techniques have been applied in various fields of computational mechanics for ROM of physical, geometric and/or time parameterized steady and unsteady partial differential equations (PDEs); see e.g. [18, 31, 35, 40] and the references therein.
POD-Galerkin methods for parameterized PDEs can be regarded as ROM for the solution manifolds depending on parameters [20, 26, 24, 27, 29] . In this case, we will address the case of a time dependent acoustic wave equation and we will let the time play the role of parameter. For unsteady PDEs with time variable being the parameter, Kunisch and Volkwein analyzed the convergence of POD-Galerkin methods under a unified framework for problems including heat, Burgers [26] , and Navier-Stokes equations [27] . POD-Galerkin methods are developed in [2, 8, 19] for ROM of wave equations. The method of snapshots in POD-Galerkin methods chooses discrete instances in the parameter domain and uses the corresponding field variables (i.e. the snapshots) to obtain a low-dimensional basis [26, 33, 39] . The generation of the snapshots is the first crucial step in POD-Galerkin reduced modeling of PDEs. For error estimates and generation of
IGA for acoustic wave equations
In this section, we first introduce the wave equation model in acoustics. We introduce B-splines and NURB-S for the formulation of IGA. Then, we propose a spatial discretization scheme by IGA and temporal discretization using the Newmark-scheme. We discuss the stability and convergence of the schemes.
Problem formulations
Let Ω ⊂ R d (Ω). Denote by (·, ·) k the scalar or vectorial H k inner product and define the corresponding norm v k := (v, v) k . We will need the Hilbert space H k (Ω), for k a non-negative integer. Accordingly, (·, ·) k , · k and | · | k will be used as their scalar inner products, norms and seminorms, respectively.
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We consider the acoustic wave equation
with T > 0. We define the bilinear form a(·, ·): V × V → R as:
By the Cauchy-Schwarz inequality, we have that
and by the Poincaré inequality there exists a constant 0 < α < 1 such that (e.g., [32] ):
We use the abbreviations H := L 2 (Ω) and V := H 1 Γ D
(Ω) with dual space V * . With this notation, we define the space-time function spaces H := L 2 (0, T ; H), V := {v ∈ L 2 (0, T ; V )|v t ∈ H} and
We denote with L 2 (0, T ; V ) the space of measurable functions φ : (0, T ) → V , which are square integrable, i.e., T 0 φ(t) 2 V dt < ∞, where φ(t) := φ(t, ·) is considered as a function of the space variable only for t fixed. Given f ∈ L 2 (0, T ; H −1 Γ D (Ω)), u 0 ∈ V , and v 0 ∈ H, the weak formulation of problem (2) reads: for t ∈ (0, T ], find u ∈ V such that (u tt (t), w) + a(u(t), w) = (f (t), w) + (g N , w) ∀ w ∈ V,
(u(0), w) = (u 0 , w) ∀w ∈ L 2 (Ω),
which admits a unique weak solution u ∈ V ∩ C([0, T ]; V ) with u t ∈ H ∩ C([0, T ]; H) and u tt ∈ L 2 (0, T ; V * ) (see e.g. [12] ).
IGA space semi-discretization of PDE model
Let us introduce a spatial semi-discretization of (7) based on IGA [9] . We recall in the following some basic definitions and properties of IGA.
B-splines and NURBS
We recall univariate B-splines and NURBS [30] . For any α (1 ≤ α ≤ d) and positive integers m α and n α , we define the knot vector Ξ α := {0 = ξ 1,α , ξ 2,α , . . . , ξ nα+pα+1,α = 1} consisting of nondecreasing knots, i.e., ξ 1,α ≤ ξ 2,α ≤ . . . ≤ ξ nα+pα+1,α . Knots may be repeated with the number of repetitions called multiplicity. A knot vector is assumed to be open, i.e., both of the first and the last p α + 1 knots are repeated, where p α is the polynomial degree. Denote by B i,α (i = 1, 2, . . . , n α ) the B-spline basis functions, which can be 4 produced by the recursive Cox-de Boor formula [30] . Each B-spline basis function is everywhere pointwise C ∞ -continuous except at knots ξ i,α , where it is C pα−κ i,α -continuous if the multiplicity of the knot is κ i,α with 1 ≤ κ i,α < p α + 1. The B-spline basis functions are non-negative, locally supported in (ξ i,α , ξ i+pα+1,α ) (the knot span), and constitute a partition of unity [22] , i.e. 
Let us denote h Q := diam(Q) for all Q ∈ Q h and the global mesh size h := max Q∈Q h { h Q }. For notational convenience, we denote a multi-index i := (i 1 , . . . , i d ) and a corresponding multi-index set I :
Then, for each multi-index i ∈ I, we define the tensor product B-spline basis functions
and corresponding tensor product B-splines space:
Notice that the functions in B h are piecewise polynomials of degree p α along each coordinate α.
We associate the basis functions B i with positive weights ω i and define a weighting function ω : Ω → R, ω := i∈I ω i B i . The NURBS basis functions on the parameter patch are defined by projection:
and the corresponding NURBS space reads:
In order to perform a parameterization of the physical domain, we introduce the control points C i ∈ R d and define the geometric mapping F : Ω → Ω with F := i∈I C i R i . Let us assume that F is invertible and possesses smooth inverse a.e. in each element Q ∈ Q h . We define ∇F : Ω → R d and J F : Ω → R to be the Jacobian matrix and determinant of map F, respectively. By using F, we define a physical mesh in the physical domain Ω, whose elements are obtained as the image of the elements in the parametric domain, i.e., K h := {K = F(Q) | Q ∈ Q h }. The corresponding mesh size in the physical domain is defined as
Associated with a family of meshes {Q h } h in parametric domain Ω, we introduce a family of meshes {K h } h in physical domain Ω.
Furthermore, we define the space spanned by NURBS basis functions in Ω as the push-forward of the space S h , which reads:
where {R i } i∈I is the NURBS basis in the physical domain with R i := R i •F −1 for all i ∈ I. Let the degree p of piecewise B-spline polynomials be denoted by p and so that of NURBS be defined as p := min 1≤α≤d {p α }.
We recall the interpolation theory of NURBS in [4] for obtaining interpolation error estimates of IGA. Given a function v ∈ L 2 ( Ω), we define a projective operator over the B-splines space B h as:
( Ω) determine the dual basis for the set of Bsplines, i.e., they are such that j (B i ) = δ i,j for i, j ∈ I, with δ the Kronecker function. The corresponding projective operator over the NURBS space S h in Ω is defined by means of the NURBS basis functions in (11) through the weighting function ω, as:
for all v ∈ L 2 ( Ω). In this manner, the projective operator over V h , the NURBS space (12) , is defined as the push-forward of the operator
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Now let {Q h } h and {K h } h be regular and quasi-uniform families of meshes in the parameter and physical spaces, respectively. We recall the global interpolation error estimate of NURBS for IGA as follows ( [4] ).
Lemma 2.1 (Global interpolation error estimate). Given the integers and σ, with 0 ≤ ≤ δ, δ = min{σ, p + 1}, ≤ k m + 1, and k m ≥ 0 the minimum regularity of basis functions (i.e. C km -continuous in Ω), we have:
for any u ∈ H σ (Ω), where the positive constant
only depends on k m and the shape of Ω, but not on its size.
Based on the local inverse inequality in [4] , one obtains (see [41] ):
Lemma 2.2 (Global inverse inequality). Let k and l be two integers such that 0 ≤ k ≤ l, then we have
2.4 Spatial semi-discretization of IGA for the acoustic wave equation
Without loss of generality, consider the case with Γ N = ∅. A general spatial semi-discrete Galerkin approximation of (7)- (9) reads: for any
where u 0,h (or v 0,h ) is some approximation of u 0 (or v 0 ) obtained by interpolation or L 2 projection onto V h . Let us first define an elliptic projection operator P h : V → V h for each v ∈ V :
from which we obtain the Galerkin orthogonality:
We recall the following result from [41] .
Lemma 2.3. Let {Q h } h be a regular and quasi-uniform family of meshes. Then, there exists a positive constant
Then, we have the error estimate between exact solution u(t) and spatial semi-discrete approximation u h (t).
Lemma 2.4. Let the hypotheses of Lemma 2.3 hold. In addition, let us assume that f ∈ C 0 ([0, T ]; L 2 (Ω)), u 0 ∈ H p+1 (Ω) with p ≥ 1, and that the solution u of (7) is such that u ∈ C 0 ([0, T ]; H p+1 (Ω)) and u t ∈ L 2 (0, T ; H p+1 (Ω)). Then, by using piecewise polynomials of degree less than or equal to p in definition of NURBS space V h , the solutions u and u h to (7) and (17) , respectively, satisfy
Proof. The proof follows from the FEM version of space semi-discretization (see e.g. [17] , [28] and [32] ).
Full space-time discretization of PDE model
We now apply the Newmark scheme for the time discretization of problem (17) (see e.g. [28] ). For N t ∈ N, we introduce a time step τ = T /N t and uniform discrete time instances t n = nτ for n = 0, 1, . . . , N t . Let us denote u n := u(t n ) and f n := f (t n ), n = 0, . . . , N t . For notational simplification, the superscript "n ± 1/2"of an arbitrary quantity, e.g. ζ, means that ζ n±1/2 := (ζ n±1 + ζ n )/2 with ζ n := ζ(t n ). Thus, (ζ n−1 + 2ζ n + ζ n+1 )/4 = (ζ n−1/2 + ζ n+1/2 )/2. Let D + τ and D − τ be the forward and backward finite difference operators, respectively:
Note that here u n h u h (t n ). Then, we have the following IGA-Newmark full space-time discretization scheme: for n = 1, . . . ,
where v 0 h is the initial velocity approximation. We use (22) with n = 0 and the initial derivative approxima-
h and compute u 1 h from u 0 h . The Newmark scheme is unconditionally stable and second order accurate in time. We propose the following a priori error estimates for the fullydiscrete approximation.
Lemma 2.5. Let the assumptions in Lemmas 2.3-2.4 be satisfied. Then, there exist positive constants C 5 = C 5 (α, k m , T ) such that at time instances t n+1/2 := (t n + t n+1 )/2 we have
Proof. Replacing the FEM by IGA approximation leads to the result by extending [17, 28] .
POD for ROM of parameterized PDEs
ROM of parameterized PDEs aims to reduce the dimension of solution manifolds corresponding to sets of time, physical, and geometric parameters for steady/unsteady problems; specifically, in this paper, we consider the time variable as the unique parameter. POD-Galerkin methods for numerical solutions of PDEs usually demand to first obtain or train a POD basis in which the number of basis functions is expected to be much smaller than that in the full order Galerkin approximation, e.g., FEM. There are two types of POD basis generation approaches [33, 39] : the continuous POD (C-POD) and discrete POD (D-POD), the latter is the approach we consider in this paper.
D-POD
A continuous and accurate set of snapshots {y(t) | t ∈ [0, T ]} is usually not available in practice, while discrete approximate snapshots can be obtained (as in our case of Eq. (7)) e.g. as follows:
Here, h is the mesh parameter related to spatial IGA discretization, and X h is a finite-dimensional subspace of X, a Hilbert space typically chosen as L 2 (Ω) or H 1 (Ω). We compute numerical approximations of y(t) by a full discretization method consisting of spatial IGA approximation and Newmark scheme, dicussed in detail in Section 2. Denote V ι := span{y j | y j = u j−1 h , j = 1, . . . , N t + 1} and ι := dimV ι ≤ N t + 1 < ∞ (in some instances ι < N t + 1 since in principle snapshots may be linearly dependent). For r ∈ {1, . . . , ι}, the D-POD requires to solve a finite-dimensional optimization problem
to obtain an optimal orthonormal basis {ϕ i } r i=1 of V r (subspace of V ι ), where the number of snapshots N s = N t + 1 at this stage and {α j } Nt+1 j=1 denote nonnegative weights satisfying Nt+1 j=1 α j = T . Specifically, we choose trapezoidal weights as in [39] , i.e.
which ensures that (25) is an approximation of a time integral when τ is small.
Time derivatives (TD) and time derivative approximations (TDA)
Recently, TD/TDA were suggested to be included in the set of snapshots in analysis of the C-POD/D-POD truncation errors [26, 36] . For D-POD with TDA included, the set of snapshots {y j } Ns j=1 with N s = 3N t consists of numerical solutions y j = u j−1 h , j = 1, . . . , N t + 1 plus their TDA counterpart:
, j = N t + 2, . . . , 2N t + 1 (27) and
It is well-known that these TDA can be regarded as second order central difference approximations at t i−1/2 := (i − 1/2)τ for i = 1, . . . , N t . Then, the additional weights {α j } Ns j=Nt+2 in problem (25) arising from the TDA, are α j = τ for j = N t + 2, . . . , N s . At this point, we set V ι ≡ span{ȳ j } ι j=1 , where {ȳ j } ι j=1 denote the linearly independent basis obtained from span{y j } Ns j=1 . Notice that the inclusion of TDA approximately triples the cardinality of snapshot-set, but does not change the dimension of the space, which is spanned by snapshots without derivative approximations. As shown in e.g. [19, 26, 25] , it is necessary to include TDA for convergence analysis of POD-Galerkin schemes.
We introduce the correlation matrix
which is symmetric positive semi-definite and has rank ι since dimV ι = ι. Let λ 1 ≥ . . . ≥ λ ι > 0 denote the nonzero eigenvalues of K and λ ι+1 = . . . = λ Ns = 0 the null ones, then, v 1 , . . . , v Ns ∈ R Ns are the associated eigenvectors. (25) with/without TDA) is given by
Moreover, we have the following error formula for the general D-POD from snapshots with or without TDA:
where the projection operator P r : V h → V r is defined as
Specifically, for the TDA-based D-POD, we have different versions of Eq. (31) for different choices of the space X. Let λ k and λ k , k m = 1, . . . , ι denote the nonzero eigenvalues of the correlation matrix K with X = L 2 (Ω) and X = H 1 (Ω), respectively. For X = L 2 (Ω), we denote by { ψ k } ι k=1 the POD basis and Eq. (31) implies
For X = H 1 (Ω), we denote by { ψ k } ι k=1 the POD-basis and Eq. (31) implies
The POD basis and eigenvalues above for both the cases depend on the discretization parameters h and τ . In the following, if we do not distinguish between the two bases in L 2 (Ω) and H 1 (Ω), we will generally write {ψ i } r i=1 and denote by V r := span{ψ j } r j=1 the POD space of dimension r with V r ⊂ V ι for r < ι and V r ≡ V ι for r = ι. We call V r POD space for simplicity. So far, let us point out that we have introduced the following Hilbert spaces with inclusion relations as: 
IGA-Newmark-POD scheme
The POD basis can be generated by successively using the fully discrete IGA-Newmark method for computing the snapshots and then singular value decomposition of the correlation matrix K for obtaining the POD modes. We then use this basis to derive the POD semi-discrete scheme and POD-Newmark fully discrete scheme. Given t ∈ (0, T ], the POD-Galerkin semi-discrete scheme consists in finding u r (t) ∈ V r such that
where
and singular values of A ι , respectively; in addition, · 2 denotes the spectral norm of a matrix. Then, we have the following properties in the POD space [41] .
with ν 1 > µ ι . In particular,
with µ ι < 1 for POD basis in X = H 1 (Ω).
Proof. By Lemma 2 of [26] , we have
By definition of matrix 2-norm, symmetry and positive definite properties of M, M −1 , A and A −1 , we easily have
By means of (41) in (40), the inequalities (37), (38) , and (39) hold. By the second inequality of (37) and the fact that v ≤ √ 1 − α v 1 for any v ∈ V ι from (5), we obtain (1 − α)ν 1 ≥ µ ι and thus ν 1 > µ ι since α ∈ (0, 1). In particular, for POD basis in L 2 (Ω) or H 1 (Ω), the mass matrix or stiffness matrix turn out to be the identity matrix and so that ν 1 > 1 or µ ι < 1 follows.
Remark 4.2. The second inequality of (38) (resp. (39)) is an inverse inequality in V ι which is similar (Lemma 2.2) for both the NURBS spaces of IGA and piecewise Lagrange polynomial spaces of FEM (Lemma 3.1 [24] ). However, the values of ν 1 , ν ι , µ 1 and µ ι may significantly differ depending on whether we use IGA or FEM methods. Now we present the IGA-Newmark-POD fully discrete scheme: find u n r ∈ V r , n = 1, . . . , N t − 1 such that
for which we show the following stability property:
Theorem 4.3 (IGA-Newmark-POD Stability). Assume that τ ≤ 1. We have for problem (42) (n = 1, . . . , N t − 1) the stability estimate:
In the particular case f = 0, we obtain the discrete energy conservation principle:
Proof. We first prove the special case (44) when f = 0. Choose w r = (u n+1 r − u n−1 r )/(2τ ) in (42), then
By this w r , we have Adding this equation to (45) and setting f = 0, we have
from which the result (44) follows. To prove (43), we have the equality by similar arguments as above
By Cauchy-Schwarz inequality, we get
Set
As τ < 1, we set
Then, (49) implies that ς n ≤ θς n−1 + βτ with θ := (2 + τ )/(2 − τ ). We have by induction that
For nτ ≤ T , n = 0, 1, . . . , N t and τ ≤ 1, thus
By (52) and the definitions of β and ς n above, the stability estimate (43) holds.
A priori error estimates
We remark that the error bounds of the IGA-Newmark-POD Galerkin scheme include three components arising from IGA space discretization, time discretization and POD eigenvalue truncation. 
Proof. We have by the triangle inequality
The average error related to the first term on right hand side of (54) is bounded via the IGA fully-discrete error estimation in Lemma 2.5:
To estimate the second term of (54), we write
First, we have for η n+1/2 the average square error
where we have used Lemma 3.1 in the last inequality. To estimate ρ n+1/2 , by (22) and (42), we have for any w r ∈ V r :
Then, using (57),
We now apply a superposition principle, splitting ρ n =ρ n +ρ n and ρ n+1/2 =ρ n+1/2 +ρ n+1/2 . These quantities are defined to satisfy
and
respectively. We apply Theorem 4.3 to (59) and get
The initial condition in (59) allows us to easily have
To estimateρ n , we take
in (60) and obtain
by the Cauchy-Schwarz inequality and continuity of a(·, ·). By using the inverse estimate in Lemma 4.1 in V ι and the Young's type inequality ab ≤ a 2 +
Set ς n := D + τρ n 2 + |ρ n+1/2 | 2 1 for n = 0, 1, . . . , N t − 1. By similar induction arguments as made in Theorem 4.3 showing that (43) from (47), we can obtain from (63) for nτ ≤ T , n = 0, 1, . . . , N t and τ ≤ 2µ ι /(µ ι + ν 1 ) that
where the number β > 0 satisfies that
By definitions of ς n and β, and the fact thatρ 0 =ρ 1 = 0 in (60), we obtain
with
. A combination of (62) and (65) leads to
where by Lemma 3.1 1
and 1
Hence, we obtain
with C 7 = C 7 (µ ι , ν 1 , T ). Finally, a combination of (55), (56), (68), (33) and (34) yields the result.
Numerical linear algebra aspects
The IGA spatial semi-discretized problem (17) is a system of ordinary differential equations. Let us denote by N x the cardinal number of the multi-index set I, i.e. the number of degrees of freedom of the finite dimensional space V h . Renumber the index from 1 to N x for all i ∈ I. By writting u h (t) = 
In order to numerically apply a POD algorithm as in Lemma 3.1 [39] , we require to introduce a weighted inner product in R Nx for the IGA control variables to replace the inner products in the finite-dimensional (N x -dimensional) space V h . The induced norms are also changed accordingly. Let us consider two arbitrary vectors a, b ∈ R Nx , with a = (a i ) 1≤i≤Nx and b = (b i ) 1≤i≤Nx , then we define the weighted inner product
where W = [w ij ] 1≤i,j≤Nx ∈ R Nx×Nx denotes a symmetric positive definite weight matrix. We then denote the induced norm
The algebraic form of (22) reads:
. . , N t . We can define a matrix-vector form for the Galerkin POD semi-discretization:
The matrix-vector form for IGA-Newmark-POD scheme reads:
By solving this system, we obtain {d n r } Nt n=0 which leads to the POD Galerkin solution {u n r } Nt n=0 with u n r = r j=1 d n r,j ψ j . The POD mass matrix M r , POD-stiffness matrix A r , the inverse matrices M −1 r and A −1 r are positive definite [26, 24] .
Algorithm
We present the whole IGA-POD Galerkin methodology for ROM in the form of Algorithm 1 which contains three modules: the snapshot computation by IGA, the POD-basis generation and the POD Galerkin approach. Let us denote a diagonal matrix Θ = diag(α 1 , . . . , α Ns ). In Algorithm 1, we consider three approaches to generate POD basis as suggested in [39] . These are mathematically equivalent for modal analysis, although their computational costs are generally different from each other. The correlation matrix (29) and POD-basis (31) correspond to Case 3.
The choice of POD rank r is crucial since it influences the accuracy of the POD ROM in approximating the original problem. In our IGA-POD method, we can determine it also based on a heuristic rule [39] . More precisely, given an error tolerance (0 < 1), we determine r such that the computed energy ratio
or equivalently,
with D defined in Algorithm 1. The time and space discretizations have direct effect on the correlation matrix and thus on its eigenvalues. More precisely, the parameters τ , p, k m and h influence the accuracy of
, respectively) and the inclusion of TDA (i.e. N s = 3N t or N s = N t + 1) can also affect the eigenvalue analysis. Once the eigenvalues have been computed however, we find from (75) that the POD rank r only directly depends on . The smaller is , the larger is r, which leads to more accurate POD Galerkin approximations to snapshots.
Once the POD rank and POD-basis have been determined, we set
Then, we obtain for (73):
We compute d n r by solving (73) and obtain u n r = Ψd n r .
Numerical examples
We use the IGA library GeoPDEs [16] to perform numerical simulation in MATLAB. We then assume that the error due to time discretization is relatively "small" compared with the two error components due to space 
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and eigenvalues {λ h i } r i=1 . 24: procedure POD Galerkin scheme (MOR) 25: Require:
26:
Solve PDE by the full discrete POD-Newmark-scheme to obtain POD-basis coefficients {d n r } Nt n=0 ⊂ R r ;
27:
Compute u n r = r j=1 (d n r ) j ψ j for n = 0, . . . , N t ; 28: return POD Galerkin solutions {u n r } Nt n=0 . discretization and POD projection, i.e. τ 2 h p+1 (or h p ) for L 2 -norm (or H 1 -norm) and τ 2 √ . The spatial discretization is carried out by means of NURBS-based IGA with piecewise B-splines or NURBS of different degrees and smoothness. For the generation of the POD basis, we consider the choices of X = H 1 (Ω) (or L 2 (Ω)) and possible including TDA. Let us first introduce some notations. The discrete average norms of total error, snapshot error and POD error in (1) are denoted by respectively, where b denotes L 2 (Ω) (or H 1 (Ω)). By using Theorem 4.4 and (74), the expected error bound and impose Neumann boundary conditions on two arches and Dirichlet boundary conditions on straight lines Γ D = ∂Ω \ Γ N . In Fig. 1 , we show that triangular mesh required by standard FEM causes geometric modelling errors, while exact representation of Ω can be achieved by NURBS-based geometric modelling in IGA. We show an IGA-POD Galerkin solution at final time. First, we check the convergence order for errors of snapshots with respect to mesh and time parameters. For meshes used in IGA, we initialize the number of mesh elements as 4 × 8 = 32. NURBS allows an exact representation of Ω already at the coarsest level of discretization. We then use h-refinement three times up to an element number 32 × 64 = 2048. Fig. 2 shows that the convergence rates for errors of snapshots E h b by IGA p = 2 NURBS basis functions with k m = 0 or 1 in both L 2 and H 1 norms, i.e. they are optimal with respect to NURBS-based spatial discretization.
We use three different levels of number of degrees of freedom (ndofs) for comparison. Denote by IGA 0 and IGA 1 be IGA of p = 2 with k m = 0 and k m = 1, respectively. As in [41] , numerical comparisons in Table 1 shows that the truth approximations by IGA are more accurate than those by FEM, even if less ndofs are used. Moreover, the numerical solutions for the IGA case k m = 1 are more accurate than those for k m = 0 though slightly less ndofs are used. In Fig. 3 , different truth approximations may lead to different decay behaviors for the first few POD eigenvalues. If no TDA are included in snapshots, it shows that the three cases visually have nearly the same POD eigenvalues. For the TDA included case, however, both IGA-based cases decay faster than FEM-based case and the IGA 1 case decays faster than the IGA 0 case. This shows that the POD rank r of either the two IGA cases is nearly the same as that of the FEM case if no TDA included. For the TDA included case, however, the POD ranks of the two IGA cases are smaller than that of FEM and the value r of IGA 1 is smaller than that of IGA 0 . Since smaller r means more efficient POD-Galerkin methods for ROM, the IGA 1 case is the most efficient and the FEM case is the slowest among three candidates for ROM. We also see that the values eigenvalues are increased if TDA are included. From both Table 2 and Table 3 with a same , total errors of POD IGA 1 are most accurate and POD IGA 0 is also more accurate than FEM. We also see in Table 3 that the IGA 1 case is the most efficient one for POD-based ROM according to values of r. IGA 0 case is also efficient than FEM. 
which satisfies homogeneous Dirichlet boundary conditions. We consider the degree of B-spline basis functions p = 2, 3, and 4 with k m ≥ 1. Both square elements-based IGA and FEM allow an exact geometric representation. Considering that C 0 -continuous (k m = 0) B-splines still remain not interpolatory, IGA method in this case is different from the Lagrange basis functions-based FEM for p ≥ 2. In Fig. 4 , we show a POD Galerkin solution. For the same degree p in Table 4 , the accuracy of truth approximation is enhanced by increasing the smoothness although less ndofs are used. We see from Table 5 that k-refinement performed by increasing p and k m simultaneously can increase the accuracy of truth approximation and so that the accuracy of the final POD soultion at a cost of slightly more ndofs used. For both cases, with and without TDA, we find from Fig. 7 shows the first few POD eigenvalues with X = H 1 . In Table 6 , we show that the reduced order r increases as decreases. Thus, the POD truncation error decreases and the final POD solution becomes more accurate. 
Conclusions
We used IGA in POD for ROM of acoustic wave equations, which may be thought of as one dimensional parameterized model in ROM with the time being the only parameter. We split the error of the PODGalerkin solution into two parts and show both the accuracy of truth approximation and POD truncation are important for obtaining accuracy and efficiency of POD-Galerkin methods. We discretize the model by IGA and the Newmark scheme and propose a fully IGA-Newmark-POD Galerkin scheme. We analyze the stability and convergence of the discrete schemes by a priori error estimates. Numerical experiments are performed, which show promising advantages of IGA for accuracy and efficiency in ROM both with respect to the "exact" geometrical representation of computational domains of practical interest and the use of smooth basis functions allowed by NURBS. 
