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Zusammenfassung
Man weiß heute, dass jeder Stern der Milchstraße im Schnitt mindestens
einen Planeten besitzt. Planetenentstehung scheint also unvermeidlich mit
Sternentstehung einherzugehen. Es existieren jedoch einige Probleme, die
es schwierig machen zu verstehen, wie aus dem primordialem, mikrometer-
großem Staub, der in protoplanetaren Scheiben beobachtet wird, Planeten
wachsen können. Eines dieser Probleme, welches das Thema dieser Disserta-
tion ist, ist die Bildung von kilometergroßen Planetesimalen.
Wir entwickeln zuerst ein neues numerisches Code zur Evolution von
Staub in protoplanetaren Scheiben, welches auf der Monte-Carlo-Methode
basiert. Mit diesem Code modellieren wir verschiedene mögliche Szenarien
zur Entstehung von Planetesimalen. Wir simulieren die Planetesimalentste-
hung sowohl durch Koagulation von Staub, als auch durch gravitativen Kol-
laps von dichten Klumpen, welche durch die Strömungsinstabilität gebildet
wurden. Wir überprüfen welche Bedingungen notwendig sind, damit diese
Szenarien ablaufen und vergleichen ihre Eﬃzienz bei der Entstehung von
Planetesimalen. Unsere Ergebnisse legen nahe, dass die Planetesimalentste-
hung durch Staub-Koagulation im inneren Teil der protoplanetaren Scheibe
möglich ist, wohingegen die Strömungsinstabilität womöglich nur außerhalb
der Eislinie eﬃzient ist. Unsere Vorhersagen können dazu benutzt werden,
die späten Phase der Planetenentstehung zu modellieren.
Abstract
It is now clear that on average every star in the Milky Way has at least
one planet. Planet formation seems to be an inevitable side eﬀect of the
star formation process. However, there are several problems that make it
diﬃcult to understand how the primordial micrometer dust grains observed
in protoplanetary disks are turned to planets. One of them is the formation
of kilometer-sized planetesimals, which is the topic of this dissertation.
We ﬁrst develop a new code for dust evolution in protoplanetary disks,
which is based on the Monte Carlo approach. The code is then used to model
several possible planetesimal formation scenarios. We test planetesimal for-
mation by both dust coagulation and gravitational collapse of dense pebble
clumps formed by the streaming instability. We examine what conditions are
necessary for these scenarios to proceed and compare their planetesimal for-
mation eﬃciencies. Our results suggest that planetesimal formation via dust
coagulation is possible in the inner part of the protoplanetary disk, whereas
the streaming instability may only be eﬃcient beyond the snow line. Our
predictions can be used to model the late stages of planet formation.
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1
Introduction
As of October 2014, there are more than 1800 known exoplanets. Using a sta-
tistical analysis of the microlensing data, Cassan et al. (2012) showed that
every star in the Milky Way is orbited by at least one planet, and similar re-
sult was obtained by Youdin (2011b) who analyzed the Kepler mission data.
Planet formation is ubiquitous, but we lack convincing models of how the
planets form. Even formation of the Solar System, which we are able to ex-
plore much better than any other planetary system, is not yet well explained.
Planet formation is undoubtedly a very complex process that covers many
orders in magnitude in mass. It happens in disks surrounding young stars,
called protoplanetary disks, where micron sized monomers, that are already
present in the interstellar medium and enter the disk at the point of its
formation, stick together to form ever larger aggregates. Many intermediate
stages must happen before the thousands of kilometers sized planets are
formed.
The process of turning dust to planets is most likely not very eﬃcient.
Although any primordial dust which was not used to form the planets, would
be removed from the planetary system by processes such as the radiation
pressure, we still observe some larger leftovers of the planet formation process:
for example the asteroids in the Solar System. The craters seen on many of the
Solar System bodies also prove that a great number of the intermediate sized
objects did exist once upon a time. These bodies, which are too small to be
called planets but large enough to be held together by self-gravity rather than
material strength, are called planetesimals in the planet formation theory.
This dissertation deals with the problem of planetesimal formation, which is
hindered by so-called growth barriers.
In this chapter, we ﬁrst introduce basic information about the known
extrasolar planets (Sect. 1.1) and the Solar System (Sect. 1.2), which set
constraints on the planet formation process. In Sect. 1.3, we review the cur-
rent planet formation theory, focusing on its ﬁrst stages, as they are the topic
of this dissertation. In Sect. 1.4, we brieﬂy introduce two dust coagulation
modeling approaches, which are then used in subsequent chapters.
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Figure 1.1: Number of exoplanets discovered in each year and known
by the end of the year (in the case of 2014: until the 31st of July).
The time dependence can be ﬁtted by an exponential function (dashed line).
Data to make this plot was obtained from the Open Exoplanet Catalogue
(http://www.openexoplanetcatalogue.com/).
1.1 Extrasolar planets
A new era in the history of modern astrophysics started with the discov-
ery of the ﬁrst exoplanets by Wolszczan & Frail (1992). The number of known
exoplanets increases roughly exponentially with time (Fig. 1.1). The discov-
ery of a millionth exoplanet will be announced in the year 2036 if this rate is
kept. In this section, we discuss the detection methods and basic properties
of the currently known exoplanet population.
Figure 1.2 shows masses and semi-major axes of all the exoplanets known
by the end of July 2014 as well as the eight planets of the Solar System.
Masses are given in the units of Jupiter mass, MJ, and the distance is mea-
sured in astronomical units, where 1 AU is a mean distance between the
Earth and the Sun. As can be seen, massive exoplanets close to their central
stars are preferentially found. This is because of biases in the methods used
to detect them.
It is exceedingly hard to directly image an exoplanet. This is because
the planets are very faint sources that get drowned in the light emitted by
their host stars. Only a few planets have been directly observed and these
are mostly young, massive objects far away from their hosts (Neuhäuser
& Schmidt 2012). Several indirect methods are however more successful in
2
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Figure 1.2: Exoplanets known by the 31st of July 2014 (grey dots) and planets
of the Solar System (red dots). Due to observational biases, we are still not
able to discover planets that are small and far away from their host stars.
Data to make this plot was obtained from the Open Exoplanet Catalogue
(http://www.openexoplanetcatalogue.com/).
detecting planets orbiting other stars.
The most fruitful exoplanet ﬁnding campaign until now is the Kepler
mission. It has detected more than half of all the known exoplanets and
there are still more than 3000 planet candidates found by this mission that
await conﬁrmation. The Kepler is a space observatory monitoring stars of
the Milky Way. From May 2009 to May 2013, it observed a ﬁxed ﬁeld of view
and constantly monitored the brightness of over 145000 main sequence stars.
The light curves were then analyzed in search for periodic changes that could
indicate presence of planets passing in front of the stars. The stars with light
curves exhibiting such changes are then observed with large ground-based
telescopes in order to conﬁrm that the signal indeed comes from planets.
The method used by the Kepler mission is called transit photometry. Al-
though it turned out to be an eﬃcient way of detecting planets, the method
has several disadvantages. A signal that is similar to the planetary transit
can be produced by many astrophysical processes, such as starspots or unre-
solved binaries. Thus, this methods suﬀers from a high rate of false-positives.
Another disadvantage is that one needs to observe several transit events in
order to conﬁrm the existence of a planet. Thus, the star needs to be ob-
served through many orbital periods of the planet. It is of course relatively
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easy to detect the close-in planets, which have short orbital periods, but even
ﬁnding a planet with a semi-major axis corresponding to the Earth requires
several years of observations. Similar constraints apply to the size of planets:
the larger the planet is, the stronger dip in the star's brightness it produces
and thus the easier it is to ﬁnd it. These two problems directly translate into
the observational bias visible in Fig. 1.2: we cannot detect small planets that
are far away from they host stars.
Another successful exoplanet detection method, called the radial velocity
method or Doppler spectroscopy, suﬀers from similar limitations. The method
is based on the Doppler eﬀect: lines in the stellar spectrum have diﬀerent
wavelengths when the star moves with respect to the observer. Such a move-
ment can be caused by the star and planet orbiting around the common
center of gravity. The more massive the planet is, the stronger the eﬀect.
The main disadvantage of the radial velocity method is that it can only es-
timate a minimum mass of the planet. This is because the orientation of
the planet orbit is unknown. Thus, many of the candidates found with this
method may be in fact brown dwarfs: object with masses above ∼13 MJ,
which are able to burn deuterium.
Early discoveries of the exoplanets brought a lot of surprise as they did
not ﬁt the planet formation theories, which were focused on the formation
of the Solar System. The ﬁrst discovered exoplanets orbited a millisecond
pulsar: a quickly rotating neutron star that is an endpoint of massive star
evolution. It is still a mystery how these planets got there: did they survive the
violent supernova explosion, were they captured afterwards, or did they form
in a secondary disk? Then, a massive planet (minimum mass of ∼ 0.5 MJ)
very close to its host star (semi-major axis of ∼ 0.05 AU) was found (Mayor
& Queloz 1995). This planet was the ﬁrst hot Jupiter: massive planet orbiting
surprisingly close to its host star and thus having a high surface temperature.
The hot Jupiters can not form in situ as the inner part of the proto-
planetary disk does not have enough mass. To explain this, planet migration
theory was developed. This is a relatively straightforward process but with
an exact outcome that is very hard to predict. Due to the planet-disk in-
teraction, a net torque is exerted on the planet and it migrates inwards in
most cases, but an outward migration is also possible (Masset & Papaloizou
2003; Baruteau et al. 2013). Another possible scenario for the hot Jupiter
formation is the gravitational planet-planet scattering followed by tidal orbit
circularization (Naoz et al. 2011; Beaugé & Nesvorný 2012). In other words:
one of the planets in a multiple system is placed on a very eccentric orbit due
to its gravitational interaction with the other planets. Its eccentricity is then
reduced over time because of a complicated interaction with the host star,
and the planet is ﬁxed on a very close-in orbit. The fact that many of the
4
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observed hot Jupiters are orbiting counter to the spin direction of the star
(Triaud et al. 2010) is certainly in favour of the second scenario, because the
planet-planet scattering does not only produce the high eccentricity but also
a random inclination.
Another class of extrasolar planets are the super-Earths. These are planets
of a few Earth masses orbiting inside of 1 AU. Their origin is still very much
debated. They may, similarly as the hot Jupiters, be formed in the outer disk
and then migrate inwards (Terquem & Papaloizou 2007; Rein 2012). How-
ever, the properties of some of the known multiple systems are not necessarily
consistent with this scenario. The Kepler mission found many multiple exo-
planet systems with three to ﬁve planets, all located inside of 0.5 AU, that
possess very low mutual inclinations (Fang & Margot 2012). Of course, ﬁnd-
ing systems with such a low inclination scatter is a result of the observational
bias: we could not detect all the planets with the transit method if they were
not in the same orbital plane. These systems are called the multi-transiting
systems with tightly-packed inner planets (STIPs). The inward migration
scenario predicts that there should be mean-motion resonance chains in such
systems (Goldreich 1965; Kley & Nelson 2012), but these are not observed
as a general rule. Thus, the in situ formation scenario is feasible as an ex-
planation of the STIPs formation (Lithwick & Wu 2012; Chiang & Laughlin
2013; Chatterjee & Tan 2014). We come back to this point in Chapter 4.
Besides the two most eﬃcient indirect methods: the transit photometry
and the Doppler spectroscopy, there are a few more in use. In particular, the
ﬁrst exoplanets were discovered using the so-called timing method. Existence
of a planet causes variations in periodic phenomena such as the signal coming
from the pulsar in the case of the planets discovered by Wolszczan & Frail
(1992). Similar variations can be observed in the time or duration of the
planetary transits (Nesvorný & Morbidelli 2008) or binary star eclipses (Lee
et al. 2009). Another method is to search for variations in microlensing events
introduced by a planet orbiting the lens star (Gaudi 2012; Giannini & Lunine
2013). This method is sensitive to Earth-mass planets up to 10 AU from the
star. However, the lensing is a one-time event because the probability that
such alignment occurs again is extremely low. Follow-up observations with
other methods are not possible as the detected objects are typically very
distant: some of them even in another galaxy (Ingrosso et al. 2009).
It is known that a signiﬁcant fraction of stars reside in multiple star
systems (Duquennoy & Mayor 1991; Lada 2006). Thus, it may not seem sur-
prising that more than 40% of the exoplanet host stars may be in binary
systems (Horch et al. 2014). Planets were discovered both around a single
star of a binary (e.g. Haghighipour 2010) and the entire binary systems (e.g.
Doyle et al. 2011; Welsh et al. 2012). Planet formation around one star in
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a wide binary system is believed to proceed the same as around a single star,
as properties of such planets are similar (Quintana et al. 2007; Desidera &
Barbieri 2007). However, there are also planets around stars in tight bina-
ries observed (e.g. Queloz et al. 2000; Correia et al. 2008; Zuckerman et al.
2008). There are several eﬀects that make it hard to form planets in such
systems. The lifetime of a protoplanetary disk in a binary system is shorter
than around a single star (Cieza et al. 2009). This gives less time to ac-
complish the planet formation. Additionally, interaction with the host star
companion exerts high impact speeds both on dust aggregates (Zsom et al.
2011b) and planetesimals (Thébault et al. 2006). Thus, planet formation in
such systems seems to be more complicated and challenging than around sin-
gle stars, and we therefore focus on the latter (which is challenging enough)
in this dissertation.
To sum up, we know that planets are ubiquitous: they are found around
stars of all types. Even though our knowledge is limited by the observational
biases, we already know that there are many architectures of planetary sys-
tems possible and that a signiﬁcant fraction of them do not resemble our own
Solar System. Regardless of how frequent our own system is, studying the
Solar System is vital to understand more about the planet formation process.
1.2 The Solar System
The Solar System has eight planets: four small rocky bodies in the in-
ner part and four gas giants in the outer part. Additionally, there are many
smaller bodies: satellites of the planets, dwarf planets, asteroids, and comets.
The Solar System is dynamically full, meaning that there are no more lo-
cations that would by stable for at least 109 years and that are not already
occupied (Holman & Wisdom 1993). All of these bodies orbit around the
Sun, which is classiﬁed as a G-type main-sequence star. The Sun contains
more than 99% of all the Solar System mass. The second most massive body
is Jupiter, which contains more than twice the mass of all the remaining bod-
ies. Although the Sun is a dominant object considering the mass, it contains
only 1% of the total angular momentum of the Solar System. This means that
a substantial segregation of mass and angular momentum happened during
the star and/or planet formation process.
The current architecture and properties of the Solar System gives us in-
sights into its possible formation. Particularly, the dramatic diﬀerence be-
tween the inner and the outer planets hints towards a signiﬁcant jump in
the properties of the disk in which they formed. This jump is most likely
connected with the temperature structure of the protoplanetary disk: the
temperature should decrease with the distance from the star, as the inner
6
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parts are naturally more exposed to the radiation coming from the central
star (Weidenschilling 1977a). Thus, some chemical species may exist in the
solid state in the outer disk and in the gas state in the inner disk. Hayashi
(1981a) pointed out that for water, this transition region, or snow line, should
be located at around 3 AU, dividing the inner and outer planets. They esti-
mated that the surface density of solids should be around four times higher
outside the snow line than in the inner region, where the solid water ice can-
not exist. The enhanced abundance of solids in the outer disk would help
to form the giant planet cores quickly, and thus allow them to accrete their
massive atmospheres before the gas disk is dispersed.
The bodies of the Solar System, although they may seem distant, are
still much closer to us than any other planetary system. There are many
methods used for their exploration. For over 50 years, spacecrafts have been
used to take photos and make measurements, and even return samples from
the Moon but also from a comet, an asteroid and of the ﬁne interplanetary
dust. Cosmic material is also delivered to the Earth by meteorites, which are
mostly fragments of the asteroids orbiting between Mars and Jupiter.
Dating of the material obtained from the outer space shows that the oldest
objects in the Solar System are the calcium-aluminum-rich inclusions (CAIs)
found in some meteorites. Their absolute age is currently determined with
the lead isotopic dating to be 4567.30 ± 0.16 Myrs (Connelly et al. 2012).
The CAIs are considered to be formed soon after the formation of the Sun.
Chondrules are another interesting feature found in most of the mete-
orites, called chondrites. These are mm-sized grains composed primarily of
the silicate minerals: olivine and pyroxene (Jacquet 2014). Some of them
were formed around the same time as the CAIs, but the chondrule formation
lasted around 3 Myrs (Connelly et al. 2012). The formation process of the
CAIs and chondrules is still debated. It is certain that there must have been
some ﬂash-heating event followed by relatively quick cooling of the material,
because the chondrules show evidence of being molten and then cooled down
and solidiﬁed within hours (Hewins et al. 2005; Alexander et al. 2008). This
is because they contain a signiﬁcant amount of volatile elements that would
have been gone if the chondrules had been molten for any longer time. Such
heating might have been caused by large-scale shocks (Desch & Connolly
2002; Ciesla & Hood 2002; Boss & Durisen 2005), bow shocks caused by ec-
centric planetary embryos (Hood 1998; Morris et al. 2012), nebular lightnings
(Pilipp et al. 1998; Güttler et al. 2008), and high impact speed planetesimal
collisions (Yamamoto et al. 1991; Dullemond et al. 2014). However, each of
these scenarios has severe problems and we cannot consider the chondrule
formation to be explained yet (see e.g. Alexander et al. 2008; Stammler &
Dullemond 2014). The sizes and composition of chondrules are also intrigu-
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ing: there are chondrules of diﬀerent ages but only one size found in one
meteorite (Kuebler et al. 1999; Mostefaoui et al. 2002). These facts suggest
that there was some size-sorting mechanism operating in the solar nebula
and that the parent bodies of the meteorites were formed only after all the
chondrules were present (Cuzzi et al. 2010). The existence of chondrules and
CAIs proves that the coagulation of the primordial micron-sized dust grains
had to proceed to at least cm-sized aggregates. However, the structure of
meteorites, which consist not only of the chondrules, but also of smaller dust
grains, suggests that the coagulation process resulted in a quite wide size
distribution. It is worth to mention that there are also meteorites, called
achondrites, that do not include any chondrules.
Thanks to the chondrules in meteorites, we know that most of their parent
bodies, asteroids, consist of relatively primordial matter (Binzel et al. 2002).
This is important, as it is known that asteroids larger than a few kilometers
would be melted and diﬀerentiated due to the radiogenic heating by short-
lived nuclides, mainly 26Al, if they formed early when the abundances were
still high (Gail et al. 2013). Thus, most of the planetesimals must have formed
signiﬁcantly later than the CAIs and chondrules.
As mentioned earlier in this section, most of the meteorites originate form
the asteroid belt located between Mars and Jupiter. The collision timescale
of the present-day asteroid belt is very long. Thus, the observed size distri-
bution can be treated as a relic of the primordial one (Bottke et al. 2005).
Fig. 1.3 presents the size distribution observed by diﬀerent instruments in the
asteroid belt as summarized by Cuzzi et al. (2010). It exhibits a pronounced
peak at ∼ 140 km. This size distribution of the asteroids is commonly in-
terpreted as an evidence for existence of one typical size of ∼ 100 km of
the primordial planetesimals. Planet formation via gravitational collapse of
dense dust clumps is therefore often favored, as it would consistently lead to
such a characteristic size (Morbidelli et al. 2009; Cuzzi et al. 2010), but the
possibility of forming the size distribution via subsequent coagulation cannot
be excluded (Weidenschilling 2011; Lithwick 2014).
The dynamical state of the asteroid belt suggests that it was signiﬁcantly
depleted in mass, presumably during the migration of Jupiter (Morbidelli
et al. 2010). The depletion of the asteroid belt and, more generally, the early
dynamical evolution of the Solar System planets, are connected to the in-
teresting issue of the water on the Earth origin. As mentioned previously,
the water ice could not exist in the solar nebula at the present location of
the Earth. The icy comets have been initially suggested as the most likely
source of the Earth's water (see e.g. Delsemme 1991). However, the isotopic
constraints, namely the ratio between deuterium (heavy hydrogen, 2H) and
the "normal" hydrogen measured for the Earth and, mainly by the spectro-
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Figure 1.3: The current size distribution of the asteroid belt as observed by
diﬀerent instruments. Reprinted from Icarus, Vol. 208, No. 2, Cuzzi et al.,
"Towards initial mass functions for asteroids and Kuiper Belt Objects", Pages
No. 518-538, Copyright 2010, with permission from Elsevier.
scopic observations, for comets, contradict this hypothesis (Dauphas et al.
2000; Albertsson et al. 2014). It is now commonly accepted that these were
rather water-rich asteroids scattered by migrating Jupiter that delivered the
water (Izidoro et al. 2013; O'Brien et al. 2014).
The delivery of water can be related to a dramatic event in the early
history of the Solar System known as the Late Heavy Bombardment. From
the data obtained by the lunar missions, it seems that there was a period
between 4.1 to 3.8 Gyrs ago when the Moon was intensively bombarded by
asteroids (Tera et al. 1973). This is interesting, because explaining the Late
Heavy Bombardment helps us to understand more about the Solar Systems
conditions at the time when it occurred. The reason for this bombardment
was most likely dynamics of the giant planets, which caused perturbations
of the orbits of the surrounding smaller bodies, causing some of them to get
thrown into the inner Solar System (Wetherill 1975; Levison et al. 2001).
One of the most widely accepted scenarios to explain this is the Nice model,
which predicts that the giant planets were initially much more packed and on
resonant orbits. A violent gravitational instability led to the current orbits,
destabilizing the asteroids at the same time (Gomes et al. 2005; Tsiganis
et al. 2005; Levison et al. 2011).
The giant planets instability presumably scattered the small bodies not
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only inwards but also outwards, delivering some objects to the Kuiper belt,
which extends from the orbit of Neptune (30 AU) to approximately 50 AU
from the Sun, and the Oort cloud, which surrounds the Sun up to 50000 AU.
The Kuiper Belt is known to consist of two diﬀerent populations (Tegler
& Romanishin 1998, 2003). One of the populations is dynamically excited
with surface colors suggesting that it was formed in the vicinity of Jupiter.
These are the objects that were presumably scattered by the giant planets.
The other population is dynamically cold and has surface albedos suggesting
that it is made out of ice (Brucker et al. 2009). These are most likely the
objects that were formed in situ. Their size distribution is similar to the one
of the asteroid belt and analogically, both the formation via gravitational
collapse (Cuzzi et al. 2010; Johansen et al. 2012), and coagulation (Schlichting
& Sari 2011; Schlichting et al. 2013) are considered.
The Kuiper Belt is a source of short-period comets that visit the inner
Solar System from time to time (Schlichting et al. 2012). One of them is the
comet 81P/Wild that was a target of the Stardust mission, which collected
dust samples from the coma of the comet and returned them to the Earth.
A big surprise was that chondrules and CAIs were found, which are thought
to be formed in the inner Solar System (Flynn 2008; Matzel et al. 2010).
The comet turned out to be covered in impact craters and very active, with
numerous water vapour jets (Brownlee et al. 2004). The Stardust was a ﬂy-
by mission, able to observe only the comet's surface. Another mission, the
Deep Impact, released an impactor into the comet 9P/Tempel that collided
with its nucleus. The comet turned out to be more dusty, porous and of
lower tensile strength than expected (A'Hearn et al. 2005; Richardson et al.
2007; A'Hearn 2008). Most recently, the mission Rosetta has approached the
comet 67P/Churyumov-Gerasimenko. The ﬁrst pictures of the comet revealed
that it consists of two distinct parts: it may be even a contact binary. The
properties revealed by the space missions revised our view of comets. The low
tensile strength of these objects suggests that they have been formed by
gravitational instability (Skorov & Blum 2012).
These are only some of the facts about the Solar System that are useful
in constraining the planet formation process. We come back to some of these
points in the following chapters. In Chapter 3, we investigate signiﬁcance
of the snow line for the planet formation process. In Chapter 4, we present
a planetesimal formation scenario that can explain the low mass of Mars.
In Chapter 5, we show that planetesimal formation via gravitational collapse
of dense dust clumps formed by the streaming instability preferentially works
in the outer part of the disk, which is consistent with the observed properties
of comets.
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1.3 Current planet formation theory
1.3.1 Protoplanetary disk structure
Planets form in disks surrounding young stars. The protoplanetary disks
are observed mainly at infrared to millimeter wavelengths. Some basic prop-
erties, such as their sizes and masses, can be constrained using these observa-
tions. Thanks to the measurements of disks occurrence rate around stars of
diﬀerent ages, we know that a typical lifetime of a disk around a solar-mass
star is on the order of 106 yrs (Hernández et al. 2007; Wyatt 2008). It is
shorter for more massive stars (Williams & Cieza 2011). The average mass
of the disk is estimated to be 1% of mass of the central star (Andrews &
Williams 2007a), however, as we discuss in Chapter 6, this may be underesti-
mated. It is generally assumed that the initial dust-to-gas ratio in the disk is
the same as measured in the interstellar medium: on the order of 1% (Ferrière
2001). The main issue of the current protoplanetary disk observations is that
they are not able to look into the inner region of the disks: only the regions
outside of ∼ 20 AU can be resolved with the current instruments (Williams
& Cieza 2011). Thus, the structure of the inner regions, where the terrestrial
planets of the Solar System exist and the exoplanets are detected, is not well
constrained.
In the planet formation models, we typically use analytical disk models.
One of the most known is called the Minimum Mass Solar Nebula (MMSN).
From the current mass distribution in the Solar System, Weidenschilling
(1977b) and Hayashi (1981a) reconstructed the radial proﬁle of the primor-
dial solar nebula that would be just massive enough to allow the assembly of
the planets. The vertically integrated gas density in this model follows
Σg = 1700×
( r
AU
)−1.5
g cm−2, (1.1)
where r is the radial distance from the central star. This model was later
updated, taking into account that the giant planets might have been initially
more compact, as is suggested by the Nice model described in the previous
section. Taking this into account, Desch (2007) obtained a much steeper gas
surface density proﬁle
Σg = 50500×
( r
AU
)−2.168
g cm−2. (1.2)
However, the observed disks appear to have more ﬂat surface density proﬁles
(Andrews & Williams 2007b), at least in the outer regions. Brauer et al.
(2008a) therefore used yet another disk model with the surface density of
Σg = 20×
( r
AU
)−0.8
g cm−2. (1.3)
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The mass of this disk
Mdisk = 2pi
∫ rout
rin
Σg(r)r dr, (1.4)
integrated between rin = 0.1 AU and rout = 100 AU is on the order of 1%
of the solar mass, the same as in the MMSN model, but the disk proﬁle is
much shallower, with signiﬁcantly less mass in the inner region.
Assuming that the disk is in vertical hydrostatic equilibrium, resulting
from a balance between the vertical component of star gravity and the gas
pressure (the gravity from the disk can be neglected if we assume a low-mass
disk, i.e. Mdisk M?), we can derive the vertical density structure
ρg = ρ
z=0
g exp
(−z2
2H2g
)
, (1.5)
where ρz=0g is the gas density in the midplane, which can be computed as
ρz=0g =
Σg√
2piHg
, (1.6)
and Hg is the pressure scale height of gas. The vertical scale height of gas is
given by
Hg =
cs
ΩK
, (1.7)
where cs is the sound speed in the gas and
ΩK =
√
GM?
r3
(1.8)
is the orbital frequency. G is the gravitational constant and M? is mass of
the central star. The sound speed is related to the temperature
cs =
√
kBT
mg
, (1.9)
where kB is the Boltzmann constant and mg is mass of the gas molecule,
which we take to be mg = 2.3×mp.
The shape of the disk, i.e. theHg/r ratio, is dependent on the temperature
structure of the disk. Deriving the thermal disk structure is a complicated
task. In the models presented in this dissertation, we assume that the disk is
isothermal, meaning that the temperature is only dependent on the distance
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from the star, which is a signiﬁcant simpliﬁcation, because in reality the tem-
perature changes with the height above the midplane. Kenyon & Hartmann
(1987) found that a ﬂaring disk geometry, meaning that the vertical height
of the disk increases rapidly with the distance from the star, is needed to ex-
plain the spectral energy distribution observed in the protoplanetary disks.
A consistent temperature proﬁle, which we use in our models, is
T ∝ r−1/2. (1.10)
Although the real disks are evolving and ﬁnally dissipate on a few Myrs
timescale, in our models we assume steady state disks. This is because the
timescale of planetesimal formation, which we are interested in, is much
shorter than 106 yrs. The radial force balance in such disk includes con-
tributions from centrifugal force, gravity, and radial pressure gradient:
v2φ,g
r
=
GM?
r2
+
1
ρg
dPg
dr
, (1.11)
where vφ,g is the orbital speed of the gas and Pg = ρgc
2
s is the pressure.
The diﬀerence between the gas speed vφ,g and the Keplerian speed vK can be
parametrized with η, such that
vφ,g = vK
√
1 + 2η, (1.12)
with
η =
1
2ρgrΩ2K
dPg
dr
. (1.13)
The pressure gradient is negative, thus η < 0 and the gas rotates with a sub-
Keplerian speed. As visible in Fig. 1.4, the diﬀerence between the gas and
Keplerian rotation is typically on the order of 10−3  10−2 × vK, and it
increases with the distance from the star. This tiny diﬀerence becomes very
important for the motion of solids.
1.3.2 Dust evolution
The evolution of solids in a protoplanetary disk is driven by their inter-
action with gas. Velocities of dust grains are important to determine how
often the grains collide, and therefore how quickly they grow, and also to
determine what happens to two grains when they collide. As shown in the
previous section, the gas disk is pressure supported and thus rotates with
a slightly sub-Keplerian speed. The diﬀerence between the gas rotation and
the Keplerian rotation is very small, but it inﬂuences the dust evolution sig-
niﬁcantly. The gas disk may also be turbulent, which causes diﬀusion of dust
and adds a random velocity component, enhancing the collision speeds fur-
ther. A sketch of eﬀects we include in our dust evolution models is presented
in Fig. 1.5.
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Figure 1.4: The value of the parameter η (Eq. 1.13) describing the diﬀer-
ence between the gas and Keplerian rotation in three diﬀerent disk models
described with Eqs. (1.1)  (1.3).
Stokes number
The interaction between the dust and gas can be parametrized with the
Stokes number
St = tsΩK, (1.14)
where ts is stopping time of the particle and ΩK is the orbital frequency.
The stopping time of a particle corresponds to the time in which the particle
adjusts its velocity to the velocity of surrounding gas. The stopping time
is on the order of seconds for tiny µm-sized monomers and gets longer for
larger aggregates. The small aggregates have St 1 and are tightly coupled
to the gas, meaning that they basically follow the gas movement. On the
other hand, bodies with St  1 are decoupled from the gas and move on
Keplerian orbits. Bodies corresponding to St ≈ 1 are called pebbles, and are
inﬂuenced by the interaction with gas the most: they acquire the highest drift
and impact speeds.
There are two drag regimes determining the aggregate motion: the Epstein
(Epstein 1924) and the Stokes (Whipple 1972) regime. The Epstein regime
applies to small grains, when their size is smaller than the mean free path in
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Figure 1.5: Pictographic representation of the processes we include in the
dust evolution models presented in this dissertation. All of them are caused
by the interaction between dust and gas.
the gas. The mean free path is deﬁned as
λmfp =
mg
ρgσg
, (1.15)
where ρg is gas density, mg is mass of the gas molecule, and σg is cross section
for collisions between the gas molecules. For particles with radii a < 9
4
λmfp,
the stopping time can be calculated as (Weidenschilling 1977a)
tEps =
aρp
vthρg
, (1.16)
where ρp is the internal density of the particle and vth =
√
8/pi × cs is the
thermal velocity of the gas. This can be rewritten as
tEps =
pi
2
aρp
ΣgΩK
, (1.17)
and thus the Stokes number in the Epstein regime is
StEp =
pi
2
aρp
Σg
. (1.18)
As can be seen in the above equations, the aerodynamics of a grain is in
principle determined by the product of the radius a and internal density ρp.
Thus, a small but dense grain follow the same behavior as a larger but porous
grain as long as radii of both of them are smaller than 9
4
λmfp, meaning that
both the grains are in the Epstein drag regime.
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Figure 1.6: Dust grain sizes corresponding to the given Stokes number pa-
rameter values (grey lines) in the MMSN disk model. We assume internal
density of grains of ρp = 1 g cm
−3. The red dashed line corresponds to the
size of 9
4
λmfp, where the drag regime changes from Epstein (outer disk) to
Stokes (inner disk, shaded region).
Grains with a > 9
4
λmfp are in the Stokes regime. The Stokes regime con-
sists of three sub-regimes that are distinguished by the Reynolds number
deﬁned as
Re =
2a∆vpg
νmol
, (1.19)
where ∆vpg is the relative velocity between the gas and particle and νmol =
vthλmfp/2 is molecular viscosity of the gas. The stopping time in the three
regimes is
tSts =

2a2ρp
9νmolρg
for Re < 1
20.6a1.6ρp
9ν0.6mol∆v
0.4
pg ρ
1.4
g
for 1 < Re < 800
6aρp
∆vpgρg
for Re > 800
. (1.20)
The Stokes number in the Stokes regime can be computed by multiplying
the ts by the orbital frequency ΩK (Eq. 1.14). The dependence on particle
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radius changes in each of the regimes.
Figure 1.6 presents the dependence of dust grain size corresponding to the
given Stokes number on the distance from the central star in the MMSN disk
model. The transition from Epstein to Stokes drag regime that happens when
a dust grain is drifting inwards in the disk can have interesting consequences
for dust evolution, as described in Chapter 4.
It is worth noting that the above formulas were derived for compact spher-
ical grains and not much research has been made to test how important these
assumptions are. Porous, irregular aggregates, which are expected to exist in
the protoplanetary disk as an outcome of dust coagulation, certainly have
diﬀerent aerodynamic properties than the spherical grain (Meakin & Donn
1988; Nakamura & Hidaka 1998). Thus, it may be useful to build more ad-
vanced drag formulas taking into account the shape or internal structure of
aggregates.
Drift
Due to the aerodynamic interaction with the sub-Keplerian gas, the dust
grains lose their angular momentum and drift toward the star. The velocity
of the radial drift is computed as (Weidenschilling 1977a)
vr,d =
2ηvK
St + St−1
, (1.21)
where η is describing the diﬀerence between the gas and Keplerian rotation
(Eq. 1.13). The usual η < 0 means inward drift. The drift speed |vr,d| reaches
the maximum value for pebbles with St = 1, and in the MMSN disk is as
high as 55 m s−1.
The interaction with the gas leads to the grains acquiring orbital speeds
diﬀerent from Keplerian. These are also regulated by the pressure gradient
and the Stokes number:
vφ,d =
ηvK
1 + St2
. (1.22)
The dust particles present in the protoplanetary disk are settling towards
the midplane due to the interplay between gravity from the central star
and the centrifugal force. The settling velocity is regulated by the gas drag.
Results obtained by Carballido et al. (2011) suggest the settling velocity of
vz,d = −zΩK St
1 + St2
. (1.23)
This formula includes the orbital oscillations of grains with St > 1, where the
stopping times are too long for the grains to get stopped in the midplane.
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Equations (1.21)  (1.22) were derived with an assumption that the dust
density is much lower than the gas density (ρd  ρg). However, it is known
that the drift speeds are modiﬁed if the dust density is enhanced such that
ρd & ρg (Nakagawa et al. 1986). It was recently found that, in the case of
strong dust-to-gas ratio enhancement, the drift speeds are becoming depen-
dent on the size distribution in a complicated way and even an outward drift
is possible for the smallest aggregates (Bai & Stone 2010a; Laibe & Price
2014).
As all the systematic drift speeds depend on the Stokes number and thus
on the size of particles, the particles of diﬀerent sizes acquire relative veloci-
ties that drive their collisions. However, the drift described with Eqs. (1.21) 
(1.23) are not the only sources of the impact speeds. A signiﬁcant contribution
is also made by the turbulence.
Turbulence
The dissipation of protoplanetary disk is usually explained by accretion
of gas onto the central star. In order to enable the accretion, the disk have to
transport the angular momentum outwards, and from the angular momen-
tum distribution in the Solar System we know that such transport indeed
happens (Sect. 1.2). Thus, some source of viscosity is needed. The molec-
ular viscosity is not suﬃcient to cause the disk accretion on the observed
timescale of a few Myrs. The magnetorotational instability (MRI) was pro-
posed as a source of turbulence that could cause a signiﬁcant viscosity (Balbus
& Hawley 1991).
The turbulent viscosity is usually parametrized with the α parameter
(Shakura & Sunyaev 1973), such that
ν = αcsHg. (1.24)
The α parameter describes the strength of the turbulence. In case of the MRI
turbulence, this parameter has values of 10−6 < α < 10−2. The turbulence is
usually assumed to follow the Kolmogorov prescription (Kolmogorov 1941).
It is a cascade model in which the energy ﬂows from the largest eddies (cor-
responding to the typical length of
√
αHg) to ever smaller eddies, down to
so-called Kolmogorov length scale, where the energy is thermally dissipated.
The turbulent motions of gas inﬂuence the dynamics of dust grains.
The turbulent diﬀusion does not allow the dust particles to form an inﬁnitely
thin midplane layer and the balance between the settling and diﬀusion leads
to the following scale height of dust:
Hd = Hg
√
α
α + St
. (1.25)
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Small particles with St < 1 stay well mixed with the gas, whereas the pebbles
settle down quite eﬃciently: in a disk of solar metallicity with grains of
St > 10−2 and with α < 10−4, the dust-to-gas ratio in the midplane exceeds
unity.
The contribution of turbulence to the impact speeds of the grains is con-
stantly investigated. Assuming the Kolmogorov turbulence, Ormel & Cuzzi
(2007) derived expressions for the impact velocities induced by turbulence
that we use in our models. The impact speeds are also investigated by direct
numerical simulations (Pan & Padoan 2013; Pan et al. 2014a,b), which found
a general agreement of their results with the Ormel & Cuzzi (2007) formulas,
however suggested that they may overestimate the true values by a factor of
a few.
Most of the dust evolution models include turbulence as an inevitable
process that happens in the disk. However, it was postulated that disks may
include substantial parts that are free from the MRI: these are called dead
zones (Ostriker & Shu 1995). The MRI turbulence requires the gas to be
suﬃciently ionized, which may be not possible if small dust grains are present
(Okuzumi & Hirose 2012; Dzyurkevich et al. 2013). Recent research, that
include even more advanced magnetohydrodynamics models, leads to the
conclusion that the magnetic stresses caused by so-called Hall eﬀect can
transport the angular momentum without inducing turbulence (Lesur et al.
2014; Bai 2014): it may be that disks are entirely "dead".
Collisions
The relative velocities of dust grains drive their mutual collisions. The col-
lision rate, i.e. the number of collisions per second that a single particle un-
dergoes, is
R = Nd∆vσ, (1.26)
where Nd is number density of dust particles, ∆v is the impact speed, and σ is
the cross section for collision between the colliding particles: σ = pi (a1 + a2)
2,
where a1 and a2 are the particles' radii.
The impact speed ∆v depends on the disk properties and the colliding
grain sizes. Fig. 1.7 shows typical impact speeds for grains of diﬀerent sizes
calculated for a MMSN disk with turbulence of α = 10−3 at 1 AU from the
central star. The collisions between smallest grains are driven mainly by the
Brownian motion. The corresponding velocity can be calculated as
∆vB =
√
8kBT (m1 +m2)
pim1m2
, (1.27)
where m1 and m2 are masses of the colliding particles. As visible in Fig. 1.7,
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Figure 1.7: Impact speeds between grains of diﬀerent sizes calculated for the
diﬀerent sources and summed up in the last panel. The speeds were calculated
for a MMSN disk with turbulence of α = 10−3 at 1 AU from the central star.
The grain size corresponding to St = 1 in this model is around 70 cm and
this is where the the impact speeds are the highest.
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the Brownian motion is only important for the smallest aggregates and
quickly decreases with the grain size.
The turbulent velocities plotted in Fig. 1.7 were calculated from the
closed-form expressions derived by Ormel & Cuzzi (2007), which we also
use in our models. Ormel & Cuzzi (2007) found three regimes of the relative
velocities coming from turbulence. In the ﬁrst regime, which corresponds to
the small grains, the impact speeds are proportional to the diﬀerence in the
Stokes number of particles, and thus the relative velocity between the equal-
sized particles vanishes. However, in the second regime, corresponding to
slightly larger grains, the impact speeds are proportional to the square-root
of the Stokes number of the larger particle:
∆vT =
√
2αSt× cs. (1.28)
Thus, even the equal-sized particles acquire high impact speeds, on the order
of 100 m s−1. The second regime is the most interesting in planetesimal
formation context. In the third regime, for the largest grains, the turbulent
velocities decrease again.
The systematic radial and azimuthal drift, and the vertical settling also
contribute to the impact speeds. The contributions are calculated using the
Eqs. (1.21)  (1.23). For example, for the radial drift
∆vr = |vr,1 − vr,2|, (1.29)
where vr,1 and vr,2 are the radial drift speeds for each of the colliding particles
calculated from the Eq. (1.21). Contributions from the azimuthal drift ∆vφ
and vertical settling ∆vz are calculated analogically.
Finally, the total impact speed is calculated as
∆v =
√
∆v2B + ∆v
2
T + ∆v
2
r + ∆v
2
φ + ∆v
2
z , (1.30)
corresponding to a vector sum of all the contributions.
The outcome of a collision between two grains is a complex issue that is
extremely diﬃcult to predict analytically, and is therefore subject to labo-
ratory research. A recent review of the experiments done on this problem is
given by Güttler et al. (2010). The collision outcome was proven to depend on
many parameters, such as: the impact speed, masses of the colliding particles,
their composition and internal structure, and the impact angle. Güttler et al.
(2010) divided the collision outcomes observed in the experiments into nine
groups. Implementing that collision model into a dust evolution code, Zsom
et al. (2010) found that the growth is halted by bouncing collisions. In order
to perform robust numerical models of dust coagulation in this dissertation,
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Figure 1.8: Sketch of the four possible collision outcomes included in our
simpliﬁed models. The sticking, bouncing and fragmentation collisions hap-
pen for any mass ratio of the colliding particles, whereas the mass transfer
collisions need large diﬀerence in the projectile and target masses to occur.
we build simpliﬁed models that usually take into account only the impact
speed and the mass ratio of colliding aggregates, and only the basic collision
outcomes: sticking, bouncing, fragmentation, and fragmentation with mass
transfer.
The four possible collision outcomes that we include are schematically
shown in the Fig. 1.8. In the case of sticking, the two particles stick together
thanks to the weak van der Waals interactions (for silicates) or the stronger
dipole force (for ices). For such an event to occur, it requires a relatively
low impact energy. The corresponding growth mode is called hit-and-stick
growth and it leads to porous, fractal aggregates, because the grains stick
at the ﬁrst contact and the impact energy is too low to cause restructuring
(Ossenkopf 1993; Wurm & Blum 1998; Blum et al. 2006). Such a simple
sticking is impossible at high impact velocities, when the excess energy leads
to compaction of grains. Compact grains do not stick well anymore, because
there is no way for them to get rid of the excess energy, and the collisions
lead to bouncing or fragmentation (Weidling et al. 2009; Zsom et al. 2010).
However, it was found that there is a channel to growth even at high impact
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speeds. It relies on collisions with high mass ratio of the particles. Such
collisions can lead to a net growth of the more massive aggregate and are
called fragmentation with mass transfer (Wurm et al. 2005; Teiser & Wurm
2009; Meisner et al. 2013). In such collisions, the small particle is fragmented
but part of it sticks to the large one forming a dust cone. The corresponding
growth mode is called sweep-up growth (Windmark et al. 2012a) and we
investigate its eﬃciency in Chapters 3 and 4.
1.3.3 Growth barriers
The mutual collisions can have a positive, negative or neutral eﬀect on the
mass of the colliding dust aggregates. The coagulation models show a general
pattern: small aggregates grow until they reach a critical size and then the
growth stops because of the growth barriers.
The growth barriers can in principle be divided in two groups. The ﬁrst
of them are the barriers resulting from the collisional physics of the dust
aggregates. As mentioned in the previous section, under some conditions the
mutual collisions do not lead to growth. These conditions are: high impact
speeds (Blum & Münch 1993), compacted grains (Zsom et al. 2010), and elec-
trostatic charge of the aggregates (Okuzumi 2009; Okuzumi et al. 2011a,b).
Due to these problems, the growth is inhibited or even completely stopped.
The maximum size of aggregates with respect to these barriers depends on
the critical velocity above which particles do not stick vth. The fragmentation
of silicate aggregates takes place above a few tens cm s−1 to a few m s−1,
while bouncing collisions already happen at velocities of a few cm s−1 (Blum
& Wurm 2008; Güttler et al. 2010; Kelling et al. 2014). Comparing these
values with the impact speeds indicated in last panel of Fig. 1.7, we see that
bouncing stops the growth already at mm-sizes and fragmentation comes into
play for cm-sized particles. Assuming that the dominant impact speed source
at the interesting sizes is the turbulence and using Eq. (1.28), we may derive
the Stokes number corresponding to the maximum size of grains possible to
obtain via sticking:
Stgrowth ≈ v
2
th
αc2s
. (1.31)
The second kind of barriers corresponds to the interplay between the
growth and radial drift timescales. When the drift is more eﬃcient than the
growth, no large aggregates can be present, because they are removed from
a given location faster than they can be replenished. The radial drift velocity
vr,d can be calculated from Eq. (1.21). The drift timescale of a particle can
be calculated as
τdrift = r
(
dr
dt
)−1
=
r
|vr,d| , (1.32)
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where r is radial distance from the central star. On the other hand, the
growth timescale is
τgrowth = a
(
da
dt
)−1
= R−1, (1.33)
where R is the growth rate described with Eq. (1.26). In order to overcome
the drift barrier, the condition
τgrowth < γτdrift (1.34)
has to be fulﬁlled, where the parameter γ was determined by Brauer et al.
(2008a) to be around 12. Birnstiel et al. (2012) derived the maximum Stokes
number of particles that can be obtained with respect to the radial drift
barrier to be
Stdrift ≈ Z
2η
, (1.35)
where Z = Σd/Σg is vertically integrated dust-to-gas ratio (which we call
metallicity), and η is a measure of the maximum drift speed described with
Eq. (1.13).
The diﬀerent barriers dominate in diﬀerent regions of the disk. A rule of
thumb is that the inner disk is dominated by the fragmentation (or bouncing)
barrier, and the outer disk is dominated by the drift barrier. Fig. 1.9 shows the
growth barrier maps in three diﬀerent protoplanetary disk models, which were
presented in Sect. 1.3.1. The fragmentation barrier (yellow region), where
the high impact speeds lead to fragmentation instead of growth, is centered
around the St = 1 line (red solid line), because as visible in Fig. 1.7 these
grains acquire the highest relative velocities. It is present through the entire
disk. The drift barrier (grey region), resulting from the short drift timescale,
is only present in the outer disk. This is possible to understand by comparing
Eq. (1.35) and Fig. 1.4: as the diﬀerence between the Keplerian rotation and
the gas increases with the distance from the star, the outer regions are more
aﬀected by the radial drift problem. Additionally, as visible in Fig. 1.6, the
same Stokes number corresponds to smaller grains in the outer disk than
in the inner disk. Thus, the further away in the disk we are, the smaller
aggregates are removed by the drift.
Additionally, in the Fig. 1.9 we show evolution of a few test particles (grey
lines). We follow their growth and drift simultaneously solving the equations
describing evolution of their size and location in the disk:
a(t+ ∆t) = a(t) +
da
dt
∆t
r(t+ ∆t) = r(t) +
dr
dt
∆t
. (1.36)
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Figure 1.9: The growth barriers in three diﬀerent disk models: the model
proposed by Brauer et al. (2008a), the Minimum Mass Solar Nebula, and the
Desch model. The red line shows grain size corresponding to the Stokes num-
ber of unity. The change of slope of this line comes from the change of drag
regime: from Epstein in the outer disk to Stokes in the inner disk. The yel-
low shaded region corresponds to the fragmentation barrier, where impact
speeds are higher than vth = 10 m s
−1. The grey shaded region corresponds
to the drift barrier, where the radial drift timescale τdrift is shorter than the
growth timescale τgrowth. The grey lines show evolution of test particles that
were initially placed in diﬀerent places in the disk. In all the cases, the test
particles are removed by the radial drift from the outer disk and fragment
due to high impact speeds in the inner disk.
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The growth speed is calculated assuming that all the grains are the same size
(equal-sized growth) and that every collision with impact speed ∆v which is
lower than some threshold value of vth leads to a perfect sticking, otherwise
the growth stops:
da
dt
=

ρd∆v/ρp if ∆v < vth
0 if ∆v ≥ vth
, (1.37)
where ρp is the internal density of grains. The relative velocities ∆v change
with size and distance from the star (Fig. 1.7). While the dust grows, the dust
density ρd increases, because the larger grains settle more eﬃciently towards
the midplane (Eq. 1.25). The inward drift speed dr/dt = vr,d is described with
Eq. (1.21). Its value is also dependent on the grain size, thus the interplay
between drift and growth may not seem very intuitive. As visible in Fig. 1.9,
the evolution typically leads to redistribution of the solids and a signiﬁcant
change of the dust density proﬁle: the outer disk is depleted and the solids
pile-up in the inner disk (Birnstiel et al. 2012). We come back to this point
in Chapter 4.
1.3.4 Planetesimal formation scenarios
In the previous section, we discussed the growth barriers that pose ma-
jor problems in forming any bodies larger than cm-sized pebbles. Since the
barriers are so strong, how can the planets form? This is the question we
try to answer in this dissertation. Below, we introduce some concepts that
have been presented in the literature and that might be capable of forming
planetesimals. The number of such scenarios have increased in recent years,
but they are still unsettled and some of them are very much conceptual only.
Pressure bumps
The growth barriers are in principle caused by the sub-Keplerian rota-
tion of the gas that enforces the radial drift of dust, which also signiﬁcantly
contributes to the impact speeds. Thus, it was proposed that if the disk struc-
ture is locally modiﬁed such that the pressure gradient is reduced and the
turbulence is weak, the growth barriers could be overcome (see e.g. Whipple
1972; Barge & Sommeria 1995; Klahr & Henning 1997; Haghighipour & Boss
2003b; Kretke & Lin 2007). Pressure bumps are required to explain the exis-
tence of mm-sized grains observed in the outer parts of protoplanetary disks
(Pinilla et al. 2012b, 2013). In such favorable places, planetesimals could
form even via direct coagulation (Haghighipour & Boss 2003a; Haghighipour
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2005; Brauer et al. 2008b). We study the dust dynamics in the vicinity of
a pressure bump in Chapter 3.
Sweep-up growth
As we already mentioned in Sect. 1.3.2, growth of aggregates is possible
even at high impact speeds. However, a high mass ratio between the colliding
particles is required. Thus, if only a few grains that are suﬃciently larger than
the average manage to form, they could keep growing by sweeping up the rest
(Windmark et al. 2012a). Windmark et al. (2012b) and Garaud et al. (2013)
suggested that such grains can be formed due to stochastic impact velocities
contributed by turbulence. Around 1 in 1030 grains may be "lucky" enough
to collide only in low velocity collisions 100 times in a row. Such a grain is
then 100 times more massive than the average grain, and the following high
speed collisions will lead to growth via the fragmentation with mass transfer
eﬀect. We investigate this scenario in Chapter 4. In Chapter 3, we propose
another possibility of providing the large grains: the radial mixing of large
aggregates formed in a dead zone of the disk.
Streaming instability
The complicated interplay between dust and gas leads to development
of a powerful instability that is causing local enhancements of dust-to-gas
ratio (Goodman & Pindor 2000; Youdin & Goodman 2005). Such local en-
hancements, or clumps, behave like large aggregates and orbit with Keplerian
speed. Single grains move with a sub-Keplerian speed and thus are swept by
the clumps, which increase they mass. Under some conditions: existence of
suﬃciently large pebbles and an enhanced total metallicity, this process may
lead to formation of clumps that are massive enough to gravitationally col-
lapse and form roughly 100 km-sized planetesimals (Johansen et al. 2007,
2011). We test this scenario in Chapter 5.
Turbulent concentration
The turbulent concentration scenario is somewhat similar to the stream-
ing instability. However, the formation mechanism of the clumps in this case
is the turbulence. It was known for a long time that dust aggregates with
stopping times corresponding to an eddy turnover time are ejected from the
eddies and concentrate in between them (Fessler et al. 1994). Cuzzi et al.
(2001, 2008, 2010) and Chambers (2010) proposed that this mechanism can
be used to form dense clumps of mm-sized particles (for example the chon-
drules) that will collapse to planetesimals. Although usual dust density en-
hancement caused by this process is on the order of 100, a low probability
exists that it will reach 104 and the clump will become self-gravitating.
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Secular gravitational instabilities
One of the problems of the turbulent concentration scenario is that the
probability of reaching densities allowing for fast collapse of the dust clumps
is very low. Nevertheless, the collapse can happen even at lower dust densities,
because it is mediated by the gas drag. However, its timescale may be long
and thus the collapse may be prevented by the orbital shear or turbulence.
Nevertheless, the idea of planetesimal formation via secular gravitational
instabilities has been recently investigated by Youdin (2011a), Michikoshi
et al. (2012), and Takeuchi & Ida (2012). The conclusions are that dust can
collapse directly to planetesimals on timescale shorter than disk dissipation
only in massive disks with enhanced dust abundance.
Fluffy ice aggregates
Part of the problems with forming planetesimals (described in Sect. 1.3.3)
comes from the fact that the initially ﬂuﬀy dust aggregates get compacted
and do not stick anymore. The aggregates consisting of water ice may avoid
these problems (Suyama et al. 2012): they stay very porous, do not bounce,
and fragment only at impact velocities that are not even reached in the proto-
planetary disk. Okuzumi et al. (2012) and Kataoka et al. (2013a) showed that
evolution of icy aggregates leads to rapid planetesimal formation in the inner
disk. However, these planetesimals would be destroyed by evaporation of the
ice inside the snow line unless they grow large enough to get gravitationally
compacted.
Ice condensation
The ice properties facilitate growing large bodies. Ros & Johansen (2013)
investigated evaporation and re-condensation of ice in the vicinity of the snow
line and concluded that this mechanism can lead to planetesimal formation.
However, this model does not take into account the possibility of ice con-
densation on the silicate grains and thus overestimate the growth of the icy
cores. Planetesimal formation in this model is only local and restricted to the
snow line region.
1.3.5 Planetesimal evolution and planet formation
Assuming that the km-sized planetesimals formed despite the growth bar-
riers, there is still a long way to go until formation of> 1000 km-sized planets.
In this section, we brieﬂy describe the concepts that are useful in growing
ever larger bodies in the gravitational regime.
Runaway growth
The growth of planetesimals is accelerated by gravitational focusing,
which enhances the cross section for collisions. The nominal geometrical value
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σ we used for collisions between dust aggregates in Sect. 1.3.2 now becomes
σGF = pi (a1 + a2)
2
[
1 +
(vesc
∆v
)2]
, (1.38)
where a1 and a2 are sizes of the colliding bodies, vesc is escape velocity and
∆v is relative velocity. The escape velocity from a planetesimal is
vesc =
√
2Gm
a
, (1.39)
where m and a are the its mass and radius. The collisional cross section in-
creases with mass, meaning that a more massive planetesimal will be able to
gain even more mass faster than the less massive ones. This leads to runaway
growth, where a few bodies grow much faster than the other ones. The run-
away growth stops because the massive bodies gravitationally stir their en-
vironment and the velocity dispersion ∆v increases (Ormel et al. 2010).
In a traditional scenario, the growth mode changes to so-called oligarchic
growth, when one dominant body sweeps up its neighbourhood. However,
an intermediate stage is also possible, when the runaway growth is already
over but more than one competing pre-planetary cores grow in the same re-
gion (Lithwick 2014). Recent developments also show that the runaway grow
may be inhibited by the velocity dispersion induced by turbulence (Ormel &
Okuzumi 2013).
Pebble accretion
The cores of giant planets in the Solar System had to form quickly, in or-
der to accrete their gaseous atmospheres: the timescale for gas disk dispersion
is on the order of 1 Myr. The minimum core mass for an eﬃcient gas accre-
tion is ∼ 10 M⊕ (1 M⊕ = Earth mass) (Hubickyj et al. 2005). The traditional
runaway and oligarchic growth scenario may be not eﬃcient enough to reach
such embryo mass in this short time (Chambers 2006; Levison et al. 2010;
Ormel & Kobayashi 2012). A solution for this problem may be accretion of
smaller solids: the pebbles. The gas ﬂow around the growing core enhances
accretion rate of cm-sized pebbles such that giant planets cores can be formed
on timescales shorter than 1 Myr (Ormel & Klahr 2010; Lambrechts & Jo-
hansen 2012; Chambers 2014). This scenario requires an existence of large
amounts of these pebbles, that were not turned to planetesimals directly,
which as we show in the following chapters, is consistent with the current
planetesimal formation models.
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Core accretion and planet migration
Giant planets are qualitatively diﬀerent from the terrestrial planets be-
cause they possess signiﬁcant gaseous atmospheres. There are two basic the-
ories of the formation of giant planets: core accretion and gravitational disk
instability. The second one requires a massive disk that is unstable, meaning
that the Toomre parameter deﬁned as
Q =
csΩK
piGΣg
(1.40)
is less than unity. If the gas is able to cool on suﬃciently short timescale, the
gravitational instability leads to formation of roughly Jupiter mass bound
objects (Boss 1997; Mayer et al. 2002). The instability works very quickly
and the planets form on orbital timescale. The main problems of this scenario
are that the gas cooling is not necessarily as eﬃcient in the real disks (Raﬁkov
2005) and that it forms planets only at distances larger than ∼ 50 AU
(Chabrier et al. 2014).
We base our work on the core accretion framework, where the solid cores
of the giant planets are formed ﬁrst and the gas envelope is accreted only af-
terwards (Pollack et al. 1996). As mentioned in the previous section, the cores
can only accrete the gas eﬃciently if they are more massive than ∼ 10 M⊕
and thus they have to form quickly. Another issue is that if a core stays in
place, the reservoir of gas that it can accrete is limited: even a low mass
planet opens a gap in the disk and this stops the accretion (Bryden et al.
1999; Raﬁkov 2001; Duﬀell & MacFadyen 2013). However, it is known that
due to the planet-disk interactions, the planets migrate in the disk and thus
can possibly accrete gas from diﬀerent places (D'Angelo & Lubow 2008).
There are in principle two main regimes of the planet migration (Kley &
Nelson 2012). Terrestrial mass planets migrate in so-called Type I migration.
This is caused by gravitational torque from the spiral waves generated in
the gas by the planet. Due to this interaction, planets usually lose angular
momentum and drift inwards. The timescale of the drift may be very short,
posing a major problem on keeping the planets in the disk (Tanaka et al.
2002), which is similar to the radial drift barrier to dust growth. However,
the low mass planets are fully embedded in gas and can grow by accretion of
gas and solids. More massive planets, starting at ∼ 10 M⊕, perturb the gas
disk strongly and migrate in Type II migration. In this regime, the motion
of the planet follows the viscous evolution of the disk: if the gas is ﬂowing
inward, the planet also moves inward, however the timescale is much longer
than the Type I migration.
30
Chapter 1. Introduction
1.4 Numerical models of dust evolution
In the previous section, we described the current theory of planet for-
mation, focusing on its ﬁrst stages. Now, we brieﬂy introduce the numerical
methods used to model dust evolution in protoplanetary disks. There are
two main approaches to model dust growth: one of them is based on solving
the Smoluchowski equation and the other is based on the Monte Carlo algo-
rithms. In Chapter 4, we directly compare the approaches in the context of
planetesimal formation and discuss their pros and cons in more details.
1.4.1 Solving the Smoluchowski equation
Time evolution of the dust mass distribution can be followed with the
Smoluchowski coagulation equation, originally presented by Smoluchowski
(1916). In the simplest form, only describing coagulation, and with a rate
dependent only on the mass of the particles, the Smoluchowski equation has
the following form:
∂f(m)
∂t
= −f(m)
∫
K (m,m′) f (m′) dm′+
+
1
2
∫
K (m′,m−m′) f (m′) f (m−m′) dm′, (1.41)
where f(m)dm is density of particles with masses in range [m,m + dm].
The ﬁrst term on the right side of the equation accounts for the loss of
particles in this range of mass as they coagulate with other grains. The second
term describes gain of the density f(m)dm because of the coagulation of
particles with the complementary masses m−m′ and m′. The factor of 1
2
is
to avoid counting the same particle twice: as there are two particles merging
into one. K(m,m′) is the collision kernel that describes how likely is an
interaction between particles of masses m and m′.
The Smoluchowski equation, in the simplest form presented here, has
analytical solutions only for three idealized collision kernels: the constant
kernel K(m,m′) = 1, the linear kernel K(m,m′) = m+m′, and the product
kernel K(m,m′) = m × m′. These kernels do not reﬂect realistic physical
conditions in protoplanetary disk, but are useful to test numerical codes (see
Sect. 2.3.1).
Numerical integration of the Smoluchowski equation requires setting mass
grid. The code then follows the amount of dust in each mass bin deﬁned by
a mass range [m,m+dm]. A schematic picture of this process is presented in
Fig. 1.10. In order to follow the mass distribution evolution over many orders
of magnitude, the mass bins are logarithmic in the real codes. This causes
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n(m
)
m1 2 3
Figure 1.10: Illustration of the Smoluchowski approach to dust coagulation
modeling: the two highlighted particles from mass bins 1 and 2 stick together
and form the red particle of mass 3. The two original grey particles are
removed from the corresponding bins and a new particle is added to the
mass distribution.
the problem that after coagulation, the mass of the newly formed particle
m does not exactly match any single mass bin. Thus, an interpolation is
necessary. Part of the corresponding density is inserted to a bin of a slightly
lower mass mi < m, and the remaining part is inserted to a bin representing
a slightly higher massmj > m. Unfortunately, this procedure causes diﬀusion
of the mass distribution, as inserting mass to the bin mj > m produces more
massive particles than the collision in reality leads to. Severe consequences
of the numerical problems may arise, which are discussed in Chapter 4.
Modeling the dust coagulation in the protoplanetary disk requires extend-
ing the simple Smoluchowski equation from Eq. (1.41) such that it covers
multiple collisions outcomes: not only sticking but also bouncing, fragmen-
tation, and mass transfer (see Fig. 1.8). Additional terms are also necessary
to include eﬀects like the radial drift or turbulent diﬀusion and model dust
evolution in a global disk. The equation then becomes quite complicated and
solving it is a true computational challenge. Implementations of the Smolu-
chowski approach in the planet formation context were described among
others by Weidenschilling (1980); Ohtsuki et al. (1990); Dullemond & Do-
minik (2005); Brauer et al. (2008a); Okuzumi et al. (2009), and Birnstiel
et al. (2010).
32
Chapter 1. Introduction
1.4.2 Monte Carlo methods
The Monte Carlo approach was proposed by a Polish-American mathe-
matician Stanisªaw Ulam to model processes that are too complicated to be
described with closed-form expressions: originally it was used to model the
nuclear ﬁssion (Metropolis & Ulam 1949). The method is based on combining
the statistical sampling with the capabilities of modern computers. Using this
method means performing numerical experiments in which we draw a random
number every time when there is an event that can have several outcomes.
By performing the same experiment many times, each time with diﬀerent
random numbers, we learn about diﬀerent possible scenarios of the process
under investigation and we can draw conclusions about its typical outcome.
In the dust coagulation context, the Monte Carlo approach means that
we follow "lives" of some number of dust particles. We model how their
properties change when they collide with each other. How do we know which
of them should collide? We draw random numbers. However, we take into
account that collisions between some particles are more probable than with
the others: this is what the coagulation kernel K(m,m′) mentioned in the
previous section describes. The impact speeds can be calculated depending
on an adopted protoplanetary disk model and the outcome of the collision is
known basing on a model created thanks to the laboratory experiments (see
Sect. 1.3.2). A great advantage of this approach is that it is easy to add new
properties of the particles: like their internal structure or composition. This
approach does also allow to include more parameters of the collision, like
for example the impact angle, as every collision is modeled separately. This
is very tough with the Smoluchowski equation approach, where one deals
with the mass distribution function. However, the Monte Carlo methods are
generally computationally expensive and thus the number of particles we can
follow is limited.
Implementations of the Monte Carlo approach to dust coagulation in pro-
toplanetary disk were described by Ormel et al. (2007) and Zsom & Dulle-
mond (2008). A new implementation of the Monte Carlo approach is de-
scribed in Chapter 2. This implementation is based on the representative
particle approach, where instead of dealing with single particles, we group
them into so-called representative bodies and thus the amount of dust we
can include in our models increases. However, this approach limits the mass
dynamic range, as discussed in Chapter 4.
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1.5 Overview of this dissertation
This dissertation focuses on the planetesimal formation problem. We in-
vestigate diﬀerent scenarios of overcoming the growth barriers, check what
conditions are necessary for these scenarios to operate, and test their capabil-
ity of turning dust to planetesimals. This dissertation is organized as follows:
In Chapter 2, we develop a new code for dust evolution in protoplanetary
disk. The code allows us to investigate the radial and vertical evolution of
dust grains, joining their dynamics and growth. This code is based on the
Monte Carlo approach and treats dust as representative particles. A signiﬁ-
cant development over previous codes is made by introduction of an adaptive
grid routine, which allows us to obtain a very high spatial resolution in the
disk midplane, and extending this approach to 2 spatial dimensions. We de-
scribe the code and present its basic tests. The code is then used in the
following chapters.
In Chapter 3, we test the possibility of planetesimal formation in a privi-
leged location in the disk: in a vicinity of the inner edge of dead zone, which
corresponds to the snow line in our model. We investigate planetesimal forma-
tion via sweep-up growth that is driven by radial mixing of dust aggregates.
We perform 2-D models of the snow line region with the new code presented
in Chapter 2. We investigate whether large aggregates formed in the dead
zone, where the lack of turbulence reduces the impact speeds, can continue
to grow via the sweep-up of the small particles in the active zone and check
the eﬃciency of this process.
In Chapter 4, we focus on planetesimal formation triggered by the impact
speeds distribution contributed by turbulence. We investigate this scenario in
local models performed both with our Monte Carlo code and a Smoluchowski
equation solver. The comparison of results obtained with both the approaches
leads to restricting outcome of this process and additionally shows the advan-
tages and disadvantages of the two computational approaches. The possibility
of sweep-up growth allows us to overcome the collisional barriers, but we are
still left with the radial drift problem. We show that the interplay between
growth and drift leads to local planetesimal formation in the inner part of
the disk.
In Chapter 5, we investigate planetesimal formation via gravitational col-
lapse of dense pebble clumps formed because of the streaming instability.
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This scenario allows us to overcome both the collisional and drift barrier,
but relatively large pebbles are needed to trigger it. We check whether suﬃ-
ciently large aggregates can form via dust coagulation, and develop a method
to model the interplay of dust growth and the streaming instability. We
also develop an analytical model that quantiﬁes the amount of planetesimals
formed in this scenario.
Chapter 6 summarizes all the work described in this dissertation. Some
future prospects are also discussed.
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2
A new Monte Carlo code for dust
evolution
Adapted from Dr¡»kowska, Windmark & Dullemond, 2013, A&A, 556, A371
2.1 Introduction
Modeling the planet formation is not only diﬃcult because of the growth
barriers at the ﬁrst stage of the process, which are described in Sect. 1.3.3.
Formation of a single planet covers about 40 orders of magnitude in mass,
which is not possible to handle with any traditional method, because of a fun-
damental diﬀerence in the physics involved in its diﬀerent stages. In the small
particle regime, there are too many independent particles for an individual
treatment. The coagulation is driven by random collisions. Therefore, the
statistical methods described in Sect. 1.4.1 are used to model the evolution
of the ﬁne dust medium (Weidenschilling 1980; Nakagawa et al. 1981; Brauer
et al. 2008a; Birnstiel et al. 2010). In this approach, the dust medium is fol-
lowed using the grain distribution function fd(m, r, t), giving the number of
dust particles of particular properties at a given time. In the big body regime,
the evolution is led by gravitational dynamics. That forces us to treat the
objects individually using N-body methods (Kokubo & Ida 2000). A connec-
tion between the two methods requires an ad hoc switch. Such a solution has
been implemented by Spaute et al. (1991), Bromley & Kenyon (2006) and
recently Glaschke et al. (2011).
In addition to the statistical methods mentioned above, there are also
Monte Carlo methods used in the small particle regime (Gillespie 1975; Ormel
et al. 2007), which are introduced in Sect. 1.4.2. In recent years, a new kind
of algorithm has been developed: a Monte Carlo algorithm with the repre-
sentative particle approach (Zsom & Dullemond 2008). In this method, the
huge number of small particles are handled by grouping the (nearly) identical
bodies into swarms and representing each swarm by a representative particle.
Instead of evolving the distribution function fd(m, r, t), it is sampling and
1See page ix for the authorship details.
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reproducing it with the use of the representative bodies. This manner should
allow a much smoother and more natural transition to the N-body regime.
Indeed, this kind of approach is already used in the N-body codes. Levison
et al. (2010) applied a superparticle approach to treat planetesimals. They
showed that taking the gravitational interactions into account is very impor-
tant in the case of kilometer size bodies. The gravitational interplay can lead
to redistribution of the material and change accretion rates in the disk.
With the work presented in this chapter, we make the very ﬁrst step
toward a new computational model that will connect the small scale dust
growth to the large scale planet formation. We develop a 2-D Monte Carlo
dust evolution code, able to resolve a protoplanetary disk structure in radial
and vertical dimension. We assume that the disk is cylindrically symmetric,
thereby ignoring the azimuthal dependence. We use an analytical descrip-
tion for the gas disk. The dust is treated using the representative particle
approach. The code is a further development of the work presented by Zsom
et al. (2011a). The code is written in Fortran 90 and is parallelized using
OpenMP directives.
2.2 Code structure
In each time step the code performs the following steps:
1. Advection velocities of the dust particles are determined taking their
current properties and positions into account.
2. The code time step is calculated on the basis on the advection velocities
and existing grid, following the Courant condition.
3. Advection of the particles is performed both in radial and vertical direc-
tion. The solids undergo the radial drift, vertical settling and turbulent
diﬀusion.
4. The new grid is established according to the updated positions of the
particles, using the adaptive grid routine (see Fig. 2.1).
5. Collisions between the particles are performed in each cell by the Monte
Carlo algorithm. The particle properties are updated.
6. The output is saved when required.
An illustration of the code structure presented in Fig. 2.1. More detailed
description of the approach used in the code can be found in the following
sections.
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physical particle 
representative particle
N ⨯ 
n ⨯
n ≪ N
Figure 2.1: Illustration of the code structure: we investigate dust evolution
in an axisymmetric protoplanetary disk. We consider the radial and vertical
structure of the disk. The gas is treated with analytical approach (Sect. 2.2.1).
The dust is described with the representative particle approach (Sect. 2.2.2).
The red dots correspond to the representative particles, each of them repre-
senting many of the physical (grey) particles. In order to perform collisions,
grid is established with the adaptive grid algorithm: ﬁrst, the vertical (black)
walls are established so that the number of the representative particles in
each radial zone is equal. Then the horizontal (purple) walls are set up for
each radial zone individually in order to preserve equal number of swarms in
each cell. Dust coagulation is computed in each cell individually using the
Monte Carlo method (Sect. 2.2.4).
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2.2.1 Gas description
The gas structure is implemented in the form of analytical expressions
for the gas surface and volume density Σg(r) and ρg(r, z), pressure Pg(r),
temperature Tg(r) and turbulent viscosity Dg(r).
For now we assume that the gas in the disk does not evolve, although this
is not a fundamental restriction, and the gas evolution is possible to imple-
ment without severe changes in the code structure. In a ﬁrst-order approx-
imation, the time evolution can be implemented analytically by expanding
the gas properties description from the function of space fg(r) to the function
of space and time fg(r, t).
2.2.2 Dust description
Representative particle approach
To describe the dust, we use the approach based on Zsom & Dullemond
(2008). We follow the "lives" of n representative particles, which are sup-
posed to be a statistical representation of N physical particles present in an
examined domain. Commonly n  N . For a typical protoplanetary disk,
with mass of 0.01 M and a dust to gas ratio of 0.01, consisting of 1 µm
size dust grains, we would have N ≈ 1042. For computational feasibility we
would have e.g. n = 105, meaning each representative particle i represents
Ni ≈ 1037 physical particles.
All of the Ni physical particles, represented by a single representative
particle i, share identical properties: for now these are mass mi and loca-
tion in the disk (ri, zi). As we impose the axial symmetry, we do not include
the azimuthal position. We assume that the physical particles belonging to
one swarm are homogeneously distributed along an annulus of given loca-
tion ri and height above the midplane zi. The total mass of physical particles
contained in one swarm Mswarm = Nimi is identical for every representative
particle and it does not change with time. This means that the Ni has to
drop when the particle mass mi grows. This is not a physical eﬀect, just
a statistical. See Zsom & Dullemond (2008) for details.
With the representative particle approach, it is relatively easy to add
further dust properties, in particular the internal structure of aggregates,
which was shown to be important by Ormel et al. (2007). We leave the
implementation of the porosity for further work.
When performing the advection, we assume that all of the physical par-
ticles in the swarm undergo the same change of the position (ri, zi) and after
the shift, they are still uniformly distributed along the designated annulus.
However, when we consider the collisions, we set up a numerical grid in order
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to account for the fact that only particles that are physically close can col-
lide. In this case, we assume that the particles are homogeneously distributed
inside a grid cell (see Sect. 2.2.4 for description of the grid). This assumption
is required by the method used to investigate the collisional evolution of the
aggregates (Zsom & Dullemond 2008). The diﬀerence between the locations
assumed in both of the cases is most often not important and can be treated
as a kind of systematic uncertainty.
2.2.3 Advection of dust particles
The location of a representative particle changes because of radial drift
and vertical settling as well as turbulent diﬀusion. The main particle char-
acteristics determining its behavior with respect to gas is so called Stokes
number St. It is deﬁned as
St = tsΩK, (2.1)
where ΩK denotes the Kepler frequency and ts is the so-called stopping time
of the particle. The Stokes number can be treated as a particle-gas coupling
strength indicator. If St 1, the particle is well coupled to the ambient gas
and its motion is fully dependent on the motion of the gas. On the other
hand, the particles with St 1 are practically independent of the gas.
The stopping time of the particle ts determines a timescale that the par-
ticle needs to adjust its velocity to the velocity of the surrounding gas. The
exact expression that we use to compute the ts depends on the particle radius
a. The ratio of the mean free path of the gas λmfp and the particle size a is
called Knudsen number Kn:
Kn =
λmfp
a
. (2.2)
If a particle's Knudsen number is Kn > 4/9, the particle is in the Epstein
drag regime and its stopping time is given by (Weidenschilling 1977a)
tEps =
aρp
vthρg
, (2.3)
where ρp is the internal density of the particle and vth is the thermal velocity
of the gas. The latter is expressed as vth =
√
8kBTg/pimg, where kB is the
Boltzmann constant, Tg is the gas temperature and mg is mass of the gas
molecule. On the other hand, when Kn < 4/9, the particle is in the Stokes
regime. As mentioned in Sect. 1.3.2, the Stokes regime is in general not
homogeneous and is often divided into subregimes. The Reynolds number
of the particles Re deﬁnes which of the subregimes applies (Weidenschilling
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1977a). The Re is speciﬁed as
Re =
2a∆vpg
νg
, (2.4)
with a denoting the particle radius, ∆vpg the relative velocity between the
particle and the gas and νg the molecular viscosity of gas that is expressed
as νg = vthλmfp/2. As long as Re < 1, the ﬁrst Stokes regime applies. In our
models Re > 1 translates into a & 104 cm (m & 1012 g). This is larger than
we obtain in the models presented in this dissertation. Thus, there is no need
to include the other Stokes regimes. For the particles with Kn < 4/9 we
assume (Weidenschilling 1977a)
tSts = t
Ep
s ×
4
9
Kn−1. (2.5)
Radial drift
The radial drift of dust particles has two sources. One of them is the gas
accretion onto the central star. The gas moves inwards and drags the dust
particles with it. This phenomenon is stronger for small particles (St  1),
and it is not important for big ones (St  1). The drift velocity caused by
this eﬀect can be expressed as (Brauer et al. 2008a)
vaccd =
vrg
1 + St2
, (2.6)
where vrg denotes the accretion velocity of gas. We use a convention in which
the vrg < 0 indicates inward drift.
The other eﬀect is also related to the coupling of the solids to gas, but now
the radial drift is a result of orbital movement. In a gas-free environment, the
solid particles orbit around the star with the Keplerian velocity vK, resulting
from a balance between the gravity and the centrifugal force. For the gas
however, the pressure needs to be considered. Therefore, the gas moves with
a sub-Keplerian velocity. Because of the diﬀerence in the azimuthal velocity
of gas and dust, the dust particles feel a constant head-wind. Interacting with
the gas via the drag force, they loose the angular momentum and thus drift
inwards with velocity (Weidenschilling 1977a; Brauer et al. 2008a):
vdriftd =
2vη
St + 1
St
. (2.7)
Hence, this eﬀect is not signiﬁcant for both very small and very big dust
particles, but for the particles with St ≈ 1 the drift velocity vdriftd can reach
even 30 m s−1 (Brauer et al. 2008a).
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The maximum drift velocity vη can be expressed as (Brauer et al. 2008b)
vη =
∂rPg
2ρgΩK
. (2.8)
The vη is dependent on the gas pressure gradient ∂rPg, which can be both
negative (in most of the standard disk models it is negative over the whole
disk) and positive. If we ﬁnd a disk model, in which locally ∂rPg > 0 (a
so-called pressure bump), we get outward radial drift of solids that leads to
a local signiﬁcant enhancement of dust density.
The total radial drift velocity is given by
vrd = v
acc
d + v
drift
d . (2.9)
Vertical settling
The dust particles present in the protoplanetary disk are settling down
towards the midplane due to gravity from the central star. The settling ve-
locity is regulated by the gas drag. It can be obtained from basic equations
as (Dullemond & Dominik 2004)
vzd = −zΩ2Kts, (2.10)
where z is the height above the midplane. It can be rewritten using Eq. (2.1)
as
vzd = −zΩKSt. (2.11)
For big particles, the velocity calculated from Eq. (2.11) would be higher
than the orbital velocity projected on the z axis, so we restrict it to
vzd = −zΩK min(0.5, St), (2.12)
following e.g. Birnstiel et al. (2010). This description is not valid for big par-
ticles that are completely decoupled from the gas. These particles undergo
the orbital oscillations around the midplane. A direct integration of the equa-
tions of motion would need to be included in order to account for this eﬀect.
We leave it for further work.
Turbulent diffusion
If there were no other eﬀects in the disk, all the dust would eventually
form an inﬁnitely thin layer in the midplane. However, we assume that there is
a turbulence present in the disk. We implement the eﬀect of the turbulence on
the particles spatial distribution in the same way to Ciesla (2010) and Zsom
et al. (2011a). We take the diﬀusion in both vertical and radial directions
into account.
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The turbulence generally smears out the density distribution (turbulent
diﬀusion). If we take a point dust distribution after time t it will become
a Gaussian distribution with the half width L (in 1-D):
L = L(t) =
√
2Ddt, (2.13)
where Dd is the dust turbulent diﬀusion coeﬃcient, which we can express as
Dd =
Dg
Sc
, (2.14)
where Sc is called the Schmidt number, and the gas diﬀusion coeﬃcient Dg
(turbulent viscosity) is assumed to have the form of so-called α viscosity
(Shakura & Sunyaev 1973):
Dg = αcsHg. (2.15)
α is a parameter describing the eﬃciency of the angular momentum transport
with values typically much lower than 1. cs is the sound speed in gas and Hg
is gas pressure scale height, which is expressed as Hg = cs/ΩK. The Schmidt
number is currently estimated as (Youdin & Lithwick 2007; Carballido et al.
2011)
Sc = 1 + St2. (2.16)
We implement the turbulent diﬀusion of the solid particles as random jumps.
We add a term corresponding to our turbulence prescription to the velocity
resulting from the radial drift and vertical settling. The turbulent velocity
resulting from the prescription given above is
vD1d =
∆x
∆t
, (2.17)
where ∆x is the displacement of the particle during the time step ∆t. The dis-
placement is taken as a random number drawn from a Gaussian distribution
with the half width L from Eq. (2.13).
This description of the diﬀusion is however simpliﬁed. In fact, there is an
additional term in the diﬀusion equation for a non-homogeneous gas distribu-
tion. The velocity component resulting from this eﬀect always points towards
the gas density maximum. Therefore, the dust scale height never exceeds the
gas scale height. For more details see Zsom et al. (2011a) (their Eqs. 7 and
8). The velocity corresponding to this term can be noted as
vD2d = Dd
1
ρg
∂ρg
∂x
, (2.18)
where x in Eqs. (2.17) and (2.18) can be both r and z, depending on direction
along that we consider the diﬀusion.
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2.2.4 Collisions
Monte Carlo method
We model the dust coagulation using a Monte Carlo algorithm (see Sect.
1.4.2). This approach was already used in the protoplanetary disk context by
Ormel et al. (2007). Our implementation is based on an approach presented
for the ﬁrst time by Gillespie (1975). Zsom & Dullemond (2008) described in
detail how to use this algorithm with the representative particles approach.
Only the main facts are stated here for the reader's convenience.
As mentioned in Sect. 2.2.2, we assume that a limited number n rep-
resentative particles represent all N physical particles present in the com-
putational domain. Each representative particle i describes a swarm of Ni
identical physical particles. Total mass Mswarm of every swarm is equal and
constant in time.
As we typically have n  N , we only need to consider the collisions be-
tween representative and non-representative particles. The collisions between
the representative particles are too rare to be signiﬁcant. The collisions among
the physical particles do not need to be tracked as the basic assumption of
the method.
The particles taking part in the subsequent collisions as well as the time
step between the events are determined on a basis of random numbers. For
each collision we pick one representative particle i and one non-representative
particle from the swarm represented by the representative particle k. It is
possible that i = k. The probability of a collision between particles i and k
is determined as
Rik =
NkKik
V
, (2.19)
where V is the cell volume and Kik is a coagulation kernel. Apart from some
test cases we use
Kik = ∆vikσik, (2.20)
where ∆vik is the relative velocity between particles i and k and σik is the
geometrical cross section for their collision. The total collision rate among
any of the pairs is
R =
∑
i
∑
k
Rik. (2.21)
We ﬁrst choose the representative particle, and the probability that it is
particle i is
Pi =
∑
k
Rik
R
. (2.22)
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Then we choose the non-representative particle with the probability:
Pk|i =
Rik∑
k
Rik
. (2.23)
The time step between the subsequent collisions is determined as
τ = − 1
R
ln(rand), (2.24)
where the rand is a random number drawn from the uniform distribution
between 0 and 1.
As a result of the collision, only the representative particle i changes its
properties. For example, in the case of sticking, mi ← mi + mk. Every
time the mass of the particle changes, the number of particles represented by
the swarm has to be updated as Ni = Mswarm/mi.
Adaptive grid
The coagulation of dust aggregates depends on the local properties of
the ambient gas. This is the reason why, to perform the collisions, we ﬁrst
set up a 2-D (r + z) grid and place our representative particles in the grid
cells. The grid cells are assumed to be annuli at a given distance from the
star {r, r + ∆r} and height above the midplane {z, z + ∆z}. Only particles
present inside the same annulus are allowed to collide with each other.
To construct the annuli we developed an adaptive grid routine. The vol-
ume of the grid cells varies in order to keep the number of the swarms per
cell constant. This procedure is illustrated in Fig. 2.1. In order to set up
the grid walls, we ﬁrst sort the particles by their radial positions. We choose
the positions of the vertical walls such that the number of swarms in each
radial zone is the same. Then we sort the particles by their vertical positions
within every radial zone individually and set up the horizontal walls in order
to preserve equal number of swarms in each cell.
Thanks to this approach, we automatically gain higher spatial resolution
in the important high dust density regions. Furthermore, keeping the number
of the representative particles in one cell constant assures that we always have
a suﬃcient amount of bodies to resolve the physics of the coagulation kernel
properly (see Sect. 2.3.1).
As the Monte Carlo algorithm is generally an O(n2) method, the adaptive
grid routine helps us to optimize the computational cost of performing the
collisions by a signiﬁcant factor.
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Relative velocities
As in e.g. Birnstiel et al. (2010), we consider ﬁve sources of relative ve-
locities between the dust particles: namely the Brownian motion, turbulence,
radial and azimuthal drift as well as diﬀerential settling. For the turbulent
relative velocities we follow the prescription given by Ormel & Cuzzi (2007).
For calculation of the relative velocities, all the particles are assumed
to be in the center of the cell. Due to this, we avoid nonphysically high
collision velocities that could occur e.g. In case of a big cell with one particle
placed on signiﬁcantly higher height above the midplane z than the other one.
In such a situation, the relative velocity calculated on a basis of Eq. (2.12)
is dominated by the diﬀerence of the height z. In reality, at the moment of
the collision, z is identical for both particles and the relative velocity is set
up by the diﬀerence of the Stokes numbers.
2.2.5 Time step
In order to resolve both advection and coagulation of the dust particles
properly, a limit to the time step of the code is required. A drifting particle
should be allowed to interact with every other particle along its way, thus
it cannot "jump over" any cell. We implement an adaptive time-stepping
method. We limit the time step according to the Courant condition:
∆tx <
∆xmin
vxmax
, (2.25)
where x can be both r and z, as we apply this condition to both directions
and we ﬁnally choose ∆t = min(∆tr,∆tz). ∆xmin is the length of the shortest
cell in the given direction and vxmax is the drift velocity of the fastest particle
in this direction. The ﬁnal time step we obtain is typically of the order of
a fraction of the local orbital period.
Generally, the time step should be limited also by the dust growth timescale.
However, in typical cases, the advection timescale is shorter than the growth
timescale. This means that within one advection time step, the coagulation
does not change the drift properties signiﬁcantly.
2.3 Test cases
In order to validate our code, we perform a set of diﬀerent tests. We test
the advectional and collisional parts of the code separately as well as both
of them together. In this section we present some of the more educative test
results.
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Figure 2.2: The grains mass distribution for the tests against the analyti-
cal solutions of the Smoluchowski equations (dashed lines) at diﬀerent time
instants: a) Test against the constant kernel Kik = 1, where 50 represen-
tative particles are simulated ﬁve times. The particles masses are binned
and the distribution functions are averaged at dimensionless times t =
1, 10, 102, 103, 104, 105. b) Test against the linear kernel Kik =
1
2
(mi +mk).
There are 150 particles used and the simulation is repeated ﬁve times.
The distribution function is produced at times t = 4, 8, 12, 16, 20. c) Test
against the product kernel Kik = mi ×mk. We use 400 representative parti-
cles and repeat the simulation ten times. The outputs are produced at times
t = 0.4, 0.7, 0.9.
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2.3.1 Tests of the coagulation model
We test our implementation of the Monte Carlo coagulation method with
the representative particle approach. In a 0-dimensional case, the only prop-
erty of particles is their mass. In such case, the coagulation can be described
by the Smoluchowski equation (Smoluchowski 1916, Eq. 1.41). For some co-
agulation kernels Kik, one can ﬁnd analytical solution of the Smoluchowski
equation. We test our approach against three such kernels, namely the con-
stant kernel Kik = 1, the linear kernel Kik =
1
2
(mi + mk) and the product
kernel Kik = mi ×mk. The tests results are presented in Fig. 2.2. We start
all the simulations with a homogeneous mass distribution of particles with
m0 = 1. The volume density of particles is also equal to unity. The analytical
solutions are obtained from Silk & Takahashi (1979) and Wetherill (1990).
We necessarily get similar results as Zsom & Dullemond (2008). We ﬁnd
that the constant kernel can be properly resolved using a very limited number
of representative particles. The linear kernel is possible to resolve using at
least 100 representative particles. To obtain proper evolution in the case of
the product kernel we need about 300 particles. As the mass dependence of
the coagulation kernel in physical cases usually lies between the linear and
product kernels, we conclude that we should use at least 200 representative
particles per cell in our simulations. Thanks to the adaptive grid routine, it
is possible to fulﬁll this requirement at any time during the simulation.
2.3.2 Vertical settling and turbulent diffusion of
the particles
In the case of absence of the radial drift and coagulation, the vertical
structure of dust is modulated by the vertical settling and turbulent diﬀu-
sion. From the test simulations, we obtain a Gaussian distribution deﬁned
by local properties of gas and solids. Its width can be derived comparing the
timescales of the vertical settling and turbulent diﬀusion.
The timescale of the vertical settling can be obtained from Eq. (2.12) as
τsett ≈ 1
ΩK min(0.5, St)
, (2.26)
The timescale of the turbulent diﬀusion can be estimated as
τdiff ≈ L
2
Dd
, (2.27)
where the L is a length scale over which the diﬀusion takes place and the Dd
is deﬁned by Eq. (2.14). Comparing Eqs. (2.27) and (2.26) and transforming
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Figure 2.3: The results of the vertical settling and turbulent diﬀusion test.
The theoretical dependence given by Eq. (2.29) is plotted with the solid
line. The change of the slope around St = 0.5 comes from the Stokes number
restriction applied in Eq. (2.12). The test simulations results are marked with
points. We ﬁnd a good agreement between the analytical prediction and the
tests results.
the resulting formula using Eqs. (2.14)  (2.16) and taking L = hd we can
estimate the thickness of the dust layer as
hd,1 = Hg
(
α
min(0.5, St)(1 + St2)
)1/2
. (2.28)
The above estimate does not take the part of diﬀusion introduced with
Eq. (2.18) into account. This eﬀect prevents the dust layer scale height
from exceeding the gas scale height. An analytical solution of the advection-
diﬀusion equation of the gas disk gives a more accurate expression for the
height of the dust layer (Dubrulle et al. 1995):
hd = hd,1
[
1 +
(
hd,1
Hg
)2]−1/2
. (2.29)
We perform a set of test runs to check if the dependence given by Eq. (2.29)
is reproduced by our code. We place the representative particles in a local
column of a disk around a star with mass M? = M. The column is located
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at r = 1 AU and we assume that a gas surface density Σg = 100 g cm
−2,
temperature Tg = 200 K, and α = 10
−3 at this location. The initial dust to
gas ratio is taken to be 0.01 and the dust material density 1.6 g cm−3. The gas
vertical distribution is assumed to be Gaussian with the standard deviation
of Hg. Initially we place the representative particles such that we get constant
dust to gas ratio at every height above the midplane, so hd,0 = Hg. We use
particles with sizes ranging from 10−5 to 104 cm, corresponding to the Stokes
numbers range of 10−6 to 105. The radial drift and collisions are switched oﬀ
for this test. After the particle distribution reaches a steady state, we mea-
sure hd by ﬁtting a Gaussian. Results of the test are presented in Fig. 2.3.
For each of the runs we use 104 representative particles distributed over 100
cells. We ﬁnd a good agreement between the analytical prediction (Eq. 2.29)
and the test results.
2.3.3 Trapping of the dust particles in a pressure
bump
The trapping of solids in a region with positive pressure gradient is
a promising mechanism of overcoming the radial drift barrier and enhancing
the growth of dust aggregates (Kretke & Lin 2007; Brauer et al. 2008b). It
was already studied theoretically by e.g. Garaud (2007). Pinilla et al. (2012b)
investigated trapping of solids in the outer regions of protoplanetary disk.
They showed that disk models with pressure bumps give predicted spectral
slope in the mm-wavelength range consistent with the observed for typical
T-Tauri disks, contrary to disk models without the bumps.
In this section, we present a simple analytical prediction of width of the
annulus formed by the trapped particles of given Stokes number and compare
it to results of test runs. We use a disk model based on the work of Kretke
& Lin (2007), where the α parameter varies with r due to changes in the gas
ionization. As the MRI turbulent strength depends on the degree of coupling
to the magnetic ﬁeld, a change in the gas ionization will aﬀect α. The gas ion-
ization fraction depends on the total surface area of dust particles (Okuzumi
2009), and is therefore most aﬀected if there is a signiﬁcant population of
small particles. Kretke & Lin (2007) assumed all particles to be µm-sized,
meaning that the gas ionization rate is simply proportional to the dust to
gas ratio. Beyond the snow line, the dust density steeply increases as the
water vapor condenses into solid grains, causing a decrease in α that builds
up a pressure bump on the disk accretion timescale. Kretke & Lin (2007)
present a disk model parametrized in the framework of the α-prescription for
a steady state obtained via the described mechanism. Our implementation of
the model is presented in Fig. 2.4. The α parameter drops down from 10−3
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inside the snow line to 10−6 in the dead zone. This causes the bump in the
surface density and the change of the sign of the pressure gradient. In the
region where the pressure gradient is positive, the particles drift outwards
and can thus be trapped in a so-called pressure trap. Yang & Menou (2010)
remarked that in such model the local density maximum is Rayleigh unstable
if the bump width is less than the disk scale height. Therefore, we choose
the parameters of the model such that the width of the gas density bump
measured by ﬁtting a Gaussian is equal to 4 times gas pressure scale height.
The estimation of the trapped dust region width L(St) is done in a similar
way as the derivation of the hd,1(St) in the previous section. We compare the
timescales of the radial drift τdrift and turbulent diﬀusion τdiff . As previously,
we estimate the τdiff with Eq. (2.27). We assume that to be trapped, the
particle has to drift from its current location r to the position of the pressure
trap r0. Thus, the radial drift timescale can be written as
τdrift =
∣∣∣∣r − r0vdrift
∣∣∣∣ , (2.30)
where the drift velocity vdrift can be obtained from Eqs. (2.7)  (2.8), and
it is proportional to the pressure gradient ∂rPg. We assume that the disk
is vertically isothermal, thus the gas pressure in the midplane is given by
(Kretke & Lin 2007)
Pg =
ΣgcsΩK
2pi
. (2.31)
In order to obtain the L(St), we want to get rid of the radial dependence
of τdrift. Thus, we approximate the pressure proﬁle Pg(r) with the second
order Taylor expansion around the location of the pressure bump r0:
Pg(r) ≈ Pg(r0) + 1
2
d2Pg
dr2
(r0) · (r − r0)2 = C− A (r − r0)2 , (2.32)
and we ﬁnd A ≈ 2 × 10−28 g cm−3 s−2 and C ≈ 2.6 × 10−2 g cm−1 s−2
for r0 ≈ 3.16 AU. The Taylor expansion is plotted with the dashed line in
the panel c) of Fig. 2.4. The derivative ∂rPg, needed to calculate the vdrift,
becomes
∂rPg ∝ −2A(r − r0). (2.33)
Thus, we can estimate the radial drift timescale τdrift as
τdrift ≈ ρgΩK
2A
(
St +
1
St
)
. (2.34)
Comparing Eqs. (2.27) and (2.34), using Eqs. (2.14)  (2.16), and replac-
ing ρgcs/ΩK = ρgHg = Σg we ﬁnd the expression for the width of the trapped
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Figure 2.4: The disk model with the pressure bump near the snow line ac-
cording to Kretke & Lin (2007). The panels show: a) the α parameter, b)
gas surface density, c) gas pressure in the midplane and its Taylor expansion
around the pressure bump location (Eq. (2.32), dashed line), d) gas pressure
gradient, as a functions of the radial distance from the central star, for our
ﬁducial disk model. Region highlighted with the diﬀerent background color
refers to models described in Chapter 3.
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Figure 2.5: The top panel shows the analytically derived dependence for
the trapped dust annulus width (Eq. 2.35, line) and the results of test runs
(points). The timescale of particles trapping is associated with the timescale
of radial drift. The latter is speciﬁed on the lower plot (Eq. 2.34). The points
on the top panel were measured after 105 years of evolution. This indicates
a range of Stokes numbers of particles that can be trapped (marked with
diﬀerent background color).
dust annulus:
L ≈
(
α
A
ΣgcsΩK
1
St
)1/2
. (2.35)
One can notice that the width of the annulus becomes larger with growing
surface density, turbulent viscosity or temperature of the gas, consistent with
intuition.
The solids are trapped on a timescale of radial drift that is speciﬁed
by Eq. (2.34). The timescale is shortest for particles of St = 1 and grows
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for both smaller and bigger sizes. We perform a set of simulations using
diﬀerent sizes of particles ranging form 10−5 to 104 cm. For each simulation
we use 105 of representative particle distributed over 100 radial and 20 vertical
zones. Initially the particles are placed between 3 and 4 AU. The collisions
are switched oﬀ. After 105 yrs of evolution, the width of the bump in the
dust surface density is measured by ﬁtting Gaussian distribution. In the
top panel of Fig. 2.5, the ﬁtted standard deviation of the distribution is
plotted as a function of the Stokes number, together with the ﬁt errors.
In the bottom panel, the timescale of radial drift is shown. The range of
Stokes numbers for that the timescale is shorter than 105 yrs is indicated
with diﬀerent background color. The width of the trapped dust annulus on
the top panel is consistent with the dependence given by Eq. (2.35), but
only for the particles in the range speciﬁed by the short enough timescale
condition. This result is perfectly in agreement with our predictions.
In this test we neglect the radial drift velocity caused by gas accretion,
speciﬁed by Eq. (2.6). Pinilla et al. (2012a) showed that if we do not ne-
glect this eﬀect, we get additional restriction for size of particles that can be
trapped (their Eq. 11). Particles with Stokes number smaller than Stcrit are
not trapped because their coupling to gas is so strong that they move with
the gas through the pressure maximum, where
Stcrit = −
vrg
∂rPg
ρgΩK, (2.36)
with vrg as the radial velocity of gas. This condition holds only when the other
component of the dust radial velocity is positive, i.e. ∂rPg > 0. In our model
Stcrit ≈ 10−4, so this eﬀect would not change the test result.
2.3.4 Sedimentation driven coagulation
The Gaussian vertical structure of the dust as described in Sect. 2.3.2 is
usually a good approximation in the case of protoplanetary disk. However,
it can be strongly aﬀected by collisional evolution of the aggregates.
We investigate the growth of the dust aggregates in a 1-D vertical col-
umn. We base on a model presented by Dullemond & Dominik (2005) and
reproduced by Zsom et al. (2011a) (henceforth ZsD11). The column is placed
at the distance r = 1 AU from the star of mass M? = 0.5M, with a gas
surface density Σg = 100 g cm
−2 and a gas temperature Tg = 200 K. The ra-
dial drift is switched oﬀ. The dust particles are initially equal size monomers
with radii a0 = 0.55 µm and material density ρp = 1.6 g cm
−3. They are
initially vertically distributed such that the dust to gas ratio ρd/ρg = 0.01 is
constant along the column. Fragmentation is not included in this model, i.e.
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Figure 2.6: Vertically integrated dust mass distribution at diﬀerent stages of
evolution for the sedimentation driven coagulation test. After approximately
400 yrs, the dust distribution splits into two parts. The big aggregates con-
tinue to grow at the expense of the small particles.
the particles collisions result in sticking for every collision energy. The growth
is driven only by Brownian motion and diﬀerential settling. We ignore other
sources of relative velocity: radial and azimuthal drift as well as turbulence.
For the test we used 5× 104 representative particles and 100 cells (500 parti-
cles per cell). The test run took about 48 hours on an 8 core 3.1 GHz AMD
processor.
Similar to Dullemond & Dominik (2005) and ZsD11, we notice that ini-
tially the growth is slow, driven by the Brownian motions, and proceeds faster
closer to the midplane, where the matter density is highest. At t ≈ 100 yrs,
the particle growth in the upper layers speeds up as the diﬀerential settling
comes into play. The value of the vertical settling velocity increases with
height, as can be noticed from Eq. (2.12). The aggregates grow and settle
down simultaneously. The ﬁrst rain-out particles that reach the midplane
have masses of around 10−2 g.
Fig. 2.6 presents the mass distribution evolution obtained in this test. It
can be noticed that within the ﬁrst 400 years the dust distribution becomes
bimodal. One population consists of the rain-out particles, which reached
the midplane, and the other one are the smaller aggregates, which remain
vertically dispersed. The bigger particles grow at the expense of the small
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ones, thus the surface density of the latter decreases. The ﬁnal mass of the
biggest aggregates is ∼106 g. Such a bimodal dust distribution for sedimen-
tation driven coagulation was also reported by Dullemond & Dominik (2005)
and Tanaka et al. (2005).
The numerical model used by ZsD11 is practically identical to ours, but
the spatial grid is ﬁxed and consists of equally spaced cells, while in our case
we use the adaptive grid method. They use 40 cells to resolve 4 gas pressure
scale heights. We notice that in comparison to their results, we get a faster
evolution of the dust. The ﬁrst rain-out particles arrive to the midplane after
approximately 400 yrs of evolution, instead of 500 yrs reported by ZsD11. We
observe also that the growth proceeds to bigger sizes than in ZsD11, where
the growth stalls at approximately 10−1 g.
In order to explain the discrepancy of the results obtained by ZsD11
and us, we perform resolution test. As the adaptive grid reﬂects a very high
number of cells in high density regions, we investigate if the result obtained
by ZsD11 depends on the number of cells used. Therefore, we perform a set
of simulation with constant, equally spaced grid but increasing the number of
cells. Fig. 2.7 presents the mass-height distribution of the dust after 1000 yrs
of evolution for the constant grid with 80, 240 and 640 cells as well as for the
adaptive gridding with 100 cells. Note that ZsD11 modeled only the upper
half of the column, so their 40 cells is equivalent to our 80 cells resolution. We
ﬁnd that the timescale of the evolution is indeed dependent on the vertical
resolution. With the adaptive grid method, we are also able to see the eﬀect
of sweeping up of the small particles by the big ones on the dust distribution
around the midplane (see the bottom panel of Fig. 2.7).
If we consider one grid cell with a bottom wall at z = 0, using the model
described in this section, the collision rate deﬁned by Eqs. (2.19)  (2.20)
does not depend directly on the height above the midplane of the center of
the cell zc. The relative velocity ∆v is dominated by the diﬀerential settling
velocity that is directly proportional to zc. Also the cell volume V is directly
proportional to zc. Therefore, one could expect that the collisional evolution
does not depend on the vertical resolution we choose. However, we ﬁnd that
the higher resolution we use, the faster the growth and settling proceed.
This eﬀect can be explained in the following way: we calculate the relative
velocities of particles basing on the physical values obtained in the centers of
the cells. Thus, the exact values of gas density, Stokes numbers and vertical
settling velocities depend on the exact choice of the location of the cell. All
these values inﬂuence the collision rate of particles. The more cells we use,
the closer to the midplane (where the growth proceeds fastest at the very
beginning as well as at the end of the evolution) we are able to resolve. On
the other hand, the faster growth we obtain, the quicker the particles settle
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Figure 2.7: The vertical distribution of the dust grains of diﬀerent sizes for
the 1-D sedimentation driven coagulation test. The three upper panels show
the result of simulations with constant grid with growing number of cells.
The bottom panel uses the adaptive grid routine described in this work with
100 cells. All the distributions were plotted after 1000 yrs of the evolution.
The numerical convergence of results is noticeable.
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down.
It is worth noting, that one of the basic assumptions of the method we
use (Zsom & Dullemond 2008) is that the particles are homogeneously dis-
tributed over the volume of the cell within they can collide. If we do not
assure suﬃciently high spatial resolution, this assumption is broken, and the
model leads to nonphysical results.
The vertical resolution deﬁnes the maximum dust to gas ratio we are
able to obtain. In the case of constant grid with the number Nc of cells the
maximum dust to gas ratio ρd/ρg = Nc × 0.01 would occur if we place all of
the dust particles in one cell. The 0.01 is the global dust to gas mass ratio.
In the case of the adaptive grid the dependence on the number of cells is
much weaker, and we are able to resolve higher dust to gas ratios with much
lower number of cells.
The impact of the dust layer width on the growth was investigated by
Nakagawa et al. (1986). They concluded that the growth terminates for an
inﬁnitely thin layer, as when all of the bodies are located at z = 0 the vertical
velocity of dust resulting from Eq. (2.12) vzd = 0, and the main source of
the relative velocities driving the collisions vanishes. However, even with the
adaptive grid, we can never obtain an inﬁnitely small cell, so the growth
termination does not occur in our simulations.
The existence of such an inﬁnitely thin dust layer is unrealistic anyway.
As soon as the dust to gas ratio exceeds unity, the shear instabilities (Weiden-
schilling 1980; Cuzzi et al. 1993), in particular the Kelvin-Helmholtz instabil-
ity (Johansen et al. 2006) are known to occur. Bai & Stone (2010a) showed
that in the case of no turbulence, another kind of hydrodynamic instability,
namely the streaming instability (Youdin & Goodman 2005), will generate
a turbulence and maintain the dust to gas ratio before the Kelvin-Helmholtz
instability could be triggered. It then prevents the dust from further settling
and the growth from terminating.
With the adaptive grid routine, we are able to resolve the dust to gas ratio
much higher than one. To avoid such an nonphysical situation, we implement
an artiﬁcial α viscosity, αSI, that is designed to mimic the impact of the
streaming instability on the vertical distribution of dust. We calculate the
αSI as
αSI = αSI,max
[
1 + erf
(
ρd/ρg − c1
c2
)]
, (2.37)
where αSI,max deﬁnes a minimal turbulent viscosity that we need to maintain
dust to gas ratio lower than one and the c1, c2 are parameters of the error
function erf. The αSI,max can be calculated from Eq. (2.29) as
αSI,max = Z
2
0 min(0.5, S¯t)
(
1 + S¯t
2
)
, (2.38)
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Figure 2.8: The dust to gas ratio around the midplane after 1000 yrs of evo-
lution as resolved by diﬀerent algorithms: constant grid with 80 and 640 cells
and the adaptive grid with 100 cells with and without the streaming insta-
bility (SI). The obtained dust to gas ratio depends strongly on the vertical
resolution. In the case of the adaptive grid it exceeds unity. The implemen-
tation of the streaming instability lowers the dust to gas ratio only in the
region in that such an nonphysical values occur.
with Z0 representing initial dust to gas ratio, and S¯t being the Stokes number
averaged over all particles present in given cell, as the strength of the stream-
ing instability driven turbulence is determined by the collective property of
the particles. The form of Eq. (2.37) was chosen such that the additional
term of viscosity is nonzero only when the dust to gas ratio exceeds unity
and it adds only the amount of turbulence that is needed to maintain the
dust to gas ratio below the nonphysical value. A more accurate prescription
for the αSI can be found in Chapter 5.
The Fig. 2.8 shows the dust to gas ratio at diﬀerent height above the
midplane after 1000 yrs of evolution for the diﬀerent resolutions and for
the test with the artiﬁcial viscosity introduced by the αSI. The resolution
dependence can be noticed. The dust to gas ratio in the case of the adaptive
grid exceeds unity. The implementation of the αSI changes the dust to gas
ratio only very close to the midplane.
We ﬁnd that implementing such an additional turbulence source speeds
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Figure 2.9: The dust mass distribution after 4000 yrs of evolution for the
tests with the constant grid with 80 and 640 cells and adaptive gridding
with 100 cells with and without the streaming instability (SI) implemented.
The ﬁgure reveal a huge impact of the vertical resolution on the dust growth
timescale. With the adaptive gridding we obtain much bigger bodies after
the same time of evolution. Taking the SI into account additionally speeds
up the growth.
up the coagulation of the big particles. This is because it increases the relative
velocities of the bodies and thus the collision rates. As we ignore the possi-
bility of the aggregates fragmentation, the higher relative velocities result in
faster growth.
The Fig. 2.9 shows the mass distributions after 4000 yrs of evolution
obtained for diﬀerent gridding as well as with and without the streaming
instability (SI). This ﬁgure reveals how much the growth depends on the
resolution. The mass of the biggest agglomerates obtained after 4000 yrs
in the test with 640 constant cells and 100 adaptive grid cells varies by
ﬁve orders of magnitude. This is however a timescale eﬀect. If we wait long
enough, which is of the order of Myrs for the constant grid, we will obtain
the same resulting size of agglomerates. The growth can proceed only until
all the small particles are swept up by the big ones.
The consideration of the streaming instability allows us to obtain an-
other 4 orders of magnitude in mass larger particles. The additional viscosity
increases the vertical extent of the big bodies as well as their relative veloci-
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ties. Thus, they are able to collide with the small particles that reside higher
above the midplane. This speed up of the growth can however be a result
of the simpliﬁed instability implementation we used. We do not account for
the strong particle clumping reported for the streaming instability (Johansen
et al. 2009b). We ignore also the possibility of the gravitational instability of
the clumps (Johansen et al. 2007). We include these eﬀects in Chapter 5.
The growth timescale dependence on the vertical resolution revealed in
these sections can have a huge impact on dust evolution models. In 2-D
cases the impact of vertical structure resolution is even stronger as the rel-
ative velocity is dominated by the radial and azimuthal drift. Its value does
not depend on the vertical position, so the collision rate becomes explicitly
dependent on z.
In the model presented here, turbulence is not included, besides the one
generated by the streaming instability. We ignore also the possibility of the
aggregates fragmentation. We expect that including these eﬀects would lower
the discrepancy between the results obtained using the constant and adaptive
gridding. The turbulent mixing prevents the high dust to gas ratio, which
is problematic for the constant grid scheme. Taking the fragmentation into
account sets up a maximum mass over which the particles cannot grow. Thus,
the diﬀerence in the growth timescale does not change the maximum size of
particles after the same time of evolution obtained in the diﬀerent models.
The tests presented in this section have proven our adaptive grid to deal
very well with the high dust density regions. However, as can be observed on
the bottom panel of Fig. 2.7, the low density regions are resolved much worse.
As the most of the coagulation happens in the high density regions around the
midplane, this ﬂaw should not eﬀect the mass distribution function evolution.
However, it may limit the possibilities of using our code in context of the
protoplanetary disks observations.
2.4 Summary
We developed a new computational model for dust evolution in the pro-
toplanetary disk. The representative particles method (Zsom & Dullemond
2008) has been used to describe the dust. The gas disk has been included in
an analytical way. The model tracks the dust drift as well as the coagulation.
The Monte Carlo method has been used to investigate the collisions between
the dust aggregates. The code is a further development of the work presented
by Zsom et al. (2011a). We extended the model of Zsom et al. (2011a) by
adding an adaptive gridding method, which assures high spatial resolution
in high dust density regions, as well as the radial dimension.
With the new numerical code, we found that high spatial resolution is
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necessary to model the dust evolution properly. In particular, in the case of
lack of turbulent mixing, when a dense midplane layer is formed, the dust
growth timescale depends on the resolution very strongly.
A great diﬃculty in the planet formation modeling is that the dynamic
range involved is too wide to be covered by a single numerical method. When
km-sized bodies are formed, regardless of their formation process, the gravi-
tational interactions become important and the N-body dynamics needs to be
considered. Statistical approach, which is commonly used to study the dust
coagulation, is very hard to connect with the N-body methods, as it only
handles the dust distribution function and it does not consider individual
particles. In our code, we used the representative particles as a description
for dust, thus the connection to the N-body regime is more natural. The code
presented in this chapter is a very ﬁrst step towards a complete model of the
planet formation.
The main conclusions of this chapter can be summarized in the following
points:
• Adaptive gridding allows us to investigate the dust collisional evolution
with Monte Carlo method in 2-D. It assures suﬃcient spatial as well
as mass resolution to account for the dust structure. It automatically
moves the computational eﬀort towards the high dust density regions.
• Proper resolution of the vertical structure of protoplanetary disk is
important for obtaining a correct dust growth timescale. This is true
especially in the case of low turbulence.
Scientiﬁc applications of the new code are described in the following chap-
ters. In Chapter 3, we investigate the possibility of planetesimal formation
via sweep-up growth at the inner edge of dead zone by performing 2-D models
involving collision scheme with sticking, bouncing, fragmentation, and mass
transfer. In Chapter 4, we implement the impact velocity distribution that
also enables planetesimal formation via sweep-up growth and perform a direct
comparison of the results obtained with the code and with a Smoluchowski
equation solver. In Chapter 5, we extend the code by adding a possibility of
planetesimal formation via the streaming instability.
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Planetesimal formation
at the inner edge of dead zones
Adapted from Dr¡»kowska, Windmark & Dullemond, 2013, A&A, 556, A37
and Dr¡»kowska, Windmark & Dullemond, 2013, poster presented at PPVI1
3.1 Introduction
Despite decades of research, planet formation is still not fully understood.
At the point of formation, the protoplanetary disk is thought to contain
submicron dust grains. The formation of planetesimals out of these grains is
one of the more uncertain aspects in the theory of planet formation, since
the growth of large dust particles by subsequent sticking collisions is very
diﬃcult to obtain in realistic models. Such a simple particle aggregation
has been shown to encounter numerous obstacles, such as the electrostatic
barrier (Okuzumi et al. 2011b), the bouncing barrier (Zsom et al. 2010), the
fragmentation barrier (Blum & Münch 1993), and the radial drift barrier
(Weidenschilling 1977a). The relative velocities of dust particles, which are
regulated by their interaction with gas, have been found to be too high to
allow sticking of aggregates as small as millimeters. On the other hand, even
if there is a way to grow meter-sized bodies, they are going to be lost inside
of an evaporation line within a few hundred years due to the radial drift.
Some solutions to these problems have been suggested in recent years.
The sticking properties of ices are claimed to be much better than those of
silicates (Wada et al. 2009), leading to ice grains capable of forming highly
porous aggregates. Including this property in models has been shown to let
the particles avoid the radial drift barrier (Okuzumi et al. 2012). However,
the collisional properties of the ice particles are still rather uncertain, be-
cause of the diﬃculties in conducting the laboratory experiments. There is
much more laboratory data concerning the collisional physics of the silicates
(Güttler et al. 2010), although even the silicate collisional properties remain
an extensively discussed topic. Recent experiments have revealed a smooth
1See page ix for the authorship details.
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transition between sticking and bouncing behavior (Langkowski et al. 2008;
Weidling et al. 2012; Kothe et al. 2013), but numerical molecular dynam-
ics simulations predict no or signiﬁcantly less bouncing (Wada et al. 2011;
Seizinger & Kley 2013) At still higher collision velocities, particles are ex-
pected to fragment, but if the mass ratio is high enough, growth via mass
transfer is also a possibility (Wurm et al. 2005; Teiser & Wurm 2009; Kothe
et al. 2010; Beitz et al. 2011).
The relative velocity of collision between the aggregates are usually calcu-
lated on the basis of a mean turbulence model, where two particles with given
masses m1 and m2 always collide at the same relative velocity ∆v(m1,m2).
Considering a probability distribution function P (∆v|m1,m2) and the sweep-
up by the mass transfer is another possibility of overcoming the growth bar-
riers (Windmark et al. 2012b; Garaud et al. 2013). However, as the exact na-
ture of the probability distribution is unknown, it is not certain if this eﬀect
can indeed allow the planetesimal growth. The combined action of hydro-
dynamic and gravitational instabilities (Goodman & Pindor 2000; Johansen
et al. 2007) is an alternative scenario for the formation of planetesimals. The
radial drift barrier can be overcome by taking local disk inhomogeneities into
account that lead to the pressure gradient change (pressure bumps) and sup-
press of the inward drift of bodies (Whipple 1972; Barge & Sommeria 1995;
Klahr & Henning 1997; Alexander & Armitage 2007; Garaud 2007; Kretke
& Lin 2007).
3.2 Motivation
In the test models presented in Chapter 2, we have always assumed per-
fect sticking between particles, and ignored all other possible collision out-
comes. However, collisional physics of dust aggregates is highly complex, and
laboratory experiments have shown that also eﬀects such as bouncing, frag-
mentation and erosion can occur (Blum & Wurm 2008). By implementing
the collision scheme proposed by Güttler et al. (2010) in 0-D simulations,
Zsom et al. (2010) showed the importance of using a realistic collision model,
and discovered the existence of the bouncing barrier, where growth-neutral
bouncing collisions can completely prevent particle growth above millimeter-
sizes, even before the fragmentation barrier is reached.
Windmark et al. (2012a) showed that the existence of a collisional growth
barrier (such as the bouncing barrier) can actually be beneﬁcial for the
growth of planetesimals. If some larger particles, or seeds, are artiﬁcially
introduced into a 0-D model, they can grow by sweeping up the population
of particles kept small by the bouncing barrier, thanks to the mass trans-
fer eﬀect observed by Wurm et al. (2005). When two large particles collide
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Figure 3.1: Sketch of the planetesimal formation mechanism we suggest.
Thanks to the radial variation in turbulence eﬃciency, the position of the
collision regimes is shifted in terms of particle size. The dust aggregates can
grow to larger sizes in the dead zone than in the MRI active zone. The "big"
particles grown in the dead zone drift inwards through the bouncing regime,
to the location of the pressure trap, and some of them can continue to grow
via sweeping up the small particles halted by the bouncing barrier.
at a high velocity, they tend to fragment, but if the mass ratio between
the colliding particles is high enough, only the smaller of the two will be
disrupted, depositing a fraction of its mass onto the larger particle in the
process. In this way, two populations of particles are formed, where the few
seeds grown by sweeping up the small particles while colliding only rarely be-
tween themselves. Windmark et al. (2012b) and Garaud et al. (2013) showed
that the ﬁrst seeds might be formed by including velocity distributions pro-
duced by stochastic turbulence, but the exact nature of these distributions,
and whether the eﬀect is capable of producing high enough mass ratios, is
still unclear.
In this study, we investigate whether the seeds can be produced at one
location in the disk and then transported by the radial drift to another re-
gion, where they are signiﬁcantly larger than the grains produced locally.
This could allow them to grow further by sweeping up the smaller grains.
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In particular, we postulate that such a situation can occur for a sharp α
change, e.g. at the inner edge of a dead zone.
Figure 3.1 shows the basic idea behind our model. At the inner edge of
the dead zone, strength of the MRI turbulence drops, aﬀecting the relative
velocities between dust particles. In the MRI active region, the turbulence is
stronger than in the dead zone, causing bouncing to occur for signiﬁcantly
smaller particles. Thus, aggregates growing in the dead zone can reach larger
sizes. The radial drift (that increases toward the Stokes number equal unity)
can transport the largest particles to the MRI active region, and at the same
time into another collisional regime. The drifting particles have now become
seeds, and can continue to grow by sweeping up the small grains stuck below
the bouncing barrier. Furthermore, the rapid turbulence strength decline can
result in a formation of a pressure trap that allows the seeds to avoid further
inward drift and becoming lost inside of the evaporation radius of the star.
A diﬃculty in the planetesimal formation by sweep-up growth scenario
is that the ﬁrst seed particles have to be orders of magnitude more massive
than the main population, and that if too many such seeds are formed, they
will fragment among themselves too often to be able to grow. As a ﬁrst ap-
plication of our 2-D code presented in Chapter 2, we investigate whether the
planetesimal formation via the mechanism described above can be initiated
in a realistic protoplanetary disk.
This chapter is organized as follows. In Sect. 3.3, we describe the sim-
ulation setup used in our models. We present their results in Sect. 3.4. We
discuss and summarize the results in Sect. 3.5.
3.3 Simulation setup
We focus on a protoplanetary disk with a pressure bump around the snow
line (Kretke & Lin 2007), using the disk model presented in Sect. 2.3.3. We
assume a stationary disk, which is a simpliﬁcation, as the dust grains size
distribution, evolution of which we model, should aﬀect the disk structure.
We discuss this issue further in Sect. 3.5. The total disk mass integrated
between 0.1 and 100 AU is 0.01M, and we set the mass accretion rate to
10−9 M yr−1. Thus, our model corresponds to a low-mass, passive proto-
planetary disk. We focus this study on the region around the pressure bump,
between r = 3 − 5.5 AU, as highlighted in Fig. 2.4. At 3 AU, the disk has
a gas surface density Σg = 65 g cm
−3 and a temperature Tg = 140 K. This
disk model is highly simpliﬁed, especially in the outer regions, but as we
focus only on the inner region, we consider it a good approximation. We also
assume a stationary gas disk, since, because of the computational expense
of the simulations, we only run the models for ∼3 × 104 yrs, which is much
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shorter than the typical disk evolution timescale.
We assume an initial dust to gas ratio of 0.01, and distribute the dust mass
into monomers of size a0 = 1 µm. The internal density of the particles is set
to ρp = 1.6 g cm
−3. For the models presented in this study, we use over a half
a million (exactly 219) representative particles and an adaptive grid resolution
of 64 radial and 32 vertical zones. This gives 256 representative particles
per cell, which allows us to resolve the coagulation physics properly (see
Sect. 2.3.1). Each swarm represents ∼1022 g, corresponding to a maximum
representative particle size of roughly 100 km that is obtainable without
breaking the requirement that the number of representative particles must
be lower than the number of physical particles in the swarm they represent.
At the current stage of our project we do not reach km-sizes.
3.3.1 Collision models
For our collision model, we use two simpliﬁed prescriptions (models A
and B) for bouncing, fragmentation and mass transfer based on the work of
Windmark et al. (2012a). In both models, we determine the sticking proba-
bility as a function of the relative velocity ∆v:
ps(∆v) =

1 ∆v < vs
0 if ∆v > vb
1− k otherwise,
(3.1)
where k = log(1 + ∆v− vs)/ log(1 + vb − vs), consistent with the ﬁndings by
Weidling et al. (2012). The smooth transition between sticking and bouncing
collisions turns out to be a natural way to limit the number of potential seeds,
i.e. particles that are large enough to initiate sweep-up in the dead zone.
The fragmentation probability is determined by a step function:
pf(∆v) =

0 if ∆v < vf
1 if ∆v ≥ vf ,
(3.2)
and we let vs = 3 cm s
−1, vb = 60 cm s−1, and vf = 80 cm s−1 be the sticking,
bouncing and fragmentation threshold velocities. These values correspond to
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silicate grains, which are believed to be less sticky and resilient to fragmenta-
tion than icy grains that would also exist in the simulation domain. However,
because of the lack of knowledge about the ice collision properties, and the
uncertainty in the eﬃciency in sublimation and sintering at the snow line,
we decide to take the pessimistic approach of using only the silicates. The vs,
vb and vf are here independent on particle masses and ∆v, which is diﬀerent
from the Windmark et al. (2012a) model. This is a signiﬁcant simpliﬁcation
coming from the code optimization reason. However, the order of magnitude
of these values is consistent with the original model, thus the overall scheme
of collisional evolution is preserved.
In both of the models, during a fragmenting event, the mass of both
particles is distributed according the power-law n(m) ∝ m−9/8, consistent
with ﬁndings by Blum & Münch (1993) as well as Güttler et al. (2010), and
the representative particle is selected randomly from the fragments (see Zsom
et al. (2010) for details on how this is done in the representative particles
and Monte Carlo fashion).
In model B, we also include the mass transfer eﬀect, which occurs during
a fragmenting event when the particle mass ratio is high enough, namely
m1/m2 > mcrit (m1 > m2), where we put mcrit = 10
3. We assume a constant
mass transfer eﬃciency of 0.8 ·m2, i.e. the more massive particle gains 80%
of the mass of the smaller particle.
The collisional model developed by Windmark et al. (2012a) is much more
complex than ours. In their work the mass transfer eﬃciency is dependent on
the impact velocity. We decided to assume the mass transfer eﬃciency to be
constant, as we are here mostly concerned at the point where sweep-up is ini-
tiated, and we do not want to model the process in detail. For the same reason
we ignored the threshold between erosion and mass transfer that Windmark
et al. (2012a) found to be important for the growth to planetesimal sizes.
3.4 Results
In Fig. 3.2, we present the collision outcome for all particle pairs with
collision model B, in the midplane, at both the location of the pressure trap
(3.23 AU) and in the dead zone (3.6 AU). In the case of collision model A,
the plot is similar, but the mass transfer regime is replaced by fragmentation.
From the plot, we can notice that due to diﬀerences in turbulent viscosity, the
bouncing and fragmentation occur at diﬀerent sizes depending on the location
of the disk. In the dead zone, the turbulence is extremely low, α = 10−6,
compared to α ≈ 10−4 at the pressure trap, and the particle growth can
therefore continue to more than one order of magnitude larger sizes before the
bouncing barrier halts it. This is exactly what is needed for our planetesimal
70
Chapter 3. Planetesimal formation at the inner edge of . . .
Figure 3.2: The collision outcome for particle pairs of given sizes located
in the midplane at 3.23 AU (pressure trap) and at 3.6 AU (dead zone) in
collision model B. "S" marks sticking, "B" bouncing, "F" fragmentation, and
"MT" mass transfer. Thanks to the change in the disk properties between the
two regions, the bouncing barrier occur at diﬀerent particle sizes, as predicted
when constructing our planetesimal formation scenario (Fig. 3.1).
formation via sweep-up mechanism to work.
In the case of collision model A, the growth is halted by the bouncing
barrier at ∼0.1 cm in the pressure trap region and ∼0.7 cm in the dead zone,
and there is no possibility that the growth could proceed towards bigger sizes.
In model B, if radial drift would be ignored and the growth would only be
allowed to proceed locally, the particle growth would stop at the same sizes
as in model A. However, we ﬁnd in our simulations that when both drift and
mass transfer are included, the situation changes signiﬁcantly, in a way that
enables sweep-up, as discussed earlier.
The result of the simulation using collision model B is illustrated in
Fig. 3.3, where we plot the vertically integrated dust density evolution at
six diﬀerent times between t = 500 yrs and t = 30, 000 yrs. The dust growth
proceeds the fastest in the inner part of the domain, where the relative ve-
locities are the highest because of stronger turbulence. After 1, 000 yrs, the
particles in the inner part of the disk have reached the bouncing barrier, which
eﬃciently halts any further growth. The position of the bouncing barrier, in-
dicated with the dashed line in Fig. 3.3, is estimated analogically as the loca-
tion of the fragmentation barrier in Birnstiel et al. (2011). As time progresses,
particles further out also halt their growth due to bouncing. The bouncing
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Figure 3.3: Vertically integrated dust density at diﬀerent stages of the evo-
lution, using collision model B. The red solid line shows the particle size
corresponding to the Stokes number of unity, where the drift is the fastest.
This line is also proportional to the gas surface density. The dashed line shows
approximate position of the bouncing barrier. The dotted line indicates the
location of the pressure trap. Two of the representative particles, visible as
the red regions, are the particles that become the seeds and continue grow-
ing, trapped in the pressure trap at 3.23 AU, while the growth of the other
swarms is stopped by the bouncing barrier. The feature at r > 3.5 AU and
a <10−2 cm comes from the bimodal distribution revealed in the 1-D tests
(see Sect. 2.3.4), where the small particles are vertically dispersed, while the
bigger particles resides in the midplane of the disk.
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barrier occurs at larger sizes in the dead zone than in the pressure trap. After
20, 000 years, most of the particles are kept small by the bouncing, and only
evolve by slowly drifting inwards. The size of the particles stopped by the
bouncing in the dead zone corresponds to St < 5× 10−2, for which the drift
timescale > 104 yrs (see Fig. 2.5). Thus, the small dust is still present beyond
the pressure trap at the end of the model.
During the inward drift, the particles halted by the bouncing barrier in
the dead zone are automatically shifted to the fragmentation/mass transfer
regime in the region of higher turbulence. Most of these particles fragment
due to equal-size collisions, which can be seen in the Fig. 3.3, as the ma-
jority of the bigger particles from the dead zone is fragmented down to the
position of the bouncing barrier. With these contour plots, however it is not
easy to display the minute, but very important, amount of bodies that are
able to cross the barrier unscathed. Thus, we choose a color palette that
emphasizes low density features. The red spots that are separating from the
main distribution are the seeds. The Monte Carlo method ﬁnds two such seed
representative particles in the model B run.
Because of the smooth transition between sticking and bouncing, a lim-
ited number of particles manage to grow to the maximum size before they
have drifted inwards. These particles have a chance to avoid the fragmenting
collisions. This is because of two reasons. One of them is that the largest
particles are drifting the fastest. What is more: the more massive the drift-
ing particle is, the lower is the probability of fragmenting collision, due to
the fact that the transition from fragmentation to mass transfer regime is at
the projectile mass equal to 0.001 times the target mass. Thus some "lucky"
particles from the higher end of the mass distribution spectrum can reach
the position, where the equal-size collisions are very unlikely, as most of the
surrounding particles are more than the three order of magnitude in mass
lower, and so collisions will primarily lead to sweep-up growth. In our model
we observe two such seeds. We check this amount in the resolution study
presented in Sect. 3.4.1. After t = 27, 500 yrs, they have reached the pressure
trap, so their drift is halted, and by the end of the simulation, they have
reached m-sizes.
In Fig. 3.4, we present the evolution of the spatially integrated size-
distribution for model B, and Fig. 3.5 shows the evolution of the median
and maximum radius of the dust particles for both models a and B. The me-
dian size illustrates the evolution of an "average" particle. Initially, both of
the models evolve in the same way, and the median and maximum particle
size grows gradually from µm- up to mm-sizes. After about t = 23, 000 yrs,
the largest particles in model A halt in their growth at a size of 0.7 cm due
to the bouncing barrier. The median size continues to grow, as all particles
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Figure 3.4: The evolution of the spatially integrated surface density of diﬀer-
ent sized particles for the model B. The particles grow until they reach the
bouncing barrier. After that only a limited number of bodies continue the
growth thanks to the mass transfer eﬀect.
still have to reach the bouncing regime. In model B, however, the ﬁrst seeds
are formed and drifted into the pressure trap at t = 23, 000 yrs, initiating
sweep-up and causing a sudden increase in the size of the largest particles
from cm- up to m-sizes. It can here be noticed that the sweep-up is only
local, and the median particle size remains unchanged compared to model A.
After the seeds are formed, the size-distribution becomes bimodal. As seen
in Fig. 3.4, the seeds constitute a separate population, the surface density of
which grows in time, as they are sweeping-up the small particles. However,
as the seed population is represented by only two representative particles, its
mass distribution cannot be resolved well in this model.
Fig. 3.5 shows also another interesting feature. The line corresponding to
the maximum particle size in the model B exhibits two bumps before it ﬁnally
jumps to depict the evolution of the growing seeds: these are some "unlucky"
particles that fragmented before being able to reach the region where the
mass ratio between them and the small particles is high enough to lead to
mass transfer collisions. Also later in our model we observe some particles
that grow a bit bigger than the others but then fragment. Of course, there
can and should be some new "lucky" seeds formed later, in particular from
the particles that started their evolution further away in the disk. However,
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Figure 3.5: The time evolution the maximum (solid lines) and the median
(dashed lines) radius of the dust particles in the model with and without the
mass transfer eﬀect. Both of the models generally evolve in similar way, what
can be observed by following the median radius change. However, whereas the
growth of the biggest particles is halted at sizes approximately ∼0.7 cm by
the bouncing in the case of the model A, in model B some particles manage
to grow till the radius of 100 cm after 30,000 yrs.
as the growth timescale rises with the distance from the star, we would have
to carry on our models over longer time and possibly start with a larger
domain to see more of the seeds, which is not possible with the current state
of our code, as explained below.
The model B run took about 50 days on an 8 core 2.83 GHz Intel pro-
cessor. The model A run took about half as long, as all the particles stayed
small so that a longer advection time step was used. Because of the computa-
tional expense of the simulations, we ﬁnish them at t = 31, 000 yrs, when the
seeds have reached sizes of 100 cm. Extrapolating the growth rate from the
data, we ﬁnd that the seeds would grow to km-sizes within the next 105 yrs.
Xie et al. (2010) investigated the planetesimal growth by dust sweep-up and
found the growth from 0.1 to 10 km within 106 yrs in their models. However,
in our model the surface density of the dust in the pressure trap is enhanced,
as the solids are constantly delivered to the trap by the radial drift, so the
timescale of the growth is reduced.
The dust density distribution in the dead zone exhibits a bump for par-
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The dashed line shows the expected dependence, which is consistent with our
results.
ticles smaller than 10−2 cm (see Fig. 3.3). This feature comes form the bi-
modal distribution revealed in the 1-D tests presented in Sect. 2.3.4. It is
not observed in the active zone while it is smeared by the relatively strong
turbulence (α > 10−4). Such structure cannot be modeled by the commonly
used dust evolution codes that treat the vertical structure in an averaged way
(e.g. Birnstiel et al. 2010). However, the impact of resolving of this structure
is hard to deﬁne without detailed comparison between results given by such
1-D code and by our code, which is much beyond the scope of this work.
3.4.1 Resolution study
Resolution study is important in order to conﬁrm every new result ob-
tained with numerical methods. We performed several runs with the same
setup as described in Sect. 3.3, but varying the number of cells and the num-
ber of representative particles per cell such that the total number of particles
is from two times lower to two times higher than in the runs presented in
the previous section. Figs 3.6 and 3.7 present the results of this resolution
study. We checked that the total mass of seeds that break through is nearly
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Figure 3.7: The ﬁgure shows time evolution of the maximum particle size
in several runs, resolution of each is speciﬁed as number of representative
particles × number of radial cells × number of vertical cells. The evolution
is nearly identical in all the cases. We ﬁnd that the time after which the ﬁrst
particle break through is independent on the resolution used to perform the
models.
independent on resolution used. This means that we resolve the seeds well
in the results presented in Sect. 3.4. We checked also that the time at which
we get the breakthrough does not depend on resolution. As we will show in
the Chapter 4, this is not a general rule and the time of breakthrough is
dependent on numerical resolution when the breakthrough is driven by the
impact velocity distribution. However, in the results presented in this chap-
ter, the breakthrough is driven by the radial mixing of aggregates and thus
such a resolution dependence is not expected.
3.5 Discussion and conclusions
Planetesimal formation is a subject to many barriers, such as the bounc-
ing, fragmentation and radial drift. Since it is problematic to form any grains
larger than decimeter in the standard disk models, it would not be surprising
if planetesimal formation could only happen in some "special" places within
the protoplanetary disk. In this chapter, we investigated whether the inner
edge of dead zone region can be such a place. and we found that such a sharp
change in a protoplanetary disk structure can be favorable for the plan-
etesimal formation by sweep-up as suggested by Windmark et al. (2012a).
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We applied the code presented in Chapter 2 to a snow line region in a low
mass protoplanetary disk, and modeled the disk following the prescription of
Kretke & Lin (2007), where the turbulent viscosity changes around the snow
line, leading to occurrence of a low turbulence region as well as a pressure
bump. We found that in such a disk it is indeed possible to grow planetes-
imals by the sweep-up. Due to the local dust density enhancement in the
pressure bump, the sweep-up growth rate is increased, and the estimated
planetesimal formation timescale is relevant for the planet formation.
Our model includes inevitable simpliﬁcations. We assumed that the disk
is isothermal, i.e. the gas temperature Tg is constant along the vertical dimen-
sion. Also the turbulent viscosityDg has been assumed to stay constant along
a column at given distance from the star. We do not expect that including the
dependence of Tg and Dg on the height above the midplane would inﬂuence
the possibility of forming planetesimals via the mechanism described in this
work. We did not include the gas disk evolution. This is not consistent with
the snow line model we implement, as the gas ionization rate and thus the
turbulence strength is dependent on the dust properties. As we include the
dust growth, the total surface area of grains changes and thus the turbulence
is modiﬁed. The disk structure builds up on the disk accretion timescale.
As the dust coagulation proceeds much faster than the gas disk evolution,
we start our models from a steady state disk, which is a common, but not
self-consistent practice.
We focused on the disk region around the snow line, where the temper-
ature allows for existence of solid water ice. The collisional properties of ice
aggregates are generally thought to be much better than silicates. However,
due to lack of laboratory data, we did not include the ice in our models. We
used a collision model that reﬂects the evolution of silicate grains. Including
collision model of ices would help the growth of particles. On the other hand,
it would also require considering another complex eﬀects, such as evapora-
tion and condensation (Kuroiwa & Sirono 2011; Ros & Johansen 2013) or
sintering (Sirono 2011).
The planetesimal formation model we propose relies on the existence of
a growth barrier, such as the bouncing barrier introduced by Zsom et al.
(2010). The robustness of the barrier has recently been put into question
as the sticking and bouncing eﬃciency have been shown to exhibit a strong
dependence on the internal structure of colliding aggregates as well as the
impact parameter (Wada et al. 2011; Kothe et al. 2013). Even though the
results on the bouncing behavior is inconclusive, we argue that fragmentation
could also work in a similar fashion for the sweep-up scenario. In case where
fragmentation acts as the main growth barrier, the smaller dust population
would be able to grow a bit further, but might still be swept up by the
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drifting seeds. As the mass transfer experiments have so far been performed
over a limited parameter space only, this possibility would need to be veriﬁed
experimentally.
As mentioned in Sect. 2.3.4, we did not include the eﬀects of particle
clumping via the streaming instability (Youdin & Goodman 2005) and possi-
bility of the gravitational instability (Johansen et al. 2007) for dense midplane
layer. These eﬀects could change our results and lead to eﬃcient planetesi-
mal formation in the dead zone. We plan to implement these phenomena in
future work.
The main conclusions of the models presented in this chapter can be
summarized in the following points:
• In some protoplanetary disks, it is likely to overcome the growth barri-
ers and obtain planetesimals via the sweep-up growth, as suggested by
Windmark et al. (2012a). Since the disk properties change at diﬀerent
disk locations, the bouncing barrier is shifted in terms of maximum
particles size. In our model the particles can grow more in the dead
zone region. A limited number of these particles can become planetes-
imal seeds and continue to grow in the region of stronger turbulence,
and their radial drift is at the same time halted because of the existence
of the pressure trap.
• The snow line, as modeled by Kretke & Lin (2007), is a favorable region
for the planetesimal formation by incremental growth.
• The amount of planetesimals that can be formed in the sweep-up at
the inner edge of dead zone scenario presented in this chapter is very
low. The total mass of planetesimals formed is of the order of 5% of
the dwarf planet Ceres mass, which is ∼ 10−3 of the total dust mass
included in the model.
We focused the study presented in this chapter on the snow line region,
which is shown to be a favorable region for formation of big bodies in proto-
planetary disk. This is consistent with other studies. The impact of the snow
line is reported in the context of the exoplanets distribution. Schlaufman
et al. (2009) argue that the statistical properties of observed exoplanets can-
not be explained without taking the snow line into account. Also very recent
work of Martin & Livio (2013) suggests that the snow line region is where
the asteroid belts are preferentially formed. They come to this conclusions
because of a correlation between the location of the snow line and observed
warm dust belts in exosolar systems. They argue that the existence of such
asteroid belts may be crucial for existence of life on rocky planets. It is worth
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noting that the planetesimal formation mechanism introduced in this work
can take place also at locations other than the snow line. Dzyurkevich et al.
(2013) have recently suggested that a steep variation of the turbulence eﬃ-
ciency and resulting pressure bump, which we need for our mechanism, can
occur beyond what they call "metal freezeout line", i.e. at the border be-
yond which metal atoms in the gas phase thermally adsorb on dust particles.
Anyway, in our model, the internal planetesimal population is formed at the
same location in the disk that corresponds to the pressure maximum. Such
a narrow annulus of planetesimals was suggested by Hansen (2009) as initial
condition for formation of the terrestrial planets in the Solar System.
The thresholds that change the structure of protoplanetary disk, such as
the snow line, clearly have a great signiﬁcance for the emergence and evolu-
tion of planetary systems. Our models show that even with a "pessimistic"
setup, in a low-mass protoplanetary disk consisting of not very sticky silicate
grains, it is possible to form planetesimals at such a speciﬁc location. Fur-
ther work is required to check the following evolution of the planetesimal ring.
For bodies bigger than kilometers, consideration of the gravitational interac-
tions, which we plan to include in our future work, is necessary. The question
whether there will be an asteroid belt or a planet formed at the pressure trap
cannot be answered at the current stage of our project.
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Planetesimal formation
triggered by the impact velocity
distribution
Adapted from Dr¡»kowska, Windmark & Dullemond, 2014, A&A, 567, A38,
Windmark, Okuzumi & Dr¡»kowska, in prep., and Dr¡»kowska, Windmark
& Okuzumi, accepted for publication in Proceedings of the IAU, Vol. 3101
4.1 Introduction
Dust coagulation is an important astrophysical process, particularly in the
case of planet formation. To form a planet, micron-sized dust particles have
to collide and stick to form ever larger dust aggregates. The main problem
with this picture is what is known as the "meter-size barrier": once particles
reach a size of decimeter to meter, they acquire relative velocities that are
too large to allow hit-and-stick growth. Instead, collisions at these speeds,
which are on the order of tens of meters per second, lead to the destruction
of the colliding aggregates. This is often called the "fragmentation barrier".
Moreover, already at sizes of a millimeter, we encounter the "non-sticking
problem", which is often called the "bouncing barrier": while the aggregates
do not fragment upon collision at these sizes, they do not stick together
either, meaning that the growth stalls. All these barriers are posing a major
problem in our understanding of planet formation. In recent years, however,
several new ideas have appeared in the literature to overcome these problems.
One of the possible solution is the sweep-up growth, already discussed in
the previous chapter. In this chapter, we focus on this scenario once more,
but this time the "lucky" seeds are produced thanks to the impact speeds
distribution contributed by turbulence.
1See page ix for the authorship details.
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4.2 Motivation
The sweep-up growth scenario has been proposed as a solution for the
growth barriers issue (Windmark et al. 2012a). In this scenario, a few boul-
ders can grow large by colliding with numerous smaller pebbles through the
fragmentation with mass transfer process (Wurm et al. 2005; Teiser & Wurm
2009; Meisner et al. 2013). The growth of the pebbles is suppressed due to
bouncing and/or fragmentation between themselves, while a few larger ag-
gregates, or seeds, might form if the distribution of impact velocities due to
stochastic turbulence is taken into account (Windmark et al. 2012b; Garaud
et al. 2013; Meru et al. 2013a). Thanks to the low velocity tail of the distri-
bution, some grains can be "lucky" enough to not experience any destructive
collisions and undergo only low-velocity sticking collisions, breaking through
the growth barriers. This scenario enables the formation of planetary embryos
while still keeping the disk dusty, which is consistent with observations.
Key to the trustworthiness of the conclusions derived from numerical
models is the reliability of the codes and algorithms used. The problem of
coagulation is extremely complex and nonlinear, and with the exception of
some very simple coagulation kernels, no analytic solutions exist. So how do
we know if the results of our codes are indeed correct? One way is to treat
the problem with at least two distinct methods and compare the results.
Over the years, diﬀerent approaches have been developed to study the
dust coagulation problem. Besides numerous semi-analytic models, two main
numerical approaches are used nowadays: direct numerical integration of the
Smoluchowski equation and various Monte Carlo codes. The former is tradi-
tional approach, which has been used in diﬀerent versions by Weidenschilling
(1980); Nakagawa et al. (1981); Wetherill & Stewart (1989); Ohtsuki et al.
(1990); Dullemond & Dominik (2005); Tanaka et al. (2005); Nomura & Nak-
agawa (2006); Brauer et al. (2008a); Okuzumi et al. (2009); Birnstiel et al.
(2010); Charnoz & Taillifet (2012) and many others. This approach is often
used when comparing dust coagulation models to observations, as it allows
us to model the dust evolution in the global disk over very long timescales.
The Monte Carlo approach is based on work by Gillespie (1975) and is used
in one form by Ormel et al. (2007) and in another by Zsom & Dullemond
(2008), subsequently used by Johansen et al. (2012); Ros & Johansen (2013)
and Dr¡»kowska et al. (2013). The Monte Carlo approach is useful to test
diﬀerent coagulation models and to include diﬀerent properties of dust parti-
cles, such as the internal grain structure. It is also better suited to use along
with hydrodynamic grid codes.
The two methods are usually benchmarked using analytical solutions of
the coagulation equation that are available for three idealized growth ker-
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nels (see, e.g., Ohtsuki et al. 1990, Wetherill 1990, and Lee 2000). However,
these kernels do not necessarily represent any realistic growth scenario in the
protoplanetary disk. In this chapter, we perform an explicit comparison be-
tween the two approaches for the ﬁrst time. In this comparison, we focus on
the sweep-up growth scenario, which is challenging to model for both of the
methods. In particular, it was already asserted by Windmark et al. (2012c)
that an artiﬁcial breakthrough may occur when a low mass resolution is used
in the Smoluchowski method. We study this issue in more detail, and we
show that not only the high resolution but also a careful treatment of inter-
actions in low particle number density bins is needed to avoid the nonphysical
growth.
Until now, the sweep-up growth triggered by the "lucky" growth was
modeled using the Smoluchowski code only. Using a 2-D Monte Carlo code,
in Chapter 3 showed that sweep-up growth can occur at the inner edge of
dead zone, but it was triggered by radial transport of big bodies grown in
a dead zone in this case. In this chapter, we implement the relative velocity
distribution in the Monte Carlo code and directly compare results of the
two approaches, which gives us the possibility to restrict the planetesimal
growth timescale and mass included in the newly formed large bodies. We also
present some of the major features and diﬀerences of both the approaches.
This chapter is organized as follows: we describe both of our numerical
models in Sect. 4.3. In Sect. 4.4, we compare results obtained with both
codes. We discuss issues related to numerical convergence of both methods
in Sect. 4.5. We discuss the results presented in this chapter in Sect. 4.6.
In Sect. 4.6.3, we discuss the implications of the planetesimal formation
via sweep-up growth in a global protoplanetary disk. We summarize our
ﬁndings in Sect. 4.7.
4.3 The numerical models
We study the Smoluchowski approach using the code developed by Brauer
et al. (2008a) and Birnstiel et al. (2010), along with an impact velocity distri-
bution implemented as described in Windmark et al. (2012b). In this code,
we let the dust-grain number density n(m, r, z) be a function of the grain
mass m, the distance to the star r, and the height above the midplane z,
and give it in number of particles per unit volume per unit mass. The dust
evolution can then be solved by integration.
However, discretization of the problem is necessary in the integration
process, which can lead to a signiﬁcant numerical diﬀusion in mass-space,
because having a ﬁnite number of grid points means that particle collisions
do not necessarily lead to particle masses mp that directly correspond to
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one of the logarithmically spaced sampling points. The approach by Brauer
et al. (2008a) was to implement an algorithm that distributes the mass of the
resulting particle into two adjacent mass bins corresponding to grid points i
and i + 1, mi < mp < mi+1, according to
 =
mp −mi
mi+1 −mi , (4.1)
where  · mp is put into mass bin mi+1, and (1 − ) · mp is put into mass
bin mi. This algorithm is based on the work of Kovetz & Olund (1969) and
is adopted by most of the modern dust coagulation codes. This approach,
however, leads to some numerical diﬀusion, as mi+1 > mp means that mass
is inserted into a mass bin that corresponds to a larger mass than the mass
of physical particle created in the collision. If the spacing between the mass
bins is too coarse, this leads to a signiﬁcant, artiﬁcial growth rate speed-
up (Ohtsuki et al. 1990). We show that the same eﬀect strongly aﬀects the
number of seeds formed in the "lucky growth" scenario; however, the problem
is more severe and requires a careful approach to low number density regions
in this case.
In the Monte Carlo method, we use the representative particles approach
described by Zsom & Dullemond (2008) that implementation is described in
Chapter 2. We have slightly modiﬁed the method to match the vertical treat-
ment of the Smoluchowski code (described by Brauer et al. 2008a). Instead
of performing an explicit vertical advection, we redistribute the particles ac-
cording to a Gaussian distribution with a width:
Hdust = Hgas
[
1 +
min (0.5, St)
(
1 + St2
)
α
]− 1
2
, (4.2)
where Hgas is the pressure scale height of the gas, St is the particle's Stokes
number and α is the turbulence strength parameter. In this way, we account
for the reduction in the collision rate between small and large grains due to
their diﬀerent vertical settling. This occurs because small particles are more
strongly aﬀected by the turbulent diﬀusion, and, thus, their density in the
midplane of the disk is lower than in the case of large particles.
One of the assumptions of the representative particle approach that we
implement is that one representative particle, or swarm, represents a constant
amount of mass, which is equal to
Mswarm = Mtot/Nswarms, (4.3)
where Mtot is the total mass of dust present in the computational domain
and Nswarms is the number of swarms used. In other words, the total mass
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of dust Mtot is divided into Nswarms equal-mass units. Each of these units
represents physical particles of mass mi (mi  Mswarm), but the number of
these particles Ni has to be such that Ni ·mi = Mswarm. The algorithm fails, if,
for example, a physical coagulation kernel would lead to formation of only one
massive particle with mass mp, while keeping all the other particles small. If
mp < Mswarm, the single big particle cannot be resolved, because it involves
less mass than the smallest available unit Mswarm. Increasing the number
of swarms, Nswarms, lowers Mswarm and thus improves the mass resolution
of the method; however, the computation time increases quadratically with
the number of swarms used. The dynamic mass range of the representative
particle approach is limited by the number of swarms used. This issue can be
overcome by implementing a more advanced algorithm, as the "distribution
method" proposed by Ormel & Spaans (2008) that involves continuously
adjusting Mswarm by splitting and merging the swarms. This method was
later used in the context of accretion among planetesimals (Ormel et al.
2010), allowing the Monte Carlo method to resolve a runaway coagulation
kernel. However, the method was not yet tested with velocity distributions
or complicated collision models that are needed to break through the growth
barriers.
4.4 Comparison of results obtained with both
methods
Because our Monte Carlo method is not capable of the same dynamic mass
range as the Smoluchowski method to directly compare the two methods,
we choose a setup where the particle breakthrough (i.e. where the "lucky"
particles can start to grow by mass transfer) occurs at relatively high particle
number density, which is possible to resolve with our representative particle
approach (see the previous section).
For the disk model, we use the Minimum Mass Extrasolar Nebula (Chiang
& Laughlin 2013) at 1 AU. The gas surface density is Σgas = 9900 g cm
−2,
and the temperature is T = 280 K. We assume a turbulence of α = 10−2
and a standard dust to gas ratio of 10−2. We take a relative velocity between
the dust grains driven by Brownian motion and turbulence into account,
by calculating the root-mean-square impact velocity vrms from the formulas
derived by Ormel & Cuzzi (2007), and we assume a Maxwellian distribution
of the impact velocity.
We consider sticking, fragmentation, and mass transfer as possible out-
comes of collision, which we refer to as the SF+MT model (Güttler et al.
2010; Windmark et al. 2012b). The collision outcome is determined by tak-
ing the sticking and fragmentation/mass transfer probabilities Ps(vrms) and
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Pf/mt(vrms) into account, which are calculated analogically as in Windmark
et al. (2012b). We take the fragmentation threshold velocity to be vf =
50 cm s−1. If a collision should lead to fragmentation but the mass ratio
between the colliding particles mass is m1/m2 > 20 (m1 > m2), we assume
projectile fragmentation with mass transfer with a 10% eﬃciency; that is the
larger particle gains 10% of mass of the smaller one during the event. Realis-
tic values of the collision parameters are poorly constrained, as discussed in
Sect. 4.6.2.
Implementing the same setup in both of the codes, we perform a number
of runs by varying the numerical resolution by around one order of magnitude.
In the Smoluchowski code, we use from 3 to 40 mass bins per decade. In the
Monte Carlo code, we use from 12,000 to 120,000 representative particles,
and we repeat each run ten times with diﬀerent random seeds.
The Monte Carlo method relies on random numbers used to determine
which particles are participating in the subsequent collisions and to calculate
collision time steps (Zsom & Dullemond 2008). Thus, outcomes of the Monte
Carlo runs performed with diﬀerent random seeds vary despite using the same
setup. In the velocity distribution case, this eﬀect is even stronger, meaning
that multiple runs with diﬀerent random seeds are necessary. This causes our
high resolution Monte Carlo models to need a few days on an 8 core 3.1 GHz
AMD machine. For comparison, the Smoluchowski models with 40 bins per
mass decade take about of one hour on a single core processor.
Figure 4.1 shows the time evolution of the dust mass distribution ob-
tained with both of the codes. For the Smoluchowski code, we display results
obtained with the resolution of 30 bins per mass decade. For the Monte
Carlo code, we display averaged results, along with their scatter, of our high-
est resolution simulations with 120,000 particles, which additionally showed
a breakthrough before 100 yrs; otherwise, the ﬁgure gets indecipherable due
to high noise.
The early evolution, as seen in the upper panels of Fig. 4.1, is very sim-
ilar in both codes, and the point at which the dust distribution hits the
fragmentation barrier, where the growth of the majority of particles is hin-
dered due to fragmentation that occurs when the impact velocities exceed
the fragmentation threshold velocity vf , is identical (m ∼= 10−2 g, t ∼= 20 yrs).
If the fragmentation with mass transfer collisions are not included and there is
no possibility of growth beyond the fragmentation barrier, the steady state
is represented by the third panel of Fig. 4.1, and the two methods agree
perfectly. However, as we include the breakthrough possibility, we encounter
some diﬀerences between the two approaches, which are visible at later stages
of the evolution. Both of the codes reveal that some of the particles can grow
beyond the fragmentation barrier thanks to the low-velocity sticking colli-
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Figure 4.1: Comparison of the mass distribution evolution obtained using
our Smoluchowski and Monte Carlo codes. In a standard case when an in-
surmountable fragmentation barrier is present, the two methods perfectly
agree (three upper panels); however, we encounter some diﬀerences between
the results obtained with the two approaches (three bottom panels) with the
possibility of breakthrough. For the Smoluchowski code, the presented results
were obtained with a resolution of 30 mass bins per decade. For the Monte
Carlo code, the results are averaged from the simulations using 120, 000 par-
ticles. The "check points", m1 and m2, which are indicated with the dotted
lines, are used to quantitatively compare dust growth timescales in Sect. 4.5.1.
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sions. The growth is very quick in general and meter-sized bodies are formed
within <1000 yrs. However, the breakthrough generally occurs later in the
Monte Carlo code, and the population of big grains lacks the characteristic
waves seen in the distribution obtained from the Smoluchowski code, which
can be seen in the bottom panel of Fig. 4.1. The diﬀerences in the late stages
of evolution are caused by the restricted dynamic mass range of our represen-
tative particle approach that was discussed in Sect. 4.3. We further discuss
issues related to resolution dependencies of both methods in the following
section.
4.5 Resolution dependence
The results obtained with both codes exhibit resolution dependence. In this
section, we discuss speciﬁc issues connected to the numerical convergence of
both Smoluchowski and Monte Carlo methods.
4.5.1 Growth timescales
To quantitatively compare dust growth obtained in both codes, we estab-
lish "check points" m1 and m2, as marked with the dotted lines in Fig. 4.1.
We arbitrarily choose m1 = 2 · 10−5 g and m2 = 1 g, and mark the time at
which the peak of the mass distribution reaches a mass corresponding to one
of the check points.
Figures 4.2 and 4.3 show the results obtained for m1 and m2, respectively.
We show the times of crossing the "check points" as a function of the num-
ber of bins used in the Smoluchowski code and a number of representative
particles used in the Monte Carlo method. We note that the scaling of x-axes
of these ﬁgures is arbitrary, as there is no method to directly connect the
number of bins in the Smoluchowski method to the number of representative
particles in the Monte Carlo method.
Mass m1 is located before the fragmentation barrier. This part of the
evolution corresponds to a standard growth scenario that does not include
the "lucky" breakthrough possibility and is well resolved by both of the codes.
In the Monte Carlo code case, the time of crossing m1 depends very weakly
on the number of particles used. The diﬀerence between individual runs, as
marked by the shaded region in Fig. 4.2, is also very low. The Smoluchowski
code exhibits much stronger resolution dependence. In the case of our lowest
resolution of 3 bins per mass decade, the growth is more than four times
faster than with 40 bins. The results obtained with resolution of 40 bins per
mass decade converge to a value that is consistent with the one given by the
Monte Carlo code. The critical resolution agrees with ﬁndings of Lee (2000)
and Okuzumi et al. (2009).
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Figure 4.2: Time at which the peak of mass distribution reaches the mass
m1 = 2 ·10−5 g for both the Smoluchowski and Monte Carlo code. The result
changes with mass resolution, given by the number of bins per mass decade in
the case of Smoluchowski code and the number of particles used in the Monte
Carlo code. The scatter of results obtained in diﬀerent runs with the same
number of particles in the Monte Carlo code is marked by the shaded region
around an averaged dependence. The Monte Carlo approach does not exhibit
a strong resolution dependence. The Smoluchowski algorithm overestimates
the growth rate by a factor of few when we do not use enough mass bins.
The reason for the high diﬀusion of the Smoluchowski method is the lin-
earity of the algorithm described in Eq. (4.1), which is a necessity for solvers
that employ implicit integration schemes to overcome the numerical stiﬀness
of the equations (see Brauer et al. 2008a for further details). Explicit solvers,
on the other hand, are capable of implementing higher order mass distri-
bution schemes, which lowers the numerical diﬀusion. We ﬁnd that steady
states that arise when a bouncing or fragmentation barrier is met and that
have no possibility of breaking through are signiﬁcantly less dependent on
mass resolution. Thus, the conclusions of most of the papers that did not
include breakthrough are not aﬀected, even if a lower resolution was used.
As can be seen in the Fig. 4.3, the situation changes signiﬁcantly in the
case of the second check point m2. This point is located beyond the fragmen-
tation barrier and breakthrough point. Due to limited dynamic mass range,
the resolution dependence of the Monte Carlo code is much stronger. The dis-
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Figure 4.3: Figure analogical to Fig. 4.2 but for the "check point" m2 = 1 g.
The resolution dependence of the Smoluchowski method is the same as for m1,
but it changes signiﬁcantly in the case of the Monte Carlo code. The Monte
Carlo code tends to underestimate the breakthrough possibility when used
with a low number of particles due to the limited dynamic mass range.
persion of results obtained in individual runs is much higher and can reach
even an order of magnitude. Generally, the less particles we use, the longer
we have to wait for the breakthrough. In the case of the Smoluchowski code,
the resolution dependence is the same as for m1, meaning that the lower res-
olution we use, the faster the breakthrough occurs. This is consistent with
the ﬁndings of Garaud et al. (2013). The results obtained with both of the
codes roughly converge for our highest accuracy. Both of the methods become
computationally ineﬃcient when used with even higher resolutions.
The diﬀerent resolution dependence seen in the Fig. 4.3 is a result of
a fundamental diﬀerence between the two approaches. In a real protoplan-
etary disk, the number of physical particles is so high that even when the
breakthrough probability is low, some particles will be able to be "lucky" and
overcome the fragmentation barrier quickly. However, the number of repre-
sentative particles is restricted in the Monte Carlo code and the the break-
through probability is additionally reduced. In contrast, the breakthrough is
resolved much easier because the Smoluchowski code deals with number den-
sities instead of discrete particles. However, this introduces another problem,
which is discussed in the following section.
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4.5.2 Breakthrough probability
The "lucky growth" scenario has introduced a new issue in how the numer-
ical diﬀusion aﬀects the global dust evolution in the Smoluchowski method.
In this section, we discuss this issue and introduce a way to limit its eﬀect
by including a modulation function to the coagulation algorithm that sup-
presses the interactions with mass bins containing unrealistically low particle
numbers.
As discussed above, when velocity distributions are introduced, the col-
lision barriers are naturally smeared out. Because a particle that is more
massive than the grains at the mass distribution peak must be "lucky" and
has to grow by only interacting with other particles in low-velocity collisions,
it becomes necessary to accurately resolve the high-mass tail of the distribu-
tion. Otherwise, if not all sticking events are resolved properly, the slope of
the tail becomes incorrect, creating artiﬁcially large mass ratios between the
luckiest grains and those in the peak.
As an example of this, we can consider the extreme case where the entire
high-mass tail is represented by a single mass binmi. If two grains in the peak
undergo a single sticking event, forming a particle of mass m mi+1, some
mass will still be put into the mass bin i+ 1, even though the particles would
need to undergo several consecutive sticking events to reach a mass mi+1
in reality. Such a badly resolved large-particle tail could cause an artiﬁcial
breakthrough of growth barriers, as unrealistically large particles can form
that continue to grow by the sweep-up process where no such particles would
form in a better resolved case.
To show this issue clearly, we perform additional simulations with the
Smoluchowski code using a critical mass transfer ratio, that is the mass ratio
above which a fragmenting collision leads to mass transfer (see Sect. 4.4),
of 500. The point of breakthrough then occurs at a very low dust density,
which is impossible to resolve with our implementation of the Monte Carlo
method, as the particles that should break through would involve less mass
than the mass of single swarm in our simulation (see also Sect. 4.3). We have
therefore performed a resolution study with the Smoluchowski code only.
Simulations were run with resolutions between 3 and 40 bins per decade of
mass with the results shown in Fig. 4.4. As can be seen, the SF+MT case
is extremely sensitive to the mass resolution. Between the highest and the
lowest resolutions, the point of breakthrough diﬀers by more than 25 orders
of magnitude in surface density. For resolutions above 30 bins per decade,
the point of breakthrough would have occurred at a density lower than the
density corresponding to 1 particle in an annulus of 0.1 AU width.
To correctly simulate the lowest dust densities, it becomes necessary to
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Figure 4.4: The eﬀect of mass resolution in the case of SF+MT setup with
a critical mass ratio of 500 for the Smoluchowski code. The resolutions in-
cluded a range from 3 to 40, and the mass distribution is shown after 100
yrs of evolution. The point of breakthrough is very sensitive to the resolution
used, and the breakthrough happens only in the low resolution cases, which
is clearly nonphysical. The dashed lines mark the density corresponding to 1
and 106 particles of a given mass in an annulus of 0.1 AU width.
include a modulation function, fmod, that limits the interactions between
mass bins that have particle numbers that are too low. The reasoning behind
this is the following. For breakthrough to occur, we need at least 1 real
particle within the simulation domain that is large enough to trigger a sweep-
up. Because the Smoluchowski code deals with number densities in a single
point in space, the limiting particle density becomes somewhat arbitrary and
relies on choosing a reasonable physical domain size.
The modulation function works in a similar way to the active bin method
introduced by Lee (2000). Instead of speeding up the code by deactivating
low-populated mass bins; however, it is a continuous method that prevents
growth of bins with unrealistically low particle numbers. The collision fre-
quency between particle species i and j can then be written as
fij = ninjKij · fmod, (4.4)
where ni and nj are the number densities, Kij the coagulation kernel. We
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choose fmod = exp (−1/Ni − 1/Nj), where Ni and Nj are numbers of particles
in a given surface of the disk, which we take to be an 0.1 AU wide annulus
at 1 AU. The result of this is that mass is allowed to be put into a mass bin
with a non-unity amount of particles by coagulation, for example, but the
mass inside is unable to coagulate further until the bin contains suﬃcient
mass.
For our setup, the modulation function fmod suppresses the breakthrough
in the case of resolution larger than 30 bins per mass decade. The break-
through that occurs in the runs with lower resolution is a result of the nu-
merical diﬀusion introduced by the mass distribution algorithm (Eq. 4.1),
which is discussed in the Sect. 4.3. This is seen by the sharp cut-oﬀ at masses
between 10−2 − 10−1 g for the highest resolutions. We stress that this par-
ticular resolution dependency varies very strongly between setups, and it is
necessary to conﬁrm numerical convergence individually.
We want to note that even a high resolution run can lead to a nonphysi-
cal breakthrough if fmod is not included. In such a case, breakthrough would
initially occur at densities corresponding to less than one particle in an an-
nulus of 0.1 AU width, but the density of the high-mass tail could increase
over the threshold density during further evolution. Thus, the combination
of suﬃcient numerical resolution and the modulation function is necessary
to ultimately conﬁrm the possibility of forming planetesimals in the break-
through scenario under given conditions.
In this section, we clariﬁed the issue of too crude mass resolutions found
by Windmark et al. (2012c). Although the lower resolutions commonly used
in previous papers might work well for less extreme cases, which did not
include the possibility of breakthrough, an artiﬁcial growth might occur for
problems of the kind discussed here. Thus, we stress that careful convergence
tests are necessary to conﬁrm breakthrough possibility. We ﬁnd that the
convergence depends strongly on the strength of the growth barrier, and
therefore, a separate convergence study is needed for each setup.
As was shown in the previous section, the Monte Carlo code underes-
timates the breakthrough chance with low particle numbers in contrast to
the Smoluchowski code, and, thus, the time at which breakthrough happens
increases. If the Monte Carlo code is used with not suﬃcient number of par-
ticles, the breakthrough might be completely suppressed. This happens when
the mass that should be involved in the breakthrough is lower than Mswarm,
the mass represented by a single swarm, that limits the dynamic range of the
Monte Carlo method (see Sect. 4.3). The minimum number of representative
particles required is dependent on the breakthrough mechanism. Here, the
breakthrough is driven by distribution in the impact velocities, which smear
out the fragmentation barrier by changing the slope of the mass distribution
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high-mass end. The breakthrough is only possible if the largest particles are
more massive than the particles in the mass distribution peak by a factor
deﬁned by the critical mass ratio. Thus, the number of breakthrough parti-
cles is deﬁned by the mass distribution function slope and the value of the
critical mass transfer ratio. The higher the slope and the critical mass ratio,
the lower number of particles can break through. However, it was shown in
Chapter 3 that the breakthrough can also be driven by radial mixing of dust
aggregates between regions of diﬀerent grain sizes. In such case, the number
of breakthrough particles follows diﬀerent constraints than here.
4.6 Discussion
4.6.1 Coagulation codes
The issue of numerical resolution of the Smoluchowski code has been
discussed for a long time in the context of dust coagulation in protoplane-
tary disks (Ohtsuki et al. 1990; Wetherill 1990; Lee 2000). These codes used
diﬀerent algorithms that do not necessarily result in similar resolution depen-
dencies as the implicit integration scheme with the linear mass distribution
algorithm we use.
In this chapter, we extended the prior studies by implementing a possibil-
ity of breaking through growth barriers with impact velocity distributions and
including a direct comparison to the Monte Carlo algorithm with represen-
tative particle approach. The two methods have never before been explicitly
compared. Our work showed that the two methods give consistent results
when applied to usual coagulation problems. However, we ﬁnd that model-
ing of the recently discovered planetesimal formation via "lucky growth" is
much more challenging. Although the results obtained with the two methods
converge for suﬃcient resolution, the approaches are fundamentally diﬀerent
and their limitations have to be realized when performing scientiﬁc models.
In agreement with previous studies, we ﬁnd that simulations with the
Smoluchowski code require a suﬃciently high mass resolution to avoid an ar-
tiﬁcial speed-up of the growth rate. This problem arises from numerical diﬀu-
sion and our implementation of the algorithm, which is required to describe
how the resulting mass is distributed after a collision event. Additionally, we
show that the introduction of the modulation function that prevents interac-
tions between mass bins containing less than one physical particle is necessary
to study the dust coagulation at low number densities. In the Sect. 4.5.2, we
have shown that the numerical issues can change both the quantitative and
the qualitative result in the case of the breakthrough scenario.
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The Monte Carlo approach used to study the breakthrough scenario, in
which only a few "lucky" particles break through the growth barriers, re-
sults in a high noise. In the presented tests, the individual runs show times
of breakthrough that are orders of magnitude diﬀerent and their averaged
value depends on mass resolution. However, contrary to the Smoluchowski
approach, the Monte Carlo approach does not suﬀer a strong resolution de-
pendence when the dust aggregates grow with a relatively narrow size dis-
tribution, which usually is the case for small aggregate evolution when no
breakthrough or runaway growth are possible. The Monte Carlo methods are
generally computationally expensive, and they require numerous runs with
diﬀerent random seeds to reduce the noise.
The convergence of each of the methods can be very diﬀerent for every
setup. We cannot present a general recipe for the minimum resolution re-
quired to study dust growth, because this can vary enormously from case
to case. Thus, it is important to run resolution tests for every new physical
model until convergence of results is obtained.
We ﬁnd the breakthrough scenario to be more sensitive to resolution is-
sues than other problems we have tested, when the dust growth is utterly
stopped by bouncing or fragmentation. At the same time, this scenario is of
particular importance for the current planetesimal formation theory. Regard-
less of the method used, modeling of the "lucky growth" requires extreme
computational force, and restricting the resolution to make the models more
eﬃcient can lead to serious numerical artifacts: the nonphysical breakthrough
in the Smoluchowski approach case and lack of breakthrough in the case of
the Monte Carlo approach.
To conclude the technical part, we list features that characterize the two
main coagulation methods. One should keep these in mind when deciding
which method to use for a particular scientiﬁc application.
The Smoluchowski equation solver with implicit integration scheme
• is capable of simulating dust evolution over long timescales (even at
high resolutions, 0D simulations are ﬁnished within minutes),
• resolves equilibrium states well, as the implicit integration scheme al-
lows for very large time-steps once the solution approaches steady-state
(Birnstiel et al. 2010),
• has a very high dynamical range that allows phenomena involving a sin-
gle physical particle of tiny mass (compared to the total dust mass) to
be resolved, which makes it ideal for breakthrough studies (Windmark
et al. 2012a), and to produce synthetic observations, as the opacity is
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dominated by small particles, which may contain only a low fraction of
the dust mass,
• is slowed by a factor of O(n3), where n is the number of mass bins, for
each additional dust property beyond mass (Windmark et al. 2012a),
although numerical tricks exist to circumvent this (see, e.g., Okuzumi
et al. 2009),
• suﬀers from high numerical diﬀusion that aﬀects both growth timescale
and breakthrough likelihood. The growth timescale can be benchmarked
against the analytical kernels (e.g. Ohtsuki et al. 1990), but it depends
strongly on the strength of the barrier in the breakthrough case.
The Monte Carlo coagulation algorithm with equal-mass representative par-
ticles
• makes it easy to implement additional particle properties, such as
porosity (Zsom & Dullemond 2008; Zsom et al. 2010), because the com-
putation time does not depend signiﬁcantly on the number of properties
that are evolved, but only on the number of collisions performed,
• it is straightforward to develop it to further spatial dimensions (Zsom
et al. 2011a; Dr¡»kowska et al. 2013), as the representative particles
can be treated as Lagrangian tracer bodies,
• can be used along with hydrodynamic grid codes (Johansen et al. 2012),
• experiences no numerical diﬀusion of the mass function in general, so
there is no danger of encountering an artiﬁcial speed-up of the growth,
• has diﬃculty resolving features that include low fraction of total mass,
which makes it less useful in the case of breaking through the growth
barriers or runaway growth modeling, although the algorithm can be
developed to overcome this issue (Ormel & Spaans 2008),
• makes it hard to model evolution over long timescales in general, be-
cause it is impossible to use extremely long time-steps, as every collision
needs to be resolved.
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4.6.2 Planetesimal formation efficiency
Since we ﬁnd that the numerical convergence is sensitive to the collision
model parameters, it is important to use realistic values. However, these are
poorly constrained, as the amount of data we have from laboratory exper-
iments is restricted, and it is still not necessarily reproduced by direct nu-
merical simulations. Laboratory experiments show that bouncing collisions
start to occur at velocities between 0.1 and 10 cm s−1 (Kothe et al. 2013),
while numerical simulations claim that such collisions only rarely occur, if
ever (Wada et al. 2011; Seizinger & Kley 2013). Fragmentation is also hotly
discussed, as laboratory experiments ﬁnd fragmentation to occur at velocities
as low as a few cm s−1 between 5 cm grains (Schräpler et al. 2012) and up to
a few m s−1 for mm-sized grains (Lammel 2008). Numerical simulations, on
the other hand, predict signiﬁcantly higher threshold velocities for fragmen-
tation, ranging between 1 and 12 m s−1 for 6 to 10 cm-sized grains (Wada
et al. 2011; Meru et al. 2013b). The value of the fragmentation threshold
velocity determines the maximum size of particles that we are able to obtain
before the breakthrough happens. Mass transfer experiments are even more
uncertain with the mass transfer eﬃciency that ranges between 0 and 60%
(Teiser & Wurm 2009; Kothe et al. 2010; Beitz et al. 2011; Meisner et al.
2013), and the critical mass ratio, which is in principle unexplored in the
laboratory and only for small ratios numerically (Meru et al. 2013b; Wada
et al. 2013). In all of these cases, additional material and collisional proper-
ties, such as porosity, composition, structure and impact angle also greatly
inﬂuence the outcome, which adds to the uncertainty. As discussed in this
work, the critical mass transfer ratio might need to be signiﬁcantly lower
than estimated in prior studies, due to the need for a relatively high numeri-
cal resolution of Smoluchowski solvers to accurately represent the high-mass
tail.
The collision models used in sweep-up modeling attempt to simplify the
very complex physics of collisions between dust agglomerates. There have
been a few attempts at more rigorous models (Zsom et al. 2010; Windmark
et al. 2012a) to consolidate the recent progress in laboratory and numerical
collision experiments (Wada et al. 2007; Blum & Wurm 2008; Güttler et al.
2010), but these are still not necessarily more correct than the simple models
that narrow the modeling down to only a few key parameters (Windmark
et al. 2012b; Garaud et al. 2013; Meru et al. 2013a; Dr¡»kowska et al. 2013).
As the critical mass ratio plays the crucial role in determining if the break-
through is possible, restricting its realistic values should be a priority for the
future laboratory studies.
The amount of planetesimals formed in our local models would depend
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Figure 4.5: Mass fraction of large aggregates (with mass above m2 = 1 g)
found in the results of tests presented in Sect. 4.4. The shaded region shows
the scatter of results in the case of the Monte Carlo approach. The fraction
of large grains, which corresponds with the possibility of planetesimal for-
mation, depends on the numerical method and resolution used. The results
converge to M>1 g/Mtot ≈ 4%
on the method and resolution used. In Fig. 4.5, we analyze the results of our
tests in order to extract the mass of aggregates larger than m2 = 1 g at the
end of each run, and plot the value normalized by the total mass of dust
used. We ﬁnd that at low resolutions, the Monte Carlo code does not resolve
the possibility of planetesimal formation well, which is connected to the is-
sue of low dynamic mass range discussed earlier in this chapter. In contrast,
the Smoluchowski approach gives a roughly constant value. The results con-
verge at ∼ 4% of large grains. A minimum size of a planetesimal is roughly
100 m, when the self-gravity starts to dominate over the material strength
(Benz & Asphaug 1999). This corresponds to mass of ∼ 1012 g, which is
much higher than we model. Due to computational reasons, we are not able
to extend our models to masses corresponding to planetesimals. However,
we already see that the formation of any large bodies is not very eﬃcient
and that at most a few percent of the dust aggregates will be turned to
planetesimals in the sweep-up growth scenario.
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4.6.3 Sweep-up growth in a global disk
The sweep-up growth triggered by the relative velocity distribution allows
us to form planetesimals essentially anywhere in the disk. Presence of the
turbulence contributing the stochastic impact speeds is the only requirement.
This way, we overcome the growth barriers caused by the collisional physics
of aggregates (see Sect. 1.3.3). However, we are still left with the radial drift
barrier, which results from the timescale of radial drift being shorter than the
growth timescale. Because of this barrier, the growing bodies drift inwards
and cannot be kept in the outer part of the protoplanetary disk. However,
the radial drift barrier is not immeasurable.
Discussing the growth barriers in Sect. 1.3.3, we have shown maps of
the growth barriers in the case of an equal-sized growth in three diﬀerent
disks models (Fig. 1.9). In each of the cases, there is a region free from the
drift barrier in the inner part of the disk. Is it then possible to keep the
planetesimals formed via the sweep-up growth in the disk? In Sect. 1.3.3, we
performed a simple toy model that followed evolution of a few test particles,
including the interplay between their growth and drift (Eq. 1.36). Similar
toy model can be constructed for the sweep-up growth case. In this case, the
growth rate changes to
da
dt
= mtρd∆v/ρp, (4.5)
where ρd is the density of small particles that are "swept" by the large ag-
gregate, ∆v is the impact speed, ρp is the internal density of grains, and mt
is the eﬃciency of the mass transfer, describing how much mass of the small
aggregate is transferred to the large one during one collision. The growth
rate is similar to the one for equal-sized growth (Eq. 1.37), however it is re-
stricted by the eﬃciency parameter mt and by the fact that the small grains
do not settle to the midplane as eﬃciently as the large ones, meaning that
their density ρd is typically lower than in the equal-sized growth case. On
the other hand the sweep-up growth rate is not limited by the fragmentation
threshold and this is what is the most important here.
Figure 4.6 shows a map of the growth barriers in a Minimum-Mass Ex-
trasolar Nebula disk model, introduced earlier in this chapter, in terms of
the distance from the star and dust grain size. Panel a) corresponds to the
equal-sized growth and panel b) shows the map for the sweep-up growth
mode. The grey region corresponds to the radial drift barrier, and the yellow
region to the fragmentation barrier. The drift barrier is more pronounced in
the sweep-up growth case than in the equal-sized growth case because the
sweep-up growth rate is lower. However, the region that is free of the drift
barrier still exists inside 1 AU and this is where our growing test particles
pile-up, indicating that planetesimals should be able to both form and remain
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Figure 4.6: Maps of the growth barriers: the radial drift barrier (grey region)
and the fragmentation barrier (yellow region), and evolution of test particles
(grey lines): a) for the usual, equal-sized growth mode, b) for the sweep-up
growth. The red line corresponds to aggregates with Stokes number of unity,
which have the highest radial drift and impact velocities. The fragmentation
barrier corresponds to impact velocities higher than vth = 10 m s
−1.
there. The possibility of rapid coagulation in the inner part of the disk was
previously discussed by Birnstiel et al. (2010) and Okuzumi et al. (2012).
We check the predictions of the toy model, which comprises only a simpli-
ﬁed prescription for drift and growth of test particles, by direct numerical sim-
ulations using a 1-D version of the Smoluchowski equation solving dust coag-
ulation code described earlier in this chapter with the same Maxwellian veloc-
ity distribution implemented. The mass transfer eﬃciency is set to mt = 50%.
Results obtained with this model are presented in Fig. 4.7. A population of
km-sized planetesimals is formed very quickly inside of 1 AU, but a large
population of small aggregates is also present due to the original fragmenta-
tion barrier, shown with the orange dashed line. Redistribution of the solid
material by the radial drift leads simultaneously to signiﬁcant pile-up in the
inner disk, reaching a few times the initial dust-to-gas ratio, and to deple-
tion of solids beyond 1 AU. The results presented in this contribution will be
described in more detail in Windmark et al. (in prep).
While it has been previously postulated that the radial drift may lead
to a pile-up of the solid material in the inner disk (Youdin & Shu 2002;
Laibe et al. 2012; Hansen 2014), the interplay between dust drift and growth
was investigated only brieﬂy. We show that including both growth and drift
leads to the conclusion that planetesimals can only form and survive in the
inner part of the disk, where the growth rate exceeds the drift rate. This
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Figure 4.7: Results of the dust coagulation simulation with the sweep-up
growth and impact velocity distribution enabled. The panels show color-
coded surface density of dust aggregates. Planetesimals are formed very eﬃ-
ciently inside of 1 AU. The original fragmentation barrier, marked with the
orange dashed line, is still impacting the outcome: only some fraction of dust
aggregates is able to overcome it. The solid red line corresponds to the Stokes
number of unity.
scenario, which we call sweep-up and pile-up, is particularly interesting in
the context of two issues: low mass of Mars and systems with tightly-packed
inner planets.
Raymond et al. (2009) showed that attempting to reproduce the ﬁnal
assembly of the inner Solar System starting from an initially uniform dis-
tribution of planetesimals leads to mass for Mars signiﬁcantly higher than
observed. Hansen (2009) found that the mass of Mars can be reproduced if
all the planetesimals are initially packed in a narrow annulus between 0.7 AU
and 1 AU. Standard explanation of this setup involves the Grand Tack sce-
nario, where Jupiter migrates inwards and reaches the semi-major axis of only
1.5 AU, before reversing the migration direction due to the interaction with
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Saturn. The gravitational interactions with Jupiter truncate the planetesi-
mal disk at roughly 1 AU. Subsequent planetesimal accretion gives a mass for
Mars consistent with observations (Walsh et al. 2011). Most recently, Izidoro
et al. (2014) showed that the low mass of Mars can be reproduced using a disk
with an initial ad-hoc depletion of solids between 1 AU and 2 AU. Our sce-
nario may naturally produce planetesimal distribution required to reproduce
the masses of inner Solar System planets and we are going to investigate this
in our future work.
The Kepler mission has found hundreds of new exoplanets. Many of them
are in multiple systems, with 3 to 5 planets with orbital periods of less than
100 days and very low inclinations (Fang & Margot 2012). These multi-
transiting systems with tightly-packed inner planets could form by migration
of planets from the outer disk (Raymond & Cossou 2014), but this would
lead to mean-motion resonances, which are only observed in some of the
systems. The planetesimal formation scenario we present suggests that in situ
formation of these systems is a natural outcome of solid material evolution
in a gas-rich protoplanetary disks.
4.7 Conclusions
The sweep-up growth was announced as an eﬃcient way of overcoming
the bouncing and fragmentation barriers and growing planetesimals in high
impact speed collisions (Windmark et al. 2012a). Chapter 3 showed that this
scenario can be triggered in some privileged places such as the inner edge of
dead zone, where a few large aggregates can be mixed in the "sea" of small
particles, but the eﬃciency of planetesimal formation in such scenario is low.
In this chapter, we investigated scenario is which the sweep-up growth is
triggered by the impact speed distribution (Windmark et al. 2012b; Garaud
et al. 2013; Meru et al. 2013a). This scenario, in principle, does not require
any special conditions, only the turbulence is needed.
By comparison of the Smoluchowski solver with the Monte Carlo method,
we showed that the previous results, suggesting that, with the impact speeds
distribution, planetesimal formation can be triggered easily, might have been
aﬀected by numerical issues, namely the low resolution and lack of the algo-
rithm limiting low particle number interactions (Sect. 4.5.2). The sweep-up
growth scenario may still work, but it is impossible to conﬁrm it without
more detailed laboratory data, which would allow us to constrain the values
of two critical parameters: the critical mass ratio and the mass transfer ef-
ﬁciency. The amount of planetesimals formed in this scenario is dependent
on the assumed parameters. In our local models, despite assuming pretty
optimistic parameter values, it was on the order of a few percent of the total
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dust mass.
It is important to remember that the possibility sweep-up growth solves
only the problem of lack of growth in the high impact speeds collisions.
The radial drift barrier still prevents formation of any large grains, particu-
larly in the outer part of the disk. In Sect. 4.6.3, we presented the sweep-up
and pile-up scenario for planetesimal formation in the inner part of the pro-
toplanetary disk. We explained this scenario using a simple toy model and
conﬁrmed it with direct numerical simulations. Including both the radial drift
and dust growth is crucial for this scenario, as it emerges from the interplay
between the two processes. Because of the radial drift barrier, the planetes-
imals can only form and survive in the inner part of the disk, which could
explain the low mass of Mars and suggests an in situ formation of the exo-
planetary systems with tightly-packed inner planets discovered by the Kepler
mission.
103
4.7. Conclusions
104
5
Planetesimal formation
via the streaming instability
Adapted from Dr¡»kowska & Dullemond, accepted for publication in A&A1
5.1 Introduction
The number of known exoplanets is steadily rising, and it already exceeds
1800. Indirect methods indicate that every star in our Galaxy has at least one
planet on average (Cassan et al. 2012). Planet formation is ubiquitous and
result in a variety of planetary systems architectures. However, the details
remain a mystery, as they are impossible to follow with direct observations:
these only cover the very ﬁrst stages of planet formation, when protoplanetary
disks consist mainly of gas and small dust particles, and its outcome in the
form of the exoplanet population.
Planets form in disks surrounding young stars. The solid material has
initially form of µm-sized grains, which are already present in the interstellar
medium (Pagani et al. 2010). Analytical and numerical models of dust evo-
lution aim to explain the growth of the primordial µm-sized grains through
around 40 orders of magnitude in mass to >1000 km-sized planets. However,
the growth encounters serious obstacles already at the beginning of the size
range, and these are referred to as growth barriers. There are in principle
two kinds of the growth barriers: resulting from collisional physics of dust
aggregates and resulting from radial drift timescale. Barriers of the former
type are known as the bouncing and fragmentation barrier. They arise from
the impact speeds being too high to allow aggregate sticking. An overview
of collisional physics of dust aggregates is given by Güttler et al. (2010). Im-
plementing a complex model derived from the laboratory work into a dust
coagulation code, Zsom et al. (2010) found that the silicate grains growth
is inhibited by aggregates compaction and bouncing already at millimeter
sizes. Icy particles, which can exist outside the snow line, are considered to
be more sticky and presumably avoid the bouncing behaviour (Wada et al.
1See page ix for the authorship details.
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2011). However, even without bouncing, the impact velocities reaching a few
tens m s−1 are too high to allow grain growth and rather lead to fragmen-
tation (Blum & Münch 1993; Blum & Wurm 2008; Meru et al. 2013b). At
even smaller sizes, for <mm-sized aggregates, there was another sticking bar-
rier found, called the charge barrier, which is resulting from the electrostatic
charge of small aggregates (Okuzumi 2009).
The second kind of barrier is known as the drift barrier and it is caused by
the sub-Keplerian rotation of pressure supported gas disk. The dust grains
interact with the gas via aerodynamic drag, lose their angular momentum
and drift toward the central star. For roughly decimeter-sized grains, the drift
timescale is typically shorter than the growth timescale. Thus, such grains
are removed from a given location in the disk faster than they can produce
any larger aggregates (Weidenschilling 1977a; Nakagawa et al. 1986; Brauer
et al. 2007, 2008a).
There are several concepts that facilitate overcoming the growth barriers
and producing bodies which are held together by self-gravity: planetesimals
with minimum size of 100 m (Benz & Asphaug 1999). Such concepts are,
among others, pressure bumps (Whipple 1972; Kretke & Lin 2007; Brauer
et al. 2008b; Pinilla et al. 2012b; Dr¡»kowska et al. 2013), dust accumulation
in vortices (Barge & Sommeria 1995; Bracco et al. 1999; Klahr & Boden-
heimer 2006; Lyra et al. 2009; Meheut et al. 2010), sweep-up growth (Wind-
mark et al. 2012a,b; Garaud et al. 2013; Meru et al. 2013a; Dr¡»kowska et al.
2014), ice condensation (Cuzzi & Zahnle 2004; Ros & Johansen 2013), and
ultra-porous grain growth (Okuzumi et al. 2012; Kataoka et al. 2013a). A re-
view of the current understanding of planetesimal formation can be found in
Johansen et al. (2014). In this chapter, we focus on planetesimal formation by
gravitational collapse of dense dust clumps produced by two-ﬂuid instability
known as the streaming instability.
One of the early scenarios of planetesimal formation was proposed by
Goldreich & Ward (1973). This model relied on dust settling towards the
midplane of the protoplanetary disk and formation of thin, unstable disk of
solids. Such a thin disk would then fragment because of the gravitational in-
stability and the fragments would collapse directly to planetesimals. However,
it was found that formation of such a thin midplane layer is not possible, be-
cause as soon as the local dust-to-gas ratio in the midplane exceeds unity, the
shear instabilities (Weidenschilling 1980; Cuzzi et al. 1993; Weidenschilling
1995), in particular the Kelvin-Helmholtz instability (Johansen et al. 2006;
Barranco 2009) occur.
Formation of planetesimals by gravitational instability is still possible
if a strong clumping of dust is present. The complicated interactions be-
tween gas and dust may lead to development of a powerful instability, called
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streaming instability, that cause strong inhomogeneities in the dust density
(Goodman & Pindor 2000; Youdin & Goodman 2005). The instability is most
eﬃcient for high dust-to-gas ratios and large particles, with stopping times
corresponding to the orbital timescale. Youdin & Johansen (2007) and Jo-
hansen et al. (2007) conﬁrmed that this instability is able to produce very
dense dust clumps and lead to rapid planetesimal formation. This result was
later conﬁrmed by high resolution numerical simulations (Johansen et al.
2011), as well as by other authors using diﬀerent methods and codes (Bal-
sara et al. 2009; Tilley et al. 2010; Bai & Stone 2010a; Jacquet et al. 2011;
Kowalik et al. 2013).
5.2 Motivation
The numerical models of the streaming instability are generally compu-
tationally expensive and do not allow us to perform wide parameter studies
or use extended simulation domains. They are also typically initialized with
an arbitrary particle size distribution, often with even just a single particle
species. The aggregates sizes used in the simulations are usually relatively
large, corresponding to Stokes numbers of 10−2 − 1, whereas in a primordial
protoplanetary nebula we expect µm-sized grains, which correspond to Stokes
number of 10−6. Larger grains may be produced by coagulation, but their
maximum size is limited by the bouncing and fragmentation at Stokes num-
bers in range 10−4 − 10−1. Choosing only a narrow size distribution and as-
suming that all of the dust particles are large leads to a kind of super-critical
initial condition and the instability is triggered very quickly. We expect that
gradual dust growth leads to a quite wide and highly problem-dependent size
distribution, meaning that only some fraction of the largest grains will be able
to participate in clumping (Bai & Stone 2010a). These particles can already
form planetesimals, while other particles are still growing and gradually reﬁll
the population of big grains.
Besides the abundant large grains, streaming instability also requires that
the vertically integrated dust-to-gas ratio is super-solar and the local dust-
to-gas ratio is higher than unity, which makes it only possible to happen
in a dense midplane layer. Such a midplane layer can be relatively easily
formed in a dead zone, where no turbulent diﬀusion is present. In order to
investigate the interplay of dust coagulation and the planetesimal formation
in the streaming instability triggered in a dead zone of protoplanetary disks,
we build a semi-analytical model of the latter eﬀect into our dust coagula-
tion code based on the Monte Carlo algorithm and representative particle
approach (Zsom & Dullemond 2008). We base our model of the streaming
instability on the work of Bai & Stone (2010a,c). We describe the numerical
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model in the Sect. 5.3. Basing on this approach, we present simple estimates
in Sect. 5.4 and results of full numerical models in Sect. 5.5. We oﬀer an
analytical formula that explains these results in Sect. 5.5.3. We discuss limi-
tations of our approach in Sect. 5.6 and summarize our work in Sect. 5.7.
5.3 Numerical methods
5.3.1 Dust evolution
We use the Monte Carlo method and representative particle approach
ﬁrst described by Zsom & Dullemond (2008) to model the dust evolution.
We developed this method by adding an adaptive grid routine, which enables
multi-dimensional models. The code was presented in Chapter 2. For this
chapter, we focus on local models, only including the vertical dimension. We
have already tested our code with such setups in Sect. 2.3.4 and we found
a good agreement with the results of Dullemond & Dominik (2005) and Zsom
et al. (2011a). We have also noticed that the adaptive grid routine allows us
to obtain very high resolution of the midplane layer and thus to follow dust
evolution in dead zones well.
The representative approach relies on assumption that the evolution of
many dust particles can be resolved by following the evolution of only a lim-
ited number of so called representative particles. One representative particle
is representing a swarm of identical physical particles. In our code, all the
swarms have equal mass, thus the mass of one swarm Mswarm is an adequate
fraction of the total dust mass Mtot
Mswarm = Mtot/Nswarms, (5.1)
where Nswarms is number of representative particles, or swarms, present in our
simulation (the approach restrictions are discussed in Chapter 4). The col-
lisions between dust particles are modelled with a Monte Carlo algorithm,
described in details in Zsom & Dullemond (2008) and Chapter 2 of this dis-
sertation.
In the original code, the particles were inﬂuenced by the gas but the gas
was not changing its state. Here, we assume that particles are active, i.e. we
enable the back-reaction on gas. The eﬀects of the back-reaction are imple-
mented in a semi-analytical way. First, a very crude approach of implement-
ing the turbulence triggered by the streaming instability was already made
in the Chapter 2. However, that approach did not include the dust clump-
ing and the possibility of planetesimal formation, which we include now. As
we do not directly model the hydrodynamics of the gas, we cannot capture
the two-ﬂuid interactions explicitly. We model dust growth and settling, and
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include the eﬀects of back-reaction basing on results of the direct numerical
simulations, that investigated the dynamics of dust grains in the midplane
of protoplanetary disks, presented by Bai & Stone (2010a,c), and analytical
model by Takeuchi et al. (2012). We describe this approach in Sect. 5.3.2.
The dust evolution in a protoplanetary disk is driven by its interactions
with gas. We assume that the gas disk is described by the Minimum Mass
Solar Nebula (henceforth MMSN) model proposed by Hayashi (1981b), where
the surface density follows
Σg = 1700×
( r
AU
)−1.5
g cm−2, (5.2)
where r is radial distance to the central star of mass 1 M. The surface
density of dust is parametrized by metallicity Z such that Σd = Z×Σg. The
vertical structure of the gas is described by the local hydrostatic equilibrium
and thus the gas density follows
ρg(z) =
Σg√
2piHg
exp
(−z2
2H2g
)
, (5.3)
where z is distance to the midplane, Hg = cs/ΩK is the pressure scale height
of gas, deﬁned by the sound speed cs and orbital frequency ΩK. We assume
an isothermal disk with temperature
T = 280×
( r
AU
)−0.5
K. (5.4)
To investigate dust particles dynamics, it is convenient to use the Stokes
number deﬁned as
St = tsΩK, (5.5)
where ts is stopping time of the dust particle. The stopping time of a particle
determines the timescale that particle needs to adjust its velocity to the
velocity of the surrounding gas. The exact expression that we use to compute
the ts depends on the particle radius, and we use the formulas given by
Weidenschilling (1977a). The Stokes number can be used as a particle-gas
coupling strength indicator. The particles with St 1 are well coupled and
follow the motion of the gas, whereas the particles with St  1 are fully
decoupled from the gas. The particles that have St ≈ 1, sometimes called
pebbles, are marginally coupled to the gas and suﬀer the most from this
interaction by acquiring high drift and impact speeds. However, these are also
the grains that can trigger the streaming instability and form planetesimals,
what we investigate in this chapter.
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In a laminar disk, dust settles due to the vertical component of the
star gravity and gas drag. We use the vertical velocity that implements the
damped oscillations of large grains, such that the sedimentation rate is con-
sistent with the results of Carballido et al. (2011):
vz = −zΩK St
1 + St2
. (5.6)
If turbulence is present, we use the α prescription (Shakura & Sunyaev 1973),
and the turbulent mixing of dust is implemented as "random kicks" (Ciesla
2010). The height of dust layer is regulated by the turbulence strength and
settling. Including orbital oscillations of grains with St > 1, we get the scale
height of the dust layer (Carballido et al. 2006; Youdin & Lithwick 2007;
Carballido et al. 2011)
Hd = Hg
√
α
α + St
. (5.7)
The collisions between dust aggregates are driven by the Brownian mo-
tions, relative radial, transverse and vertical drift, and turbulence. Although
we do not include the radial drift of particles explicitly, we keep the drift
speeds as a source of impact velocities, to correctly capture the growth rates
and collisional physics.
5.3.2 Streaming instability
In a laminar disk, all dust grains would settle to the midplane and form
a very thin and gravitationally unstable midplane layer (Nakagawa et al.
1981). However, the shear between such a layer and gas triggers turbulence
that maintains its height at a level that typically does not allow direct grav-
itational collapse. The strength of turbulence triggered by the midplane in-
stability was recently investigated by Takeuchi et al. (2012). They estimated
the turbulence eﬃciency from the energy supplied by the radial drift of dust.
Irrespectively of the turbulence mechanism, which can be both the Kelvin-
Helmholz and streaming instability, they ﬁnd that for particles with St < 1
the resulting turbulence strength can be parametrized with
α =
[
(C1CeffηZ)
−2/3 +
(
C2CeffηZ
−1)−2]−1 St, (5.8)
where C1 = 1, C2 = 1.6, Ceff = 0.19. As derivation of this equation was based
on the assumption that all dust grains have an equal size corresponding to one
Stokes number St, in our implementation we take St = S¯t, a mass-weighted
average Stokes number of all the particles. Parameter η is related to the gas
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midplane pressure Pg gradient
η =
1
2ρgrΩ2K
∂Pg
∂r
. (5.9)
It is useful to parametrize the pressure gradient as
Π =
|η|vK
cs
, (5.10)
the ratio of maximum radial drift speed |η|vK, with vK being the orbital
velocity, and the isothermal sound speed cs.
Bai & Stone (2010a,c) (henceforth BS10) performed local two- and three-
dimensional numerical simulations of particles and gas dynamics in the mid-
plane of a protoplanetary disk using the Athena code, including gas as a ﬂuid
and dust as superparticles (Bai & Stone 2010b). Both the aerodynamic cou-
pling and particles to gas feedback were included. Magnetic forces and self-
gravity were ignored. BS10 focused on a laminar disk, where the turbulence
is initially not present. They regulated the aggregates sizes by varying the
minimum and maximum Stokes number of particles and assuming that each
logarithmic particle size bin is represented by the same amount of mass.
They found that the settling of particles triggers the streaming instabil-
ity and the related turbulence maintained the particles height before the
Kelvin-Helmholtz instability could emerge. The strength of this turbulence
is comparable with the results of Takeuchi et al. (2012).
The most interesting property of the streaming instability in the planet
formation context is its ability to concentrate dust particles in dense clumps.
BS10 performed a parameter study, varying dust sizes, the dust-to-gas ratio
and the pressure gradient, in order to deﬁne threshold conditions for the
strong clumping, over the Roche density, which could lead to planetesimal
formation. The grain size distributions used by BS10 had the minimum Stokes
number of 10−4 and the maximum of 1. Analyzing the results of their runs,
in particular the dense clumps composition, they concluded that the smallest
particles needed to trigger such a strong clumping correspond to a critical
Stokes number of Stcrit = 10
−2 and that a super-solar dust abundance is
required. They found that a higher vertically integrated dust-to-gas ratio
Ztot lowers the threshold abundance of large grains, as a high dust-to-gas
ratio reduces the turbulence and makes it easier to form a dense midplane
layer. They also found that the lower the radial pressure gradient, the more
easily the streaming instability can be triggered, consistent with ﬁndings of
Johansen et al. (2007).
The BS10 work suggests a critical total metallicity as a criterion for strong
clumping and they ﬁnd its value to be in range 0.02−0.07 for diﬀerent values
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of the pressure gradient and diﬀerent sizes of dust grains. They assumed
a ﬂat mass distribution in logarithmic size bins in their models. In our runs,
the size distribution is an outcome of the Monte Carlo dust coagulation
modeling. In order to use the BS10 results in our code, we build a model
relying on splitting the dust mass distribution in two parts: particles larger
and smaller than the size corresponding to the critical value of the Stokes
number Stcrit = 10
−2. In our model, we calculate the metallicity Z(St > 10−2)
taking into account only the large grains, with Stokes number higher than
Stcrit = 10
−2:
Z(St > 10−2) =
∑
St>10−2
Σd(St)
Σg
, (5.11)
where Σd(St) is dust surface density contributed by particles corresponding
to a Stokes number St. If the abundance of large grains Z(St > 10−2) is
higher than a critical value Zcrit, we assume that clumping over the Roche
density happens and planetesimal formation is possible.
The work of BS10 suggests that the value of Zcrit depends on the total
metallicity Ztot and the radial pressure gradient, which is parametrized with
Π. We assume the dependence to be
Zcrit = a× Ztot + b× Π + c. (5.12)
In order to determine values of the parameters a, b, and c, we analyze the
results presented by Bai & Stone (2010c). For each set of runs sharing the
same size distribution and pressure support, we check what is the minimum
total metallicity allowing for planetesimal formation. Then, we calculate the
metallicity contributed by the large grains in these runs (Zcrit) and compare
it to the total metallicity (Ztot). By numerical ﬁtting to the data, we ﬁnd
a = −0.88, b = 0.912714, and c = 0.004125. We present the ﬁt and data
extracted from Bai & Stone (2010c) in Fig. 5.1. With these values, we ﬁnd
that the absolute minimum metallicity to trigger strong clumping, for the
standard value of Π = 0.05, is Zcrit = 0.026 (assuming that all the particles
are large), which is signiﬁcantly higher than the standard solar value of 0.01.
This result is consistent with ﬁndings of Johansen et al. (2009b).
Our planetesimal formation algorithm works as follows: at every advection
time step of the Monte Carlo coagulation calculation, we check the mass dis-
tribution of grains produced by the interplay of settling and coagulation, and
calculate the metallicity of large grains Z(St > 10−2). If the Z(St > 10−2) is
higher than the threshold value of Zcrit, planetesimal formation may happen.
We also check whether the dust-to-gas ratio in the midplane exceeds unity,
as this is a general condition for the streaming instability to be triggered.
If both the conditions are fulﬁlled, we remove some amount of our largest
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Figure 5.1: The critical metallicity of large aggregates necessary to trigger
planetesimal formation as a function of total metallicity. The points present
data obtained in direct numerical simulations by Bai & Stone (2010c) for
three diﬀerent values of the Π parameter. The lines show our ﬁt to the data
(Eq. 5.12). The shaded region is where the metallicity of large grains would
be higher than the total one, which is not possible.
aggregates, which corresponds to an assumed mass of clump Mclump, from
the dust coagulation code and refer to them as planetesimals. The evolution
of the newly formed planetesimals is not included in the current version of
the code.
The BS10 models did not include self-gravity, thus the formation of plan-
etesimals was not followed. In our models, the amount of dust grains removed
in one planetesimal-forming event is estimated with the mass of a collapsing
clump
Mclump = ρ
0
d ×H3d, (5.13)
where ρ0d is dust density in the midplane and Hd is vertical scale-height of
the dust. For MMSN at 5 AU, we get Mclump ≈ 1022 g, which corresponds to
100 km-sized planetesimals with the internal density of 1 g cm−3, consistent
with constraints from the asteroid belt (Morbidelli et al. 2009). Eq. 5.13
presents a very crude order-of-magnitude estimate based on the typical height
of the dust layer, which is resulting from the interplay of settling and the
turbulence driven by the streaming instability (Eqs. 5.7 and 5.8). In reality,
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the streaming instability forms elongated ﬁlaments that fragment to form
planetesimals. Recently, Yang & Johansen (2014) estimated the width of the
ﬁlaments from direct numerical simulations to be on the order of 10−2×Hg,
which is consistent with our Hd estimate (for St = 10
−2 and α = 10−6).
In their simulations, the ﬁlaments include dust of density ∼ 102 × ρ0g, where
ρ0g is the gas density in the midplane. As in our models ρ
0
d & ρ0g, the Mclump
estimated by Yang & Johansen (2014) would be by 2 orders of magnitude
higher than calculated from the Eq. 5.13. Nevertheless, we ﬁnd that the ﬁnal
outcome of our models does not depend on the exact value of the Mclump as
long as there are no resolution issues coming into play.
To avoid the resolution issues, we take care that the mass represented
by one swarm Mswarm (Eq. 5.1) is lower than the mass of the collapsing
clumpMclump, meaning that we remove more than one representative particle
to account for collapse of one clump. Thanks to this, the amount of dust
removed in one step is not too high. At the same time, we need the Mswarm
to be higher than a maximum mass of aggregate possible to produce with
coagulation, which can be estimated thanks to Eq. (5.14). The representative
particles approach only works when the physical particles are less massive
than the mass of one swarm. This is because of the assumption that one
swarm represents multiple physical particles.
5.4 Preliminary estimates
We investigate whether the dust coagulation can produce aggregates that
are large enough to trigger strong clumping in the streaming instability, which
can then lead to planetesimal formation, and model the planetesimal forma-
tion when it is possible. We present results of our numerical simulations in
Sect. 5.5, but ﬁrst we motivate our choice of parameter space with simple
estimates.
The size of dust grains possible to obtain by coagulation is limited by
numerous eﬀects, such as collisional physics and radial drift. On the other
hand, existence of the large grains is crucial for the streaming instability and
subsequent planetesimal formation.
The maximum size of aggregates depends mainly on the critical velocity
above which particles do not stick. Fragmentation velocities of silicate aggre-
gates are measured in laboratory experiments to be in range of a few tens
cm s−1 to a few m s−1, while bouncing collisions already happen at velocities
of a few cm s−1 (Güttler et al. 2010; Seizinger & Kley 2013; Kelling et al.
2014). The collision outcome is known to depend strongly on the porosity and
porous grains may be able to grow even at velocities of 30 m s−1 (Wada et al.
2011; Meru et al. 2013b). However, numerical models including the porosity
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Figure 5.2: Comparison of maximum dust particles size possible to obtain
with coagulation (the red shaded region) and minimum size needed for plan-
etesimal formation in a dead zone (the blue crosshatched region). We assume
that particle growth is limited by the relative drift velocities, ignoring tur-
bulence, which corresponds to the dead zone. We ﬁnd that the maximum
particle size exceeds the size corresponding to the St = 10−2 only for the ices
that can exist beyond the snow line, where the presence of ice makes the dust
particle more sticky.
have shown that the porous silicate grains will be collisionally compacted and
the growth will be halted by bouncing (Zsom et al. 2010). The dust grains
consisting of ices are considered to be signiﬁcantly more sticky and resistant
against compaction (Okuzumi et al. 2012; Kataoka et al. 2013b; Aumatell &
Wurm 2014). However, as the laboratory experiments involving ices are more
challenging than for silicate grains, there is still no detailed collision model
for such grains. In the molecular dynamics models, ice grains are found to
be very porous and able to grow even at velocities of 50 m s−1 (Wada et al.
2009).
To account for the diﬀerence in growth eﬃciency of silicates and ices in
our simple model, we assume a diﬀerent critical velocity for growth inside and
outside the snow line. For the silicate particles present inside the snow line
(located at 3 AU in this model) we assume the impact velocity for bouncing/
fragmentation of vin = 10 cm s
−1 and for the icy particle vout = 10 m s−1.
As we place our models in a dead zone, we do not consider turbulence as
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a source of impact velocities. The impact velocities are thus determined by
relative drift, which can be parametrized by η (Eq. 5.9). Besides the bouncing
and fragmentation, maximum size of grains can also be restricted by removal
of material with radial drift. However, we ﬁnd that for the enhanced dust
abundance, which is prerequisite for an eﬃcient streaming instability, the
growth rate is enhanced as well, and the drift barrier does not inﬂuence the
maximum size of grains, as it would only occur for particles larger than the
size limited by fragmentation. We neglect the removal of material by the
radial drift in this chapter.
The maximum Stokes number of aggregates resulting from the collisions
driven by relative drift can be estimated as (Birnstiel et al. 2012)
Stmax ≈ vf|η|vK . (5.14)
We plot the size of aggregates corresponding to the Stmax and the critical
value of Stcrit = 10
−2 in the laminar MMSN disk in Fig. 5.2. In other words:
Fig. 5.2 shows where the dust growth can produce aggregates that are large
enough to trigger the streaming instability. We ﬁnd that to obtain grains with
St > 10−2, the velocity vf has to be typically higher than ∼1 m s−1. Thus,
obtaining the particles of St > 10−2 is very hard inside the snow line, where
the growth of silicate particles is halted by bouncing. However, it should be
relatively easy in regions where solid ice can exist. The snow line location
is ﬁxed at 3 AU in the simple model presented in this section. In a realistic
disk, the snow line migrates with time (Davis 2005; Min et al. 2011; Martin
& Livio 2012; Bitsch et al. 2014). If the snow line moves inwards, the region
where planetesimals can form extends.
5.5 Results
We use our dust evolution code together with the planetesimal formation
prescription described in Sect. 5.3 to model dust coagulation and planetesi-
mal formation in a dead zone of the MMSN disk. Motivated by the estimates
presented in the previous section, which show that the streaming instability
can only form planetesimals outside the snow line, we locate our numerical
models at 5 AU, where the cores of giant planets in the Solar System were
presumably formed. We assume that the dust aggregates have internal den-
sity of ρp = 1 g cm
−3 and we treat them as compact spheres. The dust grains
have an initial size of 1 µm and are distributed such that the dust-to-gas
ratio is constant within the whole vertical range. We let the grains stick and
fragment as well as settle down towards the midplane and be stirred by tur-
bulence triggered by the streaming instability when the dust-to-gas ratio in
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the midplane reaches unity. Fragmentation occurs for collisions with impact
speeds higher than a critical value vf . All our runs have vertical resolution
of 100 grid cells and we place 400 representative particles in each cell. For
such resolution, we only ﬁnd minor diﬀerences between runs started with
identical parameters but diﬀerent random seeds, as is usually practiced for
Monte Carlo methods.
5.5.1 Fiducial run
For our ﬁducial run we choose Π = 0.05, corresponding to a pressure
gradient slightly reduced with respect to the nominal MMSN model, where
Π ≈ 0.08 at 5 AU. However, this value is matching a more realistic disk
model presented by Chiang & Youdin (2010). In general, the value of Π
increases with the radial distance from the star. In the MMSN model Π ≈
0.055×(r/AU)1/4, whereas in the Chiang & Youdin (2010) model Π ≈ 0.036×
(r/AU)2/7. We start the run with the vertically integrated dust-to-gas ratio of
Z = 0.05, factor of ﬁve higher than the usual solar metallicity. For the impact
velocity above which the particles fragment, we take vf = 1000 cm s
−1. Such
setup could correspond to a pressure trap induced by a long-lived zonal ﬂow
(Dittrich et al. 2013).
Figure 5.3 shows the evolution of grain size distribution in the ﬁdu-
cial run. For comparison, we also show the evolution of the same run but
without the planetesimal formation algorithm enabled. Typical sedimenta-
tion driven coagulation scenario happens: the equal-sized particles initially
grow slowly thanks to the Brownian motions. Then, the particles in the up-
per layers start to grow much faster than those in the midplane, because
the settling velocities increase with height (Eq. 5.6). The largest aggregates
sweep-up smaller particles while they settle down and thus further increase
their settling velocity, resulting in formation of a bimodal size distribution
at ∼600 yrs. Then, the particles encounter the fragmentation barrier and
a coagulation-fragmentation equilibrium develops, leading to a power law
like size distribution. The slope of the distribution depends on mass distri-
bution of fragments implemented. We implement the fragment distribution
n(m) dm ∝ m−11/6 dm, corresponding to the MRN distribution (Mathis
et al. 1977). We ﬁnd that the coagulation-fragmentation equilibrium in the
dead zone, where collisions are mainly driven by the systematic drift, leads
to size distribution
n(a) · a ·m dloga ∝ a1/2 dloga, (5.15)
visible in the bottom panel of Fig. 5.3.
The evolution proceeds identically in both cases: with and without plan-
etesimal formation, until ∼1000 yrs. After this time, both the conditions
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Figure 5.3: Time evolution of the dust size distribution in our ﬁducial run
with and without the planetesimal formation by streaming instability en-
abled. The vertical dashed line indicates grain size corresponding to Stokes
number of 10−2. Larger grains can form planetesimals and be removed from
the simulation.
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described in Sect. 5.3.2 are fulﬁlled and some particles are removed to ac-
count for the planetesimal formation. Removing the large grains slows down
the collisional evolution, which may be noticed in the fourth panel of Fig. 5.3.
This is because the missing large grains possessed very high interaction rates
and would normally participate in many collisions. However, this eﬀect is
quickly smeared out by the development of the coagulation-fragmentation
equilibrium. The ﬁnal diﬀerence between the size distributions is not very
pronounced.
Figure 5.4 presents an extended overview of the ﬁducial run time evolu-
tion. Panel a) presents how the dust and planetesimals abundance changes
with time. Planetesimal formation starts at t ∼990 years and lasts ∼ 6× 104
years. Planetesimal formation eﬃciency decreases over time. Panels b) and c)
correspond to the two conditions that have to be fulﬁlled simultaneously to
allow the planetesimal formation: high metallicity in the form of large grains
(Z(St > 10−2) > Zcrit) and the midplane dust-to-gas ratio higher than unity.
In the presented case, the ﬁrst condition is fulﬁlled already at t ∼700 years,
but the settling takes an additional ∼ 300 years which delays the onset of
planetesimal formation. The large amount of large grains already present re-
sults in a planetesimal formation outburst: around 40% of the ﬁnal amount of
planetesimals is formed in the ﬁrst planetesimal-forming step. After this, the
turbulence generated by the streaming instability stirs the midplane layer be-
low the threshold dust density again. Interplay of growth and settling leads
to reﬁlling the large grains reservoir. Each time a clump is removed, the
total metallicity Ztot decreases and the threshold metallicity Zcrit increases
(Eq. 5.12). After ∼ 6× 104 years, Zcrit is so high that the coagulation cannot
produce enough of large grains and the planetesimal formation is not possible
anymore.
The fact that the sedimentation takes longer than growth up to the re-
quired sizes is not a general rule. In some of the other runs, presented in the
following section, we observe the opposite relation: the growth takes longer
than settling. This is because both the timescales are comparable in the dead
zone case. Thanks to this, the sedimentation driven coagulation may happen,
where the growth and settling timescales for the rain-out particles are equal.
It is worth noting that the modeling of sedimentation driven coagulation
requires including the vertical structure. The sedimentation driven coagu-
lation determines the initial timescale of growth. The process we describe
cannot be modeled in detail using vertically integrated algorithms, which
assume that equilibrium between vertical settling and mixing is reached on
a timescale shorter than growth timescale. We ﬁnd that the planetesimal
formation starts before such equilibrium is reached.
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Figure 5.4: Time evolution of our ﬁducial run: a) total planetesimal and dust
mass, b) ratio of the surface density of particles larger than St = 10−2 to the
gas density compared to the threshold value Zcrit, c) dust-to-gas ratio in the
midplane compared to the threshold value of unity. The dashed vertical line
corresponds to the time when ﬁrst planetesimals are formed. It can be seen
that although the metallicity of large grains was higher than Zcrit already at
t ∼700 years (b), the planetesimal formation only starts at t ∼990 years (a),
because the large grains were not settled to the midplane yet (c).
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5.5.2 Parameter study
In order to check how our results depend on the choice of parameters,
we vary the fragmentation velocity vf , the pressure gradient Π, and the total
vertically integrated metallicity Ztot. We perform 24 runs in total. Table 5.1
gives overview of the parameter values used in our simulations and their
results in terms of how much dust is turned into planetesimals and how long
do we have to wait for the planetesimal formation to be triggered. Our ﬁducial
run is referred to as P5Z5V1000 in this table. Diﬀerent panels of Fig. 5.5 show
how the planetesimal formation changes when one of the parameters is varied
from its ﬁducial value. We discuss the parameter dependencies further in this
section.
Dependence on radial pressure gradient
Both Johansen et al. (2007) and Bai & Stone (2010c) observed that with
a lower pressure gradient it is easier to trigger the planetesimal formation.
This eﬀect may seem counterintuitive, as the streaming instability is driven
by the existence of the pressure gradient and the sub-Keplerian rotation of
gas. However, the radial pressure gradient provides free energy that triggers
the turbulence, therefore, a lower pressure gradient weakens the turbulence
and promotes particle settling to higher densities (see Eq. 5.8). A In our
model, the radial pressure gradient is parametrized by Π (Eq. 5.10). Bas-
ing on the BS10 results, the critical metallicity for planetesimal formation,
Zcrit, is dependent on Π such that a lower pressure gradient promotes plan-
etesimal formation (Eq. 5.12). What is more, with a lower Π, the collision
speeds between particles are also lower and thus the maximum particle size
and the corresponding Stokes number (Stmax) are higher. This is because, as
seen in Eq. (5.14), the maximum Stokes number we can obtain is inversely
proportional to the maximum radial drift velocity, which is proportional to
the radial pressure gradient. With the two eﬀects adding up, the eﬀect of
the radial pressure gradient is very strong. As can be seen in panel a) of
Fig. 5.5, lowering the pressure gradient by 60% results in more than 80%
increase in amount of planetesimals that can be formed. On the other hand,
by increasing the gradient by 60%, we get a dramatic decrease in the amount
of planetesimals produced: from 40% to only 5% of initial mass of dust.
Dependence on metallicity
Increasing the total amount of dust available has a positive eﬀect on the
amount of planetesimals that are formed. First of all, higher total metallicity
directly translates into a larger amount of large grains (Z(St > 10−2)) that
can participate in the strong clumping that can lead to planetesimal forma-
tion. As seen in Eq. (5.12), higher total dust abundance lowers the critical
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Table 5.1: Overview of parameters used and results
obtained in diﬀerent runs: columns (a)-(c) correspond
to the parameters used in each run, columns (d)-(e)
to their results
Run name Πa Ztot
b vf
c Mplts/Mtot
d tplts
e
P2Z7V5000 5000 83% 60
P2Z7V1000 0.02 0.07 1000 80% 64
P2Z7V100 100 78% 174
P2Z5V5000 5000 77% 85
P2Z5V1000 0.02 0.05 1000 73% 88
P2Z5V100 100 68% 212
P2Z3V5000 5000 61% 147
P2Z3V1000 0.02 0.03 1000 54% 151
P2Z3V100 100 47% 275
P5Z7V5000 5000 64% 59
P5Z7V1000 0.05 0.07 1000 57% 63
P5Z7V100 100 43% 175
P5Z5V5000 5000 50% 83
P5Z5V1000 0.05 0.05 1000 40% 88
P5Z5V100 100 20% 227
P5Z3V5000 5000 16% 233
P5Z3V1000 0.05 0.03 1000 0.8% 693
P5Z3V100 100 0% -
P8Z7V5000 5000 35% 56
P8Z7V1000 0.08 0.07 1000 32% 61
P8Z7V100 100 0% -
P8Z5V5000 5000 9% 125
P8Z5V1000 0.08 0.05 1000 5% 201
P8Z5V100 100 0% -
a Radial pressure gradient measure (Eq. 5.10)
b Total metallicity
c Fragmentation velocity in cm s−1
d Total ﬁnal mass of planetesimals produced with
respect to the initial total mass of dust
e Time when the planetesimal formation started in
local orbital timescales
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vertically integrated dust-to-gas ratio Zcrit. This is because the higher dust
abundance reduces the turbulence triggered by the instability (Eq. 5.8) and
thus makes the clumping easier. The higher dust-to-gas ratio in the mid-
plane also leads to a faster rotation of the gas and reduction of the diﬀerence
between the gas and Keplerian rotation (Bai & Stone 2010a). This has sim-
ilar eﬀect as reduction of the radial pressure gradient, which facilities the
planetesimal formation, as discussed above. Finally, the higher metallicity
speeds up the growth and makes the planetesimal formation able to start
earlier, as the growth timescale scales inversely with the vertically integrated
dust-to-gas ratio (Birnstiel et al. 2012):
τgrowth ∝ (ZtotvK)−1 , (5.16)
where vK is the Keplerian velocity. In fact, we observe that with metallicity
Ztot > 0.03, the growth proceeds so quickly, that it is the settling timescales
which determines the onset of planetesimal formation. Such eﬀect takes place
in our ﬁducial run P5Z5V1000. With these positive eﬀects adding up, metal-
licity is inﬂuencing the amount of planetesimals formed very strongly. How-
ever, the impact of metallicity is nonlinear: increasing it by 40% results in
>40% increase in the amount of planetesimals formed, but decreasing it by
40% with respect to the ﬁducial value results in almost no planetesimals
being formed (panel b of Fig. 5.5). The strong dependence on the vertically
integrated dust-to-gas ratio is consistent with results of direct numerical sim-
ulations (Johansen et al. 2009b; Bai & Stone 2010a).
Dependence on fragmentation velocity
Dependence on the fragmentation velocity is the most straightforward.
The value of vf only inﬂuences the maximum size of particles we are able
to obtain by coagulation. The maximum Stokes number Stmax increases pro-
portionally to the fragmentation velocity, as can be seen in Eq. (5.14). The
higher the fragmentation velocity, the more grains will have Stokes number
above the critical value (Stcrit > 10
−2), and it is easier to reach the condition
of the high metallicity of large grains (Z(St > 10−2) > Zcrit). We present the
dependence of our results on the fragmentation velocity in panel c) of Fig. 5.5.
For the chosen values, the vf is not inﬂuencing the outcome as strongly as
the other two parameters. However, as we show in Sect. 5.4, with even lower
fragmentation velocities we would not be able to produce any grains larger
than the critical size. We conclude that, due to the fact that for the chosen
fragmentation law the large grains posses most of the mass, the fragmen-
tation velocity does not inﬂuence the amount of planetesimals than can be
formed much as long as it enables growing grains with the Stokes number
St > 10−2 at all.
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5.5.3 Analytical model
We presented results of our numerical simulations following interplay be-
tween coagulation and planetesimal formation under diﬀerent conditions in
the disk. In this section, we construct a relatively simple formula that es-
timates the results, computing the eﬃciency of planetesimal formation in
terms of the pressure gradient, initial vertically integrated dust-to-gas ratio
and fragmentation velocity.
As we describe previous sections, the key property determining whether
the planetesimal formation is possible is the amount of dust grains with
Stokes number lather than the critical value Stcrit = 10
−2. If the Stokes num-
ber of the largest grains possible to produce by coagulation is Stmax > Stcrit,
the amount of grains of interesting sizes can be estimated taking into account
the dust mass distribution. The mass distribution we obtain when the co-
agulation and fragmentation are in equilibrium is described with Eq. (5.15).
We emphasize that this particular slope is a result of the chosen distribution
of fragments, which was described in Sect. 5.5.1.
Taking into account that m ∝ St3 (in the Epstein drag regime, which
applies to the small grains that we obtain in our simulations) and dlogm =
dm/m, we can rewrite the size distribution (Eq. 5.15) in terms of the Stokes
number
n(St) ·m dSt ∝ St−1/2 dSt. (5.17)
The relative amount of dust above a critical Stokes number Stcrit is
Z(St > 10−2)
Ztot
=
∫ Stmax
Stcrit
n(St)m dSt∫ Stmax
Stmin
n(St)m dSt
=
√
Stmax −
√
Stcrit√
Stmax −
√
Stmin
. (5.18)
The minimum Stokes number Stmin is in principle determined by the size
of monomers, and for µm-sized grains Stmin ≈ 10−6. The maximum Stokes
number Stmax is determined by the fragmentation velocity vf and the im-
pact speeds. In the dead zone case, collisions are mainly driven by radial,
azimuthal and vertical drift and the maximum size of grains is estimated
well by Eq. (5.14). We assume the critical Stokes number of Stcrit = 10
−2, as
discussed in Sect. 5.3.2.
The planetesimal formation happens as long as the abundance of large
grains is higher than critical (Z(St > 10−2) > Zcrit). The threshold abun-
dance Zcrit is dependent on the pressure gradient Π and the total metallicity
Ztot, as described with Eq. (5.12). When planetesimals are produced, the to-
tal metallicity decreases and thus the critical metallicity increases. The plan-
etesimal formation stops when the amount of large grains, corresponding to
Z(St > 10−2) cannot reach the threshold value Zcrit anymore. Taking into
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Figure 5.6: Comparison of the mass in planetesimal as a function of total
metallicity obtained in diﬀerent runs (points) and predicted by our analytical
model (lines). The three diﬀerent colors correspond to diﬀerent values of the
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to diﬀerent values of the fragmentation velocity used. For Π = 0.08 and
vf = 100 cm s
−1, there is no planetesimal formation predicted, thus the line
is not visible.
account the ratio of the mass included in large grains to the total mass result-
ing from the equilibrium mass distribution (Eq. 5.18), we can derive a critical
total vertically integrated dust-to-gas ratio Ztot,crit, below which planetesimal
formation is not possible anymore. Using Eqs. (5.12) and (5.18), we obtain
Ztot,crit = (bΠ + c)×
(√
Stmax −
√
Stcrit√
Stmax −
√
Stmin
− a
)−1
. (5.19)
The values of a, b, and c are given in Sect. 5.3.2, and the values of the Stokes
numbers are discussed under Eq. (5.18).
The end of the planetesimal formation phase happens when the total
metallicity Ztot has dropped below the critical total metallicity Ztot,crit and
the relative amount of planetesimals produced Mplts/Mtot can be estimated
as
Mplts
Mtot
=
Ztot,0 − Ztot,crit
Ztot,0
. (5.20)
Figure 5.6 shows comparison of the relative planetesimal mass produced,
Mplts/Mtot, obtained with Eq. (5.20) and measured in our simulations (Ta-
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ble 5.1). The eﬃciency of planetesimal formation given by Eq. (5.20) tends to
slightly underestimate the results of our simulations. We associate this with
the mass distribution peak around maximum grain size visible in the bottom
panel of Fig. 5.3, which is not covered by the simple power law (Eq. 5.17)
that we used to derive Eq. (5.20). This peak arises because of the fragmen-
tation barrier: particles that grow mostly in roughly similar-sized collisions,
suddenly lack slightly larger collision partners. In order to sustain a steady
state, the particles pile-up around the maximum size (Birnstiel et al. 2011).
5.6 Discussion
The work we presented includes some inevitable assumptions. In this
section, we discuss uncertainties contributed by these assumptions as well as
possible ways to improve our work.
The collision model used in our work is highly simpliﬁed, restricting all
the collision physics to one key parameter: the fragmentation velocity vf .
What is more, we assume that all the dust grains are spherical and compact,
with a constant internal density. It is known that the internal structure of
grains is important to the coagulation (Ormel et al. 2007; Okuzumi et al.
2009; Meru et al. 2013b) and dynamics (Okuzumi et al. 2012; Hubbard &
Ebel 2014). However, we lack reliable models of icy aggregates porosity, as
laboratory experiments including the ices are particularly challenging. Our
work may be improved in future, as soon as laboratory data on collisions of
icy aggregates are available.
Our streaming instability model relies on the work of BS10 and thus
inherits all its uncertainties. Probably the highest uncertainty is contributed
by the fact that we use their 2-D simulations results, as due to computational
expense reasons, the extended parameter study was performed in 2-D only.
BS10 reported that conditions for the strong clumping are more stringent in
3-D than in 2-D, thus our model may be too optimistic. On the other hand,
the BS10 models do not include the particle's self-gravity, which might help
to obtain strong clumping for lower metallicity or higher pressure gradient.
This is because with the self-gravity a dust clump is able to collapse even if
its initial density is lower than the Roche density (Michikoshi et al. 2010).
BS10 reported that their runs saturate within ∼50-100 orbits. This is
the time the dust needs to settle and the streaming instability needs to
develop. The settling timescale is self-consistently included in our models,
but we neglect the time the streaming instability needs to develop: we assume
the streaming instability is able to produce planetesimals immediately after
the dust is settled and a suﬃcient amount of large grains is present. We
motivate this assumption by the fact that the timescale of dust coagulation
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is typically longer than the timescale to develop the instability. What is
more, the timescale for clump collapse measured in simulations that include
self-gravity is very short, of the order of one orbit (Johansen et al. 2011).
BS10 assumed a ﬂat mass distribution in logarithmic bins in the Stokes
number, whereas in our models the mass distribution is a result of realistic
coagulation-fragmentation cycle and roughly follows the power-law described
with Eq. (5.15). The model we built to overcome the issue of incompatible
size distributions relies on splitting the dust mass into particles larger and
smaller than a size corresponding to the Stcrit = 10
−2. We assume that the
large particles are actively driving the instability and participating in clumps,
and ﬁt the dependence of critical abundance of the large aggregates on the
total metallicity (Sect. 5.3.2, Fig. 5.1). Both the choice of a constant value of
Stcrit, and our ﬁts should be rather treated as ﬁrst approximation. Given the
limited data of the BS10 papers, this is the best we can do. This model may
be improved as soon as more detailed parameter studies of the streaming
instability become available. What is necessary is a more systematic param-
eter scan of the 3-D streaming instability models, ideally going hand-in-hand
with results form coagulation models to ensure that realistic particle size
distributions are used in these 3-D models.
The BS10 results are restricted to laminar disk, without the turbulence,
opposed to the work of Johansen et al. (2007). It is known that some source
of viscosity is necessary as a mechanism of the angular momentum transport,
which enables the disk accretion on observed timescales (Shakura & Sunyaev
1973). The magnetorotational instability (MRI) was considered as a mecha-
nism to drive turbulence that is a source if such viscosity (Balbus & Hawley
1991). Thus, neglecting the turbulence may seem a serious restriction. How-
ever, many models of protoplanetary disks suggest that large regions of the
disks can be free from the MRI (Gammie 1996; Turner et al. 2007; Dzyurke-
vich et al. 2013). In this picture, the midplane is quiescent, but the upper
layers may still be active. The turbulence from the active layers may stir the
midplane, which we neglect in this chapter. Recently it was shown that the
MRI is ineﬃcient or even completely suppressed in the inner regions of disks
when all the non-ideal magnetohydrodynamic eﬀects, such as the ambipolar
diﬀusion and the Hall eﬀect, are taken into account (Bai 2013, 2014; Lesur
et al. 2014). The typical extent of such dead zone is from 1 AU to 10 AU,
which covers the planetesimal formation region we investigate. Thanks to the
existence of a dead zone, the planetesimals can not only form, but also avoid
destructive collisions and grow by the runaway growth (Gressel et al. 2011,
2012; Ormel & Okuzumi 2013). The evolution of the planetesimals and their
interaction with the remaining dust is not yet included in our model.
The extent of the dead zone is regulated by the amount of small dust
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grains, whose large surface-to-mass ratio enables sweep-up of free electrons
from the gas and thus decrease the ionisation (Sano et al. 2000; Ilgner &
Nelson 2006). In the case of eﬃcient growth of dust grains, the dead zone
vanishes (Okuzumi 2009; Okuzumi & Hirose 2012). In our model, we neglect
the dead zone evolution, but as we keep a signiﬁcant number of small grains
because of the fragmentation barrier, we consider this a safe approach.
We place our models at 5 AU, relying on our estimates, which show
that it is not possible to grow suﬃciently large grains out of silicate aggre-
gates, when the bouncing barrier is acting (Sect. 5.4). It was shown that the
bouncing barrier can be overcome and large grains can grow when the frag-
mentation with mass transfer eﬀect is taken into account (Windmark et al.
2012b; Garaud et al. 2013; Dr¡»kowska et al. 2014). However, the impact
velocity distribution that is necessary to produce the seed gains in those pa-
pers is contributed by the MRI turbulence, which is not present in a dead
zone. The MRI turbulence would make it harder to trigger the streaming
instability, as it does not allow to form a very thin midplane layer. Thus,
the sweep-up growth scenario may be operating and forming planetesimals
preferentially in the active zone of protoplanetary disk, whereas the scenario
we investigate in this chapter works better in the dead zone.
Another possibility of forming suﬃciently large aggregates inside the
snow line is co-accretion of dust and chondrules suggested by Ormel et al.
(2008), and subsequently investigated in laboratory experiments by Beitz
et al. (2012) and Jankowski et al. (2012). In this scenario, chondrules acquire
dusty rims that facilitate their sticking and allow to overcome the bouncing
barrier. As shown by Ormel et al. (2008), this scenario requires moderately
low turbulence, which would also be favorable for the streaming instability.
Our models are local and neglect the radial drift. The radial drift timescale
for pebbles of St = 10−2 at 5 AU is on the order of 103 orbits, which is one
order of magnitude longer than the coagulation needs to trigger the streaming
instability, thus we consider this a safe approach.
We assume that metallicity is enhanced over the standard solar value of
0.01. Such enhancement could form in a radial drift dominated disk, where
the pebbles necessary to trigger the streaming instability are drifting inwards
and may form pile-ups, as suggested by Youdin & Shu (2002), Youdin & Chi-
ang (2004), Laibe et al. (2012), and Laibe (2014). However, such enhancement
typically happens inside the snow line, where growing suﬃciently large par-
ticles is suppressed by the non-stickiness of aggregates and the existing large
aggregates may be destroyed by ice evaporation and high speed collisions.
A way to overcome this problem may be the reduction of impact speeds in
presence of strong dust-to-gas ratio enhancements (Nakagawa et al. 1986;
Bai & Stone 2010a), which is not yet included in our code. The reduction
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of impact speeds would help to form larger aggregates and thus to produce
more planetesimals.
Another possibility that would justify the enhanced metallicity and the
reduced pressure support at the same time is existence of some kind of pres-
sure bump. However, the formation process and lifetime of such pressure
bumps remains uncertain. Pressure bumps caused by zonal ﬂows have been
observed in numerical simulations including the MRI turbulence (Johansen
et al. 2009a; Dzyurkevich et al. 2010; Uribe et al. 2011), but their lifetimes
are up to 50 orbits (Dittrich et al. 2013). a pressure bump arising around the
snow line was suggested by Kretke & Lin (2007), but it was recently found
to require an unrealistically high viscosity transition (Bitsch et al. 2014).
What is more, complicated evaporation and condensation processes have to
be taken into account to model the size evolution of dust (Kuroiwa & Sirono
2011) when considering the region near the snow line. Thus, our model is not
self consistent in the pressure bump and dust enhancement origin aspect: we
start our runs with metallicity already enhanced by a factor of a few with
respect to a nominal solar value, as otherwise the planetesimal formation by
streaming instability is not possible. We investigate the interplay between
vertical settling, coagulation and planetesimal formation, ignoring the radial
drift of dust. Such enhancement would in reality build up over timescale de-
termined by the radial drift, even in a presence of pre-existing pressure bump.
We plan to investigate the eﬀects of radial drift on our results in future work.
The sizes of clumps and planetesimals created by the streaming instability
are highly uncertain, as the hydrodynamic simulations have limited resolu-
tion and are typically not able to follow the clump collapse with realistic
collisional behaviour. As described in Sect. 5.3.2, we assume that the collaps-
ing clumps have identical mass, which is estimated based on the height of
dust layer (Eq. 5.13). This is only an order-of-magnitude estimate, which is
not necessarily consistent with the recent results of Yang & Johansen (2014),
as discussed in Sect. 5.3.2. However, we ﬁnd that, although the details of
evolution are dependent on the assumed clump mass, the ﬁnal outcome in
terms of total planetesimal mass produced is not.
5.7 Conclusions
The streaming instability was proposed as an eﬃcient way of overcoming
the growth and drift barriers and forming planetesimals. However, strong
clumping was proven to require large grains. In this chapter, we investigated
whether such large grains can form in suﬃcient amount during coagulation
under realistic conditions. We developed and implemented a simpliﬁed model
for planetesimal formation into our dust coagulation code, as described in
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Sect. 5.3. Our work is a step toward a uniﬁed model for planetesimal forma-
tion, as we join the dust coagulation modeling with planetesimal formation
via streaming instability for the ﬁrst time.
We ﬁnd that planetesimal formation by streaming instability is hindered
for the silicate aggregates because the bouncing barrier prevents growth
to the sizes (Stokes numbers) needed to trigger the streaming instability.
The minimum size of particles, corresponding to the critical Stokes number
(Stcrit = 10
−2), is possible to obtain for the more sticky, icy aggregates, which
are present beyond the snow line. If some way can be found to overcome the
bouncing barrier, we can expect the streaming instability to operate also in-
side the snow line. However, the strong clumping may only be triggered when
the vertically integrated dust-to-gas ratio is enhanced by a factor of at least
three with respect to the solar value of 0.01 or/and the radial pressure gra-
dient is reduced with respect to the standard Minimum Mass Solar Nebula
model. What is more, a dense midplane layer of solids have to be formed,
which is only possible if the turbulence is relatively weak.
We modeled the interplay of dust coagulation and settling and planetesi-
mal formation and performed a parameter study, varying the radial pressure
gradient, metallicity and fragmentation velocity. We investigated how these
values inﬂuence the amount of planetesimals formed. We proposed a simple
explanation of the obtained results, by constructing an analytical expres-
sion for the maximum amount of dust that can be turned into planetesi-
mals (Sect. 5.5.3). This model can be used in future projects, for example
to constrain initial conditions for planetesimal evolution models or in planet
population synthesis codes.
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Summary
The work presented in this dissertation is focused on the planetesimal forma-
tion problem. Several scenarios leading to formation of the km-sized objects,
which are the building blocks of planets, were explored and their eﬃciency
can now be compared.
In Chapters 3 and 4, we investigated planetesimal formation via the
sweep-up growth triggered by the radial mixing of aggregates in the vicinity
of the inner edge of dead zone and the impact velocity distribution respec-
tively. In both the cases, the amount of dust turned to planetesimals is low,
on the order of 1% of the total dust mass. Slightly more planetesimals can
possibly be formed in the streaming instability scenario, which is discussed
in Chapter 5. In Sect. 5.5.3, we derived a closed-form expression for the rel-
ative mass of planetesimals that can be formed via the streaming instability.
The exact amount is dependent on the local properties of the protoplane-
tary disk. As this scenario requires some special conditions, like an enhanced
dust-to-gas ratio and reduced pressure support, it is very hard to say what
will be a realistic value of the planetesimals-to-dust ratio produced. Never-
theless, it is reasonable to assume that, similarly to the sweep-up growth
case, the streaming instability is not very eﬃcient in turning dust to plan-
etesimals. This statement is consistent with the results of direct numerical
simulations: e.g. Johansen et al. (2007) reported that around 10% of all the
pebbles present in their runs were bound in the planetesimals, and similar
value was obtained in the higher resolution simulations presented by Jo-
hansen et al. (2011). The values quoted here refer to local models and can be
treated as an upper limit of the planetesimal formation eﬃciency in a global
disk.
The fact that the planetesimal formation in each of the scenarios that
we investigated is not very eﬃcient, is consistent with the protoplanetary
disk observations. Small dust grains are observed even in disks that are mil-
lions of years old. With our results, we have now reasons to believe that the
planetesimals, which cannot be directly observed, are already existing in the
midplane of these disks.
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The circumstellar disk masses used in the state-of-the-art models are
usually based on observational estimates, which are relying on measuring
the dust mass in the outer parts of the disks and converting it to mass of
gas by assuming the standard dust-to-gas ratio of 1%, or on the Minimum
Mass Solar Nebula proposed byWeidenschilling (1977b) and Hayashi (1981a).
The MinimumMass Solar Nebula estimates are based on the amount of heavy
elements that are present in the current Solar System. However, as we show
in our models, the conversion rate of dust into planetesimals, and thus pre-
sumably planets, is certainly lower than 100%. Consequently, the primordial
solar nebula was probably more massive than estimated by this model. Sim-
ilar point may be made for the protoplanetary disks observations. It is only
possible to measure the dust in the outer parts of the disks, but these are
expected to be signiﬁcantly depleted because of the radial drift barrier (see
Sect. 1.3.3, in particular Fig. 1.9) and the possible existence of larger bodies.
Thus, assuming the constant dust-to-gas ratio of 1% may lead to underes-
timating the mass of the disk. A similar point was made by Birnstiel et al.
(2012).
Another conclusion that emerges from our results is that the formation
of planetesimals is not possible in all the locations in the disk, because it
is hindered by the growth barriers. Planetesimal formation via subsequent
growth, discussed in Chapters 3 and 4, has to be supported by the mass
transfer collisions, and some "lucky" particles have to be introduced by one
process or another. Interplay between the growth and drift makes it diﬃcult
to grow planetesimals in the outer parts of the disk, where the drift barrier
is more pronounced. Nevertheless, forming planetesimals via the sweep-up
growth is possible in the inner part of the disk, where the growth timescale
is shorter than the drift timescale, or in some privileged places, like a pres-
sure bump. On the other hand, the streaming instability scenario discussed
in Chapter 5 prefers the outer part of the disk, where existence of the icy
aggregates facilitates growing suﬃciently large pebbles. What is more, the
streaming instability only works if a relatively dense midplane layer can be
formed and the dust-to-gas ratio in the midplane exceeds unity. Thus, a mod-
erately low turbulence is required to form planetesimals in this scenario.
In contrast, the sweep-up growth scenario works better with a stronger tur-
bulence because the turbulence contributes the impact velocity distribution
that enables breaking through the growth barriers.
The work presented in this dissertation, besides the scientiﬁc content, in-
cludes many technical aspects. First of all, a new numerical method for dust
evolution modeling was developed, which is described in Chapter 2. A signif-
icant improvement over the previous 1-D method presented by Zsom et al.
(2011a) was made by introducing the adaptive grid approach (Sect. 2.2.4)
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and by extending this method to 2-D. This code was already used in the
work presented in Chapters 3  5, and there are still many possible projects
that it can be used for. In Chapter 4, for the ﬁrst time we have directly
compared the two most popular dust coagulation modeling approaches: the
Monte Carlo method and the Smoluchowski equation approach. This work
gives a valuable insight into the limitations of these methods in the context of
planetesimal formation modeling and reveals several pitfalls that can result
in nonphysical results.
The work presented in this dissertation includes important steps towards
a self-consistent planet formation model. Quantifying the amount of plan-
etesimals and the timescale for their formation is important in the context
of the late stages of planet formation modeling. Previous models of this kind
were usually assuming that the planetesimals and planetary embryos can
form anywhere in the disk with a high eﬃciency. These models were however
not successful in reproducing at least some properties of both the Solar Sys-
tem and the extrasolar planets. In the Solar System, the low mass of Mars
issue is a good example. As discussed in Sect. 4.6.3, the observed mass of
Mars cannot be explained by the ﬁnal assembly of terrestrial planets from
a homogeneous planetesimal disk. Instead, it is possible to reproduce it if the
planetesimals are located inside of 1 AU (Hansen 2009). A standard explana-
tion for such cutoﬀ is the Grand Tack scenario involving inwards migration
of Jupiter, but the sweep-up and pile-up possibility presented in Sect. 4.6.3
may be a more natural solution. In the exoplanets case, there is the popula-
tion of systems with tightly-packed inner planets that is hard to explain with
the planet migration scenario (Lithwick & Wu 2012). The fact that the large
bodies can only grow in the inner part of the protoplanetary disk implies an
in situ formation of these systems.
Although the low eﬃciency of planetesimal formation implied by our re-
sults may seem disturbing in the context of the giant planet cores formation,
which has to be suﬃciently quick in order to allow accretion of the gaseous at-
mospheres, a way around this problem has been discovered recently. The clas-
sical scenario of runaway and oligarchic growth has been challenged by the
pebble accretion scenario (Lambrechts & Johansen 2012, Sect. 1.3.5), which
oﬀers much faster growth of the embryos given a relatively large abundance
of cm-sized pebbles. Recent work of Kretke & Levison (2014) shows that
the pebble accretion is even too eﬃcient to reproduce the formation of the
Solar System. However, the pebble sizes used in that work are generally not
consistent with dust coagulation models. A self-consistent model joining the
dust evolution, planetesimal formation and pebble accretion is needed to
get insight into this problem. We believe that the results presented in this
dissertation may be developed to such model.
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