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The Mean Square Displacement is a central tool in the analysis of Single Particle Tracking exper-
iments, shedding light on various biophysical phenomena. Frequently, parameters are extracted by
performing time-averages on single particle trajectories followed by ensemble averaging. This proce-
dure however, suffers from two systematic errors when applied to particles that perform anomalous
diffusion. The first is significant at short time lags and is induced by measurement errors. The
second arises from the natural heterogeneity in biophysical systems. We show how to estimate and
correct these two errors and improve the estimation of the anomalous parameters for the whole
particle distribution. As a consequence we manage to characterize ensembles of heterogeneous
particles even for rather short and noisy measurements where regular time averaged mean square
displacement analysis fails. We apply this method to both simulations and in vivo measurements
of telomere diffusion in 3T3 mouse embryonic fibroblast cells. The motion of telomeres is found
to be subdiffusive with an average exponent constant in time. Individual telomere exponents are
normally distributed around the average exponent. The proposed methodology has the potential to
improve experimental accuracy while maintaining lower experimental costs and complexity.
INTRODUCTION
The measurement of single particle tracking (SPT) tra-
jectories is an increasingly popular approach in the study
of biophysical systems [1, 2]. This measurement can be
performed both in vivo or in vitro. Advances in bio-
chemical labelling, nano particle synthesis and the use of
fluorescent proteins now allows to label and track almost
any biological entity such as, RNA in bacteria [3], nano-
beads in a polymer solution [4], membrane dynamics [5],
and specific nuclear entities [6, 7]. In most biophysical
systems, the motion of the tracked particle is stochastic -
thus further analysis is necessary before claims regarding
the underlying nature of the system can be made.
Perhaps the most basic analysis technique is the Mean
Square Displacement (MSD) in which one calculates the
average square of the distance x(∆) past by the particle
by measurement time lag ∆. This can be performed in
two ways. The first is the ensemble averaged MSD, in
which the averaging is performed over the displacements
of Np particles, at time t since the beginning of the ex-
periment, < x2(t) >=
∑
x2(t)
Np
. The second is the time av-
eraged MSD (TAMSD) in which all displacements from
a single particle trajectory over a time-lag ∆ = nτ are
averaged, where τ is the time-interval between two con-
secutive measurements of the particle coordinates and n
is an integer. For a trajectory with a total of N measure-
ment time points, the TAMSD is:
δ2∆ =
N−n∑
m=0
(x[mτ + ∆]− x[mτ ])2
N − n (1)
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Stochastic processes can be characterized according to
their MSD time dependency. If the MSD depends lin-
early on time, i.e < x2(t) >= 2Dt or δ
2
∆ = 2dD∆ (for
a d-dimensional process), the process is termed normal
diffusion, where D is the diffusion constant. Normal dif-
fusion appears, for example, in Brownian motion. Other
MSD behaviours are termed anomalous diffusion [8, 9].
If the MSD is described by a power law, < x2 >= Dαt
α
or δ2∆ = Dα∆
α then a further distinction is made. When
1 > α > 0 the process is called subdiffusion and for α > 1
the process is called superdiffusion. Dα is the anomalous
diffusion constant and α is the anomalous exponent. The
calculated functions TAMSD and EAMSD do not have
to show the same behaviour and they may depend on the
analysis time t (or time lag ∆)[10].
Anomalous diffusion may result from diverse physi-
cal and mathematical origin. The most popular models
are the Generalized Langevin equation (GLE) and Frac-
tional Brownian motion (FBM) which can describe the
motion of many body systems and in viscoelastic me-
dia [11–16]; Continuous Time Random Walks (CTRW)
which can describe biological trapping [10, 17, 18]; and
fractal landscapes which describe, for example, highly
obstructed motion [19, 20]. Since these models can give
rise to similar anomalous exponents, a variety of mathe-
matical tests have been developed to distinguish between
them [21–26].Some of these methods have been applied to
both experimental and simulated systems [5, 14, 27, 28].
In order to reach adequate conclusions regarding the
nature of the underlying system, it is important to ex-
tract accurate parameters that characterize the system.
For example, the dynamics of various polymers can be
described by GLE that can result from different anoma-
lous models, each with a different anomalous exponent.
A phantom Rouse chain will have α = 0.5 while a Zimm
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2model gives rise to α = 2/3. Various chain properties can
alter this value [15, 29], and in the long time domain, all
chain models behave similarly according to the crowding
of the media[30]. Therefore, it is clear that by identifying
both the mathematical model and the correct anomalous
exponent, one gains deeper understanding of the physical
process.
Identifying the anomalous exponent of a trajectory
is not a simple task. Since the process is stochastic,
MSDs always have a random nature that depends on the
amount of measured time-points. Less time points in the
trajectory results in a wider distribution of anomalous
exponents that will be found when analyzing the indi-
vidual particles TAMSDs. For the time averaged MSD,
a reduction in the uncertainty can be achieved by increas-
ing the amount of time-points either by faster acquisition
or longer measurements. However, this is usually difficult
due to the necessity to use rather long integration-times
with the photo-detectors, photo-bleaching that limits the
possible acquisition time, induced photo-damage and cell
migration. Even if the measurement rate is increased,
the MSD will still suffer from erratic behavior at longer
time-lags, preventing the extraction of the large time-lag
anomalous exponent. Furthermore, previous studies have
shown that high rate measurements results in an offset
towards lower anomalous exponents due to localization
errors [31, 32].
One possible solution is to measure the trajectories of
many particles and perform an ensemble average over
the time averaged MSDs,
〈
δ2∆
〉
. This procedure aver-
ages out the errors of the individual MSDs and a better
estimation at long times is achieved. Biological systems,
however, are characterized by heterogeneity of both the
tracked particles and the surrounding medium. There-
fore, even if a smooth EA-TAMSD is obtained, it can-
not give information regarding the individual particles.
For some processes like FBM, the non-Markov nature
of the increments has prevented the estimation of the
individual TAMSD variance around the EA-TAMSD, as
was obtained for normal Brownian diffusion [33]. Finally,
as we show later, performing an ensemble average over
the TAMSDs does not give the average particle anoma-
lous exponent. Ultimately, to our knowledge, the success
of characterizing the anomalous exponent distribution of
the tracked particle population and its time dependency
is until now left to the quality of the individual trajecto-
ries.
We emphasize that we study the case of heterogene-
ity between particle’s individual anomalous characteris-
tics and not spatial or temporal differences along a spe-
cific trajectory (i.e. switching of diffusion modes). The
heterogeneity we study where each particle has constant
characteristics, can arise from either biophysical or statis-
tical measurement origins. For example the viscoelastic
media around the particle may change the anomalous ex-
ponent of the stochastic process, and each particle may
be in a different viscoelastc domain. Statistical limita-
tions can also give rise to such interparticle heterogeneity.
If every particle has the same anomalous exponent of α,
then limited sampling of their trajectories may lead to an
inaccurate estimation of this α and a heterogeneous pop-
ulation would appear. For time correlated processes such
as FBM, this statistical spread is expected to be higher
due to the correlations in the time averaging scheme. In
both of these cases, the distribution of anomalous expo-
nents should be quantified for later study of its origin.
The main purpose of this work is to find the distribu-
tion of anomalous exponents of the TAMSDs in a popu-
lation of tracked particles and this distribution’s possible
dependence on the time-lag. We assume that the sys-
tem is limited by localization errors and that particles
are heterogeneous (as is commonly found in biophysics).
Our study is limited to ergodic processes and the study
of non ergodic and weakly non ergodic processes such as
CTRW is left for future study.
Notice that the analysis is performed for one dimen-
sional processes. Usually in two and three dimensional
processes, the different directions are assumed to be in-
dependent. Thus in order to extend the results of this
work to higher dimensions one should only multiply the
diffusion coefficient by the dimension, i.e. MSD3D =
3 · MSD1D. Analysis of the existence of such correla-
tions or a fundamental differences between directions is
of course an important step in the analysis of any exper-
imental system.
First, we study two systematic errors that are expected
to arise in many biophysical SPT measurements. The
first (section A) is an offset due to the limited spatial
precision (localization accuracy). This issue has been
presented in previous works [34, 35]. We shall expand
the analysis of this issue highlighting its importance in
the current context and providing a method for its cor-
rection. Section B presents the systematic offset in the
ensemble averaged TAMSD caused by the heterogeneity
of the individual particle’s behaviour. This offset pre-
vents the accurate assessment of the anomalous expo-
nent’s time dependency. To the best of our knowledge
this subject has not been studied before. In section C we
show how to characterise the distribution of the anoma-
lous exponents when there are no localization errors (or
they are negligible).
In section D we show how to combine the previous cor-
rections and present a stepwise algorithm for the accu-
rate assessment of the individual anomalous exponents
and their time dependency. This algorithm is applied
successfully to simulated anomalous diffusion data which
includes both localization errors and particle heterogene-
ity. Finally in section E, we analyse actual SPT experi-
mental data of telomeres [36] diffusion in the nucleus of
3t3 - mouse embryonic fibroblast cells. We show how the
naive MSD analysis leads to an erroneous time dependent
change of the anomalous exponent, while the new anal-
ysis algorithm described here shows that the anomalous
exponents are constant, albeit heterogeneous.
We conclude by emphasizing the potential of the new
technique to reduce experimental time-lengths and com-
3plexity and to improve the accuracy of the obtained re-
sults.
RESULTS AND DISCUSSION
A. Short time α deviation
In SPT measurements, the location x(t) can only be
measured with a varying error term N(t) that depends
on various factors including the point spread function
(PSF) of the optical system, the acquisition rate, and
other optical and mechanical limitations [31, 32, 34, 35].
In general, N(t) is a random variable and its distribu-
tion depends on t, x(t) and hidden variables such as the
hight of the particle above the imaging plain . However,
since it impossible to model or measure all these contri-
butions, and since they may vary between experiments,
it is customary and beneficial to take a typical stationary
probability distribution of this added error, P (N).
We further assume, based on the central limit theo-
rem, that P (N) is a normal distribution with zero mean
and a standard deviation - ρ . Thus each measurement
is actually the sum of the true position and the nor-
mally distributed noise: xˆ(t) = x(t) + N(t) (throughout
this work, ’hats’ will represent quantities that include a
measurement error). An excellent analysis of the conse-
quences of this additional noise term to the estimation of
the anomalous exponent from MSDs is given in [34]. In
this analysis, the authors present the apparent anoma-
lous exponent, here designated αN (∆), and the typical
time-lag for which αN (∆) ≈ α. In this section we go a
step further and present a method to correct for this shift
in the anomalous exponent even for short measurement
time-lags (i.e. when αN (∆) < α ).
Using the fact that the localization error and the parti-
cle location are uncorrelated, the apparent MSD for the
i’th particle is given by [34] - δˆ2∆i = Di,αi∆
αi + 2ρ2.
Where we have added the subscript i to designate the
possible variability between measured particles and ex-
periments.
In order to extract the anomalous exponent one calcu-
lates what is commonly termed the dynamic functional,
ϕ, by taking the derivative of the logarithm of the MSD
according to the logarithm of time, ϕ =
∂ log δ2
∂ log ∆
. For
sub- and super-diffusion, one expects ϕ = α. However,
in the case described here, the added noise term will give
an erroneous anomalous exponent ,ϕ = αN [34]:
αN (∆) = α
1
1 + 2ρ2/(Dα∆α)
(2)
We find it instructive to present the relative error of the
measured dynamic functional, N = (αN−α)/α, in terms
of the quantities, δˆ2∆ and ρ. After a short manipulation
we find:
N = − 1
1 + (δˆ2∆ − 2ρ2)/2ρ2
(3)
From equation 2 and 3 several facts emerge. First of
all, the noise always works to lower the anomalous expo-
nent. Second, the error is time dependent. At very short
time intervals, ∆→ 0, we find N → −1 and αN(∆) → 0.
At long averaging intervals, the error becomes negligi-
ble and αN ≈ α (however statistical errors due to low
sampling are increased). In addition the relative error
is highly dependent on the true α value of the process -
which cannot be measured directly. Finally, αN does not
converge to α even for time lags in which the measured
(or even the true) MSD are above the noise level. For
example if δˆ2∆ is for times higher than 2ρ
2, N = 0.25,
i.e. a relative error of 25%.
Figure 1A shows the TAMSD of a single particle with
α = 0.5 and with noise of magnitude ρ = 1.2. The de-
viation from the theoretical prediction is seen clearly at
small ∆ values. Notice that as this is a single particle
track, it is not smooth. The prediction of equation 2
is presented in figure 1B together with the average dy-
namic functional calculated from ten individual tracks
and a clear fit is seen. We stress that averaging a large
quantity of tracks will not eliminate this systematic error
as it does not originate from limited sampling.
This systematic error can be significantly corrected
with simple experimental measures. Suppose a control
measurement is performed in order to assess the magni-
tude of the noise. This is actually a necessary step in
any experimental system and can be performed by var-
ious means. In live cell measurements, for example, the
measurement noise is sometimes classified by measuring
a chemically fixated cell [6]. The static particle data can
then be analysed to give the MSD of the localization er-
ror alone, 2ρ2c , which should be constant in time and is
expected to obey ρc ≈ ρ. Note that this control mea-
surement does not estimate effects such as motion blur.
However, these are typically much smaller in SPT exper-
iments, especially with short exposure times [31]. One
can also estimate ρc with the use of simulations [34]
After finding the magnitude of the noise, one can cal-
culate the noise corrected MSD,
ν(∆) = 〈δˆ2∆〉 − 2ρ2c (4)
The triangular brackets are an ensemble averaging on
the various trajectories. This ensemble averaging is cru-
cial due to the the random nature of both the stochas-
tic process and the localization error magnitude (which
varies between experiments). The variability may cause
the subtraction to result in negative values for individual
particle MSDs. Such negative values will prevent the cal-
culation of the dynamic functional since the logarithm of
a negative value is impossible in this context. Negative
values are quickly eliminated with ensemble averaging
4since 〈δˆ2∆〉 = 〈δ2∆〉 + 〈ρ2〉. Hence one finds ν(∆) ≈ 〈δˆ2∆〉
and for an an ensemble of particles with identical α val-
ues, ν(∆) ≈ 〈Dα∆α〉. Now, calculation of the dynamic
functional will give α without the effect of the localiza-
tion error.
This correction is applied to the previous simulations
and presented in figure 1A and B. It is clear that the
noise corrected MSD accurately retrieves the anomalous
exponent of the simulated process even when the noise
is of the same magnitude as the process MSD. This ex-
perimental scenario was previously impossible to study
without large errors. In theory, the noise corrected MSD
enables the measurement and analysis of anomalous dif-
fusion down to unlimited short time lags.
Notice that if α is varying between particles, this tech-
nique will still give 〈δ2∆〉 even though the relative error,
N can vary significantly between particles at each time
point.
B. Long time α deviation
When calculating the TAMSD of a single particle, for
large ∆ values or short tracks, there are not many time
points to average over. Hence the TAMSD suffers from
high variation and random errors [33]. These errors are
obvious for example in Figure 2A where it is impossible
to analyse the TAMSD after the first few time points.
A possible way to mitigate this problem in the case of
normal diffusion is to take the ensemble average of many
TAMSDs (EA-TAMSD) of different tracks,
〈
δ2∆
〉
. This
method is adequate for normal diffusion or for identical
particles, retrieving accurate average diffusion parame-
ters for the system.
It fails, however, for the general case of anomalous
diffusion where the tracers or their individual vicinity
are not identical. In other words, the ensemble average
TAMSD of a heterogeneous population does not repre-
sent the behaviour of the typical particle. As we show
below, the dynamic functional extracted from
〈
δ2∆
〉
is
different from the average anomalous exponent and shows
a time dependency.
We start by demonstrating the problem with a simple
case of two particles only. Assume that both of them
have a diffusion constant of D1,2α = 1 and that α2 > α1.
It is clear that the average anomalous exponent is α1+α22 .
However, the average TAMSD is ∆
α1+∆α2
2 (omitting the
Dα = 1). Upon extracting the dynamic functional from
this average TAMSD, one will find that at large time
lags, i.e. ∆ >> 1, the average MSD behaves according
to ϕ ≈ α2 while at ∆ << 1 the behaviour is governed by
ϕ ≈ α1 (figure 3).
In the general case, we assume a large ensemble of
particles with a normal distribution for α, with mean µα
and standard deviation σα. Since αi must be positive,
such a distribution must be limited at zero, i.e. αi > 0.
However, this limitation is negligible unless σα ' µα and
can be quantified, see appendix A. We also take Dα,i ∼
P (D) with an average µD. However, Dα,i and αi are not
correlated. As we will see later, the diffusion constants
do not affect the accurate extraction of the anomalous
exponent. This stems from our interest in the power law
behaviour at long times, dimming the diffusion constants
influence negligible. We also assume no measurement
error at this stage of our analysis.
One could come up with distributions of parameters
for which the approximation to a Gaussian fails at certain
conditions or perhaps even µα and µD do not exist. We
leave these distributions to future work and emphasize
that they are not the common experimental scenario.
For the above distribution of anomalous exponents,
with each trajectory behaving according to the theoret-
ical prediction δ2∆ = Dα,i∆
αi , then the distribution of
TAMSD is almost Log-Normal (see Appendix A). Taking
an integral over the distribution through a series of vari-
able changes we find that the ensemble averaged TAMSD
behaves according to:
〈
δ2∆
〉
= µD∆
µα · exp(1
2
σ2α ln
2(∆)) (5)
It is clear that there is a time dependent offset from the
average anomalous exponent µα. In order to find the time
dependent anomalous exponent,αS(∆), we again calcu-
late the dynamic functional (ϕ = αS). One finds an
effective average anomalous exponent of:
αS = µα + σ
2
α ln(∆) (6)
From equation 6 we find the difference in the dynamic
functional between two time lags. For ∆ and ∆0, and
defining dα = α(∆) − α(∆0) we find:
dα = σ
2
α ln(
∆
∆0
) (7)
Notice that dα is independent of the diffusion constant
and shows a logarithmic dependency on ∆.
To test this result, 1000 particles with a distribution
of individual anomalous exponents according to µα = 0.5
and σ2α = 0.2 were simulated for 1000 time points. The
retrieved distribution of anomalous exponents is shown
in Figure 2B. Two graphs of the MSDs of individual par-
ticles are shown in Figure 2A. The EA-TAMSD of the
ensemble is shown in Figure 2C. Notice that the time
lag and MSD are plotted on a logarithmic scale and a
sub-diffusive MSD is shown as a straight line with slope
α. Evidently, the EA-TAMSD has a varying slope, as
expected from equation 6. The dynamic functional ex-
tracted at each time-lag is seen in Figure 2D. It is clear
that the error in the dynamic functional grows linearly
with the logarithm of the time lags. Notice that these
simulations were preformed without the addition of mea-
surement noise, and thus the single source of systematic
error is the distribution of anomalous exponents.
5C. Extracting µα and σα for data without
localization error
The time dependency of the dynamic functional arises
from the attempt to compare between different powers of
time. Hence, one should try to directly average the ex-
ponent values while cancelling the exponential time de-
pendency of each trajectory. This can be done by av-
eraging between the logarithm of the exponential quan-
tities - creating a linear dependency in time. For this
purpose we present the logarithmic square displacement
(with ∆ = nτ as before):
ξ(∆) = log(
N−n∑
m=0
(x[(mτ + ∆]− x[mτ ])2
N − n ) (8)
For a process that shows anomalous TAMSDs, this
gives for each particle i, ξ(∆) = log(Dα,i) + αi log(∆).
Now, when taking the ensemble average, i.e. the Mean
Logarithmic Square Displacement (MLSD), the true av-
erage exponent is found -
〈ξ(∆)〉 = 〈log(Di)〉+ µα log(∆) (9)
And specifically, ϕ = µα for all times. The results of
the MLSD for the same ensemble of particles in Figure
2B is also presented in Figure 2C and D. The accurate
reconstruction of µα can be seen.
The MLSD gives more details about the anomalous
behaviour of the diffusing particles than just µα. One
can also extract the standard deviation of the individ-
ual anomalous exponents, σα, and thus characterize the
whole population.
At each time point, ∆ both the MLSD slope µα(∆)
and the ensemble averaged TAMSD slope αS(∆) are cal-
culated and the set of errors is extracted as a function of
∆:
i = α(∆)− αS(∆) (10)
This set can then be fitted against ln(∆) according to a
small manipulation of equation 7,
i = σ
2
α ln(∆)− σ2α ln(∆0) (11)
The slope of this fit is the variation of the anomalous
exponents, σ2α.
Two central issues should be emphasized. First, note
that both the MLSD and the ensemble averaged TAMSD
are similarly affected by the noise induced error, N .
Thus, the ∆i’s used for the fit can extend to small ∆ val-
ues, even though N might be significant. This greatly
increases the amount of points that can be used for the
fit.
Second, in some experimental scenarios, this technique
can be much more accurate than fitting each individ-
ual TAMSD to a power law. For example, if only a
small number of time points are measured, the individ-
ual TAMSDs are very erratic. Thus the ability to extract
individual anomalous exponents from each track is very
low.
To test this technique, 5000 particles with αi taken
from a normal distribution with mean µα = 0.6 and stan-
dard deviation σα = 0.15 were simulated. To further
complicate the analysis, a measurement noise of ρ = 1.5
was incorporated into the process. For each track, only
64 time points were taken, thus the ability to fit each
anomalous exponent is very low. Figure 4A shows the
histogram of the simulated αi values and the fitted ones.
Two errors are evident. The first is the very wide spread
of the fitted distribution, and the impossible negative
values found in some cases. Actually, the standard devi-
ation of the fitted αi’s was σ
ind
α = 0.37, an error of 150%.
The second error is the shift of the peak value due to the
measurement noise to an average value of 0.4.
Figure 4B presents the extraction of σα with the use
of the MSD and MLSD. The measurement noise causes
the dynamic functional found for the MLSD to be well
below the average value of µα = 0.6. This however does
not affect the result, as the standard deviation of alpha
values was found to be σnewα = 0.16, an error of only 7%.
We see that the MSD error estimation technique extracts
σα even for short, noisy trajectories, a task not possible
previously. In the next section we show how to correct
for the localization error and find µα in addition to σα.
D. General methodology for noisy and
heterogeneous trajectories
We now combine the previous conclusions into a gen-
eral methodology for the analysis of an ensemble of
anomalously diffusing, heterogeneous particles. These
particles are measured with an inherent localization error
and the goal is to characterise the distribution of anoma-
lous exponents (i.e. µα and σα). The procedure includes
the following steps:
1. Measure the trajectories of all particles and calcu-
late for each i’th particle its TAMSD, δ2∆,i.
2. Using a control measurement or simulation , ex-
tract the standard deviation of the localization er-
ror, ρc.
3. For a set of time-lags {∆j} (we find that seven
equally spaced time lags are sufficient for a
thousand time point trajectory) calculate the lo-
cal dynamic functional of the ensemble averaged
TAMSD, αS(∆j) (equation 6), and the slope of the
MLSD from equation 9 (notice that due to measure-
ment noise this is not µα(∆) but rather includes an
error according to equation 3).
4. Using equations 10 and 11 find the standard devia-
tion of anomalous exponents, σα and the parameter
∆0.
65. Calculate the noise corrected MSD ν(∆), equation
4.
6. The final corrected average particle MSD is found
by dividing ν(∆) by ∆
dα for which we have all pa-
rameters , see equation 7:
νc(∆) =
ν(∆)
∆dα
(12)
7. Finally one calculates the slope of νc(∆) and finds
µα(∆) with out the error of the measurement noise
or ensemble heterogeneity.
An assumption is made that σα is constant with time-
lag. If for example there is an increase of σα then one
would find a non linear dependency in equation 11 on
ln ∆. In such case a deeper analysis of the time-lag de-
pendency will be needed.
This procedure was implemented for a set of 1000 par-
ticles, measured at 1024 time points, with µα = 0.6 and
σα = 0.2. In addition, a measurement noise with stan-
dard deviation ρ = 1.5 was added. Here too, the analysis
of individual trajectories is bound to suffer from random
errors.
First, the ensemble distribution error, dα was extracted
by comparing the MSD to the MLSD as stated above.
Then,ν(∆), was calculated for each time point. Finally,
equation 12 was used to find νc(∆). The uncorrected en-
semble averaged TAMSD,
〈
δˆ2∆
〉
and νc(∆) are both pre-
sented in Figure 5A with the theoretical TAMSD of the
average particle. The significant improvement is clear.
Finally, Figure 5B shows the dynamic functional at each
time point of both the uncorrected MSD and the final
noise and variation corrected MSD, again a significant
improvement is seen.
E. Experimental application example
In order to test our proposed analysis method on ac-
tual experimental data, we set to characterize the diffu-
sion of telomeres (the ends of the chromosomes, [36]) in
the nucleus of 3T3 mouse embryonic fibroblast cells. The
measurements were performed by standard confocal mi-
croscopy, according to the same protocol previously pub-
lished in [6]. In short, cells are transiently transfected
with a plasmid coding for a merged TRF1-GFP protein.
These proteins are integrated into the sheltrin complex
surrounding each telomere, thus enabling the tracking of
approximately a dozen telomeres per cell. We measure
two time regimes - a fast regime spanning 100 seconds at
2Hz (200 time points) and a slow regime up to 30 min-
utes with 100 time points. The motion of telomeres has
been previously identified as obeying fractional Brownian
motion [27, 28].
As with the individual simulated trajectories in fig-
ure 2A no information could be extracted after the first
few time-lags and any result for the anomalous exponent
is highly dependent on the specific time lags taken for
the fitting. An ensemble averaging of the TAMSD was
performed, and is presented in figure 6. Such a naive
analysis would conclude that the typical anomalous ex-
ponent is time dependent (from α = 0.24 to α = 0.65)
and no information regarding the individual telomeres is
obtained.
Following the steps of our proposed algorithm we first
quantify the measurement noise in our system and find
it to be 2ρc = 2.3 · 10−4µm2 for the short time regime
and 2ρc = 5 ·10−4µm2 for the long time regime. We then
calculate the differences between the regular EA-TAMSD
and the MLSD. We find that for the short and long time
regimes, σ = 0.1,∆0 = 0.8 seconds and σ = 0.2,∆0 = 27
seconds, respectively.
According to the last stage of our methodology, for
each time regime we subtract the noise term from the
regular EA-TAMSD and divide by the correction term
from equation 7. The final corrected average particle
MSD is also presented in figure 6. The resulting anoma-
lous exponent is almost constant in time, µα = 0.4±0.04
(standard deviation) and the two time regimes are con-
tinuous. No significant time dependency is found and the
heterogeneity of the individual MSDs is quantified.
We suggest that the heterogeneity in the anomalous
exponents originates in a combination of a true biophys-
ical distribution and a statistical randomness due to the
short trajectories. A comparison with an ensemble of
simulated FBM processes with α = 0.4 may show the
relative roles of these two origins.
It should be noted that the original MSD and the in-
dividual single particle MSDs could not give accurate in-
formation regarding the distributions of the anomalous
exponents at the short time regime even though they are
above the experimental noise. This originates from equa-
tion 3 which shows that the noise induced error propa-
gates into large time lags. This highlights the impor-
tance of always correcting for experimental noise. In ad-
dition, it was impossible to assess all longer time-lags of
the MSDs due to their erratic behaviour. Evidently, our
proposed technique manages to deal with all these effects.
CONCLUSIONS
In this work we have studied two types of systematic
errors in the estimation of anomalous diffusion MSDs,
that may hinder attempts to accurately characterise such
diffusive systems. These errors, which are the common
situation for biophysics, cannot be corrected by increas-
ing the amount of averaged particle locations (either by
longer measurements, faster acquisition rates or more
particle trajectories). Rather, they are inherent to noisy,
heterogeneous systems. Such systematic errors can lead
to erroneous conclusions about the physical and biologi-
cal nature of the system.
We have devised an experimentally applicable step-
wise methodology to overcome the effects of measure-
7ment noise and ensemble heterogeneity and extract both
the average anomalous exponent and the standard de-
viation around it. Our methodology was developed for
sub and super diffusive ergodic processes such as FBM or
obstructed diffusion, under the assumptions of normally
distributed measurement error, and a normal distribu-
tion of anomalous exponents among tracked particles. Of
course, for parameter distributions far from a Gaussian
shape this technique will show deteriorated accuracy.
Every experimental measurement has a finite accuracy
and incorporates some degree of uncertainty. In SPT
experiments, the location of the tracked particle is known
up to a random noise term. As was shown before [34], this
added noise causes a systematic decrease of the measured
anomalous exponent, even when the true MSD is much
larger than the noise. We have shown how to quantify
and correct this error with simple control experiments for
any time-lag, even when the error is significant.
Heterogeneity in biology may stem from a variety of
reasons. First and foremost, individual cells vary from
each other and even inside each cell, each tracked parti-
cle may experience different surroundings, especially in
finite time measurements. In addition, biological tracers
may differ in their properties and a central goal of the
study is to characterize the distribution of parameters in
the system. This is also true regarding the anomalous
exponents of the individual particles. However, when
analysing short tracks, it is difficult to accurately iden-
tify the parameters of single particles individually, since
the small amount of time-points introduces large errors.
Hence, one aspires to reach conclusions from studying en-
semble averaged quantities such as the ensemble averaged
TAMSD.
We have shown that the distribution of anomalous ex-
ponents creates a time-dependent systematic error in the
extraction of the average anomalous exponent from the
ensemble averaged TAMSD. By using the newly defined
MLSD, this error can be corrected.
With the methodology to combine the noise and the
ensemble heterogeneity corrections an accurate MSD of
the average particle behaviour is achieved (i.e. the aver-
age diffusion coefficient and anomalous exponent). This
corrected average MSD suffers less random errors due to
the large amount of points averaged upon and does not
suffer from the systematic errors of the original ensemble
averaged TAMSD. Since this technique gives both the
average anomalous exponent and its variance, the whole
distribution of anomalous exponents is characterized in
a much more accurate way than possible before.
We have also implemented this methodology on exper-
imental results of telomere subdiffusion in 3T3 cells. This
system was impossible to accurately analyse by individu-
ally fitting particle TAMSDs. Also, a naive analysis using
only the ensemble averaged TAMSD would have led to
erroneous results of a time dependent anomalous expo-
nent due to measurement noise and heterogeneity of the
population. By applying our methodology we where able
to characterise the whole distribution of anomalous expo-
nents. Telomeres where shown to have a constant anoma-
lous exponent distributed around the average value of
µα = 0.4.
The ability to characterise the whole distribution from
ensemble averaged quantities was shown to work even for
extremely short trajectories, where single particle analy-
sis failed completely. Another option is to measure more
data points, however this is usually a complicated ex-
perimental challenge which demands more complex and
expensive equipment. Our proposed technique enables to
improve the characterisation of the single particle distri-
bution by measuring more particles and not longer tra-
jectories. Thus it carries high potential to reduce exper-
imental costs and complexity.
Quantification of the distribution of anomalous
exponents,σα, can shed light on the biophysical function
of the system. Since the ensemble includes particles with
high anomalous exponents in addition to particles with
low exponents, the ensemble covers a larger area than
would be expected if all particles behaved according to
the average particle. At the same time, particles with low
anomalous exponents tend to stay more localized around
the origin of the motion. Thus the first group acts as
searchers of distant targets while the second group raises
the efficiency of interaction near the origin. We therefore
see that a distribution of anomalous exponents can be
beneficial in various sceneries of biological signalling and
interactions.
The growing number of studies in live cells, new tracer
families, faster acquisition rates and larger quantities of
tracers per experiment will enable the development of
novel biophysical theories. The correct extraction of pa-
rameters from the measured data is essential for these
theories to be accurate and act as useful predictors of bi-
ological processes. Using the tools described herein will
enable to better characterize SPT results which in turn
will no doubt improve our understanding of biophysical
systems, and help to formulate better theoretical models
for their description.
MATERIALS AND METHODS
Cell growth and measurement
Cell growth, preparation and measurement were per-
formed with the same equipment and guide lines as was
previously published in [6], with a few modifications due
to the use of 3T3 mouse embryonic fibroblast cells in-
stead of human U2OS osterosarcoma cells. Specifically,
cells where grown in a high glucose medium (4.5 %).
Transfection with the TRF1-GFP plasmid was performed
through a standard electrophoresis protocol (BioRad,
160V, 1200µF, inf Ω, 4mm cuvette). Cells were imaged
using an inverted Olympus IX-81 fluorescence microscope
(UPLSAPO Objective lens 60x, NA=1.35) coupled to a
FV-1000 confocal setup (Olympus). For fast measure-
ments (2Hz, 200 time points) only a single focal plane
8was imaged. At times longer than ∼ 1 minute the cells
begin to migrate and rotate. Thus a full three dimen-
sional scan was performed in order to correct the telom-
eres positions for this motion. Image analysis was done
with the Imaris image analysis software package.
Simulation of FBM
Particle tracks where simulated using the MATLAB
wfbm function. Each path i was built for N time points
with a random Hurst index, Hi, taken from a distribu-
tion with mean µα and variance σ
2
α (for FBM, 2H = α).
The paths were then down-sampled by a factor of 16
to give T time points. This down-sampling removes
high frequency errors in the data. Wfbm uses the al-
gorithm developed by Sellan and Meyer [37], and thus
the simulated diffusion constant of each particle obeys
Dα,i = Γ(1 − α)Cos(piα/2)piα/2 . In order to simulate paths
with a minimal correlation between αi and Dα,i each
path was multiplied by
√
Γ(1− α)Sin(piα/2). Since
Γ(1− α)Γ(1− α)Sin(piα/2)Cos(piα/2)piα/2 = 1 this significantly
reduces the correlation. Measurement noise was simu-
lated by adding a random noise increment Ni,(t) to each
track at each time point. This increment was taken from
a stationary normal distribution with a mean of zero and
a variance of ρ2 according to the requested noise scenario.
Path analysis
Since the purpose of this article is to present new meth-
ods for the analysis of anomalous processes, the analysis
of simulated data was performed as if no prior data was
available. Specifically, a separate Mathematica program
was written, which analysed the “experimental” paths
only with the help of another set of simulated “experi-
mental noise” paths with the same ρ2 variance and no
FBM process.
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APPENDIX A - CALCULATION TAMSD
DISTRIBUTION AND α > 0 INFLUENCE
Assuming a normal distribution of α, with mean µ and
standard deviation σ than, z = eα has a log normal
distribution. Thus P (z) = (
√
2piσz)−1 · exp(−(ln(z) −
µ)2/2σ2). We are interested in the distribuion of the
TAMSD y ≡ δˆ2 = ∆α. Using y = ∆ln(z) and elog∆(y)ln(t) dy =
dz we find:
P (y)dy =
exp(− (ln(y)−µ ln(∆))2
2σ2 ln2(∆)
)
√
2piσy ln(∆)
In order to find the ensemble averaged TAMSD, 〈δˆ2〉
simply calculate the average y. We find the result of
equation 5:
∆µ · exp(1
2
σ2 ln2(∆))
While we assume a normal distribution for the anoma-
lous exponent, one must take care due to the limitation
of α > 0. It can be shown that for a random variable
α normally distributed with mean µ and standard devi-
ation σ, the limitation of α > 0 causes the true mean of
the distribution to become µ˜ = µ+
(
√
2/piσ) exp(µ2/(2σ2))
1+Erf [µ/(
√
2σ)]
.
Where Erf is the error function.
Taking again y = ∆α, then the average y is yˆ =
∆µ ·exp[σ2α ln(∆)] ·
1+Erf [
µ+σ2 ln(∆)√
2σ
]
1+Erf [ µ√
2σ
] . We see that we have
received the same value as in equation 5 multiplied by a
correction term,C. This correction term is greater than
unity for all ∆ > 0. However, unless µ ∼ σ, it’s influence
is extremely small.
In more detail, designate a ≡ µ/(√2σ) and b ≡
σ ln(∆)/
√
2. Remembering that Erf(a+ b) = Erf(a) +
2e−a
2
b√
pi
+ O[b2] we find that C ≈ 1 + 2e
−a2b√
pi(1 + Erf(a))
.
Therefore, the correction diminishes exponentially with
the ratio of µ to σ.
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FIGURE LEGENDS
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FIG. 1. Noise causes a systematic error in TAMSDs.
Trajectories of 211 time points were simulated with α = 0.5
together with a localization error of ρ = 1.2. A) The TAMSD
(squares) and noise corrected MSD (circles) of one of these
trajectories are shown together with the theoretical TAMSD
without measurement noise (dashed rising line). The noise
TAMSD is shown as a parallel continues line. As predicted,
the regular TAMSD shows an increasing error at small ∆
while the noise corrected MSD presents a good fit. B)The
dynamic functional of the TAMSD (squares) was calculated
at various time points and was found to follow the predicted
erroneous values (dashed line). The dynamic functional of the
noise corrected MSD (circles) on the other hand closely follows
the simulated anomalous exponent (continuous line, dotted
lines are ±10% of α). Since a finite amount of time-points
is used for each TAMSD, values of ϕ vary slightly between
individual MSDs. The presented points are the average value
with standard error bars.
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FIG. 2. (color online) Correction of the ensemble
variation error. For 210 particles, an anomalous exponent
was taken from a normal distribution with µα = 0.5 and
σα = 0.2. 2
10 time points were taken for each trajectory.
A)The TAMSDs of two representative particles are shown.
The roughness of the path and random deviations from a
straight line can be seen. B)The histogram of α values simu-
lated. C) The regular EA-TAMSD (circles, blue), the MLSD
(squares, red) and the theoretical prediction for the average
particle (dashed red line). The deviating slope of the MSD
can be seen while the MLSD is parallel to the theoretical aver-
age particle (compare slope of red squares and blue circles to
dashed line). D) The dynamic functional was calculated for
the EA-TAMSD (circles, blue) and MLSD (squares, red) at
constant intervals on the logarithmic scale. The EA-TAMSD
dynamic functional is linearly increasing (dashed blue line),
while the MLSD is around the simulated µα = 0.5 (red line).
Dotted black lines denote 10% errors from µα.
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FIG. 3. An illustration of a heterogeneity induced
time dependent anomalous exponent. For two particles
with the same diffusion coefficient and α2 > α1, the ensemble
averaged TAMSD shows a time dependent anomalous expo-
nent (Black line). Notice that this is a log-log scale, and so
the dynamic functional ϕ (equal to the instantaneous anoma-
lous exponent) is the slope of the graph. The dotted line
represents the expected MSD according to the average expo-
nent,
α1 + α2
2
. Naively studying the ensemble averaged MSD
would lead to the conclusion of a time dependent anomalous
exponent.
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FIG. 4. Finding the standard deviation of anomalous
exponents. 5000 short trajectories (64 time points), were
simulated with µα = 0.6 and σα = 0.15. In addition an
experimental noise of ρ = 1.5 was added. A) Trying to find
the anomalous exponent for each track individually fails, as
a much wider distribution (gray) is found - σindα = 0.37, an
error of 150 % - with an offset towards lower values, compared
to the simulated values (black). B) For 12 time points, the
dynamic functional of the EA-TAMSD (square) and MLSD
(circle) is calculated. Even though they are both under the
simulated average (straight line), the differences can be fitted
to a straight line on a logarithmic scale (inset). The resulting
standard deviation found was σα = 0.16, an error of 7%.
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FIG. 5. Constructing the average particle MSD. 1000
trajectories of 210 time points were simulated with µα = 0.6,
σα = 0.2 and an additional noise of ρ = 1.5 (dotted line).
A) The EA-TAMSD (gray) shows strong deviations both in
short and long times. The corrected average MSD (νc, black
squares) is almost identical to the theoretical average parti-
cle (dashed line). B) Calculating the dynamic functional for
the EA-TAMSD (gray) and νc (black) shows the dramatic
improvement. Black continuous line is the ensemble average,
µα = 0.6, dashed gray line is the noise induced error and black
dotted lines are 10% errors from µα
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FIG. 6. (color online) Analysis of telomere diffu-
sion in 3T3 cells. The ensemble averaged TAMSD (blue
squares) showed a time dependent dynamic functional (slope
of the graph on a log-log scale). The shortest times displayed
ϕ = 0.24 while the longest times ϕ = 0.65. Notice that
the noise level (dotted black lines) is significantly lower than
the MSD. Applying the full analysis algorithm (red circles),
i.e. correcting for both the measurement noise and ensemble
heterogeneity gave a constant average anomalous exponent
of µα = 0.4 ± 0.04 and an ensemble standard deviation of
σα = 0.1 and σα = 0.2 for the short and long time measure-
ments respectively. This spread may result from biophysical
or statistical reasons.
