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3Abstract
We present an interpolation between the bosonic and fermionic relations. This
interpolation is given by an object which we call ‘generalized Brownian motion’
and which is characterized by a generalization of the pairing rule for the calculation
of the moments of bosonic and fermionic fields. We develop some basic theory for
such generalized Brownian motions and consider more closely one example, which
turns out to be intimately connected with Voiculescu’s concept of ‘free product’.
41. Introduction
We shall present here an interpolation between the bosonic and fermionic re-
lations. Such interpolations have attracted some attention in connection with
quantum groups, comp., e.g., [Gre,Fiv,LPo].
As in [BSp1], where we considered another example of such an interpolation,
our work is motivated from a probabalistic point of view. Thus we are led to
objects which we call ‘generalized Brownian motions’. We shall now give a short
survey on our probabalistic motivation and develop some general theory on these
generalized Brownian motions, whereas, in Sect. 3, we shall give the construction
of our special interpolation.
In non-commutative (quantum) probability theory we are in search of non-
commutative generalizations of the classical probabilistic notions and concepts. In
particular, we are interested in generalizations of processes with independent and
stationary increments (‘white noises’ or ‘Brownian motions’) and the correspond-
ing stochastic integration theories (Ito-formulas). There are some general theories
on these objects [AFQ,KPr,Ku¨m1], but we believe that at the moment we are in
need of some more concrete examples of such white noises in order to get a feeling
for the typical properties and difficulties arising in this field, before we can hope
to develop the general theory any further.
In [BSp1,2] we started the construction of such special examples of Brownian
motions. Here, we shall present another example. All our examples belong to
a more general class of Brownian motions, which arise on one hand via some
general central limit theorem relying on the notion of ‘generalized independence’
of Ku¨mmerer [Ku¨m2] and which on the other hand are motivated by the fact, that
the moments of classical Brownian motion can be calculated by pair partitions. We
can characterize our class of Brownian motions by a generalization of this pairing in
the following formal way: Let t→ ω(t) be our non-commutative Brownian motion
and consider its ‘increments’ ω(f) =
∫
f(t)dω(t) for f ∈ L2(R). Then we want to
define a state ρt on the ∗-algebra generated by all ω(f) (with ω(f)∗ = ω(f¯)) by
the following ‘pairing prescription’:
ρt[ω(f1) . . . ω(fn)] =
{
0, if n odd∑
V={V1,...,Vr} ρ[V1] . . . ρ[Vr] · t(V), if n = 2r,
where the sum runs over all 2-partitions (pairings) of {1, . . . , 2r} into sets V1,
. . . , Vr, each consisting of two elements, and where ρ[V ] denotes < f¯i, fj > for
V = (i, j), and t is some function on the set of all 2-partitions. The specification
of t thus determines the concrete structure of our Brownian motion. The main
problem in this context is to decide whether the linear functional ρt is positive,
i.e. whether it is indeed a state. If this is the case, then we shall call t ‘positive
definite’. Note that this is a quite indirect definition, but till now we have not
been able to connect the positivity of t with some algebraic structure on the set
of partitions itself.
In [BSp1] we examined one special choice for t = tˆµ, namely there tˆµ(V) was
defined with the help of the number of crossings of the partition V and we could
reduce the positivity of ρt to a question on positive definiteness of some function on
the permutation groups Sr. The resulting family of Brownian motions was given
by operators c(f) which fulfill the relations c(f)c∗(g) − µc∗(g)c(f) =< f, g > 1
5and give for µ varying between -1 and 1 an interpolation between the fermionic
and bosonic relations (comp. also [BSp2,Spe3,Gre,Fiv,Zag]).
Here, we shall consider another choice for t, namely we define it with the help
of the number of connected components of the partitions. In this case a reduction
to the permutation groups Sr is not possible.
In the next section we define the notion of ‘positive definite function’ for 2-
partitions and develop some basic theory for such functions. In particular, we
show that this class of functions is closed under pointwise multiplication. In Sect.
3 we examine our special example t = tq, defined with the help of the number
of connected components of the 2-partition and depending on some parameter q.
We show the positive definiteness of tq for 0 ≤ q ≤ 1 by giving a ‘Fock space’
representation of the corresponding Brownian motion. We also extend, in Sect. 5,
the definition of tq to negative q and find some connection with our concept of ψ-
independence [BSp3]. In Sect. 4 we show that our Brownian motion is intimately
connected with Voiculescu’s concepts of ‘free product’ and ‘free convolution’.
Since t1 gives rise to the bosonic relations and t−1 corresponds to the fermionic
relations we get in this way again an interpolation between these two cases (in-
cluding the free case [Spe1,Voi1,Maa,KSp], which corresponds to t0).
2. General theory of positive definite functions on 2-partitions
We want to define Brownian motions given by special states with the help of
pairing prescriptions. Our objects of interest consist thus of pairs (A, ρ), where
A is a unital ∗-algebra and ρ some special state on A. By a state ρ on a unital
∗-algebra A we will always mean a positive (ρ(aa∗) ≥ 0 for all a ∈ A), hermitean
(ρ(a∗) = ρ(a) for all a ∈ A), and unital (ρ(1) = 1) linear functional on A. In
the following H will always be an infinite dimensional separable complex Hilbert
space with an involution f 7→ f¯ . A canonical choice would be H = L2(R) with
f¯(x) = f(x). Now we choose as A the free unital ∗-algebra generated by generators
ω(f) and ω(f)∗ for all f ∈ H, divided by the relations (λ, µ ∈ C, f, g ∈ H)
ω(λf + µg) = λω(f) + µω(g)
ω(f)∗ = ω(f¯),
i.e. A is the tensor algebra over H (with the canonical embedding ω : H →
A, f 7→ ω(f)), made to a ∗-algebra by putting ω(f)∗ = ω(f¯). We have a natural
topology on A ∼=⊕n≥0H⊗n which is given by the (full Fock space) scalar product
< ω(f1) . . . ω(fn), ω(g1) . . . ω(gm) >= δnm < f1, g1 > · · · < fn, gn > .
In the following we will also use some special subalgebras A0 of A of the following
form: Choose an orthonormal basis {fi} of H with f¯i = fi and put ωi := ω(fi).
Then we denote by A0 = 〈{ωi}〉 the unital ∗-subalgebra ofA generated by ωi = ω∗i .
By {ωi | i ∈ N} we shall always denote a set of such generators ωi = ω(fi), where
{fi | i ∈ N} is some orthonormal basis of H as above. Since we are only interested
in states ρ on A which are continuous in the natural topology, ρ is determined by
its restriction to such a subalgebra A0 = 〈{ωi}〉.
6For the definition of our special states ρ on A we need some preliminaries about
2-partitions of sets. Let S be an ordered set. Then we denote by P2(S) the set
of all 2-partitions of S, i.e. V ∈ P2(S) if V = {V1, . . . , Vr} where each Vi is an
ordered set containing exactly two elements, i.e. it has the form Vi = (k, l) with
k, l ∈ S and k < l, such that all Vi are disjoint and their union is S. In particular,
we must have #S = 2r, hence we shall always assume that S has an even number
of elements in order to have P2(S) 6= ∅. Since only the order of S is important,
it is in this respect equivalent to (1, 2, . . . ,#S). We shall use in the following this
identification freely. In particular, functions on P2(1, . . . , n) extend canonically to
functions on P2(S) for all ordered S with #S = n. In the next section we shall also
use the set of inversions I(V) of a 2-partition V = {V1, . . . , Vr} ∈ P2(1, . . . , 2r). If
we write Vi = (ki, li), then it is defined as
I(V) := {(i, j) | ki < kj < li < lj}.
Furthermore, for a 2-partition V ∈ P2(1, . . . , 2r) we denote by V∗ ∈ P2(1, . . . , 2r)
its ‘adjoint’ which is given by reversing the order of (1, . . . , 2r), i.e. for V =
{(k1, l1), . . . , (kr, lr)} we have
V∗ := {(2r + 1− l1, 2r + 1− k1), . . . , (2r+ 1− lr, 2r + 1− kr)}.
Given a complex-valued function t on P2(∞) :=
⋃∞
r=1 P2(1, . . . , 2r), we define
now a state ρ = ρt on A by linear extension of ρt[1] = 1 and (for all n ∈ N and
all f1, . . . , fn ∈ H)
ρt[ω(f1) . . . ω(fn)] =
{
0, if n odd∑
V={V1,...,Vr}
∈P2(1,...,2r)
ρ[V1] . . . ρ[Vr] · t(V), if n = 2r,
where, for V = (k, l), we put
ρt[V ] = ρ[V ] = ρ[ω(fk)ω(fl)] =< f¯k, fl > .
Note that such states ρt are continuous on A.
The motivation for this definition comes essentially from the following general
form of a central limit theorem. Another motivation can be found in [Spe3], where
such states appear as models for the description of statistics of macroscopic fields.
Theorem 0. Let B be an unital ∗-algebra equipped with a state ϕ. Consider self-
adjoint elements bi = b
∗
i ∈ B (i ∈ N) which fulfill the following assumptions:
i) We have ϕ(bi(1) . . . bi(n)) = 0 for all n ∈ N and all i(1), . . . , i(n) ∈ N with the
property that one of the i(k) is different from all others, i.e. such that there exists
a k (1 ≤ k ≤ n) with i(l) 6= i(k) for all l 6= k.
ii) We have an invariance of moments under permutations, i.e. for each permu-
tation π of the natural numbers we have
ϕ(bi(1) . . . bi(n)) = ϕ(bπ(i(1)) . . . bπ(i(n)))
for all n ∈ N and all i(1), . . . , i(n) ∈ N.
1) Now consider for each N ∈ N
SN :=
b1 + · · ·+ bN√
N
.
7Then, for all n ∈ N,
lim
N→∞
ϕ(SnN ) =
{
0, if n odd∑
V∈P2(1,...,2r) t(V), if n = 2r,
where the function t is given by the common value t(V) := ϕ(bi(1) . . . bi(2r)) of all
index-tuples (i(1), . . . , i(2r)) with the property that (with V = {V1, . . . , Vr})
i(k) = i(l) ⇐⇒ there exists a j, such that k, l ∈ Vj .
2) More generally, consider for all s, t ∈ R with s < t and all N ∈ N
SN (s, t) :=
1√
N
[t·N ]∑
i=[s·N ]+1
bi.
Then, for all n ∈ N and all si, ti ∈ R with si < ti, we have
lim
N→∞
ϕ(SN (s1, t1) . . . SN (sn, tn)) = 0
for n odd, and otherwise (n = 2r)
lim
N→∞
ϕ(SN (s1, t1) . . . SN (sn, tn)) =
=
∑
V∈P2(1,...,2r)
< χ(sk1 ,tk1), χ(sl1 ,tl1 ) > · · · < χ(skr ,tkr ), χ(slr ,tlr ) > t(V),
where V = {V1, . . . , Vr} with Vi = (ki, li) (where ki < li) and χ(s,t) ∈ L2(R) is the
characteristic function of the interval (s, t) ⊂ R.
The proof goes along the same lines as the proofs of the central limit theorems
in [Spe1,Spe2], our assumptions guarantee the applicability of the arguments used
there and we refer to these references for details. This kind of central limit theorem
can essentially be traced back to [GvW,vWa].
One should think of this theorem in the following way: Let, for each i ∈ N,
Bi := 〈{bi}〉 be the ∗-algebra generated by bi. Then B should be considered as a
‘product’ of the Bi, which are lying as ‘independent’ subalgebras in B. Of course,
the notion of ‘independence’ is quite subtle and we have to make some comments
on this in the following.
Guided by the notion of ‘independence’ of Ku¨mmerer [Ku¨m2] we want to have
some factorization properties for our states ρt, which are guaranteed if we request
the corresponding properties of the function t. There are different possibilities for
the notion of independence. The weakest form for a state ρ on A would be the
following factorization:
ρ[ω(f1) . . . ω(fk)ω(fk+1) . . . ω(fn)] = ρ[ω(f1) . . . ω(fk)] · ρ[ω(fk+1) . . . ω(fn)]
for all k, n ∈ N with k < n and all f1, . . . , fn ∈ H such that
< f¯i, fj >= 0 for all i = 1, . . . , k and j = k + 1, . . . , n.
8A stronger requirement, namely the factorizing of pyramidal products, is
ρ[ω(f1) . . . ω(fk)ω(fk+1) . . . ω(fl)ω(fl+1) . . . ω(fn)] =
= ρ[ω(fk+1) . . . ω(fl)] · ρ[ω(f1) . . . ω(fk)ω(fl+1) . . . ω(fn)]
for all k, l, n ∈ N with k < l < n and all f1, . . . , fn ∈ H such that
< f¯i, fj >= 0 for all i = 1, . . . , k, l+ 1, . . . , n and j = k + 1, . . . , l.
The translation of these requirements for ρt to the function t is given in the
following definition.
Definition. i) A function t on P2(∞) is called weakly multiplicative, if we have for
all k, n ∈ N with k < n and all V1 ∈ P2(1, . . . , k) and V2 ∈ P2(k + 1, . . . , n)
t(V1 ∪ V2) = t(V1) · t(V2).
ii) A function t on P2(∞) is called multiplicative, if we have for all k, l, n ∈ N with
k < l < n and all V1 ∈ P2(1, . . . , k, l+ 1, . . . , n) and V2 ∈ P2(k + 1, . . . , l)
t(V1 ∪ V2) = t(V1) · t(V2).
It is easy to see that ρt has the pyramidal factorization property, if t is multi-
plicative (and the same for weak factorization property and weak multiplicativity).
Example. For S = (1, 2, 3, 4) we have three 2-partitions, namely
V1 = {(1, 2), (3, 4)}, V2 = {(1, 3), (2, 4)}, V3 = {(1, 4), (2, 3)}.
Weak multiplicativity gives
t(V1) = t(1, 2) · t(3, 4) = t(1, 2) · t(1, 2),
where V = {(1, 2)} is the unique 2-partition of the set (1, 2). Strong multiplicativ-
ity gives the additional requirement
t(V3) = t(1, 4) · t(2, 3) = t(1, 2) · t(1, 2) = t(V1).
For V2 there is no equation for a reduction.
We would like to have for our Brownian motions the pyramidal factorization
property, thus we shall only consider multiplicative t. Of course, ρt is only of any
use, if it is a state.
Definition. A multiplicative t : P2(∞)→ C is called positive definite, if ρt, given
by ρt[1] = 1 and
ρt[ω(f1) . . . ω(fn)] =
{
0, if n odd∑
V={V1,...,Vr}
∈P2(1,...,2r)
ρ[V1] . . . ρ[Vr] · t(V), if n = 2r,
is positive on A.
9Note that positivity of ρt implies that t is hermitian, i.e. t(V∗) = t(V).
The above definition is quite indirect and one would like to characterize positive
definiteness in terms of some algebraic structure of P2(∞). But till now we have
not been able to suceed in doing so.
Note that because of the continuity of the ρt it suffices to have positivity for
the restriction of ρt to A0 = 〈{ωi}〉 for an arbitrary set of generators {ωi | i ∈ N}.
We shall now go on to derive some general properties of positive definite t, which
will show that the assigning of the same name as in the group case (see, e.g., [PaS])
is not an arbitrary act, but that there are indeed some similarities. Furthermore,
this general theory will also be of some use in the next section, where we shall
consider our special example of positive definite t.
First of all, one should notice that all permutation groups Sr are contained in
P2(∞) via
Sr ∋ π 7→ Vπ ∈ P2(1, . . . , 2r),
where Vπ := {(i, 2r + 1− π(i)) | i = 1, . . . , r}. Thus a function t on P2(∞) gives
via restriction also a function on Sr.
Theorem 1. Let t be a positive definite function on P2(∞). Then, for all r ∈ N,
the restriction of t to Sr is also positive definite (in the usual sense).
Proof. Let h : Sr → C be an arbitrary function. Then we have to show∑
π,σ∈Sr
t(σ−1π)h(π)h(σ) ≥ 0.
Now let us take some generators ωi = ω
∗
i (i = 1, . . . , r) and put
a :=
∑
π∈Sr
h(π)ωπ(1) . . . ωπ(r).
The assumed positivity of ρt gives
ρt[aa
∗] =
∑
π,σ∈Sr
h(π)h(σ)ρt[ωπ(1) . . . ωπ(r)ωσ(r) . . . ωσ(1)] ≥ 0.
Since
ρt[ωπ(1) . . . ωπ(r)ωσ(r) . . . ωσ(1)] = ρt[ωσ−1π(1) . . . ωσ−1π(r)ωr . . . ω1] = t(σ
−1π)
we get the assertion.
♦
Note that Sr is only a small part of P2(1, . . . , 2r), and that in general it is not
sufficient for some function t on P2(∞) to be positive definite that its restriction
to all Sr is positive definite. We also do not know whether there is some canonical
procedure to extend a collection of positive definite functions on all Sr to some
positive definite function on P2(∞).
Remark. One might think of the following extension procedure (inspired by our
work in [BSp1]): Introduce in the full Fock space F(H) of H a new scalar product
by
< f1 ⊗ · · · ⊗ fn, g1 ⊗ · · · ⊗ gm >t:= δnm
∑
π∈Sn
< f1, gπ(1) > · · · < fn, gπ(n) > t(π)
10
and write ω(f) := c∗(f) + c(f¯), where c∗(f) = l∗(f) is the usual left creation
operator (cf. [Eva,Voi1]) and c(f) is its adjoint with respect to the new scalar
product. If we take now for ρ the vacuum expectation state then this gives of
course some positive definite function on P2(∞), but this extension is usually not
the ‘right’ one, cf. the corresponding remark for our example in the next section.
Next, we prove an important technical fact, which tells us that the positive def-
initeness of t depends merely on the values of ρt on such moments ω(f1) . . . ω(fn),
where only one pairing does contribute to the evaluation of ρt.
Theorem 2. 1) Let t be a function on P2(∞) and assume that we have for some
distinguished set of generators ωi = ω
∗
i (i ∈ N) of A0 := 〈{ωi}〉 ⊂ A a state ρ on
A0 which fulfills the following requirements:
i) ρ[ωi(1) . . . ωi(n)] = 0 for all n ∈ N and all i(1), . . . , i(n) ∈ N with the
property that at least one of the indices i(1), . . . , i(n) appears exactly once
ii) ρ[ωi(1) . . . ωi(2r)] = ρ[V1] . . . ρ[Vr] · t(V) = t(V) for all r ∈ N and all
i(1), . . . , i(2r) ∈ N with the property that there is exactly one 2-partition
V = {V1, . . . , Vr} such that ρ[V1] . . . ρ[Vr] is different from zero, i.e. each
index in i(1), . . . , i(2r) appears exactly twice
iii) for all n ∈ N there exists a constant Cn ∈ R such that |ρ[ωi(1) . . . ωi(n)]| ≤
Cn for all i(1), . . . , i(n) ∈ N.
Then t is positive definite.
2) If we have a state ρ on A such that the properties i), ii), and iii) of part 1) are
fulfilled for ωi = ω(fi) for all orthonormal bases {fi = f¯i} of H, then ρ = ρt.
Proof. 1) We shall show that we get the general form of ρt via a central limit the-
orem if we have the right expression for the special moments as in our assumption.
Note that ρt may be different from ρ.
Let us denote our distinguished set of generators ωi by some identification N ∼=
N×N also as ωki (i, k ∈ N). Then define a new state ρN on A0 = 〈{ωi}〉 by
ρN [ωi(1) . . . ωi(n)] := ρ[ω
(N)
i(1) . . . ω
(N)
i(n)]
where
ω
(N)
i :=
1√
N
N∑
k=1
ωki .
We claim now that ρN tends pointwise to ρt for N →∞, i.e.
lim
N→∞
ρN (a) = ρt(a) for all a ∈ A0.
This implies of course that ρt is positive on A0, thus on A, hence that t is positive
definite.
Thus it remains to show the convergence of ρN (a). But this is in the spirit of
central limit theorems and our assumptions are just sufficient to guarantee the
applicability of the arguments used in [Spe1,Spe2]. We refer to these references
for details.
2) Consider ρ[ω(fi(1)) . . . ω(fi(n))], where {fi = f¯i} is an orthonormal basis of H.
Then, for each N ∈ N, we can find another orthonormal basis of H, enumerated
11
as {fki | i ∈ N, k = 1, . . . , N}, such that fi = 1√N
∑N
k=1 f
k
i . Inserting these
expressions for fi and letting N tend to ∞ we see by the same arguments as in
the first part of our proof that ρ[ω(fi(1)) . . . ω(fi(n))] gives exactly the same value
as ρt[ω(fi(1)) . . . ω(fi(n))].
♦
Corollary 1. If t1 and t2 are positive definite functions on P2(∞), then their
pointwise product t, given by
t(V) := t1(V) · t2(V) (V ∈ P2(∞)),
is positive definite, too.
Proof. Let ωi = ω
∗
i be a distinguished set of generators of A0 = 〈{ωi}〉. According
to our assumption ρt1 and ρt2 are states on A0. Consider now on A0 ⊗ A0 the
state ρt1 ⊗ ρt2 and embed A0 in A0 ⊗ A0 via ωi 7→ ωi ⊗ ωi. The restriction ρ of
ρt1 ⊗ ρt2 to A0 is thus a state on A0 given by linear extension of
ρ[ωi(1) . . . ωi(n)] = ρt1 [ωi(1) . . . ωi(n)] · ρt2 [ωi(1) . . . ωi(n)].
It fulfills the assumptions of our Theorem 2, because ρt1 and ρt2 fulfill these
assumptions. In particular, in case ii) we have
ρ[ωi(1) . . . ωi(2r)] = t1(V) · t2(V) = t(V),
hence ρ gives rise to the state ρt.
Note that ρ depends on the choice of the set of generators and that this implies
ρ 6= ρt.
♦
In all known examples of Brownian motions [HuP,ApH,Par,KSp,BSp1] one can
split ω(f) into a sum of ‘creation’ and ‘annihilation’ operators ω(f) = c∗(f)+c(f¯).
We can try to imitate this in our general frame. Instead of A we consider now
the free unital ∗-algebra C with generators c(f) and c∗(f) (f ∈ H) divided by
the canonical linearity relations in f and (c(f))∗ = c∗(f). Again, we can restrict
to unital ∗-subalgebras C0 = 〈{ci}〉 with generators ci and c∗i (i ∈ N), where
ci = c(fi), c
∗
i = c
∗(fi) for some orthonormal basis {fi} of H with fi = f¯i for
all i ∈ N. Our state ρt should then be replaced by some state ρQt on C (again
determined via continuity by its restriction to some subalgebra C0) given by
ρQ
t
(c♯(f1) . . . c
♯(fn)) =


0, if n odd∑
V={V1,...,Vr}
∈P2(1,...,2r)
ρQ
t
[V1] . . . ρ
Q
t
[Vr] · t(V), if n = 2r,
where now, for V = (k, l), we have
ρQ
t
[V ] = ρQ[V ] = ρQ[c♯(fk)c
♯(fl)] =< f¯k, fl > Q(♯, ♯),
where Q is the covariance matrix (independent of i)
Q =
(
ρQ(cici) ρ
Q(cic
∗
i )
ρQ(c∗i ci) ρ
Q(c∗i c
∗
i )
)
.
12
The symbol ♯ denotes the possibility of appearing or not appearing of a ∗ and
an equation with some of these symbols in it has to be read as a collection of all
possible equations where each of the appearing ♯ is replaced by either ∗ or no ∗,
of course in a consistent way on both sides of the equation.
The case Q =
(
1 1
1 1
)
corresponds to our previous state ρt on A. We can
realize without problem the symmetric case Q =
(
0 1
1 0
)
on C by embedding
C0 = 〈{ci}〉 into A0 = 〈{ωi}〉 via
ck =
1√
2
(ω2k + iω2k+1), c
∗
k =
1√
2
(ω2k − iω2k+1)
and take for ρQ
t
the retract of ρt. This may be considered as a quasi-free state
of infinite temperature T = ∞. In analogy with the bosonic and fermionic cases,
one would like to define also other quasi-free states as states ρQ
t
on C with more
general Q. In particular, zero temperature T = 0 would correspond to a Fock or
vacuum state characterized by Q =
(
0 1
0 0
)
. Whether the positive definiteness of
t implies the positivity of ρQ
t
for such states apart from T =∞ is at the moment
an open question.
However, in any case we can copy the proofs of Theorem 2 and its Corollary 1
also for ρQ
t
, i.e. the positivity of ρQ
t
depends again merely on the values of ρQ
t
on
special moments as in Theorem 2 and the positivity of ρQ1
t1
and ρQ2
t2
implies the
positivity of ρQ1◦Q2
t1·t2 , where Q1 ◦Q2 denotes the entrywise (Schur) product of the
covariance matrices Q1 and Q2.
3. A special example of a Brownian motion
We shall now make a special choice for the function t to get some new example
of a Brownian motion.
In [BSp1] we considered Brownian motions which were given by special t = tˆµ
of the form tˆµ(V) = µ#I(V), where I(V) is the set of inversions of the 2-partition
V and µ is a parameter. We showed in [BSp1] (see also [BSp2,Gre,Fiv,Spe3,Zag])
that for −1 ≤ µ ≤ 1 this tˆµ is a positive definite function on P2(∞). In this case,
the whole problem could be reduced to the question whether the restriction of tˆµ
to Sr is positive definite for all r ∈ N.
Here, we shall treat another example. Again, we consider a whole family of
functions tq, where q varies now between 0 and 1. In the end we shall also make
some extension of this to negative q and find some connection to the concept of ψ-
independence, which was introduced in [BSp3]. Instead of the number of inversions
(as for tˆµ) we choose now the number of connected components of a partition V
for the definition of tq(V). This is in some sense the most canonical form for a
multiplicative t. If we have V ∈ P2(1, . . . , 2r), then we say that it decomposes into
V = V1 ∪ · · · ∪ Vk (where Vi ∈ P2(Si), with disjoint Si whose union is (1, . . . , 2r)),
if we have for all multiplicative t the factorization t(V) = t(V1) . . . t(Vk). If a
partition V0 cannot be decomposed into subpartitions, then we call such a V0
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connected or a block. If V = V1 ∪ · · · ∪Vk is a decomposition of V into blocks, then
we write B(V) := {V1, . . . ,Vk}. A block is a partition which is connected in its
canonical graphic representation (see [Spe1]).
A multiplicative t is determined by giving its values on all such connected
blocks. A natural choice for such a function is
V0 7→ tq(V0) = q#V0−1 if V0 is a block,
or more general
tq(V) = q#V−#B(V) for V ∈ P2(∞).
We shall prove that this tq is positive definite for all q with 0 ≤ q ≤ 1.
Remark. For q = 0 and q = 1 we get the free and bosonic (classical) Brownian
motions, respectively. Hence, as in [BSp1], we have an interpolation between the
free and bosonic case, but in contrast to [BSp1] we cannot include the fermionic
case directly in this interpolation. Later, we shall discuss what can be done for
negative q.
Let us first describe the restriction of tq to Sr. One sees easily that we can write
it in the form tq(π) = q
d(π), where d(π) is the following length function on Sr. Let
e1, . . . , er−1 be the transpositions of neighbouring elements, i.e. the generators of
the Coxeter group Sr. Then each π ∈ Sr can be written (in many ways) as a
product of these generators. In [BSp1] we used the minimal length i(π) of such
representations for π (which is equal to the number of inversions of π, i.e. to
#I(π) := #I(Vπ)) for the definition of our function tˆµ(π) = µi(π). Here, our d(π)
is the number of different generators in such a minimal representation. Although
a minimal representation is not unique in general, d(π) is well-defined [Bou]. For
example, in S3 we have e1e2e1 = e2e1e2, thus d(e1e2e1) = 2; whereas i(e1e2e1) = 3.
Of course, d(1) = i(1) = 0. From this we see that our functions tq on P2(∞) are
again extensions of quite natural functions on Sr. In the case of permutations,
π ∈ Sr is connected or a block if and only if there is no k ∈ {1, . . . , r − 1} such
that π(1, . . . , r− k) = (1, . . . , r− k). Thus, with the definition Bk := {1, 2, . . . , k}
for k ∈ N, the block structure of a permutation π ∈ Sr can be described by the
set
b(π) = {r − k | 1 ≤ k ≤ r − 1, π(Bk) = Bk} ⊂ {1, . . . , r − 1}.
Remark. Let us verify our remark from the last section, that we cannot get tq
from its restrictions to Sr by a mere change of the scalar product in the full Fock
space
F(H) =
∞⊕
n=0
H⊗n.
One can see directly (of course, this will also follow from our considerations in
Theorem 3), that the restriction of tq to Sr, π 7→ qd(π), is positive definite for all
r ∈ N, thus the following definition gives a scalar product on the full Fock space
of H (f1, . . . , fn, g1, . . . , gm ∈ H)
< f1 ⊗ · · · ⊗ fn, g1 ⊗ · · · ⊗ gm >q := δnm
∑
π∈Sn
< f1, gπ(1) > · · · < fn, gπ(n) > qd(π).
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Now define, for each f ∈ H, c∗(f) = l∗(f) as the usual left creation operator (cf.
[Eva,Voi1]), i.e. for f1, . . . , fn ∈ H
c∗(f)f1 ⊗ · · · ⊗ fn = f ⊗ f1 ⊗ · · · ⊗ fn
and take c(f) as the adjoint of c∗(f) with respect to < , >q. Then put ω(f) :=
c∗(f) + c(f¯) and define the state ρ as the vacuum expectation state. This will
of course yield a positive definite function on P2(∞), let’s call it t˜q, but it is
different from our wanted tq, as we can see by determing their values on V :=
{(1, 4), (2, 7), (3, 6), (5, 8)}. For t˜q we have (with {fi} an orthonormal basis of H
and ci = c(fi))
t˜q(V) =< Ω, ω4ω2ω3ω4ω1ω3ω2ω1Ω >q
=< Ω, c4c2c3c
∗
4c1c
∗
3c
∗
2c
∗
1Ω >q .
Some small calculations give
c(f1)f3 ⊗ f2 ⊗ f1 = q
2
1 + q
(f3 ⊗ f2 + f2 ⊗ f3),
which yields
t˜q(V) =< c4c∗3c∗2c∗4Ω, c1c∗3c∗2c∗1Ω >q
=
( q2
1 + q
)2
< (f3 ⊗ f2 + f2 ⊗ f3), (f3 ⊗ f2 + f2 ⊗ f3) >q
=
( q2
1 + q
)2
(2 + 2q)
=
2q4
1 + q
,
which is different from tq(V) = q4.
We shall now prove the positive definiteness of tq - where tq(V) = q#V−#B(V) -
by giving an explicit construction of operators ω(f) on some Hilbert space. This
Hilbert space will resemble a Fock space as in our foregoing remark, but its vectors
will also have to carry some information on connectedness. As usual we shall split
ω(f) = c∗(f)+ c(f¯) into a sum of creation and annihilation operators, which must
be made to adjoints of each other by an appropriate choice of the scalar product.
As our ‘Fock space’ F we take the linear combinations of some distinguished unit
vector Ω (vacuum) and vectors of the form (f1⊗· · ·⊗fn, A), where n ∈ N, fi ∈ H,
and A ⊂ {1, . . . , n−1}; of course, we make the canonical linear identifications like
(
(f
(1)
1 + f
(2)
1 )⊗ · · · ⊗ (f (1)n + f (2)n ), A
)
=
2∑
i1,...,in=1
(f
(i1)
1 ⊗ · · · ⊗ f (in)n , A).
The pair (f1 ⊗ · · · ⊗ fn, A) should be thought of as an n-particle vector, where
the particles are grouped into connected blocks. The set A gives the separation
points between these blocks. We number the separation points from right to left,
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thus, e.g., (f1 ⊗ f2 ⊗ f3, {1}) has the connected blocks f1 ⊗ f2 and f3, whereas
(f1 ⊗ f2 ⊗ f3, {2}) has blocks f1 and f2 ⊗ f3.
We would like to have a scalar product given by bilinear extension of
< Ω,Ω >q = 1
< Ω, (f1 ⊗ · · · ⊗ fn, A) >q = 0
and
< (f1 ⊗ · · · ⊗ fn, A), (g1 ⊗ · · · ⊗ gm, B) >q=
= δnm
∑
π∈Sn
< f1, gπ(1) > · · · < fn, gπ(n) > q(n−1)−#[A∩B∩b(π)],
where n,m ∈ N, fi, gj ∈ H for i = 1, . . . , n, j = 1, . . . , m and A ⊂ {1, . . . , n− 1},
B ⊂ {1, . . . , m− 1}.
Before going on we should check whether the bilinear form < , >q is indeed a
scalar product.
Theorem 3. The bilinear form < , >q on F × F is, for 0 ≤ q ≤ 1, positive.
Proof. Fix n ∈ N and let us denote an element of the form f1 ⊗ · · · ⊗ fn ∈ H⊗n
by fˆ . Then we have to show that for all possible choices of M ∈ N, fˆ1, . . . , fˆM
and A1, . . . , AM ⊂ {1, . . . , n− 1} we have
L :=<
M∑
i=1
(fˆi, Ai),
M∑
j=1
(fˆj , Aj) >q ≥ 0.
But this is equal to
L =
M∑
i,j=1
∑
π∈Sn
< fˆi, π(fˆj) > q
(n−1)−#[Ai∩Aj∩b(π)]
= qn−1
1
n!
M∑
i,j=1
∑
π,σ∈Sn
< σ(fˆi), π(fˆj) > q
−#[Ai∩Aj∩b(σ−1π)],
where π(fˆj) denotes the unitary action of π ∈ Sn on H⊗n, i.e.
π(f1 ⊗ · · · ⊗ fn) = fπ(1) ⊗ · · · ⊗ fπ(n).
Thus we have to show that the kernel F on {1, . . . ,M} × Sn, given by
F
(
(i, σ), (j, π)
)
:= q−#[Ai∩Aj∩b(σ
−1π)]
(for our fixed choice of A1, . . . , AM), is positive definite. This suffices, since the
kernel H on {1, . . . ,M} × Sn, given by
H
(
(i, σ), (j, π)
)
:=< σ(fˆi), π(fˆj) >
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(for our fixed choice of fˆ1, . . . , fˆM ), is positive definite, hence the positive definite-
ness of F implies the one of the pointwise product H · F , which gives at once
M∑
i,j=1
∑
π,σ∈Sn
(H · F )((i, σ), (j, π)) ≥ 0,
which we wanted to prove.
So let us show that F is positive definite. This will follow for all q with 0 < q < 1,
if we can show that the kernel ∆ on {1, . . . ,M} × Sn, given by
∆
(
(i, σ), (j, π)
)
:= #[Ai ∩Aj ∩ b(σ−1π)],
is positive definite (see, e.g., [PaS]). Let χC denote the characteristic function of a
set C ⊂ N and introduce on the algebra generated by such functions the positive
definite kernel < , >, which is given by bilinear extension of
< χC , χD >=
{
1, C = D
0, C 6= D.
Then one has χb(σ−1π)(k) =< χσ(Br−k), χπ(Br−k) >, where Bk = {1, . . . , k}, and
because of #C =
∑
k∈N χC(k) we obtain
∆
(
(i, σ), (j, π)
)
=
∑
k∈N
χAi(k)χAj (k)χb(σ−1π)(k)
=
∑
k∈N
< χAi(k)χσ(Br−k), χAj (k)χπ(Br−k) >,
which is the sum of positive definite kernels, and hence also positive definite.
♦
Now we can define for each f ∈ H a creation operator c∗(f) and an annihilation
operator c(f) by linear extension of (f, fi ∈ H, A ⊂ {1, . . . , n− 1})
c∗(f)Ω = (f, ∅)
c∗(f)(f1 ⊗ · · · ⊗ fn, A) = (f ⊗ f1 ⊗ · · · ⊗ fn, A ∪ {n})
and
c(f)Ω = 0
c(f)(f1, ∅) =< f, f1 > Ω
c(f)(f1 ⊗ · · · ⊗ fn, A) =
n∑
i=1
< f, fi > (f1 ⊗ · · · ⊗ fˇi ⊗ · · · ⊗ fn, A|i) · qz(i,A),
where
z(i, A) : =
{
0, if i = 1 and n− 1 ∈ A
1, otherwise,
A|i : =
{
A\{n− 1}, if i = 1 and n− 1 ∈ A
A ∩ {1, . . . , n− i}, otherwise,
and the symbol fˇi means that fi has to be deleted.
Let us see whether everything fits nicely and c(f) and c∗(f) are adjoints of each
other. Some care has to be taken since, for q 6= 0, they are unbounded operators.
But for our algebraic frame-work the following statement is sufficient.
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Theorem 4. We have for all η, ξ ∈ F and all f ∈ H
< c∗(f)η, ξ >q=< η, c(f)ξ >q .
Proof. It is sufficient to show for all n ∈ N, all f1, . . . , fn, g1, . . . , gn ∈ H, all
A ⊂ {1, . . . , n− 2}, and all B ⊂ {1, . . . , n− 1}
< c∗(f1)(f2 ⊗ · · · ⊗ fn, A), (g1 ⊗ · · · ⊗ gn, B) >q=
=< (f2 ⊗ · · · ⊗ fn, A), c(f1)(g1 ⊗ · · · ⊗ gn, B) >q .
Let us calculate both sides. The left hand side gives
LHS =< (f1 ⊗ · · · ⊗ fn, A ∪ {n− 1}), (g1 ⊗ · · · ⊗ gn, B) >q
=
∑
π∈Sn
< f1, gπ(1) > · · · < fn, gπ(n) > q(n−1)−#[(A∪{n−1})∩B∩b(π)],
whereas the right hand side is equal to
RHS =
=
n∑
i=1
< f1, gi >< (f2 ⊗ · · · ⊗ fn, A), (g1 ⊗ · · · ⊗ gˇi ⊗ · · · ⊗ gn, B|i) >q qz(i,B)
=
n∑
i=1
∑
σ∈S(i)n−1
< f1, gi >< f2, gσ(2) > · · · < fn, gσ(n) > q(n−2)−#[A∩B|i∩b(σ)]+z(i,B),
where S
(i)
n−1 is the set of all bijections from {2, . . . , n} to {1, . . . , iˇ, . . . , n} and b(σ)
is defined by considering σ in a canonical way as an element of Sn−1. Hence our
assertion follows if we have for all π ∈ Sn
(n− 1)−#[(A ∪ {n− 1}) ∩B ∩ b(π)] =
= (n− 2)−#[A ∩B|i ∩ b(σ)] + z(i, B),
where i = π(1) and σ(j) = π(j) for j = 2, . . . , n. But this follows from the
definition of z(i, B) and B|i and the fact that
b(π) = [b(σ) ∪ {n− 1}] ∩ {1, . . . , n− i}.
♦
Now we can examine whether these objects give us the right state. Let C = Cq
be the unital ∗-algebra generated by all c(f) for f ∈ H and define on Cq the state
ρq as vacuum expectation
ρq(a) =< Ω, aΩ >q=< Ω, aΩ >0 (a ∈ Cq).
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Theorem 5. We have for all n ∈ N and all f1, . . . , fn ∈ H
ρq[c
♯(f1) . . . c
♯(fn)] =
{
0, if n odd∑
V={V1,...,Vr}
∈P2(1,...,2r)
ρQ[V1] . . . ρ
Q[Vr] · tq(V), if n = 2r,
i.e.
ρq = ρ
Q
tq
with covariance matrix Q =
(
0 1
0 0
)
.
Proof. The vanishing of odd moments follows immediately from the observation
that there must be the same number of creation and annihilation operators for
giving a non-zero vacuum expectation value.
In the other case we use the analogue of the second part of our Theorem 2 and
can thus restrict to the case where all our fi are elements of an orthonormal basis
of H and where each fi appears exactly twice in {f1, . . . , f2r}, hence at most
one partition, let’s say V0, survives in the sum. Then ρq[c♯(f1) . . . c♯(f2r)] is only
different from zero if all our pairings connect a c(f) with a c∗(f), i.e. we first have
to create a f before we can annihilate it. Since
c(g)c∗(g)(g1 ⊗ · · · ⊗ gn, A) =< g, g > (g1 ⊗ · · · ⊗ gn, A)
for all A ⊂ {1, . . . , n − 1} and g, g1, . . . , gn ∈ H with < g, gi >= 0 (i = 1, . . . , n),
we have the pyramidal factorization property for ρq and it suffices to consider the
case where V0 is a block, i.e. tq(V0) = qr−1. In this case ρq[c♯(f1) . . . c♯(f2r)] gives
exactly qr−1, because, by the assumption that V0 is connected, each annihilation
operator apart from c(f1) gives a factor q. Thus the formula is valid in this special
case. The general case follows then as in Theorem 2. (Of course, one can also
check this general case directly, but the writing up is a little bit cumbersome.)
♦
Corollary 2. The function tq on the set P2(∞) of all 2-partitions, given by
tq(V) = q#V−#B(V) (V ∈ P2(∞)),
is positive definite for 0 ≤ q ≤ 1.
4. Connection with the free product
Next, we shall show that our Brownian motions (Cq , ρq) are intimately connected
with the reduced free product and free convolution in the sense of Voiculescu
[Voi1,Voi2]. Let us recall the relevant definitions. Assume that ϕ1 and ϕ2 are
states on unital ∗-algebras B1 and B2, respectively. Then consider the algebraic
free product B1 ⋆B2 (with identifications of the units) and denote by j1 and j2 the
canonical embeddings of B1 and B2 into B1⋆B2, respectively. One can characterize
the (reduced) free product state ϕ1 ⋆ ϕ2 on B1 ⋆ B2 by the following condition:
ϕ1 ⋆ ϕ2(jl(1)(a1) . . . jl(n)(an)) = 0,
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if n ∈ N, l(1), . . . , l(n) ∈ {1, 2}, l(1) 6= l(2) 6= · · · 6= l(n), and ak ∈ Bl(k) with
ϕl(k)(ak) = 0 for all k = 1, . . . , n. If we consider two self-adjoint elements ai =
a∗i ∈ Bi with distribution νi with respect to ϕi (i = 1, 2), i.e.
ϕi(a
n
i ) =
∫
xndνi(x) (i = 1, 2),
then the distribution ν of j1(a1) + j2(a2) with respect to ϕ1 ⋆ ϕ2 depends only on
ν1 and ν2 and is called the free convolution of ν1 and ν2, denoted by ν = ν1 ⊔⊓+ ν2
[Voi1,Voi2,Maa,BV].
Theorem 6. Let {ci, c∗i | i ∈ N} denote a distinguished set of generators of the
unital ∗-algebra C0 = 〈{ci}〉 and let q1, q2 be real numbers with 0 ≤ q1, q2 ≤ 1.
Embed C0 in C0 ⋆ C0 via (i ∈ N)
ci 7→
√
q
q1
j1(ci) +
√
q
q2
j2(ci), c
∗
i 7→
√
q
q1
j1(c
∗
i ) +
√
q
q2
j2(c
∗
i )
and let ρ be the restriction of ρq1 ⋆ ρq2 to C0. Then
ρ = ρq, where
1
q
=
1
q1
+
1
q2
.
Proof. Define q by the equation 1q =
1
q1
+ 1q2 . Then we have to show for all n ∈ N
and all i(1), . . . , i(n) ∈ N
ρq1 ⋆ ρq2
[(√ q
q1
j1(c
♯
i(1)) +
√
q
q2
j2(c
♯
i(1))
)
. . .
(√ q
q1
j1(c
♯
i(n)) +
√
q
q2
j2(c
♯
i(n))
)]
=
= ρq[c
♯
i(1) . . . c
♯
i(n)].
For odd n both sides are zero, so we may restrict to n = 2r. For the proof we
have to use the machinery of ‘non-crossing cumulants’, which was introduced in
[Spe4], see also [NSp]. We give here only a short sketch of the main ideas, for the
special definitions and more details we refer to [Spe4,NSp]. For a state ϕ on a
unital ∗-algebra B we consider quantities k(ϕ)[a1, . . . , an] (for all a1, . . . , an ∈ B),
called non-crossing cumulants, which are determined by the moments ϕ[a1 . . . an]
(ai ∈ B) of ϕ via the relation
ϕ[a1 . . . an] =
∑
V={V1,...,Vp}
∈NC(1,...,n)
k(ϕ)[aV1 ] . . . k(ϕ)[aVp ].
In this formula the sum runs over all non-crossing partitions V of (1, . . . , n) and
for V = (v1, . . . , vs) (v1 < · · · < vs) we denote k(ϕ)[aV ] := k(ϕ)[av1 , . . . , avs ].
These non-crossing cumulants have the crucial property that they linearize free
convolution, i.e. the cumulant of ϕ1 ⋆ ϕ2 is given by the ‘direct sum’ of the
cumulants of ϕ1 and of ϕ2, which means
k(ϕ1 ⋆ ϕ2)[jl(1)(a1), . . . , jl(n)(an)] =
=


k(ϕ1)[a1, . . . , an], if l(1) = · · · = l(n) = 1
k(ϕ2)[a1, . . . , an], if l(1) = · · · = l(n) = 2
0, otherwise
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for all l(1), . . . , l(n) ∈ {1, 2} and all ak ∈ Bl(k). It is easy to check that in the case
where the moments of ϕ are given by a formula involving summation over all 2-
partitions, the non-crossing cumulants are given by summation over all connected
2-partitions, i.e. in our case B = Cq and ϕ = ρq the non-crossing cumulant
kq := k(ρq) calculates as
kq[c
♯
i(1), . . . , c
♯
i(2r)] =
∑
V0={V1,...,Vr}
∈P2(1,...,2r)
V0 connected
ρQ[V1] . . . ρ
Q[Vr] · tq(V0)
=
∑
V0={V1,...,Vr}
∈P2(1,...,2r)
V0 connected
ρQ[V1] . . . ρ
Q[Vr] · qr−1
But this implies that the cumulant k(ρq1 ⋆ ρq2) of the expression
[(√
q/q1j1(c
♯
i(1)) +
√
q/q2j2(c
♯
i(1))
)
, . . . ,
(√
q/q1j1(c
♯
i(2r)) +
√
q/q2j2(c
♯
i(2r))
)]
is equal to
(q/q1)
rkq1 [c
♯
i(1), . . . , c
♯
i(2r)] + (q/q2)
rkq2 [c
♯
i(1), . . . , c
♯
i(2r)]
=
∑
connected V0
ρQ[V1] . . . ρ
Q[Vr] ·
{
(q/q1)
rqr−11 + (q/q2)
rqr−12
}
=
∑
connected V0
ρQ[V1] . . . ρ
Q[Vr] ·
{
qr(
1
q1
+
1
q2
)
}
=
∑
connected V0
ρQ[V1] . . . ρ
Q[Vr] · qr−1
= kq[c
♯
i(1), . . . , c
♯
i(2r)].
Thus we have equality of the cumulants, which implies equality of the states, since
moments and cumulants determine each other (see [Spe4]).
♦
For q = 1/N (N ∈ N), this gives us the following realization of our Brownian
motion (C, ρ1/N) with the help of bosonic operators.
Corollary 3. Let a
(k)
i (i ∈ N, k = 1, . . . , N) for fixed k be generators of the
bosonic relations which are ‘freely independent’ for k 6= l, i.e. for all i, j ∈ N and
k, l = 1, . . . , N with k 6= l we have
a
(k)
i a
(k)
j − a(k)j a(k)i = 0
a
(k)
i a
(k)∗
j − a(k)∗j a(k)i = δij
and
a
(k)
i a
(l)∗
j = 0,
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and let ρ be the vacuum expectation state on the ∗-algebra generated by all a(k)i ,
i.e. ρ(a) =< Ω, aΩ >, where Ω is the vacuum vector characterized by a
(k)
i Ω = 0
for all i ∈ N and k = 1, . . . , N . Now embed C0 = 〈{ci}〉 in this algebra as
ci :=
1√
N
N∑
k=1
a
(k)
i , c
∗
i =
1√
N
N∑
k=1
a
(k)∗
i .
Then the restriction of ρ to C0 gives ρ1/N .
We can also specialize our theorem to an assertion about the ‘Gaussian mea-
sures’ connected to our Brownian motions. Let us denote the spectral measure of
c∗i + ci with respect to ρq, which is of course independent of i, by µq. Then we
know that µ0 is the Wigner semicircle
dµ0(x) =
1
π
√
1− (x/2)2dx x ∈ [−2, 2]
and µ1 the usual Gaussian measure
dµ1(x) =
1√
2π
exp(−x2/2)dx x ∈ R.
If we denote by Dλ the dilation of probability measures on R by a factor λ, i.e.
(Dλµ)(A) = µ(λ
−1A) for A ⊂ R measurable,
and by ⊔⊓+ the free convolution according to Voiculescu [Voi2], then we have the
following corollary of our theorem.
Corollary 4. For all 0 ≤ q, q1, q2 ≤ 1 with 1q = 1q1 + 1q2 we have
µq = D√q/q1 µq1 ⊔⊓+D√q/q2 µq2 .
In particular,
µ1/N = D√1/N µ1 ⊔⊓+ . . . ⊔⊓+D√1/N µ1 (N summands)
for all N ∈ N.
The measures µ1/N converge for N → ∞ to the Wigner measure µ0 and µ1/N
are the (integer) steps in a free central limit theorem starting with a Gaussian
distribution. Thus our Brownian motion gives a canonical interpolation for the
‘non-integer’ steps of this procedure.
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5. Extension to negative q
Let us finally discuss, whether we can extend our Brownian motion to negative
q. One can check that the restriction of our tq to Sr is not positive definite for
negative q as r → ∞. Thus a direct extension is not possible. But we can define
tq for negative q by
tq := t−q · t−1 (−1 ≤ q ≤ 0),
where
t−1(V) := (−1)#I(V).
This t−1 = tˆ−1 gives rise to the fermionic relations and hence is positive definite
[BSp1]. Thus Corollary 1 ensures that the so defined tq is positive definite, too.
One sees easily that Theorem 6 remains true with this definition also for −1 ≤
q, q1, q2 ≤ 0. The multiplication with t−1 has the effect that the bosonic relations
(q = 1) are replaced by the fermionic ones (q = −1). Hence our corollaries are
replaced in the following way.
Corollary 5. Let b
(k)
i (i ∈ N, k = 1, . . . , N) for fixed k be generators of the
fermionic relations which are ‘freely independent’ for k 6= l, i.e. for all i, j ∈ N
and k, l = 1, . . . , N with k 6= l we have
b
(k)
i b
(k)
j + b
(k)
j b
(k)
i = 0
b
(k)
i b
(k)∗
j + b
(k)∗
j b
(k)
i = δij
and
b
(k)
i b
(l)∗
j = 0
and let ρ be the vacuum expectation state on the ∗-algebra generated by all b(k)i ,
i.e. ρ(b) =< Ω, bΩ >, where Ω is the vacuum vector characterized by b
(k)
i Ω = 0
for all i ∈ N and k = 1, . . . , N . Now embed C0 = 〈{ci}〉 in this algebra as
ci :=
1√
N
N∑
k=1
b
(k)
i , c
∗
i =
1√
N
N∑
k=1
b
(k)∗
i .
Then the restriction of ρ to C0 gives ρ−1/N .
Corollary 6. We have
µ−1/N = D√1/N µ−1 ⊔⊓+ . . . ⊔⊓+D√1/N µ−1 (N summands)
for all N ∈ N.
One should note, that µ−1 is nothing else than 12 (δ−1+δ+1). Thus our µ−1/N are
‘free binomial distributions’ and µq for negative q is again a canonical interpolation
between the integer steps of the corresponding free Moivre-Laplace central limit
theorem.
Interestingly, in the case of negative q there is also some connection with the
notion of ψ-independence. This is a generalization of the free product [Boz,BSp3]:
If we have pairs of states (ϕ1, ψ1) and (ϕ2, ψ2) on unital ∗-algebras B1 and B2,
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respectively, then the state ϕ := (ϕ1, ψ1) ⋆ (ϕ2, ψ2) on B1 ⋆ B2 is characterized by
the condition:
ϕ(jl(1)(a1) . . . jl(n)(an)) = ϕl(1)(a1) . . . ϕl(n)(an)
if n ∈ N, l(1), . . . , l(n) ∈ {1, 2}, l(1) 6= l(2) 6= · · · 6= l(n) and ak ∈ Bl(k) with
ψl(k)(ak) = 0 for all k = 1, . . . , n. Again, we have denoted by j1 and j2 the
canonical embeddings of B1 and B2 into B1 ⋆ B2.
In [BSp3,BLS] we calculated the distributions µα,β appearing in the central
limit theorem for ψ-independence. The moments of µα,β are given by
∫
R
xndµα,β(x) =


0, if n odd∑
V={V1,...,Vr}
∈PNC2 (1,...,2r)
α2·#B
(out)(V)β2·#B
(in)(V), if n = 2r,
where PNC2 (1, . . . , 2r) denotes special 2-partitions, namely ‘non-crossing’ parti-
tions which were introduced by Kreweras [Kre]. In [Spe1] we called them ‘admis-
sible’ partitions. They may be defined by the requirement
V ∈ PNC2 (1, . . . , 2r)⇐⇒ #B(V) = r ⇐⇒ B(V) = V.
The blocks B(V) = V of such partitions are divided into outer and inner blocks,
B(V) = B(out)(V) ∪ B(in)(V). A block Vj = (k, l) ∈ V is called inner, if there
exists another block Vr = (kˆ, lˆ) ∈ V such that kˆ < k < l < lˆ. Otherwise the block
Vj is called outer.
Now we have the following coincidence.
Theorem 7. We have
µq = µ1,
√
1+q for −1 ≤ q ≤ 0.
In particular,
µq = αq (δ√1/|q| + δ−√1/|q|) + µ˜q
with
dµ˜q(t) = χ[−2√1+q,2√1+q](t) ·
1
2π
√
4(1 + q)− t2
1− |q|t2 dt
and
αq =
1
4|q| max(1− 2(1 + q), 0).
Proof. Let −1 ≤ q ≤ 0. Denote again by ρq the state corresponding to tq. We
have a similar representation on a Fock space as for positive q, one only has to
take into account the minus sign in the definition of the annihilation operator:
c(f)(f1 ⊗ · · · ⊗ fn, A) =
=
n∑
i=1
< f, fi > (f1 ⊗ · · · ⊗ fˇi ⊗ . . . fn, A|i) · (−q)z(i,A) · (−1)i−1,
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which results of course also in a change of the scalar product:
< (f1 ⊗ · · · ⊗ fn, A), (g1 ⊗ · · · ⊗ gm, B) >q=
= δnm
∑
π∈Sn
< f1, gπ(1) > · · · < fn, gπ(n) > (−q)(n−1)−#[A∩B∩b(π)] · (−1)#I(π).
Let c := c(f) for some fixed f ∈ H with ‖f‖ = 1. Consider now a product c♯ . . . c♯
of length n. For odd n, ρq[c
♯ . . . c♯] is clearly zero. Thus it is sufficient to show
that for all such products of length 2r
ρq[c
♯ . . . c♯] =
∑
V={V1,...,Vr}
∈PNC2 (1,...,2r)
ρQ[V1] . . . ρ
Q[Vr] · (1 + q)B(in)(V).
If ρq[c
♯ . . . c♯] is different from zero, then there is exactly one non-crossing partition,
let’s say V0, such that ρQ[V1] . . . ρQ[Vr] does not vanish, i.e. the sum reduces to
one summand, and we are done if we can show that
ρq[c
♯ . . . c♯] =< Ω, c♯ . . . c♯Ω >q= (1 + q)
#B(in)(V0).
That this is indeed true, follows from the following observation: Let A,B ⊂
{1, . . . , n− 1}. Then the scalar product
< (f ⊗ · · · ⊗ f, A), (f ⊗ · · · ⊗ f, B) >q=
∑
π∈Sn
(−q)(n−1)−#[A∩B∩b(π)] · (−1)#I(π)
vanishes if at least one of the two n-particle vectors contains a connected block,
i.e. if A ∩ B 6= {1, . . . , n − 1}, because then we can collect the permutations in
Sn in pairs (π, σ), such that the contributions of π and σ in the above sum cancel
each other: If k 6∈ A ∩B, we pair π with σ if
π(i) = σ(i) for i 6= n− k, n− k + 1
π(n− k) = σ(n− k + 1)
π(n− k + 1) = σ(n− k),
which implies
#[A ∩B ∩ b(π)] = #[A ∩B ∩ b(σ)]
and
#I(π) = #I(σ)± 1.
From the vanishing of scalar products of connected vectors it follows that for the
calculation of < Ω, c♯ . . . c♯Ω >q we only have to take care of vectors which are not
connected, which means that we only have to pay attention to the annihilation of
the first and the second factor in a tensor product. Thus, if we act with c(f) on a
(not connected) vector in the n-particle space with n ≥ 2 we get a factor (1 + q),
an annihilation of a vector in the 1-particle space gives a factor 1. Since we have
to annihilate n-particle vectors with n ≥ 2 exactly as often as we have inner blocks
of V0 we get the wanted equality.
The explicit formula for µq follows then from [BSp3,BLS].
♦
Note that we have proved with the help of our concrete representation the
following combinatorial fact.
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Corollary 7. We have for all r ∈ N and all q with 0 ≤ q ≤ 1
∑
V∈P2(1,...,2r)
q#V−#B(V) · (−1)#I(V) =
∑
V∈PNC2 (1,...,2r)
(1− q)#B(in)(V).
Examples. 1) Let us again consider the three 2-partitions for 2r = 4 as given in
Sect. 2. Thus
P2(1, 2, 3, 4) = {V1,V2,V3}, PNC2 (1, 2, 3, 4) = {V1,V3}.
The left and right hand side of the corollary are then
LHS = t−q(V1) + t−q(V2) + t−q(V3) = 1− q + 1 = 2− q
RHS = (1− q)#B(in)(V1) + (1− q)#B(in)(V3) = (1− q)0 + (1− q)1 = 2− q.
2) The foregoing example is somehow misleading since usually there are cancella-
tions on the left hand side of our equation, e.g., for 2r = 6 we get
RHS = 1 + 2(1− q) + 2(1− q)2 = 5− 6q + 2q2,
i.e. on the left hand side two of the 15 summands must cancel each other.
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