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Quo semel est inbuta recens servabit odorem / testa diu 1
À la mémoire de Marjep.
L'élève dit à ses maîtres que le temps s'écoulera toujours trop vite
pour tout ce qui lui reste à apprendre.
Denis Diderot (1713-1784)
1. Lorsqu'une amphore neuve est imprégnée d'une odeur, elle la conserve très longtemps. Horace (Epodes).
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Résumé
De nombreux problèmes industriels comportent à la fois des dimensions combinatoire
et continue. Lorsqu'ils sont de grande taille, ces problèmes mixtes sont souvent résolus par
décomposition en sous-problèmes. Les décompositions les plus fréquentes reposent sur les
spécicités métier du problème. La programmation mathématique fournit également des
méthodes formelles de décomposition. Toutefois, ces approches ont des inconvénients en pra-
tique : diculté de garantir la qualité voire l'admissibilité des solutions, complexité technique
de mise en ÷uvre et complexité logicielle en cas d'utilisation de solveurs de programmation
mathématique. Dans cette thèse, nous proposons une approche directe, par recherche locale,
des problèmes d'optimisation en variables mixtes. Notre méthodologie se focalise sur deux
points : la dénition d'une large variété de mouvements assurant une diversication combina-
toire et une évaluation incrémentale fondée sur des algorithmes approchés mais très ecaces
en temps, traitant simultanément les dimensions combinatoire et continue du problème.
Après une introduction détaillant cette méthodologie, nous en présentons une première
application dans un cadre purement combinatoire : l'optimisation de la gestion de stock de
banches sur les chantiers de construction (Bouygues Habitat Résidentiel). Puis, nous l'ap-
pliquons sur un problème d'ordonnancement de mouvements de terre pour le terrassement
d'autoroutes et de voies ferrées (DTP Terrassement). Il s'agit de planier sur un horizon
de plusieurs années des tâches avec précédences à l'aide de ressources contraintes par des
fenêtres de temps. Ce problème est résolu par recherche locale, une de ses caractéristiques
étant que les quantités de terre déplacées peuvent passer d'une tâche à une autre tandis
que les dates d'aectation de celles-ci sont simultanément modiées. Le logiciel, aujourd'hui
en exploitation, permet la planication de grands chantiers linéaires en quelques minutes.
Nous étudions également le cas à une ressource correspondant à un problème de voyageur
de commerce linéaire avec précédences. Ce dernier est prouvé NP-complet ; nous proposons
alors un algorithme par programmation dynamique, exponentiel mais ecace en pratique.
Les solutions obtenues nous ont permis d'apprécier l'eectivité de la recherche locale.
Enn, nous traitons un problème de tournées de véhicules avec gestion des stocks, posé
par un client industriel du Groupe Bouygues. Ce problème consiste en l'optimisation des
coûts de distribution d'un produit uide par camion, sur des zones géographiques comptant
plusieurs centaines de clients dont la gestion des stocks est conée au fournisseur. Une heuris-
tique de recherche locale est proposée pour résoudre le problème à court terme (15 jours) en
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xquelques minutes. An d'assurer une optimisation sur le long terme, nous introduisons une
fonction objectif de remplacement fondée sur un calcul de bornes inférieures. L'originalité
de notre approche réside dans le fait que les quantités livrées au cours des tournées peuvent
varier alors même que ces dernières sont modiées géographiquement ou temporellement.
Nous nous appuyons également sur un algorithme approché de réaectation des volumes, un
millier de fois plus rapide en pratique qu'un algorithme exact de ot maximum. L'exploi-
tation de ce logiciel, quotidienne et à l'échelle mondiale, a permis une réduction des coûts
logistiques de l'ordre de 15%.
Titre : Recherche locale pour l'optimisation en variables mixtes : méthodologie et appli-
cations industrielles.
Mots clés : Recherche locale, optimisation en variables mixtes, ordonnancement de
tâches, tournées de véhicules avec gestion des stocks.
Abstract
Many industrial problems today combine continuous and combinatorial dimensions. These
mixed variable optimization problems are often solved by decomposing them into sub-
problems, especially when they are large. Most of the common decomposition techniques
are based on practical specicities of the problem. Mathematical programming also provides
formal decomposition methods. However, these decomposition approaches have practical
drawbacks : diculties in guaranteeing the quality or even feasible solutions, high technical
complexities of development projects, and high software complexities while using mathe-
matical programming solvers. In this thesis, we propose a direct approach for solving these
mixed variable optimization problems using a local search method. Our methodology focuses
on two points : the denition of a large pool of varied moves to ensure combinatorial diversi-
cation and an incremental evaluation based on approximate, yet time ecient, algorithms.
The combinatorial and continuous dimensions are addressed simultaneously.
Following the introduction of our methodology, Chapter 2 presents the application in
a pure combinatorial context, the minimization of formwork stocks on construction sites
(Bouygues Habitat Residentiel). In Chapter 3, we rely on this methodology to optimize
earthwork scheduling for highway and railway projects (DTP Terrassement). The schedules
count hundreds of earthmovings planned over a horizon of several years, using resources
constrained by time windows. This problem is solved by a local search heuristic with a
special feature : the amounts of soil displaced can move from one task to another, while
the assignment dates of these tasks are also changed simultaneously. Within minutes, the
algorithm computes an earthwork plan in such real-life projects. We also investigate a single-
resource case corresponding to a line traveling salesman problem with precedences, proved
here as NP-hard. Then, we introduce a dynamic programming algorithm which is exponen-
tial, but eective in practice. The analysis of this single-resource case helps to assess the
eectiveness of the local search.
Finally, we consider a inventory routing problem, posed by the industrial customer group,
Bouygues. Inventory routing refers to the optimization of transportation costs for the reple-
nishment of customers' inventories : based on consumption forecasts, the vendor organizes
delivery routes. A local search heuristic is able to provide a proposed solution the problem
for the short term (15 days) in minutes. In order to ensure savings in the long term, we intro-
duce a new surrogate objective function based on long-term lower bounds. The approach is
xi
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original in that the quantities delivered during tours can vary even when they are geographi-
cally or temporally altered. We also use a volume allocation algorithm which is a thousand
times faster in practice than an exact maximum ow algorithm. Conrming the promised
gains in operations (15% on average), the resulting decision support system is progressively
deployed worldwide.
Title : Local search for mixed-integer optimization : methodology and industrial appli-
cations.
Key words : Local search, mixed-variable optimization, task scheduling, inventory rou-
ting.
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Avant-propos
Cette thèse s'inscrit dans la continuité des travaux de recherche opérationnelle débutés
en Master à l'Université d'Oklahoma (USA) avec Suleyman Karabuk [63] et poursuivis ces
dernières années au sein du Bouygues e-lab dans l'équipe de Thierry Benoist. Mes travaux
de Master concernait l'optimisation de tournées de camions à partir de jeux de données
réelles provenant d'une industrie textile de Caroline du Nord. Diverses heuristiques à base
de décomposition du type Branch and Price, c'est-à-dire des algorithmes de génération de
colonnes intégrées à un algorithme de Branch and Bound, ont été testées an de traiter
des instances de grandes tailles et de trouver des coupes améliorant la qualité des résultats
(graphes avec plusieurs centaines de points à visiter).
De par leur échelle et les enjeux économiques sous-jacents, les problèmes d'optimisation
que j'ai abordés au sein du groupe Bouygues 2 dans l'équipe du e-lab 3 ont oert un ter-
rain propice à la recherche autour des techniques d'optimisation. Depuis 2005, mon travail
d'ingénieur au sein du Bouygues e-lab a essentiellement été focalisé sur la conception d'al-
gorithmes, leur implémentation au sein de systèmes d'information et la réalisation d'études
statistiques. Une des principales missions menées ces dernières années au e-lab a concerné
l'optimisation de la planication de la publicité sur les chaînes du groupe TF1. Il s'agissait
non seulement de mener des études statistiques an de comprendre par exemple le com-
portement d'annulation des annonceurs sur la chaîne TF1 [17] mais aussi de faire évoluer
le moteur de planication des publicités pour l'antenne : évolutions commerciales (vente en
package, ore promotionnelle), thématiques (coupe du monde de foot, de rugby, émission)
ou fonctionnelles. Ce logiciel est utilisé à chaque ouverture de planning (tous les deux mois)
et d'autres logiciels servent à l'optimisation du planning entre cette première planication et
la diusion à l'antenne du programme et de la publicité. Sur internet, les missions réalisées
ont concerné l'écriture d'un algorithme de bandits manchots pour l'achage de publicités
[64] et la prévision des audiences web à l'aide d'algorithmes fondés sur des indicatrices, de
2. Bouygues est un groupe industriel diversié, structuré par une forte culture d'entreprise et dont les
métiers s'organisent autour de deux pôles : la Construction avec Bouygues Construction (BTP et Energies &
Services), Bouygues Immobilier et Colas (Routes), et les Télécoms-Médias avec TF1 et Bouygues Telecom.
3. En support de l'innovation dans le Groupe, Bouygues SA s'appuie sur une équipe de recherche et
développement, le e-lab, pour développer diérents services aux métiers. Les prestations du e-lab proposées
aux métiers s'exercent dans deux domaines privilégiés : l'aide à la décision an d'améliorer l'ecacité des
processus complexes et les nouvelles technologies an de concevoir des services et produits innovants.
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l'apprentissage et des historiques d'événements inuençant les audiences [69, 66]. Une étude
sur la pression des plannings radio (Réseau "Les Indépendants" en régie par TF1 Publicité)
a permis de créer un outil analysant les congestions de planning et d'anticiper les évolutions
de remplissage, tout en maintenant une politique tarifaire cohérente. Ces projets d'analyse
de données ont donné lieu à une autre collaboration avec le groupe hôtelier Louvre Hôtels.
L'idée était d'appliquer les techniques de prévisions pour les fréquentations et le chire d'af-
faires des hôtels de ce groupe. L'outil permet désormais de prévoir les fréquentations de plus
de 500 hôtels et d'aider les gestionnaires dans la dénition des prix et objectifs communiqués
aux hôtels [70].
Une autre thématique de recherche sur laquelle j'ai été amené à travailler au cours de ces
six années passées au Bouygues e-lab, a été l'optimisation dans le domaine de la construction.
Par exemple, j'ai été amené à travailler pour ETDE, liale de Bouygues Construction, sur un
outil d'aide à la décision pour la réponse à appel d'ore dans le domaine de l'éclairage public.
Le simulateur optimise le planning des interventions sur chaque site et en déduit un bilan
nancier global sur la durée du contrat [85]. Un autre exemple de projet dans le domaine
de la construction est le moteur pour l'optimisation des plannings de sous-traitants sur des
chantiers résidentiels [14]. Ce moteur de calcul a pour objectif d'améliorer la replanication
hebdomadaire de chantiers de construction suite aux relevés d'avancement. Des contraintes
de précédences entre la cinquantaine d'activités réalisées sur des chantiers d'une centaine de
zones faisaient naître un problème de planication d'activité quotidienne sur des horizons
de temps de plusieurs mois. Une approche fondée sur la programmation par contraintes
a permis de construire un logiciel, testé sur chantiers, pour optimiser les interventions de
sous-traitance.
Cette thèse se focalise sur 3 problèmes traités pour le groupe Bouygues ou pour un client
externe. Il s'agit de la minimisation du stock de corages (Bouygues Habitat Résidentiel),
que nous détaillerons dans le chapitre 2, de la planication des mouvement de terre sur des
chantiers linéaires (DTP Terrassement) que nous présenterons dans le chapitre 3, et enn
de l'optimisation de tournées de véhicules avec gestion de stock, présenté en chapitre 4.
Nous invitons le lecteur intéressé par les autres missions évoquées dans cet avant propos à
se reporter aux diérentes publications dont elles ont fait l'objet.
Chapitre 1
Introduction
1.1 Principales contributions
De nombreux problèmes industriels d'optimisation comportent à la fois des dimensions
combinatoire et continue. Les aspects combinatoires peuvent concerner par exemple l'af-
fectation de ressources à des activités ou l'aectation d'une activité à une tournée. Les
aspects continus peuvent être quant à eux relatifs à des volumes distribués, à des quanti-
tés de matériaux déplacés ou encore à des dates de visites xées sur un horizon temporel
continu. Pour aborder ces problèmes en variables mixtes, une approche de résolution cou-
ramment employée est la décomposition en sous-problèmes, notamment lorsqu'ils sont de
grande taille. Par exemple, dans le cas d'un problème de tournées de véhicules avec gestion
de stock, la décomposition usuelle consiste à d'abord évaluer les quantités à livrer à chaque
client (dimension continue) puis à construire des tournées pour satisfaire celles-ci (dimension
combinatoire). Dans le problème de planication des arrêts de centrales nucléaires [98], une
décomposition naturelle consiste d'abord à positionner les arrêts (dimension combinatoire)
puis à déterminer un plan de production satisfaisant la demande (dimension continue). La
programmation mathématique fournit également des méthodes formelles de décomposition
(Dantzig-Wolfe, Benders, Branch-Cut-Price). Toutefois, ces approches peuvent avoir des in-
convénients en pratique : diculté de garantir la qualité voire l'admissibilité des solutions,
complexité technique de mise en ÷uvre, complexité logicielle en cas d'utilisation de solveurs
de programmation mathématique.
Dans cette thèse, nous proposons une approche directe, par recherche locale, pour l'opti-
misation en variables mixtes. Notre méthodologie se focalise sur deux points. Tout d'abord,
nous dénissons une large variété de mouvements randomisés travaillant simultanément sur
les dimensions combinatoire et continue du problème, an d'assurer une exploration di-
versiée de l'espace de recherche. Ensuite, nous accélérons l'évaluation de ces mouvements
en nous appuyant sur une algorithmique incrémentale et approchée. Cette méthodologie est
éprouvée sur deux problèmes industriels rencontrés au Bouygues e-lab : l'ordonnancement de
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mouvements de terre pour le terrassement d'autoroutes et de voies ferrées et l'optimisation
de tournées de véhicules avec gestion des stocks. Les logiciels résultants de ces travaux sont
aujourd'hui en exploitation, permettant des réductions de coûts signicatives. Après un bref
rappel de la dénition d'un problème d'optimisation en variables mixtes, nous présentons les
méthodes de décomposition généralement utilisées pour leur résolution ainsi que leurs limites
en pratique. Nous explicitons ensuite notre méthodologie pour une approche par recherche
locale de ces problèmes mixtes.
1.2 Problèmes d'optimisation en variables mixtes
Les problèmes d'optimisation en variables mixtes, aussi appelés problèmes d'optimisation
mixte, conjuguent les attributs des problèmes d'optimisation combinatoire et continue. Après
un rappel des principales caractéristiques de ces deux types de problèmes d'optimisation,
nous dénirons formellement ce que nous entendons par problème d'optimisation mixte et
présenterons quelques exemples de problèmes rencontrés dans l'industrie.
Les problèmes d'optimisation continue consistent à minimiser (ou maximiser) une fonc-
tion sur un domaine continu. Des algorithmes polynomiaux existent pour de nombreux pro-
blèmes de cette famille, comme par exemple pour la minimisation d'une fonction convexe sur
un domaine convexe [92]. En particulier, si le domaine est déni par un ensemble d'équations
linéaires et que la fonction à minimiser est elle-même linéaire, on parle de programmation
linéaire [32]. Le calcul des mouvements de terre sur un chantier de terrassement, introduit
par Monge en 1781 [93], est un problème classique d'optimisation continue. Il consiste à
déterminer les quantités de terre à déplacer entre les déblais et les remblais de façon à mini-
miser la somme des moments de transport (produit de la quantité de terre déplacée par la
longueur du déplacement). Nous détaillerons sa modélisation sous la forme d'un programme
linéaire en préambule du Chapitre 3 consacré à l'optimisation des mouvements de terre sur
chantiers linéaires.
Les problèmes d'optimisation combinatoire consistent à minimiser une fonction sur un
domaine discret [104]. Bien que décrit de façon concise, ce domaine (aussi appelé ensemble
des solutions) est souvent de très grande taille. Le Chapitre 2 est consacré à un problème
purement combinatoire consistant à choisir parmi tous les jeux de corages permettant de
réaliser un chantier de construction, celui dont le coût de location est le plus faible. Le
problème de remplissage des écrans publicitaires de TF1 [24] est un autre problème d'opti-
misation combinatoire : aecter des spots au sein d'écrans tout en respectant des contraintes
de capacité et d'exclusion mutuelle, de façon à maximiser le chire d'aaires. Nous invitons
le lecteur intéressé à consulter l'ouvrage de Guéret et al. [57] présentant un panorama de
problèmes combinatoires rencontrés dans l'industrie (transport, télécommunications, éner-
gie). Des algorithmes ecaces (polynomiaux) existent pour trouver l'optimum de certains
problèmes d'optimisation combinatoire, mais la plupart sont NP-diciles [50]. Les deux
problèmes précités sont d'ailleurs NP-diciles ; la complexité du premier sera établie au
1.1 Approches par décomposition 3
Chapitre 2.
Les problèmes d'optimisation mixte comportent des variables de décision discrètes et
continues. Si les contraintes et l'objectif du problème peuvent être exprimés de manière
linéaire en fonction de ses variables de décision, alors on parle de programmation linéaire
mixte. Dans le Chapitre 3, nous abordons un problème d'optimisation de mouvements de
terre sur chantiers linéaires [67]. La dimension combinatoire du problème est induite par
l'aectation des mouvements aux machines de terrassement, tandis que la dimension continue
est relative aux quantités de terre déplacées et au placement de l'activité sur un horizon de
temps continu. Dans le Chapitre 4, nous traitons un problème d'optimisation de tournées de
camions avec gestion des stocks [20]. Ce problème, déjà abordé dans la littérature [27, 29, 34],
nécessite la construction de tournées de véhicules (dimension combinatoire). En outre, il
possède une dimension continue : déterminer le volume de produit (uide) à livrer ou charger
à chaque site visité.
Ces problèmes d'optimisation en variables mixtes apparaissent dans divers domaines
industriels. La planication des arrêts de centrales nucléaires [49, 54, 98] en est un exemple
dans le secteur de l'énergie. Ce problème consiste à ordonnancer les arrêts de maintenance des
centrales nucléaires et à déterminer un plan de production de toutes les centrales thermiques
du parc, sur un horizon donné. Comme autres exemples de problèmes d'optimisation mixte
à forts enjeux économiques, nous pouvons citer : planication prévisionnelle de maintenance
des raneries [80], optimisation de réseaux de conduites pétrolières [62], optimisation du
placement des puits en ingénierie de réservoir [62], optimisation du chargement de porte-
containers [100], construction des rotations d'avions avec aectation des passagers [2]. La
plupart des approches proposées pour résoudre ces problèmes de grande taille se basent sur
des décompositions, qui font l'objet de la section suivante.
1.3 Approches par décomposition
Décompositions empiriques. Lorsqu'ils sont de grande taille, une approche couramment
utilisée pour résoudre ces problèmes mixtes est leur décomposition en sous-problèmes (com-
binatoire et continu). Ces décompositions exploitent les propriétés intrinsèques du problème
(généralement qualiées de propriétés métier) ; elles sont souvent issues des pratiques histo-
riques des ingénieurs en charge des opérations. Par exemple, pour le problème d'optimisation
des mouvements de terre, cette approche consiste à séparer l'aectation des mouvements de
terre aux ressources et la détermination des dates de leur réalisation (sur un horizon tem-
porel continu) [96]. Pour ce qui est de l'optimisation des tournées de véhicules avec gestion
des stocks, il s'agit en premier lieu d'évaluer les quantités à livrer à chaque client, puis à
construire des tournées pour satisfaire celles-ci [27]. Concernant la planication des arrêts
des centrales nucléaires, une décomposition séquentielle amène à positionner les dates d'ar-
rêts des centrales puis à calculer un plan de production global permettant de satisfaire la
demande [54].
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Décompositions mathématiques. La programmation mathématique fournit également
des méthodes formelles de décomposition. Une technique de résolution désormais célèbre
en programmation linéaire en nombres entiers (PLNE) est le Branch and Price, couplant
Branch and Bound et génération de colonnes [9, 38, 71, 101]. Cette technique est notam-
ment employée pour traiter les programmes induits par décomposition de Dantzig-Wolfe
[36], comportant généralement un très grand nombre (exponentiel) de colonnes. Ce type de
décomposition consiste en une reformulation du programme original sous une forme éten-
due ; une des plus fréquentes en pratique est la reformulation par couverture d'ensembles (set
covering en anglais). D'un autre côté, Benders [11] a introduit une méthode de décomposi-
tion adaptée à la résolution de problèmes mixtes. Cette technique consiste à décomposer un
programme mixte sous la forme de deux programmes maître-esclave, l'un discret et l'autre
continu. On parle ici de décomposition par partitionnement de variables. Pour des exemples
d'applications industrielles s'appuyant sur ce type de décomposition, nous invitons le lecteur
à consulter [48, 52, 89, 90, 91, 97]. Les décompositions de Benders sont intéressantes pour
attaquer les problèmes dont la partie continue est dicile à traiter (programme linéaire de
très grande taille). Toutefois, elles ne permettent pas de réduire directement la complexité
de résolution relative à la partie combinatoire. Or, la diculté des problèmes mixtes que
nous abordons ici est en premier lieu induite par leur caractère fortement combinatoire.
Limites pratiques. Les décompositions empiriques ont un inconvénient majeur : elles sont
par nature sous-optimales. En eet, les objectifs des sous-problèmes résolus s'avèrent géné-
ralement contradictoires. Plus il y a de contraintes couplantes entre variables combinatoires
et continues, plus la décomposition sera délicate ; l'obtention d'une solution admissible peut
même s'avérer dicile. Bien que garantissant en théorie l'obtention d'une solution optimale,
les décompositions mathématiques ont elles aussi des limitations en pratique. Tout d'abord,
la relaxation linéaire des problèmes riches rencontrés dans l'industrie est généralement faible.
C'est notamment le cas des problèmes comportant une forte dimension combinatoire (comme
le routage ou l'ordonnancement). Cela impose des reformulations du problème voire la géné-
ration de coupes pendant l'exploration de l'arbre de recherche ; cette génération d'inégalités
valides est bien souvent coûteuse en temps [46]. Dans le cadre du Branch and Price [83], une
diculté supplémentaire apparaît : le sous-problème de génération de colonnes, rencontré
lors du calcul de la relaxation linéaire à chaque n÷ud de l'arbre de recherche, est rarement
polynomial. Il est déjà NP-complet dans le cas du problème classique de tournées de vé-
hicules avec fenêtres de temps [40]. De plus, la convergence de la méthode de génération
de colonnes est en pratique perturbée par des problèmes de stabilisation [46]. Pour plus de
détails, nous renvoyons le lecteur au tutoriel de Feillet [46] sur les dicultés rencontrées
dans les approches de type Branch-Price-Cut pour la résolution des problèmes de tournées
de véhicules. Dans le cas des problèmes mixtes, une diculté supplémentaire peut être posée
par la taille du sous-problème continu à résoudre.
En conclusion, nous observons qu'en dépit d'une littérature académique abondante sur
le sujet, les approches par décomposition implémentées dans des contextes industriels sont
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très rarement exactes, au sens où elles intègrent des composantes heuristiques dans leur
schéma de résolution empêchant de garantir la qualité des solutions obtenues.
1.4 Recherche locale pour l'optimisation mixte
1.4.1 Introduction
La recherche locale en optimisation combinatoire est une technique de résolution mathé-
matique consistant à partir d'une solution initiale appartenant à l'espace de recherche, puis
à améliorer la solution courante de façon itérative en explorant un voisinage. Le principe fon-
damental de l'algorithme est d'explorer l'espace de recherche en progressant d'une solution
à une solution voisine par application de mouvements (aussi appelées transformations) sur
la solution courante (voir Figure 1.1). Lin et Kernighan [82] ont utilisé la recherche locale
en l'appliquant au problème du voyageur de commerce et en formalisant les concepts sous-
jacents. Ceci a contribué à la démocratisation de la notion de recherche locale. La technique
a connu un regain d'intérêt dans les années 90 [1] avec l'avènement de la notion de méta-
heuristique, introduite par Glover [53]. Les métaheuristiques font appel à des algorithmes
sous-jacents de recherche locale, c'est-à-dire qu'elles décrivent les stratégies utilisées pour
trouver rapidement et ecacement une solution de qualité en un temps raisonnable. Ce sont
généralement des algorithmes stochastiques itératifs. On peut citer notamment l'algorithme
de Recuit Simulé [77], les algorithmes génétiques (Koza [78], Goldberg [55]), la recherche
tabou (Glover [51], Gendreau [53]) et les algorithmes de colonies de fourmis (Dorigo [39]).
L'ouvrage de Gonzales et al. [56] présente en détails quelques unes de ces techniques et
compare leurs résultats. Nous invitons également le lecteur à consulter l'ouvrage de Talbi
sur l'implémentation des méta-heuristiques [106] et celui de Aarts et Lenstra [1] pour un
panorama d'applications des métaheuristiques en optimisation combinatoire.
1.4.2 Une méthodologie pour l'optimisation mixte
La méthodologie présentée ici étend les travaux introduits par Estellon et al. [45] pour
l'optimisation combinatoire. La première caractéristique de notre approche est que la re-
cherche locale est directe. En eet, aucune décomposition du problème n'est ici utilisée,
le problème étant attaqué frontalement. L'espace des solutions exploré par l'algorithme est
proche de l'espace original des solutions. En particulier, les dimensions combinatoire et conti-
nue du problèmes sont traitées simultanément : les décisions combinatoire et continue sont
prises par un même mouvement au cours de la recherche locale. Dans le Chapitre 3 concer-
nant les mouvements de terre, la transformation consistant à insérer un mouvement de terre
au sein du planning d'une des ressource modie à la fois l'aectation du mouvement à la
ressource (aspect combinatoire) et la quantité de terre déplacée par la ressource (aspect
continu). Dans le cas de l'Inventory Routing Problem (IRP) (voir Chapitre 4), quand on
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Figure 1.1  Recherche locale dans le voisinage des solutions.
déplace une livraison d'un client dans le temps, l'évaluation de l'impact de la transformation
nécessite le calcul des dates de la tournée concernée et des autres tournées du camion et
de la remorque (aspect combinatoire) ainsi que la réaectation des volumes livrés à tous les
clients de la tournée et ceux de tous les clients livrés par cette remorque (aspect continu).
Les décompositions sont généralement source de sous-optimalité (à moins qu'une structure
singulière se cache derrière le problème). En évitant dans notre approche les décomposi-
tions et les réductions, aucune solution n'est perdue et la probabilité de trouver une solution
de bonne qualité est augmentée. De plus, la recherche locale est pure. Elle ne fait appel
à aucune hybridation : ni métaheuristique, ni technique de recherche arborescente ne sont
utilisées ici. Les algorithmes présentés dans cette thèse utilisent la stratégie par descente
standard (connue en anglais sous le nom de First Improvement descent) qui permet d'éviter
un paramétrage complexe, comme cela est fréquemment le cas lors de l'emploi d'une méta-
heuristique. On recherche ici une première solution améliorante dans le voisinage exploré.
Cette stratégie est utilisée dans les travaux d'Helsgaun [60]. Hansen et al. [58] démontre
son ecacité par rapport à une approche par recherche de la meilleure solution améliorante
(appelée Best Improvment Descent).
Une autre caractéristique de cette recherche locale est qu'elle visite un voisinage forte-
ment randomisé. Les décisions sont prises de façon (pseudo-)aléatoire. La taille de notre
voisinage est généralement quadratique en la taille de l'entrée du problème (soit O(n2) avec
n la taille de l'entrée), mais la constante cachée par le grand O est grande. Par exemple,
dans le Chapitre 4 concernant l'IRP, nous faisons appel à un ensemble de plus de 50 mou-
vements, chacun induisant un voisinage de taille quadratique en le nombre d'opérations.
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L'union de ces voisinages randomisés de petite taille induit un voisinage très large en pra-
tique. En pratique, ceci permet ainsi une convergence vers des optima locaux de grande
qualité, bien que l'espace de recherche soit fortement contraint. Le fait que la recherche soit
randomisée rend la recherche non déterministe. C'est la raison pour laquelle notre recherche
locale est aussi aggressive : des millions de solutions faisables sont visitées au cours du temps
imparti. Pour cela, nous utilisons une machinerie d'évaluation évoluée couplée à un vaste
ensemble de mouvements. L'évaluation se fait de manière incrémentale en se basant sur des
algorithmes approchés mais très ecaces en temps. Les performances de la recherche locale
sont dépendantes de l'optimisation de ces méthodes d'évaluation et de rétablissement rapide
d'une solution courante modiée par les mouvements nalement non acceptés. L'algorithmie
incrémentale repose notamment sur l'exploitation d'invariants entre la solution courante et
la solution modiée [76].
Nos heuristiques de recherche locale sont construites en trois niveaux : l'heuristique gé-
nérale, les mouvements et la machinerie d'évaluation. Cette dernière constitue le coeur de la
recherche locale et calcule l'impact de chaque mouvement sur les contraintes et les objectifs
au cours de la recherche. Le temps passé à développer chaque couche se repartit ainsi : 10%
sur l'heuristique générale, 20% sur les mouvements et 70% sur la machinerie d'évaluation.
Le développement d'une heuristique de recherche locale se résume donc essentiellement dans
la dénition du large ensemble de mouvements randomisés permettant l'exploration eective
de larges espaces de recherche et dans l'accélération du processus d'évaluation de ces mou-
vements. Dans le contexte particulier des problèmes en variables mixtes, les mouvements
adressent les dimensions combinatoire et continue en même temps. Ainsi, les mouvements
modient les variables combinatoires et continues à chaque itération. Une fois la partie com-
binatoire rétablie, une solution admissible doit donc être retrouvée pour le sous-problème
continu, induit par ces variables combinatoires xées. Et lorsque le sous-problème continu
est de grande taille, cela peut devenir très coûteux en temps, même s'il est polynomial. La
recherche locale pour l'optimisation mixte nécessite donc de résoudre la partie continue de
manière incrémentale, approchée, et même éventuellement randomisée. Par exemple, dans le
cas de l'IRP, le sous-problème continu induit est un problème de ot maximum. Nous avons
concentré notre attention dans l'accélération de la résolution de ce sous-problème continu,
comme détaillé en Chapitre 4.
An d'améliorer l'ecacité de l'implémentation de ces heuristiques, nous appliquons
les principes d'ingénierie logicielle énoncés par Moret [95] notamment le prolage de la
consommation en temps et en espace (mémoire vive et mémoire cache). La programmation
par assertions, couplée à une vérication des données incrémentales, permet de contrôler
la abilité de chacun de nos algorithmes. L'objectif de ces véricateurs est de contrôler la
validité des structures après chaque mouvement (en mode debug). En moyenne, 10 à 20%
du code développé est dédié à cette vérication. Enn, nous utilisons dans nos procédures
de tests des instances pathologiques an de s'assurer de la convergence de la recherche locale
même sur des cas critiques. Nous fournirons des détails sur ces diérents aspects pour chacun
des algorithmes présentés dans cette thèse.
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1.5 Organisation de la thèse
Nous présentons tout d'abord un premier problème industriel purement combinatoire sur
lequel nous avons appliqué un algorithme de recherche locale. L'objectif est d'optimiser les
commandes de banches (les corages servant à couler les murs d'un chantier de construction).
Nous verrons qu'une heuristique à base de recherche locale a permis de trouver rapidement
des solutions de qualité pour toutes les instances de ce problème et que le moteur est désor-
mais utilisé en production pour tous les chantiers de Bouygues Bâtiment Résidentiel.
Ensuite, nous nous focaliserons sur le problème d'ordonnancement des mouvements de
terre sur chantiers linéaires résolu par une heuristique de recherche locale. Une de ses ca-
ractéristiques est que les quantités de terre déplacées peuvent passer d'une tâche à l'autre,
alors que les dates d'aectation de ces tâches sont aussi modiées. Le logiciel en exploitation
chez Bouygues DTP Terrassement permet la planication de grands chantiers en quelques
minutes. Nous nous intéresserons aussi à l'étude fondamentale du cas à une ressource, cor-
respondant à un problème de voyageur de commerce linéaire avec précédences, prouvé ici
comme étant NP-dicile. Nous obtenons des bornes inférieures permettant d'apprécier la
qualité de la recherche locale.
Le problème d'optimisation des tournées de véhicules avec gestion de stock a pour objectif
de réduire les coûts de distribution d'un produit par camion, sur des zones géographiques
comptant plusieurs centaines de clients, dont la gestion des stocks est conée au fournisseur.
Une heuristique de recherche locale est proposée pour résoudre le problème à court terme
(15 jours) en quelques minutes. An d'assurer une optimisation sur le long terme, nous
introduisons une fonction objectif de remplacement fondée sur un calcul de bornes inférieures.
L'originalité de notre approche réside dans le fait que les quantités livrées au cours des
tournées peuvent varier alors même que ces dernières sont modiées géographiquement ou
temporellement. L'exploitation de ce logiciel, quotidienne et à l'échelle mondiale, a permis
des réductions de coûts logistiques de l'ordre de 15% chez le client industriel du Groupe
Bouygues.
Chapitre 2
Optimisation du stock de banches sur
des chantiers de construction
Bouygues Habitat Résidentiel est une liale de Bouygues Construction spécialisée dans
la construction de résidences privées. Leur bureau des méthodes est spécialisé dans l'orga-
nisation, la planication et l'optimisation de ces chantiers s'étalant sur des périodes allant
de 6 à 12 mois. Ils ont aussi bien la responsabilité de la gestion des ressources humaines que
matérielles. La construction doit être livrée en temps et en heure sous peine de pénalité de
retard. Or une construction résidentielle est un projet complexe qui implique de nombreux
interlocuteurs. Le problème décrit ici concerne l'optimisation du stock de banches utilisées
sur les chantiers résidentiels 1. Comme nous l'avons vu en introduction de cette thèse, ce pro-
blème est purement combinatoire et nous présenterons ici une heuristique à base de recherche
locale pour le résoudre de manière ecace et robuste.
2.1 Contexte
Le problème traité ici concerne la phase de gros ÷uvre du chantier qui est une des tâches
principales de la construction. En général, un chantier moyen d'Habitat Résidentiel compte
une dizaine d'étages et une centaine de murs, que l'on nommera ici des voiles. Chaque étage
doit être terminé en une dizaine de jours environ, en utilisant un nombre limité de banches
verticales. Ces banches sont des corages métalliques dans lesquelles on vient couler du béton
formant les voiles. La commande, la rotation et l'assemblage de ces corages sont trois sous-
problèmes dont le bureau des méthodes a la responsabilité. Les commandes doivent en eet
être passées en avance et sont xes pour toute la durée du chantier (aucune banche ne
peut être commandée ou retournée pendant la durée du chantier, sauf cas exceptionnel).
1. Ces travaux de recherche ont été menés en 2007 en collaboration avec Thierry Benoist (Bouygues e-lab)
et Pascal Molin (Institut de Mathématiques de Bordeaux) [15, 18]
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Minimiser le coût de location de ces matériaux de corage requiert de calculer le plus petit
stock possible de banches et de les utiliser judicieusement au l des jours. En eet, une
quantité trop importante de banches sur le chantier entraîne des problèmes de stockage et
donc de congestion sur le site.
Une banche est une paire de panneaux métalliques verticaux utilisée pour construire
les murs : du béton encore liquide y est coulé entre les panneaux. Ce processus nécessite
plusieurs jours de séchage avant que le corage ne puisse être ouvert et utilisé ailleurs sur
le site. On dispose de plusieurs familles de banches caractérisées notamment par leur taille
allant de 60 à 480 cm et leur stabilité. Les voiles à couler sont généralement plus longs que
la longueur maximale des banches : pour couvrir un mur, on assemble plusieurs corages
ensemble. Par exemple, la Figure 2.1 montre qu'un train de banches de 10,8 mètres peut
être construit en utilisant diérentes combinaisons de banches. La première combinaison est
un assemblage avec des banches de 4 mètres, 2 mètres et 0,8 mètre alors que la deuxième
combinaison utilise deux types de banches : celles de 3 mètres et de 1 mètre. Si on dépasse
la longueur, on utilise un bouchon pour l'ajuster. Pour chaque voile, la contrainte principale
(contrainte de couverture) est que la somme des longueurs des banches allouées doit dépasser
la longueur du mur. L'ensemble de banches de chaque type aecté à un mur est appelé un
vecteur de couverture.
10,8 m
banche
4 m 4 m 0,8 m2 m
3 m 3 m 3 m 1 m 1 m
Figure 2.1  Deux trains de banches de longueur 10,8 m.
Nous dénissons le problème de minimisation du stock de banches dans la Section 2.2.
Puis en Section 2.3, nous introduisons une première approche par programmation mixte
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en nombres entiers et puis par programmation par contraintes. Ensuite, en Section 2.4 un
deuxième modèle utilisant la recherche locale est présenté. Des algorithmes exacts et appro-
chés sont aussi présentés. La NP-complétude du problème maître est prouvée en Section 2.5.
Les résultats pour chaque approche sont fournis en Section 2.6.
2.2 Présentation du problème
La modélisation de ce problème a été introduite en 1999 par Le Pape et Baptiste [81].
Ce problème consiste à minimiser la quantité de matériels de corage requis pour le site, en
faisant un choix approprié des banches aectées à chaque voile. Le planning exact d'ordon-
nancement des voiles est calculé au préalable, c'est-à-dire qu'on connaît pour chaque voile
le jour où il est érigé. On note D l'ensemble des jours où la construction doit être eectuée,
B l'ensemble des banches disponibles et V l'ensemble des voiles à couler. Pour chaque jour
d 2 D , on note V (d)  V l'ensemble des voiles qui doivent être coulés.
Voiles. Pour chaque voile v 2 V , la longueur totale couverte par les banches allouées doit
correspondre à la longueur attendue : elle doit appartenir à l'intervalle [ Lmin(v); Lmax (v) ].
La longueur Lmin(v) est généralement plus grande que la largeur du voile car des extrémités
doivent être positionnées au bout du train de banches pour le fermer à l'aide de bouchons,
assurant l'étanchéité du corage, mais grignotant une partie de la longueur couverte. Lmax (v)
est bornée par la longueur maximale de ces bouchons ou par la position des voiles voisins.
Quand un mur est positionné entre deux autres, la longueur du voile à couler est de longueur
xe et on a donc Lmin(v) = Lmax (v). De tels voiles sont appelés murs bloqués. La Figure 2.2
illustre ces diérentes notations pour un voile à trois banches. Dans cet exemple, pour couler
le voile v , on fait appel à trois banches et un unique bouchon, puisqu'une des extrémités est
bloquée par un voile déjà existant.
Banches. Les trains de banches sont construits par assemblage de plusieurs banches de
diérentes longueurs. L'épaisseur d'un voile n'est pas prise en compte. Le problème d'opti-
misation des stocks ne se focalise que sur la recherche des vecteurs de couvertures à aecter
à chaque voile. L'optimisation des séquences de banches est un autre problème traité indé-
pendamment [16].
Chaque banche b 2 B est dénie par sa stabilité qui peut être de trois types. Les stables
pour les modèles avec des béquilles, résistants à des vents d'environ 80 km/h. Les neutres
qui sont les banches ajustables et les petites. Les instables qui sont de tailles intermédiaires
mais dans des matériaux plus légers. Pour chaque voile, le train de banches doit être stable,
chaque banche stable étant capable de stabiliser deux banches instables. En d'autres termes,
le nombre de banches instables ne peut pas excéder deux fois le nombre de stables (voir
inégalités (2.4)). On note S  B (resp. I  B) l'ensemble des banches stables (resp.
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voile v
banche voile fixe
bouchon
Lmax(v)
Lmin(v)
Figure 2.2  Un voile avec trois banches.
instables). Chaque banche b 2 B est aussi décrite par sa longueur qui peut être ajustée entre
deux longueurs [Lmin(b);Lmax (b)]. Seuls les plus petits modèles ont des longueurs ajustables
(on note A  B l'ensemble des banches ajustables). Ces modèles ne peuvent être utilisés
que dans les extrémités : on dénit M (v) comme le nombre maximum de banches de petite
taille qui peuvent être utilisées par train pour le voile v (voir inégalités (2.3)).
De plus, on sait que certaines banches sont dites spéciales : leur utilisation doit être
limitée le plus possible car elles compliquent les tâches d'assemblages. Soit S  I l'ensemble
des banches spéciales. Leur longueur cumulée sur un voile est bornée par une constante Z
spéciée par les ingénieurs méthodes (voir inégalités (2.5)).
Contraintes. Sur chaque voile v , l'utilisation d'un ensemble de banches lourdes H (v)
(voir inégalités (2.6)) est à éviter. Les capacités limitées de la grue font que des contraintes
de poids doivent être imposées pour chaque voile (la capacité diminue en fonction de la
distance au pied de la grue). On note x (v ; b) le nombre de banches de type b 2 B utilisées
pour couvrir le voile v 2 V (on dit encore que x (v ; b) est le vecteur couverture du voile
v). On dénit n(b; d) la quantité de banches de modèle b utilisées un jour d 2 D et m(b)
la quantité de banches de type b 2 B nécessaires sur le site, qui est déterminée par la
quantité du jour le plus demandeur pour le modèle b 2 B . Notons que n(b; d) et m(b)
sont totalement déterminés par les vecteurs couvrants. Le problème est donc décrit par les
contraintes suivantes.
8 v 2 V ;
X
b 2 B
Lmin(b)  x (v ; b)  Lmax (v) (2.1)
8 v 2 V ;
X
b 2 B
Lmax (b)  x (v ; b)  Lmin(v) (2.2)
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8 v 2 V ;
X
b 2 A
x (v ; b)  M (v) (2.3)
8 v 2 V ; 2 
X
b 2 I
x (v ; b) 
X
b 2 S
x (v ; b) (2.4)
8 v 2 V ; Lmin(v)  
X
b 2 B n S
Lmax (b)  x (v ; b)  Z (2.5)
8 b 2 H (v); x (v ; b) = 0 (2.6)
8 d 2 D ; b 2 B ;
X
v 2 V (d)
x (v ; b) = n(b; d) (2.7)
8 b 2 B ; max
d 2 D
n(b; d) = m(b) (2.8)
Objectif. L'objectif de l'ingénieur méthode est de minimiser le coût de location du stock.
Avec R(b) le coût de location xe d'une banche du modèle b 2 B , cet objectif s'écrit sous
la forme suivante :
min
X
b 2 B
R(b)  m(b) (2.9)
Cependant, ce n'est pas le seul objectif poursuivi. En eet, on cherche à minimiser aussi le
nombre total de banches inutilisées, car elles posent des problèmes de congestion d'espace sur
le site pendant la construction. En eet, quand une banche ne sert pas à corer, le responsable
de chantier doit trouver une place pour la stocker, ce qui va nécessiter du temps de grue
pour la déplacer à cet endroit, voire d'autres engins de chantier. Il est donc primordial de
minimiser ce type d'intervention et de maximiser l'utilisation quotidienne de tout le parc de
banches. Ainsi, on introduit une pénalité P (b) pour chaque nouvelle banche an de modéliser
cet objectif. Ce coecient est généralement plus grand pour les banches plus grandes qui
sont encore plus diciles à déplacer et qui prennent beaucoup de place à stocker. De même,
les coûts de location augmentent aussi avec la taille de la banche. On obtient ainsi la fonction
objectif modiée 2.10.
Modèle 1 :
min
X
b 2 B
R(b)  m(b) +
X
b 2 B ; d 2 D
P(b)  ( m(b)   n(b; d) ) (2.10)
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Comme l'objectif est de laisser la main à l'ingénieur méthode en lui proposant un outil
d'aide à la décision, il peut arriver que l'utilisateur lui-même souhaite limiter la commande
d'un des modèles en contrôlant le maximum pour chaque modèle. Par exemple, limiter
le nombre de banches de petite taille peut permettre de diminuer les temps d'assemblage
ou peut aussi modéliser une contrainte de stock disponible. On introduit Q(b) qui est le
maximum de banches du type b commandées.
8 b 2 B ; m(b)  Q(b) (2.11)
Nous considérons ici un ensemble de 36 instances issues de données réelles comportant
jusqu'à 11 types de banches, 124 voiles et 14 jours. Ces données proviennent de 12 sites de
construction d'Habitat Résidentiel. Nous présentons dans les sections suivantes les diérentes
approches pour résoudre ce problème d'optimisation.
2.3 Heuristique constructive
Le modèle présenté dans la section précédente peut être interprété par un solveur de
programmation entière si on remplace la contrainte 2.8 par :
8 b 2 B ; d 2 D ; m(f )  n(b; d) (2.12)
Cependant, même si une solution continue peut être trouvée en quelques secondes, les sol-
veurs de l'état de l'art nécessitent plusieurs minutes (voir plusieurs heures) pour trouver une
solution entière faisable comme le montre le tableau des résultats en Section 2.6. De même,
la stratégie de recherche par défaut d'un solveur de programmation par contraintes comme
Choco [79] ne produit pas de solutions faisables en un temps raisonnable (voir Section 2.6).
Ainsi, une heuristique constructive est proposée dans l'Algorithme 1. L'idée est de se
focaliser tout d'abord sur les banches qui peuvent être utilisées lesD jours. Puis, on s'intéresse
à celles pouvant être utilisées D   1 jours, en diminuant petit à petit le nombre de jours un
à un. Pour chaque valeur de ce paramètre, on parcourt les banches ordonnées par longueur
décroissante (la liste ordonnée Bo) : les coûts marginaux de location sont donc ordonnés du
plus économique (pour les modèles de grande taille) au plus cher (pour les plus petites). Pour
chaque banche, tant que la contrainte 2.10 n'est pas saturée, on essaie de sélectionner pour
chaque jour, un voile pour lequel une telle banche peut être aectée. Dans le cas où aucune
contrainte 2.10 n'est posée, on vérie qu'il existe toujours au moins un support utilisant les
modèles de type b pour le voile v grâce à la fonction EstAectable(b; v). Si aucune solution
ne peut être trouvée et que le minimum de jours ne peut être satisfait, on passe au modèle de
banche suivant. Autrement, cette banche est aectée à chaque voile sélectionné. La fonction
EstAectable(b; v) a pour but de détecter qu'un voile v a reçu susamment de banches,
c'est-à-dire que les contraintes de 2.1 à 2.6 sont bien satisfaites, auquel cas on marque les
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voiles comme fermés et la fonction retourne toujours faux pour ce voile dans ce cas. À
chaque étape de l'algorithme, les décisions sur les voiles (comme l'aectation d'une banche à
un voile) et les décisions sur les banches (comme décider du nombre de banches commandées
pour un modèle spécique) propagent des réductions de domaines pour les autres voiles ou
les autre banches. Par exemple, la décision de commander une banche de 1,4 mètres pour
un voile de 2,4 mètres va exclure d'utiliser des banches de plus d'un mètre. De même, si le
stock maximal d'une banche est xé à 3, dès qu'on atteint ce niveau, elle devient inutilisable
et cette décision est propagée en réduisant son domaine à 0 pour ces voiles. L'algorithme
renvoie la liste de banches aectées.
Algorithme 1: Heuristique constructive
input : Les banches ordonnées par taille décroissante
output : Une aectation des banches à un voile
begin
for minUsage = jD ja1 do
for b 2 Bo do
stop = faux
while !stop and !stocksLimitesAtteints(b) do
V = 0
for d 2 D do
while v 2 Vd do if EstAectable(b; v) then Choisir V
if jV j < minUsage then stop = vrai
else for v 2 V do Aecter(b; v)
Return la liste de banches aectées.
Cet algorithme à base de propagation et de ltrage tourne en moins d'une seconde sur
toutes les instances du benchmark et a été utilisé pendant plusieurs années en exploitation
pour résoudre ce problème sur des dizaines de chantiers d'Habitat Résidentiel. En eet,
chaque jour, des dizaines d'ingénieurs méthodes commandaient leur stock de banches sur les
sites de construction à l'aide d'un logiciel utilisant cet algorithme, qui a été remplacé en 2009
par la nouvelle approche décrite dans la section suivante. Nous verrons dans la Section 2.6
que le nouvel algorithme obtient des résultats numériques améliorant les solutions de 7% à
14%.
2.4 Approche par recherche locale
Modélisation par couverture d'ensembles. Une étude sur les cas réels de notre bench-
mark révèle une caractéristique-clef du problème à un voile. Dans toutes les instances, les
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contraintes sur les murs rendent le nombre d'aectations faisables sur chaque voile su-
samment petit pour être calculé de manière préliminaire en une fraction de seconde. La
Figure 2.3 montre que pour la plupart des murs d'une des instances, le nombre de vecteurs
de couverture possibles, dont on nomme l'ensemble C , dépasse rarement 30. Sur des voiles
plus grands, le nombre peut être plus grand (jusqu'à 1 800 ici), à cause de la largeur de
l'intervalle de longueur. En moyenne, la durée d'un cycle est de moins de 10 jours, avec une
douzaine de voiles par jour : le nombre total de vecteurs de couverture est donc toujours
traitable.
Figure 2.3  Ensemble des couvertures admissibles pour chaque voile.
On est donc en mesure de proposer un modèle alternatif avec une résolution en deux
étapes : La phase dite géométrique qui consiste à calculer tous les vecteurs de couverture
possibles pour chaque mur. La phase d'optimisation qui calcule à nouveau le problème de
couverture d'ensembles induit.
L'énumération des vecteurs couvrants possibles C (v) pour chaque voile v 2 V peut être
réalisée soit par un solveur de programmation par contraintes qui s'appuie sur les contraintes
2.1 à 2.5, soit par un algorithme dédié réalisant une recherche arborescente dédiée. On notera
X (v) l'ensemble des vecteurs couvrants candidats pour un voile v . Soit X (b; i) la quantité
de banches du modèle b 2 B dans une solution i 2 X (v). Le modèle d'optimisation résultant
se lit ainsi, avec z (v ; i) le booléen validant la sélection d'une solution i pour le voile v :
Modèle 2 :
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min
X
b 2 B
R(b)  m(b) +
X
b 2 B ; d 2 D
P(b)  ( m(b)   n(b; d) ) (2.13)
8 b 2 B ; max
d 2 D
n(b; d) = m(b) (2.14)
8 b 2 B ; m(b)  Q(b) (2.15)
8 v 2 V ; 8 i 2 X (v); z (v ; i) 2 0; 1 (2.16)
8 v 2 V ;
X
i 2 X (v)
z (v ; i) = 1 (2.17)
8 d 2 D ; b 2 B ;
X
v 2 V (d)
X
i 2 X (v)
X (b; i)  z (v ; i) = n(b; d) (2.18)
Résolution par programmation linéaire en nombres entiers. La résolution du pro-
blème introduit dans le Modèle 2 permet d'obtenir des solutions optimales pour toutes les
instances . Selon les cas, le parcours de l'arbre de Branch and Bound prend entre 0,2 secondes
et 2 heures, tandis que la première solution entière est obtenue en un temps variant de 0,1
à 17 secondes (résultats avec Xpress MP). Nous allons voir qu'une approche par recherche
locale permet de trouver des solutions de qualité comparable, avec des temps de résolution
plus faible.
Résolution par recherche locale. Une recherche locale très simple permet d'atteindre
des résultats de bonne qualité en des temps très courts. Dans nos expérimentations nous
comparerons ces valeurs aux solutions optimales calculées par PLNE (en un peu moins
de 2 heures pour l'instance la plus dicile). Construisant une solution initiale à partir de
l'optimum fractionnaire du modèle linéaire, cette recherche locale utilise un mouvement très
simple consistant à choisir un nouveau train de banches pour un mur (parmi la liste des
trains possibles pour ce mur). Une simple descente dans ce voisinage permet d'obtenir les
résultats présenté dans le Tableau 2.4.
2.5 Complexité
La preuve de NP-complétude pour ce problème de minimisation du stock de banches
dérive des contraintes 2.1 et 2.2 dont la conjonction dénit un problème de somme de sous-
ensembles. Cependant, les observations eectuées dans la section précédente nous conduisent
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à dénir un deuxième modèle où les contraintes 2.1 à 2.6 sont supprimées et représentées
par une liste de vecteurs couvrants pour chaque voile. Comme mentionné précédemment, le
nombre total de tels vecteurs couvrants est borné (en pratique) par une constante K . Une
question naît naturellement : est-ce que ce problème de minimisation du stock de banches
est polynomial en K .
Si on ne considère pas l'objectif (voir (2.10)), le problème est linéaire pour jD j = 1
puisque dans ce cas m(b) = n(b; d) et le problème est séparable en jV j sous-problèmes.
Dans cette section, on va prouver que la faisabilité du problème de minimisation du stock
de banches est NP-complet même si les listes de vecteurs couvrants pour chaque voile sont
considérées comme une partie des données d'entrée. Il est important de montrer qu'un co-
rollaire de cette preuve est que le problème d'optimisation avec jD j > 1 est NP-Dur, même
sans la contrainte 2.10. Cependant, la question de la faisabilité d'une instance du problème
pour un jour unique peut être réglée rapidement en ajoutant un jour avec les voiles nécessi-
tant exactement Q(b) banches de type b (pour chaque type). Avec R(b) = 1 quelque soit
b, la faisabilité des contraintes est équivalente à un stock minimum de
P
b 2 B Qb .
Un certicat de faisabilité pour une instance peut être représenté par la matrice x (v ; b)
de taille jV j jB j, sur laquelle les 5 jV j + (jD j + 2) jF j contraintes linéaires peut être
vériées dans un temps polynomial. On conclut que le problème de minimisation du stock
de banches est dans NP .
Avant de commencer notre preuve, il doit être noté que même si les contraintes (2.1)
à (2.6) sont maintenant exprimées in extenso comme une liste de vecteurs-couvertures sur
chaque voile, ces listes doivent représenter les solutions d'un tel ensemble de contraintes.
Soit Sa;! un problème de somme de sous-ensembles déni par une constante A et par les
poids !i pour i < n, avec
P
i !i = 
. Maintenant, considérons une instance du problème
de minimisation du stock de banches avec 2 banches et n voiles, chacune ayant 2 vecteurs
couverture (!i ; 
   !i) et (0; 
). Fixer Q0 = A et Q1 = n 
   A nous assurera
l'équivalence des deux problèmes, mais l'existence de caractéristiques sur les voiles et les
banches conduisant à cette liste exacte de vecteurs couvrants n'est pas prouvée donc cette
transformation ne prouve rien.
Ayant mentionné cette diculté, nous pouvons considérer le problème de matching à 3
dimensions (3DM), qui prouve la NP-complétude [74] : soient 3 ensembles X , Y et Z avec
la même cardinalité q et M un sous-ensemble de X  Y  Z . Existe-t-il q éléments de M
qui n'ont pas de composante commune ? Dans cette section, nous prouvons que toutes les
instances du 3DM peuvent être transformées en une instance du problème de minimisation
du stock de banches.
Avec l = 23 q+1, on dénit 3 q + 1 types de banches :
 FX : q banches stables de longueur 4 l + 2 i avec i 2 [0; q   1 ]
 FY : q banches instables de longueur 2 l + 2 i avec i 2 [q ; 2 q   1 ]
 FZ : q banches instables de longueur l + 2 i avec i 2 [2 q ; 3 q   1 ]
 Une banche ajustable de longueur 7 l à 8 l
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En indexant les éléments de X , Y , Z de 0 à q   1, on dénit jV j voiles d'une longueur
exacte 7 l + 2i + 2q+j + 22q+k avec (i ; j ; k) 2 V . Tous ces voiles sont rattachés au même
jour unique. Et les contraintes de stocks sont dénies à Qb = 1 pour toutes les banches
non ajustables et à Qb = jV j   q pour celles ajustables. Comme l'instance ici est faite de
3q+1 banches et jV j voiles, et que toutes les tailles sont des entiers plus petits que 23 q + 5,
la taille du problème est polynomiale dans le respect de l'instance initiale du problème de
3DM.
Soit une solution V   V du 3DM, trouver une solution au problème de minimisation
du stock de banches est évident. Pour chaque voile (i ; j ; k) 2 M , on utilise une banche
stable de longueur 4 l + 2 i et deux banches instables de longueur respectives 2 l + 2q + j
et l + 22 q + k . La banche ajustable est utilisée pour les jM j   q voiles restants. Par
dénition de M , toutes les contraintes de stock sont satisfaites.
Inversement, nous prouvons maintenant que la faisabilité du problème de minimisation
du stock de banches implique la faisabilité d'une instance originale du problème 3DM.
Proposition : Toutes les solutions du problème de minimisation du stock de banches
(i ; j ; k) qui n'utilisent pas la banche ajustable sont obligatoirement couverte par les 3 types
de banches : une de longueur 2 i (de l'ensemble FX ), une de longueur 2q+j (de l'ensemble
FY ) et une de longueur 22q+k (de l'ensemble FZ ).
Preuve : Au moins une banche de FX doit être utilisée puisqu'au moins une stable
est requise. En utiliser plus d'une est impossible puisqu'aucun mur n'a une longueur plus
grande que 8 l . Ainsi, au plus deux banches instables peuvent être choisies dans FY [ FZ .
Puisque ces 2 banches doivent avoir une longueur cumulée entre [3 l ; 4 l [, la seule solution
possible est d'en sélectionner une dans chaque ensemble. La longueur du voile est en eet de
(7 l + 2 i + 2 q+j + 2 2q + k), or seul le i e élément de l'ensemble FX peut être candidat
pour la position i, seul le je élément de l'ensemble FY peut prendre la position q + j et
seul le ke élément de l'ensemble FZ peut prendre la position 2 q + k.
En conclusion, au plus jM j   q voiles peuvent utiliser des banches ajustables et on est
sûr qu'au moins q voiles sont couverts par le triplet (i ; j ; k). En plus de cela, la contrainte
de stock empêche chaque élément de FX [ FY [ FZ d'être utilisé deux fois. Par conséquent,
ces q voiles dénissent un sous-ensemble de M avec les propriétés requises, ce qui prouve la
faisabilité de l'instance originale du problème 3DM. 
En conclusion, le problème de minimisation du stock de banches avec une liste explicite
de vecteurs couvrants est NP-Dicile.
2.6 Résultats numériques
Cet algorithme a été testé sur un ensemble d'instances provenant de Bouygues Construc-
tion. Ces instances n'imposaient pas de limite sur les quantités à commander (en d'autres
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termes, la contrainte 2.10 est inactive). Le Tableau 2.4 fournit les résultats obtenus pour 12
instances du problème de minimisation du stock de banches avec 3 combinaisons du coût de
location Rb et du coût de pénalité Pb . Les résultats du MIP sont obtenus en utilisant Xpress
MP.
Rb est égale à la longueur maximale Lmaxb plus une constante entre 20 cm et 100 cm. Plus
la constante est grande, plus l'objectif est focalisé sur la minimisation du nombre de petites
banches. Par conséquent, cela réduit le nombre de tâches d'assemblages et de désassemblages.
Pb est égale à la longueur maximale Lmaxb divisée par une constante entre 10 et 1 000.
Plus la constante est grande, plus l'objectif est focalisé sur la minimisation des banches
non-utilisées. Par conséquent, cela tend à réduire la gêne sur le site, donc il est important
d'utiliser au maximum toutes les banches tous les jours.
Les 5 premières colonnes du Tableau 2.4 décrivent chaque instance. Les trains de banches
sont ici précalculés et même sur les instances avec un nombre très grand de voiles et de
banches, le nombre d'ensemble de couverture ne dépassent pas les 16 000 (voir la colonne 6).
Dans le tableau récapitulatif 2.5, on compare ici les 3 approches décrites précédemment :
L'algorithme glouton à base de programmation par contraintes (Colonne PPC ), la résolution
exacte par programmation linéaire en nombres entiers (Colonne PLNE ) et enn l'approche
fondée sur une solution fractionnaire optimale rendue entière par recherche locale (Colonne
RL). Pour la programmation linéaire en nombre entier, on fournit le temps nécessaire pour
calculer l'optimum (Colonne Solution Optimale S :O :) et celui pour atteindre la première
solution entière (Colonne Première Solution Entière P :S :E :) : 3,5 secondes en moyenne, 17
secondes au maximum.
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Param. PLNE PPC RL
id Rb   L L=Pb |B| |V| |C| S.O. T (s) P.S.E. Gap TFS S.O. Gap T (s) S.O. Gap T (s)
(%) (%) (%)
s1 100 1 000 10 51 4 547 34 274 93,3 39 614 16 3,0 34 866 1,8 0,3 35 173 2,7 0,6
s2 100 1 000 8 59 965 19 637 0,3 19 637 0 0,1 21 579 9,9 0,5 20 119 2,5 0,2
s3 100 1 000 10 63 1 492 46 155 3,4 46 281 0 0,1 47 162 2,2 0,4 46 354 0,5 0,2
s4 100 1 000 10 25 1 135 22 564 0,5 22 564 0 0,1 24 070 6,7 0,2 25 254 12,0 0,2
s5 100 1 000 10 52 4 570 34 275 21,2 34 277 0 2,0 35 819 4,6 0,4 35 175 2,7 0,6
s6 100 1 000 10 119 5 430 21 539 34,8 24 348 13 17,0 27 571 28,1 0,9 23 952 11,3 1,3
s7 100 1 000 10 52 4 571 34 274 25,8 34 276 0 3,0 35 578 3,9 0,4 34 669 1,2 0,6
s8 100 1 000 10 73 9 482 55 999 23,5 56 299 1 3,0 56 325 0,6 0,6 57 409 2,6 1,4
s9 100 1 000 10 64 1 492 46 156 2,6 46 158 0 1,0 47 135 2,2 0,4 46 353 0,5 0,3
s10 100 1 000 8 73 1 213 21 155 0,7 21 155 0 0,1 24 760 17,1 0,5 22 062 4,3 0,2
s11 100 1 000 11 124 15 384 51 159 628,2 53 585 5 12,0 52 400 2,5 1,0 52 773 3,2 2,4
s12 100 1 000 11 89 13 750 39 308 76,4 39 309 0 12,0 46 253 17,7 1,0 39 724 1,1 1,7
s1 50 500 10 51 4 547 33 200 64,9 34 229 3 2,0 33 555 1,1 0,3 35 696 7,6 0,6
s2 50 500 8 59 965 19 158 0,4 19 158 0 0,1 20 844 8,9 0,5 19 280 0,7 0,2
s3 50 500 10 63 1 492 44 681 2,4 44 756 0 0,1 45 548 2,0 0,4 44 797 0,3 0,2
s4 50 500 10 25 1 135 21 823 0,8 21 823 0 0,1 23 189 6,3 0,2 22 562 3,4 0,2
s5 50 500 10 52 4 570 33 201 20,4 33 323 0 3,0 34 356 3,5 0,4 34 528 4,0 0,6
s6 50 500 10 119 5 430 20 937 8,3 20 939 0 6,0 26 652 27,3 0,9 21 993 5,1 1,2
s7 50 10 10 52 4 571 33 199 43,3 34 057 3 4,0 34 214 3,1 0,4 34 478 3,9 0,6
s8 50 500 10 73 9 482 54 483 1367,0 55 740 2 4,0 54 614 0,3 0,6 54 590 0,2 1,3
s9 50 500 10 64 1 492 44 682 1,0 44 682 0 0,1 45 374 1,6 0,4 45 961 2,9 0,2
s10 50 500 8 73 1 213 20 377 1,0 20 378 0 0,1 23 937 17,5 0,5 20 445 0,4 0,2
s11 50 500 11 124 15 384 50 165 546,4 50 361 0 17,0 51 141 2,0 1,0 50 273 0,3 0,1
s12 50 500 11 89 13 750 38 280 539,0 38 387 0 10,0 44 874 17,3 1,0 38 363 0,3 2,0
s1 20 10 10 51 4 547 35 718 53,1 35 818 0 3,0 36 258 1,6 0,3 38 228 7,1 0,6
s2 20 10 8 59 965 26 276 2,2 26 296 0 0,1 31 160 18,6 0,5 27 896 6,2 0,2
s3 20 10 10 63 1 492 52 034 6667,0 52 274 0 1,0 53 974 3,8 0,4 52 808 1,5 0,2
s4 20 10 10 25 1 135 22 536 1,3 22 596 0 1,0 24 696 9,6 0,2 22 858 1,5 0,1
s5 20 10 10 52 4 570 35 740 9,3 39 480 10 4,0 37 660 5,4 0,4 38 430 7,6 0,5
s6 20 10 10 119 5 430 31 202 35,1 36 430 17 8,0 54 164 73,6 0,9 35 186 12,8 1,2
s7 20 10 10 52 4 571 35 658 25,5 37 104 4 2,0 37 478 5,2 0,4 39 566 11,0 0,6
s8 20 10 10 73 9 482 57 696 43,5 59 136 2 7,0 58 270 1,0 0,6 61 942 7,4 1,2
s9 20 10 10 64 1 492 52 056 4,5 54 466 5 1,0 53 636 3,1 0,4 52 972 1,8 0,2
s10 20 10 8 73 1 213 23 170 3,7 25 430 10 0,1 31 944 37,9 0,5 24 946 7,7 0,2
s11 20 10 11 124 15 384 60 917 257,8 61 398 1 16,0 60 712 0,4 1,0 64 426 5,8 0,1
s12 20 10 11 89 13 750 46 330 20,4 46 510 0 13,0 61 996 33,9 1,0 52 710 13,8 1,5
Figure 2.4  Résultats pour la PLNE, PPC et la Recherche Locale (RL).
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Solution Solution Première Solution Solution
PPC optimale PLNE entière PNLE RL
Rf= Lfmax + 100 Tps min 0,1 0,2 0,1 0,1
Pf=L/1000 Tps max 0,9 628 17 2,3
Tps moy 0,5 75 4,5 0,8
Gap min 0,58% - 0% 0,43%
Gap max 28,01% - 15,58% 11,92%
Gap moy 8,05% - 2,85% 3,65%
Rf= Lfmax + 50 Tps min 0,1 0,3 0,1 0,1
Pf=L/500 Tps max 0,9 1367 17 1,9
Tps moy 0,6 216 3,9 0,57
Gap min 0,24% - 0% 0,20%
Gap max 27,3% - 3,1% 7,52%
Gap moy 7,53% - 0,77% 2,38%
Rf= Lfmax + 20 Tps min 0,1 1.3 0,1 0,1
Pf=L/10 Tps max 0,9 6667 16 1,5
Tps moy 0,5 593 4,7 0,5
Gap min 0% - 0,08% 1,43%
Gap max 73,59% - 16,76% 13,77%
Gap moy 16,07% - 4,2% 6,97%
Figure 2.5  Résumé des résultats.
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2.7 Synthèse
Le problème de minimisation du stock de banches est résolu à l'aide de trois méthodes
que nous comparons sur un jeu de 36 instances réelles. Le deuxième modèle nous permet de
faire des améliorations signicatives en termes de qualité de la solution obtenue par rapport
à l'approche historique utilisant une heuristique gloutonne à base de programmation par
contraintes. On note un gain moyen de 9% par rapport à l'approche par programmation par
contraintes, ce qui représente une réduction signicative des coûts de location pour un site.
L'approche par recherche locale initialisée à l'aide de la relaxation du problème maître permet
de maintenir un temps d'exécution inférieur à 3 secondes tout en produisant des solutions en
moyenne à 5% de l'optimum. En pratique, les ingénieurs en charge de la commande du parc
de banches utilisent de manière interactive le logiciel intégrant cet algorithme, en résolvant
plusieurs fois le problème tout en ajoutant des contraintes additionnelles.
Il est important de noter que le problème de minimisation du stock de banches introduit
dans ce chapitre est une sous-partie d'une suite logicielle complète de recherche opérationnelle
pour la construction. Le planning des voiles décidant le jour de coulage de chaque voile est
établi dans une étape préliminaire. Ce premier sous-problème doit respecter les fenêtres
de temps, les précédences, les exclusions mutuelles et une capacité de travail maximale
journalière (ce maximum est un nombre de voiles maximum et une longueur maximale).
Ce problème est résolu par un autre logiciel à base de programmation par contraintes,
en quelques secondes. Le résultat de ce premier sous-problème forme l'entrée du problème
de minimisation du stock de banches, qui alimente lui-même le 3e problème, consistant
à déterminer l'ordonnancement des trains de banches an de minimiser les assemblages /
désassemblages de trains. Ce dernier problème, connu sous le nom de problème de paire de
banches, est résolu par un algorithme de recherche locale, mis en place par Benoist [16].
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Chapitre 3
Optimisation de mouvements de terre
sur des chantiers linéaires
Le problème d'optimisation de mouvements de terre sur des chantiers linéaires prend
comme données d'entrée les résultats d'un des premiers problèmes de recherche opération-
nelle connu sous le nom de problème de transport optimal de masse, encore appelé problème
de Monge-Kantorovich. Le problème décrit ici concerne la planication des mouvements de
terre par des engins de terrassement 1 : il s'agit de planier la réalisation de ces mouvements
de terre sur un horizon de plusieurs mois. Les tâches (les mouvements de terre) doivent
donc être ordonnancées sur un certain nombre de machines parallèles (les engins de terras-
sements). À cette dimension combinatoire s'ajoute une problématique continue, relative à la
répartition de la quantité de terre d'une tâche entre les diérentes machines. Ce problème est
donc un problème d'optimisation en variables mixtes. Un chantier peut contenir jusqu'à 400
ouvrages, 2000 mouvements de terre, 30 échelons sur une échelle temporelle pouvant dépasser
les 2 ans. Comme expliqué en introduction de cette thèse, nous proposerons une approche
de résolution par recherche locale traitant simultanément les dimensions combinatoire et
continue de ce problème.
3.1 Contexte industriel
Également présente à l'international, Bouygues DTP Terrassement est spécialiste du
terrassement en France. Cette liale de Bouygues Construction conduit des projets de ter-
rassement avec une otte de 900 engins dont 600 à l'étranger. Ses activités vont du chantier
de proximité au terrassement de routes, d'autoroutes, de lignes ferroviaires à grande vitesse
1. Les travaux de recherche présentés dans ce chapitre ont été menés de 2008 à 2011. Ils ont donné lieu
à une publication [67] et plusieurs communications [68, 65, 25]. Des travaux complémentaires avec Thierry
Benoist (Bouygues e-lab) et Vincent Jost (du LIX) ont permis d'étudier le cas à une ressource.
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ou encore de mines à ciel ouvert. Sur les chantiers linéaires, DTP Terrassement a pour mis-
sion de générer la liste optimale des mouvements de terre, d'aecter ces mouvements à des
ressources et de proposer un planning détaillé des plusieurs mois d'activités.
Les chantiers linéaires sont des autoroutes, des routes, des voies ferrées ou des canaux.
Les travaux de terrassement incluent le déplacement de la terre bien évidemment, mais aussi
le drainage et l'évacuation des eaux pluviales, la gestion des excédents et des carences en
matériaux. L'activité dans sa globalité représente environ 25% des coûts de construction
d'une autoroute et environ 35% des coûts de construction d'une ligne de chemin de fer. Le
marché du terrassement représentait en 2008 en France 17% du chire d'aaire des Travaux
Publics. La somme des volumes déplacés cette même année était de plus de 76 millions de m3,
soit une quantité de terre susante pour recouvrir la surface de l'agglomération parisienne
d'une couche de 30 cm de terre [3].
Un ouvrage linéaire est décrit par une ligne de référence (appelée aussi Ligne Rouge)
qui détermine un prol altimétrique cible (voir la Figure 3.1). Les ouvrages peuvent être
projetés sur trois plans perpendiculaires à cette ligne de référence : un plan horizontal, un
prol en long, un prol en travers. Dans les trois plans, les tracés doivent répondre à des
caractéristiques de rayons et de pentes suivant la vitesse de référence des engins circulant à
terme sur le tracé (par exemple, pour les voies ferrées, la vitesse de référence utilisée est 350
km/h). Les pentes maximales autorisées sont dénies pour chaque type d'ouvrage ainsi que
les rayons minima et maxima des creux et des collines. La diérence d'altitude entre le prol
initial et la cible permet de déduire le volume, les types de matériaux et la localisation de
chaque ouvrage. Ceux-ci sont de deux types : les déblais d'où on doit extraire des matériaux
et les remblais où on doit en importer. Le prol altimétrique cible est conçu en respectant
les contraintes de vitesse de référence tout en limitant le volume total de terre déplacée, an
que le chantier s'auto-satisfasse. On parle ici du calage de la ligne du projet en trouvant la
meilleure adéquation entre ces contraintes. L'étude des sols en terrassement inuence aussi la
dénition de ce prol cible. Elle aide à déterminer la composition et le taux de compactage
du terrain et permet de calculer la hauteur des couches de matériaux qui composent les
ouvrages.
Remblais
Déblais
Les déblais et les remblais sont dénis en fonction du prol initial et du prol cible.
Figure 3.1  Prol altimétrique d'un chantier.
D'autres activités complémentaires doivent être réalisées au cours d'un chantier de ter-
rassement, comme par exemple le drainage et l'évacuation des eaux pluviales qui peuvent
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parfois représenter une part non négligeable des coûts du chantier total. La bonne gestion
des excédents et des carences en matériaux est aussi un enjeu important du chantier. Les
excédents de terrassement sont considérés comme des déchets traités à la charge du terras-
sier. Cette contrainte complexie l'étude car elle peut engendrer des surcoûts importants à
l'échelle du chantier. Ces exports de matériaux seront donc à minimiser, quitte à les trai-
ter sur place pour les réutiliser. De même, les carences en matériaux doivent être comblées
par l'import de matières premières provenant de carrières extérieures. Ces matériaux sont
achetés à des fournisseurs et l'objectif est de limiter ces emprunts, surtout si les matériaux
peuvent être extraits du chantier.
Dans la Section 3.2, nous présentons un modèle du problème de transport optimal de
masse permettant de générer la liste des mouvements de terre servant de données d'entrée au
problème de planication. En Section 3.3, nous introduisons une modélisation de ce problème
de planication de mouvements de terre, puis nous nous focalisons en Section 3.4 au cas à
une ressource, pour lequel nous détaillons l'étude de complexité, un algorithme exact à base
de programmation dynamique et enn un calcul de bornes inférieures. Enn, en section 3.5,
nous présentons la recherche locale que nous avons implémentée pour traiter ce problème de
planication de manière pure et directe, sans décomposition. Nous fournissons des détails
concernant les mouvements utilisés ainsi que l'algorithmie d'évaluation sous jacente. La
Section 3.6 présentent les résultats obtenus sur des jeux de données provenant de 12 chantiers
de DTP Terrassement.
3.2 Transport de masse
Le transport optimal de masse est initialement introduit par Monge en 1781 dans son
mémoire sur la théorie des déblais et des remblais [93], revisité par Kantorovich en 1942
[72] ainsi que par Dantzig en 1949 [35]. Les articles de la littérature sur les mouvements de
terre ne concernent pas uniquement les autoroutes ou les voies ferrées [7, 73, 41, 75, 86, 96].
Certains traitent aussi de problématiques rencontrées lors de la construction d'aéroports
[26], de routes de forêt [4], de bases militaires [42] ou plus généralement de gestion d'espaces
urbains [42].
Les ouvrages o 2 O sont composés de déblais d 2 D  O et de remblais r 2 R  O.
Chaque ouvrage est déni par son abscisse notée A(o) et sa liste de couches notée C(o). La
taille de cet ensemble peut varier suivant les ouvrages et certains sont composés d'une couche
unique. Chaque couche c est dénie par une quantité notée Q(c) à déplacer si c'est une couche
source (appartenant à un déblai) ou à recevoir si c'est une couche destination (appartenant
à un remblai). Chaque couche est composée d'un unique matériau. Un mouvement de terre
consiste à déplacer une certaine quantité du matériau d'une couche origine vers une couche
destination. Il faut noter que le problème est séparable par matériau. Dans toute la suite de
la description du problème, nous considérerons qu'il y a un unique matériau. La Figure 3.2
modélise un chantier avec 5 blocs, composés chacun d'une ou plusieurs couches, entre lesquels
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diérents mouvements de terre sont réalisés.
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Figure 3.2  Mouvements de terre entre blocs.
Un mouvement de terre m(i ; j ) 2 M consiste à déplacer une quantité notée q(m)
depuis la couche source i 2 c(u) d'un ouvrage u vers une couche destination j 2 c(v)
d'un ouvrage v ayant besoin d'une certaine quantité de ce type de matériau. On notera
Ssortant(c) l'ensemble des mouvements de terre qui quittent la couche c et Sentrant(c) les
mouvements qui apportent des matériaux à la couche c. La Figure 3.3 résume ces notations.
L'objectif du problème de génération des mouvements de terre est de minimiser les mo-
ments de transport, c'est-à-dire le produit de la quantité transportée à chaque mouvement
par la distance parcourue entre les blocs sources et destinations. Tous les déblais doivent
être vidés et tous les remblais doivent être remplis avec la quantité exacte demandée, en
utilisant la quantité disponible dans ces déblais. Des emprunts extérieurs notés x 2 X
peuvent être sollicités. Ces carrières jouent le rôle de sources de capacité innie et sont dé-
nies comme les ouvrages mais avec un coût, ce qui permet de modéliser le surcoût associé à
leur utilisation. Les emprunts ne sont pas utilisés si le problème peut être résolu uniquement
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3
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3
c4; O(c4) = 1; Q(c4) = 10000m
3
c5; O(c5) = 2; Q(c5) = 25000m
3
m(c2; c5)
Un mouvement de terre d'une couche d'un déblai vers une couche d'un remblai.
Figure 3.3  Mouvement de Terre.
avec les déblais en place. De même, pour garantir la faisabilité du problème, des dépôts sont
ouverts, de capacité innie, qui peuvent s'avérer nécessaires an de stocker des surplus de
matériaux. Ces dépôts b 2 B sont dénis eux aussi comme des ouvrages avec une abscisse
A(b) et une liste de couches C (b) ayant chacune une capacité d'accueil Q(C(b)). On a donc
O = D
S
R
S
E
S
B . Les dépôts ne jouent le rôle que de remblais. Tous les dépôts ne
sont pas forcément vides à l'issue de la réalisation d'un chantier. Le Schéma 3.4 présente le
problème de ot de coût minimum.
Le Modèle 3.1 présente une modélisation mathématique du problème.
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Chaque type de bloc est représenté : les déblais, les remblais, le dépôt et l'emprunt.
Figure 3.4  Flot de coût minimal.
8>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>:
min
X
i 2 C (u) = u 2 D [ E ;
j 2 C (v) = v 2 R [ B
q(m(i ; j )) : j A(u)   A(v) j (E1)
s:t:
8 u 2 D ; 8 i 2 C (u);
X
j 2 C (v)
= v 2 R [ B
q(m(i ; j )) = Q(i) (E2)
8 v 2 R; 8 j 2 C (v);
X
i 2 C (u)
= u 2 E [ D
q(m(i ; j )) = Q(j ) (E3)
8 v 2 B ; 8 j 2 C (v);
X
i 2 C (u)
= u 2 D
q(m(i ; j ))  Q(j ) (E4)
(3.1)
L'objectif (E1 ) est donc de minimiser le moment total de transport. (E2 ) indique que la
somme des quantités partant d'un déblai vers les remblais ou les dépôts doit être égale à sa
capacité. (E3) indique que la somme des quantités arrivant à un remblai depuis un déblai ou
un emprunt doit être égale à sa capacité. (E4) indique que la somme des quantités arrivant
à un dépôt depuis un déblai ou un emprunt doit être inférieure à sa capacité. Par dénition,
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les mouvements de terre ne peuvent pas quitter un remblai ou un dépôt, ni arriver à un
déblai ou un emprunt. La résolution de ce premier problème d'optimisation permet d'établir
de manière optimale la liste des mouvements de terre à eectuer sur le chantier avec un
volume associé. Si q(m(u; v)) = 0, aucun mouvement entre u et v n'est créé.
Ce problème est résolu de manière ecace et optimale en utilisant la programmation
linéaire. Chaque couche est dénie par l'ordre d'exécution par rapport aux autres couches
du même bloc. Pour des raisons physiques logiques, les couches supérieures d'un déblai seront
faites avant toutes les autres des couches inférieures, et inversement pour les remblais. Ces
contraintes physiques génèrent des précédences comme nous le verrons en Section 3.3 qui
peuvent entraîner des cycles de précédences. Ces éventuels problèmes de cycles sont réglés
manuellement en utilisant des critères métiers, par exemple en activant ou désactivant des
dépôts ou des emprunts supplémentaires. Dans la section suivante, nous décrirons le problème
d'aectation des mouvements de terre générés aux ressources, avant de s'intéresser dans un
second temps à la stratégie de résolution de ce problème d'optimisation multi-ressources.
3.3 Planication des mouvements de terre
3.3.1 Modélisation
Les mouvements de terre générés par le problème de transport optimal de masse servent
de données d'entrées au problème de planication. L'ensemble M représente l'ensemble des
mouvements de terre m à planier. La réalisation totale d'un mouvement de terre peut
varier de quelques jours à plusieurs mois, en fonction du volume de matériaux à déplacer.
Une des dicultés majeures du problème réside dans le fait que les matériaux constituant les
ouvrages en déblais et en remblais doivent être déplacés et mis en ÷uvre dans un ordre qui
ne correspond pas toujours à l'ordre d'extraction (la couche inférieure rocheuse d'un déblai,
c'est-à-dire la dernière extraite, peut être utilisée en fond de remblai, soit la première mise
en ÷uvre).
Planier les mouvements de terre d'un chantier consiste à générer des tâches notées t 2 T .
On note m(t) 2 M le mouvement de terre associé à la tâche t qui consiste à déplacer le
matériau d'une couche d'un ouvrage vers une autre en utilisant la capacité de travail d'un
des échelons e(t) 2 echelons(m(t))  E autorisés pour ce mouvement. Un échelon est
constitué d'un engin de production et de plusieurs moyens de transport (par exemple, une
pelle reliée à 5 camions). L'association d'un échelon e(t) à un mouvement de terre m(t)
dénit la cadence d'une tâche t , notée C (t), qui s'exprime en volume déplacé par heure.
Chaque mouvement de terre m peut être réalisé par plusieurs tâches qui doivent toutes être
dénies dans les intervalles de réalisation TW (m). Ces fenêtres de temps sont plutôt larges
(plusieurs semaines) et permettent d'exprimer des contraintes de disponibilités suivant les
zones géographiques du chantier. En eet, la construction de certains ouvrages (voie d'accès,
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ponts, ...) peut bloquer certains mouvements de terre pendant une période plus ou moins
grande.
Pour chaque mouvement de terre m 2 M , on connaît la liste des échelons echelons(m)
en mesure de le réaliser. Par exemple, des échelons sont plus adaptés à travailler la roche,
d'autres sont uniquement utilisés pour déplacer de la terre meuble. Chacun des échelons
e est disponible suivant un calendrier dénissant des heures de travail journalier, qu'on
matérialise par des fenêtres de temps AVTW (e). Cette liste d'intervalles temporels est dé-
nie par une date de début (inclue) et une date de n (exclue), comme indiqué sur la
Figure 3.5. En fonction des conditions météorologiques ou des contraintes de disponibilités
des ressources, certaines plages horaires sont indisponibles. Des contraintes physiques addi-
tionnelles, comme par exemple la nalisation d'un ouvrage d'art, génèrent des délais partiels
et donc des contraintes additionnelles de disponibilités. Chaque tâche t est dénie par une
date de début debut(t), une date de n n(t), avec debut(t) < n(t). On note As(t) (resp.
Ad(t)), l'abscisse de la source (resp. de la destination) du mouvement associé.
AVTW(e)
SD1 ED1 SD2 ED2
TW1 TW2
Les dates de début de chaque intervalle sont incluses et les dates de n sont exclues.
Figure 3.5  Les fenêtres de disponibilité.
Enn, debut(m) et n(m) dénissent respectivement le début et la n d'un mouvement
de terrem, c'est-à-dire le minimum des debut(t) et le maximum des n(t) de toutes les tâches
t 2 T (m) satisfaisant le mouvement de terre m. On note une précédence p(m1 ;m2 ) 2 P
lorsqu'un mouvement de terre m1 doit avoir lieu avant un mouvement de terre m2 . Si la
réalisation d'un mouvement de terre entre deux points facilite un autre mouvement de terre
plus grand passant par cette zone géographique, il sera planié avant. Sur le schéma 3.6,
le mouvement de terre m2 contribuera à la réalisation du mouvement de terre m1 et une
précédence stricte est donc posée : p(m2 ; m1 ). Cependant, si les mouvements de terre sont
croisés, on ne peut pas imposer de conditions car on ne peut pas déduire quel mouvement
sera plus intéressant.
Le Modèle 3.2 propose une formalisation de ce problème de planication. L'équation (E6)
indique que pour chaque mouvement de terre, la quantité transportée par ses tâches doit
être égale à la quantité attendue. Comme précisé en (E7), chaque tâche ne peut être réalisée
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Figure 3.6  Mouvement de terre inclus dans un autre.
que pendant les fenêtres de temps autorisées pour ce mouvement de terre, tandis que la
contrainte (E8) garantit que les fenêtres de disponibilités des ressources sont respectées. Les
équations (E9) et (E10) dénissent les variables debut(m) et n(m) pour chaque mouvement
de terre m. La contrainte (E11) permet d'assurer que les tâches ne se chevauchent pas. Les
contraintes sur les précédences sont spéciées en (E12) : tous les mouvements de terre des
couches du même ouvrage ayant un ordre plus grand que la couche en cours doivent être
faits après ceux de cette couche. Le graphe de précédences est enrichi avec des contraintes de
précédences supplémentaires visant à modéliser les contraintes d'aplanissement de la route
ainsi que des contraintes additionnelles xées par les opérationnels.
8>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>:
P
t 2 T ( n(t)   debut(t) ) : C (t) =
P
m 2 M Q( m(t) ) (E6)
8 t 2 T ; t  TW (m(t)) (E7)
8 t 2 T ; t  AVTW (e(t)) (E8)
8 m 2 M ; debut(s) = min t
2 T (s)
debut(t) (E9)
8 m 2 M ; n(s) = max t
2 T (s)
n(t) (E10)
8 e 2 E ; 8 t1 ; t2 2 T (e);
( n(t1 ) < debut(t2 ) )
W
( debut(t1 ) > n(t2 ) ) (E11)
8 p(m(t1 ); m(t2 )) 2 P ; n(t1 )  debut(t2 ) (E12)
(3.2)
Les contraintes entre couches génèrent un graphe de précédences entre les mouvements
de terre. Le graphique 3.7 illustre un ensemble de précédences entre mouvements de terre
sous la forme d'un treillis, que nous obtenons par analyse des précédences entre couches.
Chaque n÷ud du graphe représente un des mouvements de terre potentiellement réalisable
par la ressource et chaque arc orienté, une relation de précédence entre les deux mouvements
34 Chapitre 3. Optimisation de mouvements de terre sur des chantiers linéaires
de terre.
Figure 3.7  Graphes de précédences d'une ressource
Nous cherchons ici à optimiser l'utilisation des ressources. Pour cela, on tente de minimi-
ser le nombre total de ressources ouvertes, notée nbResources c'est-à-dire le nombre total de
ressource réalisant au moins une activité sur le chantier. On dénit aussi la distance cumulée
totalDistance parcourue par la ressource entre les sources de chacun de ses mouvements.
totalDistance =
X
e 2 E
X
t 2
T (e) =
t(e;m) 6=
t0 (e; m)
j As(t(e; m))   As(precT (t(e; m))) j + As(t0 (e; m))
(3.3)
La notation precT (t(e; m)) représente la tâche précédant t(e; m) dans l'ensemble
T (e) et t0 (e; m) est la tâche avec debut(t(e; m)) la plus petite de T (m). Enn, on note
coutTemporel le coût temporel, c'est-à-dire la somme pour toutes les ressources du nombre
d'heures passées sur le chantier entre la date d'arrivée et la date de départ multipliée par le
coût horaire c(e) de l'échelon e.
coutTemporel =
X
e 2 E
c(e)  ( n(Derniere(T (e)))   debut(Premiere(T (e))) ) (3.4)
3.3 Planication des mouvements 35
Premiere() et Derniere() représentent respectivement les premières et dernières tâches de
l'ensemble de tâches T (e) de l'échelon e. Ces trois composantes du coût total des ressources
sont combinées en utilisant des coecients linéaires. L'objectif global s'écrit donc :
min ( : nbResources +  : totalDistance +  : totalDuration ) (3.5)
L'optimisation de plannings de mouvements de terre est donc un problème en variables
mixtes. Les aspects combinatoires concernent ici l'aectation des mouvements aux machines
de terrassements (en respectant leur planning de disponibilités) et les aspects continus sont
relatifs aux quantités de terre déplacées et au placement de l'activité dans le planning de
la ressource. Ce modèle étant décrit en détails, nous présentons dans la section suivante la
complexité du problème et l'état de l'art sur ce sujet.
3.3.2 État de l'art et complexité
Le problème de la littérature se rapprochant le plus du problème de planication des
mouvements de terre est le Problème de planication P jprec; pmtn; rijCmax qui est une
généralisation du Problème P jprec; pmtn; pi = 1jCmax prouvé comme NP-dicile par Ullman
[107]. Si on considère que nous avons un seul matériau, que le graphe de précédences est
acyclique, que les durées des activités pi sont toutes identiques, alors si  = 0 et  = 0,
le problème est NP-Dicile. Dans le cas  non nul,  = 0 et  = 0, alors le problème
est aussi NP-Dicile. Dans ce cas, on a une seule ressource qui fait une unique tournée,
en visitant notamment un point p0 devant être vu avant tous les autres points et placé à
l'origine de l'axe et un point pn devant être visité après tous les autres et placé à l'extrémité
de l'axe. À noter que si le graphe de précédences prend la forme d'un out-tree, le problème
est dans P .
Parmi les travaux de la littérature traitant de la planication des mouvements de terre,
les travaux publiés par Mayer et al. [88] proposent une approche par programmation li-
néaire. Leur objectif est de générer les mouvements de terre tout en minimisant le nombre
de déplacement de matériel entre les sections non-adjacentes. Dans notre algorithme, nous
retrouvons cet objectif qui minimise le nombre de kilomètres parcourus par les ressources
entre deux activités.
Dans les travaux présentés par l'équipe de Marzouk et al. [86, 87], Moselhi et al. [96]
et ensuite dans la thèse de Alshibani [5], les auteurs présentent une approche à base de
métaheuristiques s'appuyant sur des algorithmes génétiques et la programmation linéaire en
nombres entiers an d'optimiser les plannings des mouvements de terre. Ce sont les travaux
de la littérature qui se rapprochent le plus de l'étude présentée ici. Les premiers travaux de
recherche de Marzouk et al. [86] utilisent un algorithme génétique. Les travaux qui ont suivi
[5, 87, 96] présentent un système d'information géographique couplé à un moteur d'optimi-
sation, an d'aider les planicateurs dans la recherche d'une solution fonctionnelle. Dans
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cette modélisation, les plannings des ressources et des sous-traitants, les contraintes de bud-
get et les caractéristiques des équipements sont pris en compte. Deux exemples numériques
sont présentés pour des instances comptant environ 3 millions de mètres cube de terre. Les
durées de simulation sont de l'ordre d'une heure. Leur outil permet de tester de nouvelles
hypothèses en termes de ressources, de coûts et de lancer une ré-optimisation à la suite de
mesures sur le terrain, en utilisant aussi les relevés GPS de positionnement des engins. L'en-
semble du système d'information comporte un module de simulation, une base de données
d'équipements avec leur coûts et un module de génération de rapports.
Dans la même lignée des outils d'aide à la décision, Askew et al. [7] décrivent un outil
pour les planicateurs. À partir des données d'entrées saisies et d'une base de connaissances,
l'ensemble des mouvements de terre est simulé en génèrant les activités à réaliser. Même si le
modèle semble prendre en compte un certain nombre de contraintes, peu d'informations sont
fournies concernant les techniques de résolution utilisées. Un système expert est utilisé avec
des règles de type : les mouvements de petite taille sont planiés d'abord, les points de départ
doivent être situés près de points d'accès adaptés, les mouvements de chargements sont évités
en amont, etc. Un graphique présente des instances de 2,6 millions m3 sur un chantier de 25
km mais ne détaille par les résultats numériques. Henderson et al. [61] présentent un modèle
utilisant une heuristique de recuit simulé qui optimise la façon dont les équipements sont
utilisés en réduisant la distance totale couverte par les équipements, permettant ainsi de
réduire la consommation de carburant et les durées d'interventions.
Enn, plusieurs travaux de la littérature ont cherché à inclure la phase d'établissement
de la ligne rouge aux phases de génération et de planication des mouvements de terre (Easa
et al. [41], Moreb [94], Kataria et al. [75]) en couplant optimisation et simulation. Avant de
présenter l'algorithme de recherche locale développé pour résoudre ce problème de manière
ecace et robuste, nous nous intéressons au problème avec une unique ressource.
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3.4 Étude du cas à une ressource
3.4.1 Introduction
Nous nous intéressons dans cette section au problème de planication des mouvements
de terre, avec une unique ressource. Les contraintes temporelles imposées par les fenêtres de
temps sont ici ignorées. Ce problème de décision est un problème de voyageur de commerce
linéaire. Après l'énoncé de quelques dénitions et propriétés relatives à ce problème, nous
nous intéresserons à l'étude de la NP-diculté de ce problème, ce qui permet de démontrer
que le problème d'optimisation des mouvements de terre reste NP-dicile dans le cas à une
ressource (comme nous l'avons déjà vu dans la section précédente). Une recherche arbores-
cente permet de déterminer une solution pour les petites instances. Nous montrerons qu'une
approche par programmation dynamique permet de résoudre des instances de plus grande
taille. Cette étude se focalise aussi sur des bornes inférieures dont nous expliquerons le mode
de calcul.
Le problème de décision du voyageur de commerce linéaire consiste à visiter un ensemble
de points (ou n÷uds) positionnés sur un axe, en réalisant un parcours de longueur inférieure
à une longueur K . Trivial sous cette forme, le problème devient plus complexe si l'on y ajoute
des précédences entre les points (TSP-UP). Étant donné un ensemble P de n points ayant
chacun une abscisse Xi ( i 2 [1; n] ) et un ensemble C de m contraintes de précédences
(i ; j ) 2 P2 , le problème consiste à trouver une permutation V des points S telle que :Pn
i = 1 j XV (i)   XV (i 1) j  K ; avec XV (0 ) = 0
8 (i ; j ) 2 C ; V  1(i) < V  1(j ); avec V  1(i) la position de l0objet i
On notera dans la suite de cette section N2  N1 , lorsque le point N1 doit être visité
avant le point N2 . Le Schéma 3.8 présente un exemple de TSP-UP avec quatre points. Le
jeu de précédences entre ces points est déni par le graphe situé à gauche. Le graphique
avec les pointillés matérialise un parcours de visites des points à chaque abscisse. À notre
connaissance, ce problème n'a pas encore été étudié dans la littérature. Après quelques dé-
nitions et propriétés introduites en Section 3.4.2, nous nous intéresserons à la complexité
de ce problème dans la section 3.4.3, puis la Section 3.4.4 permet de montrer qu'en considé-
rant le nombre minimal de traversées de chaque tronçon entre deux abscisses consécutives,
on peut calculer une borne du problème. Nous présentons ensuite en Section 3.4.5 une re-
cherche arborescente, exploration que nous rendons plus ecace en dénissant un algorithme
de programmation dynamique.
3.4.2 Dénitions et propriétés
Lemme. Le problème de planication des mouvements de terre sur un chantier linéaire
avec une ressource et sans fenêtre de temps est un TSP-UP.
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Figure 3.8  Un problème de voyageur de commerce linéaire avec précédences.
Preuve. S'il n'y a qu'une ressource, la minimisation du nombre de ressources n'est plus
un objectif.
En l'absence de fenêtre de temps, tout planning peut être modié en supprimant les
éventuels temps d'attente, c'est-à-dire en plaçant le début de chaque tâche à la n de la tâche
précédente. Cette transformation n'a pas d'impact sur le nombre de kilomètres parcourus
(l'ordre étant préservé) et ne peut que diminuer la largeur de la fenêtre d'utilisation de la
ressource : celle-ci atteint alors son minimum, à savoir la somme des durées nécessaires pour
chaque mouvement de terre. Les termes nbResources et totalDuration de la fonction objectif
sont donc des constantes et l'objectif se réduit à la minimisation de la distance totale. Notons
enn que si un mouvement de terre est réalisé par plusieurs tâches, la solution peut encore
être transformée en repoussant toutes ces tâches juste avant la dernière de cet ensemble.
Cette seconde transformation préserve le respect des précédences (puisqu'un mouvement de
terre n'est terminé qu'à la n de sa dernière tâche) et ne peut que diminuer les kilomètres
parcourus. Ces deux relations de dominance prouvent que chercher une solution optimale au
problème de planication des mouvements de terre est équivalent à chercher une permutation
des tâches respectant les précédences et minimisant le nombre de kilomètres parcourus, ce
qui est la dénition du TSP-UP. 
Lemme. Le problème de TSP-UP appartient à NP.
Preuve. Si on donne une permutation, le calcul de sa longueur est linéaire. Vérier que
toutes les précédences sont respectées se fait en temps linéaire en le nombre d'arêtes du
graphe de précédences (soit en O(jC j)). Le problème est donc dans NP. Nous démontrerons
dans la Section 3.4.3 que le TSP-UP est NP-complet. 
Dénition. Une solution est dite non-procrastinante si à chaque passage à une abscisse,
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tous les points qui sont à cette abscisse, et pour lesquels on a visité tous les prédécesseurs,
sont visités.
Lemme. L'ensemble des solutions non-procrastinante est dominant pour le problème.
Preuve. Soit une permutation V contenant au moins une procastination, c'est-à-dire un
point d qui soit traversé sans être visité alors que tous ses prédécesseurs ont déjà été visités.
Nous allons montrer que la solutions est strictement dominée. Appelons a et b ces deux
points consécutifs dans la permutation tels que :
Xd 2 [Xa ;Xb [ ou Xd 2 ]Xb ; Xa ] (3.6)
et que tous les tous les prédécesseurs de d (dont éventuellement a) sont supposés être
avant a dans la permutation V (voir Figure 3.9).
Par hypothèses, le point d est visité ultérieurement, entre 2 points c et e. Notons que c
peut éventuellement être égal à b et que e peut ne pas exister si d est le dernier point visité,
sans que cela n'aecte la validité du raisonnement qui va suivre.
La longueur associée à la permutation V 0 est inférieure ou égale à la longueur de V car :
 le trajet a ! d ! b est égal au trajet a ! b (d étant entre a et b).
 le trajet c ! e est inférieur ou égal au trajet c ! d ! e puisque les distances
sur un axe respectent l'inégalité triangulaire (et en l'absence de e le trajet c ! d est
simplement supprimé.
En répétant cette transformation, toutes les procastinations peuvent être éliminées, tout
en conservant ou diminuant la longueur de la permutation V . On peut donc construire à
partir de V une permutation V 0 non procastinante de longueur inférieure ou égale à celle de
V .
Ainsi, il existe pour tout problème une permutation dominante optimum. 
ba c d e
Figure 3.9  Règle de dominance.
Corollaire. Une solution du TSP-UP avec n points peut aussi s'écrire sous la forme
d'une liste de t abscisses avec t  n (on parle ici de chemin).
La séquence des abscisses induit une séquence de visite des noeuds (unique à l'ordre près
des noeuds d'une même abscisse). Le TSP-UP peut ainsi se re-formuler en un problème de
décision : existe-t-il une séquence d'abscisses (ou chemin) qui ait une longueur plus petite
que K et qui visite tous les points ?
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3.4.3 Complexité
Pour établir la NP-complétude du problème de voyageur de commerce linéaire avec pré-
cédences, nous démontrons qu'il existe une réduction polynomiale du problème de la plus
courte super-séquence commune en un problème de TSP-UP.
Plus courte super-séquence commune. X est une super-séquence de Y si et seulement
si toutes les lettres de Y apparaissent dans X dans le même ordre mais pas forcément de
manière consécutive, en d'autres termes si on supprime un certain nombre de caractères de X ,
on retrouve la séquence Y . Le problème de la plus courte super-séquence commune (SCS, de
l'anglais shortest common supersequence) est déni par n séquences Xi = < x1; :::; xm >.
Une séquence U = < u1 ; :::; uk > est une super-séquence commune aux Xi si U est
individuellement une super-séquence de chacun des séquences Xi . L'objectif du problème est
de savoir s'il existe une super séquence commune de k lettres au plus.
Maier [84] ont prouvé la NP-complétude du problème pour un alphabet de taille supérieur
à 5. Räihä et Ukkonen [99] ont prouvé la NP-complétude du problème pour un alphabet de
taille supérieure ou égale à 2.
Réduction du SCS en TSP-UP
Soit un problème de plus courte super-séquence commune avec n séquences et un alphabet
binaire. Cet alphabet de 2 lettres est décrit ainsi : D pour Droite et G pour Gauche.
Propriété. À partir d'un problème de SCS à alphabet binaire avec n séquences, un
problème de TSP-UP peut être construit linéairement.
Preuve. On se donne trois abscisses sur un axe : ( 1
2
; 0; 1
2
). On créé un point de départ
sur le point d'abscisse 0. Pour chaque séquence i de longueur ki, on construit une chaîne de
(2ki) points (appartenant chacun à une de ces 3 abscisses) et (2ki) arêtes. Chaque lettre est
codée sur le modèle suivant, comme illustré sur la Figure 3.10 :
 pour G, N1 est le dernier point de la chaîne (nécessairement à l'abscisse 0), on créé le
point N2 à l'abscisse  12 et le point N3 à l'abscisse 0, on dénit deux précédences entre
ces 3 points : N1  N2 et N2  N3.
 pour D, N4 est le dernier point de la chaîne (nécessairement à l'abscisse 0), on créé le
point N5 à l'abscisse 12 et le point N6 à l'abscisse 0, on dénit deux précédences entre
ces 3 points : N4  N5 et N5  N6.
Les n séquences i de longueur ki dénissent
Pn
i=1 2ki + 1 points et
Pn
i=1 2ki arêtes. Le
parcours est donc linéaire en le nombre de caractères dans la chaîne, donc linéaire en la taille
du nombre de séquences. 
Lemme. Si le problème SCS a une solution de longueur L alors le TSP-UP a une solution
de longueur L.
Preuve : La solution de SCS de longueur L est une séquence de L lettres qui peuvent
chacune être remplacée par une paire d'abscisses avec la règle suivante : chaque lettre G est
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D
00
G
N4
1
2
 1
2
N1
N2
N3
N5
N6
Exemple de séquence Gauche (G) et séquence Droite (D)
Figure 3.10  Séquence de précédences à 1 caractère.
remplacée par la séquence d'abscisses ( 1
2
; 0) et chaque lettre D par (1
2
; 0). On débute la
séquence par l'abscisse 0 et on dénit ainsi une suite de visites d'abscisse de l'axe. On a donc
une séquence de 2L+1 abscisses dont chacune est à une distance 1/2 de son prédécesseur (soit
une longueur totale égale à L). les séquences d'abscisses de chacune des chaînes construites
dans l'instance de TSP-UP construite à partir de l'instance SCS apparaissent donc dans
la séquence d'abscisses construite ci-dessus, donc cette séquence permet de visiter tous les
points. Elle est donc une solution (de longueur L) du TSP-UP. 
Propriété. Si le problème TSP-UP a une solution de longueur L, alors l'instance originale
SCS a aussi une solution de longueur L.
Preuve. Une solution du TSP-UP est une suite de n points de longueur L exprimée comme
à une liste d'abscisses appartenant à l'ensemble A = ( 1
2
; 0; 1
2
), sans perte d'informations :
toute sous-séquence ( 1
2
; 1
2
) peut être exprimée comme ( 1
2
; 0; 1
2
) et inversement (1
2
;  1
2
)
peut être remplacée par (1
2
; 0;  1
2
). Pour aller d'un point exterma à l'autre, le point central
0 doit être visité sans que cela ne rallonge la longueur du trajet.
On obtient alors une liste d'abscisses dont un élément sur deux est 0 (dont le premier),
donc chaque abscisse est à une distance de 1
2
de son prédécesseur. La longueur de ce chemin
étant L il y a donc 2L+1 abscisses dans cette séquence. A partir de la deuxième abscisse, on
remplace chaque séquence ( 1
2
; 0) par la lettre G et chaque séquence (+1
2
; 0) par la lettre
D. On obtient ainsi un mot de longueur L sur l'alphabet G;D.
Puisque la séquence d'abscisses est une solution du TSP-UP, elle visite tous les points et
contient donc la liste des abscisses de chaque chaîne. Pour chaque mot X du problème SCS
la séquence contient donc la séquence d'abscisses correspondante, donc le mot de longueur
L construit ci-dessus est une superséquence du mot X. Ce mot de longueur L est donc une
superséquence commune à tous les mots de l'instance SCS considérée. 
Conclusion. Il existe une réduction polynomiale du problème de la plus courte super-
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séquence commune (Shortest Common Supersequence) en un problème de TSP-UP. Ce
problème étant NP-complet ([84, 99]), le TSP-UP est donc lui aussi un problème NP-complet.
Exemple à trois caractères. Soit une séquence GDG. Chaque lettre d'une séquence
dénit une décision prise à l'abscisse 0, D si on repart vers la droite (i.e. vers l'abscisse 1
2
)
ou G vers la gauche (i.e. vers l'abscisse  1
2
). On débute à un n÷ud de départ N1 et on a
donc une première décision qui nous conduit en N2 ( 12), puis on revient au centre en N3
car on n'a pas d'autre choix, ensuite on a une seconde décision qui nous conduit en N4(12),
puis on revient au centre en N5. La dernière décision amène à visiter le point N6( 12) et à
revenir au centre en N7. La Figure 3.11 résume cet exemple simple.
0
G
D
G
N7
1
2
 1
2
N1
N2
N3
N5
N4
N6
Exemple de séquence Gauche-Droite-Gauche
Figure 3.11  Exemple de séquences à 3 caractères.
3.4.4 Bornes inférieures
On cherche une borne inférieure pour le problème TSP-UP. On note G le graphe acyclique
des précédences où chaque n÷ud correspond à un point i ayant pour abscisse Xi sur l'axe
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du chantier.
Borne triviale B0. Une première borne inférieure du problème est la longueur L, corres-
pondant à la distance entre les abscisses minimale et maximale.
Dénition. Un tronçon [Xg; Xd] est une partie de l'axe linéaire entre deux abscisses
voisines. L'axe est donc découpé en tronçons disjoints : partant de l'origine, un nouveau
tronçon est créé dès qu'il existe au moins un n÷ud à cette abscisse (Voir le graphe de gauche
sur la Figure 3.14). La longueur de tronçon t est :
L(t) = j Xd   Xg j (3.7)
Nous proposons ici de raner la borne B0 en dénissant une borne B1 calculée par
tronçon.
Cas particulier à 2 abscisses. Dans le cas où le graphe ne compte que deux abscisses
(voir Figure 3.12), le calcul est trivial. Il n'y a qu'une seule solution possible : une visite
du point de gauche ne peut conduire qu'à un déplacement à droite et inversement une
visite du point de droite ne peut conduire qu'à un déplacement à gauche. Comme démontré
précédemment, il est toujours optimal de traiter tous les n÷uds disponibles à cette abscisse
lors de la visite d'une abscisse.
X1 X2
Figure 3.12  Cas particulier à 2 abscisses.
Cas à n abscisses (n > 2) : dans le cas à n abscisses, on calcule une borne inférieure
à partir de la résolution de jT j problèmes à 2 abscisses (avec jT j  n   1). Pour chaque
tronçon t 2 T , le problème s'écrit sous la forme d'un problème à 2 abscisses, en transformant
le graphe de précédences avec la règle suivante. Tous les n÷uds à gauche de l'abscisse gauche
du tronçon t sont considérés comme étant des n÷uds à l'abscisse 0 et les n÷uds à droite
de l'abscisse droite comme étant des n÷uds à l'abscisse L(t). L'algorithme présenté dans la
section suivante permet de déduire le nombre minimum de fois qu'un tronçon sera traversé
en partant du n÷ud initial puis en alternant les déplacements de droite à gauche, tout en
visitant à chaque abscisse tous les n÷uds disponibles.
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Algorithme. L'Algorithme 2 présente le calcul de cette borne. Le parcours du graphe pour
modier les abscisses du problème à n abscisses an de traiter jT j( n   1) problèmes à
2 abscisses est réalisé en O(jP j). On dénit optg(t) (resp. optd(t)), le nombre minimum de
parcours du tronçon t (voir Figure 3.13) en considérant que le n÷ud terminal (autrement
dit, le dernier point de la permutation) se trouve à une abscisse située à gauche (resp. à
droite) du tronçon.
L( t )
Gauche Droite
0
Figure 3.13  Parcours d'un tronçon.
La borne B(k) correspond à la borne dans le cas où la dernière abscisse est l'abscisse k.
Elle est dénie par la formule de récursion suivante :
B(0 ) =
P
t2T optg(t)
8 k 2 [1; jT j]; B(k) = B(k   1 )   optg(k   1) + optd(k   1)
Soit Xf l'ensemble des abscisses qui ont au moins un point sans successeurs. La borne
du problème est dénie ainsi :
Borne = min
k 2 Xf
B(k) (3.8)
Pour chaque tronçon t 2 T , le calcul de optg(t) est réalisé en O( n + jC j ) avec n le
nombre de points et jC j le nombre de précédences entre ces points. Le calcul de B0 se fait
en O( jT j ) avec jT j  n et les calculs des Bt se font en O(1). Le calcul de cette borne est
en O( jT j ( n + jC j ) ). Comme jT j est inférieur à n et jC j est inférieur à n2, la calcul se
fait donc en n3 dans le pire des cas.
Exemple. Soit un TSP linéaire avec précédences, composé de 6 n÷uds régis par le graphe
de précédences de la Figure 3.14. Trois n÷uds terminaux sont ici candidats : N1 , N4 et N5 .
L'Algorithme 2 considère les cinq tronçons un par un. Sur la gauche de la Figure 3.14, le
tronçon t2 est isolé. Le graphe de précédences est ensuite considéré pour obtenir un problème
à deux abscisses sur le tronçon t2 entre les abscisses 2 et 5. Il en résulte le nouveau graphe
de précédences en bas à droite de la Figure 3.14 déni entre 0 et L(t3 ) = 3.
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Algorithme 2: Borne-Par-Tronçon
input : L'ensemble des abscisses, des points et le graphe de précédences
output : Une borne inférieure de la distance parcourue
begin
for Chaque tronçon t du graphe de précédences do
Créer le problème à deux abscisses associé avec le n÷ud de départ à l'abscisse 0
Distance = 0
AbscisseCourante = 0
Visiter tous les n÷uds disponibles à AbscisseCourante
while Tous les n÷uds n'ont pas été visités do
Changer AbscisseCourante pour l'autre abscisse
Distance + = L(t)
Visiter tous les n÷uds disponibles à AbscisseCourante
if AbscisseCourante = Xd then
optg(t) = Distance + L(t) optd(t) = Distance
else
optg(t) = Distance optd(t) = Distance + L(t)
B0 =
P
t2T optg(t)
for k 2 [1; jT j] do
Bk = Bk 1   optg(tk 1) + optd(tk 1)
Retourner mink2XF Bk
Le calcul de la sous-borne sur le tronçon t2 débute par la visite du n÷ud de départ N0
à l'abscisse de gauche 2. N1 ne peut pas être visité puisque ce n÷ud est encore lié par deux
contraintes de précédences à N2 et N3. Une première traversée du tronçon s'impose donc.
Une fois à l'abscisse de droite 5, N2 et N3 peuvent être visités car la contrainte de précédence
n'est plus active suite à la visite du n÷ud N0. Ces deux visites permettent de visiter ensuite
N4 et N5. Il n'y a plus de n÷ud candidat à cette abscisse, mais il reste encore un n÷ud à
visiter à l'abscisse 2. Le tronçon est donc traversé une deuxième fois et N1 est visité, ce qui
achève le parcours du graphe. Donc B2 = 2  3 = 6.
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Pour chaque tronçon t, optg(t) et optd(t) valent donc :
optg(t1) = 2  2 = 4 et optd(t1) = 1  2 = 2
optg(t2) = 2  3 = 6 et optd(t2) = 3  3 = 9
optg(t3) = 2  2 = 4 et optd(t3) = 3  2 = 6
optg(t4) = 2  1 = 2 et optd(t4) = 1  1 = 1
optg(t5) = 2  2 = 4 et optd(t5) = 1  2 = 2
et on en déduit les Bk suivants :
B0 =
P
t2T optg(t) = 4 + 6 + 4 + 2 + 4 = 20
B1 = B0 + optg(t0) + optg(t0) = 20   4 + 2 = 18
B2 = B1 + optg(t1) + optg(t1) = 18   6 + 9 = 21
B3 = B2 + optg(t2) + optg(t2) = 21   4 + 6 = 23
B4 = B3 + optg(t3) + optg(t3) = 23   2 + 1 = 22
B5 = B4 + optg(t4) + optg(t4) = 22   4 + 2 = 20
Les n÷uds terminaux candidats sont N1, N4 et N5, donc la valeur nale de la borne vaut
donc min(B1; B4; B5) = 18.
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Figure 3.14  Graphe de précédences, isolement pour calcul du tronçon t2.
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Contre-exemple. Le cas suivant est un exemple de non-optimalité de cette borne. Soient
deux chemins croisés, entre des n÷uds appartenant à trois abscisses diérentes comme pré-
senté sur la Figure 3.15. Il n'y a ici qu'un seul n÷ud terminal possible (N7). Le calcul sur le
tronçon t2 donne une borne de 6 et le calcul sur t3 donne 4, soit une borne totale de 10. Or,
le chemin optimal respectant les précédences est de 20 : N0   2! N2  2! N3  3! N1
 3! N4  2! N6  2! N7  3! N5  3! N7 :
0 4 62
2
2
2
0
2
0
0
0
t3t1
N0
N2N1
N7
N6
N3
N4
N5
t2
Figure 3.15  Calcul de bornes sous-optimal.
Cette borne, que l'on notera B0 dans la suite, permet d'obtenir de très bons résultats
pour des temps de calcul très courts. Nous présenterons la comparaison des résultats de cette
borne comparés à ceux de la recherche locale dans la Section 3.4.6.
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3.4.5 Algorithme exact
On dénit dans cette section une recherche arborescente dans laquelle on utilise la borne
B1 introduite à la section précédente. Une solution au problème de TSP-UP est une suite de
décisions droite / gauche prises à chaque abscisse visitée. En partant de l'origine, l'arbre de
décision contient donc 2n points et non n!. An de diminuer encore le nombre de n÷uds visités
par rapport à une énumération complète, on fait appel à une programmation dynamique de
type Held et Karp [59] stockant les états déjà rencontrés. On fait appel à la valeur de
l'état enregistrée pour éviter de visiter à nouveau le sous-arbre associé. De plus, on garde
en mémoire la meilleure solution courante et on évite de visiter un sous-arbre si la valeur
courante est déjà supérieure à cette meilleure solution (voir M.G. De La Banda et al. [37]).
Le pire cas de l'algorithme de type Held et Karp est n 2n, la programmation dynamique
n'améliore pas le pire cas mais nous montrerons en pratique son ecacité.
On dénit un état su(t) comme une paire (X; P ) où X est un identiant de l'abscisse
courant et P est l'ensemble des points à visiter. Comme illustré dans la Figure 3.16, la valeur
de Bellman enregistrée à chaque état correspond à la plus courte distance nécessaire pour
satisfaire entièrement le problème de TSP-UP à partir de ce point, c'est-à-dire la distance
minimale nécessaire pour visiter les k points restants. Un état correspond donc à une abscisse
et la liste des n÷uds restants à visiter. À chaque état, on stocke la meilleure longueur courante
restant à parcourir. Si on retrouve l'état courant, on ne parcourt pas à nouveau la branche
mais on utilise cette valeur. On évite ainsi un nouveau parcours du sous-arbre associé, pour
lequel la valeur optimale a déjà été calculée.
...e0
e2m
e22
e21 en1
en2
enme1m
e12
e11
...
...
Figure 3.16  Programmation dynamique.
L'Algorithme 3 résume le fonctionnement de ce parcours arborescent. Une coupe utilisant
la borne borneInf permet d'accélérer la recherche. On appelle cette fonction récursive avec
les paramètres suivants : on débute à l'abscisse X = 0, avec l'ensemble des points à visiter
P contenant initialement tous les points et une borne supérieure U = +1. On note
plusPresDroit(X; P ) (resp. plusPresGauche(X; P )) la première abscisse à droite (resp. à
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gauche) de l'abscisse courante X où il y a des points à visiter (c'est-à-dire une abscisse avec
des points sans prédécesseur ou avec des prédécesseurs qui ont déjà été visités), dispo(X)
la liste des points disponibles à l'abscisse X (ces points peuvent avoir des précédences entre
eux mais on sait qu'on pourra les traiter tous en venant en X). Les lignes qui ont le label
PgDyn sont celles qui sont spéciques à la programmation dynamique. Elles font appel à
des structures de données permettant de stocker des états : pour une abscisse X et une liste
de points restants à visiter P , optimaStockes[X; P ] enregistre la meilleure solution déjà
rencontrée au cours de l'exploration, tandis que borneInfStockee[X; P ] stocke la borne
inférieure. La ligne labelisée BI permet d'élaguer les branches de l'arbre qui ne permettront
pas d'obtenir une solution strictement meilleure que U . L'Algorithme 4 détaille le calcul
de cette borne. On utilise pour cela la fonction plusAGauche() (resp. plusADroite()) qui
renvoie l'abscisse la plus à gauche (resp. à droite) de l'axe avec des points candidats. La valeur
de ces deux fonctions est maintenue dynamiquement, mise à jour quand on termine les points
le plus à gauche et à droite. La borne présentée en Section 3.4.4 pourrait être utilisée ici à
la place de cette borne qui est moins précise, mais sa complexité est quadratique en temps.
Figure 3.17  Cas particuliers de graphes de précédences.
La Figure 3.17 présentent deux cas particuliers de graphes de précédences. Dans le cas de
précédences fortes (à gauche), l'énumération complète se fait en visitant 2n n÷uds (un choix
binaire par étage), tandis que la programmation dynamique visite 4 n n÷uds (4 états par
étage). Dans le cas d'un arbre distribué autour d'un point central placé au milieu de l'axe (à
droite), l'énumération complète visite 2n n÷uds et la programmation dynamique n2 n÷uds.
Dans le cas trivial où il n'y a aucune précédence et où toutes les abscisses sont positives,
l'énumération et la programmation dynamique visitent n n÷uds.
3.4.6 Résultats numériques
Le Tableau 3.1 décrit les neuf instances A utilisées pour l'évaluation de ces bornes.
Les instances réelles ont été modiées an de les transformer en instances mono-ressource.
Une des ressources est sélectionnée, une cadence de travail importante lui est aectée et ses
fenêtres de temps sont fusionnées pour en créer une unique, débutant à la date d'ouverture du
chantier et terminant à sa date nale. Toutes les fenêtres de temps contraignant la réalisation
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Algorithme 3: longueurMin(X,P,U)
input : L'abscisse courante X, les points restants à visiter P , une borne sup. U
output : La longueur de la meilleure solution trouvée si < U , sinon U
begin
if P = ? then Return 0
PgDyn if optimaStockes[X; P ] then Return optimaStockes[X, P]
PgDyn if not(borneInfStockee[X; P ]) then borneInfStockee[X, P] = borneInf(X, P)
PgDyn if borneInfStockee[X; P ]  U then Return U
BI if borneInf(X; P )  U then Return U
XR = plusPresDroit(X; P )
XL = plusPresGauche(X; P )
Meilleure = U
if XR 6= +1 then
distanceDroite = XR   X
Meilleure = distanceDroite +
longueurMin(XR; P n dispo(XR); Meilleure   distanceDroite)
if XL 6=  1 then
distanceGauche = X   XL
Meilleure = distanceGauche +
longueurMin(XL; P n dispo(XL); Meilleure   distanceGauche)
PgDyn if Meilleure < U then optimaStockes[X;P ] = Meilleure
PgDyn else borneInfStockee[X;P ] = U
Return minMeilleure; U
des mouvements de terre ont subi le même traitement an de s'assurer que la résolution du
problème s'abstrait de toutes contraintes temporelles. La première colonne (Inst) indique le
nom de l'instance, puis nous indiquons des données décrivant le chantier : le nombre de blocs
(nbBlocs), le nombre de couches total (nbCou), la longueur du chantier (long), le nombre de
mouvements de terre à planier à l'aide de cette ressource (nbMvtr) c'est-à-dire le nombre
de points (ou n÷uds), le nombre de précédences (m) et le nombre d'abscisses (x).
Le Tableau 3.2 présente la borne simple de longueur du chantier (l) en mètres, la borne
calculée par l'algorithme des tronçons (Tr) en mètres et le temps nécessaire à son calcul
(Tr tps) en secondes, l'optimum obtenu par programmation dynamique (DP), le nombre de
de points (DP pts) et de n÷uds (DP nds) visités, et le temps nécessaire pour calculer cet
optimum (DP tps). Enn, on retrouve la valeur obtenue par recherche arborescente (RA),
le nombre de points (RA pts) et de visites d'abscisses (RA vst) et le temps nécessaire pour
calculer cet optimum (RA tps).
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Algorithme 4: borneInf(X,P)
input : L'abscisse courante X, les points restant à visiter P
output : La longueur de la meilleure solution trouvée si inferieure a U , sinon U
begin
if P = ? then Return 0
L = plusAGauche(P , X )
R = plusADroite(P , X )
Return R   L + min(X   L, R   X )
Inst nbBlocs nbCou nbMvtr m x long
A01 234 234 270 853 91 33,6
A02 61 89 99 763 22 8
A03 15 21 8 35 8 5,5
A04 57 63 55 205 15 13,215
A05 30 30 27 55 12 2,705
A06 46 85 83 185 20 5,2
A07 37 37 32 65 13 3,5
A08 200 219 239 493 75 52,1
A09 99 104 130 317 37 48,8
Table 3.1  Benchmarks : Description des instances mono-ressource.
Le deuxième Tableau 3.3 présente une comparaison entre la solution obtenue sur ces
instances mono-ressources. Dans la première colonne, on présente le nom de l'instance, puis
la solution obtenue par l'algorithme glouton (G), par recherche locale (LS), la longueur du
chantier (L), la borne par tronçon (TR), l'optimum par programmation dynamique (DP).
L'instance A01 ne termine pas avec la recherche arborescente sans programmation dyna-
mique.
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Inst L(m) Tr Tr tps (s) DP DP pts DP nds DP tps (s) RA RA pts RA vst RA tps (s)
A01 33 290 50 138 4 670,253 66 580 153 850 307 974 130,721 79 654 Stop Stop 4500
A02 8 000 17 152,5 580,206 18 165 1 448 3 081 0,533 18 165 809 327 2 278 037 1,778
A03 5 500 5 500 0,99 5 500 8 19 0,053 5 500 8 19 0,018
A04 13 215 13 410 3,5 19 140 399 901 0,118 19 140 9 541 21 715 0,076
A05 2 705 2 705 0,272 2 705 12 28 0,0603 2 705 12 28 0,0603
A06 5 200 12 770 1,964 12 770 141 418 0,176 12 770 1 634 4 284 0,116
A07 3 510 3 790 0,482 4 070 15 37 0,076 4 070 41 93 0,018
A08 52 145 52 145 1 027,407 52 145 75 240 1,664 52 145 75 240 0,119
A09 48 800 68 975,5 182,259 84 700 117 326 0,175 84 700 1 439 3 189 0,012
Table 3.2  Résultats du calcul des bornes (1).
Inst L TR DP G LS
A01 33 290 50 138 66 580 2 887 803 112 556
A02 8 000 17 152,5 18 165 99 185 18 165
A03 5 500 5 500 5 500 5 500 5 500
A04 13 215 13 410 19 140 65 310 37 740
A05 2 705 2 705 2 705 27 830 2 705
A06 5 200 12 770 12 770 103 700 12 700
A07 3 510 3 790 4 070 35 210 4 070
A08 52 145 52 145 52 145 1 833 701,5 56 000
A09 48 800 68 975,5 84 700 1 461 197 84 700
Table 3.3  Résultats du calcul des bornes (2).
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3.5 Approche par recherche locale
Après cette section consacrée uniquement au problème mono-ressource sans contrainte
temporelle, nous nous intéressons de nouveau au cas général. L'objectif de cette section est
de présenter une heuristique à base de recherche locale pour le résoudre de manière ecace et
robuste. Ce problème d'optimisation en variables mixtes se prête parfaitement à l'élaboration
de la stratégie décrite dans le chapitre 1. Dans cette section, nous décrirons tout d'abord la
stratégie de recherche, puis les mouvements adaptés à la structure du problème. Enn, nous
préciserons l'algorithmique d'évaluation des mouvements en détaillant notamment quelques
structures de données utiles pour rendre cette recherche locale plus ecace.
3.5.1 Stratégie et heuristique
La stratégie de recherche est ici de type rst-improvement descent avec choix stochastique
des mouvements. Aucune métaheuristique avec des c÷cients-paramètres n'est utilisée ici.
L'algorithme glouton d'initialisation ne peut pas garantir l'obtention d'une solution où tous
les mouvements de terre sont aectés mais un premier objectif est de trouver une première
solution avec tous les mouvements de terre aectés aux ressources. Ensuite, on s'intéresse
à l'optimisation des coûts associés aux ressources. Chaque phase dispose de son propre
ensemble de transformations dédié à l'optimisation de son objectif. La liste des mouvements
utilisés dans chaque phase sera précisée ultérieurement ainsi que l'algorithme d'initialisation.
L'Algorithme 5 résume le fonctionnement de cette heuristique de descente.
Algorithme 5: Stochastic-Descent
input : Liste des mouvements de terre, ressources, blocs et couches
output : Liste des tâches planiées
begin
Calcul d'une solution initiale S avec l'algorithme glouton
Optimisation des quantités non aectées
while quantiteNonAffectee > 0 et LimiteTemps n'est pas atteinte do
Choisir aléatoirement une transformation T dans l'ensemble TMISS
if le gain n'est pas négatif then Valider T
else Annuler T
Optimisation des ressources
while coutsRessources > 0 et LimiteTemps n'est pas atteinte do
Choisir aléatoirement une transformation T dans l'ensemble TRES
if le gain n'est pas négatif then Valider T
else Annuler T
Retourner la liste des tâches créées
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3.5.2 Solution initiale
L'algorithme d'initialisation est un algorithme glouton qui ordonne les mouvements de
terre (voir ClasserMouvements() dans 6) selon les valeurs décroissantes des critères sui-
vants :
 le rang de la couche source des mouvements et celui de la couche destination en cas
d'égalité ;
 la distance entre les centres de gravité du bloc source et du bloc destination ;
 la date de début de la fenêtre de temps cible ;
 la quantité de matériau à déplacer.
Une fois ordonnés, l'algorithme essaye d'aecter ces mouvements de terre aux ressources
autorisées, elles-même ordonnées suivant les critères suivants (cf ClasserRessources(e) dans
l'Algorithme 6) : on privilégie tout d'abord les ressources déjà ouvertes, c'est-à-dire celles
à qui on a déjà aecté du travail. Le critère de tri consiste à prendre d'abord les res-
sources ayant la première date de disponibilité la plus petite, puis celles qui ont déjà le
plus grand nombre de tâches. Pour chaque ressource disponible pouvant réaliser le mouve-
ment de terre e (RessourcesDispos(e)), on cherche la première date de disponibilité an
d'aecter la plus grande quantité de matériau déplacée à cette ressource. Pour chaque fe-
nêtre de temps continue, une tâche est créée. Quand il n'y a plus de disponibilité de cette
ressource dans l'intervalle de temps autorisé par ce mouvement de terre, on passe à la res-
source suivante. Les fonctions permettant d'accéder à la prochaine date de disponibilité
et d'occupation d'une ressource r sont notées respectivement ProchaineDateDispo(r) et
ProchaineDateNonDispo(r).
Cet algorithme glouton calcule une première aectation en moins d'une seconde, même
pour les instances de grande taille. Mais il n'y a aucune garantie d'obtenir une solution avec
toutes les quantités aectées. En pratique, une première solution sans quantité non aectée
peut être rapidement trouvée pour la plupart des instances. Les résultats présentés en Sec-
tion 3.6 montre que l'utilisation de cet algorithme glouton en tant que phase d'initialisation
permet d'améliorer les résultats de la recherche locale. L'algorithme d'initialisation permet
de débuter la recherche locale sur cette solution où les activités ne sont pas éparpillées
géographiquement dès le début.
3.5.3 Mouvements
Les transformations consistent à créer, déplacer, supprimer une tâche entière, une partie
ou même un groupe de tâches. Les déplacements de quantité de travail peuvent être eectués
entre plusieurs ressources ou au sein même d'une ressource (Voir la Figure 3.18). Le premier
mouvement est l'insertion qui consiste à ajouter une tâche à une ressource. On sélectionne
un mouvement de terre puis une ressource autorisée pour ce mouvement. L'objectif est
d'aecter à cette ressource la quantité maximale de travail à la première date autorisée par
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Algorithme 6: Glouton-Initialisation
input : Les mouvements de terre, ressources, blocs et couches
output : Liste des tâches à eectuer
begin
ClasserMouvements()
for e 2 E do
while QuantiteesManq(e) non nulle And RessourcesDispos(e) non nulle do
ClasserRessources(e)
for r 2 RessourcesDispo(e) do
debut = ProchaineDateDispo(r)
while QuantiteesManq(e) non nulle And debut non nul do
n = ProchaineDateNonDispo(r, QuantiteesManq(e))
CreationTache(r, debut, n)
debut = ProchaineDateDispo(r)
Retourner la liste des tâches créées
la ressource (ou à une date tirée aléatoirement entre cette première date et la dernière date
de disponibilité), en respectant l'intervalle de réalisation du mouvement.
Ensuite, plusieurs mouvements concernent le déplacement de tout ou partie d'une tâche
au sein du planning d'une ressource ou entre ressources. Le premier mouvement est le dépla-
cement partiel mono-ressource : la transformation choisit une ressource, une tâche de cette
ressource et on tente de déplacer dans le temps une partie de cette tâche, en la ré-aectant
à cette même ressource avant ou après sa date actuelle, dans les intervalles de temps auto-
risé. Ensuite, le déplacement complet mono-ressource sélectionne une ressource, une tâche
de cette ressource et on tente de la déplacer entièrement dans le temps, en la ré-aectant à
cette même ressource avant ou après sa date courante. Ces deux transformations sont décli-
nées pour le déplacement d'activité entre ressources. Le déplacement partiel multi-ressources
choisit une ressource, une tâche de cette ressource et tente de déplacer une partie de cette
tâche vers une ou plusieurs autres ressources, an que la totalité de la quantité déplacée
soit ré-aectée. Et le déplacement complet multi-ressources sélectionne une ressource, une
tâche de cette ressource et tente de déplacer la totalité de cette tâche vers une ou plusieurs
autres ressources, an que tout le travail soit ré-aecté. La purge d'une ressource consiste à
sélectionner une ressource et à tenter de déplacer toutes ses tâches en les ré-aectant à une
ou plusieurs ressources.
Les échanges entre ressources se focalisent sur des déplacements de volume de travail entre
échelons. Premièrement, l'échange de tâches mono-ressource sélectionne une ressource, deux
tâches de cette ressource et tente d'inverser ces deux tâches dans le temps. Deuxièmement,
l'échange de tâches entre-ressources choisit deux ressources, une tâche pour chacune de ces
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deux ressources et tente d'inverser les tâches en faisant réaliser la tâche de la première par
la deuxième ressource et inversement. Une autre famille de transformations est le miroir à
K tâches. Dans ces transformations, on sélectionne une ressource et une chaîne de K tâches
de cette ressource, c'est-à-dire K tâches consécutives et on tente de les inverser par un eet
miroir : la première échange sa place avec la dernière, la deuxième prend l'avant dernière
place, etc. Ce mouvement correspond à l'amélioration 2-opt bien connue pour le problème
de voyageur de commerce. Nous disposons aussi d'une transformation consacrée à la fusion
de tâches. On choisit une ressource et on regroupe deux tâches si elles sont juxtaposées et
qu'elles concernent le même mouvement de terre, ce qui permet d'en faire une unique tâche.
SuppressionInsertion
bloc
au sein d’une ressource
Ejection
Echanger
Echanger
entre ressources
entre ressources Mirroir 3 taches
au sein d’une ressource
Déplacer
Déplacer
Les suites de tâches originales sont données par des arcs pleins, les arcs supprimés sont
représentés par des traits pointillés, les arcs courbés ou verticaux sont ajoutés par la
transformation.
Figure 3.18  Les transformations sur les tâches des ressources.
Les deux derniers mouvements déplacement mono-ressource par décalage et déplacement
multi-ressource par décalage sont les plus complexes. Le premier consiste à sélectionner une
ressource puis une tâche au hasard, puis à déplacer cette tâche au sein même de la ressource
avant sa date de réalisation, en décalant les autres tâches. Le second réalise le même processus
mais en déplaçant la tâche dans le planning d'une autre ressource. Une option supplémentaire
complexiant encore le mécanisme consiste à propager les décalages à toutes les tâches ayant
un lien de précédences avec les tâches déplacées dans la ressource modiée. La Figure 3.19
résume le mode de fonctionnement de ce mouvement qui décale les dates de réalisation des
tâches concernées au cours du déplacement de la tâche.
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t
au sein d’une ressource
Déplacement par décalage
Figure 3.19  Le déplacement mono-ressource par décalage.
Quelques unes de ces transformations ont été spécialisées, notamment en opérant une
sélection en priorité des ressources ayant peu de tâches. Une autre spécialisation consiste à
sélectionner les premières ou les dernières tâches des ressources pour y appliquer des transfor-
mations, an entre autre de réduire la largeur totale de la fenêtre d'activité d'une ressource.
Cette spécialisation permet d'améliorer le pourcentage d'acceptation de ces transformations
par rapport à celui de leur version générique. En eet, à chaque application d'une de ces
transformations, il s'agit d'évaluer si on a été en mesure de réaliser la transformation tout
en continuant de respecter le jeu de contraintes (fenêtres de temps, précédences, etc.).
Chacune des deux phases d'optimisation dispose de son propre ensemble de transforma-
tions plus ou moins spécialisées en fonction des besoins de la phase. Ces spécialisations ont
été validées à l'aide de tests sur diérentes instances, an de montrer que leur ajout permet-
tait d'accélérer la convergence globale de la recherche locale. Elles permettent d'augmenter
le nombre de transformations évaluées ainsi que le pourcentage de transformations accep-
tées. Certaines transformations sont même désactivées pendant la phase de minimisation des
quantités de matériaux non aectés, c'est le cas de l'échange de tâches entre-ressources, car
même si ce mouvement a beaucoup de chance d'être accepté et d'améliorer rapidement l'ob-
jectif, il a un eet négatif : les tâches sont morcelées en micro-activités et la recherche locale
a des dicultés à les regrouper par la suite. Cette transformation a tendance à améliorer la
densité du planning mais cela dégrade l'objectif de minimisation de la distance parcourue.
On choisit de ne pas autoriser cette transformation pendant la phase d'optimisation des
quantités non aectées. Elle est autorisée uniquement lorsqu'on optimise les coûts associés
aux ressources, en la couplant avec le mouvement de fusion des tâches. Aucun voisinage large
n'est employé dans cette recherche locale. Les voisinages explorés ici ont une taille d'environ
O(n2) avec n le nombre de tâches et de ressources dans la solution courante.
3.5.4 Machinerie d'évaluation
Cette section a pour objectif de fournir des détails concernant l'implémentation de la
recherche locale. La recherche locale s'appuie sur trois fonctions cruciales qui sont l'évaluation
(du gain ou de la perte d'une transformation appliquée sur la solution courante), la validation
(an de mettre à jour la solution courante par modication des données impactées) et enn le
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retour arrière (qui nettoie les champs qui ont été modiés au cours de l'évaluation et revient à
l'état précédent). L'évaluation est rendue ici complexe à cause de la présence des précédences
entre tâches et de la multitude des fenêtres de temps sur les ressources et les mouvements
de terre. Toute modication d'une tâche a un impact sur le planning de la ressource, du
mouvement de terre et de la couche associée. Sans maintien des invariants appropriés, toute
modication locale nécessite des calculs coûteux pour évaluer le mouvement. On maintient
donc des indicateurs et des valeurs mis à jour uniquement s'ils sont perturbés par la recherche
locale. Leur mise à jour est ainsi minimisée.
Tout d'abord, nous pré-calculons un certain nombre de structures de données. Par exemple,
pour chaque tâche aectée à une ressource, nous stockons la tâche précédente et la suivante.
Une structure dynamique est aussi maintenue en déterminant la tâche courante de la res-
source pour des pas de temps qui découpent le temps continu (voir le tableau courT sur la
Figure 3.20, on note ? si le pas de temps ne compte pas de tâche courante). Ainsi, lors-
qu'on souhaite connaître pour n'importe quelle date du planning la tâche courante, le pas
de temps associé est calculé et la tâche courante est récupérée en O(1). L'évaluation d'une
transformation travaillant sur les tâches d'une ressource ne modie pas cette structure de
données qui est mise à jour uniquement lors de la validation de la transformation si elle est
acceptée. De même, chaque ressource dispose d'un tableau discrétisant le temps en pas de
temps pour lesquels on stocke chacun la fenêtre courante d'autorisation de travail.
CourT(T1)
DebutMin(T1)
i2 i3 i4 i5 i6 i7
T1T0 T2
i1
T1 T1 T2T2T2? ? ? T2? ? ?T1 T1T1 T1T1T1T1 T1T1 T1T1T1T1 T1T1 T1T1 T1T1T1T1 T1? T1?T0T0T0T0T0 T1
SuivT (T0) PrecT (T2)
SuivT (T1)PrecT (T1)
FinMax(T1)
Une tâche est composée d'une série d'intervalles de fenêtres de temps.
Figure 3.20  Une tâche.
Si une tâche est déplacée ou modiée par une transformation, la fenêtre de temps courante
où elle peut être déplacée doit être strictement respectée en fonction de ses tâches précédentes
et suivantes. Pour cela, la fenêtre de temps dans laquelle peut se déplacer la tâche est
maintenue à tout instant, en utilisant deux données :
 la plus petite date de début : dénie comme le maximum entre la date de n de la
tâche précédente de cette ressource et la plus grande date de n de toutes les tâches
des mouvements de terre précédant le mouvement de terre courant.
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 la plus grande date de n : dénie comme le minimum entre la date de début de la
tâche suivante de cette ressource et la plus petite date de début de toutes les tâches
des mouvements de terre suivant le mouvement de terre courant.
Si une transformation vient ajouter ou modier une tâche, alors automatiquement, ces
deux bornes s'en retrouvent modiées, pour une ou plusieurs tâches. Mais seules les struc-
tures temporaires sont mises à jour au cours de l'évaluation, an de fournir le résultat de
l'évaluation sans réaliser des calculs non nécessaires. Pour chaque ressource, on fait très fré-
quemment appel à la fonction permettant, depuis une date, de trouver la prochaine date de
disponibilité comme présenté dans l'Algorithme 7. Cela correspond à la prochaine date où
du travail peut être aecté à cette ressource.
Algorithme 7: Calcul-Date-Dispo
input : Une ressource, une date courante
output : Une date de disponibilité
begin
On calcule pour la date courante la première date incluse dans une fenêtre de
temps
Calculer l'intervalle de disponibilité If de la ressource, contenant f
while La date courante ne vaut pas la dernière date du planning do
Récupérer la tâche T en cours pour cette ressource à cette (en O(1))
if T non nulle then
Calcul-Date-Dispo(ressource(T), dateFin(T)) else
Vérier si une nouvelle tâche T 0 n'existe pas à cette date
if T' non nulle then Calcul-Date-Dispo(ressource(T'), dateFin(T'))
else Retourner la date courante
De même, pour chaque ressource, la date de n d'une tâche nouvellement ajoutée au sein
de son emploi du temps est calculée à l'aide d'une dichotomie en O(n log n) en temps, avec n
son nombre de fenêtres de temps. L'algorithme sous-jacent est détaillé dans l'Algorithme 8.
Le calcul du temps de travail disponible entre deux dates s'appuie aussi sur des structures
de données incrémentales mises à jour uniquement lors d'une validation de transformation.
L'Algorithme 9 détaille son mode de fonctionnement. À noter que Cumul(I) est une donnée
maintenue dynamiquement au cours de la recherche locale.
À l'aide de ces routines optimisées et de ces structures de données incrémentales, environ
120 000 transformations sont évaluées en moyenne chaque seconde dans l'espace des solutions,
avec un taux d'acceptation de l'ordre de 8% et un taux d'amélioration de 0.016%. Ces
performances permettent d'assurer une très bonne diversication de la recherche locale et la
section suivante a pour objectif de fournir des résultats sur les jeux de données testés.
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Algorithme 8: Calcul-Date-De-Fin
input : Une ressource et ses tâches, un mouvement de terre, une nouvelle tâche, une
date de début d, une date de n maximale f
output : Une ressource avec un nouveau planning de tâches, la quantité de travail
aectée
begin
Calculer l'intervalle de disponibilité Id de la ressource, contenant d
Calculer l'intervalle de disponibilité If de la ressource, contenant f
MinDate =Max( Max( debut( Id ); d ) ; debut( If ) )
MaxDate =Min( fin( Id ) ; Min( fin( If ); f ) )
Calcul-Temps-Travail-Dispo(MinDate, MaxDate)
if Cette quantité est susante then
Déduire la date de n eective de la tâche entre MinDate et MaxDate par
aectation de la quantité de travail à la ressource
else Retourner MaxDate
Algorithme 9: Calcul-Temps-Travail-Dispo
input : Une ressource et ses tâches, deux dates d1 et d2
output : Le temps de travail disponible entre les deux dates
begin
Calculer l'intervalle de disponibilité Id1 de la ressource, contenant d1
Calculer l'intervalle de disponibilité Id2 de la ressource, contenant d2
if date1 > debut( Id1 ) then Cumul   = d1   debut( Id1 )
if date2 > debut(Id2) then Cumul + = d2   debut( Id2 )
Retourner Cumul
3.6 Résultats numériques
Cette section a pour objectif de présenter les résultats obtenus sur onze instances B issues
de données réelles. L'algorithme complet de recherche locale a été implémenté en C# 2.0
(pour être exécuté dans l'environnement Microsoft .NET 2.0). Le programme compte 9 000
lignes de code, dont 1 700 dédiées à la vérication de la validité des structures de données (en
mode débugage). Toutes les statistiques et les résultats présentés ici ont été obtenus (sans
parallélisation) sur un ordinateur équipé du système d'exploitation Windows Vista et d'un
processeur Intel Xeon X5365 64 bits (CPU 3 GHz, L1 cache 64 Ko, L2 cache 4 Mo, RAM 8
Go).
Le Tableau 3.4 présente dans sa première colonne (Inst) le nom de l'instance, puis les
données décrivant le chantier sont indiquées : le nombre de blocs (nbBlocs), le nombre de
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couches total (NbCouches), la longueur du chantier (long), le nombre de jours max du plan-
ning (nbJours), la quantité totale à déplacer (quant). Ensuite, nous précisons les informa-
tions relatives aux ressources : le nombre de familles de ressources (nbFamRes), le nombre
de ressources disponibles (nbResDisp), le nombre de couples ressources / mouvements de
terre (nbResMvtr) et le temps total disponible pour toutes les ressources en minutes (tps).
La colonne (nbMvtr) indique le nombre de mouvements de terre à planier à l'aide de ces
ressources.
Inst nbBlocs NbCouches nbFamRes nbResDisp nbMvtr nbResMvtr long nbJours quant tps
B01 234 234 4 19 270 2 390 33,6 788 15 286 188 273 334 770
B02 61 89 3 15 99 495 8 364 1 364 276 40 365 981
B03 15 21 2 2 18 18 5,5 182 840 000 4 743 342
B04 57 63 3 4 55 79 13,2 152 652 386 12 117 545
B05 73 106 3 60 110 2 200 9,8 879 1 581 314 139 391 890
B06 30 30 3 15 27 135 2,7 102 255 930 4 004 613
B07 46 85 3 15 83 415 5,2 364 479 155 43 624 717
B08 37 37 3 6 32 81 3,5 637 639 506 9 406 048
B09 200 219 4 6 239 375 52,1 758 3 975 009 261 217 201
B10 99 104 1 10 130 1 300 50 1 825 7 413 905 323 073 950
B11 174 251 6 11 246 551 17,35 486 2 105 442 172 514 634
Table 3.4  Benchmarks : Description des instances.
Dans le Tableau 3.5, les résultats détaillés obtenus par l'algorithme glouton d'initialisa-
tion sont présentés, avec tout d'abord la quantité à déplacer (q), la quantité déplacée (mq),
le pourcentage déplacé (mq/q), le temps total de travail (min), la distance totale parcourue
(d), le nombre de ressources utilisées (nR), le nombre de tâches créées (nT ) et enn le coût
global des ressources (C ). Ces résultats sont obtenus en moins d'une seconde pour toutes les
instances.
Inst total m3 m3 % m3 min d nR nT C
B01 15 286 188 13 628 221,66 89,15% 18 576 498 2 929 938 19 292 190 594 918
B02 1 364 276 1 364 276 100,00% 1 440 486 144 903,5 14 105 15 949 763,5
B03 840 000 840 000 100,00% 303 973 32 700 2 18 3 272 430
B04 652 386 626 721 96,07% 404 518 75 945 4 54 4 521 125
B05 1 581 314 1 408 115 89,05% 942 648 266 310 24 106 12 092 790
B06 255 930 255 930 100,00% 175 248 20 965 15 27 3 273 445
B07 479 154,23 479 154,23 100,00% 700 182 108 590 3 90 7 410 410
B08 639 506 634 949,33 99,29% 918 521 24 310 6 36 9 809 520
B09 3 975 008.92 3 975 008,92 100,00% 3 767 118 2 027 339,5 6 239 40 298 519,5
B10 7 413 904,62 6 198 226,67 83,60% 6 440 878 1 589 338 8 126 66 798 118
B11 2 105 442 1 528 993,73 72,60% 3 369 379 1 356 105 11 245 36 149 895
Table 3.5  Résultats de l'algorithme d'initialisation.
Ce troisième tableau de résultats détaille le nombre de transformations évaluées au to-
tal (nbEval), par seconde (nbEvalSec), diversiantes (nbDivers), le pourcentage par rap-
port au nombre d'évaluations totales (%divers), le nombre de transformations améliorantes
(nbAmelio), le pourcentage par rapport au nombre d'évaluations totales (%amelio).
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Inst nbEval nbEvalSec nbDivers %divers nbAmelio %amelio
B01 1 132 000 45 280 74 309 6,56% 898 0,08%
B02 1 144 000 45 760 54 205 4,74% 99 0,01%
B03 4 284 000 171 360 144 883 3,38% 4 9,33 E-5%
B04 2 547 000 101 880 144 018 5,65% 104 4,1 E-03%
B05 2 315 000 92 600 234 893 10,15% 111 4,8 E-03%
B06 6 479 000 259 160 53 608 0,83% 32 4,9 E-04%
B07 1 209 000 48 360 157 753 13,05% 55 4,54 E-03%
B08 2 938 000 117 520 182 773 6,22% 16 5,45 E-04%
B09 1 536 000 61 440 100 430 6,54% 270 0,02%
B10 981 000 39 240 86 283 8,80% 490 0,05%
B11 1 541 000 61 640 77 385 5,02% 602 0,04%
Table 3.6  Nombre d'évaluations, diversications et améliorations.
Dans le Tableau 3.7, les solutions obtenues par recherche locale sont présentées, avec
le coût total des ressources RC, en détaillant les sous-coûts associés : (nbRes) le nombre
de ressources utilisées, (Km) le nombre de kilomètres parcourus et (W ) la somme cumulée
des temps de travail des ressources. Pour toutes les solutions présentées ici, MQ est supposé
nulle, ce qui signie que toutes les quantités de terre ont été aectées à l'issue de la recherche
locale. La colonne (%greedyMq) présente le pourcentage de quantité de terre non aectée
et (%gRc) l'écart entre le coût total des ressources à la n de l'algorithme glouton d'initia-
lisation et la valeur à la n de la recherche locale. Les écarts sont donnés pour le nombre
de ressources utilisées (%ggNbRes) le nombre total de kilomètres parcourus, (%ggKm) et
la somme cumulée des temps de travail des ressources (%ggW ), entre les solutions de cet
algorithme d'initialisation et les solutions à la n de la recherche locale.
Inst RC nbRes Km W %gMq gRc gNbRes gKm gW
B01 45 868 315,64 19 1 358 145,00 18 680 858,00 10,80% 415,53% 100% 216% 99%
B02 2 560 950,23 8 7 623,50 966 160,00 0,00% 623,98% 175% 187% 149%
B03 868 662,27 2 28 100,00 303 477,00 0,00% 376,72% 100% 116% 100%
B04 1 182 720,13 4 70 980,00 400 130,00 3,90% 382,26% 100% 107% 101%
B05 1 581 313,00 3 121 200,00 950 745,00 4,30% 756,54% 100% 207% 120%
B06 402 879,38 9 13 205,00 187 349,00 0,00% 812,51% 167% 159% 94%
B07 1 486 219,30 3 47 710,00 478 406,00 0,00% 498,61% 100% 228% 146%
B08 2 438 411,06 6 20 020,00 763 461,00 0,70% 402,29% 100% 121% 120%
B09 8 668 828,45 6 634 705,00 3 722 328,00 0,00% 464,87% 100% 319% 101%
B10 17 520 277,84 8 750 178,50 8 039 261,00 16,40% 381,26% 100% 212% 80%
B11 7 519 636,23 11 443 145,00 3 049 219,00 27,40% 480,74% 100% 306% 110%
Table 3.7  Valeurs de la fonction objectif de la recherche locale et de l'algorithme glouton
d'initialisation.
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3.7 Synthèse
Dans ce chapitre était présentée une modélisation du problème de planication des mou-
vements de terre sur chantier linéaire. Ce problème prend comme donnée d'entrée les mou-
vements de terre obtenus par la résolution du problème de génération des mouvements de
terre sur chantier linéaire. Ce dernier est résolu optimalement par une programme linéaire
consistant à minimiser le moment total de transport, c'est-à-dire le produit de la somme
des quantités de terre transportée par les distances parcourues. Pour résoudre le problème
de planication, nous utilisons une heuristique directe de recherche locale. Notre algorithme
fournit en des temps très court (moins de 1 minute) des solutions de qualité qui se rap-
prochent de près de solutions d'experts obtenues après une analyse de plusieurs heures. An
de valider notre approche, nous avons isolé le cas à une ressource, que nous avons analysé
an de trouver des solutions exactes et des bornes inférieures, permettant de prouver que
notre recherche locale, dans ce cas à une ressource, donnait des résultats satisfaisant.
Un logiciel exploitant cet algorithme est aujourd'hui en exploitation et permet de planier
de grands chantiers de terrassement en quelques minutes. Une interface de saisie permet de
faire des ajustements d'emplois du temps des ressources, de modier la compositions des
équipements, de placer des délais partiels, de saisir aussi des contraintes de précédences
complémentaires (voir la Figure 3.21 et la Figure 3.22). Cet outil d'aide à la décision permet
à l'utilisateur nal de tester de multiples scénarios avant de rendre son planning chemin de
fer nal décrivant l'ensemble des activités pratiquées tout au long de la vie du chantier. Les
diagrammes chemin de fer sont construits ainsi : en abscisse, on retrouve l'axe du chantier
en kilomètres et en ordonnée le temps en jours. En quelques minutes, l'utilisateur peut
tester plusieurs scénarios et décider d'ajouter ou supprimer des contraintes temporelles ou
spatiales. L'ecacité de cette recherche locale réside notamment dans la mécanique des
transformations qui permettent aux quantités de terre déplacées de passer d'une tâche à
l'autre, alors que les dates d'aectation de ces tâches sont aussi modiées en même temps.
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Une interface utilisateur permet de saisir les données (en haut, les notions de calendrier de
ressources), de les modier, de lancer le calcul (en bas) et d'acher ensuite les diagrammes
chemin de fer (2 derniers graphiques).
Figure 3.21  Interface utilisateur (1)
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L'interface permet ensuite d'acher les diagrammes chemin de fer, qui ont pour abscisse
l'axe du chantier en kilomètres et pour ordonnée le temps en jours.
Figure 3.22  Interface utilisateur (2)
Chapitre 4
Optimisation de tournées de véhicules
avec gestion des stocks
On s'intéresse ici à l'optimisation de la logistique de distribution de produits industriels
par camion 1. Ce problème est une généralisation d'un problème connu en anglais sous le nom
d'Inventory Routing Problem (IRP) [27, 28], traduit en français par problème d'optimisation
de tournées de véhicules avec gestion des stocks. La principale diérence avec le Vehicle
Routing Problem (VRP) est qu'ici les stocks des clients sont gérés par le fournisseur. Il s'agit
de planier, sur un horizon ni et à moindre coût, les tournées de réapprovisionnement
des clients. Une solution au problème est un ensemble de tournées visitant des clients et
livrant une certaine quantité d'un produit à chacun de ces arrêts. Le problème est rendu
déterministe par la connaissance des prévisions de consommation des clients. En plus des
contraintes de routage, les assèchements doivent être évités, ce qui signie que la quantité
de produit en stock chez chaque client doit rester au dessus d'un certain seuil de sécurité.
L'objectif économique du problème est de minimiser les coûts de ces tournées.
Après une présentation des principales caractéristiques du modèle du problème d'optimi-
sation de tournées de véhicules avec gestion des stocks (Section 4.1), nous soulignerons les
principales contributions de ces travaux par rapport aux études précédentes (Section 4.2).
Basée sur des bornes inférieures des coûts de livraison, une nouvelle fonction objectif est
proposée pour modéliser le problème à court terme, améliorant signicativement l'optimi-
sation à long terme (Section 4.3). Nous appliquons ensuite la méthodologie introduite au
début de cette thèse pour résoudre ce problème d'optimisation mixte. Nous proposons une
approche à base de recherche locale pure et directe pour aborder ce problème à court terme
(Section 4.4). Nous utilisons ici une large variété de mouvements travaillant aussi bien sur les
1. Les travaux de recherche présentés dans ce chapitre ont été réalisés dans le cadre d'un projet de
recherche et développement mené pour un client du Groupe Bouygues de 2008 à 2009. Ces travaux ont été
menés en collaboration avec Thierry Benoist (Bouygues e-lab), Frédéric Gardi (Bouygues e-lab) et Bertrand
Estellon (Laboratoire d'Informatique Fondamentale de Marseille). Ils ont fait l'objet de plusieurs publications
[12, 19, 20, 21, 22, 23]
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aspects combinatoires que continus du problème et nous faisons appel à une algorithmique
incrémentale pour évaluer les mouvements. Nous détaillerons en particulier les algorithmes
d'ordonnancement des tournées et d'aectation des volumes. Une étude détaillée sur un large
jeu de données (Section 4.5) démontre que nos solutions fournissent sur le long terme des
réductions de coûts excédant 20% en moyenne par rapport à des solutions construites par
des planicateurs experts ou même par rapport à un algorithme glouton classique.
4.1 Présentation du problème
Par souci de concision, le problème n'est pas décrit complètement et formellement ici mais
les principales caractéristiques du modèle sont présentées. Pour plus de détails, nous invitons
le lecteur à se référer à la description détaillée du modèle en Annexe 6.2 qui présente la liste
des contraintes portant sur le routage, les ressources, la gestion des stocks, les tournées et
les voyages.
4.1.1 Données
Dans une zone géographique, des clients consomment un produit provenant d'usines qui
le produisent. Chaque site (client ou usine) est ouvert durant des fenêtres de temps. Chaque
client dispose d'un stockage avec une certaine capacité ; de même, chaque usine possède un
stockage duquel peut être prélevé le produit. Les prévisions de production des usines sont
connues sur un certain horizon. Côté client, deux types d'approvisionnement sont pris en
charge. Le premier type de contrat, dit à la prévision, correspond aux clients de l'ensemble
pour lesquels nous possédons les prévisions de consommation sur un certain horizon. Les
stocks de ces clients doivent être approvisionnés par camion de façon à ne jamais descendre
en dessous d'un seuil de sécurité. La Figure 4.1 illustre une livraison qui est eectuée trop
tard provoquant un assèchement chez le client, dont le niveau d'inventaire passe sous le
seuil critique. Le deuxième type de contrat, dit à la commande, correspond aux clients de
l'ensemble passant des commandes dénies chacune par une quantité à livrer et une fenêtre
de temps durant laquelle la livraison doit être eectuée. Certains clients peuvent appartenir
aux deux types à la fois : leur stock est géré de façon prévisionnelle mais ils peuvent passer
commande lorsqu'ils le souhaitent (pour faire face à une augmentation imprévue de leur
consommation, par exemple). Une livraison chez un client (resp. un chargement en usine)
est une opération dénie par une date d'arrivée sur le site, une date de départ, ainsi que la
quantité livrée (resp. chargée).
Le transport est eectué à l'aide de trois types de ressources : les chaueurs, les trac-
teurs et les remorques. Chaque ressource est attachée à une base. Un véhicule correspond à
l'association d'un chaueur, d'un tracteur et d'une remorque. Tous les triplets de ressources
ne sont pas admissibles. Chaque ressource possède des fenêtres de disponibilité pendant
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Figure 4.1  Une livraison après assèchement.
lesquelles celle-ci peut être utilisée. Chaque site n'est accessible qu'à un sous-ensemble des
ressources. Ainsi, planier la tournée d'un véhicule consiste à dénir : une base, un triplet
de ressources (chaueur, tracteur, remorque) et un ensemble d'opérations dénies chacune
par un triplet (site, date, quantité) correspondant aux livraisons/chargements eectués sur
la tournée. Une tournée doit démarrer depuis une base où toutes les ressources sont pré-
sentes et se clore par un retour à cette même base. Les temps de travail et de conduite
des chaueurs sont limités ; dès qu'un maximum est atteint, le chaueur doit prendre une
pause d'une durée minimale. Les sites visités durant la tournée doivent être accessibles aux
ressources composant le véhicule. L'intervalle de temps pendant lequel est utilisée chaque
ressource doit être contenu dans une de ces fenêtres de disponibilité. Enn, chaque opération
doit être réalisée dans une des fenêtres d'ouverture du site. Notons ici que la durée d'une
opération ne dépend pas de la quantité livrée ou chargée ; en eet, il a été convenu que cette
durée serait xée en fonction du site sur lequel l'opération a lieu, l'approximation faite étant
couverte par les incertitudes pesant sur les temps de parcours.
Le problème que nous traitons est déterministe. Les consommations des clients et les pro-
ductions des usines (prévisionnelles) sont données à court terme de façon discrète (l'horizon
est découpé en H pas de temps régulier). Les prévisions de consommation et de production
sont données (et considérées comme ables) pour un horizon de 15 jours. Ainsi, les tour-
nées d'approvisionnement sont planiées jour après jour sur un horizon glissant de 15 jours.
Chaque jour, un plan de distribution est construit pour les 15 prochains jours, mais seules
les tournées démarrant le premier jour de l'horizon (c'est-à-dire le lendemain) sont xées.
Le jour suivant, l'horizon est décalé d'un jour et un nouveau planning est construit pour la
quinzaine à venir, tenant compte du fait que les ressources mobilisées par les tournées xées
sont indisponibles et que les niveaux des stocks des sites visités par ces tournées sont déjà
décidés.
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Deux matrices sont fournies : la matrice des distances entre les sites et la matrice tem-
porelle correspondant aux temps de transport entre deux sites. Les 2 matrices ne sont pas
symétriques, mais nous supposons qu'elles satisfont l'inégalité triangulaire. Les diérentes
unités de mesure utilisées pour les quantités, durées et distances sont indépendantes de la
modélisation du problème mais elles doivent être cohérentes. Pour mesurer les quantités, nous
préférons souvent utiliser des poids plutôt que des volumes pour gérer le vrac en logistique.
Le temps est représenté comme une ligne continue d'horizon ni T . En d'autres termes,
chaque instant est donné par un point dans l'intervalle [0; T ]. Ainsi, toutes les dates dénies
dans le modèle peuvent être exprimées avec ce degré de précision. Ici, nous travaillerons avec
T xé à 15 jours et une unité temporelle égale à 1 minute. Des restrictions physiques ne
permettent pas de connaître les prévisions de manière continue. Nous choisissons donc un
pas de temps de taille U , avec U H = T où H est le nombre de pas de temps jusqu'à l'ho-
rizon. Dans notre cas, la granularité adoptée pour U vaut 1 heure. Sauf mention particulière,
chaque intervalle de temps (notamment les fenêtres de temps de l'instance) est déni avec
la date de début inclue et la date de n exclue. Une instance est dénie par le nombre de
clients, le nombre d'usines de production, le nombre de dépôts, le nombre de conducteurs,
le nombre de tracteurs, le nombre de remorques, le nombre de commandes et le nombre
de pas de temps pour lesquels nous connaissons les consommations / productions jusqu'à
l'horizon. La taille des problèmes que nous avons à traiter ici est considérable. En eet, une
zone géographique peut contenir jusqu'à 1500 clients, 50 usines, 50 bases, 100 chaueurs, 100
tracteurs, 100 remorques. Toutes les dates et les durées sont exprimées en minutes (l'horizon
de planication de 15 jours comporte donc 21600 minutes) ; comme détaillé ci-dessous, la
dynamique des stocks utilise un pas de temps d'une heure. Le temps imparti pour calculer
un planning de distribution à 15 jours est de 5 minutes sur des ordinateurs standards.
4.1.2 Contraintes de routage
Trouver une solution à ce problème consiste à construire un ensemble de tournées valides,
c'est-à-dire respectant à la fois les contraintes de routage, ainsi que les commandes et les
niveaux de sécurité demandés.
En termes de routage, toutes les tournées doivent commencer à un dépôt et se terminer à
ce même dépôt. L'intervalle induit par toute tournée doit être contenu dans un intervalle de
disponibilité de chaque ressource aectée à la tournée et la durée de la tournée doit être plus
petite ou égal à l'amplitude maximale du conducteur de la tournée. Les tournées réalisées
par une ressource ne peuvent pas se chevaucher dans le temps (c'est-à-dire, les intervalles de
temps induits par ces tournées sont deux à deux disjoints). Les trois ressources (conducteur,
tracteur, remorque) aectées à la tournée doivent avoir comme dépôt celui de la tournée. Le
temps écoulé entre la n d'une opération et le début de la prochaine opération doit être plus
grand ou égale au temps de trajet entre ces deux points (donné par la matrice de temps).
À noter que cette inégalité autorise du temps d'attente au cours d'une tournée, par exemple
entre la n d'un trajet et l'ouverture d'un site. Toute opération doit avoir lieu pendant les
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heures d'ouverture du site visité.
En pratique, un conducteur est seulement autorisé à utiliser une liste restreinte de trac-
teurs et de remorques, en fonction de son permis de conduire notamment. De même, la
possibilité d'attacher une remorque à un tracteur est régie par des contraintes techniques.
De plus, la conguration du site peut le rendre inaccessible à certains types de tracteurs
ou de remorques (par exemple, en cas de portes étroites ou d'équipements non adaptés)
et des accréditations spéciales peuvent être requises pour accéder à certains sites. Ces re-
lations binaires (ressource/ressource et ressource/site) sont représentées par des matrices
booléennes.
Comme mentionné dans Archetti et al. [6], les dispositions légales ne peuvent être ignorées
dans un modèle d'IRP opérationnel. En eet, pour des raisons de sécurité, les conducteurs
ne peuvent pas travailler plus d'une certaine durée sans faire une pause obligatoire. Plus
précisément, une durée maximale de conduite et de travail sont dénies pour chaque conduc-
teur(dépendant du pays, ces durées sont généralement comprises entre 10 et 15 heures). Pour
chaque conducteur, le temps de conduite cumulé depuis la n de la dernière pause ou de-
puis le début de la tournée ne peut pas dépassé cette durée maximale. De même, pour le
temps de travail cumulé. En d'autres termes, une pause doit être dénie dès qu'un des deux
maxima est atteint. Une opération ne peut pas être stoppée pour une pause (les opérations
ne sont pas préemptives). De plus, deux tournées consécutives aectées à un même conduc-
teur doivent être séparées par une durée de pause minimale. Les temps de pause ne sont pas
comptés comme des temps de travail, c'est-à-dire que la durée de temps de travail pour une
tournée est sa largeur moins la durée des pause pendant la tournée. Cela signie que des
temps d'attente sont potentiellement comptabilisés dans ce temps de travail.
Au lieu d'utiliser une matrice de temps unique, nous dénissons une matrice pour chaque
type de tracteur (10 vitesses de tracteurs diérentes sont prises en compte). Des opéra-
tions de vérications doivent être eectuées au début et à la n de chaque tournée, tout
comme avant et après chaque pause ; ces durées xes sont notées respectivement tpsAvant et
tpsApres . Tout comme les opérations, ces tâches ne peuvent pas être interrompues pour une
pause. Le schéma 4.2 donne deux représentations graphiques d'une tournée avec ces durées.
durees(a; b) correspond au temps nécessaire pour se déplacer du point a au point b, tpsAvant
et tpsApres sont les temps de traitement avant et après chaque pause, dureeOperation(s) est
le temps de réalisation d'une activité de chargement ou de déchargement au site s , debut(s)
et n(s) sont respectivement les dates de début et de n de la tournée s , arrivee(c) et
depart(c) correspondent aux dates d'arrivée et de départ d'un site c pour une livraison ou
un chargement.
Le coût des tournées n'est pas proportionnel aux durées de travail et aux distances
parcourues. Divers coûts xes doivent être comptabilisés. En particulier, coutChargement(d)
et coutLivraison(d) sont dénis pour chaque conducteur d , représentant respectivement les
coûts xes de chargement et de livraison. Un coût xe est aussi ajouté à chaque fois qu'une
pause est prise.
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Figure 4.2  Exemple d'une Tournée
Enn, le dernier jeu de contraintes concerne les commandes. Une commande r d'une
quantité quantite(r) est considérée comme satisfaite si une opération o est planiée en satis-
faisant quantite(o)  quantite(r) et arrivee(o) 2 [dateMin(r); dateMax (r)[, avec arrivee(o)
la date de début de l'opération o, dateMin(r) (resp. dateMax (r)) la date minimale (resp.
maximale) à laquelle la commande doit être satisfaite.
4.1.3 Contraintes d'inventaire
Nous l'avons vu précédemment, deux types d'inventaires sont à gérer : les réservoirs sur
les sites (les clients et les usines) et les remorques. Dans tous les cas, la quantité du stockage
doit rester entre zéro et sa capacité. Pour les clients, la quantité à chaque pas de temps h
est égale à la quantité contenue dans le réservoir au pas de temps précédent h   1 , moins la
consommation au cours du pas de temps h, plus toutes les livraisons réalisées pendant h. À
noter que les quantités livrées aux clients doivent être positives (les chargements sont interdits
chez le client). Plus formellement, les inventaires dynamiques pour un client c peuvent être
exprimés sous la forme suivante : quantiteReservoir(c; 1) = quantiteInitiale(c) et pour
chaque pas de temps h 2 f0; : : : ;H   1g,
8>>><>>>:
quantiteReservoir(c; h) = quantiteReservoir(c; h  1)  previsions(c; h)
+
P
o2OPERATIONS(c; h)
quantite(o)
si quantiteReservoir(c; h) < 0; alors quantiteReservoir(c; h) = 0
avec quantiteReservoir(c; h), la quantité contenue dans le réservoir d'un client c au
pas de temps h, OPERATIONS (c; h) l'ensemble des opérations réalisées chez un client c
dont la date de début appartient au pas de temps h et previsions(c; h) la prévision de
consommation d'un client c pendant le pas de temps h. La même formule peut s'appliquer
pour les usines, puisque les prévisions de production et les chargements de quantités ont des
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valeurs négatives (les livraisons sont interdites aux usines). Cependant, pour une usine u,
quand la formule ci-dessus fournit une quantité plus grande que la capacité capacite(u), le
résultat est minoré par capacite(u). Ces dépassements de capacité ne sont pas pénalisés, car
les aspects production ne sont pas pris en charge dans ce modèle.
Pour les remorques, les inventaires dynamiques sont plus simples puisque les opérations
réalisées par les remorques ne peuvent se chevaucher. Comme la quantité d'une remorque
w n'est pas dénie pour chaque pas de temps mais après chacune de ses opérations (et fait
référence à quantiteRemorque(w ; o)). Initialement égal à quantiteInitiale(w), ce niveau est
incrémenté par les chargements et décrémenté par les livraisons. Plus formellement, nous
pouvons écrire :
quantiteRemorque(w; o) = quantiteInitiale(w)   quantite(o) (4.1)
pour o la première opération de la remorque w , et :
quantiteRemorque(w; o) = quantite(prec(o))   quantite(o) (4.2)
autrement dit, avec prec(o) l'opération précédente réalisée par w et quantite(o) la quan-
tité de produit traité par l'opération o.
Enn, l'interdiction des assèchements à chaque client c est obtenu en dénissant pour
chaque pas de temps h la contrainte :
8 h; quantiteReservoir(c; h)  seuilSecurite(c) (4.3)
4.1.4 Objectifs
Deux jeux de contraintes sont dénis comme souples : les contraintes imposant que la
totalité des commandes passées par les clients soient satisfaites, ainsi que les contraintes de
maintien du niveau des stocks au-dessus des niveaux de sécurité. En eet, l'existence d'une
solution admissible n'est pas garantie en conditions opérationnelles, mais les situations dans
lesquelles il est dicile de satisfaire celles-ci sont très rares, car ne pas honorer une commande
ou bien assécher un client est totalement inacceptable.
L'objectif de ce problème, déni sur le long terme (plus de 90 jours), est donc scindé en
trois objectifs. Tout d'abord, nous cherchons à éviter les commandes non satisfaites. Ensuite,
le deuxième objectif est de minimiser les assèchements. Enn, le dernier objectif consiste à
minimiser le ratio logistique. Les coûts de production ne sont pas pris en compte ici, mais
uniquement les coûts de distribution.
Le premier terme de la fonction objectif s'intéresse aux commandes non satisfaites. Une
commande est satisfaite si une opération est aectée avec une quantité livrée supérieure ou
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égale à la quantité attendue et une date d'arrivée inclue dans la fenêtre de temps escomptée.
Pour chaque client c, on note nbCommandesManquees(c) le nombre de commandes non-
satisfaites et Ccns(p) le coût associé à chacune des ces commandes non livrées. Nous en
déduisons que le coût total des commandes non-satisfaites MO est donné par :
MO =
X
c2CLIENTS
Ccns(c) ncns(c)
Le second coût optimisé ici concerne les assèchements. Un assèchement apparaît quand
le niveau d'inventaire d'un client c (ne fonctionnant pas à la commande) se retrouve sous
le seuil de sécurité pour un pas de temps h, soit quantiteReservoir(c; h) < seuilSecurite(c).
Pour chaque client c, on note nass(c) le nombre de pas de temps passé en assèchement et
Cass(c) le coût associé aux assèchements. Le coût total des assèchements SO s'écrit donc :
SO =
X
c2CLIENTS
Cass(c) nass(c)
Pour éviter les eets de bords de n de planning, les commandes non-satisfaites et les
assèchements sont comptabilisés sur l'horizon de temps raccourci T 0, ce qui correspond à
T  maxd2CONDUCTEURS amplitudeMax (d) (an d'être sûr que les exigences qui se posent à
la n de l'horizon puissent toujours être satisfaites). amplitudeMax (d) représente l'amplitude
maximale d'une tournée d'un conducteur d .
Le troisième et dernier terme est le ratio logistique RL = SC=DQ , avec SC le coût total
des tournées et DQ la quantité totale livrée sur l'horizon considéré (sauf si DQ = 0, alors
RL = 0). Ainsi, DQ vaut la somme des quantités livrées pour toutes les tournées. La distance
d'une tournée s , notée distanceTournee(s), correspond à la somme des longueurs des arcs
induites par la tournée ; la durée de la tournée s , notée distanceTournee(s), correspond au
temps passé par le conducteur à travailler (autrement dit n(s)  debut(s) moins la somme
de la durée des pauses). Le nombre total de livraisons (resp. chargements, pauses) pendant
une tournée s est noté nbLibraisons(s) (resp. nbChargements(s), nbPauses(s)). Ainsi, le coût
SC (s) d'une tournée s est composé de cinq termes :
SC (s) = coutDistance(tracteur(s)) distanceTournee(s)
+ coutTemporel(conducteur(s)) distanceTournee(s)
+ coutLivraison(conducteur(s)) nbLibraisons(s)
+ coutChargement(conducteur(s)) nbChargements(s)
+ coutPause(conducteur(s)) nbPauses(s)
Ainsi, le coût total SC est donné par SC =
P
s2TOURNEES SC (s).
Il est important de voir que les trois termes MO , SO et RL de la fonction objectif sont
optimisés dans un ordre lexicographique : MO  SO  RL mais les solutions avec MO = 0
et SO = 0 peuvent être trouvées facilement en pratique.
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4.2 État de l'art et contributions
Bell et al. [10] introduisent le problème d'optimisation des tournées avec gestion des
stocks en décrivant le problème rencontré chez le producteur de gaz industriels Air Products.
Ces premières publications ont donné naissance à de nombreux travaux dans ce domaine et
en particulier une longue série de papiers publiés par Campbell et al. [27, 28], Campbell
et Savelsbergh [29, 30, 31], Savelsbergh et Song [102, 103] concernant les problématiques
rencontrées chez le producteur de gaz industriels Praxair. Cependant, dans de nombreuses
entreprises, les problèmes d'optimisation de tournées de véhicules avec gestion des stocks
sont toujours résolus à la main ou par des logiciels régis par des règles basiques comme
servir les clients proche de l'assèchement tout en maximisant le nombre de tournées avec
chargement complet. Nous invitons le lecteur à consulter les papiers récents de Savelsbergh
et Song [102, 103] qui orent un résumé détaillé des travaux réalisés dans le domaine de
l'optimisation des tournées avec gestion des stocks ces 25 dernières années. Ci-dessous sont
présentées les trois contributions de notre approche :
 Les contraintes, les fonctions de coûts et la taille du problème proviennent d'un modèle
réel ;
 Une nouvelle fonction objectif est proposée pour prendre en compte la gestion de
l'horizon de temps glissant ;
 Aucune décomposition n'est utilisée ici dans l'approche par recherche locale, grâce à
l'utilisation d'un algorithme innovant d'aectation des volumes.
Modélisation d'un problème réel. Le problème abordé ici est proche de la probléma-
tique réelle à laquelle les planicateurs doivent faire face au quotidien. À notre connaissance,
peu de problèmes d'optimisation de tournées de véhicules avec gestion des stocks de cette
échelle ont été abordés dans la littérature. De plus, de nombreuses contraintes incluses dans
notre modélisation ne sont pas présentes dans les problèmes décrits dans la littérature. Tout
d'abord, notre modèle prend en compte aussi bien les clients à la prévision que ceux à la com-
mande, ce qui complique considérablement plusieurs sous-problèmes liés à la planication des
tournées et à l'allocation des ressources sur les tournées. Un autre aspect intéressant est la
capacité à aller plus loin dans l'optimisation de la logistique en assouplissant les contraintes
de routage, ce que Savelsbergh et Song [102, 103] appellent les mouvements continus, en-
core appelés installations satellitaires dans Bard et al. [8] : le véhicule peut arbitrairement
charger ou décharger du produit au cours de ses tournées et les chargements peuvent être
faits de manière arbitraire dans diérentes usines. De plus, quand un conducteur atteint une
limite de temps de travail ou de conduite maximale, il peut poursuivre cette même tournée
après sa pause. Cela permet de créer des tournées s'étalant sur plusieurs jours et couvrant
des zones géographiques très étendues. Enn, nous prenons en compte des consommations
et productions quotidiennes non-linéaires, grâce à la gestion des inventaires à l'heure. Les
prévisions sont supposées connues à chaque pas de temps ce qui rend le problème déter-
ministe sur tout l'horizon. Chaque client dispose d'un prol de consommation qui lui est
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propre auquel viennent s'ajouter des commandes de produit : un client peut exiger d'être
livré d'une certaine quantité à une date donnée.
À notre connaissance, les seuls travaux publiés sur ce problème utilisant des données
réelles sont ceux de Campbell et al. [28], Campbell et Savelsbergh [29], Savelsbergh et Song
[102, 103]. L'unique particularité non prise en compte dans notre modèle et inclue dans les
modélisations proposées dans la littérature concerne la variabilité des temps de chargements
/ livraisons en fonction de la quantité de produit.
Fonction objectif modiée. Alors que l'objectif de l'IRP est d'optimiser la distribution
sur le long terme, les prévisions de consommation sont quant à elles connues généralement sur
le court terme et révisées en continu. C'est pourquoi des horizons glissant sont généralement
utilisés. Un planning à court terme sur 15 jours est construit par exemple et seules les
tournées du premier jour sont xées. Puis le jour suivant, un nouveau planning est construit
en prenant en compte les tournées du jour d'avant et en ajoutant une journée à l'horizon
temporel.
Comme mentionné par Campbell et al. [27, 28] ainsi que par Bell et al. [10], la première
diculté qui survient quand nous modélisons le problème d'optimisation de tournées de vé-
hicules avec gestion des stocks est la dénition appropriée des objectifs à court terme an
d'obtenir de bons résultats à long terme. Un objectif utilisé couramment dans la littérature
est de maximiser le volume par kilomètre sur le long terme [27, 28, 102, 103], obtenu en
divisant la quantité totale livrée à tous les clients par la distance totale parcourue. Au lieu
d'utiliser uniquement la distance parcourue, nous prenons en compte dans notre approche
le coût réel des tournées, en utilisant une modélisation précise du coût de chaque tournée
en fonction de la distance parcourue, du temps de trajet, du nombre de chargements, du
nombre de livraisons et du nombre de pauses. Pour cela, nous utilisons une fonction objec-
tif de substitution permettant de minimiser le coût par unité de produit livré, appelé Ratio
Logistique dans ce papier. Une de nos contributions est ici de résoudre le problème de plani-
cation à court terme avec une fonction objectif de substitution permettant une optimisation
à long terme. La planication à court terme est construite pour 15 jours dans les détails
mais nous conservons uniquement les tournées débutant le premier jour avant de faire glisser
l'horizon planning. La fonction objectif de substitution fait appel à des bornes inférieures
obtenues au préalable pour chaque client. Nous détaillerons par la suite comment ces bornes
sont obtenues. Des expérimentations sur les jeux de données réels montrent que cette fonc-
tion objectif modiée apporte des gains signicatifs sur le long terme en comparaison à une
stratégie d'optimisation à court terme.
Approche directe. Avant de présenter notre approche de résolution, nous détaillons les
résultats obtenus par Campbell et al. [28], Campbell et Savelsbergh [29] pour résoudre le
problème d'optimisation de tournées de véhicules avec gestion des stocks avec une seule
usine, et les résultats de Savelsbergh et al. [102, 103] pour la résolution avec plusieurs usines.
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Les méthodes de résolution des deux premiers papiers sont assez similaires, même si le
papier de 2004 propose un modèle plus complexe car il prend en compte des contraintes
réelles additionnelles. Les méthodes sont déterministes et s'appuient sur une décomposition
en deux phases. Dans une première phase utilisant des techniques de programmation en
nombres entiers, il est décidé quels clients sont livrés et quel est leur premier volume cible
de livraison. Puis une deuxième étape résolue à l'aide d'heuristiques d'insertion permet de
prendre en compte les contraintes de capacités des véhicules, les fenêtres d'ouverture, les
restrictions de conduite, etc. La première phase est résolue à l'aide d'une heuristique faisant
appel à des techniques de programmation linéaire en nombres entiers, tandis que la seconde
phase est résolue avec des heuristiques spéciques d'insertion [31], comme dans les papiers
décrivant des problèmes de tournées de véhicules avec des fenêtres de temps (Solomon, [105]).
Le premier problème (Campbell et al. [28]) concerne des plannings sur un horizon glissant
de 5 jours et une vision agrégée sur 4 semaines. Les 2 instances comportent 50, puis 87
clients avec 4 véhicules. La solution est comparée à un algorithme glouton (similaire à celui
présenté dans [28]) : elle représente un gain de 8.11% de volume par mile et une meilleure
utilisation des ressources. Dans le deuxième papier (Campbell et Savelsbergh, [29]) travaillent
sur une période de 10 jours (3 jours détaillés et 7 jours agrégés) glissant sur 1 mois. À chaque
itération, la première phase est résolue par programmation entière sur 3 jours avec le niveau
de détails le plus n plus une semaine sous la forme agrégée puis la deuxième phase est
résolue à l'aide de l'heuristique d'insertion en utilisant l'information du programme linéaire
pour les deux premiers jours. Puis les routes résultantes sont xées et nous décalons l'horloge
de deux jours à chaque fois. Le temps de calcul pour eectuer une itération est limité à 10
minutes (avec un processeur de 366 MHz). L'auteur compare son approche à un algorithme
glouton similaire à celui décrit dans Campbell et al. [28]. Les jeux de données sont composés
de deux instances comportant au moins 100 puis 50 clients respectivement (les ressources
disponibles ne sont pas détaillées). Le gain moyen sur un mois est de 2,7% pour le volume
par mile avec une meilleure utilisation des volumes des camions et des tournées plus courtes
(meilleure optimisation du remplissage des camions, longueur moyenne des tournées plus
petite).
Dans Savelsbergh et al. [102, 103], les auteurs développent deux approches pour résoudre
le problème d'optimisation de tournées de véhicules avec gestion des stocks avec plusieurs
usines. Plusieurs caractéristiques réelles prises en compte dans Campbell et Savelsbergh [29]
sont relâchées dans ce dernier modèle. En particulier, les ressources sont modélisées par une
remorque se déplaçant entre des réservoirs, permettant de faire apparaître un ot à variables
entières. La première approche ([102]) est fondée sur une heuristique d'insertion qui livre les
clients en les ordonnant selon leur urgence tout en minimisant les assèchements et les coûts de
transport. Cette approche est déclinée en trois algorithmes gloutons : un algorithme basique
(appelé BGH) où les insertions sont seulement réalisées à la n des tournées, un algorithme
amélioré (EGH) où les insertions peuvent être réalisées n'importe où dans la tournée après
le dernier chargement et enn l'algorithme amélioré aléatoire (RGH) où l'approche EGH
est améliorée à l'aide d'une procédure adaptative de recherche aléatoire [47]. Puis un post-
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traitement est appliqué en utilisant la programmation linéaire pour maximiser les quantités
livrées sur les tournées résultantes (an de maximiser le volume par mile). Les auteurs
présentent des résultats sur 20 instances dérivées à partir d'une instance de 200 clients,
7 usines, 7 véhicules. Sur un horizon de 10 jours, l'amélioration moyenne pour les coûts
d'assèchement et de transport entre l'approche BGH et EGH (resp. entre EGH et RGH)
est de 15,2% (resp. 6,8%). Les temps de calcul pour les deux premiers algorithmes sont de
quelques secondes alors qu'il faut environ 12 minutes pour le RGH. La post-optimisation
permet d'augmenter la quantité livrée de 2,8% en moyenne sur les mêmes jeux de données
(avec un temps de calcul de moins d'une seconde). D'autres expérimentations faites sur un
horizon glissant de 5 mois (avec 10 jours planiés, 5 jours xés) montre que le volume livré
pendant la post-optimisation permet de réduire les coûts d'environ 3% (en utilisant RGH
comme l'algorithme de référence). La seconde approche de Savelsbergh et al. [103] consiste à
résoudre de manière heuristique le programme de ot en nombres entiers entre plusieurs sites
(en utilisant des techniques de programmation entière). Les auteurs présentent les résultats
obtenus sur 25 jeux de données dérivés d'instances avec 200 clients utilisés comme données
de base dans Savelsbergh et al. [102]. L'amélioration moyenne par rapport à RGH pour
les coûts d'assèchement et de transport est de 4.1%, tandis que le temps de calcul moyen
est de plus de 31 heures (avec un processeur de 900 MHz). Puisque les besoins en temps
de calcul sont trop grands en pratique, les auteurs présentent un programme linéaire en
nombres entiers pour visiter des voisinages larges dans une recherche locale (voir [43, 44]
pour une application de cette technique au problème d'ordonnancement de véhicules). Cette
technique consiste à ré-optimiser les emplois du temps de deux véhicules dans le planning
en résolvant un programme en nombres entiers avec les autres emplois du temps gés. Ainsi,
toutes les paires de véhicules sont ré-optimisées itérativement. Les auteurs rapportent une
amélioration moyenne par rapport au RGH de 3.1%, avec un temps de calcul moyen inférieur
à 3 minutes et un nombre moyen d'itérations améliorantes de 3. Malheureusement, il n'est
pas mentionné dans Savelsbergh et al. [102, 103] de statistiques détaillées à propos du volume
par mile résultant sur le long terme.
L'heuristique originale de recherche locale décrite pour résoudre le problème de plani-
cation à court terme suit la méthodologie d'ingénierie algorithmique introduite par Estellon
et al. [45]. Cette méthode a été utilisée avec succès pour résoudre d'autres problèmes indus-
triels tels que l'ordonnancement de chaînes de montage de véhicules pour Renault (Estellon
et al. [43, 44]) ou encore la planication d'activités pour France Telecom (Estellon et al.
[45]). On retrouve dans la littérature une approche par recherche locale pour résoudre un
problème d'IRP avec fenêtre de temps. Cependant, la modélisation utilisée décompose le
problème : la gestion des stocks est optimisée dans une première phase puis les tournées de
livraisons sont planiées. Comme nous l'avons déjà dit en introduction de la thèse, il n'y a
aucune décomposition dans l'approche présentée ici : les 15 jours de planning sont traités
directement et optimisés dans leur globalité par la recherche locale. Des tests sur un nombre
important d'instances ont prouvé que cette approche était à la fois ecace et robuste et
qu'elle permettait de fournir des gains à long terme dépassant les 20% en moyenne, en com-
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paraison avec des solutions calculées par des planicateurs experts ou même par rapport à
un algorithme glouton fondé sur l'urgence. Nous appliquons ici la méthodologie en 3 couches
présentée dans l'introduction de cette thèse. La première couche correspond à la stratégie
de recherche. Nous utilisons ici une heuristique de descente à la première amélioration avec
une sélection aléatoire des mouvements (une solution initiale est calculée en utilisant une
heuristique gloutonne d'insertion fondée sur l'urgence des demandes). La deuxième couche
correspond à la dénition de l'ensemble des mouvements qui vont dénir le voisinage. On
retrouve ici plus d'une centaine de transformations diérentes en tout, qui peuvent être
regroupées en une douzaine de familles (pour les opérations : l'insertion, la suppression,
l'éjection, le déplacement, l'inversion ; pour les opérations : l'insertion, la suppression, le dé-
placement, l'inversion, la fusion et la séparation). Nous détaillerons ces mouvements dans
la Section 4.4.3. Enn, la troisième couche concerne le moteur de la recherche locale, qui
s'appuie sur les 3 procédures d'évaluation, de validation et de retour en arrière. Puisque la
durée d'une opération ne dépend pas de la quantité chargée ou livrée, la procédure d'éva-
luation peut être séparée en 2 sous-fonctions : la première calcule le planning des tournées
et l'autre les aectations de volumes. Ces fonctions, dont le temps de calcul est critique
pour les performances, s'appuient sur des structures de données spécialement conçues pour
exploiter les invariants des transformations. En moyenne, notre algorithme visite plus de 10
millions de solutions dans l'espace de recherche pendant les 5 minutes de temps de calcul,
avec un taux de diversication de presque 5% (c'est-à-dire le nombre de transformations
validées sur le nombre de transformations évaluées), qui permet d'atteindre rapidement des
optima locaux de grande qualité. Nous verrons en Section 4.4.4 quelles structures et quels
algorithmes ont été utilisés pour rendre ecace l'évaluation, la validation ou l'annulation de
ces transformations.
4.3 Objectif de substitution à court terme
Minimiser le ratio logistique à court terme ne conduit pas nécessairement à de bonnes
solutions sur le long terme. En eet, si nous considérons un client que l'on peut livrer à
moindre coût pendant notre période de 15 jours mais qui n'en a pas la nécessité puisqu'aucun
assèchement n'apparaît pendant cette période, la fonction objectif à court terme ne verra pas
d'intérêt à réaliser une livraison. Ce manque d'anticipation lors de la minimisation du ratio
logistique sur un horizon court terme nous a fait introduire une fonction objectif modiée.
Son objectif peut se résumer ainsi : ne jamais remettre à demain ce qu'on peut faire de
façon optimale aujourd'hui. L'objectif à court terme devient alors de minimiser le coût
global additionnel par unité de produit livré, comparé au ratio logistique optimal RL. Si
nous notons RL(c) le ratio optimal du client c et
CT(s) =
X
clients c livres pendant t
RL(c)  quantite(c)
80 Chapitre 4. Optimisation de tournées de véhicules avec gestion des stocks
le coût optimal d'une tournée s dépendant de la quantité livrée à chaque client au court
de la tournée. Alors le ratio logistique modié RL est déni comme :
RL =
P
s(CT (s)   CT (s))
QT
Les coûts par unité de produit livré RL(p) sont calculés en phase préliminaire en sélec-
tionnant pour chaque client la partie de tournée livrant ce client, avec un coût logistique le
plus petit. Nous divisons ce coût par la capacité maximale des capacités de tous les camions
accédant à ce client et nous obtenons une borne inférieure sur le coût par unité livrée à ce
client.
Nous cherchons à calculer une borne inférieure sur le ratio logistique, notée RLmin, en
faisant l'hypothèse qu'il n'y a ni commandes insatisfaites, ni assèchements dans la solution.
La fonction objectif ayant un ordre lexicographique, le triplet (0, 0, RLmin) est aussi une
borne inférieure du problème global. Nous considérons donc pour la suite que le nombre de
commandes non satisfaites et d'assèchements est nul et le but est de calculer RLmin.
Tout d'abord, une borne inférieure pour RL(c) est donnée pour chaque client c. Un
voyage est déni comme une sous-partie d'une tournée (voir la Figure 4.3) : c'est une séquence
de visites démarrant à une usine (ou un dépôt), livrant un ou plusieurs clients, et nissant
à une usine (ou à un dépôt). En d'autres termes, un voyage v 2 V OY AGES(s) dans une
tournée s correspond à un intervalle [debut(v); n(v)[ avec debut(v) (resp. n(v)) la date
de début depuis l'usine ou le dépôt (resp. la date de départ depuis l'usine ou le dépôt
visité dans le voyage suivant). Ainsi, les coûts d'une tournée s peuvent être décomposés
suivant ceux de ses voyages, de telle manière que le coût d'un voyage corresponde aux coûts
(distance, temps, livraisons, chargements, pauses) accumulés pendant [debut(s); n(s)[. Par
ailleurs, le coût de chaque voyage peut être distribué aux clients visités proportionnellement
aux quantités livrées. Pour chaque client p, une borne inférieure RLmin(p) peut être ainsi
calculée en divisant le coût du plus petit voyage visitant c par la capacité maximale des
camions capables de réaliser ce voyage. Puisque la matrice de distance respecte l'inégalité
triangulaire, le moins coûteux des voyages consiste donc à visiter uniquement le client c. Par
conséquence, RLmin(c) est calculé en O((D + U )2 ) en temps pour chaque client c, avec D
le nombre de dépôts et U le nombre d'usines.
livraison chargementchargement livraison depotdepot livraison livraison
voyage v2voyage v0 voyage v1
livraison
Figure 4.3  Les voyages d'une tournée.
Maintenant, nous sommes en mesure d'utiliser cette borne inférieure locale RLmin(p) dans
le calcul d'une borne inférieure globale RLmin. Pour chaque client c, nous notons Qmin(c) la
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quantité minimale à livrer à c an d'éviter qu'il tombe sous son seuil de sécurité avant la n
du planning. D'un autre côté, nous notons Qmax(c) la quantité maximale de produit livrable
d'ici la n du planning sans provoquer de dépassement de la capacité du réservoir du client
c. Enn, nous notons q(c) la quantité qui peut être livrée à chaque client c an d'éviter un
assèchement avec :
Qmin(c)  q(c)  Qmax(c)
De plus, on a :
Qmin(c; h) = SeuilSecurite(c)  (quantiteInitiale(c) 
P
h previsions(c; h))
Qmax(c; h) = Capacite(c)  (quantiteInitiale(c) 
P
h previsions(c; h))
Si Qmin(c) = 0 pour tous les clients c, alors la solution vide (pas de tournée) est optimale.
Maintenant, faisons l'hypothèse qu'au moins un client c existe tel que Qmin(c) > 0. Une
première borne inférieure RLmin est donnée par :
RLmin =
P
c (RLmin(c)  Qmin(c))P
cQmax(c)
Chaque terme du numérateur correspond à un coût minimal des tournées nécessaires
pour livrer la quantité Qmin(c) au client c au cours du planning. Mais une meilleure borne
peut être obtenue en résolvant le programme mathématique suivant :
min
P
c(RLmin(c)  q(c))P
c q(c)
q(c) 2 [Qmin(c);Qmax(c)] 8c
Nous notons un vecteur solution du programme Q = (q(1 ); : : : ; q(n)) et son coût associé
par f (Q). Tout d'abord, une solution optimale Q de ce programme est prouvée comme
extrême : le vecteur Q est tel que q(c) = Qmin(c) ou q(c) = Qmax(c) pour chaque composante
c. De plus, une solution Q est optimale si et seulement si aucune solution Q existe telle
que g(Q) =
P
c((RLmin(c)   f (Q))  q(c)) < 0. On suppose qu'un index c existe de
telle façon que q(c) n'est pas un extremum de [Qmin(c);Qmax(c)]. Si RLmin(c)   f(Q)  0
(resp. RLmin(c)   f(Q)  0), alors xer q(c) = Qmax(c) (resp. q(c) = Qmin(c)) permet
d'atteindre une solution ayant un coût plus petit ou égal à f(Q). Comme cette opération
peut être réalisée de manière indépendante pour chaque index c (parce que g(Q) est séparable
par addition), le lemme est prouvé.
Maintenant, tout vecteur extremum optimal peut être normalisé en ordonnant ses com-
posantes an que les constantes correspondantes RLmin(c) soient non décroissantes. Sui-
vant la même logique que précédemment, un extremum optimal Q a une forme normée
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(Qmax(1); : : : ;Qmax(c
);Qmin(c + 1); : : : ;Qmin(n)), avec RLmin(1)      RLmin(n). Par
conséquence, le calcul d'un extremum optimal est réduit au calcul d'un index c 2 f1; : : : ; ng
pour lequel la forme normalisée a un coût minimum (opération réalisée en temps linéaire). En
conclusion, le calcul d'un vecteur optimum Q dans notre algorithme est fait en O(n log n)
en temps et en espace linéaire, avec n le nombre de composantes du vecteur.
Pour résumer, les bornes inférieures locales RLmin(c), dénies pour chaque client c, sont
calculées en O(C (D + U )2 ) en temps et O(C ) en espace, avec C (resp. U; D) le nombre
de clients (resp. usines, dépôts). Alors, la borne inférieure globale RLmin est calculée en
O(C logC ) en temps et O(C ) en espace.
4.4 Approche par recherche locale
De par sa complexité et sa taille, ce problème est typique des grands problèmes indus-
triels d'optimisation en variables mixtes. Dans cette section, nous décrivons comment nous
utilisons les principes mentionnés en introduction de cette thèse pour résoudre ce problème
de manière ecace et robuste. Nous utilisons une décomposition de la conception : une
stratégie de recherche simple, des mouvements adaptés à la structure du problème et une
algorithmique poussée d'évaluation des mouvements.
4.4.1 Stratégie et heuristique
La stratégie de recherche est ici de type descente standard avec choix stochastiques des
mouvements. Notons que nous n'utilisons pas ici de métaheuristique. Le mécanisme global
de l'heuristique est résumé dans l'Algorithme 10.
L'heuristique est ici divisée en trois phases d'optimisation : la première (MO) consiste
à minimiser le coût relatif aux commandes, la seconde (SO) consiste à minimiser le coût
relatif aux assèchements et enn la troisième (RL) consiste à optimiser l'objectif relatif
au ratio logistique. En pratique, le temps total d'exécution est divisé ainsi : 10% pour
l'optimisation de MO , 40% pour l'optimisation de SO , 50% pour l'optimisation de RL. De
même, la procédure qui évalue le gain d'une transformation est séparée en trois niveaux (voir
Figure 4.4). Il faut noter que l'acceptation de solution à coût égal est cruciale pour assurer
une bonne diversication de la recherche et ainsi converger vers des solutions de grande
qualité.
Le gain résultant de l'application d'une transformation T est la diérence entre la valeur
du coût avant l'application de T sur la solution courante S (l'ancienne) et sa valeur après
son application (nouvelle). Expliquons maintenant comment sont calculés les gains à chaque
étape du schéma d'évaluation.
Un coût de substitution sur les commandes non traitéesMO 0 est déni pour lisser l'objec-
tif réelMO an de faciliter la convergence de la recherche locale. Pour cela, nous introduisons
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Algorithme 10: Descente-Stochastique
input : Une instance de l'IRP
output : Une solution de l'IRP
begin
Initialiser S avec Algorithme-glouton;
Optimisation des commandes (MO);
while coutCommandesManquees > 0 et TempsMaxC non dépassé do
Choisir aléatoirement une transformation t dans l'ensemble TC ;
Évaluer le gain de l'application de t à S;
if le gain n'est pas négatif then Appliquer t à S;
else Revenir en arrière à l'état courant;
Optimisation des assèchements (SO);
while coutAssechement >0 and TempsMaxA non dépassé do
Choisir aléatoirement une transformation t dans l'ensemble TA;
Évaluer le gain de l'application de t à S;
if le gain n'est pas négatif then Appliquer t à S;
else Revenir en arrière à l'état courant;
Optimisation des coûts logistiques (RL);
while TempsMaxCL non dépassé do
Choisir aléatoirement une transformation t dans l'ensemble TCL;
Évaluer le gain de l'application de t à S;
if le gain n'est pas négatif then Appliquer t à S;
else Revenir en arrière à l'état courant;
un état intermédiaire appelé non-satisfaite entre l'état commande manquée et commande
satisfaite. Une commande est non-satisfaite même si une opération existe et satisfait la
fenêtre de temps de la commande, mais pas sa quantité. Ainsi, une commande est satisfaite
(resp. manquée) quand aussi bien les dates et les quantités sont respectées par au moins une
opération (resp. par aucune opération). Si on note le nombre de commandes non-satisfaites
par UO , la valeur du gainMO 0 est calculée ainsi :
si MOold 6= MOnew alors gainMO 0 = MOold   MOnew
sinon gainMO 0 = UOold   UOnew
Par conséquent, une transformation ne peut pas être acceptée si le nombre de commandes
manquées ou si le nombre de commandes non satisfaites est détérioré. Le gain relatif aux
assèchements est calculé ainsi : gainSO = SOold   SOnew. Au nal, le signe de gainRL0 est
obtenu en évaluant l'expression suivante :
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> 0 ou = 0 alors
< 0
valider T
Evaluer T sur S
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> 0 ou = 0 alors
optimiser MO
optimiser SO
Figure 4.4  Schéma d'évaluation d'une transformation.
SC old   SC old
DQold
  SC new   SC

new
DQnew
ou son équivalent : DQnew(SC old   SC old)   DQold(SC new   SC new) ce qui réduit les
imprécisions dues aux arrondis quand l'expression tend vers zéro. L'ecacité pratique de
l'heuristique présentée ici s'appuie sur 2 points cruciaux : les mouvements variés et les
algorithmes ecaces d'évaluation. Avant de fournir des détails concernant les mouvements,
nous introduisons l'algorithme permettant d'obtenir une solution initiale.
4.4.2 Solution initiale
Nous initialisons la recherche locale à l'aide d'un algorithme glouton formalisé dans l'Al-
gorithme 11. Pour chaque client, on calcule la première date d'assèchement à partir de son
niveau initial et de ses prévisions de consommation. De plus, on connaît pour chacun la
liste des commandes avec leur date associée. L'algorithme considère un à un ces deux types
de demandes ordonnées suivant leur date d'occurrence. Pour chacune, l'insertion la moins
coûteuse à la n d'une tournée existante est évaluée puis comparée au coût de la création
d'une tournée dédiée pour servir ce client avant cette date.
Dans la première hypothèse d'insertion du client à une tournée existante, il s'agit de
vérier que l'amplitude temporelle maximum de la tournée ne sera pas dépassée à cause
de cette insertion. De plus, le triplet de ressources utilisées dans cette tournée doit être
disponible pour cet ajout et autorisé à visiter ce client. Si le niveau du camion en n de
tournée ne permet pas de satisfaire le besoin du client, on ajoute un passage à une usine.
Dans le cas d'une création de tournée dédiée, on construit une tournée dédiée à l'aide
d'une heuristique simpliée : l'objectif est de trouver une base et une usine ouverte susam-
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ment proches pour former une première tournée élémentaire consistant à quitter cette base,
à visiter l'usine et le client puis à revenir à la base. L'heuristique cherche aussi un triplet
de ressources disponibles en ces points pour satisfaire les contraintes spatio-temporelles. Des
coupes précises permettent de trouver rapidement un résultat parmi les ressources dispo-
nibles et les sites accessibles. Dans le cas des assèchements, on cherche à livrer juste avant
que le niveau ne tombe sous le seuil de sécurité, an de livrer en une fois la plus grande quan-
tité possible. En quelques secondes, une première solution respectant le jeu de contraintes
décrit en Section 4.1 est trouvée et peut être comparée au meilleur coût de l'insertion dans
une tournée existante.
Algorithme 11: Algorithme-glouton
input : Une instance de l'IRP
output : Une solution de l'IRP (un ensemble de tournées)
begin
S  ?;
Initialiser l'ensemble des demandes D avec les assèchements de tous les clients;
while D n'est pas vide do
Sélectionner la demande d 2 D avec la plus petite date d'occurence;
Créer une livraison L la moins coûteuse possible pour satisfaire d;
if L existe then
Insérer o dans une tournée S (créer si besoin une nouvelle tournée);
Calculer le prochain assèchement après la livraison L;
Mettre à jour la deadline de d en conséquence;
else Retirer d de l'ensemble D;
Cet algorithme ne revient jamais ni sur les décisions prises sur les dates et ni sur les
volumes. Une fois cette première solution obtenue, on est en mesure de débuter la descente
par recherche locale, en utilisant une série de mouvements que nous détaillerons par la suite.
4.4.3 Mouvements
Les mouvements (ou transformations) sont classés en deux catégories distinctes : les
premières travaillant sur les opérations, les autres sur les tournées. Ayant introduit les dié-
rentes transformations, nous nous focaliserons ensuite sur la description de leurs déclinaisons
(c'est-à-dire la manière dont les objets modiés sont sélectionnés). Alors que la création de
transformations orthogonales (c'est-à-dire des transformations produisant des voisinages
disjoints) permet de diversier la recherche et ainsi d'atteindre des solutions de meilleures
qualités, les transformations spécialisées selon des spécicités du problème permettent quant
à elles d'intensier la recherche et d'accélérer la convergence de l'heuristique.
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Les mouvements sur les opérations sont regroupés dans les types suivants : insertion,
suppression, éjection, déplacement et échange. La Figure 4.5 présente le mode de fonction-
nement de ces transformations. Les tournées originales sont données par des arcs pleins, les
arcs supprimés sont représentés par des traits pointillés, les arcs courbés ou verticaux sont
ajoutés par la transformation. Deux types d'insertion sont dénis : le premier type consiste
à insérer une opération à l'intérieur d'une tournée existante ; le deuxième consiste à insérer
un chargement suivi d'une livraison à l'intérieur d'une tournée (on choisit l'usine à insérer
la plus proche du client inséré). La suppression consiste à supprimer un bloc d'opérations
(c'est-à-dire un ensemble d'opérations consécutives) dans une tournée. Une éjection a pour
but de remplacer une opération existante par une nouvelle d'un site diérent. Le déplace-
ment extrait un bloc d'opérations d'une tournée existante et le réinsère à une autre position.
Deux types de déplacements peuvent avoir lieu : celui déplaçant les opérations d'une tournée
dans une autre, ou ceux déplaçant les opérations au sein de la même tournée. Un échange
consiste à inverser deux blocs d'opérations. Comme pour le déplacement, il y a plusieurs
types d'échanges possibles : l'échange de blocs d'une même tournée, entre deux tournées ou
encore le miroir consistant à faire une inversion chronologique d'un bloc d'opérations dans
une tournée. La transformation miroir correspond à la transformation connue sous le nom
de 2-opt notamment utilisée dans les problèmes de voyageur de commerce (Voir le livre de
Aarts et al. [1]).
Insertion
bloc
Suppression
Miroir
Ejection
Echanger
Echanger
entre tournées
Déplacer
Déplacer
au sein d'une tournée
au sein d'une tournéeentre tournées
Figure 4.5  Les transformations sur les opérations.
Les mouvements sur les tournées appartiennent quant à eux aux types suivants : in-
sertion, suppression, glissement, déplacement, échange, la fusion et la séparation. Comme
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pour les opérations, deux types d'insertion sont dénis : l'insertion d'une tournée contenant
une opération (chargement ou livraison) ou l'insertion d'une tournée avec une opération de
chargement suivie d'une livraison. La suppression consiste à retirer une tournée existante.
Le glissement permet la translation d'une tournée dans le temps. Le déplacement permet
d'extraire une tournée du planning de certaines de ses ressources pour la ré-insérer dans le
planning d'autres ressources (une telle transformation autorise le changement de certaines
ressources et la date de départ). L'échange est déni de manière similaire : les ressources
des tournées sont échangées et leur date de début peut subir une translation temporelle. La
fusion de deux tournées en une seule tournée ainsi que la séparation d'une tournée en deux
autres est aussi disponible ici.
Toutes ces transformations sont déclinées suivant diérentes stratégies. La première op-
tion concerne la taille maximale des blocs pour les transformations où les blocs d'opérations
sont utilisés. Ainsi, des transformations plus génériques sont dénies an d'augmenter la di-
versication si nécessaire : la (k,l)-éjection remplace k opérations existantes par l nouvelles
sur des sites diérents, le k-déplacement déplace un bloc de k opérations, le (k,l)-échange
réalise un échange un bloc de k opérations par un bloc de l autres et enn le k-miroir inverse
un bloc de k opérations.
Ensuite, la deuxième option permet de spécialiser les transformations en fonction de
la phase d'optimisation. Par exemple, l'insertion d'une livraison à un client qui n'a pas
de commande non satisfaite n'est pas intéressante quand on est en train de minimiser les
coûts associés. C'est aussi le cas pour les assèchements. Dans la même idée, échanger deux
opérations entre deux sites très éloignés a peu de chance de se solder par un succès quand on
est en phase de minimisation des coûts logistiques. Plusieurs déclinaisons ont été mises en
place qui dièrent légèrement d'une transformation à l'autre : celles permettant un choix de
position favorisant les livraisons satisfaisant une commande, celles favorisant la résolution
des assèchements et enn celles permettant de choisir des clients proches à insérer ou à
échanger an de baisser les coûts logistiques.
Puis, la troisième option concerne la direction du calcul des dates pour les tournées
modiées : les dates peuvent être calculées vers l'avant en considérant que la date de début
est xée et que les dates des opérations suivantes se déduisent de celle-ci, soit vers l'arrière en
xant la date de n et en remontant dans le temps. Cette option est valable pour toutes les
transformations, sauf pour la suppression des tournées. Pour les transformations modiant
deux tournées en même temps (par exemple le déplacement d'une opération entre deux
tournées), il en résulte quatre instanciations possibles : en arrière/en arrière, en arrière/en
avant, en avant/en arrière, en avant/en avant.
Enn, la quatrième et dernière option permet d'augmenter le nombre d'opérations dont
la quantité sera modiée par la routine d'aectation du volume. L'opération de recalcul des
volumes après une transformation peut permettre de résoudre des assèchements mais aug-
mente considérablement le temps nécessaire à l'évaluation de la transformation par rapport à
une simple application de la transformation (ce point sera détaillé dans la section suivante).
88 Chapitre 4. Optimisation de tournées de véhicules avec gestion des stocks
Il est important de noter ici qu'aucun voisinage large n'est employé. Les voisinages ex-
plorés ici ont une taille d'environ O(n2 ) avec n le nombre d'opérations et de tournées dans
la solution courante, mais la constante cachée dans la notation O est grande. Le nombre
de transformations dans TMO , TSO , TRL pour les trois phases MO, SO puis RL sont res-
pectivement de 47, 49 et 71. Le Tableau 6.21 et le Tableau 6.22 de l'Annexe 6.3 listent les
transformations appliquées à chaque phase. Pour chaque phase, la transformation à appli-
quer est choisie aléatoirement dans chaque ensemble de transformations. Les distributions
non-uniformes n'apportent pas d'amélioration signicative et ne sont donc pas utilisées ici
ce qui facilite aussi la maintenance, les évolutions et la robustesse.
4.4.4 Machinerie d'évaluation
Cette section a pour but de présenter des détails concernant deux routines du moteur de
calcul. Elles sont appelées à chaque évaluation d'un mouvement puis lors de sa validation, sur
la tournée modiée ainsi que sur toutes celles transformées par le mouvement. Tout d'abord,
on doit calculer les dates d'une tournée depuis une opération, jusqu'au début ou à la n de
l'opération (nous parlerons alors de calcul en avant ou calcul en arrière). Ensuite, il s'agit
d'aecter tous les volumes livrés (resp. chargés) à chaque client (resp. usine) d'une tournée
étant donné le niveau initial du camion.
Ordonnancement des tournées. Les mouvements modient les tournées de la solu-
tion courante (au plus deux). Quand une tournée est modiée par une transformation (par
exemple, une opération est insérée dans la tournée), les dates de début et de n de ses
opérations doivent être calculées à nouveau. Soit une tournée ~s = (o1; :::; on) et faisons
l'hypothèse qu'une opération ~o est insérée dans la tournée s entre les opérations oi et oj .
La tournée résultante ~s est maintenant composée des opérations (o1 ; :::; oi ; ~o; oj ; :::; on).
Ensuite, deux possibilités se présentent : planier à nouveau toutes les dates en avant ou
en arrière. La stratégie en avant (resp. en arrière) consiste à xer la date de n de oi
(resp. la date de début de oj) an de calculer à nouveau les dates de début (resp. de n) des
opérations (~o ; ::: ; on) (resp. (o1 ; ::: ; ~o )). Le calcul des dates ici peut être fait sans aecta-
tion des volumes, car la durée des opérations ne dépend pas des quantités livrées / chargées.
Comme le calcul des dates en avant et en arrière est fait de manière complètement sy-
métrique en représentant les tournées comme des listes doublement chaînées, la présentation
peut être réduite au cas en avant.
Plus formellement, on doit résoudre le problème de décision suivant, appelé ordon-
nancement de tournées avec pause : soit une date de début pour la tournée ordonnée
s = (o1 ; :::; on), l'objectif est de déterminer s'il existe des dates pour chaque opéra-
tion telles que la tournée soit admissible. Les deux problèmes d'optimisation équivalents
sont : ayant xé sa date de début, construire une tournée avec une date de n au plus tôt
ou avec un coût minimum. Un problème similaire, appelé Truckload-Trip-Scheduling, a été
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étudié récemment par Archetti et Savelsbergh [6]. Ce dernier problème est plus restrictif au
sens où seule une fenêtre de temps est considérée pour chaque site à visiter et le temps de
pause doit être égal à la durée légale. Archetti et Savelsbergh [6] présentent un algorithme
en O(n2 ) en temps pour résoudre le problème Truckload-Trip-Scheduling, avec n le nombre
de sites à visiter. Pour des raisons d'ecacité, un algorithme linéaire en temps et en espace a
été mis en place pour résoudre heuristiquement le problème d'ordonnancement des tournées.
L'Algorithme 12 résume le fonctionnement de cette fonction d'aectation des dates.
Algorithme 12: Calcul-Dates
input : Une liste d'opérations sur des sites dans l'ordre de visite
output : Une tournée dont les dates sont aectées en respectant les contraintes.
begin
Soit une tournée vide
forall the Sites à visiter (dans l'ordre des indices) do
Conduire jusqu'au prochain site (en posant les pauses au plus tard si
nécessaire)
if Un temps d'attente est nécessaire (à cause de la fenêtre d'ouverture du site)
then
if une pause a été posée au cours du dernier arc then
Agrandir une des pauses pour absorber le temps d'attente
else if Une pause est nécessaire (à cause du temps d'attente) ou que le
temps d'attente est plus grand que le temps de pause then
Prendre une pause jusqu'à l'ouverture du site (pour absorber le temps
d'attente s'il y en a)
else
Attendre l'ouverture du prochain site
Réaliser l'opération au prochain site et l'ajouter à la tournée
if l'amplitude maximale de la tournée est dépassée then Retourner VIDE
(Infaisabilité)
Retourner la tournée (Faisabilité)
Cette heuristique est gloutonne au sens où les opérations sont aectées chronologique-
ment sans revenir sur les décisions prises. Chaque boucle est réalisée en temps et espace
constant (si les pauses ne sont pas stockées explicitement) et l'algorithme complet tourne en
O(n). L'algorithme Calcul-Dates est valide par construction. La clé du problème d'ordon-
nancement de tournées est de minimiser le temps d'improductivité au cours de la tournée.
C'est pourquoi, l'idée sous-jacente de l'algorithme est de prendre les pauses aussi tard que
possible au cours de la tournée et d'éviter autant que possible les temps d'attente dus aux
fenêtres de temps des heures d'ouverture des lieux. Ici, nous essayons de supprimer les temps
d'attente en les convertissant en temps de pause (Voir la Figure 4.6), mais seulement sur l'arc
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courant, ce qui est sous-optimal. En eet, notre algorithme pourrait être renforcé en essayant
de convertir le temps d'attente en temps de pause sur les arcs précédents (comme introduit
par Archetti et Savelsbergh [6]). Mais une telle modication nous conduirait à un algorithme
quadratique en temps, ce qui n'est pas souhaitable ici, d'autant plus que l'optimalité ne se-
rait pas garantie à cause des fenêtres de temps multiples. De plus, nous avons observé que
le temps d'attente est rarement généré en pratique puisque de nombreuses tournées sont
réalisées en une journée et même en une demi-journée, ce qui permet de garantir l'optimalité
de l'Algorithme Calcul-Dates dans pratiquement tous les cas. À notre connaissance, la
complexité du problème d'ordonnancement de tournées reste inconnue.
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livraison pause
livraison
ci
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Figure 4.6  Un exemple de conversion de temps d'attente en temps de pause.
Aectation des volumes. Si l'aectation des dates se solde par un succès, l'évaluation
est poursuivie en réalisant une aectation des quantités. Cette sous-routine est appelée moins
souvent que le calcul des dates précédemment décrit car toute transformation est abandonnée
si l'aectation des dates est un échec. Par contre, s'il est validé, il s'agit de trouver la quantité
livrée/prélevée pour chaque site, la date de visite de chaque site étant xée.
Comme dans le sous-problème précédent, on considère ici une unique tournée dénie par
une base, un ensemble ordonné d'opérations eectuées chacune à une date xée dans des
usines et chez des clients. Cette tournée est réalisée par un triplet de ressources. Le volume
initial du camion est supposé connu. En termes de théorie des graphes, ce problème peut
être ramené à un problème de ot maximum dans un graphe orienté acyclique. Le problème
du calcul des volumes peut être résolu O(n3 ) en utilisant un algorithme classique de ot
maximum. Cependant, une telle complexité n'est pas acceptable ici, même si cet algorithme
permet d'obtenir la solution optimale. Ainsi, une heuristique gloutonne faisant appel à des
variables incrémentales maintenues tout au long de la résolution a été mise en place. Cet
algorithme, de complexité O(n log n) en temps, tend à aecter une quantité maximale de
produit livré/prélevé à chaque site. Il est donc important que les sites soient ordonnés par
date an de garantir la conservation des ux et le respect des capacités.
Comme le nombre d'opérations peut devenir particulièrement grand (dans le pire des cas,
le nombre de livraisons peut atteindre les 2 fois par jour pour les 1500 clients, soit 45000
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opérations), un juste milieu doit être trouvé entre une bonne complexité temporelle et une
bonne aectation des volumes. Cela revient à trouver un compromis entre une aectation
minimale et complète. L'aectation minimale consiste à ne mettre à jour que les volumes
des opérations impactées (c'est-à-dire les opérations dont la date de début a été modiée par
le mouvement). Cela peut être eectué en repérant ces opérations par un marqueur lors de
l'application de chaque mouvement. Cependant, modier la quantité prélevée / livrée doit
se faire avec la plus grande précaution sous peine de provoquer des assèchements ou des
dépassements de capacités sur les opérations futures. On présente ici comment calculer le
volume maximal à livrer aux clients. Le volume maximal pouvant être chargé en usine peut
être calculé de manière symétrique.
Soient qmax (c; o) la quantité maximale livrable à un client c lors de l'opération o an d'évi-
ter les dépassements de capacité entre la n de l'opération et l'horizon du planning, qmin(c; o)
la quantité minimale an d'éviter un assèchement et niveauRemorque(r; o) le niveau de la
remorque r juste avant le début de l'opération o. La quantité livrable au client c lors de l'opé-
ration o, notée q(o), est donc bornée par min(niveauRemorque(r; o); qmax (c; o)). Cependant,
pour s'assurer qu'aucun assèchement n'aura lieu entre cette livraison et le prochain rechar-
gement du camion à une usine, on introduit une nouvelle variable, notée besoinsFuturs(r; o)
qui correspond aux besoins futurs de la remorque r après l'opération o. Cela correspond au
volume minimal nécessaire pour satisfaire tous les qmin(c0; o) des clients suivants. La borne
peut être alors anée ainsi :
q(o)  min(niveauRemorque(r; o)  besoinsFuturs(r; o); qmax (c; o))
L'algorithme glouton met à jour toutes ces données en O(n) en temps et en espace.
Ensuite, à chaque transformation, la liste des opérations impactées est ordonnée par ordre
chronologique et chacune se voit aecter la quantité maximale à livrer/prélever.
Une fois les dates mises à jour sur les tournées modiées, il faut mettre à jour les volumes
des opérations associées. Les dates étant désormais xées, le problème consiste uniquement
à décider de l'aectation des volumes de manière à respecter les contraintes de gestion des
stocks tout en maximisant la quantité totale livrée à l'échelle de toutes les tournées. Un
problème similaire, appelé Delivery-Volume-Optimization a été présenté par Campbell et
Savelsbergh [30]. Dans ce problème, les auteurs considèrent seulement des livraisons sans
chargement et des durées d'opérations dépendantes des quantités livrées.
Ce problème polynomial est un problème de ot maximum dans un réseau acyclique
orienté. Le problème du calcul des volumes peut être résolu en O(n3 ) en temps en utilisant
un algorithme classique de ot maximum Cormen et al. [33], avec n le nombre d'opérations.
Cependant, une telle complexité n'est pas acceptable ici, même si ce modèle garantit l'opti-
malité. En pratique, les implémentations naïves avec une complexité dépendant du nombre
H de pas de temps (360 en pratique) sont aussi à éviter ici. En eet, quand la granularité
devient plus petite qu'une journée, le nombre de pas de temps excède largement le nombre
d'opérations pour un site (deux par jour dans le pire des cas).
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Figure 4.7  Un exemple de réseau de ot pour l'aectation du volume
La Figure 4.7 représente un exemple de réseau de ot pour l'aectation du volume. Les
opérations sont représentées par des n÷uds, le ot entrant L correspond au niveau initial
pour chaque inventaire (remorque, client, usine), le ot entrant C (resp. P) correspond à
la consommation du client c1 (resp. la production de l'usine p0 ) pour chaque pas de temps
entre l'opération courante et la précédente, les ots L correspondent aux niveaux d'inventaire
(remorque, client, usine) entre deux opérations, les ots v autorisent un dépassement aux
usines. Les ots sur les arcs représentant les niveaux d'inventaires sont des bornes supérieures
sur la capacité des inventaires ; pour les clients, les ots sont aussi bornés inférieurement par
les niveaux de sécurité. À noter que si des opérations consécutives apparaissent sur le même
pas de temps, les ots entrants correspondant à la consommation ou à la production sont
cumulés à la dernière opération de ce pas de temps.
Ainsi, ce besoin d'ecacité algorithmique a motivé le développement d'une heuristique
en O(n log n) en temps pour résoudre ecacement ce problème d'aectation des volumes.
L'idée sous-jacente est simple : une fois les opérations triées par ordre chronologique (c'est-
à-dire suivant l'augmentation des dates de début), on aecte la quantité maximale dans cet
ordre en suivant une règle gloutonne. À chaque opération, on maximise ainsi la quantité
livrée/chargée, ce qui est une politique en phase avec le ratio logistique modié (ceci rejoint
certaines idées développées par Campbell et Savelsbergh [30]). Cet ordre est crucial pour
garantir le respect des contraintes relatives aux stocks (conservation des ots et contraintes
de capacité). En théorie des graphes, cet algorithme revient à pousser un maximum de
ot dans un réseau acyclique orienté en respectant l'ordre topologique des n÷uds (assurant
qu'aucun n÷ud n'est visité deux fois).
Cependant, n peut devenir tellement grand qu'il est nécessaire de trouver un compromis
entre la complexité en temps (même linéaire) et la qualité de l'aectation des volumes.
An d'introduire un peu de exibilité ici, l'algorithme a été conçu de manière à faire des
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aectations partielles, entre une aectation minimale et complète. Une aectation minimale
consisterait à changer uniquement les volumes des opérations modiées (celles dont la date
de début a été modiée par la transformation courante) alors que l'aectation complète
réaecte les volumes de toutes les opérations. Le but est donc de marquer comme modiées
plus d'opérations que dans l'aectation minimale, an d'étendre la réaectation des volumes,
sans pour autant faire une réaectation complète. En eet, changer la quantité livrée d'une
opération est un processus délicat : augmenter (resp. diminuer) la quantité livrée (resp.
chargée) peut entraîner un dépassement de capacité (resp. une pénurie) d'une ou plusieurs
opération(s) future(s). La détermination du volume maximal à livrer (ou à charger) n'est
donc pas un calcul trivial.
Pour chaque site p, on note np le nombre d'opérations entre la première modiée et
la dernière avant la n du planning (les opérations sont dans l'ordre chronologique). Si
aucune opération n'est modiée sur le site p, on a np = 0. On dénit le nombre total
d'opérations impactées n =
P
p np . Quand l'ensemble des opérations modiées ne contient
que des opérations dont la date a été modiée par la transformation, on observe en pratique
que n  n, car chaque transformation modie au plus deux tournées (le nombre de sites
visités par une tournée est généralement petit). Par conséquent, il est plus intéressant de
fournir un algorithme qui tourne en un temps linéaire en O(n), et pas seulement en O(n).
Avant de présenter l'algorithme en lui-même, nous précisons comment sont calculées les
quantités maximales livrables (les quantités chargeables se déduisant de manière symétrique).
On note niveauClient(c; o) (resp. niveauRemorque(r ; o)) le niveau du client c (resp. de la
remorque r) avant le début de l'opération o et par eviterDebord(c; o) la quantité maximale
qui peut être livrée à un client c pendant une opération o sans provoquer de débordement
jusqu'à la n du planning. Ainsi, la quantité livrable à une opération o, notée livrable(o),
est bornée supérieurement par minfniveauRemorque(r ; o); eviterDebord(c; o)g. Cette borne
est renforcée car la quantité restante dans la remorque après une livraison doit être suf-
sante pour éviter les assèchements de clients visités jusqu'au prochain chargement. On
note eviterAssech(c; o), la quantité minimale à livrer à une opération o pour éviter un as-
sèchement avant la n du planning. La quantité minimale necessaire(r ; o) qui doit rester
dans la remorque r après une opération o pour éviter un assèchement ensuite est calculée
en sommant eviterAssech(c; o) pour toutes les opérations entre la courante et le prochain
chargement. On a donc :
livrable(o)  minfniveauRemorque(r; o)  necessaire(r; o); eviterDebord(c; o)g
Connaissant la liste d'opérations modiées ordonnées chronologiquement pour chaque
remorque, client et usine, toutes les structures de données mentionnées ci-dessus sont calcu-
lables en O(n) en temps. La mise à jour de niveauClient(c; o) (resp. niveauRemorque(r ; o))
pour chaque opération o est réalisée en balayant en avant les opérations livrant le client c
(resp. réalisées par la remorque r). Celle de eviterDebord(c; o) et de eviterAssech(c; o) pour
chaque opération o est fait en balayant en arrière les opérations du client c (on stocke pour
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cela les consommations cumulées jusqu'à la n du planning). Enn, calculer necessaire(r ; o)
pour chaque opération o se fait en balayant en arrière les opérations des tournées réalisées
par la remorque r . L'Algorithme 13 résume le mode de fonctionnement de cette aectation
gloutonne des volumes.
Algorithme 13: Affectation-Gloutonne-Volume
input : L'ensemble E de n opérations impactées
begin
Ordonner l'ensemble E chronologiquement
Mettre à jour niveauClient , niveauRemorque, eviterDebord , eviterAssech,
necessaire
for Chaque opération dans E do
Aecter la quantité maximale livrable / chargeable pour cette opération
Un exemple simple est donné pour illustrer la mise à jour des quantités livrées et la mise
à jour des structures de données. Un client a 4 opérations planiées A = (4; 2), B = (10; 5),
C = (14; 8), D = (18; 12) avec le premier nombre de la paire représentant le pas de temps
auquel l'opération a lieu et le second la quantité livrée. Nous avons ici un planning comptant
24 pas de temps. La capacité du réservoir est de 14 et le niveau de sécurité est de 2. Le
Tableau 4.1 donne pour chaque pas de temps h la consommation prévisionnelle (2e ligne)
et le niveau du réservoir résultant (4e ligne). Alors, les valeurs des structures de données
eviterAssech et eviterDebord sont détaillées. Ces valeurs sont calculées en arrière par rapport
à la n du planning en appliquant la récurrence suivante :
eviterAssech(h) = maxfeviterAssech(h+ 1); niveauSecurite 
niveauClient(h) + consommation(h)g
eviterDebord(h) = minfeviterDebord(h+ 1); capacite 
niveauClient(h) + consommation(h)g
Maintenant, considérons qu'une opération B est impactée par une transformation : seule
la quantité de l'opération B peut être modiée. La quantité livrée à l'opération B est xée à
0. Alors, pour aecter une nouvelle quantité à l'opération B , seules les valeurs de la colonne
10 sont à mettre à jour : niveauClient(10) est diminué de 5, tandis que eviterAssech(10)
et eviterDebord(10) sont augmentés de 5. Ainsi, les nouvelles valeurs (temporaires) sont :
niveauClient(10) = 2, eviterAssech(10) = 4 et eviterDebord(10) = 6. Cela signie qu'une
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quantité minimale de 4 doit être livrée pour éviter les assèchements pendant toute la durée
du planning (ici le pas de temps 17 est critique) et une quantité maximale de 6 peut être
livrée sans induire un dépassement (ici le pas de temps 18 est critique). Nous insistons sur
le fait que les autres colonnes ne sont mises à jour uniquement si une transformation est
acceptée et validée.
h 00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23
consommation 0 1 0 1 1 1 2 3 2 2 0 1 1 1 2 1 3 3 2 2 1 2 3 0
livraison - - - - 2 - - - - - 5 - - - 8 - - - 12 - - - - -
niveauClient 13 12 12 11 12 11 9 6 4 2 7 6 5 4 10 9 6 3 13 11 10 8 5 5
eviterAssech 0 0 0 0 0 0 0 0 0 0 -1 -1 -1 -1 -1 -1 -1 -1 -3 -3 -3 -3 -3 -3
eviterDebord 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 4 6 9 9
Table 4.1  Les structures de données d'aectation des volumes.
Les cinq structures de données servant au calcul de la quantité maximale livrable sont
mises à jour en O(n) en temps. L'ordonnancement de l'ensemble des opérations impactées
est en O(n log n) en temps dans le pire des cas (en utilisant le heapsort algorithm présenté
dans [33]). Toute cette aectation de volume est donc faite en temps linéaire, puisque le
calcul des quantités maximales livrables / chargeables nécessite un temps constant grâce à
l'utilisation de structures de données adéquates. L'algorithme global a donc une complexité
de O(n log n) en temps.
En théorie, l'algorithme glouton est loin d'être optimal. La Figure 4.8 donne les plus
petites congurations pour laquelle l'algorithme glouton n'arrive pas à trouver l'aectation
optimale. Deux conditions sont susantes pour rendre l'algorithme glouton optimal : la
première concerne le cas où chaque client est servi au plus une fois pendant la durée du
planning. Cette condition est intéressante parce qu'elle est souvent rencontrée en pratique.
La seconde condition correspond au cas où chaque tournée visite seulement un client. Par
exemple, cette condition est satisfaite dans le cas où les clients ont des capacités de stockage
innies.
Des expérimentations ont été menées pour évaluer la performance de cette fonction cri-
tique. En pratique, son temps d'exécution est constant en fonction du nombre d'opérations :
il est 100 fois plus rapide que l'application totale de l'algorithme glouton (c'est-à-dire, consi-
dérant que toutes les opérations sont impactées, impliquant ainsi que n = n) et 2000 fois
plus rapide que l'algorithme exact. Les tests ont été ici réalisés avec l'algorithme simplexe de
la librairie de programmation linéaire GLPK 4.24. Il est important de voir que le volume to-
tal livré par la fonction est très proche de l'aectation optimale, en particulier lorsqu'aucun
assèchement n'apparaît (la diérence moyenne entre cet algorithme glouton et l'algorithme
optimale est inférieure à 2%).
Finalement, une fois ces volumes aectés, le calcul du gain d'une transformation peut
se faire ecacement : l'évaluation de la variation du coût des tournées est calculée pendant
la phase d'ordonnancement et celle de la variation de volume livré est obtenue pendant la
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Figure 4.8  Mauvaise conguration pour l'aectation gloutonne des volumes.
phase d'aectation des volumes, sans ajout de complexité. On déduit aussi les variations du
nombre d'assèchements ou de commandes non satisfaites pendant l'aectation. Ce dernier
calcul nécessite par contre une boucle en O(logH ) en temps, avec H le nombre de pas de
temps jusqu'à l'horizon nal (on recherche le premier pas de temps sous le seuil de sécurité).
4.4.5 Détails d'implémentation
Tous les ensembles (ordonnés ou non, xes ou dynamiques) utilisés au cours de cette
recherche locale sont implémentés sous la forme de tableaux, an d'améliorer la gestion de
la mémoire cache. Les allocations de mémoires sont évitées autant que possible : toutes
les structures de données sont allouées au démarrage de la recherche locale. Un tableau de
capacité n représentant une liste dynamique d'objets est étendu si nécessaire par réallocation
d'un bloc mémoire plus grand de taille n + k (avec k  10).
Comme le taux de réussite des transformations est faible en moyenne (quelques pour-
cents), la fonction de retour arrière doit être très ecace. Ainsi, les variables de décision
du problème (par exemple, les dates de début et de n d'une opération) sont dupliquées.
Seules les données temporaires sont modiées par la transformation. La fonction de retour
arrière consiste uniquement à réécrire les données temporaires dans les données courantes
(ce qui correspond à un retour à la solution courante). Mais cela est compliqué par le fait
que durant la transformation, plusieurs objets (en particulier les opérations et les tournées)
sont susceptibles d'être déplacés des tableaux dans lesquels ils étaient stockés.
Nous utilisons des piles d'objets an d'éviter la création de nouveaux objets tournée
ou opération au cours de la recherche locale. Pour optimiser les suppressions/insertions
d'objets dans les listes, on utilise ici des listes doublement chaînées mises à jour elles-aussi
en temps O(1 ). Enn, pour garantir l'ecacité des algorithmes, nous faisons appel à des
structures de données stockant pour chaque opération, son successeur/prédécesseur dans la
tournée et pour cette ressource (ces listes sont mises à jour uniquement lors d'une accepta-
tion). La Figure 4.9 illustre les échanges d'opérations entre tournées. Les opérations oi ;3 ; oi ;4
de la tournée si sont échangées avec les opérations oj ;3 ; oj ;4 de la tournée sj : les liens cou-
rants (avant transformation) sont pleins, les liens temporaires (après transformation) sont
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Figure 4.9  Représentation des tournées et des opérations.
Les principales structures de données sont bâties de telle manière qu'elles supportent
les routines classiques (chercher, insérer, supprimer, eacer) en O(1 ) en temps, même si
elles sont implémentées comme des tableaux. Par exemple, la structure de données classique
utilisée pour implémenter une liste non-ordonnée d'objets, comme la liste des clients qui
subissent un assèchement dans la solution courante ou encore la liste des clients ayant au
moins une commande non satisfaite, etc. Ces listes sont implémentées comme des tableaux
de longueur L, avec L:size le nombre courant d'éléments dans L et L:capacite le nombre
maximum d'éléments pouvant être stockés dans la liste L sans excéder la mémoire allouée.
Tout élément e stocké dans L a un pointeur e:indexL sur sa position dans le tableau L.
Si le nombre maximal d'éléments stockés dans L est connu en avance et pas trop grand
(plusieurs milliers), alors L peut être allouée avec une capacité égale à ce nombre (pour
éviter les allocations fréquentes de mémoire), sinon l'extension de L est faite en augmentant
sa capacité de L  K éléments quand cela est nécessaire. Les fonctions Trouver, Insérer,
Supprimer, et Nettoyer sont implémentées ainsi et tournent donc en O(1 ) en temps.
Algorithme 14: Trouver
input : Le tableau L, l'élément e à trouver
begin
i = e:indexL
if i  0 and i < L:size and L[i] = e then
if une pause a été posée au cours du dernier arc then retourne VRAI
else retourne FAUX
Pour clore cette section, nous nous focalisons sur une structure de données qui est par-
ticulièrement critique pour l'ecacité. Les opérations ou les tournées correspondent à des
intervalles de temps, pour lesquels nous avons les besoins suivants : soit une date sur l'hori-
zon, trouver l'opération précédente, courante ou suivante eectuée sur un site si il y en a une.
Le même problème se pose pour trouver les tournées réalisées par une ressource. Dans ce cas,
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Algorithme 15: Insérer
input : Le tableau L, l'élément e à insérer
begin
i = e:indexL
if Trouver(L,e) then Stop
if L:size = L:capacite then
L:capacite = L:capacite + L:K
Allouer à L sa nouvelle capacité L:capacite
L[L:size] = e, e:indexL = L:size, L:size = L:size + 1
Algorithme 16: Supprimer
input : le tableau L, l'élément e à supprimer
begin
if not Find(L,e) then Stop
i = e:indexL, e 0 = L[L:size   1]
L[i ] = e 0, e 0:indexL = i, L:size = L:size   1
la structure de données employée est la suivante. Soient n opérations stockées dans une liste
ordonnée L. L'horizon est divisé en m intervalles U0 ; : : : ;Um 1 de longueur u donnée (avec
T divisible par u). Soit un tableau I , déni tel que Ii fait référence à la première opération
dont la date de début est plus grande que le point le plus à gauche de Ui . L'opération suivant
la date d est trouvée en cherchant les opérations entre celle pointée par Ii avec i = bd=uc
et celle pointée par Ii+1 . En opérant ainsi, la recherche est réalisée en O(k) en temps dans
le pire cas, avec k le nombre d'opérations contenues dans l'intervalle Ui . Si u correspond
à l'horizon entier (m = 1), alors k = n ; Dans le cas contraire, si u correspond à la plus
petite granularité pour exprimer le temps (ici en minutes, ce qui donne m = 21600), alors
k = 1. Si on fait l'hypothèse que les dates de début des opérations eectuées sur un site sont
uniformément distribuées sur l'horizon, le nombre k vaut n=m. Dans ce cas, la recherche se
fait en O(n=m) en temps (à l'évaluation de la transformation), mais le tableau I nécessite
O(m) en espace pour être stocké et O(m) en temps pour être mis à jour (lors de la valida-
tion d'une transformation). Cela implique deux compromis : temps pour l'évaluation contre
temps pour la validation et temps pour l'évaluation contre espace.
D'un point de vue théorique, la meilleure valeur m pour résoudre ce compromis sur
le temps d'exécution correspond à trouver le minimum de la fonction T (m) = EN
m
+ Cm,
avec N le nombre moyen d'opérations par client et E (resp. C ) un coecient relatif à la
proportion des appels de la fonction d'évaluation (resp. de la fonction de validation) par
client. Un simple calcul par diérenciation donne m =
q
EN
C
. Le tableau montre les valeurs
de m pour diérentes congurations réalistes des paramètres N ;E ;C . En pratique, on
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Algorithme 17: Nettoyer
begin
Entrées : le tableau L
L:size = 0
choisit m = 15, ce qui correspond à un intervalle Ui d'une journée : une telle valeur de m
confère un bon compromis entre temps de calcul (même dans les pires cas) et génère une
petite empreinte mémoire.
N 2 2 2 10 10 10 30 30 30
E 90 95 99 90 95 99 90 95 99
C 10 5 1 10 5 1 10 5 1
m 4,2 6,2 14,1 9,5 13,8 31,5 16,4 23,9 54,5
Table 4.2  Valeurs théoriques de m.
4.5 Résultats numériques
L'algorithme complet de recherche locale a été implémenté en C# 2.0 (pour être exécuté
dans l'environnement Microsoft .NET 2.0). Le programme compte 30000 lignes de code,
dont 6000 dédiées à la vérication de la validité des structures de données incrémentales
(20%), à chaque itération de l'algorithme (en mode débugage). Toutes les statistiques et
les résultats présentés ici ont été obtenus (sans parallélisation) sur un ordinateur équipé du
système d'exploitation Windows Vista et d'un processeur Intel Xeon X5365 64 bits (CPU 3
GHz, L1 cache 64 Ko, L2 cache 4 Mo, RAM 8 Go).
Comme la recherche locale est stochastique, cinq exécutions ont été réalisées avec une
graine diérente pour chaque lancement. Toutes les statistiques présentées sont donc la
moyenne de ces 5 exécutions. Les résultats nécessitant une explication particulière sont
marqués avec une astérisque () dans les tableaux de données numériques, et les explications
sont notées en dessous.
L'analyse des solutions du problème a été facilitée par la création d'une interface de
visualisation, développée spécialement en Winform pour le projet. Cet outil permet de
visualiser les tournées depuis plusieurs points de vue, tout comme les inventaires. Les -
gures 6.1, 6.2, 6.3, 6.4, 6.5 et 6.6 donnent quelques aperçus de cet outil de visualisation.
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4.5.1 Benchmarks sur un horizon court terme
L'algorithme de recherche locale a été testé sur des benchmarks à court terme (15 jours)
avec diérentes caractéristiques : réalistes (c'est-à-dire respectant les conditions opération-
nelles), pathologiques (par exemple, usines qui tombent en panne sans produire pendant
plusieurs jours), de grande envergure (par exemple, 1500 clients et 100 usines). Tous ces
tests nous ont permis de vérier et d'améliorer la performance et la robustesse de cet algo-
rithme de recherche locale. Une partie des résultats est présentée pour 61 benchmarks à court
terme décomposés en 3 types A, B, C. Le Tableaux 6.1, 6.2 et 6.3 de l'Annexe 6.3 donne les
caractéristiques de chaque instance : le nombre de clients, le nombre d'usines, le nombre de
bases, le nombre de conducteurs, le nombre de tracteurs, le nombre de remorques, le nombre
de clients qui fonctionnent à la commande, le nombre de commandes sur la période. Quand
le nombre de clients à la commande est nul, cela signie que toutes les commandes sont
passées par des clients qui ont les deux modes de réapprovisionnement. Les benchmarks A
et B ne gèrent pas les commandes (les clients sont en réapprovisionnement à la prévision),
tandis que le benchmark C comporte de tels clients. Le Tableau 4.3 donne les résultats pour
les 17 instances de type A.
clients usines dépôts conducteurs tracteurs remorques
minimum 46 1 1 10 5 10
maximum 500 5 2 50 50 50
moyenne 138 1,9 1,2 28 19 25
Table 4.3  Benchmark à court terme (type A) : caractéristiques moyennes des 17 instances.
Les résultats obtenus par l'algorithme glouton sur les benchmarks A, B et C sont pré-
sentés dans les Tableaux 6.4, 6.5, et 6.6 et les Tableaux 6.7, 6.8 et 6.9 de l'Annexe 6.3.
Deux types de résultats sont présentés pour l'heuristique par recherche locale : ceux obtenus
par l'optimisation directe du ratio logistique RL (notés LS-RL et présentés dans les Ta-
bleaux 6.10, 6.11 et 6.12 et Tableau 6.13 en Annexe 6.3) et ceux obtenus par l'optimisation
du ratio logistique modié RL0 (notés LS-RL0 et présentés dans les Tableaux 6.14 et 6.15)
en Annexe 6.3. An de comparer les solutions avec des commandes non satisfaites ou des
assèchements, on introduit le coût global GC = MO + SO + RL.
Certaines instances sont particulières : A11, B01, B28, B29, B30, et plus particulièrement
B31 sont classiées comme des instances de grande taille (plus de 500 clients) ; B28 et B29
sont des instances où la production a été stoppée à l'usine (aucun produit n'est chargeable) ;
B30 contient des clients en assèchement dès le début de l'horizon ; les clients de l'instance
C03 et C04 ont des horaires d'ouverture très serrés (par exemple, un client peut très bien être
accessible uniquement 6 heures au cours des 15 jours). Presque tous les clients de l'instance
C12 sont des clients à la commande (ce qui implique plus de 600 commandes à satisfaire).
Le temps d'exécution de l'algorithme glouton est de l'ordre de quelques secondes pour des
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instances très grandes (12 secondes pour l'instance B31). Les statistiques de performance
de cette recherche locale sont données dans le tableau 6.16 en Annexe 6.3. La colonne
tentat. correspond au nombre de transformations évaluées au cours de l'exécution. Les
colonnes accept. (resp. amélio.) correspondent au nombre de transformations acceptées
(resp. strictement améliorante) ; de plus, le ratio correspondant pour 100 (resp. pour 10000)
transformations évaluées est spécié. À noter que les valeurs moyennes données en bas de
tableau sont calculées en omettant les résultats exceptionnels obtenus sur l'instance C04 (des
horaires d'ouverture très serrés entraînent des rejets précoces et donc plus de tentatives).
L'algorithme de recherche locale évalue plus de 10000 transformations à la seconde, même
sur des instances très grandes. En moyenne, notre algorithme visite plus de 10 millions de
solutions au cours de 5 minutes de temps de calcul autorisé (temps maximal désiré dans
les conditions opérationnelles). Quand on planie sur un horizon de 15 jours, la mémoire
allouée par le programme n'excède pas les 30 Mo pour des instances de taille moyenne
(plusieurs centaines de sites, une dizaine de ressources), et 300 Mo sur des instances de taille
plus importante (plusieurs centaines de sites, plusieurs centaines de ressources). Le taux
d'acceptation moyen, qui correspond au nombre de transformations acceptées (c'est-à-dire
le nombre de transformations qui n'améliorent pas strictement la solution courante) sur le
nombre de transformations évaluées, varie entre 1 et 10%, avec une valeur moyenne de 5%
sur toutes les instances de A, B et C. Ce taux est quasi-constant au cours de la recherche (soit
les 5 minutes de temps d'exécution), autorisant ainsi une large diversication de la recherche
(ceci sans métaheuristique). De plus, le nombre de transformations strictement améliorantes
est de plusieurs centaines, ce qui correspond à un taux d'amélioration de presque 2 sur 10000
tentatives. Le choix de l'objectif (LS-RL ou LS-RL0) n'aecte en aucun cas les performances
de l'heuristique de recherche locale. Le Tableau 4.4 fournit ces résultats minima, maxima et
moyens pour les 17 instances de type A.
tentat. accept. amélio.
minimum 3,706 M 117333 2,4% 389 0,5 c%
maximum 15,184 M 536327 6,8% 2218 5,2 c%
moyenne 7,830 M 303620 4,1% 946 1,5 c%
Table 4.4  Benchmark à court terme (type A) : statistiques pour LS-LR (gauche) et LS-LR0
(droite). M = million, c% = un centième de pourcent.
La colonne gain GC  (resp. gain RL, gain RL0) des Tableaux 6.10, 6.11, 6.12 et 6.14
en Annexe 6.3 présente le gain pour GC (resp. RL, RL0) en comparaison à la solution trouvée
par l'algorithme glouton. Le gain sur GC autorise à évaluer d'une manière plus globale le
gain sur MO et SO . À noter que le gain sur RL peut être négatif quand la minimisation de
MO et SO impose de détériorer sévèrement la qualité de la solution trouvée par l'algorithme
glouton en terme de ratio logistique. Dans les 2 cas (LS-RL ou LS-RL0), l'heuristique de
recherche locale améliore considérablement la qualité des solutions fournies par l'algorithme
glouton. Sur les instances de la base 1 (pour laquelle une comparaison entre l'algorithme
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glouton et la recherche locale est juste en terme de ratio logistique), la moyenne du gain
obtenue par LS-RL (resp. LS-RL0) est de 29.2% (resp. 22.6%), et de 24.1% (resp. 20.0%)
en considérant le ratio logistique global (c'est-à-dire, la somme des coûts des tournées pour
toutes les instances divisée par la somme des quantités livrées pour toutes les instances).
Cette dernière mesure est intéressante mais pas complètement juste, puisque tous les coûts
ne sont pas toujours exprimés dans la même unité. Les quantités sont quant à elles toujours
exprimées en kilogramme ici. Dans le tableau 6.14 en Annexe 6.3, on note que les gains sur
RL0 sont corrélés à ceux sur RL. Le Tableau 4.5 fournit ces résultats minima, maxima et
moyens pour les 17 instances de type A.
LS-LR LS-LR0
gain min sur le glouton 20,8% 28,5%
gain max sur le glouton 39,1% 65,6%
gain moyen sur le glouton 29,2% 45,4%
Table 4.5  Benchmark à court terme (type A) : résultats aggrégés de la recherche locale.
Les tableaux 6.13 et 6.15 en Annexe 6.3 donnent plus de statistiques sur les solutions
trouvées par recherche locale. La colonne nb tour. (resp. nb oper.) des tableaux présentent
le nombre de tournées (resp. d'opérations) dans la solution. La colonne avg oper. (resp. avg
livr., avg charg., avg pause) présente le nombre moyen d'opérations (resp. de livraisons,
de chargements, de pauses) par tournée. Au nal, la colonne avg dist. (resp. avg dur.)
présente la distance moyenne parcourue (resp. la durée) par tournée. Beaucoup de tournées,
et encore plus d'opérations, sont inclues aussi bien dans les solutions de LS-RL que dans celle
de LS-RL0. En moyenne, le nombre de tournées (resp. d'opérations) augmente de presque
25% (resp. 50%). Ainsi, le nombre moyen d'opérations par tournée augmente de presque 4
à plus de 6. La distance moyenne et la durée moyenne des tournées diminuent légèrement
dans le cas LS-RL, alors que celles-ci augmentent un peu dans le cas LS-RL0.
4.5.2 Benchmarks sur un horizon long terme
La recherche locale a été aussi testée sur des benchmarks à long terme, en particulier
pour vérier que l'optimisation en utilisant l'objectif de substitution permettait d'atteindre
des solutions de meilleure qualité sur le long terme. Des résultats sont présentés pour 5
benchmarks associés à des cas réels, chacun d'eux ayant 105 jours. Le processus opérationnel
de planication est simulé ainsi : la simulation débute au jour 0 en calculant un planning
pour les 15 prochains jours, avec 5 minutes de temps de calcul. Puis, on conserve uniquement
les tournées débutant le premier jour de ce planning à court terme (les niveaux des usines et
des clients visités par ces tournées sont mis à jour, les ressources travaillant sur ces tournées
deviennent non disponibles). Le processus est ensuite itéré les jours suivants.
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Les caractéristiques des 5 benchmarks sont présentées dans le Tableau 4.6. Les statistiques
complètes sont données pour chaque heuristique dans le Tableau 6.18, le Tableau 6.19 et le
Tableau 6.20 en Annexe 6.3. La principale remarque est que le nombre moyen d'opérations
par tournée augmente au cours de la recherche locale. En eet, le nombre de tournées dans
les solutions trouvées par recherche locale est légèrement plus petit que dans l'algorithme
glouton, tandis que le nombre d'opérations augmente. Cependant, les solutions obtenues par
recherche locale sont caractérisées par une durée moyenne de voyage par tournée plus grande,
grâce à l'utilisation plus fréquente des pauses. Les ratios logistiques moyens (marqués d'une
astérisque dans le tableau) sont calculés comme la somme des coûts des tournées pour les 5
benchmarks divisés par la somme de toutes les quantités livrées.
Les gains obtenus par LS-RL0 sont reportés dans la partie droite du Tableau 4.6. La
colonne pire 1 mn présente le pire gain RL en %, obtenu sur 5 lancements de 1 minutes
pour chaque itération de planning. La colonne moy 1 mn (resp. moy 5 mn, moy 1 h)
présente la moyenne du gain en % pour RL obtenu par recherche locale en limitant à 1
minute (resp. 5 minutes, 1 heure) de calcul pour chaque itération de planning. À noter que
les solutions trouvées par l'algorithme de recherche locale comprennent des assèchements.
Le gain RL obtenu par LS-RL0 avec 1 minute de temps de calcul par itération de planning
est d'environ 20% en moyenne. Non seulement ces statistiques montrent que l'heuristique
fournit des solutions de bonne qualité, mais elles prouvent qu'elle est robuste et rapide (avec
une convergence inversement exponentielle).
données clients plants bases conducteurs tracteurs remorques commandes pire 1 mn moy 1 mn moy 5 mn moy 1 h
L1 75 6 1 35 21 5 56 23,8% 24,6% 26,3% 26,5%
L2 75 6 1 35 21 5 55 22,3% 23,5% 24,9% 25,2%
L3 175 8 1 35 21 12 189 5,2% 5,8% 8,3% 11,2%
L4 165 4 1 24 11 7 167 9,9% 11,2% 14,0% 18,9%
L5 198 8 7 12 12 12 40 32,5% 34,2% 35,7% 35,9%
moyenne 138 6 2 28 17 8 101 18,7% 19,9% 21,8% 23,5%
Table 4.6  Benchmarks sur le long terme : caractéristiques et gains en terme de ratio
logistique RL, avec diérentes limites de temps.
Les solutions fournies par les experts en planication sont présentées dans le tableau 4.8
(en Annexe 6.3). La comparaison entre les résultats des experts et les trois heuristiques n'est
pas totalement équitable : en eet, trouver une solution sans assèchement (en fonction des
niveaux courants de sécurité) est dicile et fastidieux, et les experts ont été ici autorisés à
modier les benchmarks initiaux à long terme an de fournir une solution sans commande
non satisfaite ni assèchement. C'est pourquoi on note un résultat négatif de l'algorithme
glouton sur les instances L1, L2, L4.
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4.5.3 Inuence de l'objectif de substitution
Les caractéristiques clés pour comparer LS-RL et LS-RL0 sont données dans le tableau
6.17 (en Annexe 6.3, pour les benchmarks à court terme) et sur la partie droite du tableau 4.7
(pour les benchmarks à long terme). moy DQ correspond à la moyenne de la quantité totale
livrée et QLiv. moy à la quantité livrée moyenne (par opération). Pour les benchmarks à
court terme, la quantité totale livrée aussi bien dans les solutions de LS-RL que dans celles
de LS-RL0 augmente de plus de 50% en moyenne. Mais il faut noter aussi que la quantité
moyenne par livraison augmente de presque 5% dans les solutions LS-RL0 comparées à celles
LS-RL.
Pour les benchmarks à long terme, on observe que LS-RL0 permet d'augmenter la quan-
tité moyenne par livraison, ce qui a pour conséquence de générer des solutions meilleures
sur le long terme. Sur l'instance L1 (resp. L2), l'augmentation est de 21% (resp. 13%), per-
mettant ainsi de gagner +8% (resp. +5%) par rapport à RL. De plus, LS-RL0 est capable
de produire des solutions sans assèchement sur l'instance L4, contrairement à LS-RL. Les
valeurs marquées d'une astérisque dans les tableaux 4.7 et 4.8 sont calculées globalement,
pour les 5 benchmarks (comme pour les ratios logistiques des tableaux 6.19 et 6.20 présentés
en Annexe 6.3).
données RLmin données gain LS-RL gain LS-RL
0 QLiv. moy glouton QLiv. moy LS-RL QLiv. moy LS-RL0
L1 0,061025 L1 17,7% 26,3% 12460 9344 11391
L2 0,059855 L2 19,1% 24,9% 12205 9759 11035
L3 0,019176 L3 7,0% 8,3% 14997 14706 14833
L4 0,012256 L4 15,0% 14,0% 13018 11885 11876
L5 0,005576 L5 31,8% 35,7% 15755 11044 11078
moyenne 14,1% 16,3% 14146 12537 12864
Table 4.7  Benchmarks sur le long terme : bornes inférieures (gauche) et gains obtenus
par recherche locale comparés au glouton (droite).
données SO SC DQ RL gain glouton gain LS-RL gain LS-RL0
L1 0 378778 3725847 0,101662 -6,1% 12,7% 21,9%
L2 0 328364 3567370 0,092047 -15,6% 6,5% 13,1%
L3 0 1257354 32667576 0,038489 11,2% 17,4% 18,6%
L4 0 788893 18683473 0,042224 -3,9% 11,7% 10,7%
L5 0 290921 10398050 0,027978 41,2% 59,9% 62,2%
moyenne 0 608862 13808463 0,044093 2,9% 16,6% 18,7%
Table 4.8  Benchmarks sur le long terme : gains obtenus par recherche locale comparés à
ceux des experts.
Les colonnes de gauche des Tableaux 6.4, 6.5 et 6.6 et Tableau 4.7 présentent les
bornes inférieures pour SO et RL. Le calcul de la borne inférieure SOmin sur le nombre
d'assèchements est fondé sur deux observations basiques. Des assèchements apparaissent sur
un client si : la plus petite date d'arrivée chez un client pendant ses horaires d'ouverture est
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plus grande que la date du premier assèchement ; la somme des consommations du client au
cours des horaires de fermetures dépasse la capacité de sa plus grande remorque. Le calcul
de RLmin est fait comme dans la description de la Section 4.3. Dans les Tableaux 6.4, 6.5,
6.6, 6.10, 6.11, 6.12 et 6.14, une astérisque est apposée sur la colonne SO si la valeur est
égale à la borne inférieure SOmin.
Le ratio logistique obtenu après optimisation par recherche locale reste loin de la borne
inférieure calculée RLmin (la diérence est de plus de 10% pour les instances B06, B20, B25).
Le schéma 4.10 montre qu'une solution quasi-optimale est obtenue sur l'instance B06, avec
principalement des tournées aller-retour avec livraisons complètes. Cependant, le lecteur
notera que cette borne a été obtenue en relaxant fortement les contraintes du problème et
qu'il conviendrait de continuer les recherches sur cette thématique.
Une majorité de tournées aller-retour avec livraison complète.
Figure 4.10  Solution quasi-optimale de l'IRP
4.6 Synthèse
Dans ce chapitre étaient présentées une modélisation du problème d'optimisation de
tournées de véhicules avec gestion des stocks et une méthode de résolution ecace pour le
résoudre. Deux contributions ont été présentées : tout d'abord, nous avons introduit une
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fonction objectif de substitution fondée sur des bornes inférieures permettant d'assurer une
optimisation sur le long terme tout en construisant des sous-plannings sur le court terme.
Puis, nous avons détaillé une heuristique de recherche locale an de résoudre de manière
ecace et robuste le problème sur le court terme (15 jours en détails complets), même
sur des instances de très grande taille pouvant atteindre plusieurs milliers de sites et une
centaine de ressources. Les résultats numériques obtenus sur diérentes instances démontrent
la performance et la robustesse de cet algorithme de recherche locale. L'étude démontre que
l'algorithme permettait de réaliser des économies dépassant les 20% en moyenne, comparées
aux solutions construites par des planicateurs experts ainsi que par rapport aux solutions
fournies par un algorithme glouton fondé sur l'urgence.
L'algorithme de recherche locale réalise presque 50 000 mouvements par seconde, même
pour des instances plus de grande taille. L'algorithme visite plus de 10 millions de solutions
pendant la période de résolution de 5 minutes. Le taux d'acceptation des mouvements de
la recherche locale varie entre 1% et 10% suivant les instances et les phases d'optimisation.
Ce taux est quasiment constant tout au long de la recherche et permet d'assurer une riche
diversication de la solution, sans usage de métaheuristique.
Une solution d'aide à la décision intégrant cette heuristique de recherche locale est dé-
sormais exploitée par le partenaire industriel de ce projet. Des économies conséquentes sur
le long terme ont été conrmées en opérationnel.
D'autres travaux de recherche sont toujours en cours sur cette thématique dans l'équipe
du e-lab :
 Enrichir le modèle et le nombre de contraintes traitées dans ce problème d'optimisation
de tournées de véhicules avec gestion des stocks (notamment, ajouter des coûts supplé-
mentaires par type de produit et respecter les habitudes existantes des conducteurs) ;
 Améliorer l'algorithme de recherche locale en ajoutant de nouvelles transformations
(notamment, avec des voisinages larges pour améliorer la rapidité de convergence) ;
 Améliorer les bornes inférieures, en intégrant les tournées visitant plusieurs sites et les
contraintes de ressources.
Une dernière perspective, plus ambitieuse et tout aussi prometteuse, est de procéder par
étape an d'intégrer petit à petit l'intégralité de la chaîne logistique, en abordant aussi bien
au sein du même modèle les problématiques de production que celles de distribution, voire
les problématiques d'approvisionnement. En eet, notre approche par recherche locale est
parfaitement adaptée pour aborder directement de tels problèmes mixtes.
Chapitre 5
Conclusion
5.1 Bilan
Les problèmes d'optimisation en variables mixtes sont souvent résolus par décomposi-
tion en sous-problèmes quand ils sont de grande taille. Qu'elles reposent sur les spécicités
intrinsèques au problème ou qu'elles fassent appel à la programmation mathématique, les
approches par décomposition ont cependant des inconvénients en pratique : diculté de ga-
rantir la qualité voire l'admissibilité des solutions, complexité technique de mise en ÷uvre,
complexité logicielle en cas d'utilisation de solveurs de programmation mathématique. Dans
cette thèse, nous avons proposé une approche directe, par recherche locale, pour l'optimisa-
tion en variables mixtes. Notre méthodologie se focalise sur deux points. Tout d'abord, nous
dénissons une large variété de mouvements randomisés travaillant simultanément sur les
dimensions combinatoire et continue du problème, an d'assurer une exploration diversiée
de l'espace de recherche. Ensuite, nous accélérons l'évaluation de ces mouvements en nous
appuyant sur une algorithmique incrémentale et approchée.
Nous avons traité en premier lieu un problème purement combinatoire concernant l'opti-
misation des stocks de banches sur des chantiers de construction résidentielle. Ce problème
est résolu en utilisant trois méthodes que nous comparons sur un jeu de trente-six instances.
L'approche par recherche locale permet de conserver des temps d'exécution très courts tout
en produisant des solutions à 5% de l'optimum en moyenne. Nous avons ensuite appliqué
notre méthodologie pour résoudre un problème d'ordonnancement de mouvements de terre
sur des chantiers linéaires pour DTP Terrassement. L'objectif de ce problème est de planier
sur plusieurs années des centaines de mouvements de terre à l'aide d'une cinquantaine de
ressources avec fenêtres de temps journalières. Nous avons utilisé pour cela une heuristique
de recherche locale dont les mouvements pouvaient modier les quantités de terre dépla-
cées par chaque tâche tout en changeant l'ordonnancement de ces tâches et leur aectation
aux ressources. Le logiciel en exploitation a permis la planication de grands chantiers en
quelques minutes. Nous nous sommes aussi focalisés, dans ce chapitre consacré aux mouve-
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ments de terre, à l'étude du cas à une ressource, correspondant à un problème de voyageur de
commerce linéaire avec précédences, prouvé ici comme étant NP-dicile. Nous avons obtenu
des bornes inférieures et proposé un algorithme par programmation dynamique.
Enn, le dernier chapitre de cette thèse concernait un problème de tournées de véhicules
avec gestion de stock pour un client industriel du Groupe Bouygues. Ce problème consiste en
l'optimisation des coûts de distribution d'un produit par camion, sur des zones géographiques
comptant plusieurs centaines de clients, dont la gestion des stocks est conée au fournisseur.
Une heuristique de recherche locale est proposée pour résoudre le problème à court terme (15
jours) en quelques minutes. Dans cette approche, les quantités livrées au cours des tournées
peuvent être modiées par les mouvements, alors même que les tournées sont modiées
géographiquement ou temporellement. Nous nous appuyons également sur un algorithme
approché de réaectation des volumes, un millier de fois plus rapide en pratique qu'un
algorithme exact de ot maximum. L'exploitation de ce logiciel, quotidienne et à l'échelle
mondiale, a permis une réduction des coûts logistiques de l'ordre de 15%.
Nous avons démontré dans ces deux exemples l'ecacité et la robustesse de notre ap-
proche. Pour chacun des problèmes, nous avons déni une famille de mouvements adaptés
aux spécicités du problème. Nous nous sommes attachés à mettre en place une évaluation
incrémentale de ces transformations à l'aide de fonctions travaillant simultanément sur les
deux dimensions (combinatoire et continue) des problèmes. Ceci nous a permis d'évaluer
plusieurs dizaines de milliers de transformations à la seconde dans les deux recherches lo-
cales, assurant ainsi une très large diversication et une descente rapide vers des solutions
de qualité.
5.2 Perspectives
Nous avons identié trois autres problèmes ou familles de problèmes d'optimisation en
variables mixtes. Ils se révèlent être des problèmes mixtes potentiellement intéressants pour
appliquer la méthodologie de résolution par recherche locale décrite dans cette thèse.
Planication des corps d'état secondaire. Le premier problème mixte identié est un
problème rencontré chez Bouygues Habitat Résidentiel, une liale de Bouygues Construction
spécialisée dans la construction de bâtiments résidentiels. Il s'agit d'optimiser le planning des
activités de construction après la phase du gros ÷uvre, c'est-à-dire les travaux de peinture,
électricité, plomberie, chapes, circuits d'eau, etc, que l'on appelle les corps d'état secondaire.
Ce problème a déjà été traité en 2006 en utilisant des heuristiques fondées sur un environ-
nement de programmation par contraintes [14]. Il consiste à déterminer les jours de début et
de n de chacune des tâches en minimisant (entre autres) les dépassements de capacité de
chaque ressource. Les contraintes combinatoires de cette planication sont les précédences
entre les tâches et les contraintes d'exclusion mutuelles entre certaines tâches au sein d'un
5.2 Perspectives 109
même appartement. Les variables continues décrivent pour chaque jour la répartition de la
capacité de travail de chaque ressource (exprimée par exemple m2 de carrelage par jour)
entre les diérentes tâches en cours. Un exemple de mouvement que nous pourrions im-
plémenter dans une recherche locale consisterait à évaluer le déplacement d'une partie du
travail eectué par une ressource un jour donné, en aectant ce volume de travail un autre
jour sur une autre ressource. Plusieurs milliers de tâches élémentaires sont eectuées par
une cinquantaine de ressources sur un planning d'environ 6 mois, ce qui justie l'usage de
structures incrémentales dans l'algorithmie sous-jacente, an d'évaluer un nombre important
de mouvements au cours de la résolution.
Optimisation de la gestion de l'éclairage public. La planication prévisionnelle dans
le cadre d'un appel d'ore fait également intervenir des variables mixtes. Elle consiste à
décider et planier les opérations de renouvellement et de maintenance des équipements
d'éclairage d'une ville sur 20 ans, de façon à minimiser le coût global pour la collectivité
(travaux, facture énergétique et maintenance). An d'améliorer la rapidité et la qualité de la
réponse à l'appel d'ore, un outil opérationnel de simulation a été développé en 2007, pour
ETDE, liale de Bouygues Construction, avec une modélisation purement combinatoire du
problème [85]. Des variables de décision continue apparaissent dans ce problème dès que l'on
considère les montants éventuellement empruntés par le concessionnaire chaque année. Dès
lors, une approche par recherche locale pourrait modier simultanément la planication et
les budgets annuels, c'est-à-dire les variables discrètes et les variables continues.
Energie. Le problème de planication des arrêts de centrales nucléaires, évoqué en in-
troduction, est un autre problème mixte sur lequel l'approche présentée dans cette thèse a
montré son ecacité [49]. Plus généralement les problèmes liés à la gestion de l'énergie sont
très souvent des problèmes mixtes puisqu'ils combinent des décisions discrètes (comme l'arrêt
ou le démarrage de la climatisation d'un bâtiment) et des décisions continues correspondant
généralement à des puissances consommées ou produites.
Nous pensons que notre approche par recherche locale directe et pure, à base de mouve-
ments travaillant simultanément sur les variables discrètes et continues du problème, peut
se révéler être une technique ecace an d'obtenir pour ces problèmes de grande taille des
résultats de qualité, tout en gardant des temps de calcul très courts.
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Annexes
6.1 Annexe 1 : Interface du logiciel d'IRP
Une vue géographique d'une solution de l'IRP.
Figure 6.1  Une vue géographique d'une solution de l'IRP.
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Une vue géographique d'une longue tournée (18 opérations : 10 livraisons, 8 chargements,
2 pauses) construit par recherche locale.
Figure 6.2  Une vue géographique d'une solution de l'IRP et d'une longue tournée.
À noter que la deuxième pause de la tournée était anticipée pour attendre les heures
d'ouverture du client.
Figure 6.3  La vue chronologique de la longue tournée.
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Figure 6.4  La liste des tournées générées par un conducteur.
Les chargements à l'usine 1.
Figure 6.5  Les chargements à l'usine 1.
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Le niveau de sécurité est marqué horizontalement par une ligne et les jours du planning
par une ligne verticale. Toutes les livraisons, qui sont caractérisées par une augmentation
du niveau d'inventaire, ont bien lieu pendant les heures d'ouverture.
Figure 6.6  Le niveau d'inventaire pour un client sur 15 jours.
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6.2 Annexe 2 : Modèle détaillé de l'IRP
Cette section a pour objectif de proposer une modélisation détaillée du modèle du pro-
blème d'optimisation de tournées de véhicules avec gestion des stocks (Voir chapitre 4 de
cette thèse). Nous présentons l'ensemble du modèle avec les contraintes portant sur le rou-
tage, les ressources, la gestion des stocks, les tournées et les voyages (ensemble de tournées).
Nous détaillons ici tout d'abord les notations utilisées dans la modélisation de ce problème
avant de préciser ensuite les diérentes contraintes.
6.2.1 Notations
Les ressources. Les ressources sont de trois types : les conducteurs, les tracteurs et les
remorques. Une ressource conducteur représente soit un conducteur, soit une paire de conduc-
teurs (c'est le cas dans les zones géographiques étendues, comme au Canada par exemple,
pour faire des tournées très longues). Pour chaque conducteur d 2 CONDUCTEURS, nous
connaissons son dépôt noté base(d) auquel il est rattaché. Il quitte ce dépôt en début de
tournée pour la terminer toujours à ce même dépôt. L'ensemble disponibilites(d) représente
les fenêtres de disponibilité du conducteur jusqu'à l'horizon. L'ensemble tracteur(d) stocke
tous les tracteurs que le conducteur d est en mesure de conduire. An de calculer les coûts
d'utilisation de cette ressource, nous utilisons diérents facteurs : tout d'abord, le coût par
unité de temps de travail noté coutTemporel(d), ensuite le coût d'une opération d'un char-
gement à une usine de production noté coutChargement(d), puis symétriquement le coût
d'une opération de livraison noté coutLivraison(d) et enn le coût xe d'une pause prise par
le conducteur coutPause(d). Nous adaptons ces coûts et ces contraintes, si d est une paire de
conducteurs. Ensuite, les ressources peuvent être aussi du type tracteurs. Pour un tracteur
noté tr 2 TRACTEURS, nous connaissons son dépôt de rattachement noté base(tr) et son
ensemble de fenêtres de temps de disponibilité disponibilites(tr) (certains tracteurs peuvent
être parfois en panne ou en maintenance). remorques(tr) représente la liste des remorques
compatibles avec ce tracteur. Nous connaissons aussi pour chaque tracteur tr leur vitesse
tS (tr) et le coût par unité de distance parcourue coutDistance(tr). Enn, les remorques
sont les dernières ressources du triplet. Une remorque w 2 REMORQUES est dénie par
son dépôt de rattachement base(w), son ensemble de fenêtres de temps de disponibilité
disponibilites(w), sa capacité capacite(w) (c'est-à-dire la quantité maximale chargeable dans
le camion et donc livrable au client) et sa quantité initialement présente dans la remorque
au début de la période, notée quantiteInitiale(w).
Les sites. Les sites sont de trois types : base, client et usine. Une base b 2 BASES est
un site aecté à une ressource, utilisé comme point de départ et d'arrivée de toute tournée.
Un client c 2 CLIENTS est représenté par sa capacité de stockage capacite(c), c'est-à-
dire la quantité maximale livrable, son seuil de sécurité seuilSecurite(c) qui correspond à la
116 Annexes.
quantité minimale de produit qui doit être maintenue dans le stock pour éviter des coûts
d'assèchement, sa quantité initiale de produit dans le réservoir au début de la période no-
tée quantiteInitiale(c), ses prévisions de consommation previsions(c; h) pour chaque pas de
temps h, son ensemble de fenêtres de temps d'ouverture disponibilites(c), ses ensembles
de conducteurs conducteursAutorises(c) autorisés à entrer sur le site (de même l'ensemble
de tracteurs tracteursAutorises(c) et de remorques remorquesAutorises(c)), son temps xe
d'opération dureeOperation(c) pour réaliser une livraison et enn sa liste de commandes
commandes(c) passées par le client. Pour chaque client c, nous connaissons aussi les coûts
associés à chaque commande non traitée coutCommandesManquees(c) et ceux associés à
chaque pas de temps passé sous le seuil de sécurité coutAssechement(c). Un client peut
avoir une propriété supplémentaire : l'attribut premierApresSource(c) indique s'il doit ou
non être livré juste après une opération de chargement dans la tournée (utile pour garantir
la pureté d'un produit avant sa livraison). Une commande m est caractérisée par sa quan-
tité quantite(m) demandée par le client, sa plus petite dateMin(m) et plus grande date de
livraison dateMax (m) dénissant la fenêtre de temps pendant laquelle la livraison doit avoir
lieu. Une usine u 2 USINES est dénie de manière similaire à un client, sans les attri-
buts relatifs aux commandes et au niveau de sécurité : coutAssechement(u), commandes(u),
premierApresSource(u). Les consommations d'un client (resp. d'une usine de production)
sont représentées par des valeurs positives (resp. négatives).
Les matrices. Deux matrices sont fournies : distances(c1; c2) donne la distance entre deux
sites c1 et c2 . durees(c1; c2; k) correspond aux temps de transport entre deux sites c1 et
c2 utilisant un tracteur i avec l'indice tS (i) qui vaut l'index k . Les 2 matrices ne sont pas
symétriques, mais nous assumons qu'elles satisfont l'inégalité triangulaire. Des opérations de
vérication doivent être eectuées au début et à la n de chaque tournée, tout comme avant
et après chaque pause ; ces durées xes sont respectivement notées tpsAvant et tpsApres .
dureeOperation(c) est le temps de réalisation d'une activité de chargement ou de décharge-
ment au site c. Les dates de début et de n de la tournée s sont respectivement debut(s) et
n(s) alors que arrivee(c) et depart(c) correspondent aux dates d'arrivée et de départ d'un
site c pour une livraison ou un chargement.
Les données de sortie. Une solution à ce problème est un ensemble de tournées va-
lides. Une tourne s 2 TOURNEES est dénie par son triplet de ressources (son conduc-
teur conducteur(s), son tracteur tracteur(s) et sa remorque remorque(s)), la date de dé-
but debut(s) où elle quitte la base base(s), sa quantité initiale de produit présent dans
le camion quantiteRemDebut(s) au début de la tournée et quantiteRemFin(s) celle à la
n de la tournée, sa date de n n(s) où elle y revient et par son ensemble d'opérations
OPERATIONS(s) ordonnées chronologiquement, correspondant aux livraisons / charge-
ments eectués sur la tournée. Une opération o est dénie par sa tournée d'appartenance
tournee(o), son site où elle a lieu point(o), la commande m satisfaite s'il y en a une, son type
(chargement/livraison), la quantité livrée ou chargée quantite(o) (positive pour les livraison,
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négative pour les chargements), la commande satisfaite par cette opération (si il y en a une),
ses dates de début arrivee(o) et de n depart(o) (fenêtre de temps qui doit être inclue dans
une période d'ouverture du site) et sa liste de pauses pausesAvant(o) depuis l'opération
précédente. Chaque tournée contient une opération nale ctive permettant d'enregistrer la
liste des pauses entre le dernier site et la base. Une pause p est un intervalle de temps de
non-activité entre deux sites, dénie par sa date de début debut(p), sa date de n n(p), son
temps de conduite tpsConduiteAvant(p) depuis la dernière opération ou la dernière pause
(au cas où il y a plusieurs pauses entre deux sites). Si tpsConduiteAvant(p) = 0, cela si-
gnie que la pause est prise au site précédent. Les niveaux d'inventaire (pour les clients,
les usines et les remorques) peuvent être calculés à l'aide des quantités livrées ou chargées
dans les tournées. On note quantiteReservoir(i ; h) la quantité de produit du réservoir d'un
site i à un instant h et par quantiteRem(r ; o) la quantité de produit dans la remorque r
à la n de l'opération o. Si une opération o est la dernière d'une tournée s , on doit avoir
quantiteRemFin(s) = quantiteRem(r ; o). Toutes les données d'entrée / sortie relatives au
volume sont entières.
Temps de travail et de conduite. Pour des raisons de sécurité et pour respecter la loi,
les conducteurs ne peuvent pas travailler plus d'une certaine durée sans faire une pause
obligatoire. Plus précisément, une durée maximale de conduite dureeMaxConduite(d) et
une durée maximale de conduite dureeMaxConduite(d) sont dénies pour chaque conduc-
teur (dépendant du pays, ces durées sont généralement comprises entre 10 et 15 heures).
Pour chaque conducteur d , tpsConduiteCumule(d ; t) au temps t correspond au temps de
conduite cumulé depuis la n de la dernière pause ou depuis le début de la tournée. En même
temps, tpsTravailCumule(d; t) correspond au temps écoulé depuis la n de la dernière pause
ou le début de la tournée. À tout instant t de la tournée, tpsConduiteCumule(d; t) (resp.
tpsTravailCumule(d)) ne peut pas dépasser dureeMaxConduite(d) (resp. dureeMaxConduite(d)).
Des opérations de vérication doivent être eectuées au début et à la n de chaque tour-
née, tout comme avant et après chaque pause ; ces durées xes sont notées respectivement
tpsAvant et tpsApres . Tout comme les opérations, ces tâches ne peuvent pas être interrom-
pues pour une pause. Le schéma 4.2 donne deux représentations graphiques d'une tournée
avec ces durées. durees(a; b) correspond au temps nécessaire pour se déplacer du point a au
point b, tpsAvant et tpsApres sont les temps de traitement avant et après chaque pause,
Le coût des tournées n'est pas proportionnel aux durées de travail et aux distances
parcourues. Divers coûts xes doivent être comptabilisés. En particulier, coutChargement(d)
and coutLivraison(d) sont dénis pour chaque conducteur d , représentant respectivement les
coûts xes de chargement et de livraison. Un coût xe est aussi ajouté à chaque fois qu'une
pause est prise.
Enn, le dernier jeu de contraintes concerne les commandes. Une commande est considé-
rée comme satisfaite si une opération o est planiée en satisfaisant quantite(o)  quantite(r)
et arrivee(o) 2 [dateMin(r); dateMax (r)[, avec arrivee(o) la date de début de l'opération
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o, dateMin(r) (resp. dateMax (r)) la date minimale (resp. maximale) à laquelle la commande
doit être satisfaite.
6.2.2 Contraintes
Les contraintes de routage. Sont listées ici les contraintes concernant les ressources de
la tournée, appelées contraintes de routage. Les trois ressources (conducteur, tracteur et
remorque) aectées à la tournée doivent être localisées à la base d'une tournée. La remorque
w de la tournée doit appartenir à l'ensemble des remorques autorisées remorques(tr) par le
tracteur tr qui lui même doit faire partie de l'ensemble des tracteurs autorisés tracteurs(d)
par le conducteurs d . L'intervalle [debut(s); n(s)[ induit par toute tournée s doit être inclus
dans un intervalle de disponibilité pour chaque ressource aectée à s . Enn, les tournées
réalisées par une ressource ne peuvent pas se chevaucher dans le temps (c'est-à-dire, les
intervalles de temps induits par les tournées sont disjoints deux à deux). On retrouve des
contraintes spéciques aux conducteurs. Pour tout conducteur d , deux tournées s1 et s2
successives aectées à d doivent être séparées d'une durée d'au moins dureePauseMin(d).
On a donc :
8 d 2 CONDUCTEURS; 8 s1; s2 2 TOURNEES(d);
debut(s2)  fin(s1) + dureePauseMin(d) _ debut(s1)  fin(s2) + dureePauseMin(d)
De plus, deux tournées s1 et s2 successives aectées à d ne peuvent pas se chevaucher :
8 d 2 CONDUCTEURS; 8 s1; s2 2 TOURNEES(d);
debut(s2)  fin(s1) + dureePauseMin(d) _
debut(s1)  fin(s2) + dureePauseMin(d)
La durée de la tournée d'un conducteur d ne peut pas dépasser l'amplitude maximale
amplitudeMax (d) :
8 s 2 TOURNEES; fin(s)   debut(s)  amplitudeMax (d)
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Pour chaque tournée s et chaque opération o (y compris les opérations initiales et nales
de chaque tournée), la durée totale de conduite cumulée est soit celle depuis le site précédent
plus le temps de trajet depuis ce point, soit le temps de trajet depuis la dernière pause si cette
pause a été prise depuis la visite du dernier site. (precDansTour(o) représente l'opération
précédent l'opération o dans la tournée).
begin
8 s 2 TOURNEES; 8 o 2 OPERATIONS(s); ;
if PAUSESAV ANT (o) = 0 then
tpsConduiteCumule(o) = tpsConduiteCumule(precDansTour(o)) + tpsTrajet(o; s)
else
tpsConduiteCumule(o) = tpsTrajet(o; s) 
X
l 2
PAUSESAVANT(o)
tpsConduiteAvant(l)
Comme tpsConduiteCumule(o) doit être non-négatif, la contrainte ci-dessus xe une
borne supérieure sur la somme des tpsConduiteAvant(l). De plus, pour chaque opération,
le temps cumulé de conduite avant une opération ne doit pas excéder le temps de conduite
maximum autorisé :
8 s 2 TOURNEES; 8 o 2 OPERATIONS(s);
0  tpsConduiteCumule(o)  dureeMaxConduite(CONDUCTEURS(s))
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Pour la première pause avant une opération o, le temps de conduite depuis le dernier
point additionné au temps de conduite avant cette pause ne peut pas excéder le temps
maximal de conduite autorisé. Pour les autres pauses avant o, le temps de conduite ne peut
pas excéder la durée maximale de conduite autorisée :
begin
8 s 2 TOURNEES; 8 o 2 OPERATIONS(s); 8 l 2 LayoversBefore(o); ;
if l = premier(pausesAvant(o)) then
tpsConduiteCumule(precDansTour(o)) + tpsConduiteAvant(l)
 dureeMaxConduite(CONDUCTEURS(s));
else
tpsConduiteAvant(l)  dureeMaxConduite(CONDUCTEURS(s));
Pour chaque opération o, on dénit la variable nDernierePause(o) comme étant la n
soit de la dernière pause avant cette opération, soit de celle du dernier point :
begin
8 s 2 TOURNEES; 8 o 2 OPERATIONS(s) S final(s);
if pausesAvant(o) = 0 then
finDernierePause(o) = finDernierePause(precDansTour(o));
else finDernierePause(o) = fin(derniere(pausesAvant(o)));
Ainsi, pour chaque opération o, le temps écoulé depuis la n de la dernière pause jusqu'au
début de l'opération o ne doit pas dépasser le temps de travail maximal autorisé :
8 s 2 TOURNEES; 8 o 2 OPERATIONS(s);
depart(o)   finDernierePause(o)  dureeMaxConduite(CONDUCTEURS(s))
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De même, pour chaque pause avant une opération o, le temps écoulé depuis la n de la
dernière pause jusqu'au début de cette pause ne peut pas dépasser ni le temps de travail
maximal autorisé et ni la durée minimale de travail avant de prendre une pause :
begin
8 s 2 TOURNEES; 8 o 2 OPERATIONS(s); 8 l 2 pausesAvant(o);
if l = premier(pausesAvant(o)) then
dureeMinTravailAvantPause 
debut(l)   finDernierePause(precDansTour(o)) 
dureeMaxConduite(CONDUCTEURS(s));
else
dureeTravailMinAvantPause 
debut(l)   fin(precedent(l; PAUSESAV ANT (o)) 
dureeMaxConduite(CONDUCTEURS(s)));
La durée minimale d'une pause est dureePauseMin.
8 s 2 TOURNEES; 8 o 2 OPERATIONS(s); 8 l 2 pausesAvant(o);
fin(l)  debut(l)  dureePauseMin(conducteur(s))
Pour chaque pause avant une opération o, le temps écoulé depuis la n de la dernière
pause (ou depuis le début du dernier point) jusqu'au début de la pause ne peut pas être plus
petit que le temps de conduite requis pour ce trajet (plus un temps de traitement avant et
après, quand on n'est pas à la base) :
A noter que si un conducteur représente en réalité une paire de conducteurs, alors les
règles de conduite / travail ne s'appliquent pas identiquement. Par exemple, pour une paire de
conducteurs qui seraient chacun sujet aux règles 11=14=10 heures, on aura dureeMaxConduite(d)
= dureeMaxConduite(d) = amplitudeMax (d) car nous considérons que les deux conducteurs
alternent leur période de conduite / travail (le second conducteur travaille quand le premier
conducteur s'arrête, et vice versa). Par contre, la durée des tournées doit rester contrainte
par le paramètre amplitudeMax (d).
Les contraintes de remorques. Une première contrainte sur les remorques est d'éviter
les chevauchements de tournées. Ainsi, pour chaque remorque, si on considère deux tournées
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begin
8 s 2 TOURNEES; 8 o 2 OPERATIONS(s); 8 l 2 pausesAvant(o);
if l = premier(pausesAvant(o)) then
debut(l)   depart(point(precDansTour(o)))  tpsConduiteAvant(l) + tpsApres;
else
debut(l)   fin(precedent(l; pausesAvant(o)))  tpsConduiteAvant(l)
+ tpsApres + tpsAvant;
8 s 2 TOURNEES; 8 l 2 pausesAvant(initial(s));
if l = premier(pausesAvant(o)) then
debut(l)   depart(point(precDansTour(o)))  tpsConduiteAvant(l);
else
debut(l)   fin(precedent(l; pausesAvant(o)))  tpsConduiteAvant(l);
r1 et r2 réalisées par cette remorque, soit r1 nit avant le début de r2 ou r2 nit avant le
début de r1 :
8 r 2 REMORQUES; 8 s1; s2 2 TOURNEES(r);
debut(s2)  fin(s1) _ debut(s1)  fin(s2)
Pour chaque tournée r , l'intervalle complet [debut(r); n(r)] doit correspondre à une
des fenêtres de temps de la remorque :
8 s 2 TOURNEES; 9 tw 2 disponibilites(remorque(s));
debut(s)  debut(tw) _ fin(tw)  fin(s)
Pour chaque tournée r , la remorque aectée doit être compatible et appartenir à la liste
des remorques autorisées à être tractées par le tracteur :
8 s 2 TOURNEES; remorque(s) 2 remorques(tracteur(s))
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Les contraintes de tracteurs. De même que pour les remorques, une première contrainte
sur les tracteurs est d'éviter les chevauchements de tournées. Ainsi, pour chaque tracteur, si
on considère deux tournées r1 et r2 réalisées par ce tracteur, soit r1 nit avant le début de
r2 ou r2 nit avant le début de r1 :
8 tr 2 TRACTEURS; 8 s1; s2 2 tours(tr);
debut(s2)  fin(s1) _ debut(s1)  fin(s2)
Pour chaque tournée r , l'intervalle complet [debut(r); n(r)] doit correspondre à une
des fenêtres de temps du tracteur.
8 s 2 TOURNEES; 9 tw 2 disponibilites(tracteur(s));
debut(s)  debut(tw) _ fin(tw)  fin(s)
Pour chaque tournée r , le tracteur aecté doit être compatible et appartenir à la liste
des tracteurs autorisés à être conduits par le conducteur conducteur(r) :
8 s 2 TOURNEES; tracteur(s) 2 TRACTEURS(conducteur(s))
Les contraintes de gestion des stocks. En plus de ces contraintes de ressources, le
problème nécessite de satisfaire les contraintes d'inventaires. Les niveaux d'inventaires pour
chaque client, usine et remorque sont calculables à partir des quantités livrées ou chargées.
Bien évidement, ces inventaires doivent rester à tout pas de temps positifs et inférieurs à la
capacité du stockage :
8 p 2 SOURCES; 8 h 2 [0; H   1]; 0  quantiteReservoir(p; h)  capacite(p)
8 c 2 CLIENTS; 8 h 2 [0; H   1]; 0  quantiteReservoir(c; h)  capacite(c)
Pour chaque source p, la quantité présente quantiteReservoir(p; h) à chaque pas de temps
h dans le réservoir est égale à la quantité dans le réservoir au pas de temps h   1 , plus la
production prévue pour le pas de temps h, moins l'ensemble des chargements qui ont eu
lieu pendant le pas de temps h (avec previsions(p; h) et quantite(o) qui sont négatives
pour les sources). Les équations basiques d'inventaire dynamique pour les sources (avec
quantiteReservoir(p; h)  0 ) s'écrivent donc :
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8 p 2 SOURCES
quantiteReservoir(p;  1) = quantiteInitiale(p)
8 h 2 [0; H   1]; quantiteReservoir(p; h) = min(dyn; capacite(p))
avec : dyn = quantiteReservoir(p; h 1)  previsions(p; h) +
X
o OPERATIONS(p; h)
quantite(o)
Si dyn excède la capacité du réservoir, cela signie qu'il y a dépassement de la source.
Cela n'est pas pénalisé dans la fonction objectif, mais ce dépassement pourrait y être intégré.
Symétriquement pour chaque client c, on a donc (avec quantiteReservoir(c; h)  capacite(c)) :
8 c 2 CLIENTS
quantiteReservoir(c;  1) = quantiteInitiale(c)
8 h 2 [0; H   1]; quantiteReservoir(c; h) = max(dyn; 0)
avec : dyn = quantiteReservoir(c; h 1)  previsions(c; h) +
X
o OPERATIONS(c; h)
quantite(o)
Si dyn est sous 0, cela signie que le client est en assèchement. On pénalise cela dans la
fonction objectif à l'aide d'un coût d'assèchement payé lorsque :
quantiteReservoir(c; h) < niveauSecurite(c)
Les contraintes des tournées. En plus de ces contraintes portant sur les ressources et
les volumes, on retrouve ici des contraintes associées à la construction même des tournées.
Tout d'abord, on retrouve des contraintes sur les dates. On distingue la date de départ de
la date de début de tournée, le départ devant avoir lieu après un temps de préparation :
8 s 2 TOURNEES; 8 v 2 VOYAGES(s); 8 o 2 OPERATIONS(v); depart(s)  debut(s) + tpsAvant
De même, un temps de traitement doit être prévu en n de tournée an d'assurer que le
conducteur dispose d'un temps susant pour clôturer sa journée :
8 s 2 TOURNEES; 8 v 2 VOYAGES(s); 8 o 2 OPERATIONS(v); f in(s)  arrivee(s) + tpsApres
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Ensuite, à chaque point visité, il faut s'assurer qu'on a bien respecté le temps de conduite
depuis le dernier point. On utilise ici des inégalités an d'autoriser du temps d'attente entre
la n d'un voyage et la date d'arrivée à un point, ce dernier matérialisant la date d'entrée
sur le site (qui peut être mise en attente à cause des horaires d'ouvertures) :
8 s 2 TOURNEES; 8 v 2 VOYAGES(s); 8 o 2 OPERATIONS(v)
arrivee(o)  depart(tourneePrec(o)) + tpsTrajet(o; v)
arrivee(v)  depart(derniere(OPERATIONS(v))
+ durees[point(derniere(OPERATIONS(v))); base(s)]
Tout chargement ou déchargement à un même site prend un temps constant, quelque
soit le voyage v :
8 s 2 TOURNEES; 8 v 2 VOYAGES(s); 8 o 2 OPERATIONS(v);
depart(o) = arrivee(o) + dureeOperation(point(o))
Les opérations de chargement et de déchargement doivent être eectuées pendant les
horaires d'ouverture des sources et des clients, respectivement. Ainsi, pour toutes les opé-
rations, l'intervalle [arrivee(o); depart(o)] doit être totalement inclus dans une des fenêtres
de temps d'ouverture du site :
8 o 2 OPERATIONS(s); tw 2 disponibilites(point(o));
arrivee(o)  debut(tw)  fin(tw)  depart(o)
Les opérations de chargement et de déchargement requièrent que le site soit accessible à
ce conducteur, à ce tracteur et à cette remorque :
8 s 2 TOURNEES; 8 v 2 VOYAGES(s); 8 o 2 OPERATIONS(v)
conducteur(s) 2 conducteursAutorises(point(o))
tracteur(s) 2 tracteursAutorises(point(o))
remorque(s) 2 remorquesAutorisees(point(o))
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La quantité contenue après chaque opération dans la remorque ne peut pas être négative
ou excéder la capacité de la remorque :
8 s 2 TOURNEES; 8 v 2 VOYAGES(s); 8 o 2 OPERATIONS(v)  final(s);
quantiteRem(o) = quantiteRem(remorque(s); s; tourneePrec(o))
  quantite(o)
quantiteRem(o)  0
quantiteRem(o) < capacite(remorque(s))
La quantité initiale contenue dans la remorque pour une tournée est la quantité nale de
la tournée précédente de cette remorque :
begin
8 s 2 TOURNEES,
if r = premier(TOURNEES(remorque(s))) then
quantiteRemDebut(s) = quantiteInitiale(remorque(s));
else
quantiteRemDebut(s) = quantiteRemFin(precedent(s; tours(remorque(s))));
On dénit donc quantiteRemFin(s) comme la quantité nale restant dans la remorque
de la tournée s . Certains clients nécessitent de se faire livrer juste après le chargement à une
source. Pour toutes ces livraisons, on sait que l'opération précédente (si elle existe) doit être
un chargement. Autrement si la livraison est la première opération de la tournée, la dernière
opération de la tournée précédente à cette tournée doit être un chargement.
8 s 2 TOURNEES; 8 v 2 VOYAGES(s); 8 o 2 OPERATIONS(v)
(premierApresSource( point(o) ) = 0 )
_ ( point (tourneePrec(o) ) 2 SOURCES )
_ (o = premier(OPERATIONS(s))
_ (premier(TOURNEES(remorque(r)) 6= r ^
derniere(OPERATIONS(precedent(r; tours(remorque(r)))) 2 SOURCES)
_ (premier(TOURNEES(remorque(r)) = r ^ JusteCharge(remorque(r)) = true))
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Pour chaque source, les quantités chargées doivent être positives et pour chaque client,
les quantités livrées doivent être aussi positives :
8 p 2 CLIENTS; 8 h 2 [0; H   1]; 8 o 2 OPERATIONS(p; h) quantite(o)  0
8 p 2 SOURCES; 8 h 2 [0; H   1]; 8 o 2 OPERATIONS(p; h) quantite(o)  0
Pour chaque opération de livraison o d'une tournée s , la quantité chargée / livrée doit
être plus grande qu'une quantité minimale connue :
8 s 2 TOURNEES; 8 o 2 OPERATIONS(s);
jquantite(o)j  quantiteMinOperation(point(o))
La quantité dans la remorque lorsqu'on arrive à un client doit excéder une quantité donnée
an d'assurer une distribution optimale. Nous rappelons que la quantité quantiteRem(r ; o)
fait référence à la quantité de produit présente dans la remorque r après la livraison o :
8 s 2 TOURNEES; 8 o 2 op 2 OPERATIONS(s) ; point(op) 2 CLIENTS
if (o 6= premier(OPERATIONS(s)) then
quantiteRem(tourneePrec(o))  quantiteMinRemorque(remorque(s))
else quantiteRemDebut(s)  quantiteMinRemorque(remorque(s))
En plus de ces contraintes volumétriques entre tournées, on retrouve des contraintes rela-
tives à l'accrochage et au décrochage de la remorque au tracteur. Pour chaque tournée r , si le
précédent tracteur de la remorque dière du tracteur de leur tournée ou si la remorque précé-
dente du tracteur dière de la remorque de la tournée, alors on active le booléen accroche(r)
que l'on xe à vrai .
8 s 2 TOURNEES; accroche(s) = (precedentTracteur(remorque(s)) 6= tracteur(s)
_ precedenteRemorque(tracteur(s)) 6= remorque(s))
Pour chaque livraison, la dernière source visitée par une remorque doit être approuvée
par le client livré, quelque soit la tournée s :
8 s 2 TOURNEES; 8 o 2 op 2 OPERATIONS(s) ; point(op) 2 CLIENTS;
((sourcesApprouvees(point(o)) = ;) _ (point(precedentChargement(o))
2 sourcesApprouvees(point(o)))
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Enn, la base de chaque tournée s correspond à la base du conducteur conducteur(s), à
la base du tracteur tracteur(s) et à la base de la remorque remorque(s).
8 s 2 TOURNEES;
base(s) = base(conducteur(s)) = base(remorque(s)) = base(tracteur(s))
Les contraintes des voyages (ensembles de tournées). Une tournée s pourra être
constituée de plusieurs voyages v 2 VOYAGES (s), correspondant à un trajet base !
clients / sources ! base. Pour chaque voyage v et opération o (incluant les opérations
initiale et nale de chaque tournée), l'arrivée à un point d'opération ne peut pas avoir lieu
plus tôt qu'après avoir réalisé le temps de conduite depuis la dernière pause (plus le temps
de traitement après quand on n'est pas à la base) :
8 s 2 TOURNEES; 8 v 2 VOYAGES(s); 8 o 2 OPERATIONS(v);
Arrival(o)  finDernierePause(o) + tpsAvant + tpsConduiteCumule(o)
et
Arrival(initial(v)) )  finDernierePause(initial(v))
Enn, pour chaque voyage v , l'intervalle complet [debut(v); n(v)] doit correspondre à
une des fenêtres de temps des conducteurs :
8 s 2 TOURNEES; 8 v 2 VOYAGES(s);
9 tw 2 disponibilites(CONDUCTEURS(s));
debut(v)  debut(tw) ^ fin(tw)  fin(v)
^ (tw \ HeureDebut(conducteur(s)) = 0
_ 9 st 2 (tw \ HeureDebut(conducteur(s));
j debut(v)   st j  tpsAvantDemarrage(base(conducteur(s))))
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Pour chaque voyage v d'une tournée s , la base et le conducteur doivent être les mêmes :
8 s 2 TOURNEES; 8 v 2 VOYAGES(s);
(base(s) = base(v)) ^ (conducteur(s) = conducteur(v))
La fenêtre de temps d'un voyage est l'enveloppe des fenêtres de temps de ses tour-
nées. Tous les voyages v d'une tournée s doivent être inclus dans les fenêtres de temps
[debut(s); n(s)] :
8 s 2 TOURNEES; debut(s) = min debut(v); v in VOYAGES(s)
8 s 2 TOURNEES; f in(s) = max fin(v); v in VOYAGES(s)
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6.3 Annexe 3 : Résultats numériques de l'IRP
données clients usines dépots cond. tract. rem. commandes
A01 80 2 2 20 10 20 0
A02 108 1 1 35 18 35 0
A03 132 1 1 20 17 15 0
A04 130 2 1 17 10 20 0
A05 125 2 1 20 18 20 0
A06 46 1 2 50 50 50 0
A07 80 2 2 20 10 20 0
A08 75 1 1 10 10 10 0
A09 150 2 1 20 20 20 0
A10 250 5 1 30 30 30 0
A11 500 4 2 50 20 50 0
A12 108 1 1 35 18 32 0
A13 100 1 1 35 35 35 0
A14 70 1 1 50 5 10 0
A15 132 1 1 20 17 15 0
A16 130 2 1 17 10 20 0
A17 135 3 1 20 18 20 0
Table 6.1  Benchmarks A sur le court terme : caractéristiques et résultats de l'algorithme
glouton.
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données clients usines dépots cond. tract. rem. commandes
B01 500 4 2 50 40 50 0
B02 200 1 1 13 9 12 0
B03 100 1 1 35 35 35 0
B04 70 1 1 10 5 10 0
B05 135 3 1 20 18 20 0
B06 50 1 1 5 5 5 0
B07 200 1 1 13 9 12 0
B08 100 2 1 20 15 15 0
B09 124 2 1 20 18 20 0
B10 99 3 2 20 14 30 0
B11 75 1 1 10 10 10 0
B12 75 1 1 10 10 10 0
B13 75 1 1 10 10 10 0
B14 75 1 1 10 10 10 0
B15 198 3 1 10 10 8 0
B16 198 3 1 10 10 8 0
B17 198 3 1 10 10 8 0
B18 198 3 1 10 10 8 0
B19 50 1 1 5 5 5 0
B20 50 1 1 10 10 10 0
B21 50 1 1 5 5 5 0
B22 50 1 1 5 5 5 0
B23 50 1 1 5 5 5 0
B24 50 1 1 5 5 5 0
B25 50 1 1 5 5 5 0
B26 20 1 1 1 1 1 0
B27 99 3 1 20 20 20 0
B28 500 1 3 60 60 60 0
B29 500 1 3 60 60 60 0
B30 783 16 4 78 49 42 0
B31 1500 50 50 100 100 100 0
Table 6.2  Benchmarks sur le court terme : caractéristiques et résultats de l'algorithme
glouton.
données clients usines dépots cond. tract. rem. commandes
C01 75 6 1 35 21 3 9
C02 75 6 1 34 21 3 4
C03 75 6 1 35 21 5 9
C04 75 6 1 35 21 5 2
C05 75 6 1 35 21 5 6
C06 75 6 1 35 21 5 6
C07 122 1 1 6 6 6 10
C08 122 1 1 6 6 6 15
C09 175 8 1 35 21 12 20
C10 175 8 1 31 21 12 28
C11 215 1 5 18 15 34 25
C12 272 17 9 57 27 27 616
C13 100 1 1 50 50 50 41
Table 6.3  Benchmarks sur le court terme : caractéristiques et résultats de l'algorithme
glouton.
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données SOmin RLmin
A01 0 0,014630
A02 0 0,009551
A03 0 0,013192
A04 0 0,039239
A05 0 0,043731
A06 0 0,031722
A07 0 0,015470
A08 0 0,194255
A09 0 0,194276
A10 0 0,147122
A11 0 0,032681
A12 0 0,010978
A13 0 0,013444
A14 0 0,016950
A15 0 0,009364
A16 0 0,048491
A17 0 0,032739
données MO SO SC DQ RL
A01 - 0 57178 2317462 0,024673
A02 - 0 64472 3534883 0,018239
A03 - 0 77651 3531172 0,021990
A04 - 0 202829 2951746 0,068715
A05 - 0 199190 2173870 0,091629
A06 - 0 172410 1095217 0,157421
A07 - 0 45092 1602654 0,028136
A08 - 0 307783 875106 0,351710
A09 - 0 788566 2100705 0,375382
A10 - 0 1310183 3758893 0,348556
A11 - 0 595733 9410181 0,063307
A12 - 0 89696 5020209 0,017867
A13 - 0 64197 2429315 0,026426
A14 - 0 41885 1468461 0,028523
A15 - 0 54049 2945628 0,018349
A16 - 0 376060 3070358 0,122481
A17 - 0 334667 3247942 0,103040
Table 6.4  Benchmarks sur le court terme A : bornes inférieures (gauche) et résultats de
l'algorithme glouton (droite).
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données SOmin RLmin
B01 45 0,006406
B02 0 0,012301
B03 16 0,009767
B04 10 0,006043
B05 21 0,040597
B06 7 0,014001
B07 0 0,009816
B08 297 0,050168
B09 7 0,047395
B10 3 0,028094
B11 0 0,157607
B12 0 0,159432
B13 12 0,159432
B14 26 0,159362
B15 0 0,060412
B16 0 0,061183
B17 0 0,060412
B18 0 0,061692
B19 278 0,006026
B20 23 0,196649
B21 0 0,036080
B22 0 4,302140
B23 0 0,036080
B24 0 0,036080
B25 0 2,895112
B26 4 0,022161
B27 0 0,078626
B28 37 0,013677
B29 37 0,013677
B30 968 0,004329
B31 47 0,057477
données MO SO SC DQ RL
B01 - 51 196307 13909999 0,014113
B02 - 196 131242 3905673 0,033603
B03 - 16 160038 13809196 0,011589
B04 - 10 23082 1379000 0,016738
B05 - 25 291179 3583893 0,081247
B06 - 10 16638 509922 0,032629
B07 - 58 84933 3565791 0,023819
B08 - 8312 475665 5595653 0,085006
B09 - 55 362308 3227554 0,112255
B10 -  3 117994 1361526 0,086663
B11 - 3 293817 742473 0,395728
B12 - 7 237479 588415 0,403590
B13 - 12 277024 586285 0,472508
B14 - 69 315868 769653 0,410404
B15 - 7600 471325 1619909 0,290958
B16 - 4356 505750 2322558 0,217756
B17 - 8802 405570 1213195 0,334299
B18 - 9458 418735 1315944 0,318201
B19 - 6971 10822 46100 0,234751
B20 - 1244 292095 685681 0,425993
B21 - 262 55080 631287 0,087250
B22 - 262 6557325 609803 10,753186
B23 - 357 60865 612436 0,099382
B24 - 258 98020 605441 0,161899
B25 - 265 3723050 572758 6,500215
B26 - 1088 23470 328763 0,071389
B27 - 927 529644 1038549 0,509985
B28 - 46322 155168 1986943 0,078094
B29 - 46298 149518 1986944 0,075250
B30 - 74094 124298 9880399 0,012580
B31 - 47 4206864 33035582 0,127343
Table 6.5  Benchmarks sur le court terme B : bornes inférieures (gauche) et résultats de
l'algorithme glouton (droite).
134 Annexes.
données SOmin RLmin
C01 57 0,445947
C02 57 0,411399
C03 0 0,038796
C04 37 0,027532
C05 0 0,041293
C06 0 0,042624
C07 0 0,024255
C08 140 0,023984
C09 13 0,217204
C10 13 0,223018
C11 0 0,005883
C12 0 0,900584
C13 0 0,035972
données MO SO SC DQ RL
C01 6 2698 414736 379165 1,093814
C02 3 819 258656 251252 1,029469
C03 0 309 25570 240408 0,106362
C04 0 37 1464 17827 0,082148
C05 0 31 30147 244708 0,123194
C06 0 41 22566 225504 0,100069
C07 0 1789 366799 214009 1,713942
C08 0 5271 281550 205571 1,369601
C09 0 1290 1043204 1972743 0,528809
C10 3 4085 1496640 2488223 0,601490
C11 1 10449 24271 1317292 0,018425
C12 95 14 3226530 2036466 1,584377
C13 4 5318 221965 3610200 0,061483
Table 6.6  Benchmarks sur le court terme C : bornes inférieures (gauche) et résultats de
l'algorithme glouton (droite).
données nb tournee nb oper oper. moy liv. moy charg. moy pauses moy dist. moy dur. moy
A01 98 433 2,4 1,4 1,1 0,2 179 316
A02 76 481 4,3 2,4 1,9 0,6 254 540
A03 86 573 4,7 2,5 2,1 0,0 273 415
A04 46 370 6,0 3,3 2,8 0,1 501 598
A05 51 335 4,6 2,6 2,0 0,1 417 549
A06 87 413 2,7 2,2 0,6 0,2 929 857
A07 61 316 3,2 1,8 1,4 0,0 227 381
A08 25 159 4,4 2,2 2,1 0,2 493 651
A09 47 341 5,3 2,8 2,4 0,3 699 920
A10 70 626 6,9 3,8 3,2 0,5 933 1332
A11 116 1183 8,2 4,5 3,7 0,2 545 776
A12 69 632 7,2 3,8 3,4 0,0 391 581
A13 66 451 4,8 3,0 1,8 0,0 430 542
A14 53 273 3,2 1,7 1,5 0,0 244 362
A15 109 570 3,2 1,8 1,5 0,0 146 272
A16 54 433 6,0 3,4 2,6 0,6 810 1300
A17 52 463 6,9 3,8 3,1 0,5 720 1113
Table 6.7  Benchmarks sur le court terme A : résultats de l'algorithme glouton (statistiques
sur les tournées).
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données nb tournee nb oper oper. moy liv. moy charg. moy pauses moy dist. moy dur. moy
B01 335 2084 4,2 2,3 1,9 0,7 167 644
B02 125 780 4,2 2,4 1,8 0,6 321 594
B03 112 1839 14,4 7,5 6,9 0,0 550 864
B04 48 246 3,1 1,7 1,4 0,0 141 259
B05 65 500 5,7 3,2 2,5 0,1 482 699
B06 23 105 2,6 1,4 1,1 0,0 225 312
B07 49 588 10,0 5,7 4,3 0,2 517 834
B08 151 958 4,3 2,3 2,0 0,0 245 380
B09 52 446 6,6 3,7 2,8 0,6 788 1312
B10 46 226 2,9 2,0 0,9 0,1 400 475
B11 24 149 4,2 2,2 2,0 0,2 453 704
B12 22 127 3,8 2,0 1,8 0,1 425 574
B13 24 133 3,5 2,0 1,6 0,2 407 695
B14 29 175 4,0 2,3 1,7 0,3 398 770
B15 76 357 2,7 1,5 1,2 0,3 587 810
B16 79 446 3,6 1,9 1,7 0,3 602 817
B17 63 284 2,5 1,4 1,1 0,3 617 824
B18 78 313 2,0 1,1 1,0 0,2 498 729
B19 16 64 2,0 1,0 1,0 0,2 182 586
B20 65 691 8,6 4,3 4,3 0,4 239 925
B21 15 109 5,3 2,9 2,3 0,3 259 713
B22 12 97 6,1 3,4 2,7 0,4 319 887
B23 16 114 5,1 2,8 2,3 0,3 254 639
B24 16 108 4,8 2,6 2,2 0,4 238 802
B25 15 101 4,7 2,7 2,1 0,4 245 884
B26 18 71 1,9 1,0 0,9 0,1 36 254
B27 75 351 2,7 1,9 0,8 0,8 400 1849
B28 63 207 1,3 1,3 0,0 0,0 398 458
B29 62 206 1,3 1,3 0,0 0,0 389 408
B30 307 1184 1,9 1,0 0,8 0,0 197 417
B31 360 3975 9,0 5,8 3,3 0,1 474 566
Table 6.8  Benchmarks sur le court terme B : résultats de l'algorithme glouton (statistiques
sur les tournées).
données nb tournee nb oper oper. moy liv. moy charg. moy pauses moy dist. moy dur. moy
C01 28 112 2,0 1,1 0,9 0,3 452 833
C02 20 77 1,9 1,1 0,8 0,2 387 696
C03 20 78 1,9 1,2 0,8 0,2 379 705
C04 2 8 1,5 1,5 0,0 0,5 196 1847
C05 14 75 2,7 1,7 1,0 0,7 638 1356
C06 13 55 2,2 1,4 0,8 0,5 517 1078
C07 63 252 2,0 1,0 1,0 0,2 260 577
C08 51 204 2,0 1,0 1,0 0,3 254 639
C09 84 406 2,8 1,6 1,2 0,2 298 683
C10 106 524 2,9 1,7 1,2 0,2 364 786
C11 58 279 2,8 1,8 1,0 0,0 348 568
C12 252 1355 3,4 2,1 1,3 0,0 150 645
C13 70 450 4,4 2,6 1,8 0,0 321 433
Table 6.9  Benchmarks sur le court terme C : résultats de l'algorithme glouton (statistiques
sur les tournées).
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données MO SO SC DQ RL gain GC gain RL
A01 - 0 61347 3140722 0,019533 20,8% 20,8%
A02 - 0 67627 5389262 0,012548 31,2% 31,2%
A03 - 0 75443 4617278 0,016339 25,7% 25,7%
A04 - 0 214050 4255173 0,050303 26,8% 26,8%
A05 - 0 187720 3130162 0,059971 34,5% 34,5%
A06 - 0 184128 1634342 0,112662 28,4% 28,4%
A07 - 0 49354 2357186 0,020938 25,6% 25,6%
A08 - 0 338629 1582160 0,214029 39,1% 39,1%
A09 - 0 981784 3666094 0,267801 28,7% 28,7%
A10 - 0 1600926 6656780 0,240496 31,0% 31,0%
A11 - 0 729420 15765833 0,046266 26,9% 26,9%
A12 - 0 93166 7084289 0,013151 26,4% 26,4%
A13 - 0 61572 3012796 0,020437 22,7% 22,7%
A14 - 0 37755 1963049 0,019233 32,6% 32,6%
A15 - 0 47438 3824474 0,012404 32,4% 32,4%
A16 - 0 376239 4398543 0,085537 30,2% 30,2%
A17 - 0 356575 5135668 0,069431 32,6% 32,6%
Table 6.10  Benchmarks sur le court terme A : résultats LS-RL (statistiques sur les coûts).
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données MO SO SC DQ RL gain GC gain RL
B01 - 48 208995 17147972 0,012188 5,9% 13,6%
B02 - 69 132251 4654644 0,028413 64,7% 15,4%
B03 - 16 169664 15643641 0,010846 0,0% 6,4%
B04 - 10 17700 1853051 0,009552 0,7% 42,9%
B05 - 21 353487 5243479 0,067415 16,0% 17,0%
B06 - 10 14348 958772 0,014965 13,3% 54,1%
B07 - 0 93094 5720379 0,016274 97,3% 31,7%
B08 - 1152 690985 9136192 0,075632 86,1% 11,0%
B09 -  7 390235 4661929 0,083707 76,8% 25,4%
B10 -  3 120401 2367933 0,050846 30,7% 41,3%
B11 - 3 293645 1392672 0,210850 43,4% 46,7%
B12 - 7 245273 1217519 0,201453 42,7% 50,1%
B13 - 12 264905 1300288 0,203728 45,4% 56,9%
B14 - 26 346686 1592901 0,217645 56,6% 47,0%
B15 - 1378 557875 4586864 0,121624 81,8% 58,2%
B16 - 834 535275 4374700 0,122357 80,7% 43,8%
B17 - 1537 580345 4607614 0,125953 82,5% 62,3%
B18 - 2580 522365 3664172 0,142560 72,7% 55,2%
B19 - 6472 6773 46400 0,145970 7,2% 37,8%
B20 - 374 392495 1872138 0,209651 69,9% 50,8%
B21 - 0 47685 1131970 0,042126 100,0% 51,7%
B22 - 0 6438345 1157627 5,561675 84,9% 48,3%
B23 - 0 52320 1139022 0,045934 99,9% 53,8%
B24 - 0 126960 1204818 0,105377 99,6% 34,9%
B25 - 0 3197695 1078086 2,966085 91,0% 54,4%
B26 - 137 24405 816473 0,029891 87,2% 58,1%
B27 - 0 545077 1506760 0,361754 100,0% 29,1%
B28 - 28834 336092 1986943 0,169150 37,8% -116,6%
B29 - 28892 353603 1986944 0,177963 37,6% -136,5%
B30 - 15659 141026 15978096 0,008826 78,9% 29,8%
B31 - 47 5016050 46282014 0,108380 0,4% 14,9%
Table 6.11  Benchmarks sur le court terme B : résultats LS-RL (statistiques sur les coûts).
données MO SO SC DQ RL gain GC gain RL
C01 3 530 639297 563692 1,134125 72,3% -3,7%
C02 3 74 233825 322556 0,724912 63,5% 29,6%
C03 0 0 33215 533379 0,062273 99,8% 41,5%
C04 0 37 2901 87268 0,033239 1,3% 59,5%
C05 0 0 29851 505713 0,059028 98,2% 52,1%
C06 0 0 24280 466894 0,052003 98,8% 48,0%
C07 0 0 319365 341328 0,935655 95,2% 45,4%
C08 0 2407 266655 350180 0,761480 54,1% 44,4%
C09 0 33 1285520 3469495 0,370521 94,8% 29,9%
C10 0 149 2063977 5304062 0,389131 95,8% 35,3%
C11 1 235 53706 3827663 0,014031 97,7% 23,8%
C12 89 0 3020317 2114443 1,428422 6,5% 9,8%
C13 1 7 372072 6513105 0,057127 98,0% 7,1%
Table 6.12  Benchmarks sur le court terme C : résultats LS-RL (statistiques sur les coûts).
138 Annexes.
données nb tournee nb oper oper. moy liv. moy charg. moy pauses moy dist. moy dur. moy
A01 115 565 2,9 1,7 1,2 0,2 159 298
A02 135 790 3,9 2,1 1,7 0,2 143 342
A03 133 830 4,2 2,4 1,8 0,0 163 341
A04 54 503 7,3 4,1 3,3 0,0 416 528
A05 53 404 5,6 3,3 2,4 0,1 348 513
A06 102 523 3,1 2,4 0,7 0,1 795 751
A07 78 449 3,8 2,3 1,5 0,0 188 394
A08 25 254 8,2 4,4 3,8 0,1 490 677
A09 55 546 7,9 4,3 3,6 0,3 712 975
A10 83 994 10,0 5,3 4,6 0,5 895 1360
A11 153 1865 10,2 5,4 4,8 0,2 456 744
A12 138 988 5,2 2,7 2,4 0,0 194 380
A13 77 548 5,1 3,2 1,9 0,0 327 466
A14 81 398 2,9 1,6 1,3 0,0 138 302
A15 157 821 3,2 1,8 1,4 0,0 81 246
A16 61 586 7,6 4,4 3,2 0,5 673 1172
A17 60 659 9,0 5,0 4,0 0,4 617 1008
B01 386 2506 4,5 2,4 2,1 0,7 150 638
B02 164 986 4,0 2,3 1,7 0,4 242 488
B03 154 2140 11,9 6,2 5,7 0,0 403 685
B04 69 357 3,2 1,8 1,4 0,0 66 228
B05 89 736 6,3 3,6 2,6 0,3 388 739
B06 35 188 3,4 2,0 1,4 0,0 116 295
B07 82 993 10,1 5,8 4,3 0,2 317 700
B08 229 1534 4,7 2,5 2,2 0,0 234 364
B09 58 607 8,5 4,8 3,7 0,5 736 1193
B10 53 353 4,7 2,9 1,8 0,1 315 462
B11 25 237 7,5 4,1 3,4 0,1 398 596
B12 24 209 6,7 3,7 3,0 0,0 335 487
B13 24 224 7,3 4,0 3,3 0,0 365 525
B14 32 271 6,5 3,7 2,8 0,2 354 664
B15 84 773 7,2 4,1 3,1 0,2 600 843
B16 91 760 6,4 3,6 2,8 0,2 525 739
B17 86 790 7,2 4,1 3,1 0,2 612 847
B18 72 647 7,0 4,1 2,9 0,3 669 908
B19 13 61 2,7 1,5 1,2 0,2 199 420
B20 71 1580 20,3 10,1 10,1 0,3 274 985
B21 11 161 12,6 7,0 5,6 0,2 283 712
B22 9 156 15,3 8,3 7,0 0,3 378 916
B23 11 164 12,9 7,0 5,9 0,3 294 790
B24 12 165 11,8 6,3 5,5 0,2 297 679
B25 16 189 9,8 6,2 3,6 0,6 197 1086
B26 7 111 13,9 7,4 6,4 0,0 162 528
B27 78 439 3,6 2,7 0,9 0,7 346 1937
B28 102 570 3,6 3,6 0,0 0,2 492 666
B29 101 591 3,9 3,7 0,1 0,3 511 795
B30 300 1529 3,1 2,0 1,1 0,0 206 500
B31 531 5402 8,2 5,0 3,2 0,1 358 461
C01 29 173 4,0 2,7 1,3 0,7 649 1451
C02 14 81 3,8 2,6 1,1 0,4 464 981
C03 24 115 2,8 1,8 1,0 0,3 397 935
C04 6 23 1,7 1,3 0,3 0,0 129 268
C05 21 120 3,3 2,2 1,0 0,4 401 934
C06 19 100 3,2 2,2 1,0 0,3 357 862
C07 65 354 3,4 1,7 1,7 0,1 360 585
C08 43 265 4,2 2,1 2,0 0,2 398 771
C09 99 588 3,9 2,4 1,6 0,2 254 737
C10 156 926 3,9 2,4 1,5 0,1 273 690
C11 114 704 4,2 2,7 1,5 0,1 383 738
C12 256 1389 3,4 2,2 1,2 0,0 138 706
C13 215 1051 2,9 1,7 1,2 0,0 144 282
average 93 706 6,3 3,6 2,7 0,2 360 694
Table 6.13  Benchmarks sur le court terme : résultats LS-RL (statistiques sur les coûts).
Annexe 2 : Résultats numériques de l'IRP 139
données MO SO SC DQ RL gain GC gain RL0 gain RL
A01 - 0 72227 3392822 0,021288 13,7 % 37,3% 13,7%
A02 - 0 72213 5383578 0,013414 26,5 % 50,1% 26,5%
A03 - 0 96672 5112877 0,018908 14,0 % 28,5% 14,0%
A04 - 0 231448 4299676 0,053829 21,7 % 51,1% 21,7%
A05 - 0 205122 3218972 0,063723 30,5 % 65,6% 30,5%
A06 - 0 191645 1647962 0,116292 26,1 % 33,5% 26,1%
A07 - 0 55130 2465328 0,022362 20,5 % 47,7% 20,5%
A08 - 0 346527 1397463 0,247969 29,5 % 51,9% 29,5%
A09 - 0 1055789 3906338 0,270276 28,0 % 54,5% 28,0%
A10 - 0 1881203 7387093 0,254661 26,9 % 49,8% 26,9%
A11 - 0 817071 16925051 0,048276 23,7 % 51,2% 23,7%
A12 - 0 116102 7513201 0,015453 13,5 % 33,4% 13,5%
A13 - 0 67251 3174802 0,021183 19,8 % 41,1% 19,8%
A14 - 0 56302 2317519 0,024294 14,8 % 40,7% 14,8%
A15 - 0 68054 4395307 0,015483 15,6 % 36,8% 15,6%
A16 - 0 423711 4807925 0,088128 28,0 % 49,7% 28,0%
A17 - 0 377020 5298991 0,071149 30,9 % 48,7% 30,9%
B01 - 49 204693 15950475 0,012833 3,9 % 16,3% 9,1%
B02 - 70 132788 4660904 0,028490 64,3 % 21,3% 15,2%
B03 - 16 169280 15211761 0,011128 0,0 % 15,9% 4,0%
B04 - 10 32526 2084416 0,015604 0,2 % 43,9% 6,8%
B05 - 21 398876 5606842 0,071141 16,1 % 24,7% 12,4%
B06 - 10 27538 1301185 0,021164 5,2 % 66,3% 35,1%
B07 - 0 103538 5930657 0,017458 99,1 % 41,7% 26,7%
B08 - 1172 687755 9030922 0,076156 85,9 % 22,7% 10,4%
B09 -  7 431889 4937110 0,087478 82,9 % 41,3% 22,1%
B10 -  3 143157 2613767 0,054770 37,5 % 59,1% 36,8%
B11 - 3 365400 1550112 0,235725 52,7 % 62,6% 40,4%
B12 - 7 279055 1217253 0,229250 43,4 % 62,5% 43,2%
B13 - 12 347743 1499034 0,231978 50,8 % 76,8% 50,9%
B14 - 26 458784 1906122 0,240690 63,6 % 68,1% 41,4%
B15 - 1549 600530 4900575 0,122543 79,6 % 71,8% 57,9%
B16 - 841 555560 4406363 0,126081 80,6 % 60,8% 42,1%
B17 - 1508 572385 4583682 0,124875 82,8 % 75,6% 62,6%
B18 - 2648 511925 3639688 0,140651 72,0 % 68,4% 55,8%
B19 - 6472 7028 46400 0,151466 7,2 % 35,3% 35,5%
B20 - 374 356665 1595901 0,223488 69,9 % 66,7% 47,5%
B21 - 0 64315 1253926 0,051291 100,0 % 72,2% 41,2%
B22 - 0 8364065 1342321 6,231047 95,3 % 70,0% 42,1%
B23 - 0 62915 1175160 0,053537 100,0 % 75,4% 46,1%
B24 - 0 157870 1380915 0,114323 99,7 % 39,0% 29,4%
B25 - 0 6190560 1491728 4,149925 99,3 % 83,0% 36,2%
B26 - 137 31785 847726 0,037494 87,4 % 83,1% 47,5%
B27 - 0 555017 1530477 0,362643 100,0 % 34,2% 28,9%
B28 - 28846 344463 1986943 0,173363 37,7 % -147,5% -122,0%
B29 - 28831 338685 1986944 0,170455 37,7 % -156,5% -126,5%
B30 - 15354 154313 16925694 0,009117 79,3 % 37,5% 27,5%
B31 - 47 5036543 45573555 0,110515 0,3 % 20,0% 13,2%
C01 3 611 650584 562753 1,156073 70,8 % -22,8% -5,7%
C02 3 82 264592 303151 0,872806 63,7 % 14,7% 15,2%
C03 0 0 37177 511392 0,072698 99,9 % 61,7% 31,7%
C04 0 37 13535 199939 0,067696 1,1 % 83,8% 17,6%
C05 0 0 44035 594459 0,074075 99,7 % 80,3% 39,9%
C06 0 0 42185 556139 0,075854 99,8 % 78,3% 24,2%
C07 0 0 350576 348089 1,007144 95,0 % 41,9% 41,2%
C08 0 2383 267431 350192 0,763669 54,6 % 45,2% 44,2%
C09 0 33 1275703 3418723 0,373152 96,4 % 49,3% 29,4%
C10 0 147 1989237 5155110 0,385877 96,3 % 54,1% 35,8%
C11 1 340 52607 3513443 0,014973 96,7 % 41,5% 18,7%
C12 89 0 3009688 2104364 1,430213 6,5 % 10,5% 9,7%
C13 1 9 420256 7116669 0,059052 98,1 % -8,3% 4,0%
Table 6.14  Benchmarks sur le court terme : résultats LS-RL0 (statistiques sur les coûts).
140 Annexes.
données nb tournee nb oper oper. moy liv. moy charg. moy pauses moy dist. moy dur. moy
A01 128 599 2,7 1,5 1,2 0,1 171 286
A02 103 709 4,9 2,6 2,3 0,4 203 457
A03 117 799 4,8 2,6 2,2 0,0 246 413
A04 46 474 8,3 4,4 3,9 0,1 557 694
A05 46 391 6,5 3,8 2,7 0,1 460 670
A06 101 521 3,2 2,4 0,8 0,1 847 797
A07 88 465 3,3 1,9 1,4 0,0 189 363
A08 19 212 9,2 4,6 4,5 0,1 745 909
A09 52 549 8,6 4,6 4,0 0,3 835 1116
A10 91 1083 9,9 5,2 4,7 0,5 991 1457
A11 160 1966 10,3 5,4 4,9 0,1 506 766
A12 101 921 7,1 3,7 3,5 0,0 341 559
A13 70 552 5,9 3,7 2,2 0,0 405 556
A14 82 422 3,1 1,7 1,5 0,0 210 356
A15 151 816 3,4 1,8 1,6 0,0 130 281
A16 61 618 8,1 4,6 3,5 0,5 775 1228
A17 58 671 9,6 5,2 4,3 0,4 684 1134
B01 357 2310 4,5 2,4 2,1 0,7 161 651
B02 136 931 4,8 2,7 2,1 0,6 293 603
B03 110 1987 16,1 8,3 7,8 0,0 587 935
B04 65 351 3,4 1,8 1,6 0,0 146 278
B05 84 748 6,9 3,8 3,1 0,3 485 869
B06 40 223 3,6 2,0 1,6 0,0 208 374
B07 69 942 11,7 6,4 5,2 0,2 430 867
B08 225 1512 4,7 2,5 2,2 0,0 240 366
B09 65 651 8,0 4,5 3,5 0,6 732 1225
B10 68 406 4,0 2,4 1,5 0,1 295 416
B11 24 245 8,2 4,3 3,9 0,2 579 815
B12 21 199 7,5 3,9 3,6 0,0 496 659
B13 22 236 8,7 4,6 4,1 0,1 601 833
B14 28 289 8,3 4,4 3,9 0,4 617 1036
B15 82 808 7,9 4,4 3,4 0,3 662 961
B16 94 768 6,2 3,5 2,7 0,2 530 741
B17 84 763 7,1 4,0 3,1 0,2 623 834
B18 72 638 6,9 3,9 3,0 0,3 655 891
B19 16 67 2,2 1,3 0,9 0,1 165 356
B20 59 1312 20,2 10,1 10,1 0,3 335 1008
B21 14 178 10,7 5,8 4,9 0,1 340 671
B22 10 182 16,2 8,6 7,6 0,4 513 1073
B23 13 164 10,6 5,7 4,9 0,2 351 657
B24 11 177 14,1 7,4 6,7 0,5 560 1149
B25 19 230 10,1 5,7 4,4 0,5 322 1051
B26 7 112 14,0 7,6 6,4 0,0 280 621
B27 74 436 3,9 2,9 1,0 0,9 360 2026
B28 105 582 3,5 3,5 0,0 0,2 486 666
B29 99 576 3,8 3,7 0,1 0,2 494 795
B30 317 1630 3,1 2,0 1,1 0,0 215 516
B31 479 5110 8,7 5,3 3,4 0,1 414 507
C01 27 165 4,1 2,8 1,3 0,8 714 1613
C02 26 101 1,9 1,2 0,7 0,1 282 531
C03 28 118 2,2 1,4 0,9 0,3 388 877
C04 9 39 2,2 1,4 0,8 0,3 445 1012
C05 21 121 3,3 2,1 1,2 0,6 614 1413
C06 21 103 2,9 1,8 1,1 0,6 592 1246
C07 65 356 3,5 1,7 1,7 0,1 378 634
C08 42 257 4,1 2,1 2,0 0,3 422 826
C09 99 579 3,8 2,3 1,5 0,2 255 722
C10 149 889 4,0 2,4 1,6 0,1 273 697
C11 106 665 4,3 3,0 1,3 0,2 401 807
C12 255 1375 3,4 2,2 1,2 0,0 138 699
C13 225 1094 2,9 1,7 1,2 0,0 165 293
average 89 695 6,6 3,7 2,9 0,2 435 785
Table 6.15  Benchmarks sur le court terme : résultats LS-RL0 (statistiques sur les tournées).
Annexe 2 : Résultats numériques de l'IRP 141
données tentat. acceptations améliorations
A01 11,175 M 483840 4,3% 497 0,4 h%
A02 5,726 M 373977 6,5% 1035 1,8 h%
A03 5,689 M 305816 5,4% 923 1,6 h%
A04 6,786 M 247082 3,6% 983 1,4 h%
A05 12,877 M 436890 3,4% 1001 0,8 h%
A06 16,167 M 637190 3,9% 787 0,5 h%
A07 8,552 M 540443 6,3% 706 0,8 h%
A08 7,898 M 394354 5,0% 593 0,8 h%
A09 8,912 M 301540 3,4% 845 0,9 h%
A10 7,909 M 203519 2,6% 1467 1,9 h%
A11 4,896 M 141962 2,9% 2067 4,2 h%
A12 4,867 M 322731 6,6% 1068 2,2 h%
A13 8,916 M 376197 4,2% 821 0,9 h%
A14 10,698 M 705213 6,6% 516 0,5 h%
A15 5,057 M 332914 6,6% 703 1,4 h%
A16 10,776 M 347633 3,2% 917 0,9 h%
A17 9,237 M 260568 2,8% 1002 1,1 h%
B01 4,118 M 42669 1,0% 1236 3,0 h%
B02 5,190 M 379446 7,3% 1288 2,5 h%
B03 1,972 M 42669 2,2% 570 2,9 h%
B04 12,925 M 204149 1,6% 447 0,3 h%
B05 6,461 M 631576 9,8% 2024 3,1 h%
B06 25,769 M 304123 1,2% 325 0,1 h%
B07 3,992 M 175528 4,4% 2547 6,4 h%
B08 4,822 M 294494 6,1% 2044 4,2 h%
B09 7,446 M 715529 9,6% 1649 2,2 h%
B10 46,834 M 384442 0,8% 655 0,1 h%
B11 21,861 M 144446 0,7% 461 0,2 h%
B12 21,920 M 196947 0,9% 694 0,3 h%
B13 23,449 M 183145 0,8% 516 0,2 h%
B14 5,976 M 959724 16,1% 906 1,5 h%
B15 9,509 M 695514 7,3% 2178 2,3 h%
B16 8,041 M 651256 8,1% 1467 1,8 h%
B17 9,738 M 782531 8,0% 2048 2,1 h%
B18 13,478 M 772540 5,7% 1665 1,2 h%
B19 19,563 M 1859210 9,5% 188 0,1 h%
B20 3,024 M 411119 13,6% 1136 3,8 h%
B21 10,806 M 470509 4,4% 645 0,6 h%
B22 10,262 M 414098 4,0% 566 0,6 h%
B23 10,359 M 449538 4,3% 718 0,7 h%
B24 10,229 M 481571 4,7% 628 0,6 h%
B25 11,157 M 1349731 12,1% 887 0,8 h%
B26 9,502 M 1235342 13,0% 311 0,3 h%
B27 33,932 M 740801 2,2% 839 0,2 h%
B28 14,570 M 924970 6,3% 2449 1,7 h%
B29 11,249 M 677473 6,0% 2940 2,6 h%
B30 12,115 M 607763 5,0% 5337 4,4 h%
B31 1,952 M 22282 1,1% 2594 13,3 h%
C01 21,673 M 780970 3,6% 539 0,2 h%
C02 26,518 M 2010675 7,6% 337 0,1 h%
C03 44,361 M 1405911 3,2% 221 0,1 h%
C04 298,345 M 919179 0,3% 49 0,0 h%
C05 29,659 M 1593056 5,4% 268 0,1 h%
C06 27,087 M 1175693 4,3% 237 0,1 h%
C07 15,622 M 955990 6,1% 647 0,4 h%
C08 24,908 M 1966737 7,9% 533 0,2 h%
C09 12,472 M 969246 7,8% 1069 0,9 h%
C10 8,345 M 652189 7,8% 2113 2,5 h%
C11 9,913 M 758558 7,7% 1782 1,8 h%
C12 21,907 M 682664 3,1% 607 0,3 h%
C13 5,876 M 582395 9,9% 3855 6,6 h%
average 13,112 M 619185 5,5% 1168 1,7 h%
données tentat. accept. amélio.
A01 9,704 M 372849 3,8% 506 0,5 h%
A02 5,288 M 323798 6,1% 1292 2,4 h%
A03 4,564 M 228900 5,0% 716 1,6 h%
A04 6,914 M 185590 2,7% 710 1,0 h%
A05 11,190 M 313239 2,8% 1315 1,2 h%
A06 15,184 M 488048 3,2% 814 0,5 h%
A07 9,844 M 536327 5,4% 690 0,7 h%
A08 8,437 M 439519 5,2% 389 0,5 h%
A09 8,126 M 263955 3,2% 773 1,0 h%
A10 7,001 M 167872 2,4% 1438 2,1 h%
A11 4,287 M 117333 2,7% 2218 5,2 h%
A12 3,706 M 251338 6,8% 1238 3,3 h%
A13 8,096 M 271741 3,4% 877 1,1 h%
A14 7,758 M 452062 5,8% 434 0,6 h%
A15 4,324 M 278738 6,4% 668 1,5 h%
A16 10,093 M 260081 2,6% 1043 1,0 h%
A17 8,599 M 210142 2,4% 968 1,1 h%
B01 4,316 M 43458 1,0% 934 2,2 h%
B02 5,252 M 380335 7,2% 2241 4,3 h%
B03 2,127 M 48612 2,3% 332 1,6 h%
B04 13,186 M 213735 1,6% 305 0,2 h%
B05 6,522 M 645239 9,9% 2289 3,5 h%
B06 24,905 M 319034 1,3% 371 0,1 h%
B07 3,833 M 153680 4,0% 2905 7,6 h%
B08 4,357 M 272632 6,3% 2033 4,7 h%
B09 7,179 M 687065 9,6% 1866 2,6 h%
B10 46,760 M 323324 0,7% 650 0,1 h%
B11 21,805 M 138727 0,6% 307 0,1 h%
B12 22,693 M 192329 0,8% 444 0,2 h%
B13 23,179 M 155999 0,7% 447 0,2 h%
B14 6,190 M 967508 15,6% 1044 1,7 h%
B15 10,292 M 712879 6,9% 2039 2,0 h%
B16 8,429 M 678137 8,0% 1484 1,8 h%
B17 9,777 M 754940 7,7% 2377 2,4 h%
B18 13,651 M 744369 5,5% 1828 1,3 h%
B19 19,429 M 1874974 9,7% 217 0,1 h%
B20 3,189 M 429622 13,5% 1003 3,1 h%
B21 12,828 M 486984 3,8% 552 0,4 h%
B22 9,598 M 360746 3,8% 557 0,6 h%
B23 12,057 M 518152 4,3% 519 0,4 h%
B24 9,442 M 367871 3,9% 725 0,8 h%
B25 9,447 M 1341553 14,2% 1120 1,2 h%
B26 9,398 M 1247208 13,3% 272 0,3 h%
B27 31,473 M 499668 1,6% 983 0,3 h%
B28 15,499 M 917257 5,9% 2477 1,6 h%
B29 12,007 M 657253 5,5% 3187 2,7 h%
B30 11,793 M 552206 4,7% 5751 4,9 h%
B31 1,879 M 17957 1,0% 2297 12,2 h%
C01 22,068 M 785592 3,6% 525 0,2 h%
C02 31,398 M 2027068 6,5% 323 0,1 h%
C03 56,408 M 1390099 2,5% 181 0,0 h%
C04 264,322 M 887057 0,3% 43 0,0 h%
C05 28,102 M 1127520 4,0% 291 0,1 h%
C06 27,010 M 1539526 5,7% 186 0,1 h%
C07 14,234 M 861659 6,1% 690 0,5 h%
C08 24,957 M 1965849 7,9% 467 0,2 h%
C09 11,885 M 883356 7,4% 1203 1,0 h%
C10 7,653 M 592909 7,7% 2172 2,8 h%
C11 9,839 M 681057 6,9% 1990 2,0 h%
C12 20,623 M 623018 3,0% 644 0,3 h%
C13 5,699 M 564609 9,9% 4320 7,6 h%
average 13,091 M 581787 5,3% 1211 1,8 h%
Table 6.16  Benchmarks sur le court terme : statistiques sur les transformations pour
LS-RL (gauche) et LS-RL0 (droite) M = million, h% = un centième pour cent.
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données moy DQ greedy moy DQ LS-RL moy DQ LS-RL0 QLiv. moy greedy QLiv. moy LS-RL QLiv. moy LS-RL0
A 3031400 4565518 4861465 15992 16066 17073
A+B+C 2897779 4398780 4517178 16770 13139 13718
Table 6.17  Benchmarks sur le court terme : statistiques sur les volumes.
données SO SC DQ RL nb tournees nb oper oper. moy liv. moy charg. moy pauses moy dist. moy dur. moy
L1 652 406443 3767868 0,107871 189 503 2,7 1,6 1,0 0,6 640 1320
L2 146 407379 3827560 0,106433 196 506 2,6 1,6 1,0 0,5 619 1235
L3 86 1092976 31989357 0,034167 790 3584 4,5 2,7 1,8 0,2 366 954
L4 257 808887 18433289 0,043882 590 2249 3,8 2,4 1,4 0,2 395 844
L5 85 145339 8830708 0,016458 295 1020 3,5 1,9 1,5 1,2 598 1760
average 245 572205 13369756 0,042798 412 1572 3,4 2,0 1,3 0,5 524 1223
Table 6.18  Benchmarks sur le long terme : résultats de l'algorithme glouton.
données SO SC DQ RL nb tournees nb oper oper. moy liv. moy charg. moy pauses moy dist. moy dur. moy
L1 0 340767 3840502 0,088730 137 590 4,3 3,0 1,3 0,8 721 1618
L2 0 335661 3899780 0,086072 148 570 3,9 2,7 1,2 0,7 660 1445
L3 0 1019292 32079238 0,031774 839 3570 4,3 2,6 1,7 0,2 317 873
L4 17 697009 18694845 0,037283 605 2400 4,0 2,6 1,4 0,2 321 735
L5 0 106326 9475562 0,011221 110 1324 12,0 7,8 4,3 3,2 1256 4286
average 3 499811 13597985 0,036756 368 1691 5,7 3,7 2,0 1,0 655 1792
Table 6.19  Benchmarks sur le long terme : résultats LS-RL.
données SO SC DQ RL nb tournees nb oper oper. moy liv. moy charg. moy pauses moy dist. moy dur. moy
L1 0 321449 4045989 0,079449 148 542 3,7 2,4 1,3 0,7 632 1403
L2 0 321207 4016621 0,079969 140 541 3,9 2,6 1,3 0,7 669 1471
L3 0 1012191 32320180 0,031318 807 3583 4,4 2,7 1,8 0,2 327 890
L4 0 701139 18587949 0,037720 602 2396 4,0 2,6 1,4 0,2 325 744
L5 0 101913 9630979 0,010582 138 1352 9,8 6,3 3,5 2,2 945 3159
average 0 491580 13720344 0,035829 367 1683 5,2 3,3 1,9 0,8 580 1533
Table 6.20  Benchmarks sur le long terme : résultats LS-RL0.
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6.4 Annexe 4 : Liste complète des mouvements de l'IRP
TMO TSO
OperationDeletionBackwardBlockPropag OperationDeletionBackwardBlockPropag
OperationDeletionForwardBlockPropag OperationDeletionForwardBlockPropag
OperationInsertionOrderBackwardPropag OperationInsertionCustomerRunoutBackwardBlockPropag
OperationInsertionOrderForwardPropag OperationInsertionCustomerRunoutForwardBlockPropag
OperationInsertionSourceOrderBackwardPropag OperationInsertionSourceCustomerRunoutBackwardBlockPropag
OperationInsertionSourceOrderForwardPropag OperationInsertionSourceCustomerRunoutForwardBlockPropag
OperationEjectionCustomerNearBackwardBlockPropag OperationEjectionCustomerNearBackwardBlockPropag
OperationEjectionCustomerNearForwardBlockPropag OperationEjectionCustomerNearForwardBlockPropag
OperationEjectionSourceNearBackwardBlockPropag OperationEjectionSourceNearBackwardBlockPropag
OperationEjectionSourceNearForwardBlockPropag OperationEjectionSourceNearForwardBlockPropag
OperationEjectionOrderBackwardBlockPropag OperationEjectionRunoutBackwardBlockPropag
OperationEjectionOrderForwardBlockPropag OperationEjectionRunoutForwardBlockPropag
OperationMoveBetweenShiftsBackwardBackwardBlockPropag OperationMoveBetweenShiftsBackwardBackwardBlockPropag
OperationMoveBetweenShiftsBackwardForwardBlockPropag OperationMoveBetweenShiftsBackwardForwardBlockPropag
OperationMoveBetweenShiftsForwardBackwardBlockPropag OperationMoveBetweenShiftsForwardBackwardBlockPropag
OperationMoveBetweenShiftsForwardForwardBlockPropag OperationMoveBetweenShiftsForwardForwardBlockPropag
OperationMoveInsideShiftBeforeBackwardBlockPropag OperationMoveInsideShiftBeforeBackwardBlockPropag
OperationMoveInsideShiftBeforeForwardBlockPropag OperationMoveInsideShiftBeforeForwardBlockPropag
OperationMoveInsideShiftAfterBackwardBlockPropag OperationMoveInsideShiftAfterBackwardBlockPropag
OperationMoveInsideShiftAfterForwardBlockPropag OperationMoveInsideShiftAfterForwardBlockPropag
OperationSwapBetweenShiftsBackwardBackwardBlockPropag OperationSwapBetweenShiftsBackwardBackwardBlockPropag
OperationSwapBetweenShiftsBackwardForwardBlockPropag OperationSwapBetweenShiftsBackwardForwardBlockPropag
OperationSwapBetweenShiftsForwardBackwardBlockPropag OperationSwapBetweenShiftsForwardBackwardBlockPropag
OperationSwapBetweenShiftsForwardForwardBlockPropag OperationSwapBetweenShiftsForwardForwardBlockPropag
OperationSwapInsideShiftBackwardBlockPropag OperationSwapInsideShiftBackwardBlockPropag
OperationSwapInsideShiftForwardBlockPropag OperationSwapInsideShiftForwardBlockPropag
OperationMirrorInsideShiftBackwardBlockPropag OperationMirrorInsideShiftBackwardBlockPropag
OperationMirrorInsideShiftForwardBlockPropag OperationMirrorInsideShiftForwardBlockPropag
ShiftSlidingBackward ShiftSlidingBackward
ShiftSlidingForward ShiftSlidingForward
ShiftSlidingOrderBackward ShiftSlidingRunoutBackward
ShiftSlidingOrderForward ShiftSlidingRunoutForward
ShiftSlidingUnsatOrderBackward ShiftSlidingFirstRunoutBackward
ShiftSlidingUnsatOrderForward ShiftSlidingFirstRunoutForward
ShiftResourcesChangingBackward ShiftResourcesChangingBackward
ShiftResourcesChangingForward ShiftResourcesChangingForward
ShiftDeletion ShiftDeletion
ShiftInsertionOrderBackwardPropag ShiftInsertionCustomerFirstRunoutBackwardPropag
ShiftInsertionOrderForwardPropag ShiftInsertionCustomerFirstRunoutForwardPropag
ShiftInsertionSourceOrderBackwardPropag ShiftInsertionSourceCustomerRunoutBackwardPropag
ShiftInsertionSourceOrderForwardPropag ShiftInsertionSourceCustomerRunoutForwardPropag
ShiftMoveBackward ShiftInsertionSourceCustomerFirstRunoutBackwardPropag
ShiftMoveForward ShiftInsertionSourceCustomerFirstRunoutForwardPropag
ShiftSwapBackwardBackward ShiftMoveBackward
ShiftSwapBackwardForward ShiftMoveForward
ShiftSwapForwardBackward ShiftSwapBackwardBackward
ShiftSwapForwardForward ShiftSwapBackwardForward
ShiftSwapForwardBackward
ShiftSwapForwardForward
Table 6.21  L'ensemble des transformations pour les étapes TMO et TSO .
La première option, utilisée pour élargir le voisinage induit par certaines transformations, est notée en
utilisant le suxe Block. La deuxième option, utilisée pour spécialiser certaines transformations suivant un
objectif, est notée avec les suxes Order (spécialisées pour les commandes), Runout (spécialisées pour les
assèchements), ou Near (à proximité). La troisième option, utilisée pour xer la direction utilisée au cours
de la replanication des tournées, est notée en utilisant les suxes Backward (en arrière) ou Forward (en
avant). Enn, la quatrième option, utilisée pour faciliter la propagation du ot pendant la réaectation des
volume, est notée avec le suxe Propag.
144 Annexes.
TRL
OperationDeletionBackward OperationMoveInsideShiftBeforeBackward
OperationDeletionForward OperationMoveInsideShiftBeforeForward
OperationDeletionBackwardBlock OperationMoveInsideShiftAfterBackward
OperationDeletionForwardBlock OperationMoveInsideShiftAfterForward
OperationInsertionCustomerBackward OperationMoveInsideShiftBeforeBackwardBlock
OperationInsertionCustomerForward OperationMoveInsideShiftBeforeForwardBlock
OperationInsertionSourceBackward OperationMoveInsideShiftAfterBackwardBlock
OperationInsertionSourceForward OperationMoveInsideShiftAfterForwardBlock
OperationInsertionSourceCustomerBackward OperationSwapBetweenShiftsBackwardBackward
OperationInsertionSourceCustomerForward OperationSwapBetweenShiftsBackwardForward
OperationInsertionSourceCustomerNearBackward OperationSwapBetweenShiftsForwardBackward
OperationInsertionSourceCustomerNearForward OperationSwapBetweenShiftsForwardForward
OperationEjectionCustomerBackward OperationSwapBetweenShiftsBackwardBackwardBlock
OperationEjectionCustomerForward OperationSwapBetweenShiftsBackwardForwardBlock
OperationEjectionCustomerNearBackward OperationSwapBetweenShiftsForwardBackwardBlock
OperationEjectionCustomerNearForward OperationSwapBetweenShiftsForwardForwardBlock
OperationEjectionSourceBackward OperationSwapInsideShiftBackward
OperationEjectionSourceForward OperationSwapInsideShiftForward
OperationEjectionSourceNearBackward OperationSwapInsideShiftBackwardBlock
OperationEjectionSourceNearForward OperationSwapInsideShiftForwardBlock
OperationEjectionCustomerBackwardBlock OperationMirrorInsideShiftBackwardBlock
OperationEjectionCustomerForwardBlock OperationMirrorInsideShiftForwardBlock
OperationEjectionCustomerNearBackwardBlock ShiftSlidingBackward
OperationEjectionCustomerNearForwardBlock ShiftSlidingForward
OperationEjectionSourceBackwardBlock ShiftResourcesChangingBackward
OperationEjectionSourceForwardBlock ShiftResourcesChangingForward
OperationEjectionSourceNearBackwardBlock ShiftDeletion
OperationEjectionSourceNearForwardBlock ShiftInsertionSourceCustomerBackward
OperationMoveBetweenShiftsBackwardBackward ShiftInsertionSourceCustomerForward
OperationMoveBetweenShiftsBackwardForward ShiftMoveBackward
OperationMoveBetweenShiftsForwardBackward ShiftMoveForward
OperationMoveBetweenShiftsForwardForward ShiftSwapBackwardBackward
OperationMoveBetweenShiftsBackwardBackwardBlock ShiftSwapBackwardForward
OperationMoveBetweenShiftsBackwardForwardBlock ShiftSwapForwardBackward
OperationMoveBetweenShiftsForwardBackwardBlock ShiftSwapForwardForward
OperationMoveBetweenShiftsForwardForwardBlock
Table 6.22  L'ensemble des transformations de la phase TRL.
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Résumé :
Les problèmes d'optimisation en variables mixtes sont souvent résolus par décomposition
quand ils sont de grande taille, avec quelques inconvénients : dicultés de garantir la qualité
voire l'admissibilité des solutions et complexité technique des projets de développement.
Dans cette thèse, nous proposons une approche directe, en utilisant la recherche locale,
pour résoudre des problèmes d'optimisation mixte. Notre méthodologie se concentre sur
deux points : un vaste ensemble de mouvements et une évaluation incrémentale basée sur
des algorithmes approximatifs, travaillant simultanément sur les dimensions combinatoire et
continue. Tout d'abord, nous présentons un problème d'optimisation des stocks de banches
sur chantiers. Ensuite, nous appliquons cette technique pour optimiser l'ordonnancement
des mouvements de terre pour le terrassement d'autoroutes et de voies ferrées. Enn, nous
discutons d'un problème de routage de véhicules avec gestion des stocks. Les coûts logistiques
sont optimisés pour livrer un produit uide par camion dans des zones géographiques d'une
centaine de clients, avec la gestion de l'inventaire conée au fournisseur.
Mots-clefs : Recherche locale, optimisation en variables mixtes, ordonnancement de tâches,
tournées de véhicules avec gestion des stocks..
Abstract :
Large mixed-variable optimization problems are often solved by decomposition, with
some drawbacks : diculties to guarantee quality or even feasible solutions and technical
complexity of development projects. In this thesis, we propose a direct approach, using lo-
cal search, for solving mixed-variable optimization problems. Our methodology focuses on
two points : a large pool of varied moves and an incremental evaluation based on approxi-
mate but highly ecient algorithms, working on combinatorial and continuous dimensions
simultaneously. First, we present a formwork stocks optimization problem on construction
sites. Then, we rely on this methodology to optimize earthworks scheduling for highway and
railway projects. Finally, we solve a vehicle routing problem with inventory management.
Inventory routing refers to the optimization of transportation costs for the replenishment
of customers' inventories : based on consumption forecasts, the vendor organizes delivery
routes.
Title : Local search for solving mixed-variables optimization problems : methodology and
industrial applications.
Keywords : Local search, mixed-variable optimization, task scheduling, inventory routing.
