Frequency-reconfigurable antennas seem a viable solution to achieve better performance and increased flexibility for integrated mobile phone antennas. Due to the lossy nature of many tunable components, the use of multiple combined tuning components in a single design seems attractive, as it can distribute the current over the components. However, many combinations of individual tuning component settings can result in an acceptable input match, while they will significantly vary in terms of radiation efficiency. It is challenging to distinguish between these radiating and nonradiating tuning component settings during the design procedure. In this paper, we propose a method to determine the component settings with the highest efficiency at a desired operating frequency. The method uses a single full-wave simulation, which is combined with circuitlevel calculations. We discuss how to apply the method in detail and demonstrate its functionality with an inverted-L antenna sporting three tunable barium-strontium titanate capacitors. It is shown that the method can successfully predict tuning component settings for high antenna efficiency over a 1.4-2.8 GHz tuning band, with total efficiencies up to 35% and radiation efficiencies up to 50%. The method can easily be applied to any desired antenna geometry.
I. INTRODUCTION
5 G-AND-BEYOND wireless communication systems promise higher data rates using millimeter-wave communications, while the sub 6 GHz bands will remain a critical part of future communication networks as well [1] - [4] . One of the changes for this frequency range is the inclusion of many more bands and more flexible frequency allocation. However, in mobile devices, the available real estate for antennas is extremely limited. The 5G case of the sub 6 GHz bands in a mobile communications scenario implies a scattering environment, i.e., the radiation pattern of the antenna is not of primary interest. Thus, the main focus for this application can be placed on the antenna's efficiency at the frequencies of interest. According to the fundamental limitations for small antennas [5] - [9] , usually known as the Bronckers.) The authors are with the Department of Electrical Engineering, Technische Universiteit Eindhoven, 5612 AZ Eindhoven, The Netherlands (e-mail: l.a.bronckers@tue.nl).
Color versions of one or more of the figures in this article are available online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TAP.2019. 2930204 Chu-Harrington limit, an increasing bandwidth requirement given a fixed volume and directivity will result in a decreasing maximum achievable antenna efficiency. The Chu-Harrington limit applies not only to the total efficiency η tot = P radiated /P available , the ratio of the available and radiated powers, but also to the radiation efficiency η rad = P radiated /P accepted , the ratio of the accepted and radiated powers. If one of these efficiencies is known along with the antenna's reflection coefficient, the other can be calculated, and the total efficiency can be brought closer to the radiation efficiency by improving the antenna's input match. Nonetheless, the radiation efficiency serves as an upper limit of the total efficiency that can potentially be reached using (adaptive) matching circuits. The Chu-Harrington limit (assuming the antenna, it is electrically small and exhibits only a single mode within the VSWR bandwidth) may be expressed for the radiation efficiency as [10] η rad ≤ f center f max − f min (ka) 3 
where f max denotes the frequency above f center where the VSWR is equal to s (arbitrary value), f min denotes the frequency below f center where the VSWR is equal to s, k = (2π/λ) with λ the free-space wavelength, and a is the smallest sphere containing the antenna's current distribution.
Note that ( f center / f max − f min ) is the device's Q-factor if s is chosen to represent the half-power threshold, while the term (s − 1/ √ s) accounts for the threshold used in determining the bandwidth. This equation presents an upper bound that depends only on the fractional (matched) bandwidth with respect to the antenna size. Nonetheless, it should be noted that many assumptions made in deriving (1) , combined with the performance limitations of realistic tuning components, make the limit hard to approach: if the bandwidth is narrow and fixed, the maximum achievable efficiency rises in a quadratic fashion over frequency, quickly rising above 100%. However, it gives a useful qualitative view of the fundamental trade-off that has to be made.
The traditional approach to enable a mobile device to support a large number of bands has been to apply antennas that cover a large bandwidth. More recently, adaptive matching networks were added to the mix [11] . While this allows an increase in the useful operating range of a given antenna in terms of input match, and to compensate for user-induced mismatch, it does not tackle many fundamental problems posed by the Chu-Harrington limit. On the other hand, aperturetuned frequency-reconfigurable antennas [12] - [21] allow us to circumvent the Chu-Harrington limit, by having only a small usable bandwidth of the antenna itself at a time. If a different operating band is desired, the antenna tuning is adapted. In these aperture-tuned antennas, the current distribution on the radiating element itself is changed, resulting in a more fundamental change than is achieved by adapting the antenna matching.
For these reasons, there has been a lot of interest in the field of aperture-tuned frequency-reconfigurable antennas recently. Overall, the possible methods to create a frequencyreconfigurable antenna can be divided in tuning using electrical components, tunable materials, and mechanical tuning. The mechanical tuning methods [15] , [22] - [28] have several properties in common: they can offer high performance, but since they require physical displacement, they are prone to wear, and they require a relative large volume. While this does not necessarily pose problems in all applications, it makes the methods unsuitable for applications in mobile handsets. Considering material tuning [14] , [15] , [23] , [29] , [30] , integration into such devices is challenging unless a compact, predesigned component is available. This leaves electrical tuning methods as the most viable option for handset applications. This can be either switching (using MEMS switches [14] , [15] , [21] , [23] , [31] , [32] , p-i-n diodes [14] , [15] , [21] , [23] , [33] - [37] , silicon on insulator/silicon on sapphire [11] , [20] , j-pHEMT [20] , or optical [14] , [15] , [21] , [23] ), using switches in banks with fixed components [38] - [40] , or continuously tunable devices (semiconductor varactor diodes [15] , [21] , [23] , [35] , [39] - [43] and barium-strontium titanate (BST) tunable capacitors [11] , [20] , [44] , [45] or MEMS [16] , [18] ). If it is desired to cover a large range of frequencies while maintaining a relatively small bandwidth, the continuously tunable devices are most desirable for handset applications. Despite the large interest in frequency-reconfigurable antennas in research, most papers present designs and are, therefore, particular to a single geometry. A versatile and widely applicable design method is needed for adoption in practical mobile devices.
Aperture-tuned antennas provide the option to increase the radiation efficiency, but they pose another challenge: the tuning components have parasitic losses, resulting in a lower radiation efficiency. This can be especially problematic for high-Q antennas [46] (i.e., small bandwidths), where the antenna structure becomes highly resonant, resulting in high currents and, therefore, possibly a low radiation efficiency. This problem can be partly resolved by avoiding a high antenna Q while using high-Q components, e.g., RF-MEMS [16] , [18] , but these are relatively expensive. Therefore, for mobile applications, it would be preferable to find a way in which, e.g., semiconductor varactors [15] , [21] , [23] or BST capacitors [11] , [20] , [44] , [45] can be efficiently used for antennas. One option may be to apply multiple tuning components, opening up the possibility to distribute the current through the tuning components, thereby lowering the effect of their losses. The circuit-level representation of this could, e.g., be a set of capacitors in parallel, where their capacitance values add toward the total while their parasitic resistances decrease toward the total.
In addition, the tuning range (the frequency range over which the antenna may be used) could potentially be increased by employing multiple tuning components. However, the presence of multiple tuning components also increases the risk of having local resonances with a good input match, which barely radiate if not taken into account in the design and component settings.
Recently, a generalized method was proposed to use coupled antenna elements with decoupling and matching networks connecting to their interfaces [47] . The reflections and couplings of and between the antennas were characterized using the S-parameter matrix, after which a tunable decoupling and matching network was derived with the goal to simultaneously achieve decoupling and matching. The antennas were not tuned in their aperture, therefore only the total efficiency could be influenced while the radiation efficiency remained fixed. A somewhat similar concept was proposed in [48] , where the transceiver was used to excite or receive the antenna elements with frequency-dependent weights. Again, since no tuning was performed in the antenna aperture, the radiation efficiency was not affected. So far, aperture-tuned frequency-reconfigurable antennas that were proposed have remained dependent on the geometry in their design method.
Thus, a good strategy is needed for the tuning component settings in aperture-reconfigurable antennas. A reconfigurable slot antenna using one [49] or two [50] varactors made use of the voltage distributions along the element for a desired mode to select the capacitor locations. More commonly, the choice of tuning element value and placement is made in stronger cohesion with the geometrical design [51] , [52] or the components are placed at locations where a high voltage or current would exist when the antenna is operating without any (capacitive) loading [16] , [53] - [55] . However, these approaches rely heavily on the geometry and become increasingly complex as more tuning components are added. Moreover, they aim for maximum impact of the tuning component in terms of operating frequency, which does not necessarily result in a high efficiency. Therefore, a more general approach allowing one to make a distinction between the tuning component settings that are radiating well and those with a small efficiency is needed.
In this work, we introduce a design method to distinguish the tuning component settings resulting in high efficiency from those resulting in a low efficiency. Not only does it simplify the design process, but it also provides a way to take advantage of using multiple tuning components, while avoiding settings that result in low antenna efficiencies. This will result in multiple configurations to cover a desired band from the input match perspective. Some of these will mostly excite nonradiating modes. However, by estimating the losses in the components, we can then select the configuration that provides the highest (radiation or total) efficiency. We achieve this using just one single full-wave simulation, applying circuit-level calculations for the rest of the procedure. The method is independent on the antenna geometry, only requiring that the tuning components are the dominant loss mechanism in the antenna, in particular for the nonradiating modes.
While the method allows investigation on tuning component positioning as well as their settings, this work focuses on the tuning component setting aspects, as explained in Section II. We demonstrate the design method using an inverted-L antenna (ILA) geometry, as commonly found in mobile applications, and three commercially available tunable BST capacitors, in Section III. We then proceed with a realized design and present reflection coefficient and efficiency measurements, while explaining the results and proposing further improvements, as presented in Section IV. The work is concluded in Section V.
II. DESIGN METHOD
The key strength of our design method lies in its ability to largely decouple the tuning components settings from the geometrical design. Once the geometry is fixed, only simple (and, therefore, fast) calculations have to be performed. The goal is to find the component settings that will deliver us with the highest achievable (total or radiation) efficiency given a certain geometry with possible tuning component locations, using multiple tuning components.
In order to achieve this, we will first look at the power flow of the antenna, illustrated in Fig. 1 . From the available power, part will be reflected at the antenna input. Since this power will not be radiated by the antenna, we model it as a loss toward the source. What remains is the accepted power, which can go three ways: it can be radiated (desired), dissipated in tuning components (not desired), or dissipated in metallization or dielectric (not desired). The metallization and dielectric losses are time-consuming to estimate, since they would require an electromagnetic model or an equivalent network for each excited mode. The tuning components potentially change the current distribution, therefore a computationally expensive calculation would have to be performed to each potential combination of component settings. However, we will assume that for tunable antennas, the metallization/dielectric losses are not independent of the component losses: high currents in the metallization or high fields in the dielectric will coincide with high currents through the tuning components if the tuning component has a significant impact on the antenna performance. In addition, the radiation efficiency can be expected to be fairly high for most designs not incorporating tuning components, i.e., the untuned radiating mode has a high radiation efficiency. Under these assumptions, we can estimate the radiated power by neglecting metallization/dielectric losses and use this estimate to select the most optimal component settings. From this we can then estimate η rad ≈ P radiated /P accepted and η tot ≈ P radiated /P available . Note that this assumption creates an upper bound on the efficiencies, so we can identify the badly (or non) radiating modes with confidence.
Under these assumptions, we can model the antenna structure using only its S-parameter matrix. This can be viewed as an equivalent circuit for the antenna and contains all relevant information to calculate the voltages and currents if the terminations on all ports and a source are defined. Note that, since we calculate the full S-parameter matrix, we also account for the coupling between the ports/components. In principle, the S-parameter matrix is an exact representation for the structure, limited only by the accuracy of the full-wave solver. So, if we obtain the S-parameter matrix with ports in the locations of all (potential) tuning components, we can calculate the voltages and currents at the ports for any tuning component and/or setting. This calculation does not require us to make any assumptions on the potentials of the ports with respect to one another or their coupling-it only requires that the antenna is linear, i.e., that no harmonic frequency components are generated. Therefore, the voltages and currents at the ports are identical to those calculated by CST microwave studio. Provided that the losses are included in the tuning component impedance model, we can also calculate the dissipated power in each of them. The proposed method is based around this principle, and employs it by calculating the dissipated power in the tuning components for a large set of possible tuning component settings, e.g., 32 possible settings each for three components (resulting in 32 3 = 32 768 cases).
By combining the S-parameter matrix along with circuit models for the tuning components, we can calculate the resulting input reflection coefficient of their combination. In addition, we can calculate the voltages and currents at each of the tuning component terminals and, therefore, the power dissipated in each of them for a given setting. Since we know the available and accepted powers, we can then estimate an upper limit for the total and radiation efficiencies. This upper limit would be the exact (computational) efficiency if there are no thermal losses in the structure itself (e.g., metallization or dielectric losses). Thus, the estimate becomes more accurate for low-loss dielectrics and metallizations, as well as low-Q tuning components. Repeating the estimation for the efficiencies for all cases, we can then use these estimations to select the "best" cases from the efficiency point of view.
A high-level view of the proposed design method is shown in Fig. 2 . Starting on the left, it consists of the following steps.
1) Choose a geometrical design and potential tuning component locations. The rest of the procedure does not adapt the geometry, so it is crucial to carefully consider this step before proceeding. For instance, if tunable capacitors are used in parallel to the radiating element, consider that the operating frequency of the untuned mode will only shift down in frequency. In addition, avoid high-Q resonances in the geometry when no tuning components are placed. 2) Generate the S-parameter matrix over the entire desired frequency range for the chosen geometry using full-wave simulations. For the excitation and all potential capacitor locations, ports should be placed. So, if we have N comp potential capacitor locations, we have N = N comp + 1 ports and, therefore, an N ×N ×N freq S-parameter matrix for N freq frequency points, capturing all the reflections and couplings when the components are all set to 50 . This is all the information about the geometry we will use from this point on. The process up to this point is (computationally) relatively time-consuming but has to be performed only once for a given geometry (and should be repeated if different tuning component locations are desired). All the steps that follow will use the S-parameter matrix generated in this step. 3) Steps 3 and 4 will be performed for a large set of possible tuning component settings. First, we discretize the range of tuning component settings in suitable steps (e.g., 32 steps for each capacitance). Each combination (32 768 for three capacitors with 32 steps each) of the capacitor settings will be called a case. Knowing this, along with a circuit model for the tuning components, we can calculate the input reflection coefficient for each case from the S-parameter matrix (step 3a), as well as the power that is dissipated in each of the tuning components (step 3b). This is done by converting the S-parameters to ABCD, calculating the ABCD parameters of the tuning components, and cascading them. In this way, all the couplings are accounted for, and the resulting voltages and currents at the ports are identical to those that would be obtained using a 3D full-wave simulation with these component settings and models. 4) Knowing the input reflection coefficient, accepted power, and power dissipated in the tuning components, we can now estimate the total and radiation efficiencies for each case. This is done as a function of frequency, so we end up with matrices containing estimated radiation and total efficiencies as a function frequency. 5) Now that we know the estimated efficiencies over frequency for each case, we can select the best setting for each frequency point by finding the maximum estimated total efficiencies. Note that it would be quite simple to also include bandwidth requirements in this step, including noncontiguous bands, or a required impedance range and look for the maximum radiation efficiency. This procedure allows us to extract the most crucial information about the geometry and its electromagnetic behavior using a single full-wave simulation. It can be viewed as extracting a circuit-level model from the geometry using its S-parameter matrix, which is then used to identify how the tuning components will couple and what their losses will be, as well as to calculate the complete structure's input impedance. This is the key step of the procedure: using the tuning component models to calculate their dissipated powers, which is then used to estimate the antenna efficiencies. For situations incorporating a large number of tuning components, an optimization algorithm might be placed instead of steps 3-5 to arrive at optimum solutions without calculating all possible cases. However, for the purpose of better demonstrating the design principle, we chose to calculate all cases, which could be completed within hours on a laptop for three tuning components with 32 steps each. Note that the amount of possible cases drastically increases for the amount of tuning components, so for, e.g., six tuning components, it would be desirable to implement an optimization algorithm instead. This does not change the strategy of the design procedure. The assumptions on which the procedure is based, and the procedure from an antenna point of view, remain unchanged. If the optimization algorithm works properly (i.e., it finds the global optimum), the result of step 5 will be unchanged. During the design process, the results of steps 3a and 4 are of particular interest, as these provide insight into the antenna's input match and estimated efficiencies. In the next section, we will follow the procedure for a practical design.
III. DESIGN USING BST CAPACITORS
In order to demonstrate the design method, we have performed the complete procedure using an ILA geometry, as commonly applied in mobile devices, with six potential capacitor locations (out of which three will be used). We target a tuning band of 1.4-2.8 GHz in order to cover a large number of LTE [56] and 5G new radio [57] bands, GPS, and the 2.4 GHz WiFi bands.
Microelectromechanical system (MEMS) devices can be found as continuously tunable capacitors or as interdigital capacitor arrays which are switched arrays that provide a range of capacitances. While they have a high quality factor, high linearity, and low power consumption, they are relatively costly and have a lower reliability than solid-state devices [15] , [23] , [38] , [44] , [58] . Varactor diodes on the other hand provide fast switching at low cost with a long lifetime but have a lower linearity and relatively low quality factor [15] , [21] , [23] . BST-(BST, a paraelectric material which changes its permittivity when a dc electric field is applied) based varactors offer a compromise between these two options, with a long life time, moderate quality factor and linearity, fast switching, and low cost [11] , [20] , [44] , [45] . Therefore, this seems a very promising technology to use for frequencyreconfigurable antennas. The tuning components we will use are BST varactors with a tuning range of 0.61-3.2 pF. The selected components are ST Parascan STPTIC-27L2, in a wafer-level chip-scale package 0.4 mm package [45] . These components have four pins of which three are used: two RF ports (between which the capacitance is seen) and a dc bias pin, which uses one of the RF ports as a ground reference. We use a simple model for their behavior: a resistor in series with a capacitor. Lacking more complete information about the tuning component's parasitics and behavior, for each capacitor tuning, setting the resistance (kept constant over frequency) is estimated to obtain a Q = 50 at 2 GHz, corresponding to a decreasing Q over frequency.
The chosen geometry is shown in Fig. 3 . We have chosen an ILA design since it is commonly found in smartphones and allows for multiple tuning components to be placed in parallel along its length. Simplified views of the intended dc and RF connections are shown in Fig. 4 . Current is allowed to flow over the ground plane along the ILA element virtually without interruption due to the presence of metallization on both front and back, connected using vias. The length of the radiating element [on the left of the front view in Fig. 3(a) ] is only 20 mm (≈ (λ/10) at 1.4 GHz), at 3.7 mm distance to the board ground. It is fed by a coplanar waveguide with ground (GCPW) transmission line to allow for easy mounting of tuning components along the feed line while avoiding radiation from that area, and an economic isola i-tera substrate is chosen. The board can accommodate a total of six tuning components (hence there are seven ports), with four of them on the radiating element and two of them on the GCPW feedline. The bias feeding lines [seen in the back view of Fig. 3(b) ], with a gap to place an 0402 surface-mounting device-package inductor in the fabricated antenna, are included in the design, but the simulation is performed with a continuous ground plane to limit computation time. Due to the large amount of vias connecting the top and bottom ground planes, this is deemed a reasonable approximation, which saves simulation time and memory, allowing for a better meshing. The mounting area of a tuning component, with a bias line running on the back of the board from the bottom-right pin, can be seen in Fig. 3(d) . The spacing between the BST capacitor's connections is just 0.4 mm. We now obtain the 7-port S-parameter matrix using the frequency-domain solver of CST Microwave Studio, which is then exported to MATLAB, completing steps 1 and 2.
For this work, the possible port locations have been alternatively tested with various capacitance values in order to make a preselection for the best tuning component locations from an input match point of view. These experiments showed that the best results could be obtained using the three locations at the end of the radiating element. These are the locations that are closest to the location of the single tuning component that is traditionally used, employing the voltage maximum of the fundamental mode at the end of the radiating element. For the rest of this work, we will use these three locations. Using an optimization algorithm, this process may be automated as well, while maintaining reasonable calculation times.
The number of steps taken per component is a tradeoff between the resolution achieved for the component settings and computational time. Here, the settings of the three components are swept in 32 steps each, resulting in 32 768 cases, as shown in Fig. 5 . The capacitor at the end of the element (C1) is changing fastest, i.e., is swept completely for the first 32 cases, while the second one is swept completely over the For dc, the capacitors' ground connection is shown in black, with the bias voltage lines in red. For RF, the ground plane (which will have potential differences due to the high frequency) is shown in black, with the ILA element indicated in red. first 1024 cases, etc. All component values are swept from their smallest to their largest value for step 3, which can now be performed.
The results of step 3a are shown in Fig. 6 , where we have plotted the frequencies where a match better than −10 dB is achieved for all cases. As can be seen, there are a multitude of possibilities to cover the 1.4-2.8 GHz range in terms of input match. It is interesting to see that due to the way the capacitors were swept over the cases, the operating frequency decreases for increasing case number (i.e., more total capacitance). However, as discussed earlier, a matched antenna does not guarantee a well-radiating antenna, especially with tuning components operating at a fairly low Q. Nonetheless, it is desirable to verify these results at this stage of the procedure, since it may be required to adapt the geometrical design to achieve a good input match over the entire desired operating band, even accounting for all possible tuning component combinations, or to choose a tuning component with a different range. For instance, in this design, it would have been possible to place components on the GCPW feedline as well or to use BST capacitors with a different capacitance range.
The results of step 3b are not shown separately, as they do not give a useful estimate by themselves. Instead, we have plotted the estimated radiation and total efficiencies from step 4 in Fig. 7 . In these figures, a lighter color corresponds to a higher efficiency. The combination of these figures, especially with Fig. 6 , can provide some interesting insights. First, the estimated total efficiency never peaks above 25%, while the estimated radiation efficiency peaks at nearly 100%. The design procedure's goal here is to find the cases that are the best compromise on this that can be made in terms of total efficiency. It is noteworthy that, referring to Fig. 1 , we can only over-estimate the efficiency due to the approximation we make in neglecting the metallization and dielectric losses. Thus, we can identify the cases exhibiting low efficiencies with confidence. While Fig. 7 (b) mostly shows total efficiencies close to 0, allowing us to discard a large number of cases, there are some cases with an estimated total efficiency of up to 25%. Given the low (Q = 50) quality factor of the components, compact dimensions, and the absence of a matching network, this is considered to be an acceptable result for the purpose of this demonstration, as these are the cases we are looking for.
Using the method, we are able to predict this behavior and can choose the tuning component settings accordingly by selecting for maximum estimated total efficiency (step 5). We can then arrive at the voltage settings for the components using their voltage-capacitance relationship [45] . This is what we did for desired frequencies from 1.4 to 2.8 GHz, as shown for center frequencies spaced 100 MHz apart in Table I , along with their respective estimated efficiencies. Note that settings can be obtained for any frequency in the range and are not limited to the center frequencies shown in Table I . It can be observed that for the bands up to 2.3 GHz, C2 (the capacitor in the middle) is tuned as low as possible, while it is used as the main tuning element above that frequency (low capacitance values for C1 and C3). It would be hard to arrive at these settings without the proposed method. Next we verify the method by implementing the design and measuring its efficiencies using the settings from Table I , as discussed in the next section.
IV. REALIZED DESIGN WITH BST CAPACITORS
The design is manufactured and the BST capacitors are placed, along with inductors in the bias feed lines. Fig. 7 . Estimated (a) radiation and (b) total efficiencies of all calculated cases. In these figures, a lighter color corresponds to a higher efficiency. The worst radiation efficiencies tend to occur around the best matched frequencies (Fig. 6 ). Nonetheless, settings with an acceptable total efficiency can be found. The realized, fully integrated, board is shown in Fig. 8 . In particular, the BST capacitors require specialized equipment, as the pitch between balls underneath the BST components is just 0.4 mm. Finally, the SMA connector (for the RF signal) and a connector for the bias voltages are mounted. By using one cable for the bias connection, which will run along the coax cable, we ensure a tidy and repeatable connection and configuration.
A. Measured Performance
Before proceeding to the measured efficiencies, we have measured the antenna's reflection coefficients for the selected settings. Note that these settings were not selected for their input match, but rather for the estimated total efficiency. Therefore, we do not expect simulated and measured |S 11 |'s to be below, e.g., −10 dB. We are simply verifying the predictive capabilities of the simulations. We have plotted the input reflection magnitude results in Fig. 9 . There, we can observe that the match between simulations and measurements is nearly perfect around 2 GHz, the frequency where we estimated the model parameters for the BST components. For settings toward the lower end of the frequency range, the difference in best-match frequency between simulation and measurement increases up to 70 MHz. This could be due to inaccuracies in the capacitor model or to the bias voltages or deviations therein: for the lowest frequencies, the highest capacitance values are used, corresponding to the steepest slope in the voltage-capacitance relationship of the BST capacitors [45] . At low voltage, the slope is approximately −0.4 pF/V, while for high voltages, it decreases to −0.02 pF/V. Therefore, the sensitivity of capacitance value to errors in the voltage is significantly higher for low voltages and high capacitance values. On the high-frequency end, the results also start to deviate, which is likely due to the capacitors being used close to the edge or outside of their recommended 0.7-2.7 GHz operating range. In addition, as seen in the previous section, for the bands above 2.3 GHz, the center capacitor C2 is providing most of the total capacitance, as opposed to the frequencies below that. This can be observed in the different frequency behavior of the reflection coefficient, both in the simulations and the measurements. The input reflection results proved to be repeatable for different boards-therefore, these differences are most likely repeatable within production series and, once known, could easily be compensated for using the tunability of the antenna.
The radiation and total efficiencies are measured in a reverberation chamber using the antenna-replacement method [59] with 100 paddle positions, 100 kHz frequency sample spacing, and 5 MHz frequency stirring. The chamber uses two rotating paddles, each of which are used in ten positions, which are verified to have very low mutual correlations. No antenna position stirring was performed, as earlier experiments showed the chamber to have excellent spatial uniformity (with a standard deviation of the reference power transfer function smaller than 0.1 dB). The results for both total and radiation efficiency are shown in Fig. 10 . The estimated efficiencies, as given in Table I , are omitted here to be able to show the results clearly in a graph. The total efficiencies peak just below 15%, while the estimated maximum was 25%, and the radiation efficiencies are up to 50% (with estimates close to 100%). This is to be expected, as the metallization and dielectric losses were not included in the estimate, creating an upper bound. As one would expect for a small antenna [5] - [9] , the efficiency (both radiation and total) of the antenna decreases for decreasing frequency. The total efficiencies drop around 2.4 and 2.5 GHz, most likely due to a combination of a different mode being used (Table I) and nonideal behavior of the capacitors that is unaccounted for in their circuit models. Comparing Fig. 9 with Fig. 10(a) , we can observe that, as expected, the radiation efficiency tends to drop close to the frequency where the antenna is matched. The change in the radiation efficiency for different cases also demonstrates that the radiation efficiency, in addition to input reflection, is indeed a critical parameter to estimate early in the design cycle. Nevertheless, our design procedure finds the radiating settings, as shown in Fig. 10 (b) and predicted earlier in the maxima of the estimation in Fig. 7(b) . Moreover, the settings that were found show a smooth increase in maximum efficiency over frequency, as one would expect from the Chu-Harrington limit, suggesting a physical limitation. If cases were selected based on input matching only, this smooth increase would not be observed, instead showing large differences in efficiency between neighboring frequencies. As will be discussed in the next section, the 50 reference impedance is a limiting factor for the total efficiency in this particular design, and the results could be significantly improved when the antenna is connected to an adaptive impedance matching circuit, as is now common in most mobile applications [11] . It could also be improved by returning to step 1 and changing the geometrical design to include a matching network.
B. Performance Connected to Adaptive Matching Network
The challenge of achieving good input match and radiation efficiency at the same frequency is illustrated in Fig. 11 , where we have combined the most crucial estimated and measured results for a single case. Note the great similarity in the frequency behavior of the estimated and measured efficiencies. From this figure, it can be deduced that the total efficiency is, in fact, limited by the best input match occurring on the downward slope of the radiation efficiency. If the input match could be achieved at a slightly lower frequency, the total efficiency could be increased since the mismatch loss would be minimal at a frequency where the radiation efficiency is high. This suggests that the total efficiency may be improved by the addition of an adaptive matching circuit.
If we assume that the device the antenna will be connected to is not bound to 50 but has an adaptive matching circuit, the performance can indeed be improved. Such a network, commonly present in modern smartphones, is connected to the antenna as shown in Fig. 12 . Even in the simple case of a low-pass-π matching network, using two of the same BST Fig. 10 . Measured (a) radiation and (b) total efficiencies for selected cases. Different colors are used to distinguish between cases and are kept the same for Figs. 9, 10, and 13. There is a clear dip in both efficiencies at frequencies a bit above the maximum total efficiency and the minimum input reflection ( Fig. 9 ). Fig. 11 . Combined input reflection and total and radiation efficiencies (all measured) for a selected case. The input reflection is minimal at a frequency where the radiation efficiency is starting to dip. Therefore, the total efficiency may be improved by shifting the minimum input reflection to a slightly lower frequency. Fig. 12 . Antenna's performance is projected (see Fig 13) with this low-pass pi-matching network at the antenna connector interface. capacitors for C M1 and C M2 with a fixed 5.6 nH inductor, the antenna's performance (as seen from the antenna-matching network interface) transforms to that shown in Fig. 13 . Projected total efficiency from the interface with a low-pass pi-adaptive matching network. Different colors are used to distinguish between cases, and are kept the same for Figs. 9, 10, and 13. Using this network, the performance up to 2.2 GHz can be improved.
The settings for the capacitors on the antenna itself are maintained. Since the adaptive matching network is not on the antenna and can be kept exceedingly small (it will most likely be integrated in a front-end module for a mobile device), it is assumed that the adaptive matching network is not radiating, only adapting the input match. In principle, the tuning possibilities of a traditional adaptive matching network are added to the tuning capabilities of the aperture-tuned antenna itself, which can be seen as a conventional antenna for each case from the adaptive matching network's point of view. Improving the input match will increase the power flow through the tuning components in the aperture as well, but since these are operated in their linear region, the increase in power loss in them will be proportional to the increase in the antenna's accepted power, thereby not affecting the radiation efficiency as the shapes of the current distributions in the aperture are not changed. The projected total efficiency is obtained by using the measured input impedance of the antenna and then calculating the reflection coefficient from the adaptive matching circuit. The total efficiency is then calculated using this reflection coefficient and the measured radiation efficiency. Since the aperture of the antenna is not changed, its radiating performance remains constant, only improving the input match and, thus, increasing the magnitude of the radiated fields. After repeating this process for a set of possible settings for the adaptive matching circuit, the best total efficiency is selected and denoted as projected total efficiency. Note that this procedure is remarkably similar to the overall design method. Since the matching network itself is not radiating and the reference plane is chosen between the matching network and the antenna, it is considered reasonable to simulate this part of the system. Due to the choice of matching network, the performance above 2.2 GHz is largely lost, but it demonstrates that, indeed, the performance can be improved by shifting the best input match and the worst radiation efficiency away from one another. A total efficiency of up to 35% at 2.2 GHz (≈ (λ/7)) can be achieved this way. Given the similarity of the process to obtain the projected total efficiency, this result would automatically be obtained if the additional matching network were included in the design of step 1 or even accounted for without being part of the simulated layout in step 3. Another way would be to require the antenna's input impedance to be within a predefined impedance region that can be matched, before selecting the case with the highest estimated radiation efficiency from the remaining cases.
Antenna designs incorporating high-Q MEMS-tunable capacitors for mobile applications report total efficiencies between −7 dB (20%) and −2 dB (63%) in the 1.7-2.2 GHz band [18] with a 10 mm-long ILA design (180 mm 3 ) and 55% at 1.85 GHz for a 15 mm-long design (120 mm 3 ) [16] . Our design method, while employing a very simple and easily manufactured ILA of 20 mm, arrives at similar results using tuning components with a much lower Q, in a smaller volume (50 mm 3 ), while it has a larger tuning range.
V. CONCLUSION
In this paper, a new design method for frequencyreconfigurable antennas using multiple tuning components was proposed. The method aims to find the best tuning component settings given a geometrical design with possible locations from a total efficiency point of view and could easily be adapted to include input match or radiation efficiency requirements. The design procedure was explained in detail, followed by a demonstration using an ILA with three tunable BST capacitors, which showed satisfactory measured total efficiencies up to 35% when connected to an adaptive matching network and radiation efficiencies up to 50%, with a 1.4-2.8 GHz tuning range. It was demonstrated that the method can avoid cases (combinations of tuning component settings) that exhibit a good input match but a very low radiation efficiency in both simulations and measurements. This new method offers a timeefficient way to design frequency-reconfigurable antennas for maximum efficiency.
