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If f : R+ x RF --+ Rn is locally Lipschitz and bounded, then 
x’ =f(t, x)2 x(0) = x, (1) 
has a (unique) solution on the whole positive real line R+. However, the 
well known criteria for the convergence of successive approximations, which 
are all included in the theorem of Coddington-Levinson [3] (cf. Lakshimi- 
kanthan-Leela [5, Section 2.31) do not imply that the successive approxima- 
mations of (1) converge on the whole interval R+. The aim of this paper is 
to prove a general theorem ensuring that the convergence of the successive 
approximations of (1) is really global, thus avoiding any discrepancy between 
the domain of existence of the solution and the domain of convergence of the 
successive approximations. The proof works also for the case of infinite 
dimensional Banach spaces. Moreover, from our argument one can obtain a 
much easier proof of the theorem of Coddington-Levinson [3] and of its 
generalization to Banach spaces due to Kisynski [5] and Wazewski [7]. The 
method inspired a new sufficient condition for the convergence of successive 
approximations which is independent of the properties of any scalar Cauchy 
problem and yields a new existence theorem for the Cauchy problem in 
Banach spaces. 
The first result of this paper is the following. 
THEOREM 1. Let X be a Banach space, U C X closed, I the interval [a, b] 
or [u, b[ of R, and f: I x U--f X a function satisfying Carath&odory hypo- 
theses. Suppose for every (t,, , x0) E I x U, to < b, there are a nonempty interval 
I, = It,, , t, + a] _C I, a ball B, = B(x,, , E) in U and a function 
w: I, x [0, 2~]+ R+ satisfying Carath6odory hypotheses uch that 
(9 II f (6 4 - f(t, r>ll < 4, II x - y II) for all t E 1, and x, Y E 4,; 
(ii) w(t, *) is increasing for all t E I,; 
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(iii) for every /3 < 01, y = 0 is the unique continuous function u such that 
u(t,) = 0 and u’(t) = w(t, u(t)) for a.e. t E]& , t, + /3]. 
If the successive approximations 
rn+dt) = x’o + j-if (s, Y,(S)) ds 
a 
are well de$ned on I for x0 E U and y. E C(I, U), then ( y& converges uniformly 
on compact subsets of I. 
The sequence (y,J, is obviously well defined on I if U = X. It is perhaps 
convenient to note that “increasing ” is used like “nondecreasing” and that 
C(I, U) is the set of all continuous functions I -+ U. By a ball B(x, , E) in U 
we mean the set 
Ix E u I II x - x0 II < 4. 
Recall that the Carathe’odory hypotheses on a function f : I x A - X are the 
following: 
(C,) f(., x): I+ X is measurabZe for all x E A; 
(C,) f (t, 0): A ---f X is continuous for a.e. t E I; 
(C,) there exists h EL&(I, R+) such that //f (t, x)11 < h(t) (a.e. t; all x) 
and s1 h(s) ds < + co, where 
s h(s) ds I 
means the improper integral when I is not compact. In particular, the hypo- 
theses of Theorem 1 imply 
s 
t,+a 
w(s, 26) ds < +co 
to 
and the existence of h EL$,,,(I, [Wf) such that 
s ‘h(s)ds < +oo and Ij f (t, x)11 < h(t) (a.e. t; all x). a 
Clearly Condition (iii) of Theorem 1 holds if the scalar equation has the 
following property which was considered in Cafiero [2]: 
(iii)* for every E > 0 there exist a, E I, and 6, > 0 such that, fey every 
u,, E IO, S,] and every a, E ] t o , a,], the maximal solution u of the Cauchy problem 
u’ = w(t, u), 4ao) = uo 
exists on [a, , to + a] and u(t) < c for all t. 
Therefore f can satisfy locally a condition of the form 
Ilf (4 x) - f (t, Y>ll G II x - Y II& - to) 
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for t > t, and 0 < (y. < 1, since it is well known that this condition implies 
(iii)* (for the details see [2, pp. 18-491). 
Caratheodory hypothesis (C,) on f is used only to have the equicontinuity 
of (y,), on compact subsets of 1, so that Theorem 1 holds more generally 
under the assumptions: f is bounded by a summable function on bounded 
sets and (~3, is equibounded on compact subsets of I. 
It should also be remarked that Lakshimikantham-Leela’s [6, Section 2.31 
proof of the fact that all the theorems on the convergence of the successive 
approximations, e.g. Brauer [l], can be reduced to Coddington-Levinson’s 
theorem by considering 
44 4 = sup llf(4 -4 -f(4Y)lI 9 
Hz-YIIGU 
does not seem to hold in infinite dimensional Banach spaces since (as far as I 
can see) one needs the relative compactness of bounded sets to prove the 
continuity of mf . 
Proof of Theorem 1. By Caratheodory hypothesis (C,), the sequence 
( yJn is equicontinuous on I. Therefore, ( ym - yJ,,, is equicontinuous on I. 
Define 
c=sup{tEI];$ynz - yn = 0 uniformly on [a, t]}. 
Since m(u) = x0, c > a. So assume c < b and let us find a contradiction. 
Since (Ym - Y,>,,, is equicontinuous, we have 
lim y,(c) - y,(c) = 0 
m,n 
by a well known theorem asserting that an equicontinuous sequence which 
converges to a continuous function x pointwise on a dense subset of a compact 
space K, must converge uniformly on K to x (in our case, x E 0 and 
K = [a, cl). Let yc = lim y,(c). Since U is closed, yc E U. In correspondence 
to (c, yc) there are a nonempty interval I, = ]c, c + a] _Cl, a ball 
B, = B(yc , c) in U and a function W: I,, x [0,26] + R+ satisfying Carathto- 
dory hypotheses such that (i),..., (iii) hold. There is n, EH+ such that 
II Y&> - Yc II < 42 (n 3 no). 
By the equicontinuity of (y,), it follows that we can take 1s so small that 
YnG) 2 WYC 9 c) (n 3 no), (3) 
as we do. Moreover, we take LY so small that 
s 
c+‘l 
w(s, 24 ds < E. 
e 
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We argue to show that (y,, - yJn,, converges uniformly to 0 on [c, c + a]. 
For every k E N define 
Sk = suPlIly, - m(c)!1 I m, n >, k m, fi 2 no + l}. 
Obviously we have 
6, < E (by (3)), 
8kfl G Sk I 
liy 6, = 0 (by (2)). 
Now define inductively uk: [c, c + CX] -+ [0, 2.51 by 
u,(t) = So + I‘” w(s, 2~) ds, 
c 
Since 
~a@> < 6, + I’ 4,24 & 
e 
we have really +(t) E [0, 2~1 for all k and t. It follows 
and, hence, (u& is equicontinuous on [c, c + CX]. Let us prove by induction 
on k > 0 that 
uk+l < uk * 
For k = 0, we have: 
u&> = 8, + It 4, uo(s)) ds 
t 
< 60 + s 
w(s, 26) ds 
e 
= u,(t). 
Assume uk < uk-i , and let us prove uk+i < uk: 
s 
t 
uk+l = 6k+l + w(s, uk(s)) ds 
G 
< a,,, + jet 4, ~44) ds (by the inductive hypothesis and by (i)) 
< 6, + s,t 4, ule&)) ds 
= Uk@). 
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Thus u Ic+l < ulc for all K. Then (u& converges pointwise to a function U. 
Since (u& is equicontinuous, the convergence is uniform on [c, c + cx], and, 
hence, u is continuous on [c, c + a]. Moreover, U(C) = lim, 6, = 0. Put 
c, = c + a/n. For every k and n we have 
u,+,(t) - ++d4 = j”: 4,uds)) ds (t 3 4. 
By taking lim, we get from Lebesgue convergence theorem 
u(t) - u(c,J = 1’ w(s, u(s)) ds (t z 4. 
c* 
Since lim, c, = c, from this we have 
24’ = w(t, u) (a.e. t > c). 
Therefore, u = 0 by (iii). Now we prove by induction on k > 0 that 
II YmW - Y9aWll G %cw (c < t < c + a; m, n 2 k; m, n > n, + 1). (5) 
For k = 0 we have 
II Y&) - m(t>ll = 11 Y&) + j)(s xn-&N - Y,(C) - /)(s m-&N ds /I 
G II Y&) - Y&II + 1’ II.% Y,-,N) - fh ~,d)ll ds c 
< 4, + I t 4, II Y,-,(S) - in-&)I) ds (by 6)) e 
.r 
t 
d4l + w(s, 2~) ds (by (3)) c 
= u,(t). 
Assume (5) holds until k, and let us prove it for k + 1: 
IIY&) - m(t)ll \( II Y& - mWll + s,t 4x9 II m-1(4 - ym-k)ll) ds 
(by (i), as seen above) 
< &+I + St WCS, u&)) ds 
c 
(by the inductive hypotheses and by (ii)) 
= %+1(t). 
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Thus, (5) holds. By lim, uk = 0 uniformly it follows that (ym - y,,),,, 
converges to zero uniformly on [c, c + a], contradicting the definition of c. 
Thus, c = b. So we can conclude that (yJ, is a Cauchy sequence for the 
topology of uniform convergence on every compact interval of I (if I = [a, b], 
then we use the same argument ledding to lim,,, y,(c) - y,(c) = 0 to get 
lim,,, y,(b) - yn(b) = 0), and the theorem is proved. Q.E.D. 
The interest of the following theorem rests on the fact that we make no 
assumption on the scalar equation 
u’ = w(u). 
Theorem 2 furnishes a new existence condition for the solution of Cauchy 
problem in Banach space. By considering the successive approximations 
yn+1(t) = xoe-* +s t es-Y@, yn(s)) ds, n 
we can prove a similar existence theorem for equations of the form consider 
by Crandall [4] 
x’ =f(t, x) - x, 
where f is defined on a set I x C, C a closed convex subset of a Banach space, 
and f(t, x) f: C for every t E I and every x: E X. 
THEOREM 2. Let U be a closed subset of a Banach space X, I the interval 
[a, b] or [a, b[ of R and f: I x U -+ X continuous and bounded. Suppose for 
every (to , x0) E I x U, to < b, there exist a ball B, = B(x, , e) in U, an 
interval I, = [t ,, , t, + a] C_ I and a right continuous increasing function 
W: [0, 2~1 + R+ or W: R+ + R+ such that 
6) II f(t, 4 - f k r>ll G 4 x - Y II) 0 E 4; x, Y E &I; 
(ii) 0 is the unique jixed point of w; 
(iii) supU W(U) < 2~ if [0, 2~1 is the domain of w, or supU W(U) < + CO 
if Rf is the domain of w. 
If the successive approximations 
yn+&) = xo + j t f 0, m(s)> ds a 
are well dejked on I for x0 E U and y. G C(I, U), then ( y,), converges uniformly 
on compact subsets of I to a solution of 
x’ =f (6 4, x(u) = x0 . 
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Proof. By the boundedness off, (yJ, is equicontinuous. Define 
c = sup{t EI 1 liiyn - ylz = 0 uniformly on [a, t]). 
Suppose c < b and let us argue for a contradiction. The equicontinuity of 
(y,), implies limm,,ym(4 - m(c) = 0 ( as seen in the proof of Theorem 1). 
Let yC = lim, y%(c). By hypotheses there are a ball B, = B( ye , E), an interval 
1, = [c , c + CX] and a function w satisfying the condition of the theorem. 
By the equicontinuity of (y,& and by lim, y,(c) = yc there exist 
01 E IO, min{ol,  I]} and n, E H+ such that 
m([c, c + 4) 2 Bo (n 3 no). 
If the domain of w is [0, 2~1, then we take n, so large that 
II mm(c) - Y&II < 2 - sip 44 (m, 72 2 no). 
For every k E N we define 
Sk = sup(llym(c) - y,(c)ll I m, 1~ 2 k m, n 3 no + 11. 
Obviously 
6 k+l < sk and lip 6, = 0. 
Define inductively 
240 = sup W(U), 
u 
I4 k+i = w(6, -k uk)* 
By the assumptions on no and by ( iii ), zck is well defined for all K. Obviously 
ui < u. . Therefore, by the increasingness of w, we have 
uk+l < uk (k E H+). 
Now we shall prove inductively on k > 0 the following statement: 
(*) Foreverym,n>k,m,n>n,,andtE[c,c+oc]wehave 
11 Ym’@) - Yn’@>ll < uk and 11 Y&> - Y?dt)ll < 6k + uk * 
For k = 0 we have 
II Ym’(t> - r,‘(t>ll = II f (C Ym-1(t)> - f (t, Ye-lW)ll 
,< 4lYm-At) - m-dOI> 
d uo , 
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llY& - mw d IIYm(4 - Y&N + llYm(4 - m(t) - Y&) + Y,(C)ll 
d 60 + (t - 4 ,2vt IIYm’(4 - Ynl(S)Il 
(by mean value theorem) 
d 60 + (t - 4 uo (by the above inequality) 
d 60 + uo (by t - c < 01 < 1). 
Assuming (*) true until k, for k + 1 we have 
II YmW - Yn’Wll d 4 Ym-1(t) - Ylz-&)I0 
d 46, + Uk) 
= uk+l> 
(as seen above) 
(by the inductive hypothesis 
and the increasingness of w). 
II Y?dO - m(4ll d II Y&> - Y&)ll + I/ Yn(4 - Y&) - YmW + m(c)ll 
d 8k+, + ct - d 2:$, 11 Ym’(s) - m’@)\i 
d 6k+1 + ct - c) uk+l (by the above inequality) 
d 6k+, + uk+l - 
Thus, (*) holds for all k > 0. Since (u& is decreasing, there exists u such 
that limk uk = u. The continuity of w implies u = W(U). Then u = 0 by (ii). 
Therefore, the last inequality of (*) implies that (y& converges uniformly 
on [c, c + a]. This contradicts the definition of c and, hence, c = b. From 
this we derive easily the conclusion. Q.E.D. 
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