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ABSTRACT 
This research proposes a method for tracking and recognition of license plate of vehicles driving on 
roads based on recorded video. In the process includes the step of detection of the location of a license 
plate within frames of video, tracking the license plate location throughout multiple frames of video, 
detection of the characters found on the license plate, then use Optical Character Recognition (OCR) to 
recognize the characters found on the license plate. From the testing results, that has been done using 3 
videos, obtained a total accuracy of 50%. 
 
Keywords: ALPR, MSER, OCR, License Plate, Tracking. 
 
INTRODUCTION 
Vehicle license plate detection and 
recognition system in a lot of research known as 
Automatic License Plate Recognition (ALPR) (Du, 
Ibrahim, Shehata, & Badawy, 2013), Automatic 
Vehicle Identification (AVI) (Ahmed & Abdel-Aty, 
2012), Car Plate Recognition (CPR) (Jiang, 
Mekonnen, Merkebu, & Gebrehiwot, 2012), 
Automatic Number Plate Recognition (ANPR) 
(Shaikh, Lahiri, Bhatt, & Raja, 2013), and Optical 
Character Recognition (OCR) for car (Lukic, 
Makarov, & Spanovic, 2012). Automated license 
plate detection and recognition is a very powerful 
application of Computer Vision in the fields of 
intelligent transportation systems, intelligent 
parking system, intelligent traffic management 
system, vehicle security systems, vehicle accident 
prevention systems, automatic vehicle guidance 
systems, traffic violations monitoring system, and 
others. 
This paper proposes a method for tracking 
and recognition of license plate of vehicles driving 
on roads based on recorded video using Maximally 
Stable Extremal Regions (MSER) and Optical 
Character Recognition (OCR). The method is 
applied to the real data of several license plate of 
vehicles driving on roads based on recorded video. 
 
METHODOLOGY 
Block diagram of the vehicle license plate 
tracking and recognition proposed, shown in 
Figure-1, inspired by (Donoser, Arth, & Bischof, 
2007). Block diagram of tracking the location of 
vehicle license plates throughout several frames of 
video, inspired by a paper (Gao, He, Luo, Jiang, & 
Teng, 2013). The optimization process is replaced 
with Maximally Stable Extremal Regions (MSER). 
Block diagram of tracking vehicle license plates 
location along several video frames is proposed, 
shown in Figure-2. 
The algorithm steps describing the given 
proposed methodology is given below, inspired by 
(Donoser et al., 2007). 
 
Plate Recognition 
The process of plate recognition involves 
generating two MSER (Maximally Stable Extremal 
Regions) blob detection images of the current 
video frame. One MSER image highlights regions 
of white surrounded by black color, while the other 
highlights regions of black surrounded by white 
color. These regions are then searched to find 
larger MSER regions, containing many smaller 
MSER regions. The larger regions must meet 
certain criteria. They must be rectangular in shape, 
and they must not be very convex or concave. If a 
region is found that meets these criteria, it is 
marked as a license plate, and is tracked in 
subsequent frames. 
 
Plate Tracking 
Once a license plate is found, the next frame 
generates only a MSER image for the light 
surrounded by dark regions. For each one of these 
regions detected, check to see which one is 
closest to the previous plate location. If the closest 
region found is rectangular and is not too small, it 
is marked as the current location of the license 
plate. If the closest region found is not rectangular 
or is too small, the plate detection process starts 
over. 
 
Character Recognition 
After a suitable plate region has been found, 
the area of the plate is copied to a separate image, 
cropped to just the letters, and resized to 300 by 
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150. A MSER- (black surrounded by white) image 
is created of the plate. This is then passed to OCR 
function, using OCR code (Donoser et al., 2007). 
The OCR function splits the plate into a user-
defined amount of columns, based on the number 
of characters on the plate. The plate image is then 
separated into it's connected component regions. 
The bounding box for each region is recorded, and 
the mean and standard deviation for the width and 
height of each region are saved. If a region is 
outside of one standard deviation from the mean, it 
is not considered a candidate for OCR correlation. 
 Each region is then compared to a series 
of template images, to determine which character 
the region has the most correlation with. After 
every connected component region has been 
correlated with the template images, a resulting 
word and the correlation for each character are 
returned to the main program. 
Video Acquisition
License Plate Extraction
within frames of video
Tracking License Plate location 
throughout multiple frames of video
License Plate Segmentation
within frames of video
Character Recognition
License Plate Enhancement
within frames of video
 
Figure-1. Block Diagram of Proposed Methodology 
 
MSER
 
Figure-2. Block diagram of license plate tracking 
 
RESULT AND DISCUSSION 
The results of the simulation are shown in the 
figures below. Top and bottom left image is the 
result of a process MSER. The right image up is 
the result of tracking the location of license plate 
and character recognition results. The right image 
down is the result of character segmentation 
results. 
  
  
Figure-3. Tracking Failed, Character Recognition Also 
Failed (The 8th Frame) 
 
 
Figure-4. Tracking Successfully, But The Character 
Recognition Failed (The 1st Frame) 
 
 
 
Figure-5. Tracking Successfully, But The Character 
Recognition Failed (The 50th Frame) 
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Figure-6. Tracking Success, Character Recognition Is 
Also Successful (The 2nd Frame) 
 
 
 
Figure-7. Tracking Success, Character Recognition Is 
Also Successful (The 50th Frame) 
 
From three videos used in this experiment, 
the first video, license plate tracking and character 
recognition process is failed (accuracy 0 %). The 
second video, license plate tracking successfully, 
but the character recognition is failed (accuracy 50 
%). The third video, license plate tracking success, 
and character recognition are also successful 
(accuracy 100 %). Then the total accuracy of these 
experiments is 50%. 
 
CONCLUSION 
Simulation results indicate that the proposed 
method gives three possibilities, the failure of 
license plate tracking and character recognition 
process. The second possibility, license plate 
tracking successful but character recognition 
failed. And the third possibility, license plate 
tracking and character recognition process both 
successfully applied. From the testing that has 
been done using 3 videos, obtained a total 
accuracy of 50%.  
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ABSTRACT 
Intelligent Fishcarelab System (IFS) is designed as online monitoring fish farming system. IFS 
hardware consists of mechanical and electronic systems. Mechanical system consists of water tanks and 
piping systems. While the electronic system comprises sensors temperature and pH. These sensors 
include signal conditioning circuit. Furthermore, by using Analog to Digital Converter (ADC) module the 
data can be read by the microcontroller circuit. Microcontroller circuit is assigned to conduct sensor 
readings and sends data to the server to inform water conditions. Another electronic system used is the 
on/off electric valve. Several electronic faucets are also used and their workings are controlled by a 
microcontroller. With this faucet system, the water supply, as well as the disposal of fish pond water can 
be controlled electronically. IFS in the operating system hardware requires microcontroller-based software 
and web-based software for monitoring water quality and feeding automatically and scheduled. 
Furthermore, this system apart can work directly in the area of fish farming can also be monitored 
remotely using an Internet connection. 
 
Keywords: IFS, Fishcarelab, Koi Fish, internet, intelligent, monitoring. 
 
INTRODUCTION 
Indonesia is the waters that have a wide 
range of diverse species of fish, some of which 
have fairly high selling value. One of them is the 
koi fish (Cyprinus carpio) is one potential 
ornamental fish are cultivated in Indonesia. Koi 
have an interesting characteristic colors and 
variation types are diverse. Broadly speaking koi 
fish are classified into 13 categories: Kohaku, 
Sanke, Showa, Bekko, Utsurimono, Asagi, Shusui, 
Tancho, Hikari, Koromo, Ogon, Kinginrin, and 
Kawarimono (Effendy, 1993),(Blasiola, 1995). Koi 
fish, including freshwater fish species with high 
economic value, both in the national and 
international market, so many fans of fish in 
Indonesia are keen to keep this fish. 
Seeing the market prospects are quite high 
and promising the koi fish business seems to be 
getting a high enough profit. However, to produce 
a high enough profit is required fingerlings were 
superior. It is therefore necessary to have the 
knowledge, skills, soft skills and insights are high 
on maintenance and breeding koi. 
Several studies of fish farming has also been 
carried out by researchers. The research primary 
results found the relationship between fish growth 
and water quality in which fishes are farmed (Xu & 
Chen, 2014), (Diestre Redondo et al., 2014). Other 
research presented empirical modeling techniques 
based on collection of water quality monitoring 
data (Chang & Vannah, 2013b). Besides that, 
comparison of the utilization ratio of Genetic 
Programming (Genetic Programming) and Artificial 
Neural Network (ANN) was used to predict the 
long-distance water quality based on the image of 
water (Chang & Vannah, 2013a). Meanwhile, the 
results of other studies presented a good chance 
or a very promising prospect for supplier business 
of fish feed for the fishing industry (Junge, 2014). 
There also research that produced 
aquaponics farming technique in confined spaces 
(indoor) automatically. Aquaponics is the 
integration of hydroponics (plant / vegetable 
production without soil) and aquaculture (fish 
farming) (Saaid, Fadhil, Ali, & Noor, 2013). On the 
other hand fish farming itself as an attempt to get a 
higher income has also attracted people attention. 
Freshwater fisheries business has excellent 
prospects because until now fish supply, either 
fresh fish or processed one, is still lower than 
consumer demand (Shepherd & Jackson, 2013). 
This paper proposes a monitoring system that 
consisting of hardware and software for fish 
farming system. The system is named Intelligent 
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Fishcarelab  System (IFS). The system is designed 
not only to be operated directly in the indoor fish 
farming, but also designed to be monitored 
remotely using an Internet connection. Advantages 
of this equipment can be operated 24 working 
hours anywhere as long as Internet connection is 
available. 
 
MATERIALS AND METHODS 
The proposed monitoring system design as a 
remote Internet-based fish monitoring system is 
illustrated in Figure-1. Water from an underground 
reservoir will stop automatically if Elevation Level 
reaches a certain level. Water levels are known 
through the Level Sensor (S1) readings. Other 
sensors utilized to monitor the quality of water are 
a Temperature Sensor (S2) and pH Sensor (S3). 
Sensors readings are then amplified or conditioned 
using signal conditioning circuit module. 
Furthermore, by using the analog to digital 
converter circuit or Analog to Digital Converter 
(ADC) signal conditioning circuit module data 
readings can be read by the microcontroller circuit. 
Furthermore, the microcontroller circuit module is 
assigned to conduct the reading of the output 
signal conditioning circuit module and transmits the 
data to the server. Server works based on pond 
water quality monitoring program. The server is 
also responsible of feeding the fish according to 
the ideal fish growth standard. 
Microcontroller is equipped with actuator 
module and Electric Valve (V1) to control the 
distribution of water into the pond. It is also 
equipped with Electric Valve (V3) to regulate the 
discharge of water for the replacement of pond 
water. Microcontroller is equipped with Regulator 
Module (P1, P2) for regulating water conditions 
(temperature and pH) as needed. Temperature 
and pH settings are required so that Koi fish has 
ideal environment for its growth. The 
microcontroller also features an actuator module 
for regulating fish feeding as needed. Open and 
close the faucet of food reserves by turn on and off 
the Electric Valve (V2). Furthermore, using web-
based program data readings can be displayed. 
 
Figure-1. Intelligent Fishcarelab System (IFS) 
Architecture 
 
 
Overview pond which is designed as a space 
where the fish farming fish are monitored its 
growth, including water quality such as 
temperature and pH, shown in Figure 2. 
 
 
Figure-2. Intelligent Fishcarelab System (IFS) Pond 
Design 
 
And an overview of a food reserves design 
which the feeding supply is regulated and 
scheduled automatically as required by the fish 
according to its age is shown in Figure 2. 
relay
Water Reservoir
Sensor
level
Microcontroller Module
Server
Food Reserves Actuator Module
Sensor Module
P-50
V1 V2
V3
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Figure-3. AutoFeeder Design 
 
RESULT AND DISCUSSION 
The results of this research are shown in the 
following figures. Realization of the pond which is 
designed as space where the fish farming are 
monitored its growth, including water quality such 
as temperature and pH, shown in Figure-4.  
 
 
Figure-4. IFS Koi Fish Pond 
 
Realization of Auto Feeder Module as the 
food reserves which the feeding supply is 
regulated and scheduled automatically as required 
by the fish according to its age is shown in Figure-
5. 
 
 
Figure-5. Auto Feeder Module Settings 
 
IFS as online koi fish growth monitoring 
system has been tested for koi fish cultivation 
shown in Figure-6. Looked two koi fish swimming 
occupy its new home. 
 
 
Figure-6. Trial of Koi Fish Cultivation 
 
From the monitoring testing results of the 
temperature and pH water quality of pond koi fish 
cultivation obtained from sensor readings is shown 
in Table 1. 
 
Table- 1. Water Quality Monitoring Results 
Temperature (
o
C) pH 
27.87 8.2 
27.87 8.2 
27.87 8.17 
27.81 8.17 
27.81 8.16 
27.81 8.16 
27.75 8.16 
27.75 6.98 
27.69 6.98 
27.69 6.98 
 
feed
mechanical 
plunger 
feed
controller
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CONCLUSION 
Intelligent Fishcarelab System (IFS) is 
designed as online monitoring fish farming system. 
IFS hardware consists of mechanical and 
electronic systems. IFS software consists of 
microcontroller-based and web-based 
programming. From the monitoring testing result, it 
can display temperature and pH water. It can be 
concluded that IFS can be used as an alternative 
for koi fish pond water quality monitoring system. 
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ABSTRACT 
For time series data that contains trend, many studies apply double exponential smoothing method. 
But this method is not suitable for forecasting data that contains seasonal component. To forecast this 
kind of data, Holt-Winters exponential smoothing can be used. This method has two models, i.e., 
Multiplicative Seasonal Method and Additive Seasonal Method. Multiplicative model is used when there is 
a sign that the seasonal pattern depends on the size of the data. In other words, the seasonal pattern 
dilated along with the increasing in data size. Additive model in the other hand is used if this tendency 
does not occur. In this paper Holt-Winters exponential smoothing method was applied to predict the price 
of rice in the Wonokromo market in Surabaya for October 2016. The results shows that Holt-Winters with 
multiplicative models has smaller error value, compared to additive models. 
 
Keyword: Time Series Forecast, Holt-Winters, Rice Price 
 
INTRODUCTION 
Rice is one of the staple food consumed by 
Indonesian people. The rice price in the market is 
quite volatile as evidenced by the data obtained 
from the SISKAPERBAPO, a website administered 
by Industry and Trading Agency of East Java 
province, Indonesia. The SISKAPERBAPO 
presents the average price of staple goods at the 
consumer level in East Java province. Rice price 
data in SISKAPERBAPO shows rising trend from 
year to year. On the other hand, society as the 
consumer of rice, is very concerned with staple 
food prices stability in the sense that there is no 
dramatic increase in price from month to month. It 
is due to the fact that the staple food price shocks 
affect wider and often penetrate into other aspects 
of society life (Surachman, et al., 2009). The 
government as the policymaker must formulate 
and implement a policy of price stabilization. In 
order to formulate this policy, information about 
market projection is needed, especially short-term 
price forecast which in this case is forecasting 
prices at the retail level. 
There are many methods that can be used to 
predict time series data, ranging from moving 
average, exponential smoothing until holt-winters. 
Selection of appropriate method can be started by 
observing the forecasting components that appear 
when the data is plotted in the time series graph to 
see whether there is a trend component, or 
seasonal component, or both. This study aims to 
predict the price of rice by using Holt-Winters 
method. The method is selected because 
Surachman, et al., (2009) and Ishaque & Ziblim 
(2013) suggested that Holt-Winters is more 
suitable for predicting the price of rice, corn, and 
soybeans, as there are seasonal patterns in the 
data. The experiment done on the model also 
demonstrated that Holt-Winters is more 
appropriate since the error value is smaller 
compared to other methods. 
 
Exponential smoothing 
The exponential smoothing is a moving 
average forecasting model which perform 
weighting on past data using exponential so that 
the latest data has greater weight or scales in the 
moving average. The exponential smoothing 
method has been used for several years as a 
method which is useful in so many forecasting 
situations (Montgomery, et al., 1990). 
1. Single Exponential Smoothing 
Single exponential smoothing, also known 
as a simple exponential smoothing is used on 
short-term forecasting, usually only one month 
ahead. The model assumes that the data 
fluctuate around the mean value is fixed, with 
no trend or pattern of consistent growth. The 
formula for simple exponential smoothing is as 
follows 
        (   )        (1) 
with 
  :  forecasting smoothing value for period 𝑡  
 :  smoothing parameter 
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   :  actual value at period 𝑡 
2. Double Exponential Smoothing 
Holt's exponential smoothing models or 
double exponential smoothing flatten the trend 
value using different parameters of those used 
in the original series. Forecasting with 
smoothing exponential models of Holt's 
obtained by using two parameters of smoothing 
α and γ with a value between 0 and 1. This 
helps to eliminate and put an estimate of Holt's 
to early estimates of the value of the data, to 
create a trend of new data, which shows the 
difference between the last two smoothing 
values. There are three equations used in the 
model Holt's. The first is overall data smoothing 
which is formulated as follows: 
        (   )  (         )  
(2) 
where 
  :  Holt’s estimate 
 :  smoothing parameter  
   :  actual value at period 𝑡 
    :  previous Holt’s estimate 
     :  previous trend estimate 
 
The second is trend estimation smoothing 
which is formulated as follows:  
     (       )  (   )      
 (3)  
where 
  : trend estimation 
  : smoothing parameter for trend estimation 
 
The third is future period p estimation which is 
formulated as: 
  ̂       (    ) (4) 
 
3. Holt Winters 
This method is used when the data shows 
trend and seasonality. Seasonality is defined to 
be the tendency of time-series data to exhibit 
behavior that repeats itself every L periods. The 
term season is used to represent the period of 
time before behavior begins to repeat itself. L is 
therefore the season length in periods. To 
handle seasonality, a third parameter needs to 
be added. Then, a third equation is introduced 
to take care of seasonality. The resulting set of 
equations is called the ”Holt-Winters” (HW) 
method after the names of the inventors. There 
are two main HW models, depending on the 
type of seasonality, i.e., additive and 
multiplicative. In additive case, the series shows 
steady seasonal fluctuations, regardless of the 
overall level of the series; in the multiplicative 
case, the size of the seasonal fluctuations vary, 
depending on the overall level of the series. 
a. Additive 
Overall smoothing  
     (        )  (   )  (         )
 (5)  
 
where 
    : the seasonal factor for period T computed 
one season (L periods) ago 
 
Trend smoothing 
     (        )  (   )       (6) 
 
Seasonal smoothing  
     (      )  (   )       (7) 
 
Forecast 
                    (8) 
 
b. Multiplicative 
Overall Smoothing  
     (
  
    
)  (   )  (            (9) 
where 
    : the seasonal factor for period T 
computed one season (L periods) ago 
Trend smoothing  
     (        )  (   )       (10) 
 
Seasonal Smothing  
     (      )  (   )       (11) 
 
Forecast for the next m period 
     (     (      ))          (12) 
 
Forecasting Accuracy 
The accuracy of a forecasting method is the 
suitability of the method which is how far the 
forecasting model is able to predict the actual data. 
It is impossible to reach an absolute accuracy in 
forecasting. In the modeling of time series, some 
known data can be used to predict the rest of the 
next data allowing us to study the accuracy of 
forecasting. The forecasting model which has the 
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smallest error value would be considered as a 
suitable model. The error values used are:  
1. The Average Absolute Deviation (Mean 
Absolute Deviation) 
 This method is used to evaluate the forecasting 
method using a number of mistakes.at absolute 
Mean Absolute Deviation (MAD) measures 
forecast accuracy by averaging the estimate 
error (absolute value of each error). MAD is 
useful in measuring forecast error in the same 
units as the original series. 
 The equation for calculating the MAD is 𝑀𝐴𝐷 = 
𝑒𝑡 𝑛 𝑛 𝑡=1 
2. The Average Absolute Percentage Deviation 
(Mean Absolute Percentage Error) 
 This method calculates the difference between 
the original data and data forecasting results. 
The differences are absolutized and then 
calculated into a percentage of the original 
data. From this percentage the mean value can 
be obtained. A model has a very good 
performance if the value of MAPE is under 
10%, and have a good performance if the value 
of MAPE is between 10% and 20%. The 
equation to calculate the MAPE is  𝑃𝐸 = 𝑃𝐸𝑡 𝑛 𝑛 
𝑡 = 1, where: 𝑃𝐸𝑡: error percentage = 𝑒𝑡  𝑡 × 
100 where  𝑡: actual data period 𝑡, n : the 
amount of data.  
 
METHODOLOGY 
Data Source 
Data is obtained from SISKAPERBAPO for 
rice commodity from Surabaya market. The data 
obtained is daily data from January 1, 2013 to 
September 30, 2016. 
Data Plotting  
The data plotting serves to check the 
presence of forecasting component visually. Data 
plotting is performed using Minitab software. 
Selecting and validating Model 
In the previous chapter it has already been 
explained that there are two models of forecasting 
by using Holt-Winters, the multiplicative and 
additive. On the two models, tests have been 
carried out on various combinations of parameters 
α, β and γ. The test is conducted is by comparing 
the value of error (MAD and MAPE) is the smallest. 
Once the combination which produces smallest 
error value is obtained then forecasting can be 
done.  
Forecast 
Forecasting is done for the next 30 days. 
 
RESULT 
Data Plotting 
 
Figure  1. Time series plot of rice price 
 
By plotting the data shows that the price of 
rice from the years 2013-2016 tends to increase 
every year. 
Validating Model 
Table- 1 Summary of error value 
 
Model  MHW AHW 
 
Kombinasi 
parameter 1 2 3 4 5 6 7 8 
Smoothing Constants 
Alpha 
(level) 0.2 0.3 0.7 0.99 0.99 0.5 0.7 0.99 
Gamma 
(trend) 0.2 0.01 0.001 0.000001 0.001 0.001 0.0001 0.0001 
Delta 
(seasonal) 0.2 0.01 0.001 0.000001 0.001 0.001 0.0001 0.0001 
Accuracy Measures 
MAPE 0.9 0.6 0.33 0.26 0.26 0.4 0.34 0.26 
MAD 80.7 52.3 29.46 22.56 22.86 38.3 29.46 23.03 
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From the table of error values summary in 
Table-1, 4 experiments has been conducted to 
both model Multiplicativa Holt-Winters (MHW) and 
Holt-Winters Additive (AHW). The best 
combination is indicated in combination No. 4 by 
using the model Multiplicative Holt-Winters, who 
has a MAPE value of 0.26 and 22.56. The 
combination of the parameters used for α is 0.99, β 
and γ are 0.000001 and 0.000001 respectively. 
This combination will be used in forecasting the 
price of rice in the coming months. 
 
Table- 2. Forecast Result 
Period  Forecast  Lower Upper  
1369 9650.77 9595.49 9706.1 
1370 9650.98 9573.26 9728.7 
1371 9651.2 9546.33 9756.1 
1372 9651.41 9517.54 9785.3 
1373 9651.63 9487.86 9815.4 
1374 9651.84 9457.71 9846 
1375 9652.05 9427.28 9876.8 
1376 9652.27 9396.67 9907.9 
1377 9652.48 9365.94 9939 
1378 9652.7 9335.12 9970.3 
1379 9652.91 9304.23 10001.6 
1380 9653.12 9273.3 10032.9 
1381 9803.32 9392.32 10214.3 
1382 9803.53 9361.32 10245.7 
1383 9803.75 9330.3 10277.2 
1384 9878.96 9374.26 10383.7 
1385 9879.18 9343.21 10415.2 
1386 9879.4 9312.15 10446.7 
1387 9879.62 9281.08 10478.2 
1388 9879.84 9249.99 10509.7 
1389 9880.06 9218.9 10541.2 
1390 9880.28 9187.8 10572.7 
1391 9880.5 9156.7 10604.3 
1392 9880.71 9125.59 10635.8 
1393 9880.93 9094.47 10667.4 
1394 9881.15 9063.35 10698.9 
1395 9881.37 9032.23 10730.5 
1396 9881.59 9001.11 10762.1 
1397 9881.81 8969.98 10793.6 
1398 9882.03 8938.85 10825.2 
 
Forecasting 
Rice price data obtained are daily data 
beginning on 1 January 2013 to 30 September 
2016 as many as 1368 period. Forecasting will be 
done for the next 30 days, using the additive model 
of Holt-Winters with a combination of parameters 
that have been obtained in the previous step. 
Forecasting results are summarized in Table-2. 
From the table of forecasting results above, it 
can be concluded that the price of rice starts 
increasing in the period 1381, and continue to rise 
up in the same month. The data in the above table 
is plotted into time series graph of forecasting 
results as shown in Figure 2. 
 
Figure 2. Forecast result plot using Holt-Winters model 
 
From the plotting of forecasting result, a MAPE value of 0.26, 
MAD value of 22.56 and MSD of 9145.32 were obtained. 
 
CONCLUSION 
From the MAPE and MAD values obtained it 
can be seen that the multiplicative method has 
smaller error than additive methods for rice prices 
data in the Wonokromo market, Surabaya. By 
using the Holt-Winter it can be predicted that the 
rice price for a month ahead of 30 September 2016 
will increase starting in the period of 1381. The 
price will continue to climb, and will not decline. 
The resulting forecast has a MAPE value of 0.26 
and MAD of 22.56. 
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ABSTRACT 
Land cover associated with the physical manifestation of the objects that cover the land, regardless 
of human activity on these objects. This information is very important, since it ha sbig influence in the 
formulation of spatial policies in a region. The data needed in analyzing the impacts of land cover can be 
obtained in various ways, one of them by correcting satellite images or digitizing images, pictures or 
photos using GIS. In addition to the map correction and digitization, GIS also can be used for analysis 
and visualization of the results of the analysis. GIS applications are generally desktop based, but in this 
study, a web-based GIS applications developed,in order to expand the scope of user who can acces the 
application. Because it only requires a browser and an internet connection. The application developed 
using PHP and Google Map API, data obtained from various sources were corrected and digitized by 
using Google Earth. This study successfully developed application that can display the mapping of land 
cover in the Sidoarjo area with three differentiating colors for each layer (rice field, habitation, and 
fishpond). 
 
Keyword: WebGIS, land coverage, Google Map API, PHP 
 
INTRODUCTION 
Information related land cover is very 
important, since this information has big influence 
in the formulation of spatial policies in a region. 
Therefore, the process of identifying, monitoring 
and evaluation of land cover should always be 
made in certain period. The existence of this 
information is required by the government, private, 
and community. This information can be used to 
determine land cover in the past, present, future 
predictions, as well as for planning, management 
and monitoring of environmental changes, so that 
the existing natural resources can be used 
optimally and sustainably. To get the data related 
to land cover can be done in various ways, one is 
through the use of remote sensing technology. By 
using this technology, the use of human resources, 
time, and costs can be reduced when compared 
with getting the data through a field survey. 
The technological advances that provide 
remote data sensing also grew rapidly, earlier, to 
get the remote sensing data which precise and 
accurate requires large cost, now, the technology 
is growing, making the acquire of high-resolution, 
accurate and precise data does not require the 
time and cost as much as before. Even with the 
current technological developments, satellite 
imagery for certain purposes can be obtained for 
free via NASA. Google Earth also provides satellite 
imagery for free. In addition to satellite imagery, 
Google Earth has photographs of the surface of 
the earth and geographical information. Photo of 
earth's surface was obtained from satellite imagery 
or photographs from aircraft that already have the 
coordinates of each photo in a region. However, to 
process the data in the form of the satellite photos 
it need to be analyzed with the help of geographic 
information systems (GIS) for geometric correction, 
because the image from google earth has not been 
corrected yet. Once the data was corrected, it can 
be used to detect which areas that have high rate 
of change of land use, and will be able to prevent 
improper land conversion. (Yousman, 2008). 
GIS itself, other than used for geometric 
correction, can also be used for analysis, 
visualization of the analysis results and others. 
Most GIS application are desktop-based, only the 
last few years Web-based GIS began to evolve. 
This study attempted to develop a web-based GIS 
application, because in the form of web, access to 
the applications are not restricted. Users can utilize 
the applications only by using a browser and an 
internet connection. So that the information related 
to land cover may be accessed by concerned 
parties more easily. Different with the desktop 
application, which requires that the user has to 
install the application on its appliances. 
 
SIG 
A few years ago, when people want to get 
information related to the geographical conditions 
of a region, they utilize maps. The use of maps is 
relatively limited. A map is usually found in the 
latest edition of the geography magazine or taped 
to the classroom walls. But in recent decades, the 
use of geographic information has grown rapidly. 
Today the use GIS has been integrated into daily 
life. The map feature is now available in almost 
every information system. Starting from information 
services  to the needs of address lookup, 
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something that is difficult to imagine in the 1980s in 
Indonesia. 
Geographical Information Systems (GIS) is a 
computer-based system (hardware, software and 
procedures) that can be used to store, manipulate 
geographic information (Aronof, 1993). Geographic 
Information System was first introduced in 1960 
that aims to solve the geographical problem. 40 
years later GIS developed not only aims to solve 
the problems of geography but has penetrated into 
various fields such as analysis of epidemic 
diseases (dengue) and crime analysis (riots) 
including analysis of tourism. 
The basic capabilities of GIS is capturing, 
checking, integrating, manipulating, analyzing, and 
displaying spatial data. GIS technology integrates 
common database operations (such as query and 
statistical analysis) with visualization and analysis 
capabilities possessed by mapping technology. 
This ability that distinguishes GIS with other 
information system that makes it useful for widest 
variety of people to describe events, strategic 
planning, and predict something that will happens.. 
Like in other countries, in Indonesia the 
development of GIS started in the government and 
military. Development of GIS becomes faster since 
it supported by the resources engaged in an 
academic environment (campus). 
 
Google MAP API 
API stands for Application Programming 
Interface. With simpler language, API is a 
programming functions that provided by an 
application or service so that it can be integrated 
with applications that we develop. Google Maps 
API is a programming functions provided by 
Google maps so that the google maps can be 
integrated into our site. Google Provides satellite 
images, road maps, terrestrial maps, and other 
geocoding options, because of this, in web-based 
geographical information systems, the Google 
Earth and Google Maps is a good source and 
option for users. 
 
Land Use and Land Cover 
Definition of land use is human activities that 
associated with the the land, which is usually not 
directly visible in the image. Land use have been 
studied from various perspectives, so there is no 
literally right definition (Purbowaseso, 1995). Land 
use and land cover is often used in conjunction, 
causing misleading definition. Land use related to 
human activity on a field or on a land, while the 
land cover is is physical manifestation of objects 
that cover the land regardless of the human activity 
on these objects (Lillesand and Kiefer, 1994). 
Land use or land cover is usually classified 
into classes that has certain similarities. These 
classifications will be used as guidelines in the 
interpretation of remote sensing imagery (Sitorus, 
et al, 2006). Land use is included in the socio-
cultural analysis because of land use reflects the 
result of human activity on the land as well as its 
status. Human activities in carrying out their daily 
life (economic, social and cultural) affect the 
change in the cover / land use. In urban areas, the 
changes generally have a relatively similar pattern, 
ie the change of productive land into urban land 
(Sitorus, dkk, 2006) 
 
METHODOLOGY 
In general, the process performed in the 
development of web-gis for land cover is as 
follows.  
 
 
Figure-1. Step in Developing Web GIS 
 
Correction of Spatial Data 
Data that obtained from WebGIS Kementerian 
Lingkungan Hidup dan Kehutanan are in the form 
of land cover data for each province in Indonesia. 
Because this research required land cover data for 
Sidoarjo, not all area in east java province, the 
necessary correction of existing spatial data need 
to be done by removing unneeded layer and 
editing the required polygon. To discard a layer 
that is not needed, additional information about the 
position and boundaries of Sidoarjo is needed. 
Sidoarjo regency is located at coordinates 7.4726° 
S, 112.6675° E. The northern boundary is 
Surabaya and Gresik, south is Pasuruan, east is 
the Madura Strait and Mojokerto is in the west. 
The correction performed using the help of 
Google Earth. The corrected spatial data result are 
stored in KML format. One KML file will only 
consist of one layer, eg, containing only the 
boundaries of districs, subdistrict etc. So that from 
one land cover maps we will get several KML file. 
 
Correction of spatial data 
Digitization  
Web Implementation 
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Digitization  
Digitizing is the process of converting analog 
data into digital data. Satellite images, aerial 
photographs are usually has data type raster. 
Objects that are in the image or photo, such as 
roads, forests, houses, fields and others can be 
converted into digital format through the process of 
digitization. Generally the digitization process is 
divided into two process digitized using a digitizer 
and digitized on-screen on the monitor screen. 
Digitization by digitizer requires digitization table or 
commonly called digitizer. While the on-screen 
digitization performed by making a line, polyline or 
polygon by following the path from a road, district, 
river etc in the map using computer. Data needed 
to describe the pattern of land cover in 2016 was 
obtained from google earth image. From this 
image, operator wil be manually digitizing (on-
screen digitization) to describe boundaries, 
districts, rice fields, etc. 
 
Implementation in web 
The next stage is to develop the web with the 
help of Google Map API. In order to use the 
service from Google Map API, the user must 
register first, then we wil get Google Key. This Key 
will be used to access the Google Map API. KML 
file generated from previous stages will be stored 
in an online server, because it can not be invoked 
if the KML file is stored in the localhost. KML will 
be invoked by using java script functions available 
on the Google Map API. Figure-2 represent its 
implementation in initMap function () to display a 
map of the land cover in 2009. 
  
 
Figure-2. Code Snippet for Initializing Map 
 
Src mentioned on line 36, the key parameters, 
must be loaded with Google key that already 
obtained previously. This map consists of three 
layers, each layer will be displayed in a different 
color. The function to call layer is on the line 50-54, 
which will be repeated on the lines 55-59 and 60-
65. 
 
RESULT  
Correction of Spatial Data 
Figure 3 displaying land cover in East Java in 
2009 when it was opened by using Google Earth. 
Because the map shows land cover for the 
province, while the data that needed for the next 
stage is data from a single district, it is necessary 
to perform corrections by removing the layers that 
are not necessary and edit an existing layer. 
  
 
Figure-3. KML File Display the Land Coverage in East 
Java in 2009 
 
Once corrected using Google Earth, corrected 
KML file shown in Figure 4, which shows land 
coverage map for the district of Sidoarjo only.  
 
 
Figure 4. display the corrected KML file in sidoarjo in 
2009 
 
Web Implementation 
The application developed using php, the 
application's main page as shown in figure 5. 
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Figure-5. Application’s main page 
 
From the images shown, sidoarjo map consist 
three layers, ie paddy fields, ponds and 
settlements with the color of each layer is green, 
yellow and pink.  
 
CONCLUSION 
This study shows how to utilize Google Maps 
to mapping land cover. Spatial data that already 
corrected or digitized is stored in the form of KML. 
KML then will be displayed into the web application 
using the Google Map API. From the results, it can 
display a map of the land cover from the various 
years, with an attractive colour between each 
layer. For further research, land conversion 
monitoring applications can be developed, that will 
analyze land cover changes from year to year and 
displays the analysis results in the form of 
interesting and informative report.  
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ABSTRACT 
Image is a data that gives a lot of information. A picture can contain an object or more, depending on 
the type of drawing. The image data is indispensable in a wide range of processing digital data, such as 
image data space is used as the basis for digital maps, and mapping of natural resources. Digital image 
data that is more specifically used as the basis of the identification process, such as face recognition 
process and the process of fingerprint recognition. The process of object recognition in digital images can 
be done by various methods including the method of template matching. template matching is a method 
to search for a small part of an object by comparing the image of the template. In this study recognition 
process to find the degree of similarity of objects is done by comparing the features obtained from the test 
images and image templates. Imagery used in this study is the image of the leaves, and the features 
extracted from the image of green space. Green space will be used as a histogram analysis is then 
compared with the histogram analysis of the dataset. The dataset is the data leaf chlorophyll content tests 
were conducted using a spectophotometry. The value of chlorophyll content to be displayed on the test 
data is the average value of the three datasets that have similarities highest histogram value. The 
process of evaluation of the results is done by comparing the values obtained from the results of the test 
system with the value obtained from the process spectophotometry. 
 
Keywords: Color Matching, Chlorophyll, image, color space, histogram analysis, angasana leaf. 
 
INTRODUCTION 
Today, the use of the technology has been 
extended to various fields including agriculture. 
The use of technology in agriculture has grown 
from the most basic system, through a complex 
system. Researchers combine the benefits of 
information technology and agriculture are also 
more and more, can be seen from the increasing 
number of research results have been used in 
agriculture. The results of the research that has 
been used is the result of research in the form of 
software, hardware, or a mix between the two. The 
results of these studies many of which have been 
published and disseminated to researcher, 
farmers, and communities to be used and further 
developed. Shifting the use of machines instead of 
humans not only penetrated in agriculture is 
intended to create a more productive agricultural 
land. Software or robots that have been 
programmed, created to perform the work of 
farmers. 
Almost every society has felt the 
advancement of technology. The most visible is 
almost every strata of society have made use of 
mobile phone technology or so-called mobile 
phones. Technology motion devices (mobile 
device) this one can not escape the need for 
information in a fast, precise, and accurate. Many 
of the farmers and the general public have been 
utilizing and technological developments in mobile 
devices. Many of them are already using smart 
devices or commonly known as smartphones. 
Smartphone devices have been equipped with 
various advanced features that can be utilized, so 
the device can be used more than just a phone 
and text message service. Features that are most 
commonly used in today's era is the internet 
features. Features often used internet on 
Smartphone users to search articles or the 
necessary information, even information in the field 
of agriculture. Social media applications are also 
often used to exchange information. 
Precision farming is a new technology that 
develop applications in agriculture. The concept of 
precision agriculture first appeared in the United 
States in the early 1980s. Across the world, 
precision agriculture developed with different 
speeds. Yan first developed country is the United 
States, Canada and Australia. In Europe, the UK is 
the first to go down this path, followed by France, 
where he first appeared in 1997-1998. Leading 
countries in Latin America are Argentina, where it 
was introduced in the mid-1990s (Wiki; 2012). 
Precision agriculture uses communication 
technologies, such as digital signal and image, in 
the field of informatics, commonly called computer 
vision. Vision computers can be used in the field of 
precision agriculture, eg to detect seed viability 
through analysis of chlorophyll (Ditjenbun; 2013). 
Chlorophyll is the green substance that has many 
benefits, especially for the plant itself. Chlorophyll 
is indispensable to the process of photosynthesis. 
Chlorophyll is one of the potential secondary 
metabolism. Quality of chlorophyll can be used as 
a measure of the quality of a plant (Understanding, 
2014). Research on the analysis of chlorophyll in 
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the leaves of mango carried out at different levels 
of development leaves. Chlorophyll content was 
measured with a spectrometer Novaspec type III at 
λ 649 and 665 after the leaves are extracted with 
alcohol 95% (Lusia; 2011). Research on the 
analysis of the content of leaf chlorophyll and 
nutrients N and P in sugarcane was conducted to 
determine the quality of transgenic sugarcane crop 
(Vitta; 2012). 
Chlorophyll content analysis can be done by 
using a spectrometer, but the price is not cheap, 
and usually spectrometer tool is only available in 
the agricultural laboratory. Chlorophyll than can be 
measured with a spectrometer can also be 
measured manually using paper index Colour 
Chart Daun (BWD). It is certainly less efficient 
given the tools and the equipment is not always 
taken by the general public. Analysis of chlorophyll 
content using Leaf Color Chart manual necessarily 
less effective because of the scale similarity is 
measured by the human eye, while humans have a 
limit in the calculation of similarity and very 
subjective. 
This paper proposed a method for detecting 
the level of chlorophyll in plants based on mobile. 
This system will use the basic principles of index 
paper Leaf Color Chart. The leaves will be 
photographed by using the camera contained in a 
smartphone then the system will calculate and 
display the result on the screen. The calculation is 
done by finding the similarity of the colors listed on 
the Leaf Color Chart that has been stored in the 
database. To analyze the accuracy of the study, 
the results of the system will be compared with the 
results of the spectrometer. This research is 
expected to help facilitate the analysis of 
chlorophyll in plants effectively and efficiently. 
 
METHODOLOGY 
 
 
Figure 1. Example of angsana leaf. 
 
In this study used a dataset of leaves of a tree 
in the campus environment UPN "Veteran" East 
Java. The selected tree is a tree that belongs to 
the Angsana tree species pollutants. Angsana 
trees have besides including trees pollutants, as 
well as Angsana trees have green leaf color, so it 
is suitable for the analysis of data based on the 
similarity of color. Examples of Angsana leaves 
can be seen in Figure 1. Leaf Angsana randomly 
taken from the start rod (old leaves) until the end of 
the (young leaves). A total of 10 samples were 
tested using a spectophotometry the data. The 
results of the analysis process spectophotometry 
will be saved as the dataset, in accordance with 
the methodology in this study as shown in Figure 
2. 
 
Chlorophyl Analysis System
Data
Image Training 
Data
Data Sample To 
Image File
Chlorophyl Result
Data 
Image
Image Testing 
Data
Matching with 
dataset
Output system
Validation
 
Figure 2. Framework of research 
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The research process begins with setting up a 
data sample of leaves, leaf sample data in the 
photo first before laboratory test. A total of 10 leaf 
samples were tested using spectrophotometry, and 
obtained test results as shown in Table 1. Sample 
code is a marker for each data sample where S1 is 
the data leaves the oldest in a position close to the 
trunk, and code S10 is the youngest leaves the 
data on the position of the tip. 
 
Table 1. Test Result of Spectrophotometry 
No Sample Code Result (mg/L) 
1 S1 36.227 
2 S2 45.715 
3 S3 45.598 
4 S4 46.677 
5 S5 46.448 
6 S6 44.441 
7 S7 45.036 
8 S8 44.057 
9 S9 43.601 
10 S10 29.773 
 
Each data sample consists of 5 (five) to 10 
leaves, according to the needs spectophotometry 
test in that the data sample should be at least 5 
grams. The image of the leaves will be saved as a 
dataset by taking four (4) small part of each image 
leaf. Decision-section image of the leaf can be 
seen in Figure 3. 
 
 
Figure 3. Section select to be dataset 
 
Based on the sample data provided, the 
method is performed in this study, will be 
generated dataset with the amount of data of 
approximately 200 data. After the dataset available 
to do the test process. The test method as shown 
in Figure 2, starting with setting up the image of a 
leaf, leaf images will then be selected at certain 
parts. The process is continued by selecting an 
image dataset in order, and change the size of the 
test image and the image dataset into the same 
size is 100x100 pixels. Test images and datasets 
image feature extraction process is then 
performed, namely green space. Green color 
space selected for the green color is the basic 
color of chlorophyll A. Features green color space 
histogram analysis process is then performed. 
Histogram analysis results space green color of 
the test images and the image dataset will be 
compared resemblance. Similarity comparison 
process is by calculating the average increment in 
the number of pixels at each degree of gray on a 
histogram analysis results. This value will be used 
as the basis for determining the similarity value 
data. Having obtained the similarity value, the 
process will be repeated by selecting one of the 
data in the dataset in order. List of similarity value 
will be ordered from the data that had high 
similarity to the data that have similar low data. 
The final value of chlorophyll content is obtained 
by calculating the average value of the three 
values chlorophyll content had the highest 
similarity value of data. The content of chlorophyll 
value of system analysis results are displayed on 
the screen 
 
RESULT AND DISCUSSION 
The performance evaluation system in this 
research by using data already available. The 
evaluation process begins with the results of 
dividing the data into two groups: the dataset and 
test data, the number of datasets ratio greater than 
test data. Results of the system will be compared 
with the results of laboratory tests using a 
spectrophotometry as shown in Figure 4. It can be 
seen that the results of the system have 
differences with the results obtained from 
laboratory tests, with values varying errors. From 
Figure 4, obtained MSE (Mean Square Error) of 
2.736. 
 
  
 
Figure 4. Result of Spectrophotometry Vs Result of 
system 
 
  
0.000
0.010
0.020
0.030
0.040
0.050
1 5 9 13 17 21 25 29 33 37 41 45 49
C
h
lo
ro
p
h
yl
 V
al
u
e
 
Data ID 
Chlorophyl Test Result System
International Seminar forResearch Month 
Innovation, Development and Utilization of Research and Community Services 
November 15
th
, 2016, Surabaya, Indonesia 
 
265 
CONCLUSION 
In this study data has similarity value is 
calculated using the histogram analysis of green 
space. The number of datasets and dataset 
variations affect the error rate of the system. the 
greater number of datasets and the variation of the 
content of chlorophyll in the dataset will create 
value for error is getting smaller. In this paper 
dataset used is the dataset that has a dominant 
color green, so if there are leaves with yellow 
dominant color will make the higher level of system 
errors.  
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ABSTRACT 
After communicating with the Principal of SMP Alfalah Assalam, and see first hand the conditions in 
the field, then we look at the implementation of technology products information such as applications 
supporting teaching and learning activities are still under-developed and not yet carried out the division of 
labor that is effective and efficient in managing the application of technology implementation information, 
as appropriate. Despite some perceived support facilities are adequate, but the utilization of the facility 
actively to improve the quality of teaching and learning can be improved. So that the community service 
activities in the scheme in 2016 Captivate we prepare, implement, and melatihkan Applications Support 
Activity Schools that have resulted from the Application Program Results thesis guidance to the academic 
community SMP AL Falah As Salam Waru Sidoarjo ". The group of applications supporting school 
activities for our next call APLPKS. We Rehearse APLPKS to teachers in several stages. Overall this 
community service activities we share in four stages. The stages begin with conducting trials and initial 
training, further training to the teachers, continued installing applications assisted the donor material, and 
the last one we provide a complete tutorial that can be downloaded by teachers as learning materials 
outside of training. This activity resulted in an increase in the skills of teachers in providing instructional 
materials with a more detailed and informative. In addition the school also helped with getting the official 
website of the school and some applications support teaching and learning activities such as counseling 
and elearning applications. 
 
Keywords: Application, Pikat 2016, training, SMP Al Falah Assalam, Application Support and Learning 
activities 
 
INTRODUCTION 
After communicating with the Principal of SMP 
Alfalah Assalam, and see first hand the conditions 
in the field, then we look at the implementation of 
technology products information such as 
applications supporting teaching and learning 
activities are still under-developed and not yet 
carried out the division of labor that is effective and 
efficient in managing the application of technology 
implementation information, as appropriate. The 
problems that we can conclude, among others: 
1. Difficult to convey the Academic Information 
Students complete, low cost and minimize the 
use of paper (paperless) to the Parents', which 
can be realized by using the Internet network. It 
is related to the lack Products Information 
technology can be implemented in the school 
environment, due to, among others, the high 
cost of application development complete 
computer to support academic activities of the 
school. This is a result of the difficulty of 
integrating the modules supporting School 
Applications are integrated so that applications 
built not having problems redundancy 
(repetition) of data between modules 
constituent which may result in data 
inconsistency. 
2. Lack of Attention to the fullest implementation 
of support facilities that already exist in the 
school such as Internet connection, CCTV, 
Fingerprint and others. In fact, when it provided 
a means of supporting it should stay implement 
information technology products such as 
Integrated School Applications. 
3. Lack of Assistance to the Master (Ustad and 
Ustadzah) for menoptimalkan Activity Learning 
and Teaching, by optimizing the facility - 
support facilities that have been there, It can be 
seen from the procedure for data management 
adminisrasi still partially scattered and not yet 
well terdatabasekan corresponding units 
existing activities. 
 
METHODOLOGY 
Against the above problems we formulate 
solutions as follows: 
1. Preliminary Needs Study and Data collection for 
the school administration, and then we made 
Implementation Stages Applications that allow it 
to be applied in schools where the devotion 
nelakukan SMP AL Falah As Salam, Waru 
Sidoarjo. 
2. Implement multiple applications - Applications 
Research School which is the thesis as 
Application Guidance Counseling, Applications 
E-Learning, School Official Web Applications 
CMS 
3. Implement some Pseperti Training Training 
builds and implements Web and Web Profile 
School Profile of each teacher as well as 
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training related to the use Applications Schools 
that have already implemented it. 
 
RESULT AND DISCUSSION 
In the community service activities in the 
scheme Captivate 2016 in Junior High School 
SMP AL Falah As Salam Waru Sidoarjo Tropodo 
us for the four main parts. 
In the first part, we build the first few 
applications that our Schools rupture in some 
students' final assignment. Then some of our 
thesis that a good value, we repair of the trial in 
accordance with the conditions of the school. We 
also improve the integration of the database and 
the connection between the program so that it 
becomes a single unit. then we upload into the 
domain and hosting packages we've previously 
www.smpalfalahassalam.sch.id arrange for the 
school. This is the official web site of the school. In 
the web there are some applications that are ready 
to be used to support teaching and learning in 
schools. But to be able to operate Web and all its 
supporting application, we have to provide training 
either independently or as a group. 
In the second part, we divide the training 
activities in several stages. The first stage is the 
stage of application training school which we had 
previously uploaded. At this stage we also divided 
into several groups training. for example training 
Elearning Siasti (999), because this training is 
required for all teachers, the training we had in 
class. 
 
 
Figure-1. Academic Information System Training 
School 
 
Here the training is taught to teachers is 
associated application Elearning Siasti and 
Application Guidance Counseling. Both of these 
applications have previously taught gradually. To 
get the use of a software application capable 
school, then take a few steps testing. Testing 
among others, by asking the principal to require 
paraguru use elearning applications siasti to 
upload course materials. In addition principals also 
require guidance and counseling teachers to use 
counseling siasti application that uses a system of 
points. In this application at the beginning of each 
siswadiberikan such as 100 points. Students will 
lose little by little the point when various offenses 
such as not behave well, disrespectful, fighting, 
and so forth. When the point has reached its 
lowest point according to standards that exist, then 
the system will provide notification to Master BP to 
call Parents' School. 
 
   
Figure-2. Siasti Elearning Application and Application 
Guidance Counseling 
  
 In the third part we then feel the need to 
train teachers to be able to utilize some Web CMS 
profiles for building Web Profiles of the Guru. Here 
we will use the two famous CMS Joomla and 
Wordpress. But before we teach the material in 
question, there are important material for the 
master teachers of installing and managing web 
server Xampp. The difference is in training before 
teachers are biased using the applications we 
have built schools before. But at this time the 
training we teach the teachers to know the process 
of installing, managing, arranging, web view 
profiles of each teacher to do a post news web into 
their profile. It is important to further teachers will 
become more active in making news supporting 
the sciences are taught the teachers to the 
students at the school. In addition, we hope 
teachers will be able to update the materials and 
information of each school lesson taught by each 
teacher through the official website of the school. 
In this way, the school's official website will be 
alive and be able to present quality news to the 
readers of the official website of the school namely 
the students and the parents. 
 
 
Figure-3. Web Profile Application Training Joomla and 
Wordpress 
 
At the time of training activities in the framework of 
community service activities, we strive to teach 
step by step by following the acceptance of 
material capabilities of teachers. For that we are 
International Seminar forResearch Month 
Innovation, Development and Utilization of Research and Community Services 
November 15
th
, 2016, Surabaya, Indonesia 
 
268 
always personal approach when there is one or 
several teachers who have difficulty receiving 
material. We will go to the teacher's desk and 
asking is there anything we help or is there a bias 
that is considered difficult to understand. 
  
  
Figure-4. Training process 
 
Besides the equipment used during the 
training should also be properly -Right considered, 
without equipment-peralatn These training 
activities will be constrained and not the maximum. 
The equipment include internet connection. In 
secondary school, Al Falah Assalam been 
provided adequate internet connection that is 
subscribed to one profider in Indonesia with a 
strength of up to 10 mb per second. But in training, 
the school only uses one hotspot that is placed in 
the corner of the room. Therefore, the speaker 
should be able to teach with a smooth, then the 
speaker using an external modem MiFi with a 
capacity of up to 10 gygabytes divided into several 
card starter packs that we use both 4G provider 
Indosat Telkomsel oreedo nor sympathy. So during 
training presenters using MiFi 4G modem and the 
participants are using wifi access Firstmedia 
owned school. In this way the participants can 
easily download all the material that we share on 
the web presenters that we have provided prior to 
this hornet abmas activities. The participants can 
access the entire Web Profile material based on 
the Joomla CMS www.litabmas.com/inkubasi 
page. Meanwhile, to access materials about the 
Web Profile wordpres participants 
www.litabmas.com/inkubasi2 can download on the 
page. This material is the material that we always 
use to conduct trainings to various parties about 
building and updating news on the web profile 
using the CMS Joomla and Wordpress. We give 
the name of incubation is for each participant to 
realize that to bias master the material, participants 
should perform incubation or deepening of the 
material for some time, so the acquisition and 
implementation of better material. 
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Figure-5. The material Web profile that can be downloaded participants 
 
CONCLUSION 
Conclusions can we formulate in this activity 
are: 
1. To make the transfer of technology from the 
speaker to the academic community that the 
target for this community service need good 
structured off several stages including 
application testing, training, upload and 
installation of supporting applications, as well 
as assistance by providing complete training 
modules. 
2. In conducting the training, so that training 
activities can be performed well and smooth the 
necessary supporting facilities such as a stable 
internet connection, the data storage device for 
backing up large-capacity test results of the 
application as well as the original source 
applications, in addition to the required layout 
with support lcd projector sound system as well 
as the preparation of procedures to facilitate 
giver cast material to interact with participants 
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3. These activities resulted in an increase in the 
skills of teachers in providing instructional 
materials with a more detailed and informative. 
In addition the school also helped with getting 
the official website of the school and some 
applications support teaching and learning 
activities such as counseling and elearning 
applications. 
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ABSTRACT 
The development of Information and Communication Technology (ICT) is able to make people 
become more educated in knowing and using the technology to ease their lives. However, unfortunately 
in this case the general public simply take on the role of an object or end consumers who tend to be 
passive and merely stop on a sense of satisfaction do to the ease use of sophisticated ICT device instead 
of taking a positive role by utilizing ICT to increase self-capacity. ICT, especially digital games, also has 
potential to instill a negative impact on the public, especially children because it can reduce the power of 
reasoning and creativity as well as foster passivity, heavy reliance on and addiction to technology. On the 
other hand, parents are also still lack of knowledge about the impact of ICT, digital games primarily, and 
how to provide safe play for children and how to assist and supervise their children. Educators, teachers 
of ICT in particular, who trusted the government to introduce and teach ICT to children also face the 
challenge of how to make students interested in learning ICT in the midst of a flood of digital games which 
offer more fun and challenge curiosity, though they are not necessarily didactic. Therefore, the community 
service activities (KKN Tematik) was done in an effort to provide alternative solutions to these problems 
with the aim to empower people towards creative-minded community who likes to create through basic 
computer science learning for school-age children using plugged and unplugged methods, training of the 
impact of ICT to parents, showing teachers alternatives material and methods for ICT learning for 
students and providing means of publication of community creative works through the blog / website. 
 
Keyword: computer science, creative, learning, plugged, unplugged, digital games, ICT impact 
 
INTRODUCTION 
Along with the development of Information 
and Communication Technology (ICT) which is 
rapidly increasing, its utilization, implementation, 
and impact became more widespread and 
revolutionary penetrated all sectors of daily life 
ranging from economic, political, educational, 
social, cultural, and defense and security. 
Likewise, its spectrum of users are also wide 
ranging from toddlers to adults, household 
industries up to global organizations, and from RT 
to the central government. ICT has manifested into 
all kinds of equipment that is fully automated 
starting from washing machine, microwave /oven, 
refrigerator, TV set, and of course desktop 
computers, laptops, and smart phones/ devices 
which are now owned or used by all households 
and even every member of the family. 
The development of Information and 
Communication Technology (ICT) is able to make 
people become more educated in knowing and 
using the technology to ease their lives. However, 
unfortunately in this case the general public simply 
take on the role of an object or end consumers 
who tend to be passive and merely stop on a 
sense of satisfaction do to the ease use of 
sophisticated ICT device instead of taking a 
positive role by utilizing ICT to increase self-
capacity. ICT, especially digital games, also has 
potential to instill a negative impact on the public, 
especially children because it can reduce the 
power of reasoning and creativity as well as foster 
passivity, heavy reliance on and addiction to 
technology. In the long run, it is feared that due this 
addiction ones cannot solve real problems in life 
even though they are easy to solve. 
 
METHODOLOGY 
To solve the above problems this community 
service program used the following method:  
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Problem Formulation 
Problems were identified by means of direct 
observation, interview and initial literature 
research.  Among those subjects observed were 
school students, ICT educators and ICT learning 
materials and delivery. Interviews were conducted 
with a few number of officials of Gunung Anyar 
village and sample of parents. Initial literature 
research was done to identify current problems 
reported by community and researchers with 
regard to ICT impacts on society. As a result of this 
step, formulated problems are defined as follows: 
1. The threat of negative impact of ICTs, especially 
games, to public particularly children who are in 
danger of losing their power of reasoning, 
creativity, passivity and over reliance on 
technology. 
2. Parents who are still lack of knowledge about 
the impact of ICTs, primarily computer games, 
and how to provide safe play for children and 
how to assist and supervise their children. 
3. Teachers need to have an alternative in the 
teaching of ICT which can make students more 
interested in joining and participating while 
improving the ability of logic, creativity and 
imagination. 
 
Situation Analysis 
This step was conducted to analyze the 
potential for the successful completion of the 
problems faced by the targeted communities by 
observing the strengths and weaknesses of 
community service team as well as the 
opportunities and challenges of the community and 
the environment. 
ICT in the form of digital games is very 
diverse with a wide range of genres that actually 
each of them has a rating and targets specific 
users but in fact in Indonesia they are 
uncontrollably played freely by all ages, resulting in 
the worrying behavior problems of children and 
adolescents such as a late incident as reported by 
(Sindonews, 2015) about the burning of an 
elementary school child by a junior high school 
children simply due to a dispute over online game. 
As reviewed in (Queent, 2014), potential 
negative impacts by game addictions are: 
 Causing aggressive behavior, especially boys 
who have the tendency of playing games with 
violent themes. 
 Ignoring other needs, such as learning, eating, 
bathing, sleeping, 
 Triggering emotional problems, such as 
showing anger frequently, depression, feeling 
alone, and angry when reprimanded for playing 
game too long. 
 Having an obsession which is a feeling of 
depressed for not playing game so that children 
continue to think about the game and want to 
play for a long time. 
 Not being able to control themselves. A game 
addict originally planned to play for an hour, but 
he did so for two hours or more, maybe even all 
night. 
  
This situation could become worse with weak 
or lack of supervision and guidance of their parents 
and their lack of knowledge about which games 
are suitable for their children. On the other hand 
the lessons of ICT in schools do not have much 
variations especially related to learning of logic and 
those that intrigue deeper learning and the desire 
to be creative. Thus, the digital game became 
some king of breakout to channel their imagination 
freely. 
 
Problem 
Formulation 
Situation 
Analysis 
Further 
Literature 
Research on 
Solution 
Domain 
Material 
and 
Program 
Formulation  
Training of 
Trainer 
(College 
Student)  
Program 
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Further Literature Research on Solution 
Domain 
Further literature research was done as an 
effort to find initiative and programs proposed by 
researchers, communities, and observers in 
general which might become feasible solutions to 
the problems stated previously. It was found that 
there has been a similar worldwide initiative led by 
organization such as (CAS, 2016), (Code.org, 
2015), (Lab, 2015), (Tynker, 2015) to promote 
computer programming (coding) to children as 
early as kindergarten. All those efforts were done 
on the belief that by learning programming children 
will better develop their logic, a basic skill which is 
and will be required by and be a true differentiator 
of just about any task and every single job in the 
world today and especially in the future. It cannot 
be denied that the term “programming” sounds 
scary to most of us including children as Math 
does. Thankfully, researchers have come up with a 
solution to minimize the “fear” by developing 
interesting tools and environment for children and 
people of any age to learn programming as shown 
by Scratch, Tynker, Code.org and many others 
either using a computer application 
(online/plugged) or using paper materials and 
other tools (offline/unplugged) (Code.org, 2015), 
(Lab, 2015), (Tynker, 2015).  
  
Material and Program Formulation  
In general, there are two efforts to tackle the 
problems which are providing ICT infrastructure 
and ICT training and workshop.  The development 
of ICT Creativity Center consists of two sub 
programs. The first is developing webpage/blog for 
both Gunung Anyar government (Kelurahan 
Gunung Anyar) and Gunung Anyar state 
elementary school (SDN Gunung Anyar). The 
second one is donating complete computer 
packages equipped with predefined applications 
and sets of materials and displays to learn how to 
program online (plugged) and offline (unplugged) 
respectively. 
 
Figure 6. Diagram of Community Service (KKN 
Tematik) Program 
  
The training and workshop program on the 
other hand is addressed to three group of 
participants which are member of the society. They 
are elementary students, parents, and ICT 
educators of elementary school.  All programs 
were set to run in two-week period. Training for 
elementary students in particular were set for a full 
one week (5 days of two hour session per day) for 
two separate group of ten students each. It was 
due to consideration on the effectiveness of the 
program. Past experience has shown that students 
need more time to practice and two hours do not 
produce results as expected. A diagrammatic view 
of the programs is depicted in figure 1 above. 
Training of Trainers 
To assist the execution of the program, a 
group of college students from computer science 
department were trained to use as well as teach 
elementary students learning how to program 
using plugged and unplugged method and also 
train the parents. 
Program Execution 
The programs were conducted in two weeks 
and followed by 20 students from two different 
elementary schools, more than forty parents and a 
number of ICT teachers.  
  
 
Figure 7. Students learn programming (online) 
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Figure 8. Students learn programming (offline) 
 
RESULT 
The following figure depicts the maze program 
created by one of the elementary students who 
participated in the program, Fabio Araya Pratama, 
which has been published in Scratch homepage 
and accessible from all over the world. 
 
 
Figure 9. Student Programming Project using Scratch 
 
 
Figure 3. Gunung Anyar District and Village Website 
 
CONCLUSION 
All programs in this community service have 
been executed successfully as planned. Among 
those programs, basic computer science learning 
for children of elementary school is the one which 
was praised by the students, parents and teachers. 
They hope the similar program be conducted 
regularly in the future. 
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ABSTRACT 
Semantic web technologies and ontologies as the embodiment of Web 3.0 recently has been 
developed. In addition to supporting the semantic web, ontology as domain knowledge has been used 
extensively in the knowledge repository system. Conventionally, knowledge repository systems are often 
built on desktop environment and use of certain framework. Meanwhile, management information 
systems are generally built on the knowledge base / database using the ER-Diagram. As a different 
approach, knowledge repository system of course/lab work management built on a web server 
environment and using ontologies to modelling domain knowledge replaces the role of ER-Diagram. The 
composition of the tuple in a database table has been changed into N-Tripe form to support an existing 
ontology. Based on the results of testing several SPARQL query that has been mapped into SQL queries, 
knowledge repository system has been successfully running online and generate corresponding 
information outputs. 
 
Keywords: knowledge repository, ontology, course/lab work, management. 
 
INTRODUCTION 
Ontology is present as a new alternative in 
managing knowledge domain beside supporting 
semantic web technology (web 3.0) itself. 
Several research before, especially in 
Indonesia already have a lot of ontology-based 
applications, but generally used for object 
searching in a catalogue which knowledge 
management working staticly (eg library catalog). 
Ontology has also often implemented on 
knowledge base system like a knowledge 
repository (besides expert system). in generally, an 
ontology application (eg knowledge's repository) 
was developed on a desktop/local environment by 
using the tools / frameworks (eg: Protege, JENA). 
Development ontology's application on web 
environtment still rarely. As performed by 
rahmawati (2012) and ginting (2010). Both create 
ontology-based knowledge repository system of 
medicinal plants which system is running on a 
desktop environment with supported by the tool / 
framework (eg: JENA, Protégé). 
Data processing is a routine problem that 
needed by organizations and should be built as 
soon as possible in order to produce an accurate 
information. Therefore it takes a Management 
Information System to support the task quickly and 
accurately. Computer systems  and data 
processing that can provide convenience and 
advantages in processing, storage, performance, 
and analysis to produce information more quickly 
and accurately. 
Susanti and Arifin (2012) are came form 
Laboratory of Information Systems Department of 
Sunan Muria Kudus University has been 
developed a information system of management 
and administration to assist in the preparation of 
reports relating to the processing activities and 
laboratory inventory. The implementation of the 
design is using PHP programming language and 
MySQL database server to create an application 
program with a good performance. 
Unit Pelakana Teknis (UPT) Komputer AKMI 
Baturaja, a unit that supervises a number of 
computer labs in AKMI Baturaja. Main task of this 
unit include: ensuring the condition of the computer 
lab to function properly and to plan supporting the 
existence of information technology to support all 
existing activities on campus. Along with the 
sophistication of computer technology, processing 
inventory data certainly can be more easily done 
with the help of computers and information 
systems support. Romzi (2014) has created the 
design of laboratory inventory information system 
that can be developed later. 
Kedeo (2015) has developed a management 
information system (MIS) to assist the 
management of Laboratory of Electrical 
Engineering Department Udayana Bali. The 
laboratory management information system is a 
web-based application and developed by PHP 
programming language. Laboratory Management 
Information System web-based is divided into two 
applications, namely the back-end and front-end. 
Back-end applications to perform a special function 
in laboratory management appropriate permissions 
from the user, the data will be stored in a MySQL 
database. The stored data will be published on the 
front-end application. 
The equation of some previous researchers is 
that the practical lab management system built on 
the basis of domain knowledge / dataset ie ER-
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Diagram. While at this time the writer will use 
difference approach that is Ontology is used as the 
basis of domain knowledge / dataset of repository 
system it self. Differences of domain knowledge / 
dataset used in previous researches of laboratory 
MIS are shown in Table 1. The differences of 
platform used on previous research of knowledge 
repository system  are shown in table 2. 
Knowledge repository 
Knowledge repository is a computerized 
system that can capture, organize and categorize 
knowledge. A repository is a collection of 
knowledge in a domain knowledge. Knowledge 
repository built with the aim to facilitate 
researchers in finding the reference in accordance 
with the scope of the research laboratory (ginting, 
2010). With the knowledge repository, users can 
easily get a certain knowledge from desired 
domain knowledge. 
 
Table 1. Differences domain knowledge of previous 
laboratory MIS 
 Susanti, 
arifin, 
2012 
Romzi, 
2012 
Kedeo, 
2015 
Prisa, 
2016 
Domain 
knowledge 
(dataset) 
ERD ERD ERD Ontology 
environtment web desktop web web 
 
Table 2. difference platform of previous knowledge 
repository based on ontology 
 Ginting,  
2010 
Rahmawati,  
2010 
Prisa,  
2016 
tools JENA Protege PHP+Mysql 
environtment desktop desktop web 
 
Ontology 
Berners-Lee in the KAKTUS project provide a 
definition: "An ontology provides explicit definition 
for an explanation of the concept to the 
representation of knowledge in a knowledge base" 
(Berners-lee, 1998). 
Ontology is : "explicit formal description of 
concepts in the domain of discourse (classes 
(sometimes called concepts)), the nature of each 
concept that describes the features and attributes 
of the concept (slots (sometimes called roles or 
properties)), and restrictions on slots (aspect 
(sometimes called restriction role)) ". (McGuinness, 
2000). 
Based on various definition about ontology, 
can be given the understanding Ontology in 
Semantic environment as a set of terms and some 
specification of meaning is concerned, including 
the definition and concept of the relationship on a 
domain structure and restrictions that possible be 
in term interpretation. 
Ontology component consists of (wicaksana, 
2004): 
1. Concepts (Concept) 
Concept (also known as classes, objects and 
catagories) explain the concepts of a domain. A 
concept consists of objects which is an explanation 
of the duties, functions, action, strategy, and so on. 
A class can also have a subclass that will present 
concepts that are more specific than super class. 
2. Relation (relations) 
Is a representation of a type of interaction 
between the concept of a domain. Formally can be 
defined as a subset of a product of n sets, R: C1 x 
C2 x … x Cn. As an example of the relation 
binaries includes subclass-of and connected-to. 
Relationships should be able to define the 
relationship of an existing entity. 
3. Functions (functions) 
Is a special relationship where n'th element of 
relationship is unique to the element to n-1. F: C1 x 
C2 x … x Cn-1 ¡> CN, for example, is Mother-of. 
4. Axiom (axioms) 
Used to model a sentence that assumed 
always right. 
5. Instances 
Instances are the basic components of an 
Ontology. Individual states Instance or objects in a 
domain under study are used to represent real 
elements such as animals, plants, and humans, as 
well as abstract elements such as numbers and 
letters. 
 
OBJECTIVES 
Designing and developing an ontology-based 
knowledge repository system as domain 
knowledge with case study of couser/lab work 
management in a campus which the system can 
be operate in a web server environment. 
 
METHODOLOGY 
Methodology include problem analysis, 
requirements analysis, ontology design, database 
design, query design. 
Problem Analysis  
Here is an example of the problem domain 
cases: 
“Assumed that in a campus there is a 
departement (prodi). The Prodi relate with many 
entities such as: student (mhs), lecture (dosen), 
course (mk), and laboratory (lab). Each lecture 
teach (mengampu) multiple subjects. Each 
laboratory held (mengadakan) course/lab work 
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(praktikum) schedule agenda. Each lab practical 
activities have relevance (relevansi) to a course. 
Because every laboratium has a maximum 
capacity limition of the number of visitors, so any 
practical agenda is divided (dibagi) into several 
parallel (paralel). Each parallel practicum was 
accompanied by several students who served as a 
lab assistant (asisten). Each parallel has a lot of 
meetings class (pertemuan) on weekly (module 
material). Presence (presensi) and grade (nilai) of 
each student will be recorded in lab parallel 
meetings class”. 
If each class is initialized as follows, prodi: 
"SI", mhs = "1535010021" and "1635010001", 
dosen = "382110602061", mk = "BP1", lab = 
"RPL", praktikum = "prak_BP1" paralel # 1 of 
practikum "prak_BP1" = "prak_BP1_1", pertemuan 
# 1 on the paralel # 1 "prak_BP1_1" = 
"prak_BP1_1_1". Meanwhile, the grade of mhs = 
"1635010001" on pertemuan = "prak_BP1_1_1" is 
"prak_BP1_1_1_1635010001". 
From all instances of class above, next 
challenge of knowledge repositories is how to 
answer this kind of semantic query : 
a. what kind of mhs, dosen, mk, lab which are 
supervised  by prodi "SI"?. 
b. show the value of praktikum, paralel, mhs, nilai, 
and asisten from all of course/lab work 
agenda. 
 
Requirement Analysis 
According problem analysis in previous 
section, Table 3 shows the results of identification 
of some requirement for ontologies development, 
consist of : class, objectproperty and 
datatypeproperty. 
 
Table 3. Requirement of ontology 
Requirement Items 
Class Prodi, mhs, dosen, 
mk, lab, praktikum, 
par, pertemuan, 
nilai 
objectProperty punyaMhs, 
punyaDosen, 
punyaMk, 
punyaLab, 
adkanPrak, 
punyaPar, 
punyaPer, 
relevanDengan, 
asistenPada, 
mengampuMk, 
nilaiPada, 
punyaNilai 
datatypeProperty Nama, nominal 
Ontology Designing 
According results of requirement analysis in 
previous chapter, next step is designing the 
ontology by observing the requirement of class, 
and datatype_property object_property include 
with domain and range direction. Figure 1 shows 
the ontology that have been modelled. 
 
Database designing 
The next stage is the designing database. 
Besides useful as a  knowledge (dataset) storage, 
designing database is aimed to accommodate 
ontologies requirements covering the needs of : 
class, datatypeproperty, objectproperty, and also 
datasets in n-triple statement form. 
 
prodi
lab
mk
dosen
praktikum
mhs
paralelpertemuan
nilai
punyaLab
ObjectProperty
punyaMk
ObjectProperty
punyaDosen
ObjectProperty
punyaMhs
ObjectProperty domain
domain
domain
domain
range
range
range
range
adakanPrak
ObjectProperty
relevanDengan
ObjectProperty
domain domain
range
range
punyaPar
ObjectProperty
domain
range
punyaPer
ObjectProperty
domain
range
nilaiPada
ObjectProperty
domain
range
punyaNilai
ObjectProperty
domain
range
mengampuMk
ObjectProperty
domain
range
asistenPada
ObjectProperty
domain
range
nama
DataTypePropery
nominal
DataTypePropery
 
Figure 1. Ontology modelling 
 
 
Figure 2 database modelling 
 
Explanation of figure 2: the “node” table aims 
to storage all of instances / initialization of a class 
and property were implemented to attribute "uri". 
Similarly implementation in semantic web, role of 
URI here as a unique address that represents a 
URL later, thus the role of PK (primary key) applied 
to this "uri" attribute. 
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In table "rdf_owl" serves to contain all basic 
tags of RDF / OWL like owl:class, owl: DataType 
Property, owl : Object Property, rdf : type, rdfs: 
domain, rdfs: range. 
 
All tags are stored in unique "tag" attribute and for 
that enforced PK (Pimary key) on it. 
Meanwhile, on "triple" table serves to storage 
all of n-triple statements. This table consists of 
three attributes such : s for the subject, and p for 
predicate and o for object. Table “triple”  has 
important role in a knowledge repository system 
because of its function as a container for all the 
information in n-tripe statement form. 
 
 
 
 
 
Query designing 
select ?a ?b 
from (rdf source) 
where  
?a rdf:type mhs. 
?a mhs_nama ?b. 
FILTER regex(?b, "ahmad"). 
      
By analyzing the pattern of SPARQL above it 
can be mapped into following SQL form : 
select r1.s as $a, r2.o as $b  
from triple r1, triple r2  
where  
r1.s = r2.s and 
r1.p = 'rdf:type' and r1.o='mhs' and  
r2.p = 'mhs_nama' and  
r2.o like '%ahmad%'; 
 
RESULT AND DISCUSSION 
With prior knowledge (triple statement) were 
obtained as follows : 
 
S P O 
lab_RPL  adakanPrak  prak_BP1  
1535010021  asistenPada  prak_BP1_1  
382110602061  mengampuMk  BP1  
prak_BP1_1_1_1635010001  nilaiPada  prak_BP1_1_1  
prak_BP1_1_1_1635010001  nominal  A  
prodi_SI  punyaDosen  382110602061  
prodi_SI  punyaLab  lab_RPL  
prodi_SI  punyaMhs  1635010001  
prodi_SI  punyaMk  BP1  
1635010001  punyaNilai  prak_BP1_1_1_1635010001  
prak_BP1  punyaPar  prak_BP1_1  
prak_BP1_1  punyaPer  prak_BP1_1_1  
382110602061  rdf:type  dosen  
lab_RPL  rdf:type  lab  
1535010021  rdf:type  mhs  
1635010001  rdf:type  mhs  
P1  rdf:type  mk  
prak_BP1_1_1_1635010001  rdf:type  nilai  
dosen  rdf:type  owl:Class  
lab  rdf:type  owl:Class  
mhs  rdf:type  owl:Class  
mk  rdf:type  owl:Class  
nilai  rdf:type  owl:Class  
paralel  rdf:type  owl:Class  
pertemuan  rdf:type  owl:Class  
praktikum  rdf:type  owl:Class  
rodi  rdf:type  owl:Class  
nama  rdf:type  owl:DataTypeProperty  
nominal  rdf:type  owl:DataTypeProperty  
adakanPrak  rdf:type  owl:ObjectProperty  
asistenPada  rdf:type  owl:ObjectProperty  
mengampuMk  rdf:type  owl:ObjectProperty  
nilaiPada  rdf:type  owl:ObjectProperty  
punyaDosen  rdf:type  owl:ObjectProperty  
punyaLab  rdf:type  owl:ObjectProperty  
punyaMhs  rdf:type  owl:ObjectProperty  
punyaMk  rdf:type  owl:ObjectProperty  
punyaNilai  rdf:type  owl:ObjectProperty  
punyaPar  rdf:type  owl:ObjectProperty  
punyaPer  rdf:type  owl:ObjectProperty  
relevanDengan  rdf:type  owl:ObjectProperty  
prak_BP1_1  rdf:type  paralel  
prak_BP1_1_1  rdf:type  pertemuan  
prak_BP1  rdf:type  praktikum  
prodi_SI  rdf:type  prodi  
BP1  relevanDengan  prak_BP1  
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Furthermore, knowledge repository system 
conducted a series of semantic query to answer 
the following questions : 
 
Semantic question # 1: 
"what kind of mhs,dosen,mk, lab which are 
supervised by prodi 'SI'?". 
Semantic question #1 above if mapped into 
question SPARQL query looks like this : 
select ?b ?c ?d ?e 
from (rdf source) 
where { 
?a rdf:type prodi. 
FILTER regex(?a, "prodi_SI"). 
{?a punyaMhs ?b . } 
union 
{?a punyaDosen ?c . } 
union 
{?a punyaMk ?d . } 
union   
{?a punyaLab ?e . } 
} 
 
SPARQL query above then mapped into SQL 
query form looks like this : 
• select r2.o as $b 
• from triple r1, triple r2 
• where  
• r1.s = r2.s and 
• r1.p = 'rdf:type' and r1.o='prodi' and  
• r1.s like '%prodi_SI%' and  
• r2.p = 'punyaMhs' 
•  
• union 
•  
• select r2.o as $c 
• from triple r1, triple r2 
• where  
• r1.s = r2.s and 
• r1.p = 'rdf:type' and r1.o='prodi' and  
• r1.s like '%prodi_SI%' and  
• r2.p = 'punyaDosen' 
•  
• union 
•  
• select r2.o as $d 
• from triple r1, triple r2 
• where  
• r1.s = r2.s and 
• r1.p = 'rdf:type' and r1.o='prodi' and  
• r1.s like '%prodi_SI%' and  
• r2.p = 'punyaMk' 
•  
• union 
•  
• select r2.o as $e 
• from triple r1, triple r2 
• where  
• r1.s = r2.s and 
• r1.p = 'rdf:type' and r1.o='prodi' and  
• r1.s like '%prodi_SI%' and  
• r2.p = 'punyaLab' 
 
 
Finally, the results is :  
 
 
Semantic question # 2: 
"Show the lab, paralel, mhs, nilai, and asisten from 
all of lab practical agenda". 
Semantic question #2 above if converted into 
question SPARQL query looks like this: 
 
select ?a ?b ?e ?x ?f 
from (rdf source) 
where  
?a rdf:type praktikum . 
?a punyaPar ?b . 
?b punyaPer ?c . 
?d nilaiPada ?c . 
?e punyaNilai ?d . 
?f asistenPada ?b . 
?d nominal ?x . 
      
SPARQL query above then mapped into 
SQL query form looks like this : 
select r1.s as $a, r2.o as $b, r5.s as $e, 
r7.o as $x, r6.s as $f 
from triple r1, triple r2, triple r3, 
triple r4, triple r5, triple r6, triple r7 
where  
r1.s = r2.s and r2.o = r3.s and r3.o = r4.o 
and r4.s = r5.o and r6.o = r2.o and r7.s = 
r5.o and 
r1.p = 'rdf:type' and r1.o='praktikum' and  
r2.p = 'punyaPar' and 
r3.p = 'punyaPer' and 
r4.p = 'nilaiPada' and 
r5.p = 'punyaNilai' and 
r6.p = 'asistenPada' and 
r7.p = 'nominal' 
 
Finally, the result is :   
 
 
CONCLUSION 
Ontology as domain knowledge can be 
implemented in a web server environment by 
reconstructing the composition of the database 
MYSQL table into N-Triple form (subject-predicate-
object). (No matter with size of ontology)  
Mapping SPARQL to SQL successfully done 
with an table UNION and INNER JOIN approach. 
Management knowledge repository of 
course/lab work based on ontology has succeed to 
answer some semantic questions appropriately. 
This also proves that the ontology can replace the 
role of ER-Diagram especially related to domain 
knowledge. 
Unlike ER-Diagram, role of ontology on 
repository system at this research is not really give 
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attention to relationship rules such : one-to-many 
or many-to-many. Relationships between classes 
by default assumed to many-to-many form. If 
necessary, granting relationship rules rigidly can 
be applied. With N-triple statement rules for storing 
knowledge give an impact on increasing of table 
"triple" records population so significant. Later, its 
necessary to be measure and evaluate the 
execution/running time of database (SQL) queries. 
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ABSTRACT 
The basic concept of routing is that routers forward Internet Protocol (IP) packets based on the 
destination IP address contained in the IP packet header. Static routing is a routing mechanism that 
depends on the routing table by manual configuration. Dynamic routing is a routing mechanism where the 
exchange of routing tables between routers on the network is done dynamically. Examples of dynamic 
routing using routing tables are OSPF. In this study, a network of dynamic routing and static routing 
network is simulated using the Graphical Network Simulator (GNS3). Tests performed on the file transfer 
traffic delay and throughput parameters. Tests were also done by observing the traceroute or a regular 
pathway pass data packets during transmission. Then one by one link that is passed will be turned off to 
determine the ability to search for alternative paths. For the acquisition of test results based file transfer 
traffic generating dynamic routing delay with a value of 1.757 ms and the dynamic routing throughput 
parameter with a value of 6.827 kbps. And proved that the dynamic OSPF routing has the ability to 
anticipate failures in the network by looking for alternative routes on when the line is disconnected. 
 
Keywords : Mikrotik, Dynamic routing, QOS 
 
THE BACKGROUND 
The technology is currently experiencing rapid 
development, especially on the internet. It is 
necessary for network management and routing 
processes appropriate to determine the fastest or 
closest path to transmit data packets to the 
destination.   
A router is a device that sends data packets 
over a network to the destination, through a 
process known as routing. The router has routing 
methods used in the implementation of the 
network. Routing methods that already exist today 
such as Routing Internet Protocol (RIP), Open 
Shortest Path First (OSPF) and Enhanced Interior 
Gateway Protocol (EIGRP), but RIP routing 
protocol has now been abandoned. OSPF is a 
routing protocol that can only work on an internal 
network where they have the administration of the 
network. OSPF routing protocol is also an open-
standard. Thus, anyone can use, any device can 
be compatible with it, and wherever these routing 
protocols can be implemented.  
OSPF as the dynamic routing protocol used in 
the practical network to spread to an adjacent 
router network topology. There are various 
amounts of static and dynamic routing protocols 
are available but the right choice will largely 
determine the performance of routing. The right 
choice of routing protocols relies on several 
parameters. Of the several kinds of routing 
protocols, the researchers chose to design and 
analysis of the network OSPF protocol on UPN 
"Veteran" Java. The design and the analysis are to 
determine whether this OSPF network effectively 
when simulated on UPN "Veteran" Java OSPF 
network so that later this protocol can be applied.  
Network design is based on several methods 
known to the network topology. The network 
topology that will be used in this research is the 
topology Mesh topology where this level of 
restoration with a variety of alternative routes that 
are usually prepared with the support of software. 
The main components used in a mesh topology is 
Digital Cross Connect (DXC) with one or more of 
the two signals aggregate and cross connect 
diverse levels on SDH signal level. This mesh 
network topology implements fully the relationship 
between the central. 
 
THE PROBLEM 
Based on the background described, the 
issues to be discussed is: 
a. How to design computer networks UPN JATIM 
with simulation-based dynamic routing OSPF 
using GNS3 Network Simulator? 
b. How to analyze the performance of dynamic 
routing using Wireshark? 
PREVIOUS RESEARCH 
The previous study as a reference and 
benchmark for doing research. Past research has 
helped the preparation of the study in terms of 
theory and concepts. The research results were 
used as the comparison can not be separated from 
the research topic is about OSPF dynamic, 
performance and parameters used. 
Previous research has discussed the EIGRP 
and OSPF routing analysis performed by Vimla 
Dangi and Dr.Tarun Shrimali, 2014, from the 
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Department of Computer Science & Engineering, 
CTAE, MPUAT Udaipur titled "Comparative 
Performance Analysis Of Recovery Link Between 
EIGRP and OSPF Protocols Based On Simulation 
". This experiment was setup to determine the time 
of retransmission and rerouting time of the second 
protocol when there is a link failure in the 
transmission path of data. Results and conclusions 
from previous research are EIGRP take less time 
than OSPF in the transmission of data before and 
after a link failure. In addition, the simulation 
results have shown that the network throughput is 
much higher than EIGRP OSPF network. (Dangi, 
2014). 
The previous research discusses the OSPF 
routing analysis performed by Chandra Wijaya 
2011 from the Department of Informatics, Faculty 
of Engineering, Parahyangan Catholic University 
entitled "Utilization Dynamic Simulation OSPF 
Routing Protocol Router in Computer Networking 
Unpar". From the research that has been done, the 
result is that the simulation runs fine. The results 
showed that the use of dynamic routing protocols 
OSPF can reduce the time needed to fix the 
routing tables so that the data in the fixed network 
communication can take place if there is a path 
between buildings were disconnected. In addition, 
OSPF can also use IPv6 addressing that problem 
needs an address in the future can be met. 
(Wijaya, 2011) 
 
ROUTING PROTOCOL 
A routing protocol is a communication 
between routers. Routing protocols allow routers to 
share information about the networks and 
connections between routers. The router uses this 
information to develop and improve its routing 
table.  
Static Routing  
Static routing is a routing in which the routing 
table information in the entry or manually created 
by the Administrator, and must update the static 
routes manually when a topology change between 
networks (internetwork). (Sofana, 2008). 
Dynamic Routing OSPF (Open Shortest Path 
First) 
OSPF works based on the Shortest Path First 
algorithm developed by Dijkstra's algorithm. As an 
Interior Gateway Protocol (IGP). Interior Gateway 
Routing Protocol or protocol developed to connect 
the routers under the control of the network 
administrator (Sofana, 2008). OSPF distributes its 
routing information in the routers belonging to the 
US. The US is a network managed by a local 
administrator. OSPF uses a link-state routing 
protocol, is designed to be highly efficient in the 
delivery route information updates. OSPF is an 
alternative protocol to cover the weaknesses RIP. 
OSPF is also a routing protocol that uses the 
principle of multipath (multi-path protocol) can 
learn the route and select more than one route to 
the destination host. OSPF is used in conjunction 
with IP, meaning OSPF packet sent along with the 
data packet IP header. Each OSPF router has a 
database that is identical to that describe the 
topology of an Autonomous System is called the 
link state database (topological database). From 
this database, calculation Shortest Path First 
performed to form the Routing Table. 
Recalculation of the Shortest Path First conducted 
if there is a change in the network topology. OSPF 
allows multiple networks to be grouped together. 
Grouping like this is called the hidden area and the 
topology of the entire US. This hidden information 
that enables a reduction in routing traffic. By using 
the concept of area of information dissemination 
systems become more organized and segmented. 
With the routing of regular distributions, then the 
bandwidth usage will be more efficient, faster to 
achieve convergence, and greater precision in 
determining the best route for sending packets 
(Syafrizal, 2008). 
 
DESIGN SYSTEM 
Based on the analysis performed to UPN IT 
staff, it is known that the UPN network topology is 
a star topology. The design was also based on 
existing mapping in the National Development 
University "Veteran" East Java, illustrated in Figure 
1 is a plan simulation of dynamic routing will 
become a reference for design computer network 
using the currently used National Development 
University "Veteran" East Java. The floor plan is 
based on the present condition which has been 
observed. 
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Figure 1 Design Topology OSPF 
 
The design of the dynamic routing simulating 
refers to the design of the existing network on UPN 
that no changes. The network topology that has 
been formed in UPN is a network using static 
routing, so in this analysis compare network 
simulations of static routing and dynamic routing 
network simulation. In a static routing computer, 
network planning is made 2 servers namely, one 
server that is located in the building FTI and one 
server is on Puskom building. The servers used to 
support testing during the simulation. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Paths Fisip-FTI Normal 
 
TESTING 
In this scenario will be analyzed the path of 
FISIP to FTI simulated using dynamic routing as 
well as the calculation of the value of Cost every 
condition. This is because the OSPF route 
selection is done based on the parameter by value 
Cost is different for each individual track. Cost 
value calculated from each or interface that is 
passed from router to router destination. Cost 
value calculation of each link can be calculated by 
the equation 100MB shared bandwidth value. 
In figure 2 is a first traceroute from FISIP to 
FTI, from the traceroute can know the condition of 
the path before the termination of the link through 
which the ICMP packets for delivery of FISIP to FTI 
is FISIP - Puskom - Puskom1 - FTI which has a 
bandwidth of 151.550 bytes with value Cost 
659.848. 
 In figure 2 is described first lines of FISIP to 
FTI when the state of the link has not been cut. 
Once the link is disconnected, the ping test is done 
to determine the condition of the network of FISIP 
to FTI. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Paths Fisip-FTI after Puskom down. 
 
In figure 3 is a traceroute second of FISIP to 
FTI, of traceroute can be known track conditions 
after the termination of the link through which the 
ICMP packets for delivery of FISIP to FTI is FISIP - 
FP - CS - TTG - FTI which has a bandwidth of 
150.986 bytes with value Cost 662.313. 
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Figure 4. Paths Fisip-FTI Normal after Puskom and 
Ilkom down. 
 
In figure 4 a third traceroute from FISIP to FTI, 
of traceroute can be known track conditions after 
termination of the link through which the ICMP 
packets for delivery of FISIP to FTI is FISIP - 
POST - GSG -FTIF - FH - TTG - FTI which has a 
bandwidth of 109 837 byte, and Cost 910 440 
value. 
 
Scenario 2: FE to FTI 
In this scenario will be analyzed the path of 
FE to FTI simulated using dynamic routing as well 
as the calculation of the value of each condition 
Cost.  
 In Figure 5 is a first traceroute from FE to 
FTI, from the traceroute can know the condition of 
the path before the termination of the link through 
which the ICMP packets for delivery of FE to FTI is 
FE - Puskom - Puskom1 - FTI which has a 
bandwidth of 151.028 bytes with value Cost 662 
128. 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Path FE-FTI Normal 
 
In Figure 5 illustrated the first track from FE to 
FTI when the state of the link has not been cut. 
Once the link is disconnected, the ping test is done 
to determine the condition of the network from FE 
to FTI is still accessible. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. Path FE-FTI after Puskom down 
 
In Figure 6 is a traceroute both from FE to 
FTI, of traceroute can be known track conditions 
after the termination of the link through which the 
ICMP packets for delivery of FE to FTI is FE - 
POST - FISIP - FP - CS - TTG - FTI which has a 
bandwidth of 150.957 bytes and Cost 662 440 
value. 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. Path FE-FTI after Puskom and Ilkom down 
 
In figure 7 is a traceroute third of FE to FTI, of 
traceroute can be known track conditions after the 
termination of the link through which the ICMP 
packets for delivery of FE to FTI is FE-POST-GSG 
-FTIF-FH-TTG-FTI which has a bandwidth of 
150.933 byte and Cost 662 545 value. 
 
CONCLUSION 
From the description above, obtained a 
conclusion of the research, including the following: 
1. Dynamic routing OSPF has the ability to 
anticipate failures in the network by finding an 
alternative route when disconnected lines 
compared with static routing that cannot access 
when a network failure. 
2. The OSPF protocol is very suitable to be 
applied on a network that has a number of 
hosts that very much, because of its ability to 
manage and update the routing tables for the 
network. OSPF protocol was also quick in 
adjusting to changes in network topology. 
3. OSPF is a link-state so that the value Cost the 
same package to be delivered is not always the 
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shortest route but also the longest route for 
data packets passing Cost smallest value to 
achieve objectives rather than pass Cost is 
greater. 
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