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Abstract -  Recent developments in astronomical wide field imaging call for the impleme
techniques for the extraction and handling of large data sets. We discuss here th
types of neural networks to the detection and extraction of celestial objects. N
substantial improvement with respect to previous traditional techniques.
1.  Introduction
Wide field imaging and hence sky surveys are of paramount relevance for all 
astronomy and cosmology [1]. Each field covered by a large format photogra
frame taken with a panoramic (larger than 8kx8k) CCD detector may contain u6  celestial
objects and a typical survey such as, for instance, the DPOSS-II (DigitalPalomar Sky
Survey) or the SLOAN-DSS (Sloan Digital Sky Survey), consists of several thousands
plates or frames. The processing of Terabytes of data in the pixel-space is humo gous task which
cannot be handled with the traditional interactive data reduction techniq
therefore raised the interest of the astronomical community in A.I. (Artificial Intelligence) b
procedures capable to push as far as possible the automatic extraction of u
the digitized data. A widely adopted approach is the extraction from the pi
containing strings of  relevant parameters for each object detected in the
performed first identifying the position of the objects against the (noisy)
applying some package capable to discriminate between resolved and unresol
measure a selected sample of geometrical, morphological and photometric p
follows we shall describe the application of an innovative Neural Net (NN) 
segmentation of astronomical images, id est to the detection of objects against a noisy b
This, however, is only a first step toward the implementation of a fully A.I. based approach to the
processing of  large format astronomical images.  The work  has been perform
of the CroNaRio (Caltech - Roma - Napoli - Rio de Janeiro) project: an international 
effort aimed to produce the first complete catalogue in three photometric ba
infrared) of all objects visible in the celestial Northern Emisph re [2]. The raw material are 
plates forming the so called Second Palomar Sky Survey (POSS-II) which is close to com
with the Oshkin Schmidt Telescope at Palom r Observatory. The Survey is composed by 984 
for each of the three photometric bands. Each plate covers 6.5 x 6.5 sq. deg. f the sky and i  spaced
by 5° with respect to the adiacent ones. The plates are digitized at the Space Tele
Institute and then calibrated and reduced at each of the four institutes bel
standard software used for the catalogue extraction is SKICAT [3] and SY
catalogue archiving and handling. For both the detection of the objects an
parameters SKICAT relies on FOCAS (Faint Object Classification and Analysis S
22. PCA Neural Nets
Principal Component analysis (PCA) is a widely used technique in data analys
is defined as follows: let C=E(xxT) be the covariance matrix of L-dimensional zero mean 
vectors x. The i-th principal component of x is defined as xT c(i), where c(i) is the normalized
eigenvector of C corresponding to the i-th largest eigenvalue λ (i).
The subspace spanned by the principal eigenvectors c(1), ... , c(M), (M<L) is called the PCA
subspace (of dimensionality M) [5], [6]. PCA's can be neurally realized in various ways [7], [
[5], [11], [12]. The PCA network used by us is a one layer feedforward neu
able to extract the principal components of the stream of input vectors. THebbian type
learning rules are used, based on the one unit learning algorithm originalOja [9].
Many different versions and extensions of this basic algorithm have been 
recent years (see [13], [14], [6], [12]). The structure of the PCA NN can be
there is one input layer, and one forward layer of neurons totally connected
learning phase there are feedback links among neurons, that classify the net
hierarchical or symmetric. After the learning phase the network becomes pur
hierarchical case leads to the well known GHA algorithm [12], [14]; in the s
the Oja's subspace network [9]. PCA neural algorithms can be derived from opt
such as variance maximization and representation error minimization. We c
problems to nonlinear problems, getting nonlinear algorithms (and relative 
the same structure of the linear ones: either hierarchical or symmetric. Th
can be further classified in: robust PCA algorithms and nonlinear PCA algor
define robust PCA so that the objective function grows less than quadratical y. The on linear
learning function appears at selected places only. In nonlinear PCA algorith
neurons are nonlinear function of the responses. We have seen both in prece
and in this paper that the hierarchical robust NN reaches the best performa
experiments we compared hierarchical robust NN with learning function g(t)= t nh(αx) with l near
PCA.
3. Neural nets for image segmentation
For the segmentation we used Hierarchical and Hybrid NNs.  The former is a Multilayer
Unsupervised NN, while the latter is structured in two layers: the first on
neural net and the second a clustering algorithm. Aim of both setups is 
elements equal to the number of classes in which we want to segment the 
following sections we shall describe first the neural models and the cluster
the hierarchical and hybrid networks.
3.1 Unsupervised neural nets
Kohonen [16],[17] Self Organizing Maps (SOM) are composed by a neuron layer
rectangular grid. When a pattern x is pr sented to the net each neuron i receives the components and
computes the distance di from its weight vector wi. The unit which has the minimum distance 
the input pattern will be the winner.
The adaptation step consists in the modification of the weights of the neuron
( )( ) ( )w w h d i k x wi t i t t i tt( ) ( ) ( ) ( )( ) ,+ = + ⋅ ⋅ −1 e s
where e()t  is a  gain term ( )( )0 1≤ ≤e t decreasing in time, h xts()( ) is a unimodal function with
variance s()t decreasing with x and d i k(, ) is the distance in the grid between the i and thek
neurons.
3The Neural-Gas NN have a learning algorithm [18] which works better than the p
fact, it is quicker and it reaches a lower average distortion value1. It uses a soft-max adaptation 
the weights and it classifies the neurons in an ordered list ( , ,..., )i i im1 2   following their distance
form the input pattern. The weight adaptation depends on the position rank i()of thei neuron n the
list in the following manner:
( ) ( )w w h rank i x wi t i t t i tt( ) ( ) ( ) ( )( ) ()+ = + ⋅ ⋅ −1 e s .
The algorithm applies the gradient descent technique to the error function:
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The neural net is composed by a linear layer of neurons.
The Growing Cell Structure (GCS) [19] is a NN which is able to change its st
the data set. Aim of the net is to map the pattern space into a two-dimensionA in
such a way that similar patterns are represented by topological neighbor elemA s
a two-dimensional simplex where the vertices are the neurons and the edges 
information. Every modification of the net always maintains the simplex pro
algorithm starts with a simple three node simplex and tries to obtain an 
controlled growing process: for each x pattern of the training set the winner and the
weights are adapted as follows:
( ) ( )w w x w w w x w i kk k b k i i n i= + ⋅ − = + ⋅ − ∀e e;       connected to 
where  εb and εn are constants which determine the adaptation strength for the w
neighbors, respectively.
The insertion of a new node is made after a fixed number  λ of adaptation steps. The new neuron
inserted between the unit which has win more times than the others and th
topological neighbors. The algorithm stops when the network reaches a pre
elements.
A simpler algorithm is the K-means clustering algorithm [20] in its on-line
the gradient descent directly to the average distortion function above define
( )w w x wi t i t t i t( ) ( ) ( ) ( ) .+ = + ⋅ −1 e
The main limitation of this technique is that the error function presents mmi ima which
stops the learning before reaching the optimal configuration.
The last unsupervised learning algorithm is the Maximum Entropy [21] which 
descent with soft-max adaptation of the weights to the error function












































where b is the inverse temperature and takes value increasing in time.
                                      
1
 Let P(x) be the pattern probability distribution over the set V n⊆ ℜ  and le   wi x( ) b  the weight vec orof the neuron
which classifies the pattern x, ther fore we define average distortion as:
 
( ) ( )( )E P x x w d xi x n= −∫ 2
43.2 Hybrid neural nets
Hybrid NNs are composed by a unsupervised single layer NN and a clustering al
the information derived by the NN learning algorithm. After the learning of 
the clustering algorithm to have a neuron partition in subsets. Their number
of the output classes. Furthermore, we want that neurons with similar weight
same class, while neurons with very distant weight vectors will be in diff
strategy is clearly to apply the clustering algorithm directly to the 
unsupervised NN after the learning.
A non-neural agglomeration clustering algorithm that divides the pattern 
weights of the neurons) W w wm= { ,..., }1   in l cluster C Cl1,...,  (with l<m) can be briefly
summarized as follows:
1. we initially divide W in m clusters C Cm1,...,  such that C wi i= { };
2. we compute the distance matrix D such that D d C Cij i j= ( , );
3. we find the smallest element Dij of the matrix D and we unify the clusters Ci and Cj in a new
one C C Cij i j= ∪ ;
4. if the number of clusters is greater than l then go to step 2 else stop.
This is the shared basis of many algorithms appeared in literature [22]. Th
distance function. For example, two different choices can be:
a.  d C C w wi j w C w C ik jlik i jl j
( , ) min || ||= −
∈ ∈ e 
(nearest neighbor algorithm);
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 (arverage between groups).
The output of the clustering algorithm will be a labeling of the patterns l
different classes.
3.3 Unsupervised hierarchical neural nets
An alternative approach is to use a new unsupervised single layer NN ins
algorithm. In this way the second layer NN learns from the weights of the fi
neurons on the basis of  a similarity measure or a distance. If we apply t
then we obtain the unsupervised hierarchical NNs. The number of neurons at each layer decr
form the first to the output layer, and, as a consequence, the net takes
illustrated in Figure 1. The net takes as input a pattern x nd then the first layer finds the 
neuron. The second layer takes the first layer winner weight vector as inpu
layer winner neuron and so on until the top layer. The activation value of th
1 for the winner unit and 0 for all the others. Briefly, the learning steps s layer hierarchical NN
with training set X ar  the following:
1. The first layer is trained on the patterns of X  with one of the previous learning algorithm
2. The second layer is trained by using the same algorithm or one of the other
 elements of the set  X2 which is composed by the weigh vectors of the first layer win
3. By using the same algorithm or one of the others, we iterate the processi-th layer NN
(i>2) on the training set Xi which is composed by the weight vectors of the winner 
the i-1-th layer when presenting X  to the 1-st layer NN, X2 to the 2-nd layer and so on.
By varying the learning algorithms of the layers we obtain different NNs with d fferent properties
and abilities. For instance, by using only SOMs we have a Multi-layer SOM (ML-SOM) [23] wher
every layer is a two-dimensional grid. We can easily obtain ML-NeuralGas, ML-MaximumEntropy
5or ML-Kmeans organized on a hierarchy of linear layers. The ML_GCS has a 
architecture and has at least 3 units for layer.
We can think to have hierarchical NNs w ere different layers have different learning al
that we can take advantage from the properties of  each model (for example s
ML-GCS with 2 output units, then we can use another NN in the output layer).
To solve our basic problem, we need to have a hierarchical NN with a numb
neurons equal to the number of  the output classes. In this way the label
problem without reducing the generalization capacity of the net. In fact, t
enough to correctly accomplish the distribution probability density of the
other hand, the number of neurons of a layer cannot rapidly decrease with re
units of the preceding layer, a hierarchical NN is slower than a single laye
time depends on the layer number. After the learning phase,  it is simple to 
input neurons depending on the corresponding output units. In this way we usNNs in
the computation on the test set.
4.  Results
The experiments were performed on a 1° by 1° degree extracted from plate J
archive. In order to identify the principal components of the system we u
window to feed both a non linear  PCA neural network and a traditional linea
turned out that 90% of the information is contained in three components onl
Figure 2, the non linear PCA neural network outperforms the traditional PCA 
better discrimination of the objects against the background at faint light l
show the advantage of adopting an hyperbolic tangent as activation function 
net. With respect to the linear case, the distance between faint and lumino
the contrast between background and objects is greatly increased.
We therefore used both Hierarchical and Hybrid neural nets to segment the 
The results of the application of the various NN are summarized in Table 1 
for the sake of clarity - refers only to a small fraction of the field.  The 
the Hierarchical (3 layers) Neural gas and the GCS+Neur l gas (first layer GCS plus two lay
neural gas). The third and final step consists in running a simple deblending algorithm capable to
resolve partially overlapping objects. The comparison with SKICAT is shown in
5.
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7NN type neurons ave. distortion time (sec.)
1 ML-SOM 50 20 6 0.1188  340
2 ML-Neural Gas 50 20 6 0.1163 302
3 ML-K Means 50 20 6 0.130 112
4 ML-Maximum Entropy 50 20 6 0.3478 217
5 GCS + ML-Neural Gas 50 20 6 0.1166 235
6 Neural Gas 6  0.2831 103
7   "        " + Nearest Neighbour50 0.1163 256
8   "        "+ method. b. 50 0.1163 249
9   "        " + ave. Between groups50 0.1163 243
Tab 1 – Hierarchical unsupervised NNs performance in image segmentation
tasks : average distortion and computing time.
SKICAT Our Method
Total Detected Obiects 2443 1923
Spurius Artifacts 635 120
Right Objects 1808 1803
Correctness percent 74.01 93.76
Tab 2 – Comparison of our method with SKICAT on Coma cluster
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5) GCS + ML-Neural Gas
6) Neural Gas
From top to bottom, form left to right:
7) Neural Gas + Nearest Neighbour
8) Neural Gas + Centroid method.
9) Neural Gas + Average betw. groups
   
   
   
Fig. 4 - Comparison between hierarchical NNs and Hybrid NNs on a real image
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Fig. 5 - Comparison of our method (left) with SKICAT (right) after deblending.
