ABSTRACT. We investigate a new class of Lie algebras, which are tame locally extended affine Lie algebras of nullity 1. It is an infinite-rank analog of affine Lie algebras, and their centerless cores are a local version of loop algebras. Such algebras are called locally affine Lie algebras and locally loop algebras. We classify both of them.
INTRODUCTION
In [MY] , a locally extended affine Lie algebra, a LEALA for short, is introduced as a generalization of an extended affine Lie algebra, an EALA for short. A LEALA is a Lie algebra L with a certain Cartan subalgebra H and a nondegenerate invariant form B on L satisfying certain axioms (see Section 4). We classified LEALAs of nullity 0 in [MY] . The purpose of this paper is to classify the second easiest class, namely, the class of tame LEALAs of nullity 1, called a locally affine Lie algebra, a LALA for short. It turns out that the centerless core of a LALA is a local version of a loop algebra, which we call a locally loop algebra. Thus a LALA is really a local analog of an affine Lie algebra. In fact we show that a locally loop algebra is a direct limit (or a directed union) of loop algebras, and that the core of a LALA is a universal covering of a locally loop algebra. This was also shown by Neeb [N2, Cor. 3.13] I , where I is an infinite index set. Thus the core of a LALA is a universal covering of one of the seven locally loop algebras. Here, one should note that, in the above seven cases, X I ′ , where this is a direct limit according to inclusions of all finite subsets I ′ of I.
For each loop algebra, there exists a unique, up to isomorphisms, affine Lie algebra having it as the core. However, for each locally loop algebra, there are infinitely many isomorphism classes of LALAs having it as the core. We roughly explain here about the LALAs of the type A 
ℓ . Here, we use the following convention: sl I is of type A I if I is an infinite index set, and sl I = sl ℓ+1 is of type A ℓ if I is a finite index set with ℓ + 1 elements (also see Remark 7.1). As in the case of sl ℓ+1 (F[t ±1 ]), there exists a universal covering, sl I (F[t ±1 ])⊕ Fc, of sl I (F[t ±1 ]), where Fc is the 1-dimensional center. Then one can construct the Lie algebra
where
dt is the degree derivation. This L ms endowed with a Cartan subalgebra h ⊕ Fc ⊕ Fd (0) , where h is the Cartan subalgebra of sl I (F) consisting of diagonal matrices, is a simplest example of a LALA, and is called a minimal standard LALA of type A Let M I (F) be the vector space of matrices of size I and T I the subspace of M I (F) consisting of diagonal matrices. That is, we have
In fact, we use here two kinds of sets of matrices, namely sl I consists of matrices whose entries are 0 almost everywhere, but M I can contain a matrix whose entries are all nonzero. We note that sl I (F) + T I is a Lie algebra with the centre Fι, where ι = ι I ∈ T I is the diagonal matrix whose diagonal entries are all 1. Let A I := sl I (F) + T I /Fι (2) be the quotient Lie algebra. We always identify the sublalgebra sl I (F) = sl I (F) + Fι /Fι of A I with sl I (F), and omit the bar for any element or a subalgebra of A I . That is, sl I (F) can be considered as a subalgebra of A I . Also, if we choose a complement T ′ I of Fι in T I , we sometimes identify T I /Fι with T ′ I . Consider the loop algebra A I ⊗ F[t ±1 ], and we construct the Lie algebrâ
as in (1), which contains L ms . In fact, to show that A I ⊗ F[t ±1 ] ⊕ Fc is a Lie algebra, we need to discuss a bilinear form on A I (see the details in Example 5.2). We will show that thisÂ I is a maximal LALA of type A
I , and that any LALA of type A
I is a graded subalgebra ofÂ I containing
for some p ∈ T I /(h ⊕ Fι), where T I /(h ⊕ Fι) is identified with a complement T ′′ I of h ⊕ Fι in T I . We use the notation L (p) instead of L (p) by this identification. This L (p) is called a minimal LALA determined by p ∈ T ′′ I ≈ T I /(h ⊕ Fι). We note here that L (p) is sometimes isomorphic to the minimal standard LALA L ms = L (0), but L (p) is not always isomorphic to L ms in general (see Example 7.17).
Next, let s = 0 −ι ι 0 be the matrix of size 2I, where ι = ι I is as above. Define an automorphism σ of period 2 on sl 2I (F) + T 2I by σ (x) = sx t s for x ∈ sl 2I (F) + T 2I , where x t is the transpose of x. Let sp 2I (F) be the fixed subalgebra of sl 2I (F) by σ , which has type C I , and s the (−1)-eigenspace of σ so that sl 2I (F) = sp 2I (F) ⊕ s.
Moreover, we have
where T + is the 1-eigenspace and T − is the (−1)-eigenspace for σ acting on T 2I . Note that T 2I = T + ⊕ T − and Fι 2I ⊂ T − . We fix a complement T − 1 of Fι in T − , and we identify T − /Fι with T −
. Now, let
A 2I := sl 2I (F) + T 2I /Fι 2I in the same idea as (2). Since σ (Fι) = Fι, we have the induced automorphism on A 2I which we also write σ for simplicity. Thus, omitting bars as above, we also have
as (3). We extend σ toÂ 2I asσ
and identically on Fc ⊕ Fd (0) . Then the fixed algebraÂσ 2I byσ is the following.
Note again that we omit bars, especially for T − and T − 1 . Note also thatÂσ 2I contains the subalgebra
which is called a minimal standard twisted LALA of type C
I . We will show thatÂσ 2I is a maximal twisted LALA of type C (2) I , and that any LALA of type C (2) I is a graded subalgebra ofÂσ 2I containing
for some p ∈ T + /(sp 2I (F) ∩ T + ), where we again identify T + /(sp 2I (F) ∩ T + ) with a complement T + 1 of sp 2I (F) ∩ T + in T + . This L (p) is called a minimal twisted LALA determined by p. As in the type A
(1) I , L (p) is not necessarily isomorphic to L ms = L (0). We emphasize that the usual twisted process works for not only the Lie algebra sl 2I (F) but also bigger Lie algebras contained in sl 2I (F) + T 2I to construct twisted LALAs.
The classification of LALAs proceeds as follows. First we classify the cores of LALAs. We show that the core of a LALA is a locally Lie 1-torus, which is isomorphic to a universal covering of a locally loop algebra. We also show that there is a one to one correspondence between reduced locally affine root systems and the cores of LALAs. (This part was already done in [N2] by a different way.) The second step of the classification is to determine a complement of the core of a LALA L . Let
where L c is the core and D is a homogeneous complement of the core. Since L c is an ideal and L is tame, D embeds into Der F L c , the space of derivations of L c . Moreover, one can show that Der F L c embeds into Der F L, where
and L is a locally loop algebra. Now we need some information about Der F L. Derivations of this kind of algegbra were studied in [BM] , [B] or [NY] . However, the derivations of a locally loop algebra are not classified yet in general. One can use some results in [A1] for untwisted case since L is a tensor algebra in that case (see Remark 6.4). But we need to figure out the twisted case. So one has to develop a new theory. Of course, we need to use the classification of Der F g for a locally finite split simple Lie algebra g by Neeb in [N1] . Fortunately, we do not need the whole information about Der F L to classify D. It turns out that we only need to know the diagonal derivations of degree m
is a homogeneous space of the double graded algebra (a locally Lie
It is crucial to determine (Der F L) 0 0 . Once this is done, (Der F L) m 0 can be easily figured out for the untwisted case. However, for the twisted case, the classification is still difficult. First we show the same result as in the untwisted case for an even m. For an odd m, we show that a diagonal derivation commutes with a shift map, which is a centroidal element on a Z-graded algebra (see Lemma 7.8). Using this fact, one can extend the derivation on the twisted locally loop algebra to the corresponding untwisted locally loop algebra (see Lemma 7.9). Then using the classification of the untwisted ones, we can classify the diagonal derivations of odd degree (see Theorem 7.10).
Thus To conclude this introduction, we briefly describe the contents of the paper. In Section 2, we define a locally Lie G-torus and a locally Lie 1-torus as a special case. We introduce a locally loop algebra which turns out to be a centerless locally Lie 1-torus in Section 3. Here we classify locally Lie 1-tori in general. We prove that a centerless locally Lie 1-torus is uniquely determined by a root system extended by Z, and it is a locally loop algebra or a universal covering of a locally loop algebra. In Section 4 we recall a LEALA and define a LALA. We prove some general properties of a LEALA or a LALA. We will see that the core of a LALA is a universal covering of a locally loop algebra. In Section 5 we construct many examples of LALAs, which will be all. In Section 6 and 7 we classify untwisted LALAs and twisted LALAs. We show that the examples in Section 5 exhaust all LALAs.
The authors thank Karl-Hermann Neeb and Erhard Neher for helpful discussions and suggestions regarding this work.
LOCALLY LIE G-TORI
Let ∆ be a locally finite irreducible root system, and we denote the Cartan integer 2(µ, ν) (ν, ν) by µ, ν for µ, ν ∈ ∆, and also let 0, ν := 0 for all ν ∈ ∆. Let
For the convenience of description later, we partition the locally finite irreducible root system ∆ according to length. Roots of ∆ of minimal length are called short. Roots of ∆ which are two times a short root of ∆ are called extra long. Finally, roots of ∆ which are neither short nor extra long are are called long. We denote the subsets of short, long and extra long roots of ∆ by ∆ sh , ∆ lg and ∆ ex respectively. Thus
Of course the last two terms in this union may be empty. Indeed, ∆ lg = / 0 ⇐⇒ ∆ has simply laced type or type BC 1 , and
Let G = (G, +, 0) be an arbitrary abelian group. In general, for a subset S of G, the subgroup generated by S is denoted by S .
is called a locally Lie n-torus or simply a locally Lie torus. We call the rank of ∆ the rank of L . (LT5) is simply a convenience. If it fails to hold, we may replace G by the subgroup generated by supp L .
Remark 2.2. (i) Condition
(ii) It follows from (LT1) and (LT3) that L admits a grading by the root lattice Q(∆): if
(iii) L is also graded by the group G. Namely, if
Thus, the elements e µ , f µ , µ ∨ determine a canonical basis for a copy of the Lie algebra sl 2 (F).
The subalgebra g of L generated by the subspaces L 0 µ for µ ∈ ∆ red is a locally finite split simple Lie algebra with the split Cartan subalgebra
and µ ∨ are the coroots in h. (One can show this in the same way as the proof of [MY, Prop.8.3] , or see [St, Sec.III] ). Note that if ∆ is finite, then g is a finite-dimensional split simple Lie algebra. Also, ∆ red may be replaced by ∆ in the definition of g and h, since it can be shown in the same way as in [Y1, Thm.5 .1] that L 0 2ν = 0 for all ν ∈ ∆ red . We say the pair (g, h) = (g, h) L the grading pair of L .
(v) A Lie G-torus is perfect, and so it has a universal covering.
We define the root systems of locally
and we call∆ := {S µ } µ∈∆ the root system of L . Such a system fits into the system introduced in [Y1] . Let us state the precise definition. A family of subsets S µ of G indexed by ∆, say {S µ } µ∈∆ , is called a root system extended by G if
Moreover, {S µ } µ∈∆ is called reduced if
By the same way as in [Y1, Thm 5 .1], one can show that the root system∆ is a reduced root system extended by G, i.e.,∆ satisfies (7), (8), (9) and (10). In particular, the root system of a locally loop algebra is a reduced root system extended by Z. Also, by the same way as in [Y1, Thm 5 .1], letting
one gets
for a short root µ.
Proof. Since S = S µ for a short root µ generates G, it is easy to check that L ∆ ′ is a Lie G-torus. Hence the statement is true since ∆ is a directed union of finite irreducible full subsystems containing a short root (see [LN2, 3.15 (b) and the proof]). The second statement follows from the fact that G is a directed union of finitely generated subgroups.
LOCALLY LOOP ALGEBRAS
For any index set I, let
be the set of all matrices of size I, which is naturally a vector space over F. Let gl I (F) be the subspace of M I (F) consisting of matrices having only a finite number of nonzero entries. Then gl I (F) is an associative algebra and a Lie algebra with the usual commutator bracket. Also, one can define the trace of a matrix in gl I (F), and the subalgebra of gl I (F) consisting of trace 0 matrices is denoted by sl I (F):
We note that M I (F) cannot be an algebra, but
| each row and column of x have only finite nonzeros} (13) is an associative algebra with the identity matrix ι = ι I , and a Lie algebra with the commutator bracket. In fact, this gives the Lie algebra of derivations of sl I (F) by Neeb [N1] . More precisely, we have
The locally finite split simple Lie algebra of type X I is defined as a subalgebra of sl I (F), sl 2I+1 (F) or sl 2I (F) as follows:
Type A I : sl I (F);
, where I is supposed to be infinite, x t is the transpose of x, and
Note that s ∈ M fin I (F), and s 2 = ι 2I+1 for B I , s 2 = −ι 2I for C I or s 2 = ι 2I for D I . Also, the B I , C I or D I is the fixed algebra of sl 2I+1 (F) or sl 2I (F) by an automorphism σ , defined as σ (x) = −sx t x for B I or D I , and σ (x) = sx t x for C I .
Neeb and Stumme showed in [NS] that these algebras exhaust locally finite split simple Lie algebras. Also, they are considered as locally Lie 0-tori, which exhaust the infinitedimensional locally Lie 0-tori since locally finite split simple Lie algebras are centrally closed (see [NS] ). Note that Lie 0-tori are exactly the finite-dimensional split simple Lie algebras. Our interest in this paper is the class of locally Lie 1-tori. Let F[t ±1 ] be the Laurent polynomial algebra over F. We call one of the following four Lie algebras an untwisted locally loop algebra:
Type A
(1)
Type C
(It is called an untwisted loop algebras if I is finite.) One of the following three Lie algebras are called a twisted locally loop algebra:
(1) Type B
(2)
Note that C (2)
(see (15) ). This construction is called a twisting construction by an automorphism σ . For B
I , we have o 2I+1 (F)s ⊂ s, and so we define the bracket of o 2I+1 (F) and s by the natural action, i.e., [x, v] 
(F) and v ∈ s. However, there is no bracket on s. So we define a bracket on s so that [s, s] ⊂ o 2I+1 (F) as follows. First, let (·, ·) be the bilinear form on s determined by s. Then there is a natural identification
It is easy to check that the bracket
There is a twisting construction for B
I (see [N2] ), which we will discuss in Section 7, but we think that the simple description of B I here is also important to develop the theory of locally Lie n-tori.
We often omit the term 'untwisted' or 'twisted' and simply say a locally loop algebra.
One can easily check that all locally loop algebras are centerless locally Lie 1-tori. For example, let ∆ be the root system of type BC (2) I , and put g = o 2I+1 (F) and s ⊂ sl 2I+1 (F), as defined above. Let h be the Cartan subalgebra of g consisting of diagonal matrices. Then h decomposes g into the root spaces, say g = h ⊕ µ∈∆ red g µ , and s into the weight spaces,
This gives a natural double grading by the groups ∆ and Z, and one can check the axioms of a locally Lie torus. Also, the center of a locally Lie torus L is contained in L 0 , but
] in this example, and hence the locally loop algebra of type BC
I is a centerless locally Lie 1-torus. The grading subalgebra is equal to g = o 2I+1 (F). We call the g-module s the grading module.
µ be centerless Lie 1-tori whose root systems are the same root system∆ extended by Z. Then there exists an isomorphism ϕ :
This can be directly proved using Gabber-Kac Theorem or repeat a similar argument in [ABGP] . (It was proved for the base field C in [ABGP] though.) Hence, a centerless Lie 1-torus is isomorphic to a loop algebra, and a Lie 1-torus with nontrivial center is isomorphic to a derived affine Lie algebra, which has always a 1-dimensional center. Also, for a Lie
This is easily seen from the loop realization. Also, we have Proof. Most of the statements follow from Lemma 2.3. In fact, Lie 1-tori are either derived affine Lie algebras or loop algebras, and so L is a directed union of derived affine Lie algebras or loop algebras. Considering the loop realization of a derived affine Lie algebra, we find dim L m µ = 1 for all µ ∈ ∆ and m ∈ Z. Moreover, suppose that C is a 2-dimensional subalgebra contained in the center. Then there exists a derived affine Lie algebra or a loop algebra containing C. But this is impossible since their centers have to be 1-dimensional or zero. Now, we need to show that derived affine Lie algebras and loop algebras cannot appear simultaneously. If this happens, for example, L ′ is a derived affine subalgebra and L ′′ is a loop subalgebra, then there exists a derived affine or a loop algebra containing both L ′ and L ′′ as graded subalgebras. Suppose that L ′ , L ′′ ⊂ L ′′′ for a loop algebra L ′′′ . But this is impossible because of the property (18) 
Then this is also impossible because of the property (19) above. Thus a locally Lie 1-torus is either a directed union of derived affine Lie algebras, say L da , or a directed union of loop algebras, say L lo . It is now clear that the center of L lo is zero. To show the 1-dimensionality of the center of L da , let C ′ be the center (1-dimensional) of a derived affine subalgebra of L da . For any µ ∈ ∆ and m ∈ Z, there exists a derived affine subalgebra M containing L m µ and C ′ . Considering the loop realization of M, we find that C ′ is the center of M, and in particular,
For any z ∈ Z, µ ∈ ∆ and m ∈ Z, there exists a derived affine subalgebra or a loop subalgebra containing z and L m µ , and z is in the center of the subalgebra (by (18) for a Lie torus above). Hence [z, L m µ ] = 0 for all µ ∈ ∆ and m ∈ Z. Therefore, Z is contained in the center of L . Thus Z = 0 or dim Z = 1. If Z = 0, then there exists a loop subalgebra, and so L = L lo . Hence Z = 0 is the center of L . If dim Z = 1, then Z is the center of L since the center of L is at most 1-dimensional.
For any two elements x ⊗ t m and y ⊗ t n in each locally loop algebra L , define the new bracket on a 1-dimensional central extensioñ
where (x, y) is the trace form tr(xy), or for type B
I , the direct sum of the trace form and the bilinear form on s determined by the symmetric matrix s above. Indeed, this gives a central extension since L is a directed union of loop algebras andL is locally a derived affine Lie algebra, i.e., a 1-dimensional central extension of a loop algebra.
Lemma 3.2. A universal covering of a locally loop algebra is given by (20) above.
Proof. Suppose thatL is a universal covering of a locally loop algebra
Now, a universal covering of a loop algebra has the 1-dimensional center, and so this is a contradiction. Hence, dim Z(L ) = 1. But then it is clear thatL ∼ =L since the unique morphism fromL ontoL has to be one to one. Remark 3.3. By Lemma 3.1, a locally Lie 1-torus has at most 1-dimensional center. Thus if one shows thatL is a locally Lie 1-torus, then we also get a proof of Lemma 3.2. In fact, Neher showed that a universal covering of a locally Lie torus is a locally Lie torus in general (see [Ne3] and [Ne4] ).
We now classify locally Lie 1-tori. The method we use here comes from [NS] . Namely, we will show that there is only one locally Lie 1-torus for each reduced root system extended by Z. Root systems extended by Z are known in [Y1, Cor.10, 12] . (There are more general results in [LN2] .) Here is the list of all reduced root systems extended by Z of infinite rank, writing ∆ × S µ for {S µ } µ∈∆ .
Note that these 7 systems are exactly the root systems of locally loop algebras introduced above, and so we label each system by
I , D
I . We also use the label for the root system as the type of a locally Lie 1-torus. Now, first we show the following lemma when ∆ is finite. Suppose that Π ⊂ ∆ is an integral base, i.e., ∆ ⊂ Π and Π is linearly independent in the vector space which defines ∆.
Hence we have y = aϕ(x) and y µ = a µ ϕ(x µ ) = for some a and a µ ∈ F × . Let f : Π Z × Z −→ F × be the group homomorphism of the abelian groups defined by f (µ, 0) = a µ and
• ϕ is the required isomorphism. For the uniqueness, note first that such an isomorphism is unique on
But by a standard argument (or see [St, Prop.9 .9]), L 0 (= the finite-dimensional split simple Lie algebra g) is generated by L 0 ±µ for all µ ∈ Π. Then one can choose a root base of ∆ so that ν is the negative highest short root. Using the affine realization of
Now we can prove that there is a one to one correspondence between the class of centerless locally Lie 1-tori and the class of reduced root systems extended by Z, and that locally loop algebras exhaust all centerless locally Lie 1-tori. Note that this method works for any cardinarity of ∆.
then L is graded isomorphic to the locally loop algebra of type∆, and if L has the nontrivial center, then L is graded isomorphic to a universal covering of the locally loop algebra of type∆ given by (20).
Proof. Note first that we already know this theorem for Lie 1-tori, i.e., the case where ∆ is finite. Also, it is enough to show the case where L is centerless (see Lemma 3.2), and so assume that L is centerless. Let M = ⊕ µ∈∆∪{0} ⊕ m∈Z M m µ be a locally loop algebra of type∆. Also, let∆ = {S µ } µ∈∆ .
Fix a short root ν,
Let∆ Γ = {S µ } µ∈∆ Γ be the root system extended by Z. Let L Γ be the subalgebra determined by ∆ Γ , i.e., the subalgebra of L generated by L m µ for all µ ∈ ∆ Γ and m ∈ Z, which is a centerless Lie 1-torus of type∆ Γ (see Lemma 3.1). Similarly, let M Γ be the subalgebra of M determined by ∆ Γ . Then by Lemma 3.4, there exists a unique graded isomorphism ψ Γ from L Γ onto M Γ such that ψ Γ (x µ ) = e µ ⊗ 1 for all µ ∈ Γ and x → e ν ⊗ t.
Then the uniqueness of the isomorphisms ψ Γ 1 and ψ Γ 2 implies that they agree on L Γ 1 . Since L is the directed union of the subalgebras L Γ (Γ ⊂ Π is a finite irreducible subset), one can define an isomorphism ψ : L −→ M be ψ(x) = ψ Γ (x) for x ∈ L Γ , which has the required properties.
Note that we defined in (20) the Lie bracket of a universal covering of a locally loop algebra, using a symmetric bilinear form (·, ·) on a locally loop algebra. More precisely, one can write (·, ·) = tr(·, ·) ⊗ ε(·, ·), where ε(t m ,t n ) = δ m+n,0 . In fact, it is easily checked that this form is invariant, graded (as a form of a Lie torus), and nondegenerate. We simply say a form for a symmetric invariant graded bilinear form on a Lie G-torus. We will use the following lemma later: Lemma 3.6. There exists a nonzero form on a locally Lie 1-torus. Also, such a form is unique up to a nonzero scalar. In particular, a form of a locally loop algebra is equal to c(·, ·) for some c ∈ F, where (·, ·) is used in (20).
Proof. Only the uniqueness part is not clear. But such a form is unique up to a scalar for a Lie 1-torus (see for example, [Y2] ). Thus it follows from a local argument since a locally Lie 1-torus is a directed union of Lie 1-tori.
LOCALLY AFFINE LIE ALGEBRAS
Let us recall locally extended affine Lie algebras (cf. [MY] 
where H * is the dual space of H and
This decomposition is sometimes called the root space decomposition (of L with respect to an ad-diagonalizable subalgebra H ). Note that an ad-diagonalizable subalgebra H is automatically abelian. To confirm it, we need the well-known fact that every submodule of a weight module is also a weight module. One can use a common trick for the proof as for example, in [MP, Prop.2 .1], but they assume H to be abelian. To make sure that this assumption is unnecessary, we prove this here. Namely, in this case, we obtain
H among all such elements satisfying that n is minimal, and choose h ∈ H such that
This contradicts the minimality of n. Hence, actually we have
An element of the set
is called a root.
Let L be a Lie algebra, H a subalgebra of L , and B a symmetric invariant bilinear form of L . A triple (L , H , B) (or simply L ) is called a locally extended affine Lie algebra or a LEALA for short if it satisfies the following 4 axioms: (We will explain what is R × later.)
is called a null LEALA (or a null EALA if H is finite-dimensional) or simply a null system. Note that if R × = / 0, then the axioms (A3) and (A4) are empty statements. Now, using (A1) and (A2), we find that B L ξ ×L −ξ is nondegenerate for all ξ ∈ R. In particular, B H ×H is nondegenerate.
for all h ∈ H . The uniqueness of t ξ follows from the nondegeneracy of B H ×H . Thus there exists the induced form on the vector space spanned by R over F, simply denoted (·, ·). Namely,
Now we call an element of
an anisotropic root. Thus the meaning of the axiom (A4) is that
Remark 4.2. We occasionally assume R × = / 0 for a LEALA or an EALA (i.e., excluding null systems) without mentioning if it is clear from the context, for example, an occasion when we say an anisotropic root of a LEALA or an EALA. In fact we assume R × = / 0 through out the paper. Remark 4.3. We note that there was one more axiom for a LEALA in [MY] , but it turns out that the axiom is unnecessary by Claim 4.1 above.
We say that a triple (L , H , B) is called admissible if it satisfies (A1) and (A2) . A fundamental property of admissible triples is the following: Lemma 4.4. For ξ ∈ R and all x ∈ L ξ and y ∈ L −ξ , we have
Proof.
Hence, by the nondegeneracy of B H ×H , we get h = 0.
We can and do scale the above form (·, ·) by a nonzero scalar so that (ξ , η) ∈ Q for all ξ , η ∈ R × . Let V be the Q-span of R, say
We showed the Kac conjecture in [MY, Thm 3.10 ] that the scaled form (·, ·) on V is positive semidefinite.
As a corollary, (W, R × ) becomes a reduced locally extended affine root system, where W = span Q R × (see [MY, §4] and [Y3] ). We simply call R the set of roots, but call R × a locally extended affine root system, say a LEARS, because R × is a natural generalization of classical (locally finite) irreducible root systems, affine root systems in the sense of Macdonald [Ma] or extended affine root systems in the sense of Saito [S] . We do not recall the definition of LEARS here because we do not need it in this paper. The reader can find the precise definition in [Y3] . The dimension of the radical of V is called the null dimension for a LEALA. If the additive subgroup of V generated by
the set of isotropic roots or null roots, is free, we call the rank the nullity of a LEALA. Thus we only use the term nullity when R 0 is a free abelian group. So if we say that a LEALA L has nullity, it means that R 0 is a free abelian group. (In [MY] , we used the term null rank for nullity, and nullity for null dimension. But we change the names to be consistent with the notion of nullity in [Ne2] .)
The core of a LEALA L , denoted by L c , is the subalgebra of L generated by the root
Note that there is no core for a null system, and so there is not a concept of tameness for a null system. Now, since (W, R × ) is a reduced LEARS, there exist a locally finite irreducible root system ∆ and a family of subsets {S µ } µ∈∆ of radW (the radical of W ) indexed by ∆ so that
and {S µ } µ∈∆ is a reduced root system extended by G = ∪ µ∈∆ S µ (see [ [MY] ). Note that radW = (radV ) ∩W.
, and that L c is a locally Lie G-torus of type ∆,
or more precisely, type
Here we give a couple of definitions about graded algebras in general.
Definition 4.5. Let V be a vector space over Q, and G an additive subgroup of V . Let 
for a h ∈ A h and h ∈ G. We call each d i an i-th coordinate-degree derivation.
Now for a LEALA, we define a special type.
Definition 4.6. If a LEALA L contains all coordinate-degree derivations acting on the G-graded core, then L is called standard.
We classified LEALAs of nullity 0 in [MY, Thm 8.7] . We describe the tame LEALAs of nullity 0 in a slightly different way from the description in [MY] :
be the space of matrices of an infinite size I, 2I + 1 or 2I, respectively, and T I , T 2I+1 or T 2I the subspace of M consisting of diagonal matrices. Let T ′ be a complement of Fι in T I , where ι = ι I is the identity matrix so that
Then the following is the list of maximal tame LEALAs of nullity 0:
(note that T ′ is not unique), • Type B I : o 2I+1 (F) + T + with a Cartan subalgebra T + , where
• Type C I : sp 2I (F) + T + with a Cartan subalgebra T + , where
• Type D I : o 2I (F) + T + with a Cartan subalgebra T + , where
and each matrix s is the same s defined in (14). We note that Fι is the center of sl I (F) + T , and that
As in the case of locally finite split simple Lie algebras, each of type B I , C I or D I is the fixed algebra of sl 2I+1 (F) + T 2I+1 or sl 2I (F) + T 2I by the automorphism σ defined in (15). This is the reason why we wrote T + since this is the eigenspace of eigenvalue +1 of σ . We will write the eigenspace of eigenvalue −1 of σ as T − .
Any subalgebra of a maximal tame LEALA of nullity 0 containing each locally finite split simple Lie algebra is a tame LEALA of nullity 0. Namely, let L be a tame LEALA of nullity 0. Then
We observe T I more carefully. Set Lemma 4.7. Let h be the diagonal subalgebra of sl I (F). Then, we have
where e j j is the matrix in M I (F) that the ( j, j)-entry is 1 and all the other entries are 0 for any fixed index j ∈ I. In particular, we have
for any j ∈ I. Also, let I be any finite subset of I, and ι I := ∑ i∈I e ii . Then we have
where h I is the subspace of h such that all (k, k)-components for k ∈ I \ I are 0, and T as I\I is the subspace of T as I such that all (i, i)-components for i ∈ I are 0. Moreover, we have
where T I\I is the subspace of T I such that all (i, i)-components for i ∈ I are 0.
Proof. It is clear that T as
I ⊃ h ⊕ Fι ⊕ Fe j j . For the other inclusion, let x ∈ T as I . Then there exists a ∈ F such that y := x − aι ∈ T I ∩ gl I (F). Hence y = y − tr(y)e j j + tr(y)e j j and note that h := y − tr(y)e j j ∈ h. Thus x = h + aι + tr(y)e j j ∈ h ⊕ Fι ⊕ Fe j j .
For the second decomposition, we have T as I = T I ⊕ T as I\I , where T I is a subset of T as I such that all (k, k)-components for k ∈ I \ I are 0. But then it is easy to see that T I = h I ⊕ Fι I . The last decomposition is now clear. Now, we did not mention about the defining bilinear form B of L in general. As it was described in [MY] , one can state as follows:
Let g be sl
, which is the locally finite split simple Lie algebra contained in L , as defined above. The restriction B L ×g of our B is a nonzero scalar multiple of the trace form, and the rest of part can be any symmetric bilinear form.
In fact, we did not clearly say the reason in [MY] why the restriction B L ×g of B is a nonzero scalar multiple of the trace form. But this follows from the perfectness of g and the invariance of B. We summarize this phenomenon in a slightly general setup. Let us call a symmetric invariant bilinear form simply a form for convenience. 
for some c ∈ F. One can similarly prove the desired result for g × L.
Recall the Lie algebra M fin I (F) = {x ∈ M I (F) | each row and column of x have only finite nonzeros}, which can be identified with the derivations of gl I (F) (see [N1] 
Proof. Since xy ∈ gl I (F) for x ∈ L and y ∈ M, the trace form tr(xy) is well-defined. Thus we only need to show the invariance, i. Suppose that B is a symmetric invariant bilinear form on
Then, by Lemma 4.8, the restriction of B to M I × sl I (F) or sl I (F) × M I is equal to c tr for some c ∈ F. We claim that such a form B does exist. For this, we choose any complement T ′ of h in T , i.e.,
be an arbitrary symmetric bilinear form. We now define a symmetric bilinear form B on
on T ′ , and c tr on M I × sl I (F) and sl I (F) × M I . To show that B is invariant, we prove the following.
Claim 4.10. Let x ∈ T \ Fι and y k ∈ sl I (F) for k = 1, 2, . . . , r. Then there exist a finite subset I of I, 0 = h ∈ h and g ∈ T such that y k ∈ sl I (F) for all k, and h ∈ h I ,
for all k. Moreover, there exist y ∈ sl I (F) and h ′ ∈ h such that [x, y] = 0 and
Proof. Let I be a finite subset of I so that y k ∈ sl I (F) for all k. Moreover, if the I × I-block submatrix of x is a scalar matrix, then we enlarge I until the I × I-block submatrix of x is not a scalar matrix. For such I, by (27) in Lemma 4.7, there exists 0 = h ∈ h I so that x = h + bι I + x ′ for some b ∈ F and x ′ ∈ T I\I . Put g := bι I + x ′ . Then clearly [g, y k ] = 0. Also, we have B(g, y k ) = c tr(gy k ) = cb tr(y k ) = 0 since tr(y k ) = 0. To show the second statement, it is enough to choose y ∈ sl I (F) and h ′ ∈ h I such that [h, y] = 0 and tr(hh ′ ) = 0.
We now prove that B is invariant. It is enough to consider the case involving some elements in T ′ . Since T ′ is an abelian subalgebra, the case involving three elements in T ′ is clear.
For the case involving one element in T ′ , let x ∈ T ′ and y, z ∈ sl I (F). Then it is enough to show that Moreover, the radical of B is contained in Fι whenever the restriction to sl I (F) is not zero. In fact, this follows from [MY, Lem. 8.5 ] since the center of M I is equal to Fι. Or one can directly show this. Let us first mention the graded structure of M I .
Let g := sl I (F) and let g = h ⊕ µ∈A I ⊂h * g µ be the root-space decomposition of g relative to h. We extend each root µ ∈ h * to an element in T * as follows.
Let A I = {±(ε i − ε j ) | i, j ∈ I}, where ε i is the linear form of gl I (F) determined by e kl → δ lk δ ki . Since an element p ∈ T can be written as p = diag(a ii ) i∈I , one can define ε i (p) = a ii . In this way one can embed A I into T * . Thus M := M I has the root-space
relative to T , where M µ = g µ for µ = 0 and M 0 = T , and M µ = 0 if µ / ∈ A I . This is an A I -graded Lie algebra, and B is graded in the sense that B(M ξ , M η ) = 0 unless ξ + η = 0 for all ξ , η ∈ A I . In general, a symmetric invariant bilinear form on a Lie algebra having the root-space decomposition relative to a subalgebra is graded.
In particular, the radical of B is graded. Thus one can check the nondegeneracy for each homogeneous element. The elements of degree µ ∈ A I cannot be in the radical by Lemma 4.9. For the elements of degree 0, only candidate is an element in Fι by (28). Therefore, we have: Example 4.12. The centerless Lie algebra gl I (F) = sl I (F) ⊕ Fe j j is an example of a LEALA of type A I of nullity 0, where e j j is the matrix unit for j ∈ I. On the other hand, gl n (F) = sl n (F) ⊕ Fe j j has the center FI, where I is the identity matrix on gl n (F), and this is a non-tame EALA of nullity 0.
Suppose that B is a nondegenerate form on gl I (F). Then B is a nonzero scalar multiple of the trace form except on Fe j j × Fe j j , by Lemma 4.9. Conversely, one can take any value to B(e j j , e j j ), and extend a nondegenerate form B to gl I (F).
For the finite case gl n (F) = sl I (F) ⊕ Fe j j , suppose that B is a nondegenerate form on gl n (F). Since rad B is in the center of gl n (F) (e.g. [MY, Lem. 8 .5]), we have that B is nondegenerate ⇐⇒ B(I, I) = 0. We claim that this is equivalent to B(e j j , e j j ) = c n − 1 n .
In fact, consider the expression I = I − ne j j + ne j j , noting that tr(I − ne j j ) = 0. Since x := I − ne j j ∈ sl I (F), we have B(I, I) = B(x + ne j j , x + ne j j ) = B(x, x) + 2nB(x, e j j ) + n 2 B(e j j , e j j ) = c tr(x 2 )+2nc tr(xe j j )+n 2 B(e j j , e j j ) = c tr(I −2ne j j +n 2 e j j )+2nc tr(e j j − ne j j ) + n 2 B(e j j , e j j ) = c(n − 2n + n 2 ) + 2nc(1 − n) + n 2 B(e j j , e j j ). Hence, B(I, I) = 0 if and only if n 2 B(e j j , e j j ) = c(n 2 − n), and so our claim is proved.
Remark 4.13. In the classification of tame LEALAs of nullity 0 of type A I in [MY] , we chose sl I (F) ⊕ T ′′′ for a complement T ′′′ of T as I in T I as a maximal one. But in fact, a subalgebra of a bigger Lie algebra sl I (F) ⊕ T ′′ defined above is also a tame LEALA as gl I (F) is so. Now we observe the forms on the other types B I , D I and C I . Let B be a symmetric invariant form on
so that the restriction to sl K (F) is not zero, where K = 2I or 2I + 1. Let M σ K be the fixed algebra by the automorphism σ defined above with the restricted form B σ . Then the restricted form is still invariant, and by Lemma 4.9, the restriction to sl K (F) σ is equal to c tr for some c ∈ F × .
Moreover, B σ is nondegenerate. This follows from [MY, Lem. 8 .5] since M σ K has the trivial center. One can also show this using the following lemma similar to Lemma 4.7. (As we mentioned already, T + = T σ means the eigenspace of eigenvalue +1 of σ , and T − means the eigenspace of eigenvalue −1 of σ .) Lemma 4.14. Let I be any finite subset of I and fix some index i 0 ∈ I. Then we have Moreover, we have
Proof. It is enough show (29). For this, we show the two equalities Proof. By (29) in Lemma 4.14, there exist a finite subset I ⊂ I and 0
Since the trace form is nondegenerate on h
By Corollary 4.15 about T + , we also see that B σ is nondegenerate. (We will use the result about T − later.) Moreover, the restriction of B σ to any subalgebra L of M σ K containing sl K (F) σ is still a nondegenerate form.
Conversely, let U be a complement of h σ in L ∩ T σ , and ϕ an arbitrary symmetric bilinear form on U. Then one can extend ϕ to a nondegenerate form on L , using Lemma 4.14 (or embeds L into M K ) and Corollary 4.15 again. Consequently, one can say that a LEALA of type X I = A I of nullity 0 is isomorphic to a subalgebra of M σ K containing sl K (F) σ .
The next interesting objects are LEALAs of null dimension 1. In fact our purpose of the paper is to classify tame LEALAs of nullity 1. Definition 4.16. We call a tame LEALA of nullity 1 a locally affine Lie algebra or a LALA for short.
Before giving examples of LALAs and classifying LALAs, we prove a general property about R 0 for LEALAs. For this purpose, we review some properties (which we need) about {S µ } µ∈∆ . First one can show that S µ = S ν if µ and ν have the same length for µ, ν ∈ ∆. Let S = S µ for a short root µ. Then S contains all S ν , and S satisfies 0 ∈ S and 2S − S ⊂ S. Also, S spans radW (see [Thm 8, Y2] ). 
∈ R for all α ∈ R × , then L σ centralizes the core, and so L σ is in the core. Thus L σ = ∑ µ∈∆, s+s ′ =σ [L µ+s , L −µ+s ′ ], and so σ = s + s ′ for some s, s ′ ∈ S µ = S −µ ⊂ S. (We get σ = s + s ′ here which is our need. But this case does not occur as in the following argument.) But then 0 = L µ+s = L µ−s ′ +σ , and 0 = L µ−s ′ since −s ′ ∈ S µ . Therefore, µ − s ′ + σ ∈ R with µ − s ′ ∈ R × , contradiction. Thus there exists α ∈ R × such that α + σ ∈ R. (This property is often said that σ is nonisolated. So we have shown that any isotropic root is nonisolated if L is tame.) Note that α = µ + s for some µ ∈ ∆ and s ∈ S. Hence s + σ ∈ S, and so σ ∈ S − S = S + S. Thus S + S = R 0 . For the last statement, it is enough to show that radV ⊂ V 0 := span Q R 0 . (The other inclusion is clear.) Since V = W + V 0 (where W = span Q R × ), it is enough to show that (radV ) ∩W = radW ⊂ V 0 . But this is clear since radW = span Q S.
Note that if we put R
then (12) in §2 means that we always have
Remark 4.18. There are notions of null dimension and nullity for LEARS (W, R × ). Namely, (null dimension of R × ) := dim radW and (nullity of R × ) := rank S if S is free (see [Y3] ). In general, (null dimension of L ) ≥ (null dimension of R × ). If L has nullity, so does R × , and (nullity of L ) ≥ (nullity of R × ) since any subgroup of a free abelian group is free (see e.g. [G] ). If L is tame, then (null dimension of L ) = (null dimension of R × ), and if L has nullity, then 
(3) Let R × be the set of anisotropic roots of L , which is a LEARS. Let m be the null dimension of R × , which is equal to the dimension of the radical of the induced form from
Proof. (1): Since each δ is an isotropic root, we have [t δ , x] = 0 for any root vector x ∈ L ξ . In fact, [t δ , x] = ξ (t δ )x = (ξ , δ )x = 0 since δ is in the radical of the form (see (22)
For the second inclusion, note that L is an H -weight module, and Z(L ) is a submodule. Hence, Z(L ) is a weight module (by a general theory of weight modules). Namely, Z(L ) is a graded subalgebra in our case. But then, since H is self-centralizing, we obtain
one can write
where a ξ , a δ ∈ F. Let ∆ ⊂ R × is a locally finite irreducible root system determined by a reflectable section ofR × and S a reflection space for a short root in ∆. Then we know that R × ⊂ ∆ + S and R 0 c = S + S (see (30)). Thus we get
and hence,
But y ∈ h ⊂ g, and since g is a locally finite split simple Lie algebra, this y has to be 0. Therefore,
and we obtain Z(L ) = ∑ δ ∈R 0 c Ft δ . The second inclusion follows from (1). (3): We know R × ⊂ ∆ + S and m = dim Q span S. But since R 0 c = S + S, we have m = dim Q span R 0 c . Now, there is a one to one correspondence {δ ∈ R 0 c } ↔ {t δ } δ ∈R 0 c , and note that for some δ , δ ′ ∈ R 0 c , one may have δ + δ ′ / ∈ R 0 c , but since δ + δ ′ ∈ H * , we still have a unique element t δ +δ ′ ∈ H through B(t δ +δ ′ , h) = (δ + δ ′ )(h) for all h ∈ H . Also, one can easily see that t δ +δ ′ = t δ + t δ ′ . Similarly, for any a ∈ F, there exists a unique element t aδ ∈ H such that B(t aδ , h) = (aδ )(h) for all h ∈ H , and one can check that t aδ = at δ . Thus for any subfield F ′ of F, we have a linear isomorphism between the vector spaces span F ′ R 0 c and
c , and so t δ = 0. Thus Ft δ = 0, and hence we get the last statement.
(4): We have R 0 = S + S = R 0 c since L is tame (see Lemma 4.17). Hence, ∑ δ ∈R 0 Ft δ = ∑ δ ∈R 0 c Ft δ . Also, by (2), we already have
The rest of assertions follow from the fact that R 0 = R 0 c using (3).
Remark 4.20. There are examples of a tame LEALA or EALA whose nullity is ∞ but the center is just 1-dimensional. For example, L = sl 2 (C[t
, and {a i } i∈N ⊂ C is linearly independent over Q. This L has null rank ∞ but the center is equal to Fc. Note that the Cartan subalgebra H of L is just 3-dimensional. (The details are in [MY, Remark 5.2 (2) 
In particular, if x ∈ L is in a complement of the core, that is, x ∈ M with L = L c ⊕ M , then ad x can be identified with an outer derivation of the loop algebra
For the second assertion, suppose that ad
, and this forces x to be 0. Therefore, ad x is an outer derivation of
We know that the core of a LALA is a locally Lie 1-torus (see (23) Proof. By Lemma 4.19, L c has a nontrivial center. Hence, by Theorem 3.5, we see that (1) is true. For (2), we have
for a LALA L , and so the assertions follow from Cororally 4.21.
EXAMPLES OF LALAS
To finish the classification of LALAs, we need to classify a complement of the core. Before doing this, we give examples of LALAs. Let us first define the minimality of a LEALA in general (see [N2] and also Remark 7.16).
Example 5.2. Let I be an arbitrary index set. One can construct 14 minimal standard LALAs from 14 locally loop algebras L(X
is a LALA of type X
(i)
I , where c is central and d (0) is the degree derivation, i.e.,
where h is the subalgebra of g(X I ) consisting of diagonal matrices if I is infinite or any Cartan subalgebra if I is finite. Also, a nondegenerate invariant symmetric bilinear form B on L ms is an extension of the form defined in Section 3 for loop algebras, using the trace form or the Killing form if I is finite, and a nondegenerate symmetric associative bilinear form on F[t ±1 ], and defining B(c, d (0) ) = 1. In particular, we define B(
) can be any number in F. These LALAs are minimal LALAs. Note that any standard LALA contains a minimal standard LALA. Note also that if I is finite, then LALAs are automatically minimal standard LALAs, which are the affine (KacMoody) Lie algebras. Now, we give examples of bigger (and biggest) LALAs when I is infinite. Note that
where T = T I is the subspace of all diagonal matrices in the matrix space M I (F) of size I, is a Lie algebra with the split center Fι, where ι is the diagonal matrix whose diagonal entries are all 1. Thus its loop algebra
is a Lie algebra with the split center
Assume that B be a symmetric invariant bilinear form on U , which is not a zero on sl I (F). Then, by Lemma 3.6 and Lemma 4.8, B is unique up to a scalar to tr ⊗ε on
i.e., for x, y ∈ U and if x or y ∈ sl I (F), then
for some a ∈ F × . We claim that such a form B does exist. As in the case of nullity 0, we choose a complement
be an arbitrary bilinear form. We define a symmetric bilinear form B on U as
, and (33) on (32). One can similarly prove that B is invariant to the case of nullity 0 using the following claim (which can also be proved similarly to Claim 4.10).
Claim 5.3. Let x ∈ T \ Fι and y k ∈ sl I (F) for k = 1, 2, . . . , r. Then there exist a finite subset I of I, 0 = h ∈ h and g ∈ T such that y k ∈ sl I (F) for all k, and h ∈ h I ,
for all m, n ∈ Z and all k. Moreover, there exist y ∈ sl I (F) and h ′ ∈ h such that
Now we can use a general construction, that is, a one-dimensional central extension by the 2-cocycle
is the degree derivation on U . This is well-known (see e.g. [AABGP] ), but for the convenience of the reader, we show that ϕ is a 2-cocycle in a slightly more general setup. Note that d (0) is a skew derivation relative to B, i.e.,
More generally, for a Z-graded algebra A = m∈Z A m with a symmetric graded bilinear form ψ, the degree derivation d (0) is skew relative to ψ. In fact, for x = ∑ m x m and y = ∑ m y m ∈ A, we have
In general, on a Lie algebra L with a symmetric invariant bilinear form B, one can define ϕ(u, v) : = B d(u) , v for any skew derivation d and u, v ∈ L. Then ϕ(u, v) is a 2-cocycle (which is also well-known). In fact, clearly the first condition of cocycle, i.e., ϕ(u, u) = 0 for all u ∈ L, holds. For the second condition, we have ϕ( [u, v] 
Thus we get a 1-dimensional central extensioñ
is naturally a Lie algebra defining
anti-symmetrically. Thus the center ofÛ is equal to Fc ⊕ Fι. We also extend the form B by
) = 0, symmetrically (and the value of B(d (0) , d (0) ) can be any). Then one can check that this extended form is also invariant. Let g := sl I (F) and let g = h ⊕ µ∈A I ⊂h * g µ be the root-space decomposition of g relative to h. Let
We extend each root µ ∈ h * to an element in H * . First, one can extend µ to T ′ ⊕ Fι as we did in the case of nullity 0. Then we define µ(Fc ⊕ Fd (0) ) = 0. Also, define δ ∈ H * as δ (T ⊕ Fc) = 0 and δ (d (0) ) = 1. ThenÛ has the root-space decomposition
I . This is an A
I -graded Lie algebra, and B is graded in the sense that B(Û ξ ,Û η ) = 0 unless ξ + η = 0 for all ξ , η ∈ A (1) I . In particular, the radical of B is graded.
Proof. Since the radical of B is graded, one can check the nondegeneracy for each homogeneous element. It is clear that the elements of degree µ + mδ for µ ∈ A I cannot be in the radical. For the elements of degree mδ , it follows from (34).
It is now easy to check thatÛ = (Û , H , B) is a LEALA of nullity 1, defining ψ 0 (ι, ι) = 0. Since the center ofÛ is equal to Fc ⊕ Fι, this is not tame. However, the subalgebra
ofÛ is tame, and so L max is a LALA. Moreover, it is easy to check that a 1-dimensional extension of the core
for some p ∈ T ′ , is a minimal LALA of type A
I (which is a subalgebra of L max ). Also, one can show that any homogeneous subalgebra of L max containing some L (p) is a LALA. We will show in Section 6 that any LALA of type A
(1) I is a homogeneous subalgebra of some L max containing some L (p).
Also, let B be any form onÛ with the radical
We describe the other untwisted LALAs usingÛ 2I andÛ 2I+1 and the automorphism σ again defined in (15). First, one can assume that the defining complement T ′ ofÛ =Û 2I orÛ 2I+1 (with ψ) is σ -invariant. Such a complement exists. For example, let
be the decomposition of T = T 2I or T 2I+1 , where T + is the space of eigenvalue 1 and T − is the space of eigenvalue −1. Also, since h is σ -invariant, we have
Note that Fι ⊂ T − . Choose complements (T + ) ′ and (T − ) ′ so that
Then we have T = h ⊕ T ′ ⊕ Fι and T ′ is σ -invariant, and
Let us extend the automorphism onÛ
Then the fixed algebraÛσ with the restriction of the form B is a LALA of type B
I , depending on the type of σ . More precisely,
where g = sl 2I+1 (F) σ or sl 2I (F) σ is a locally finite split simple Lie algebra of each type.
′ have the following forms:
The nondegeneracy of the restricted form B follows from the following lemma whose proof is similar to the case in nullity 0.
Lemma 5.5. Let 0 = x ∈ T + or x ∈ T − \ Fι. Then there exists some 0 = h ∈ h ± such that
As in the case of type A
, is a minimal LALA of each type. Also, one can check that any homogeneous subalgebra ofÛσ containing some L (p) is a LALA of each type. We will show in Section 6 that any LALA of each type is a homogeneous subalgebra ofÛσ containing some L (p).
We can now give examples of twisted LALAs similarly. Namely, we use the automorphism σ again defined in (15) to get the type C I or B I , and extend the automorphism on
choosing a good complement T ′ for each σ as in (35) . Then the fixed algebraÛσ with the restriction of the form B is a LALA of type C
I or BC
I , depending on the type of σ . More precisely,Ûσ
where g = sp 2I (F) or o 2I+1 (F) and s = sl 2I (F) − or sl 2I+1 (F) − . The nondegeneracy of the restricted form B follows from Lemma 5.5. As in the untwisted case, a 1-dimensional extension of the coreÛσ c , say 
Let g = e j 0 ,− j 0 + e − j 0 , j 0 be the matrix of exchanging rows or columns, and let τ be an involutive automorphism of
Then one can see that the fixed algebra o 2I+2 (F) τ = o 2I+1 (F) (which has type B I ) and the minus space s :
2I+2 is clearly τ-invariant, and we have
and the minus space T ′ σ
2I+2
− by τ is equal to 0.
We further extend τ on M as the same way as in (37), i.e., τ(
and get a LALA Mτ of type B
I . More precisely, we have
(For the odd degree part, no extra matrices, i.e., no elements from T ′ , are involved as in an affine Lie algebra of type B
.) The nondegeneracy of the restricted form B follows from Corollary 5.5. As in the above, a 1-dimensional extension of the core Mτ c , say I . We will show in Section 7 that any LALA of type B (2) I is a homogeneous subalgebra of some Mτ containing some L (p).
CLASSIFICATION OF THE UNTWISTED CASE
Let L be an untwisted LALA of infinite rank, i.e., the core L c is a universal covering of an untwisted locally loop algebra. Choosing a homogeneous complement of the Z-graded core, one can write
Note that the complement is assumed to be included in the null space:
) be the centerless core. Also, let (g, h) be the grading pair of the Lie 1-torus L c so that h is the set of diagonal matrices of a locally finite split simple Lie algebra g:
We identify the grading pair
Now, we classify the diagonal derivations of an untwisted locally loop algebra L in general. Let
We call such an element a diagonal derivation of degree 0 in Introduction. Note that since 
In particular, we have d
Hence, b = −a.
Lemma 6.1. Let g = h ⊕ α∈∆ g α be a locally finite split simple Lie algebra. Then U (g).g β = g for any β ∈ ∆, where U(g) is the universal enveloping algebra of g.
Proof.
Since U (g).g β is a nonzero ideal of g, it must be equal to g by simplicity.
By Lemma 6.1, three subspaces
generate A as a Lie algebra. Let
= 0 and using (39),
Similarly, using (40),
Thus we get d ′′ (L) = 0 and d ′′ = 0. Hence we obtain
We define the shift map
(Shift maps were discussed in the classification of affine Lie algebras by Moody in [Mo] .) The shift maps clearly have the property 
Then we have
,
Thus we have classified diagonal derivations of the untwisted locally loop algebra. Namely:
where P is defined in (38).
The following property of diagonal derivations is useful.
for some n = 0. Hence, an = 0, and we get a = 0. Therefore, we obtain
that is, (42) has been shown.
Remark 6.4. One can use some results by Azam about the derivations of tensor algebras (see [A2, Thm 2.8]) . But the direct application to our tensor algebra g ⊗ F F[t ±1 ] gives an isomorphism that
where C(g) is the centroid of g and ← − ⊗ F and − → ⊗ F are special types of tensor products (since g is infinite-dimensional). Thus we need a little more work to get our desired form above. Since we only need a special type of subspaces, namely, (Der F L) m 0 , we directly approached them, not using the Azam's result. Besides that, we have to investigate derivations of twisted locally loop algebras later which are not tensor algebras.
Now we go back to classify
0 , by Corollary 4.22. Hence, by Theorem 6.2, there exist p = p d ∈ P (see (38)) and some a = a d ∈ F such that
We claim that a = 0 for all m = 0. First, note that there exist h, h ′ ∈ h such that tr(hh ′ ) = 0. Also, we have
for all m ∈ Z and some 0 = c ∈ F since B = c tr ⊗ε (see Lemma 3.6). Now, using such a pair h and h ′ , we have
Hence, a = a(m + 1), i.e., am = 0. Thus m = 0 implies a = 0. Moreover, suppose that a = a d = 0 for all d ∈ D 0 . Then ad D 0 ⊂ ad P (see (38)) and for the Cartan subalgebra H of the original LALA of L , we have
for m = 0, and
for some p ∈ P. Note that it happens that d (0) / ∈ ad D 0 . In other words, a LALA is not always standard. Note also that there exists a nonstandard LALA even if dim F D 0 ≥ 2.
Finally, we investigate the bracket on 
Now, if p ∈ h ⊕ Fι for the type A I or if p ∈ h + for the other types, then there exists some h ∈ h such that ad h = ad p. in order to follow the common notations. But in this paper, we already use the type of the Lie algebra sl I (F) as A I instead of A I+1 as long as I is an infinite set.
Let us first show basic lemmas for locally twisted loop algebras. Let
be a twisted affine Lie algebra, where g + is the 1-eigenspace and g − is the (−1)-eigenspace by σ , as we already used this notations. Also, the Cartan subalgebra h of g consisting of diagonal matrices has the decomposition h = h + ⊕ h − , where h + = h∩g + and h − = h∩g − . Note that the adjoint of the plus-space fixes g + and g − , and the adjoint of the minusspace interchanges g + and g − .
Lemma 7.2. g − is an irreducible g + -module.
Proof. It is enough to show that for any root vectors v, w ∈ g − , there exists x ∈ g + such that [x, v] = w. But this is a local property. Namely, there exists a finite dimensional split simple subalgebra g ′ of g of the same type so that v, w ∈ (g ′ ) − ⊂ g − and (g ′ ) + ⊂ g + . It is well-known that the property holds in the finite-dimensional case. Thus we are done.
Lemma 7.3. The centralizer C g+T (g + ) of g + in g + T is zero in each type.
Proof. We can write each Lie algebra as
Then, for any y ∈ g + , we have
= 0, which contradicts that g − is an irreducible g + -module again.
Lemma 7.4. Let h ∈ T
Let L be a twisted LALA of infinite rank, i.e., the core L c is a universal covering of a twisted locally loop algebra. As in the untwisted case, choosing a homogeneous complement of the Z-graded core, one can write
be the centerless core and let (g, h) be the grading pair of the Lie 1-torus L c so that h is the set of diagonal matrices of a locally finite split simple Lie algebra g as before. Now, let s = β ∈∆ ′ ∪{0} s β be the irreducible g-module defined by type of L c , where ∆ ′ is a subset of ∆ consisting of short roots or of extra long roots, and we identify
As in the untwisted case, we classify diagonal derivations of a twisted locally loop algebra
Then, as before, d | g is a diagonal derivation of g, and so, by Neeb [N1] , d | g = ad p for some p ∈ P depending on the type of g (see (38)). Let
In particular, we have d ′ (h ⊗ 1) = 0. Thus, by the same way as in the untwisted case, one can show that for 0 = x ⊗ t ∈ s β ⊗ t, if
(44) for all y ∈ s −β .
Lemma 7.5. For the above s, we have U(g).s β = s for any β ∈ ∆ ′ , where U(g) is the universal enveloping algebra of g.
Proof.
Since U(g).s β is a nonzero submodule of s, it must be s by the irreducibility of s.
By Lemma 7.5, three subspaces
generate A as a Lie algebra. As before, let
, and so
Thus as Theorem 6.2, we have:
Also, as Lemma 6.3, we have: . Then q commutes with a shift map s 2i for all i ∈ Z.
Proof. First note that ∆ ′ does not contain a long root of ∆, where ∆ ′ is the set of grading roots for s. Also, if ∆ has type BC I , then ∆ ′ does not contain a short root neither. Thus, for a long root vector x in g or a short root vector x in g for the case BC I , we have
for all k ∈ Z. Next we claim that for a short root y ∈ s β in reduced cases, there exist a long root α and a short root γ such that y = [x, z] for some x ∈ g α and z ∈ s γ . In fact, it is enough to consider a finite-dimensional split simple Lie algebra of type B 2 = C 2 . Since there always exist such roots α and γ satisfying β = α + γ, the claim is clear now. Also, for any extra long root 2β and y ∈ s 2β , we have y = [x, z] for some x ∈ g β and z ∈ s β . Finally, we have, for any long root vector x or a short root vector x for the case BC I , and any k ∈ Z,
Moreover, for any short root vector y in reduced cases or any extra long root vector y, and for any n ∈ Z, choosing x and y above such that y = [ 
for all x ∈ g, v ∈ s, and k ∈ Z. Moreover,
Proof. The uniqueness is clear since the image of all homogeneous elements are determined. So it is enough to show thatd is a derivation. Thus we need to check the following: For x, y ∈ g and v, w ∈ s,
. All the equations are followed by easy calculation, but let us check for sure. For (a), we have 
= (RHS) (since s 2 and d commute).
For (e), we have
For (f), we have
For (g), we have
For the second assertion, it is clear thatd ∈ (Der FL ) 2m+1 0
. Also, since d commutes with s 2 , so doesd. Hence, by Lemma 6.3,d commutes with s k for all k ∈ Z.
Thus together with Lemma 7.6, we have classified the diagonal derivations of twisted locally loop algebras. 
For such m and n, we see Since a(n − m) mn is an eigenvalue of ad(x + a · d (0) + a · p), it must be an integer, which is a contradiction to (47). Hence, L ms is never isomorphic to L .
