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Abstract
Elimination of Edge Effects Using Spline Wavelets 
Which Maintain a Uniform Two-Scale Relation 
by 
Sang Kyu Yang
Old Dominion University, 1995
Director: Dr. Charlie H. Cooke 
Use of the compactly supported B-spline wavelet of Chui and Wang is hindered 
by loss of accuracy on decomposition, through truncation of weight sequences 
which are countably infinite. Adaptations to fin ite  intervals often encounter sig­
nificant problems w ith error near boundaries, called edge effects. For multireso­
lu tion analysis on a fin ite  interval which employ the piecewise linear B-wavelet 
the present research provides a frontal approach to decomposition which avoids 
truncation of weight sequences, experiences no error at boundaries, and which 
exhibits a factor of three increase in  computational efficiency, over the usual ap­
proach characterized by truncation o f in fin ite  weight sequences. As a further 
modest contribution, a simple derivation of the piecewise linear B-spline wavelet 
for L i[R )  is given. The simple technique is then applied to  the derivation of
ii
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supplementary boundary wavelets, which are necessary in  order to complete the 
piecewise linear B-wavelet basis on a fin ite  interval.
There is also presented a m odification to the Chui and Quak piecewise-cubic 
spline m ultiresolution analysis for the fin ite  interval. The modification is intended 
to  sim plify implementation. Boundary scaling functions w ith  m ultiple nodes at 
interval endpoints are rejected, in favor of the classical B-spline scaling func­
tion restricted to the interval. This necessitates derivation o f revised boundary 
wavelets. In addition, a direct method of decomposition results in significant 
bandwidth reduction on solving an associated linear systems. Image distortion 
is reduced by employing natural spline projection. Finally, a hybrid projection 
scheme is proposed, which particularly for large systems further lowers operation 
count. Numerical experiments which try  the algorithm  are performed: The prob­
lems of edge detection, data compression, and data smoothing by thresholding in 
the wavelet transform domain are examined. The cubic B-spline wavelet yields 
compression ratios as high as 40 to  1 in the numerical experiments.
in
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The central problem of discrete wavelet analysis is the decomposition of a sig­
nal in  terms of a best basis consisting o f wavelet component functions which are 
localized in  both tim e and frequency. Such localizations are achieved through 
use of the mathematical operations of dilation and translation applied to a gen­
erating function (desirably of compact support) which is called a mother wavelet. 
The mother wavelet ip(t) is related to a scaling function, which enables the 
generation of a function space structure called a m ulti-resolution analysis.
Whenever a wavelet possesses what is referred to as both inter-scale and in tra­
scale orthogonal translates, the wavelet is called orthogonal; otherwise, it  is called 
semi-orthogonal. Generally, a scaling function whose translates at each fixed 
frequency level are orthogonal can be associated w ith  an orthogonal wavelet. In 
the historical development, higher order orthogonal wavelets were firs t investigated
1
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by I. Daubechies [12] , while a parallel exploration of semi-orthogonal B-spline 
wavelets was accomplished by C. K . Chui et. al. [9]. The two wavelet classes have 
an underlying common structure, yet exhibit diversity in application. The picture 
is beginning to emerge that orthogonal wavelets are generally easier and perhaps 
more economical to use, while more d ifficu lty is involved in  the ir visualization, 
analysis, and synthesis.
The concept of a m ulti-resolution analysis is due to Stephen A. M allat [20], 
whose work was motivated by the desire to better understand image analysis. Em­
ploying the properties of a m ulti-resolution analysis, the H ilbert space projection 
of a fine image can be decomposed in to successively coarser images, each having 
a corresponding orthogonal component of error (the missing fine details at this 
level). Over several stages this breakdown is called a decomposition of the fine 
image; the reverse process of progressing back from a coarse to a fine image is 
called reconstruction. Additional manipulation during the decomposition phase 
can lead to what is called image compression: the resulting reconstructed image is 
desirably of comparable quality, yet the decomposition requires considerably less 
data storage (significant reductions of order 40-to-l axe sometimes possible).
Classically, the development of wavelets and m ulti-resolution analysis focuses 
upon function spaces over an in fin ite  domain; viz, L 2 (R). However, adaptation 
of such in fin ite  domain algorithms to  problems fin ite  in  extent often causes error
2
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growth near boundaries. In image analysis such errors are called edge effects. 
These errors are usually of significant amplitude and characterized by boundary 
layer structure.
1.2 Statem ent o f Purpose
The investigations of th is dissertation are directed to the area of semi-orthogonal 
wavelets. The alms and purposes of the dissertation are several: (a) Focusing 
upon piecewise linear B-spline wavelets, an investigation is made of the errors 
which arise near boundaries when the classical ^ ( R ) methods of decomposition 
are adapted to  signals of fin ite  extent. By properly treating the problem as one 
of fin ite  extent, a so-called fronta l method of decomposition is obtained, which 
is characterized by the complete absence of boundary errors. In the course of 
development, it  becomes necessary to introduce boundary wavelets which near 
boundaries supplement the classical wavelet translates, (b) The frontal method 
is then applied to the class of piece-wise cubic B-spline wavelets on the interval, 
w ith  concomitant development of the supplementary boundary wavelets. Here, 
the to ta l problem (both decomposition and reconstruction) is explored, w ith the 
objective of obtaining algorithms which have economical implementation. The 
usual moving average schemes for reconstruction of functions in  are now
replaced by dynamical moving average schemes for reconstruction of functions in
3
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Z/2(a> b). However, the classical pyram id schemes for decomposition must give way 
to the solving o f banded linear systems; a process which is more demanding of 
resources, but which pays dividends through elim ination o f boundaxy errors.
(c) One question frequently posed by the user community regards knowing 
the circumstances under which one type of wavelet may or may not be superior 
to another. The question is explored here in the context o f an application o f 
wavelets to data smoothing called thresh-holding in the wavelet transform domain. 
The cubic wavelet structure referred to  in (a-b) is applied to  data smoothing in  
the thresh-holding context, to determine whether semi-orthogonal wavelets can 
compete w ith  the successes of orthogonal wavelets in this area. The potential of 
the B-wavelet as a means to achieve data compression is also explored.
1.3 Basic Literature Survey
Classical approaches to wavelet construction deal w ith m ultiresolution analysis 
(M RA) on the entire real axis [9, 12]. More recently, the construction of suitable 
wavelets for bounded intervals has become of interest [7, 11, 21], prim arily as a 
means for elim ination of edge effects in image analysis. Such constructions are 
usually directed toward synthesis of orthogonal or semi-orthogonal wavelets.
Meyer [21] has adapted the orthogonal wavelets of Daubechies [12] to the 
bounded interval. However, his procedure for obtaining orthogonality of bound-
4
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
ary scaling functions encounters an ill-conditioned m atrix and ensuing numeri­
cal in s ta b ility  as m atrix size increases. This mishap perhaps motivated Cohen, 
Daubechies, and V ial [11] to take an approach whereby boundary scaling func­
tions axe no longer obtained by restriction to the interval of the customary scaling 
function. This causes some inconvenience in reconstruction, as various two scale 
relations are required near boundaries.
Perhaps anticipating numerical instabilities if  proceeding otherwise, Chui- 
Quak [7] construct (and Quak-Weyrich [23] implement) semi-orthogonal spline 
wavelets fo r the interval, introducing special boundary scaling functions which 
possess m u ltip le  nodes at an end point. Intuitively, it  appears unnatural to har­
bor the inconvenience of scaling functions possessing two scale relations which 
vary over the interval. There is lit t le  reason to suspect that otherwise numerical 
instabilities m ight occur, as for spline wavelets orthogonalization is not a factor.
Consequently, one purpose of the present research is to re-examine (see Chap­
ter Four), fo r the case of piece-wise cubic B-spline wavelets w ith compact support, 
the feasib ility  of employing an alternative MRA for the interval. The modification 
is as follows: F irst, boundary scaling functions which are the restriction to the 
interval o f cubic B-spline translates are retained. The reconstruction process is 
now sim plified, as a two-scale equation which is the interval restriction of the clas­
sical two-scale relation applies uniform ly. Moreover, by employing nested spaces
5
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of natural cubic splines for the MRA, it  is expected that distortion of images w ill 
be diminished. In addition, a direct decomposition scheme allows improved op­
eration count due to reduction in  bandwidth of a certain linear system. Finally, 
a hybrid projection scheme is introduced, which particularly for large systems 
further enhances economy of this operation.
1.4 Outline o f Procedure
In  brief, the purpose of this dissertation is to investigate means to develop al­
gorithms for m ulti-resolution analysis on the fin ite  interval which axe not troubled 
by edge effects. This is accomplished as now outlined.
The aim of Chapter 2 is prelim inary mathematical development and review 
of relevant background material. This includes discussion of wavelets and m ulti- 
resolution analysis as well as the requirements for function spaces of natural cubic 
splines on the interval.
In Chapter Three attention is focused upon piecewise-linear B-spline wavelets 
and the development of a decomposition scheme for MRA on the fin ite  interval 
which eliminates edge effects. Along the way the need arises for the development 
of the boundary wavelets which are necessary for a spanning wavelet basis. Nu­
merical experiments which test the efficiency of the frontal method so developed 
are presented.
6
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In  Chapter Four the frontal method is extended to  MRA whose function spaces 
of natural cubic splines possess piecewise cubic B-spline wavelets. Appropriate 
boundary wavelets are developed in  a unique way through use of a principle of 
least interference between boundary and in terior wavelets. The M RA so developed 
is a revision of an M RA previously developed by Chui-Quak [7] and later imple­
mented by Quak-Weyrich [23]. The idea of the revision is to avoid having modified 
scaling functions near boundaries, and in particular to avoid the complexities of 
spline spaces having m ultip le  nodes at a boundary. The uniform  two-scale relation 
which results leads to  sim plification of reconstruction. By further avoidance of the 
dual wavelet, both decomposition and reconstruction algorithms are simplified, as 
compared to  those presented by Quak-Weyrich [23].
In  Chapter Five the revised M RA studied in Chapter Four is used to investigate 
a data smoothing algorithm  which employs thresholding in the wavelet transform 
domain.
In  chapter six, the inherent potential of the cubic B-wavelet to achieve data 
compression by Quantile thresholding of the wavelet coefficients is explored. Com­
pression ratios up to 40 to 1 are achieved.
7
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Chapter 2 
Preliminary Concepts
2.1 W avelet Background
In this section some prelim inary background material concerning wavelets is 
introduced. As wavelet theory is s till undergoing a rapid development, it  is d ifficu lt 
to attem pt a unified presentation. However, there is recalled the notion of wavelet, 
scaling function, and m ultiresolution analysis as first introduced in pioneer work 
for problems of in fin ite  extent.
F irst, consider the space L 2(R) of a ll measurable functions f, defined on the 
real fine R, that satisfy \ f ( x ) \2dx <  oo where R  =  (—0 0 , + 00 ). A function f  
in  L 2(R) is used to represent an analog signal w ith fin ite  energy, and its Fourier 
transform
r+ 0 0
/(w ) =  /  e~™ f(x)dx  (2.1)
J — OO
reveals the spectral inform ation of the signal.
8
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A Wavelet is a function if>(zL2(R) whose Fourier transform satisfies the con­
d it io n ^  the Grossman and Morlet)[22].
f OO _ ///
I  \^(tu})\2— =  1 a.e. (2.2)
JO t
A Wavelet is a function t/>(zL2(R) whose Fourier transform satisfies the con­
d it io n ^  the Littlewood, Paley, and Stein theory) [22].
+°o
E  M 2’ M I 2 = 1 a x - (2-3)
-O O
A Wavelet is a function ip£L2(R) such that 2*ip(2*x — k ) , j,  k£ Z  is an orthonormal 
basis for L 2(R) (by the Franklin and Stromberg)[22].
Thus, the more the conditions, the narrower is the scope of a “Wavelet” .
Generally, the term  Wavelets refers to  a set of functions of the form  V’a&fa) =  
|a|2^ ( ^ ) ,  i.e., sets of functions formed by dilations and translations of a sin­
gle function ip(x) sometimes called, variously, the “Mother Wavelets” , “Basic 
Wavelets” , or “ Analyzing Wavelets” .
Let a =  2-J , b — ai then
0 j,,(x) =  2~ty{2~j x -  *) where i , j£ Z x Z .  (2.4)
Thus, equation (2.4) represents dilation by (both positive and negative) powers of 
2 and translations by integers, which can be parameterized by a pair of integers 
i, j rather than using a,b. The wavelets are then referred to as discrete. In this 
research, discrete wavelets are the general area of focus.
9
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Definition 2.1 Let a function <f>£L2(R) generate space
V° =  clost 2 (<l>(* -  k) : keZ) , V j  =  closL2 (<f>i : k e Z ) <f>{(x) =  2$<j>(2>x -  k) 
j ,  k£ Z  where () denote the linear span.
Then <j> is said to generate a m ultiresolution analysis (M RA) if  the subspaces VJ 
have the following properties:
(1) • • • cv'-2cv-1cv°cv1cv3- • •
(2) closL2 (UjeZW ) =  L 2(R)
(3) n & V *  =  {0}
(4) f ( x ) e v ^ f ( 2 x ) e v j+1 je z ,  and
(5) {^ (*  — k)}kez forms a Riesz basis of V°, i.e.
There are constants A and B w ith  0 < A < B  <  oo such that
OO
^ I K C » » < | |  £  Ct < K > -k ) \ \ l< B \\{C h) \ \ i  (2.5)
k~—oo
for a ll sequences {CaJg/2 for which ||{Cfc}||?2= E ^ =_00|C)t|2 < oo 
Such a function <f>&L2(R) is called a scaling function of the MRA [19].
Definition 2.2 A function tl>eL2(R) is a discrete wavelet i f  it  generates the 
complementary orthogonal subspaces W* o f a multi-resolution analysis; that is, 
W * =  c lo s t f ty l : k ^Z ), i^ l(x) =  2 ty (2 j x — k) j , keZ  with
y j+ i _  ? ̂  . orthogonal sum (2.6)
10
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
These subspaces W j, j& Z ,  axe called the wavelet subspaces of L 2(R) relative 
to  the mother wavelet ij). Since V3 =  V’3’-1© W i'-1 for any j(zZ , Jn  has a 
unique decomposition: Jn  =  / n - i  +  gN-1> where / n - i ^ V n ~1 and gN ^i^W N~x. 
By repeating this process, we have
I n  =  gN- 1 +  gN- 2 +  gN- 3 H-------h gN-M  +  I n - m  (2.7)
where fj& V j and gjGWj for any j,  and M . The “decomposition” in  (2.7), which is 
unique, is called a “wavelet decomposition” . However, the main idea of a m u lti­
resolution analysis is to have L 2-function f  as a lim it of successive approximations, 
each of which is a blurred version of f, w ith  more and more blurred functions. The 
successive approximations thus use different resolution analysis. Any wavelet, 
semi-orthogonal or not, generates a direct sum decomposition of L 2(R), by the 
general properties of H ilbert Space:
T heorem  2.1 (The Projection theorem)Let M  be a closed linear subspace of a 
Hilbert space H. Any Xq£ H  can be written in the form  x0 =  2/o +  Zq where yo£M  
(yo is the minimum norm approximation in M  to x0) and z0€ M x (the orthogonal 
complement o f M). The elements yo, zo are uniquely determined by x0.
D e fin itio n  2.3 A function ip^L2(R) is called an orthogonal wavelet, i f  the family 
{rl>G.L2(R )}, as defined in (2-4), is an orthonormal basis o f L 2{R ); that is,
^  ^j,ki ̂ i,m hj,rf>k,m j,k ,l,m £Z  (2.8)
11
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Definition 2.4 A wavelet ip in  L 2(R) is called a semi-orthogonal wavelet i f  the 
Riesz basis {ipj,k} it generates satisfies
V’/.m 0, jp f̂ l j,k ,l,m £Z  (2.9)
2.2 B-Splines
Let
m l jr j, mi
where
(x  — j/)m_1 if  x>y  and m > 1 
0 otherwise
( * - ! / ) ?  =
and
A m is m th divided difference
This is the usual B-spline associated w ith  the simple (uniform ly spaced) knots 
0,1)2,. ..,m . I t  belongs to Cm~1(R). Associated w ith  Qm(x), we introduce the 
normalized version N m(x) =  m Q m(x).
x i f  0 < x < l 
N 2{x) =  {  (2.10)
2 — x if  l< x < 2  
12
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f  i f  0 < x < l
N 3(x ) =  - 2 x 2|6 x - 3  j f  1 < I < 2 (2.11)
3-ia i f  2<x<3
N 4(x) =
The nth derivative is given by
X
6 if  0 < x < l
-3x3fl2x2-12i+4 Jf K x < 2  
6 —  —
N \  4 - x )  if  2 < i< 4
(2.12)
JV»"W =  i : ( - l ) i  ( ’ ) « ( * - 2 )
j= 0
where 6( x —j )  denotes the direct delta distribution w ith unit mass at the origin.
For the present research, the most significant property of the B-splines is the 
two-scale identity
771 /m\
Wm(z) =  £  2" m+11 j ) N m{2x -  j )  (2.13)
j= o  '  '
Indeed, for every integer m, the scaling function <j>=Nm(x) generates a m u lti­
resolution analysis for L 2 (R) [9], whose characterizing B-spline wavelet is semi- 
orthogonal. In Chapters 3-4 there is considered methods for correctly adapting 
these MRA to the fin ite  interval in  such a way that boundary effects are eliminated. 
The two-scale identity can be described in  terms of the Fourier transform:
N 1 / ° •< e -'xwN m(x)dx
13
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A P »  =  jP ( Z ) J V " ( | )  (2.14)
where Z  =  e*’* ,  P (Z ) =  £  2 "m+1 (? )  Zj  (2.15)
j=o '  '
Function Spaces of Natural Splines
Let xo ,x i,...,X ff be the points of a uniform  grid of mesh w id th  h, w ith  yj, 
j  =  0 ,1 ,.., N  sampled data values of some function f(x ). I t  is desired to f it  f(x) 
over the interval [io 5 %n ] w ith  a cubic spline
N +l
Ph(*) =  X ) (2.16)
i=-1
where <j>j(x), j  =  —1,0,1 , N  -f 1 are cubic B-spline translates at some fixed
frequency level. This w ill require the solution of a tri-diagonal system of lin ­
ear equations which is under-determined: boundary conditions are needed, for 
c_ i,c jv+ i. I t  is well-known, as can be verified by using the above formula for 
second derivatives of a B-spline, that the boundary conditions which force Ph{x) 
to be a (unique) natural spline function are
c_i =  2cq — ci and cn+i  =  2cn — cn- i . (2-17)
This concept w ill have application in Chapter 4.
14
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Chapter 3 
M ultiresolution Analysis w ith  
Frontal Decomposition
3.1 Introduction
Use of the compactly supported B-spline wavelet of Chui and Wang [4, 9] 
is hindered by loss of accuracy on decomposition, through truncation of weight 
sequences which axe countably in fin ite . Adaptations to fin ite intervals often en­
counter problems at boundaries. For m ulti-resolution analysis on a fin ite  interval 
which employ the piece-wise linear B-wavelet, there is developed in  the present 
chapter a fron ta l approach to decomposition which avoids truncation of weight 
sequences, experiences no problems at boundaries, and which for piece-wise linear 
spline M RA exhibits a factor of three increase in computational efficiency. The 
boundary wavelets which complete the linear B-wavelet basis on a fin ite  interval 
axe constructed.
15
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The p re -onde le ttes of B attle  [1] represent one of the firs t cases studied of 
what is now called sem i-o rthogona l wavelets. I t  having been recognized that 
for the class of Lemarie functions the pre-ondelette expansion of an arbitrary 
function has greater computational value than the ondelette expansion [2], Chui et 
al [4, 9] have vigorously pursued the idea, obtaining means to construct compactly 
supported, semi-orthogonal B-spline wavelets of arb itrary order P.
M ulti-resolution analysis on the fin ite  interval meets boundary problems [25] 
in adapting wavelet bases developed for L 2 (R). Daubechies et al [11,12] consider 
the problem when orthonormal wavelets are involved. A workable approach for 
the case of semi-orthogonal wavelets is presented here. An efficient technique for 
fu lly  realizing the potential accuracy of these wavelets is developed, and numerical 
studies of its  efficiency are accomplished.
I t  is well-known that the semi-orthogonal B-wavelets firs t analyzed by Chui 
and Wang [4] suffer loss of accuracy on decomposition, due to truncation of in fin ite  
weight sequences. For linear B-wavelets these problems turn  out to be simultane­
ously disposed of by a frontal approach to decomposition which is employed in the 
present work. The usual projection from a fine to a coarser level of approxima­
tion is directly obtained by solving banded, symmetric positive definite systems 
of linear equations.
The frontal method is perhaps not new, but it  is not widely used. This is due to
16
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the fact that many wavelets are orthonormal and allow fin ite  weight sequences; viz, 
the Daubechies wavelet D4 [12]. In such cases pyramid algorithms [11,17] provide 
an economical, oblique approach to decomposition. The major contribution of this 
chapter is to show tha t the semi-orthogonal, compactly supported, linear B-spline 
wavelet may be used on the fin ite  interval, w ith fu ll preservation of accuracy. 
Moreover, it  would appear that the fronta l method can be utilized as well for 
higher order B-wavelets, although it  is expected that the computational efficiency 
may not be as good. This conjecture is explored in  Chapter Four, where the frontal 
approach illustrated here is applied to the piece-wise cubic B-spline wavelet.
One m ight suppose that use of a method which by-passes the pyram id scheme 
could result in  less efficient decomposition. I t  may be argued that this is scarcely 
avoidable, if  the inherent potential accuracy of the B-wavelets is to be realized. 
However, numerical experiments reveal additional merits: for equivalent accuracy 
on the in terior of the computational domain, w ith piecewise linear spline wavelets, 
the frontal method for calculating the m inimum  norm projection on a coarser grid 
has by a factor of three a smaller floating point operation count than does the 
pyramid scheme associated w ith truncated weight sequences. Furthermore, in the 
case of non-periodic data, accuracy near boundaries is far superior.
17
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3.2 M APLE Construction o f the Linear B-W avelet
for L2(R)
In order to establish the wavelet concept clearly but firm ly, in this section there 
is indicated how to construct the semi-orthogonal linear B-spline wavelet using 
the M APLE program for computer-aided algebraic manipulations. The approach 
given is sim ilar to  that o f M ichelli which is used in  obtaining spline wavelets for 
the case o f non-uniform ly spaced knots. In the next section the method is then 
adapted to  the derivation of boundary wavelets which together w ith the usual 
B-wavelets derived here for the in terior constitute a fu ll basis of the orthogonal 
complement space Wq on the fin ite  interval.
Consider the tent function
1 — |x — 1 | for |x — 1 | <  1 
N (x) =  . (3.1)
0 elsewhere,
and the m ulti-resolution analysis (M R A) consisting of subspaces Vj in  L 2(R) of 
piece-wise linear functions which can be generated by the local basis <f>jtk(x)=N(2:’x — 
k), k € Z.  Let Wj be the orthogonal complement of Vj in  Vj+i, w ith  Vj+ i=V j+W j 
the direct sum of Vj and Wj. The objective of this section is to  give a simple 
derivation of a compactly supported B-wavelet i]){x) which has the property that
18
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0 j=V ’(2Ja; — k), k € 2  is a non-orthogonal local basis for Wj.
I f  ij)(x)€WoCVi, then to be compactly supported ifi(x) must be a fin ite  linear 
combination o f the basis functions:
. M
i/>(x) =  ] T C kN ( 2 x - k  +  l) ,  (3.2)
h= i
The constants Ck and M w ill be chosen by the following criterion: (a) 0 (x ) is to 
be m inim ally supported, and (b) orthogonal to every function in Vo.
Condition (b) is fu lfilled  provided the Ck are chosen such that i>(x) is or­
thogonal to those N {x  — I), I — —1,0,1,.., L  w ith  which it  shares support. Thus, 
fu lfillin g  conditions (a-b) requires finding the m inim al integer M for which a result­
ing linear homogeneous system of L + 2  equations in  M  unknowns has a non-trivia l 
solution. The mathematics involved is such that the system can be set up and 
solved using a symbolic manipulation package such as M ATHCAD or M APLE 
which has the capability to integrate piecewise defined polynomial functions.
As N (x)  satisfies the la ttice two-scale relation
N (x)  =  \ n (2 x )  +  N(2x -  1) +  ]-N(2x -  2) (3.3)
it  can be anticipated that the integer M should be odd. S till, no such apriori 
assumption is needed in  the construction. By tria l and error,the cases M = l,2 ,3 , 
or 4 prove un fru itfu l, as only a triv ia l solution exists. However, upon choosing
19
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M  =  5, L  =  2 the following system o f equations results from condition (b):
6 C1 +  C2 =  0  (3.4)
6 Ci +  IOC2 4" 6 C3  4* C4  =  0  
Ci 4  6 C3  4* IOC4  4  6 C5  =  0
(74 +  6(75 =  0 (3.7)
Because system (3.4)-(3.7) has as solution constant multiples of the particular 
solution indicated:
c' = b  c*=~T2' C3= s -  = c‘ = T2 (3-8>
condition (a) is now satisfied.
A simple calculation shows the B-wavelet so derived is symmetric about the 
center of its support and has non-orthogonal translates which are linearly indepen­
dent. Moreover, a theorem of Chui [9] based on the symbols for the functions of 
eqns. (3.2,3.3,3.8) guarantees tha t the function (3.2,3.8 ) can be used to generate a 
Riesz basis for I^ R )-  As this solution for r/>(x) agrees w ith the semi-orthogonal, 
compactly supported, linear B-spline wavelet which results when the formulas of
Chui [9] are used, we do not pursue further proof that there results a genuine
wavelet w ith  the properties stated.
20
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3.3 Construction o f Boundary Wavelets
One m erit of the previous derivation of the B-wavelet is simplicity of approach. 
A  second m erit is that it  can easily be extended to  the derivation of boundary 
wavelets, which are needed fo r multi-resolution analysis on a finite interval. For 
instance, suppose that a le ft boundary is encountered at the position x =  1 . 
The linear B-wavelet is now not sufficient to generate a basis for Wo, as it  is not 
orthogonal to  the half-tent function associated w ith  x  =  1 . However, its translates 
serve as an interior basis, whereas additional boundary wavelets are required fo r a 
fu ll basis. A t the left boundary there is derived by the above methods the function 
ipL{x) o f eqn. (3.2) whose coefficients are determined by
Ci = 0 (3.9)
5C*2 -F 6C3 +  C4 =  0 (3.10)
C2 +  6C3 +  IOC4 ■F 6C5 =  0 (3.11)
C4 +  6C5 =  0 (3.12)
System (3.9-3.12) has as solution constant m ultiples of the particular solution
indicated:
f t - 0 ,  f t — “  f t  = 11 f t — 1 ,  C5 =  I  (3.13)
21
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I f  instead of a le ft boundary a right boundary at x =  2 is involved, the boundary 
wavelet iJ>r(x ) would require the coefficients
c' = b  c>=Tr c'=-T2’ C s = °  ( 3 - 1 4 >
I t  is remarked tha t the term  “boundary wavelet” is somewhat singular, as dilates 
see all the action; the translates do not belong here. Thus, the term inology is used 
loosely in  the case of a fin ite  interval, however necessary may be the construction. 
Figure 3.1 shows the appearance of the le ft boundary wavelet.
3.4 Frontal Decom position on the Finite Inter­
val
Let x0, x i , ..., xjv, N=2n be the points of a fine grid of mesh-width h and let
for I3 5 -®*! ^  h
M x ) =  (3.15)
0 elsewhere.
I f  2/j) j  =  0 ? •••) N  are sampled data values from some function f ( x ) ,  then
N
Phf =  (3.16)
j = 0
is a projection on V i, the space of piecewise linear functions defined on [xo, %n ] 
which are continuous over ( x j , i j +1). I t  is to  be remarked that imposing for odd
22
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indices the second-difference restrictions
ci  ~  2  (cj _1 +  cj'+ i) (3-17)
w ill force a V\ projection
=  (3-18)
i=o
also to be in  V^, the space o f piecewise linear functions defined on [®o,xjv] which 
are continuous over intervals (x2fc, X2M-2) •
The most desirable feature of a m ultiresolution analysis is provision of means 
to  calculate fo r the fin ite  interval [io , x ^ ] the relation between the projection Phf 
on the fine grid V\ and its best Z/2[xo, ®jv] approximation P2/,/  on the coarse grid
V0:
Phf =  P2h f  +  Wh(x), (3.19)
In  particular, the function Wh(x) is to be expressed in terms of a suitably trans­
lated and scaled form of a B-wavelet basis, where for a fu ll basis supplementary 
boundary wavelets may be necessary. Discussion of these boundary wavelets ap­
pears previously in Section 3.3.
The Periodic Case
To sim plify the presentation, at firs t there w ill be considered the case for which 
the function f ( x )  is periodic, of period T  =  xn -  x0, w ith  f ( x 0) =  J(xn). N o w , 
periodic wrap-around at the ends [12] allows the problem to be analyzed w ithout
23
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need for boundary wavelets: boundary half-tent functions f ill out to fu ll tent 
functions, and B-wavelet translates which intersect the boundary are sim ilarly 
extended, through addition of superfluous data at the ends of the interval. In this 
case, w ith  M  =  y
M
i(x ) , (3.20)
3=1
where the indexing associates a B-wavelet translate w ith  each odd-numbered node 
on the fine mesh. When boundary wavelets are necessary, the indices 1, M  refer 
to  boundary wavelets.
Iteration of the projection (3.19,3.20) over successively coarser grids is referred 
to as decom position  of the function f ( x )  in to its wavelet components. The re­
verse process of building up the function from knowledge of the cj, dj at each 
level is referred to as re co n s tru c tio n . For B-wavelets decomposition using the 
pyram id scheme is hampered by the presence of in fin ite  weight sequences [9]. A 
fron ta l decomposition scheme which avoids this d ifficu lty is now presented. Re­
construction proceeds as usual by a reverse pyramid scheme [9], suitably modified 
to account for boundaries.
By a H ilbert Space approximation theorem, the best approximant in  Vo is the 
unique solution of the following constrained optim ization problem:
M in f  (Phf  -  P2hf ) 2dx, (3.21)
*0
subject to the restrictions of eqns. (3.17) on the odd indexed variables.
24
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The solution for the even indexed variables C2*, k =  0 ,1 , ..., M  =  y  is obtained 
from solving tri-diagonal system
AC  =  F, (3.22)
where au=a\fM  =  8 , an — 16, i  =  2 , M  — 1, with al)t+i  =  a;_i,i=4, and
F q =  5j/o +  6 j/i -f- j/2] (3.23)
F ff =  2//V- 2  +  62/jv-i +  5j//v, (3.24)
■̂ 2fc =  V2k-2 +  1 +  10j/2* +  63/2/t+l +  2/2Jt+2 - (3.25)
Data Compression
Whether or not the periodicity assumption is made, the projection P2/1/  can 
be determined by solving problem (3.21), and the decomposition process can be 
continued, w ithout knowledge o f a wavelet basis of Wo. The cost is inefficiency in 
storage of the high frequency portion W ^x ), which storage requirement is cut in 
half by the data compression technique of eqn. (3.20). Thus, the fundamentals 
of m ulti-resolution analysis can be accomplished on the fin ite  interval w ith  or 
w ithout benefit of a wavelet expansion.
The coefficients dj of the local wavelet translate ijij of eqn. (3.20) now can be 
found (see Sections 5-6) by solving a tri-diagonal Toeplitz system
B D  =  G. (3.26)
25
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
The numbers characterizing the diagonals are given by B  =  T [l,  10,1], where the 
number 10 associates w ith the main diagonal, and
G; =  12(Phf  -  P2hf ) j  j= l,2 , . .. ,M (3.27)
Systems (3.22) and (3.26) are positive definite symmetric and readily solvable 
employing the usual band Cholesky technique.
The Non-periodic Case
Here, the m ajor change is that system (3.26) is no longer Toeplitz, as B n  =  11 
and B m m  =  11 ; otherwise, Bij remains as before.
3.5 Signal Separation Using the Frontal M ethod
In this section the results of a numerical signal separation experiment are 
reported. The base signal
20Sin(x) for 0 < x <  x\
S(x) =  - 20Sin(x1) — 8x for x i< x <  x2
20S in(xi) — 8x 2 +  8x elsewhere, 
is corrupted by addition of a high frequency oscillation
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and the result is sampled at intervals of far under the Nyquist rate for the 
high frequency oscillation. Thus, the sampled mixed signal S +  g contains little  
inform ation concerning the true nature of g(x).
The base signal is now separated by projecting the sampled signal on the 
space Vi of piecewise linear functions appropriate to the sampling interval and 
calculating a coarser projection on Vo by the frontal method previously described. 
Figures 3.2-3.4 show respectively the aliased signal, the mixed signal, and the 
piecewise linear extracted signal, which exhibits a maximum nine-tenths of one 
percent difference from the original signal S(x) relative to maximum amplitude. 
This is due to  the fact tha t the aliased signal always oscillates in  sign from one grid 
point to  the next; hence, it  is contained in Wo, and is almost perfectly separated by 
decomposition. However, it  is remarked that this is simply an illustra tive  example 
o f frontal decomposition, and does not necessarily represent advocacy of a signal 
separation technique.
3.6 Num erical Experim entation w ith Weight Se­
quence Truncation
When needs of accuracy require that a large number of coefficients be retained 
after truncation o f weight sequences, the frontal decomposition can be more ef-
27
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ficient than the corresponding oblique scheme. In  this section there is reported 
some numerical experimentation whose aim is to clarify this issue.
For special circumstances the error due to truncation of weight sequences has 
been analyzed by Chui [9], who obtains so-called crude estimates. For the case of 
the linear B-wavelet,
\Ek (W)C\ <  2.7320509(0.26795)*+1||VF||/2 (3.30)
where W is the weight sequence and 2K  +  1 is the number of terms kept in  the 
truncated Laurent expansions.
I t  is an interesting exercise to compare the accuracy obtainable for fron ta l 
versus oblique calculations of the best m inimum norm projection where truncated 
weight sequences are used. This corresponds to truncating a certain Laurent 
expansion after 2K  +  1 terms [9], in  which case the projection coefficients are 
calculated as
Cj =  £  WkC2j+k, (3.31)
k=-K
The weight sequence Wj truncated at K=20 is depicted by Figure 3.5. Rapid 
decay allows truncation at K  =  10 w ith  reasonable accuracy, meaning that ac­
curacy on the in terio r which is acceptably close to the accuracy of the frontal 
method. However, this is equivalent to  forty-one flops per data point processed. 
The accuracy increase going from 21 to 41 weights (41 to 81 flops) is slight.
28
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W ith reference to solving eqns. (3.22-3.25), the floating point operation count 
for calculating F  is five flops per data point, w ith eight flops per data point 
required to  solve the linear system, or a to ta l of thirteen flops per data point, w ith 
M + l data points involved in  calculating the best projection. Thus, the efficiency 
increases essentially by a factor o f three when choosing the frontal method, where 
the extra work at boundaries which is associated w ith the weight truncated scheme 
has not been considered. The efficiency factor should be roughly the same had 
the expense of data compression (fu ll decomposition) been considered.
Boundary Treatment
I t  is clear that eqn. (3.31) calls for special treatment at boundaries, as insuf­
ficient data is present to verify the entire sum. One way to solve this problem is 
to  extend the data periodically K  points on either side of boundaries. This works 
well if  the data is from a periodic function; otherwise, a boundary layer of error 
develops locally, which appears to  have little  effect on in terior accuracy.
Periodic Data
Support for conclusions previously stated is provided by numerical experimen­
tation: The base signal now considered is
S{x) =  20 Sin(x), (3.32)
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whereas the corrupting signal
g(x) =  2Sin(63x) (3.33)
is chosen such that both signals have least common period 27T, w ith  sampling 
interval s till The method of truncated weight sequence is used to project S + g  
on the next coaxser grid. Percent error relative to maximum amplitude of the base 
signal is depicted in Figure 3.6, for the cases K  =  5,10. Here, error is defined 
as the difference between S(x) and the calculated m inimum norm projection of 
S +  g. Clearly, g has been disposed of, as previously was the case w ith  the frontal 
scheme. Whereas truncation w ith  K  =  5 produces an unacceptably large (2.5%) 
error, truncation at K  =  10 yield errors which are comparable to those for the 
frontal scheme. Using K  =  20 gives negligible improvement.
Non-Periodic Data
The corrupting signal is now changed back to
g(x) =  2Sm(207rx), (3.34)
in  which case S +  g is no longer periodic. However, the frequency of g has been 
only slightly perturbed, so that g w ill s till be disposed of by projection. For
K  =  10, Figure 3.7 shows the development of a boundary error for output from
the method of truncated weight sequences, which is being compared w ith  output
30
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from  the frontal method. Thus, the problem of potentia lly large boundary errors 
is well disposed of by the frontal scheme.
3.7 Chapter Summary
A simple derivation o f the piece-wise linear B-spline wavelet and accompany­
ing boundary wavelets has been presented, together w ith  a frontal technique for 
decomposition over a fin ite  interval, for functions contained in the M RA generated 
by a piecewise linear B-spline local basis. The technique avoids the use of pyra­
m id schemes and the necessity of truncating weight sequences of in fin ite  length, 
which procedure theoretically lowers the accuracy of the B-wavelet. Numerical 
experiments indicate excellent results for the frontal method of decomposition, as 
regards both accuracy and efficiency of the algorithm . The problem of boundary 
error is well disposed of by the frontal scheme.
31
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- Figure 3.1:
Piece-wise Linear Spline Boundary Wavelet
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Figure 3.3:
Base Signal Plus Perturbation
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Figure 3.4:
Extraction of the Base Signal by Frontal Projection
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Figure 3.5:
Weight Sequence for the Oblique Method of Projection
36
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Comparison of % Error: Weight Sequence Length 11 vs. 21
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Figure 3.6:
E rror Comparison for Weight Sequences of Length K=5 and K=10
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. Figure 3.7:
Boundary Error Comparison for Frontal Versus Oblique Method
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Chapter 4
M ultiresolution Analysis on the 
Interval with Cubic Spline 
Wavelet and Uniform Two-scale 
Relation
4.1 Introduction
The aim of this chapter is to present a modification to the Chui-Quak [7] 
spline m ultiresolution analysis fo r the fin ite  interval. Boundary scaling functions 
w ith  m ultip le nodes at interval endpoints axe rejected, in  favor of the classical 
B-spline scaling function restricted to  the interval. This necessitates derivation of 
revised boundary wavelets. In  addition, a direct method of decomposition results 
in  bandwidth reduction on solving some associated linear systems, and image 
distortion is reduced by employing natural spline projection.
The revised boundary wavelets do not markedly differ in appearance from 
those of Chui-Quak [7, 23]. As numerical results appear equivalent to those of [23],
39
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whereas operation count is improved and numerical instab ility is not experienced, 
the effort is deemed successful.
I t  is remarked that in  the derivation of boundary wavelets a certain amount 
of la titude occurs, as wavelets for a spline space are generally not unique. This 
la titude is disposed of by a principle of m inim al interference w ith interactions on 
the in terior: The inward portion of a boundary wavelet is made to conform to the 
shape of the inner wavelet insofar as possible. Whether this is the best solution 
remains an open question, which may or may not be significant.
I t  is clear that the present methods could be used to obtain sim ilar MRA for 
general spline spaces on the interval. Here, attention has been restricted to that 
space most like ly to  be useful in  the applications. Cubic splines are smooth enough 
to give pleasing images, yet the computational requirements are not prohibitive.
F inally, a hybrid projection scheme is proposed, which particularly for large 
systems further lowers operation count. Numerical experiments which test the 
algorithm  are performed.
4.2 Prelim inary Considerations
Quak and Weyrich [23] review the axioms of M allat [19] required of MRA for 
L 2(R), and stipulate the requirements for MRA adapted to an interval. For MRA 
on L 2[a, 6], the sequence of function subspaces can be in fin ite only in  the direction
40
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corresponding to  mesh refinement. There is some in itia l space Vj w ith  sufficient 
nodes to contain entirely the support of at least one inner wavelet, and a sequence 
of nested spaces
• • • V - 2 C V - i C % C V i C - - - C V j  (4.1)
The spaces Vj are related by
VJ+1 =  V j ® W j ,  (4.2)
where W j  is the orthogonal complement in Vj+\ of Vj. The most fundamental 
requirement o f an MRA is that there is a scaling function <f>{x) such that, for 
fin ite ly  many k, the scaling function translates satisfy
<l>{x)£Vo &  <f>(2Jx -  k)€Vj, (4.3)
and the linear span of these translates covers Vj.
In  the sequel attention is directed to the interval [0,8]. Vo is the space of 
natural cubic splines w ith  (at most) simple nodes at {0 ,1 ,2 ,3 ,4 ,5 ,6 ,7 ,8 }. Thus, 
Vj is the space of natural cubic splines w ith nodes at {■£?: k — 0 ,1 ,..., 2 ,/+3}.
Generally, scaling functions inhabit an approximation space, while wavelets 
are members of the orthogonal complement. I f  ^(x)GVo is a scaling function, a 
fin ite  number of translates, <j>(2Jx — k), together w ith  an appropriate number of 
boundary scaling functions, constitute a basis for Vj. In this research, a boundary
41
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scaling function is sim ply the interval restriction of some translate of the in terior 
scaling function.
When the Vj are spaces of natural cubic splines, one can choose as in terior 
scaling function for Vo the cardinal B-spline [24] jV (i)= 4 [0 ,1 ,2 ,3,4]t (f — x )3+. 
Here, .]t is the 4th divided difference of (t  — a:)3 . The corresponding two
scale relation is
N (x ) =  52 PkN(2x - k -  2), (4.4)
fc = -2
where pk is an element of [9]
A  =  ^ [1 ,4 ,6 ,4,1] (4.5)
On the interval, £ Wo is an in n e r w avelet i f  i t  possesses no support at 
the endpoints, and some fin ite  collection ?/>(2Jx — k),  together w ith  any required
boundary wavelets %pf(2Jx) constitute a basis for W j.  The inner wavelet used in
the sequel is the compactly supported Chui-Wang cubic B-wavelet [6]. For each 
space Wj: J  >  0, three boundary wavelets are required at each end of the interval, 
together w ith  2 J+3 — 6 inner wavelet translates. Translates of a boundary wavelet 
axe of no interest.
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4.3 M aple Derivation o f Boundary W avelets
Boundary wavelets are derived in itia lly  for the space Wo. For J  =  1 , 2 , N, a 
W j  wavelet is a (possibly translated) scaled version of some Wo wavelet. Wavelets 
for the ultra-coarse spaces { W j: J  =  —1, —2, —3} a ll have support on at least one 
boundary: no inner wavelet exists. Thus, a unique wavelet derivation is required 
for each space. In  the literature these spaces usually have been neglected [7, 23].
The space Wo allows two inner wavelets, whose supports are [0,7] and [1,8]. 
Wavelets for th is space are designated as
: j  =  1,. -. , 8 }  (4.6)
according to the indices of the nodes which disappear when a Vi function is pro­
jected on Vo, where the indices { j  =  4,5} correspond to  inner wavelets. Sub­
sequently, scaled versions of these wavelets which axe in V j w ill be referred to 
as
{ ^ ( * ) : *  =  1 , 3 , . . . , J V - 1 }  (4.7)
where N  — 2J+3, and the firs t three and last three index values refer to boundary 
wavelets.
The necessity for a boundary wavelet arises when it  is observed that le ft (right) 
translations o f ^>4 (̂ >5) axe no longer orthogonal to Vo. Indeed, the only require­
ment for constructing boundary wavelets in  Wo is that (a) they axe orthogonal to
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Vo, and (b) the collection (4.5) is linearly independent and spans Wo.
Linear independence can be arranged as follows [23]: Let =  ip2k+i(x) and 
choose the le ft boundary wavelets \Vo> ^ i,  $ 2  to have support [0,4], [0,5], [0,6], 
whereas the right boundary wavelets W5, $ 6, 'V7 satisfy ^ 7_ / ( i ) = 5r;(8  — x): / =  0 , 
1, 2.
To satisfy condition (a), the constants Ck in  the equations
2 j+ 4
*j(« ) =  E C I W *  ~ k) 3 =  M , 2  (4-8)
f c = — 3
are chosen such that 'Vj is orthogonal to every function N (x  — i ) w ith  which it  
shares support. For fixed j,  this leads to solving a homogeneous system of 7 +  j  
equations in  8 +  2j  unknowns.
Latitude in  solving these systems is removed by the principle of m inim al in­
terference w ith  in terior interaction: The innermost profile of a boundary wavelet 
is chosen insofar as possible to conform to the corresponding profile of the Chui- 
Wang [6 , 9] inner wavelet. This choice is made possible because j  +  1 o f the 
associated determ ining equations for boundary wavelet \Vj w ill be identical to 
those required for the inner wavelet. By substituting inner wavelet coefficients, 
for each j  this reduces to finding the unique solution of a system involving six 
inhomogeneous equations in six unknowns. Set up and solution of these equations 
is accomplished using the Maple symbolic algebraic manipulation package.
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The determining equations for the boundary wavelets are of the form  Ax=bi, 
i  =  1,2,3. The firs t boundary wavelet has support [0,4], w ith
209 431 31 31 l 080640 20160 1920 20160 80640
73 337 17387 247 559 31













1 31 559 247 9241 337








0 0 0 0 1 3180640 20160
= s l,  x2 x3, x4, x5, x6
n  31 12989 95161 141719 50011
’ 812851200’ 203212800’ 135475200’ 203212800’ 812851200
The second boundary wavelet has support [0,5], and
b\ = 0, 247 815449 923851 6729679 141719101606400’ 203212800’ 22579200’ 203212800’ 203212800
The th ird  Boundary Wavelet has support[0,6], and
k  = 0, 337 800143 121687 923851 9516145158400’ 67737600’ 1254400’ 22579200’ 135475200
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The systems of six inhomogeneous equation in six unknowns were solved by us­
ing the Maple symbolic algebraic manipulation package. Solutions for the bound­
ary wavelet coefficients which result are in Table 4.1. O f course, the coefficients 
for boundary wavelets associated w ith  the other (right) end of the interval can be 
obtained by a principle of reflection.
I t  is clear tha t the inner coefficients of each boundary wavelet match as many as 
possible w ith  the corresponding coefficients of the inner wavelet, resulting from  the 
principle o f least interference. Figures 4.1-4.4 show wavelet profiles. It may be seen 
that there is no marked difference in appearance between the present boundary 
wavelets and those of Chui-Quak [7, 23]. As a result of numerical experiments 
reported in  the sequel, there also appears to be no difference in performance.
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Table 4.1: Natural Spline Wavelets
Coefficients O f The Two-Scale Relations For Cubic Wavelets
F irst Second Third












0 633094403 7917027 743093 i1124000640 17841280 17841280 40320
1 -19083341 -1181603407 -385603003 -3193666720 1967001120 1967001120 10080
2 668851 1202163647 3606559267 55916057152 2622668160 7868004480 13440
3 -3 1 -2 4 7 -3 3 7 -2 4 710080 1260 560 1260
i 1 559 9241 9241
40320 13440 20160 20160
5 0 -3 1 -2 4 7 -3 3 710080 1260 560
6 0 1 559 924140320 13440 20160
7 0 0 -3 110080
-2 4 7
1260
8 0 0 140320
559
13440
9 0 0 0 -3110080
10 0 0 0 140320
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4.4 Frontal Decom position
Let V j be the space of natural cubic splines w ith  at most simple nodes at {xfct 
k =  0 ,1 ,.. .,  N } .  Here, JV=2jr+3, h is the node spacing, and le t {<f>Jk̂ —N {2Jx — 
fc +  4): k =  — 1 , . . . ,  AT +  1} be the cardinal B-spline basis for V j.
I f  IIji 3 =  0 ,1 ,..., N  are sampled data values from some function /(x ) ,  then
N + 1
P d  = E cwiw, (4-9)
fc=-l
is a projection on V j, provided the following requirements are satisfied:
Co =  j/O) (4-10)
Ci- 1 +  iC i +  Ci+i= G y i t =  1 ,2 ,...,J V — 1, (4.11)
C n  =  IIn , (4-12)
together w ith  the conditions for a natural spline f it
C -i =  2(7o — Ci (4.13)
Cn +i  =  2 Cn  — Cm- i  (4.14)
The most desirable feature of a multiresolution analysis is provision of means to
calculate the re lation between the projection P ^f on the fine grid Vj and its best
natural spline approximation P2/1/  in  the coarser space V j_ i:
Phf =  P2h f  +  Wh{x), (4.15)
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where
S+i
?2hf =  £  C2k4i 1(1 )- (4.16)
fc = -1
Here, even indices axe used to emphasize the disappearance of odd-indexed nodes 
under projection, and the natural spline conditions are
c_2 =  2co -  c2 (4.17)
CjV+2 =  2cjv — CN-2 (4.18)
In particu lar, the function W j,(:r) is to be expressed in  terms of a scaled version




where the indexing associates a wavelet translate w ith each odd-indexed node on 
the fine mesh. Boundary wavelets are encountered for the first three and last 
three index values.
Ite ra tion  of the projection (4.20,4.21) over successively coarser grids is referred 
to as deco m p os ition  of the function f ( x )  into its wavelet components. There 
results
Phf =  P * hf +  £ W W (* ) , (4-20)
k=0
The reverse process of building up the function from knowledge of the c*, dk at 
each level is referred to as re co n s tru c tio n .
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For B-wavelets in L2(R ), decomposition using pyramid schemes usually leads 
to  concomitant development of a boundary layer of error near interval endpoints, 
caused by truncation of weight sequences [9]. The point of developing MRA for 
the fin ite  interval is to avoid this difficulty. A frontal decomposition scheme for 
which no edge effects are present is now presented. Reconstruction proceeds as 
usual by a reverse pyramid scheme [9], suitably modified to account for boundaries 
and presence of boundary wavelets.
By the theory of approximation in H ilbert space, the best approximant in V j- i 
to  a given natural spline P h f is the unique solution of the following constrained 
optim ization problem:
M in J  (Phf  -  P2hf ) 2dx. (4.21)
*0
The solution for the even indexed variables c2k, k =  0 ,1 ,..., M  =  y  is obtained 
from  solving the banded system
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AC = F (4.22)
where
A  =
451 1013 61 1 n  n




36 -L - J -  021 2520 u 0 0
61 17 302 397 1 1 n  n
1260 36 315 840 21 2520 U U
1 1 397 302 397 1 1 n
2520 21 840 315 840 21 2520 U
fl fl 1 1 397 302 397 1
u  u  2520 21 840 315 840 21
n o n  1 1 397 302 17
2520 21 840 315 36
0 0 0 0 —  — — u  u  u  2520 21 36 45
0 0 0 0 0 1 61 10132520 1260 2520
















Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
(ieoQo) +  ^ 0 ^ ( 1 )  +  5040^(2) +  +  Tooso^4) +  40320̂ (5))
( WO^O) +  to U ^fl) +  M l l ^ )  +  g C p )  +  nkp (*)  +  i l i f o ^ s )
"^10080^(6) +  40320C( 7))
( ^ ( o )  +  ^ C (1) +  ^ C {2) +  ® L C (  3) +  g C (4> +  ^ C W  +  f f i C (a) 
13440^(7) 10080^(8) +  40320 Q 9))
(40320^(1) +  10080^(2) +  13440^(3) +  m ^ 4) +  ^ ^ ^ ( 5 )  +  ^ 5 ^ (6 )
+  ̂ ^ ( 7 )  +  t££oC(S) +  l f i o C(9) +  IMSO^IO) +  SOMONI))
t 1 r> „ „ 1 31 /o  1 559 n  , 247 n  . 9241 /o
V40320°(^-11) ' 10080 (^ —̂°) 13440^(^-9) ^  1260^(^-8) +  20160^(^-7)
1 337 /0  1 9241 n  . 247 /0  , 559 /o
+  560t / (JV~ 6) " r  20160 ( ^ —3) +  1 2 6 0 ^ ^ - 4 )  " r  1 3 4 4 0 ^ ( ^ - 3 )
1 0 0 8 0 ^ (^ -2 )  +  4 0 3 2 0 ^ ( ^ - 1 ) )
(40320^(^-9) +  10080^(w—8) +  13440^(^-7) +  V26oC(N-6) +  2am6^(N-5)
+ H 5 ^ - 4) +  W£dC(N-3) +  moC(N-2) +  Yoolo^^-i) +  sio c w )
( 4 0 3 2 0 ^ ( ^ - 7 )  +  1 0 0 8 0 ^ ( ^ - 8 )  +  5 )  +  ^ ^ ^ ( ^ - 4 )  +  4 Q 3 2 0 ^ ( ^ —3 )
+  ® V - 2 )  +  f f iC ( t f - i)  +  £ C W )
f 1  r>, , , 1 31 /o  , 1679 n  . 1 0 1 9 / 0  . 9239 n
'40320  ( ^ - 5 )  +  10080 C^- 4 ) +  4 0 3 2 0 ° (^ ~ 3 )  +  5 0 4 0 ^ - 2 )  +  2 0 1 6 0 ^ (^ -1 )
+ J o  C (N))
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A posteriori there can be enforced the natural spline requirements of equations 
4.17 and 4.18. The decomposition is continued by solving the linear system
JV
(Ph ~  P2h)f(X2i-1) =  (4*23)
i =i
where P ih f is now the best approximant, and *=1,2 , . . . , M  =  y . Coarse grid 
values are readily calculated using the convolution
(p 2h)f(xk) =  [cjt-3 +  23(cfc_x +  c*+i)  +  cjt+3] (4.24)
The system m atrix P  for eqns. (4.23) has bandwidth 7, and its  elements are 
P i j= ^ j  (®2i- i) .  Table 4.2 contains the non-zero elements of columns 1-4. Columns 
j  =  5 ,6 ,.. .,  M  — 4 have zero elements except for Pj-k,j=P 4 -k,4 , w ith  — 3 <  k <  3. 
The elements of the last three columns satisfy PM-k,M-j=Pk+i,j+1? j  =  0 ,... ,3; 
k =  0 ,.. .  ,M  — 1.
I t  is to be remarked that continuance of the decomposition by employing equa­
tions 4.23 is a m ajor point of departure from the methods of Quak-Weyrich [23]. 
Indeed, this step leads to  a vast gain in economy of implementation, as eqns. 4.23 
are of bandwidth seven, whereas the Quak-Weyrich counterpart is a system whose 
bandwidth is thirteen.
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Table 4.2: System M atrix  P
i P  M Pi,2 P i,3 Pi,4
1 613572069 -19114505 6604091 1249777920 1348800768 1348800768 241920
2 -29086299833 -1475969333 -111788779 19747208026880 5901003360 2360401344 40320
3 103983917347208026880 -11642629245875140 -13029213915245336320 -127326880
4 1 197 -1273 -15023241920 40320 26880 60480




7 0 0 0 1241920
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4.5 Reconstruction by Dynam ic M oving Aver­
ages
The reconstruction problem, which is the inverse of decomposition, requires 
an algorithm  which combines the coefficients c£-1, dJk~l  obtained from  solving 
equations (4.22) and (4.23), to  regain the coefficients {c /: J =  — 1 ,0 ,1 ,..., N  + 1} 
of equation (4.9). Viewing equation (4.15), there w ill be individual contributions
C f =  a f +  bf (4.25)
from the separate basis function expansions for P2h f  and W ^f. I t  is an easy ex­
ercise to  show that P2h f  contributes as follows:
aik =  P -Vcl+ j ’ k = 0 , l, . . . , f  (4.26)
j =-1
4 + i =  k = 0 ,l,.. . , f  -  1 (4.27)
j = o
Here c f-1= c2/, where c2/ comes from solving equation (4.16), and the Pi are defined 
by eqns. (4.4) and (4.5).
Likewise, the contributions from Wh(x)  are given by:
4  =  ]C  9 -0 2 j-i)4 fj (4.28)
j= - 2
and
4 + i — ^2  <?-tj+14 ] + i  (4.29)
j = - 3
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Here, df~1=di results from  solving eqn. (4.23), and qlk is a coefficient from the 
two-scale relation for wavelet tpi (see Table 4.1), where, for an inner wavelet, the 
zero index value for k refers to the center of symmetry. For a boundary wavelet 
the center of indexing is, again, the 6th nonzero coefficient, but moving from the 
in terior towards the boundary w ith  which it  is associated. ( It is noted that the 
so-called th ird  boundary wavelet has six non-zero coefficients to one side of the 
center of indexing, and five to  the other side; whereas, an inner wavelet has five 
coefficients to  either side.)
Interpretation as a moving average
By the well-known method of up-sampling (insertion of zeros to get the vector 
{c_i,0,co,0,ci,0,c2,...,0,cw,0, c ^ +1,0}) the two formulas o f eqns. (4.26,4.27) can 
be combined in to  the moving average scheme
(4-30)
j = - 2
Likewise, by upsampling the {d *-1 }, the two equations (4.28,4.29) can be repre­
sented by the single dynamic moving average
<4 = t  <£143 (4-si)
j= -6
Both equations (4.30, 4.31) require index values /= 0 ,1 ,2 ,.. .,  TV w ith  a posteriori 
calculation (the natural spline condition) of
c- i  =  2cq — Cj (4.32)
56
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
and
cat+i — — c jf- i (4.33)
In  these equations, d,- =  0 if  i  <  1 or i  > N  — 1. Except for th ird  boundary 
wavelet(s), g±6=0.
4.6 Algorithm  Efficiency
In  reference [23] Quak and Weyrich describe two kinds of decomposition algo­
rithm s for implementing the Chui-Quak [7] spline wavelets, employing boundary 
wavelets characterized by m ultip le nodes at interval endpoints. The first method 
is encumbered by use of dual functions; thus, a second (improved) decomposition 
technique which avoids dual functions is formulated [23].
I t  is believed that the decomposition algorithm  formulated by the present 
authors is more efficient than the improved version. The improved algorithm [23] 
involves solution of two banded systems of linear equations: the firs t, a counterpart 
of system (4.22) has the same bandwidth 2m — 1 (=7, for splines of order m =4), 
and comparable manipulation is involved in system setup (see the right-member 
of eqns.(4.22)). However, their second banded system, a counterpart of system 
(4.23), has bandwidth 4m — 3 =  13, comparing unfavorable w ith the bandwidth 
of (4.23), which again is seven. Even after considering the flops generated by 
system (4.24), the present scheme clearly has a significant increase in  efficiency.
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However, in  comparison w ith  the present dynamic moving average scheme their 
reconstruction algorithm  appears somewhat comparable.
4.7 Num erical Experiments
As significant computer aided algebra has been accomplished in  deriving the 
present decomposition algorithm , the firs t experiment is aimed at verification of 
accuracy. For cubic splines having two continuous derivatives, one should be able 
to detect discontinuities in a function and its firs t or second derivatives by perform­
ing a wavelet decomposition. Further, use of boundary wavelets and the frontal 
decomposition technique should elim inate the boundary errors which arise when 
countable in fin ite  weight sequences are truncated, in adapting wavelet methods 
for L 2(R) to  the interval.
For the edge detection problem, we use the test functions f i ( x )  and f 2(x)
- ± ( 2 x  -  l)(4(2x -  l ) 2 +  32 i -  3) if  0 < x < |
h( x)  =
— |(2 x  — l)(2 x  — 2)(2x — 3) if  |  <  x < l
/a(*) =
 ̂ i f  O ^ T ^  —
l + ( 2ar—l )2 11 U - X — 2
^ ex — 2x i f  |  <  a:< l
interpolated on 128 points, w ith grid spacing 2 7. Figure 4.5 shows the firs t func­
tion and its  wavelet part (a plot of the wavelet coefficients); Figure 4.6 exhibits
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corresponding results for the second test function. Although the derivative dis­
continuity at the center of the interval is not visible in p lo tting a test function, 
its detection by observance of wavelet coefficients (see Figures 4.5-4.6) is well- 
localized and accurately space centered, even though the wavelet coefficients are 
of small magnitude. Furthermore, the usual boundary layer of error at end points, 
which is associated w ith  weight sequence truncation [9], is seen to be absent. But, 
th is is the point o f using boundary wavelets; hence, the major criteria for success 
of the present method clearly has been achieved.
Decomposition Using a Hybrid Scheme
The only fau lt o f adapting to fin ite  intervals the truncated weight sequences 
described in [9] (for decomposition on the in fin ite  interval) is an accumulation of 
error near boundaries. For large systems the work of solving eqns. (4.22) can be 
lessened by employing a hybrid method: The im p lic it eqns. (4.22) are solved near 
the ends of the interval, whereas the usual explic it weight sequencing is used on 
the in terio r.
Figure 4.7 shows the results of an experiment where the hybrid projection 
scheme is employed on a damped sine wave. Again, it  is to be noted that near 
boundary error appears absent, in  a case where its presence is a certainty if  only 
truncated weight sequences are used.
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4.8 Signal Separation Using the Frontal M ethod
In this section the results o f a numerical signal separation experiment are 
reported. The base signal
20£m (x) if  0 < x < |
S(x) =  < +  ^  i f | < x < ^ 7r (4.34)
| | | x  — ^  if  elsewhere 
is corrupted by addition of a high frequency oscillation
g(x) =  5Sin(207rx) (4.35)
and the result is sampled at intervals of far under the Nyquist rate for the 
high frequency oscillation. Thus, the sampled mixed signal S +  g contains little  
inform ation concerning the true nature of g(x).
The base signal is now separated by projecting the sampled signal on the space 
Vi of piecewise cubic functions appropriate to the sampling interval and calculating 
a coarser projection on Vo by the frontal method. Figure 4.8 simultaneously shows 
the m ixed signal and the piecewise cubic extracted signal, which exhibits only 
negligible difference from the original signal S(x). This is due to the fact that the 
aliased signal always oscillates in  sign from one grid point to the next. Thus, it  is 
essentially contained in  Wo, and is almost perfectly separated by decomposition. 
However, i t  is remarked tha t th is is simply an illustrative example of frontal
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decomposition, and does not necessarily represent advocacy of a signal separation 
technique.
4.9 Chapter Summary
A Maple derivation of new boundary wavelets which accompany the cubic in ­
ner spline wavelet of Chui-Quak [7] has been presented, together w ith a frontal 
technique fo r decomposition over a fin ite  interval of functions contained in the 
M RA generated by a piecewise cubic B-spline local basis. The technique avoids 
the use of pyram id schemes and the necessity of truncating weight sequences of 
in fin ite  length, which procedure would appear to  lower the accuracy of the B- 
wavelet. Numerical experiments indicate excellent results for the frontal method 
of decomposition, as regards both accuracy and efficiency of the algorithm . The 
problem of boundary error is well disposed of by the present scheme, where bound­
ary scaling functions w ith  m ultip le nodes [7, 12] at interval endpoints have been 
avoided by use of more natural scaling functions. Moreover, th is approach appar­
ently gives results which are equivalent to those of [23], w ith  improved algorithm  
efficiency.
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Figure 4.1:
F irst Boundary Wavelet
62






















Th ird  Boundary Wavelet
64












Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.




- 0 . 0 4
- 0 .0 8
0.0 0.4 0.8




0 . 0 0 0
- 0.001
- 0.002
- 0 .0 0 3  >- 
0.0 0.4 0.8
Figure 4.5:
F irst Test Function and Wavelet Coefficients 
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Figure 4.6:
Second Test Function and Wavelet Coefficients
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Mixed Signals
0
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Figure 4.8:
Mixed Signals and Extracted Signal
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Chapter 5 
Soft Threshold De-Noising with 
Wavelet Coefficients
5.1 Introduction
A question frequently posed by the user community regards knowing the c ir­
cumstances under which one type of wavelet may or may not be superior to an­
other. The question is explored here in the context of an application of wavelets 
to data smoothing called thresholding in  the wavelet transform domain. The cu­
bic wavelet structure developed in Chapter 4 is now applied to data smoothing 
in  the thresholding context, to determine whether semi-orthogonal wavelets can 
compete w ith  the successes of orthogonal wavelets in this area.
Donoho and Johnstone [13]-[15] have proposed a very simple procedure for 
recovering functions from  noisy data, which attempts to  reject noise by thresh­
olding in  the wavelet transform domain. When the wavelet transform utilizes an
70
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orthogonal wavelet, the data smoothing which results by thresholding is claimed 
to  be very good [14].
The objective in  th is chapter is to report some numerical experiments where 
the thresholding technique is attempted, for the case in which the wavelet trans­
form  utilizes the semi-orthogonal cubic B-spline wavelet and the interval MRA 
algorithm  developed in  Chapter 4. The best that can be said is that some de­
gree of data smoothing is obtained; however, the level of variance reduction is 
insufficient for acclaim to be credited the method. Evidently the property of 
an orthogonal transform of the data, strongly utilized in  theoretical studies of 
Donoho’s method, is crucial to significant variance reduction.
5.2 An Orthogonal Wavelet
We now consider how well a given noisy data can be approximated by linear 
combinations of Haar wavelets which are defined by (5.1).
1pm,n{x ) =  2- ^ 0 (2 -m i  -  n) (5.1)
The ipm,n{x) constitute an orthonormal basis for L2(R). Here, the Haar function,
71
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i>(x), is given by
1 i fO < x < |
H x) =  -1  if  |< x < l (5-2)
0 if  otherwise.
The Haar basis has been known since Haar (1910). We w ill use it  here for nu­
merical comparison of data smoothing results from  the semi-orthogonal case. Any 
f(x)eZ,2(i2) can be a rb itra rily  well approximated by a function w ith  compact sup­
port which is piecewise constant on the interval [n ,n + l], where n = 0 ,l,.. ,,i — 1. Let 
us denote such a piecewise constant approximation by / 1(x). We now represent 
/* (x )  as a sum of two pieces, / 1(x )= /° (x )-fd °(x ), where /° (x )  is an approxima­
tion to f l (x ) which is piecewise constant over intervals twice as large as previously.
The values f ° (x )  are computed by the averages of the two corresponding constant
values o f / * ( x )  (over adjacent intervals),
=  (5.3)
The function d°(x) is piecewise constant w ith the same stepwidth as /° (x )  such 
that
=  j ( / J - / J )  (5.4)
and
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We have therefore w ritten the projection scheme as
Rk =  \ ( f £ '  +  O  (5.6)
and
<4 = \US' -  /&'i) 4k» = -4- (5.7)
I t  is clear tha t this is a H ilbert space projection scheme since <P(x) and f° (x )
axe orthogonal in  the L2(R) norm. The equations (5.6) and (5.7) have used a
” m ultiresolution” approach: we have w ritten successive coarser and coarser ap­
proximations to  f(x), where at every step the difference between the approximation 
w ith  resolution 2J, and the next coarser level, w ith  resolution 2J_1, can be w ritten 
as a linear combination of the x/pjtk(x), w ith  coefficients d32k.
The reconstruction scheme, which is the reverse of decomposition, is expressed 
as follows:
f L  =  ( f i k 1+4~k1) (5.8)
and
/ i f i  =  ( f ik 1 -  4 1)- (5 .9)
5.3 D e-N oising by Thresholding
Suppose it  is desired to recover an unknown function /(< ,) defined on [a,b]
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from  noisy data
di =  f ( t i )  +  aZ{, i= 0 ,l,2 ,... ,n -l (5.10)
where Tl
Z j~ N (0 ,l) Gaussian W hite Noise 
a Noise Level
Here a >  0 is a specified noise level and Z{ is a nuisance term  known only to 
satisfy
\Z i\< i  V ie i
I t  is to be supposed that the nuisance term  is chosen by a clever opponent to 
de-evaluate performance such that worst case possible error is experienced:
SUP \\fn(U) -  f{U)W\
\Zi\<l
One interpretation of the term  “De-Noising” is that one’s goal is to optim ize the 
mean-squared error
m : ( u )  -  m w n 
,=0 n n
The de-noising process, which is not necessarily optim al, is as follows: F irst, the 
interval-adapted cubic B-spline wavelet and natural spline MRA of Chapter 4 are
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employed to “wavelet transform” the data by decomposition over several levels 
of increasing coarseness. Next, the resulting wavelet coefficients are translated 
towards zero, by applying the soft threshold nonlinearity
V t { y ) - s g n ( y ) ( \ y \ - t ) +
where
sgn(y) =
1 i f  y >  0
0 if  y =  0 (5-11)
—1 i f  y <  0
\ y \ - t  i f  |y| >  t 
( \ y \~ t ) + =  { (5.12)
0 elsewhere
coordinate-wise to  the wavelets coefficients, w ith specially chosen values for the 
threshold t. Upon reversing the pyramid filtering process (by reconstruction), 
there is recovered the smoothed values /n (n ),i= 0,l,2,- • • >n-l.
5.4 Num erical Experiments
The outcome of some numerical experiments which implement the de-noising 
technique are now reported. A graduated sequence of t-values are employed for 
the natural B-spline wavelets and for the Haar wavelet as seen in Table 5.2 and 5.4.
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The corrupting signal is white (Gaussian) noise from a random number generator, 
which is added to  a sinusoidal input sampled over the interval [0,2ir]. Numerical 
results axe shown below. Table 5.1 and Table 5.3 show the smoothing accomplished 
by the natural B-spline wavelets and the Haar function simply projecting from 
the fine grid to  a coaxser grid level, w ith no thresholding. Table 5.2 and Table 5.4 
show the effects of thresholding several coarse levels after reconstructing back to 
the fine level. There is a progression in quality of the resulting data smoothing as 
the threshold varies, as may be seen from Table 5.2 and Table 5.4. Indeed, as the 
threshold approaches t=3.0, it  is seen in  Table 5.2 that the standard deviation 
converges to  .178734. The corresponding best converged value as t approaches
0.05 is approximately 0.1154 when using the Haar wavelet.
Figures 5.1-5.3 depict projected data, wavelet coefficients, and reconstructed 
data over several levels. From the appearance of the wavelet transform coefficients, 
one m ight suspect tha t the random noise generator is producing correlated noise 
in the v ic in ity  of x =  5.0.
I t  is seen tha t Donoho and Johnstone’s soft thresholding method in conjunction 
w ith  the semi-orthogonal wavelet lead to numerical experiments whose resulting 
smoothing recovery from an unknown noisy data is, at best, about the 15 % level 
in  variance reduction. Indeed, as a result of simply projecting to the fourth level 
(j= 4 ) of coarseness, better smoothing results than is obtainable by thresholding,
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as may be seen from  Table 5.1. 
S m oo th ing  a C o rru p te d  Sine W ave:
di =  f ( t i )  +  <xZi, i= 0 ,l,2 ,..- ,n - l 
where t ; = -71
Z,~N(0,1) Gaussian W hite Noise 
a — 1.
f (U )  =  sin(ti)
Wavelet Transform d= A  Soft Thresholded Wavelet Coefficient 
Variance E M  -  / ( ( . ) ) >
R.M.S. Deviation yjVariance
p F ll/ ( * )  ~  /(® )ll
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Table 5.2: Reconstruction w ith  Threshold(t)
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Table 5.4: Reconstruction(Haar) w ith  Threshold(t)






t= . l 0.11644018482311
t= .5 0.12813166533703
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Noisy Signal Decomposition
0=7]
1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 8
Figure 5.1:
M ulti-level Decomposition w ith  Noisy Signal
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Signal Reconstruction(|y|> 1)
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Figure 5.2:
Signal R econstruction(t= l)
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Wavelet Coefficients(|y|> 1) 
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Figure 5.3:
Wavelet C oefficients(t= l)
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Noisy Signal Decomposit ion(Haar)
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Figure 5.4:
M ulti-level Decomposition(Haar) w ith Noisy Signal
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Wave let (Haar) Coeff icients(|y|>.05) 
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In  the last few years the advent of m ultim edia computing has in itia ted a revo­
lu tion in  research concerning image compression. Here, storage and manipulation 
of image data in raw form  can be very expensive. For example, a standard 35mm 
photograph digitized at 12 fim  per pixel requires about 18 MBytes of storage, and 
one second of NTSC-quality color video requires about 23 MBytes of storage[18]. 
High definition television(HDTV) is another area where sheer volume of data 
which must be transported and stored(in real tim e) boggles the imagination.
I t  is clear that in  order to take advantage of what is becoming cutting edge 
technology in  these areas, some form of data compression is necessary. Indeed, 
the introduction of the wavelet concept has spurred a revolution in  the field of 
data compression.
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In this chapter there is investigated the quality of data compression that can 
be obtained from  lossy compression schemes which employ the interval wavelets 
derived in  chapter 4. Basically, there are two different kinds of schemes for com­
pression : lossless and lossy. In  the case of lossless compression, one is interested 
in  reconstructing the data exactly, w ithout loss of inform ation, such as w ith  Huff­
man Coding[27]. Lossy compression is considered here, where error is perm itted, 
as long as image quality after reconstruction is acceptable. In  general, much higher 
compression ratios can be obtained w ith lossy schemes than those characterized 
by lossless compression.
Loss or distortion introduced in  reconstruction shall be defined as the R.M.S. or 
I2 norm of the difference between f(x ) and its  approximation f (x ) .  For sim plicity 
of comparison, this shall be normalized to the relative difference
6.2 Num erical Experiments
Signals which are of interest in  data compression application are usually char­
acterized by a time-varying frequency. One such signal is y =  sin(t2), which is 
to  be used for numerical experiments. Interest is focused on a data window of 
length N=2n, where n=10. Using the techniques of chapter four involving m u lti­
resolution analysis on the interval, this data w ill be decomposed to a level of 
coarseness n=3, w ith  quantile thresholding o f the wavelet coefficients.
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Since distortions up to  5% are considered acceptable in some speech processing 
applications, an optim al compression method for a determ inistic signal is one 
that yields no more than 5% distortion while maximizing the compression ratio. 
Though the quality of the restored signal may be criticized in  some cases, the data
compression results from  wavelet signal analysis shown in the Table [6.1-6.2] are,
perhaps, amazing. For best case compression, to approximately reconstruct the 
original 1024 word signal requires only 24 data non-zero values to be stored. This 
is a compression ratio  of about 40 to 1.
The rule for thresholding is given as
(0 if  dj <  tdj if  dj >  e.
Results for reconstruction when the value e =  .01 is used are shown in  Figures 
6.2 and 6.3. When reconstructing to the original signal, R.E. and R.M.S. errors 
converge to  6.4 x 10-3 and 4.5 x  10-3 , as shown in  the Table [6.1-6.2].
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Table 6.1: Data Cutoff by Compression on 1024 Points
Level Cutoff(e =  0.001) Cutoff(e =  0.01) Cutoff(e =  0.1)
j= 9 308 414 512
j= 8 146 174 234
j= 7 66 76 96
j= 6 31 34 37
j= 5 16 16 19
j= 4 9 9 15
j= 3 2 2 4
Remaining Data 438 291 99
R.M.S. 4.11 x l0~ 3 4.07 x l0 ~ 3 4.45 x lO "3
R.E. 5.91 x l0~ 3 5.86 x l0 ~ 3 6.41 x lO “ 3
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Table 6.2: Data Cutoff by Compression on 1024 Points
Level
r-HII*8O Cutoff(e =  2) Cutoff(e =  5)
j= 9 512 512 512
j= 8 256 256 256
j= 7 119 127 128
j= 6 48 49 53
j= 5 24 27 27
j= 4 15 15 16
j= 3 6 7 8
Remaining Data 36 23 16
R.M.S. 4.45 x l0 “ 3 4.45 x l0 ~ 3 4.45 x lO "3
R.E. 6.41'XlO-3 6.41 x lO "3 6.41 X lO "3
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M ulti-level Decomposition y =  sin(x2)
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Signal Reconstruction^ =  .1)
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Wavelet Coefficients^ =  •1)
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Chapter 7 
Summary and Conclusions
1. Piecewise linear and piecewise cubic spline MRA for the fin ite  interval have 
been developed. These M RA have the m erit that the usual edge effects 
associated w ith  image decomposition are eliminated.
2. Numerical experiments show tha t edge detection is readily accomplished, by 
the observance of wavelet coefficients for the cubic spline M RA.
3. Piece-wise Linear B-spline boundary wavelets have been developed, by means 
of the computer aided algebraic manipulation package Maple.
4. Piecewise Cubic B-spline boundary wavelets have been developed in a unique 
way through use of a principle of least interference between boundary and 
in terio r wavelets.
5. A hybrid scheme is developed, which enhances economy of operation count 
over the method of decomposition pioneered by the Chui and Wang [6]. In
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particular, economy of operation count, w ithout going to  the hybrid schemes, 
bas been improved, by avoidance of the dual wavelet. Further economy arises 
from  an approach whereby the solving a linear system o f bandwidth seven 
replaces the solving of a linear system of bandwidth thirteen.
6. The reconstruction process is simplified, by means o f a dynamic moving 
average scheme.
7. Data smoothing by means of thresholding in the wavelet transform domain 
is not as successful for semi-orthogonal wavelets as it  has been advertised 
for orthogonal wavelets.
8. On the other hand, very good results are achieved for a data compression 
scheme which employs these interval wavelets. Compression ratios of 40 to 
1 are experienced.
7.1 Directions of Future Research
The boundary wavelets developed for the cubic spline MRA are restricted in  
coarseness by a certain threshold level, below which the discrete mesh does not 
afford enough points to support an inner wavelet. To go below this level, a special 
set of wavelets, a ll of which have support on the boundaries, would have to be 
developed. Going in  the open-ended direction, it  would be interesting to see how
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two-dimensional problems m ight be handled w ith  a tensor product form ulation 
of the B-spline wavelets. I t  is in  two dimensional image processing that the real 
need for M RA w ith  fin ite  domain arises.
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Appendix A
Natural Spline Inner Products
Consider the cubic B-spline(s) on a fine grid of mesh w idth h possessing points
X _ i ,X o ,X j , .  . .
/ ( * )  =
|  +  2x +  x2 +  \ x 3 i f  —2< x<  — 1
2 _  r 2 _ 1 3
3 2
§ - * *  +  1*3
if  —l< x < 0  
if  0 < x < l
|  — 2x +  x2 — |x 3 if  l< x < 2  
and on the next coarser grid
|  +  x  +  |x 2 +  jjX 3 i f  —4< x<  — 2 
if  —2<x<0 
i f  0<x<2
|  — x  +  |x 2 — ^ x 3 if  2<x<4
* " ( * )  =
2 _  1 _ 2  _  J_ _ 3
3 4 16
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Table 8.1: Coarse-Coarse
Natural Spline Inner Products
( ^ f ) = g
( e 2 ,̂ )=fi
(^)=a 
( £ \ r f ? ) = g
w f ^ g
( ^ l h)=Wo
<$*)=&
( ^ ) = i
( ^ ) = i
( < * M ) = £
( ^ - 2 ^ f )  =  2^0
(^4,*>^lo)= 2W0
(<̂ 6/*><Al2)= 2M0
together w ith  the translates
$  =  # ( *  “  J *) j= - l,0 , l,2 ,.. .,N+1
=  $ A(*  -  2fcfc) k = -l,0 ,l,2 ,.. . , f +1
In th is research, use consistently is made of the B-spline inner products presented 
in the Tables 8.1 and 8.2.
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Table 8.2: Fine-Coarse
Natural Spline Inner Products
25
2688 M ‘ A ) = 40320( ^ —l ) = 4 § i >
( * & # ) = *
( ^ 2  5̂ 3 )=40320  
(^ 2 ^ 4 )= 0
(<t>lUh5)=o
( ^ 2;^ )= 0
(^ -2^ r)= 0
(^-25^8)=®
(^ 2 ,^ ) = 0
W 8 \ £ l ) = *  
( ^ ) = S
/^ 2 f t ^ k \ _  M7 
IV'O jW ”  1260
( e ^ ) = i ! o
( # . # ) = ! &
(^0/l>^5)=40320
( $ \ $ ) = 0
(̂ Ofc5^7)=0
(0ofc>^s)=O
W 8 \tf)= 0
W M H i  
( # > # ) = S  
(<i>ihA ) = m  
5)=fflb 
W M H S  
( ^ ) = l f e
(^2/l)<̂7) =  40320
(^2*1^8)=®
( # fc4 ) = o
{<f>lh Ao) — ioogo
W F .tf)= ig o
{ 4 > f A ) = ^ o  
( t 2M l ) = l  
( ^ ) = H s
(ti\<l>he)=m >
( ^ ) = 5 k o
Use of symmetry principles allows extrapolation of the above inner products 
to the other end of the interval(N+2,N,N-2,etc). In each table, a ll inner products 
in  successive columns to the right vanish.
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