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Graduate School of Science, Hiroshima University 
母集団分布が連続型であり，その分布関数が F(x)であるとするこの母集団からの標
本数 nの標本の第 k順序統計量を x(k)(k = 1,2, .. ,n)とするこのとき Uを自由度
k,n-k + lのベータ分布に従う確率変数とすると
F(x) 
P(X(k) :S x) = P(U'.S F(x)) = B(k, n _ k + l)1 uk-1(1 -ur-kdu 
F(x) 
= B(k, n -k + l) 1 eMb(u)du (1.1) 
と表されるここで， B(x,y)はベータ関数， M = n-1, b(u) = rlogu + (1-r) log(l -u), 
r=(k-1)/Mである
O<a<lに対して， k= [na], すなわち k:Sna<k+lとなる整数とするとき， X([na])








I= J eMf(xlg(x)dx 




f(x)~f(c) + -f"(c)(x -c)2 
2 
b 1 
I~eMf(c) 1 exp{ 2M J"(c)(x -cげ}g(x)dx
67
と近似できる.f"(c)さ0であるが， f"(c)< 0ならばy= J-Mf"(c)(x -c)と変数変換
することにより
［叫Mj"(c)(x-cげ}g(x)dx
＝ 亭 Jc+y1=可而(b-c) 1 _炉/2□爪祠 cー ご亨(c-a)亭 e ( g c+ y □芦)dy 
,: y12ir Joo 1 e―炉/2 y □阿詞 -0亭叱+R阿月)dy 
と近似できる従って， Yを標準正規分布に従う確率変数とすると











l[a,b](x) = {~ ~:: 心： !l~ 
I= Joo eMf(x)叩）l[a,b] (x)dx 
-0 
であるから，以下では，一般性を失うことなく




Al. ヨm,M~m ⇒ IM(lgl; f) < 00 
A2. f(x)はx=cで最大値をとり，任意の d>Oに対して
h := sup{f(x); le -xi~d} < f(c) 
68
A3. f は c のある近傍にで csー級であるただし， s~3.
区級関数 h の £-1(1~£~s) 次までのテーラー展開を
f-1砂 (c)k 








, lirn凡(d,g,c)= lh叫c)I 
X→ 0£! d→ 0£! 
である．




= J exp[M{f(c) +『'~c\c-c)2 + (x -c)3r3(x -c; f, c)}] g(x)dx 
c-d 
Mf(c) M112ud ＝い！ー Afl/2ude叫 (c十M1/;2J[ l+ M11;2 (~) ¥3 (ふ。；f,c) 
X r1 [M11;2 (~)冒訊~2(J;い），exp,0] dy 








Rem1 = Afl/2 lM1/2r;d </J(y)g(c+ M~2び） (~ 立（ふび；f,c) 
X r1 [ふ(~)〗3(ふ(]";い），exp,o]dy
である
00 I 1k-l 
jri(x;exp,O)I::; L ¥,:; elxl 
k=l 
より，ー M叫 d:::;y:::;M叫 dならば








l R。(d,g, c)凡(d,f,c) 0 1 
詞 (l3 100~e-Pd,f,cY2 IYl3dy 






J eMf(ぉ）g(x)dx = i-d,c+d]c e(M-m)f(x)emf(x)g(x)dx 
[c-d,c+d]c 
:; erM-m)fd Jo emf(x)lg(x)ldx 
-o 
= eMf(c)亭 Ml/2u Jo 
M1/2u eMU(c)-fd}e叫屈 -oemf(x)lg(x)ldx 
であるから， Y~ N(O, 1)とすると
eMf(c),.,f. 汀
IM(g; f) = Afl/2゜ ｛叩(c十八）1[-d, d] (ふ。）] +O(M-1;2)} 
が成り立つ．
以下， gは(c-d, c + d)で Cし級と仮定する.IYIさdAfl/2c,のとき
g(c+乙） = g(c) + M02c,r1(M02c,;g,c) 
より
g(c)-E[叱+M~2c,) l[-d, d] (ふJ]
凡(d,g, c) 
- M叫< E[IYI] + lg(c)IP(IYI > M112c,d) 
であり，従って (2.2),(2.3), (2.4), (2.6)より
eMf(c)亭







(c-d,c+d) c [a,b]ならば， g(x)l[a,b](x)も (c-d, c + d)でci_級であるから




b = c + M-1!2zのとき， a<c-dならば (2.6)より
Jc+M-1f2z eMf(x)g(x)dx = IM(g(叫l[a,c+M-1/2z](x);J) 
a 
eMf(c)亭
= Afl/20" {叩(c+M~20")1(-M1/2r;d,r;z](Y)] +O(M→} 
であるから，
Jc+M-lf2z eMf(xlg(x)dx = eMf(c)亭 g(c)<I>(az)+ O(M-112) 
Afl/2。{ } 
が成り立つ．ここで'<I>は標準正規分布の分布関数である特に z=Oとすると，
Jc eMf(xlgx = eMf(c)亭 1
Afl/2び {2g(c)+ O(M呵｝
となるが， z< 0, すなわち f(x)の最大化点 cが梢分区間の外側にある場合でも，ラプラ
ス近似が利用できることがわかる同様に積分区間の下端が M-1/2のオーダーで cに近
づくとき， c<bならば












= eM: で{1:~:::¢(y) [g(c) + M11;2 { g'(叶+g(c){;3l(c)巳）3}] dy + Rem2}, 
(2.7) 
M112ud 
Rem2 =~1Ml/2ud の(y) [ (~) ¥2 (M;;2u; g, c) + j(:?) (ふ。戸（ふ。，g,c)
叶＋乙）｛（り¥4(M;;2u;い）
+ (~r {r3(M02u; f, c) r r2((M;;2J¥3(M;;2u; f, c); exp, 0)}] dy 




l lら(d,g,c) IJ(3l(c)IR1(d,g,c) +6Ra(d,g,c) 15{R3(d,f,c)}2 ＝訂[ u2 + 2u4 + 16砂pげ，C ] (2.8) 
が得られる．
であるから
Jooの(y)ydy= [-¢(y)]: =¢(z), (2.9) 
z 
0 
J¢(y)炉dy= [-¢(y)y門:+ 2100¢(y)ydy =¢(z){召+2} (2.10) 
z 
jyl>M叫 dcp(y) [g(c) + M~/2 { g'(碍+g(c){;3l(c) (差『}]dy 
:S 2lg(c)l<I>(-M112ud) + 
¢(M112ud) lg'(c) lg(c)JC3l(c)I 
Afl/2 { u + 3!u3 (2M麿+2)} (2.11) 
が成り立つ．従って， (2.7),(2.4),(2.8), (2.11)よりーoo::;a<c<b::;ooならば2.2節と
同様に
lb eMf(xlg(x)dx = eMf(c)亭 {g(c)+O(M-1)}
a M叫
であることがわかる




eMf(c),j'. 玩の(J'z) g'(c) g(c)Jl3l(c) 






= [g(c)<l>(-(J'z) +¢((J'z) {り(c) g(c)Jl3l(c) 
Ml/2 (J'3!(]' + 3 (臼+2)} + O(M-1)] 
(2.13) 
のように展開できることがわかる．なお， O(M-1)と表した剰余項は， (2.4),(2.8), (2.11) 
の合計であり， g(x)をg(x)l[a,c+M-1/2z1(x) , g(x)l[a+M-1/2z, b](x)で置き換えても増加する










知 (x)=びbM112{F(x)-r}, (3.1) 
⑮ =R叩={r(l -r)}-112 
とおくと (2.14)より
［位）eMb(u)du = e:c:;f:: [ <I>(z叫x))-の（悶り冒，］；）（（叫）戸+2)} + O(M-1)] 
が成り立つ．また，








P(X([na]))≪:; x) =知(x))一の（悶り{b:i'.信（国(x))2+ 2)} + O(M―1) (3.2) 
が成り立つ．
M→ (X)のとき， r→a, O"b→ {a(l -a)}-1/2であるから
M→OO （） 
oo (F(x) > a) 
lim知 x= {-oo (F(x) < a) 
となるしたがって母集団分布のサポー トにおいて F(x)が狭義の単調増加関数ならば
lim P(X 
l (x > p-1(a)) 







である (3.1)において， x= p-1(a) + M-1!2(J・;1zを代入すると
叫戸(a)+Afl/2(JJ = f(F-1(a))z + O(M-1/2) 
であるから， (3.2) より P(Zn~z) = <I>(f(F-1(a))z) + O(M-112)となり，







M(t) = eK(t) = J extf(x)dx 
-oo 
が tの適当な区間 J内で存在するとする． ここで， fは X の確率密度関数である
Xi,--・, ふを互いに独立に X と同じ分布に従う確率変数とするとき，標本平均 X=
n-1 江~1Xj の確率密度関数は TEJ を用いて
nen{K(r)-rx} oo 
fx(x)= 27f / exp{n{K(T+is)-K(T)-isx}}dx 
-oo 
と表すことができるここで iは虚数単位である.K'(To) = xを満たす ToE Jが存在す











して表される.Srivastaba and Yau (1989)はWilksのラムダ分布に対する鞍点近似公式
を導出している
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