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The following simple example illustrates a difficulty frequently encountered 
when dealing with matrices whose elements are holomorphic (regular 
analytic) functions: 
The matrices 
are similar for every value of a. Hence, there exists a matrix function P(z), 
defined and nonsingular for every x, such that 
B(z) = P-‘(z) A(z) Y(x). 
It is easy to verify, however, that no matrix function satisfying (1) and non- 
singular can be holomorphic at z = 0. Thus there arises the question: 
Given that two matrix functions A(z), B(x), holomorphic at z = 0, are point- 
wise similar in a neighborhood of z = 0, when are they holomorphically similar at 
z = 0, i.e., when can the relation (1) be satisfied by a nonsingular matrix 
P(z) holomorphic at z = 0 ? The theorems proved in this note give a partial 
answer to this question. Theorem 1 is a byproduct of the author’s work on 
systems of differential equations. 
LEMMA 1. Let A(z) be an n by n matrix ,function holomorphic and of con- 
stant rank r in a neighborhood of z = 0. Then the equation 
A(z) v(z) = 0 (2) 
for the vector function v(z) possesses in a neighborhood of x = 0 exactly n - T 
pointwise linearly independent holomorphic solutions. 
PROOF. At least one minor of order r of A(z) has a nonvanishing deter- 
minant at z = 0 and hence in a neighborhood of z = 0. Without loss of 
generality this may be assumed to be the minor formed by the first Y rows and 
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columns of A(z). Let this minor be called A,,(x) and write A(z), in a self- 
explanatory manner, in the partitioned form 
A(x) = 
From the relation 
4164 A&) 
zzz 
0 - 44 A;;%) A&) + A&4 ' 
(3) 
where ITe denotes the identity matrix of order k, it follows that 
- 444 A&d 4,(4 + A&) = 0, (4) 
since otherwise the rank of the second member in (3) would be greater than r 
at some point of every neighborhood of x = 0, while the rank of the first 
member cannot exceed r. The equality 
(5) 
is an immediate consequence of (4). It shows that the columns of the matrix 
constitute a set of n - r pointwise linearly independent holomorphic solu- 
tions of (2). By a standard theorem of linear algebra there can be no more 
linearly independent solutions. 
The next Lemma is proved in Gantmacher’s book [l, vol. I, p. 2221. 
LEMMA 2. Let A and B be similar matrices with constant elements and 
denote by n,, j = 1, 2, ..a, v  < n the degrees of the invariant factors of A, arran- 
ged so that n, > n2 > ... > n,. Then the equation 
AX-XB=O 
for the matrix X has exactly 
N = nl + 3n, + -a* + (2~ - l)n, 
linearly independent solutions. 
(6) 
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THEOREM 1. Let the n by n matrix A(x) be holomorphic at z = 0 and let 
n&3), j = I, 2, -.a, v  be the degrees of its nonconstant invariant factors arranged 
in decreasing order. I f  the quantity 
N = N(x) = n&T) + 3n,(z) $ .** + (2v - 1) n,(x) (7) 
is comtant in a neighborhood of x = 0, then every matrix B(x) holomorphic at 
x = 0 andpointwise similar to A(x) in a neighborhood of x = 0 is holomorphically 
similar to A(x) at z = 0. 
PROOF. By Lemma 2 the equation 
L,X = A(z)X - XB(z) = 0 (8) 
for the matrix X has at every point of a neighborhood of z = 0 exactly N 
linearly independent solutions. Therefore the rank of the operator L, in 
n2-dimensional space is exactly n2 - N in a neighborhood of z = 0. It follows 
from Lemma 1 that among the solutions of (8) there exist N holomorphic 
matrices Pk(z), k = 1, 2, a.~, N that are pointwise linearly independent in a 
neighborhood of x = 0. It remains to be shown that among the holomorphic 
solutions of (8) there is at least one whose determinant does not vanish at 
z = 0. Since A(0) and B(0) are similar there exists a constant nonsingular 
matrix Q such that A(O)Q - QB(0) = 0. Now, the matrices P,(O), k = 1, 
2, *em, N form a basis for all solutions of A(O)X - XB(0) = 0, hence there 
exist constants ck, K = 1, 2, ..a, N such that 
Q = 2 c,P,(O). 
k=l 
It follows that 
P(z) = 3 c,P,(z) 
k=l 
is a solution of (8) that is nonsingular at x = 0. 
Examples : 
(a) For the matrix 
OX 
( 1 00 ’ 
nl(0) = 1, n2(0) = 1; but nl(z) = 2, n2(z) = 0, for z f 0. Hence, N(z) is 
4 for x = 0 and 2 everywhere else. Thus, the theorem does not apply, as was 
illustrated at the beginning of this article. 
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(b) Let all eigenvalues &(.z), j = 1, +a., n of A(x) be equal at a = 0, say 
Xj(0) = /\, but distinct for z # 0 near x = 0. If A(0) is similar to 
then N = n, = n for all z in a neighborhood of z = 0. Hence, any matrix 
pointwise similar to A(z) is holomorphically similar to A(x). 
The theorem below and its proof were communicated to me by Professor 
A. Ostrowski. I wish to thank Professor Ostrowski for permitting the inclusion 
of this result in the present paper. 
We denote by D,(h, z) the greatest common divisor of all minors of order 
n - v of the matrix A(z) - AI, and by g,,(x) the exact degree of D, with 
respect to h. Then we have n,(x) = g,-r(z) - g”(x), (v = 1, a.., n), g,(z) = 
%+I(4 + nv+2 (z) + ..e + n,(z), and therefore 
N(x) = g&> + k&d + 2gd.4 + **- + 2,pn-&). ’ (9) 
We will prove: 
THEOREM 2. The quantity (7) is constant in the neighborhood of z = 0 
if and only if all g,(x) remain constant in the neighborhood of z = 0 for v  = 0, 
1, **a, n - 1. 
PROOF. By (9) we have only to prove that if N(x) is constant in a neigh- 
borhood of z = 0, the same holds for all g,(x) for v = 0, 1, e-e, n - 1. Put 
g”(0) =g, (v = 0, a*-, n - 1). 
Assume that for a certain v, g,(z) is in any neighborhood of z = 0 capable 
of values # g,. Then we have a sequence Z~ -+ 0 (p --+w) such that g,(z,) = 
g: # g,. Sieving through the values .z& conveniently we can assume that the 
g: roots of D,(h, a,) are denoted by h,(z,), ..a, h,;(zJ in such an order that 
we have for p -+ 03 
where h,, ..a, X,; are roots of D,(h, 0). If in particular, among the X,, ..a, X,, 
there is one, X,, which is the limit of exactly K > 1 among the &(z,), then theri 
exists a neighborhood U of A0 such that from a certain p on all minors of 
order n - v of A@,) - M have at least K roots in U, while one of them, 
M(x,, h), has exactly k roots in U. And sieving through the Z~ once again, 
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we can assume that M(z,, X) is a Jixed minor of A(z,) - XI. But then it 
follows from Cauchy’s expression for the number of roots of an analytic 
function that A,, is a root of M(0, A) of exact multiplicity k and therefore 
g: 2 gv 
We see that from a p on the numbers g,(x,) cannot exceed g, for z lying 
in a certain neighborhood of x = 0. And now, from the relation (9), where the 
coefficients of the g,(z) are positive, it follows that if N(x) is constant in a 
neighborhood of x = 0 the same must hold for all g,(z), and our theorem is 
proved. 
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