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Bambi Meets Godzilla: 
Object D atabases for Scientific Comput ing 
David Maier 
Computer Science & Engineering 
Oregon Graduate instit ute 
Portla.ucl, OR 97291-1000 
Abs tract 
Objed-o1·it•utl'd data bases ( OODB.s} are m m.a'll.y 
way.~ a. bettwr m.atl'h for .~cicntific data managem ent 
thun con·veutioual 1't•t·ord-or·iented datubase .sy.stem.s. 
UstJ-dtfi,utd du l afypl's nducL the enwding going from 
u sc·ieutific domaiu to tht~ datuba.s e. Di'f'ed suppor-t 
for complex objects is useful for capturing hierarchical 
structures. such as molecules. OODBs generally ha·ve 
collection types, such as lists and arrays, that are a bet-
ter basis than sets for the dimensional data com mon 
in scientific applications. Their inherent extensibility 
s~;em u good matc·h for h cmdling new k inds of metu-
dutu, u11d hu uing bdHt.r ior defi,11able in the database 
perm it s lmnsptll'f'llf aness t o existing data. in multiple 
fon11af s uiu u. t·ommon objf't: f m odel. 
W e begin bg f'ff '01lltfing 11111' expe1·ieu.ce.s ·tnith using 
OODBs for scientific data., in the domains of compu-
tational chemistry, and materials science. The bulk 
of the talk, however, deals with areas that need im-
provement for OODBs to support scientific applica-
tions well, among them: 
• M ana.yt' 11LPnl. of nw .. ~.~ivr dala uts and ter·tiary 
.sl o1'11.ye 
• Daltt loarling and ard1.ivin_q 
• Querying over ordered collection types 
• A ua·ilabiltly 011 nppropriale computing platforms 
• Applicat-ion pro,qram.ming ·interfaces, particularly 
for FO RT R A/\' and pnrallel en vironments 
• Suppo1'1ing data interchange fo rmats 
1 Introduction 
Scientific computing has been underserved by 
database systems. Many reasons come to mind for 
Computer Science & Engineering 
Oregon Graduate instit ute 
Portla.ucl, OR 97291-1000 
scientifi c app lications avoiding commercial data base 
management systems: they are not available on t he 
right comput ing p latforms or wit h APls (application 
prograuuuiug i11 terl'aces) for the right languages; the 
data model and data manipulation languages do not 
match scientific data structures and operations; they 
are tuned wroug l'or the access patterns of scientific 
applications; they lack gateways lo existing data sets. 
We begin with a brief discussion on why object-
oriented databases might be a better match for scien-
tific colllputiug than record-oriented databases. T he 
main benefit is in data model expressivity. We nex t 
consider projects lh at have used OODBs for scientific 
data. m anagement, and com ment on our own experi-
ence with couuuercial systems. vVe have found a great 
advantage in using OO OHs as "middleware" that im-
plements a com mon domain model for connecting mu l-
tiple applications to multiple data sources, including 
unmanaged data. 
VVe l. hP. II l.ur11 1.o l. hP. m a in section o f t.he pape r how 
OODHs <:n1d d ht> i111 p roved l'or s u pport ing scie nt ifi c: 
corn put i 11g. T hey i'!.re l'a r fro m I. he idea I veh ic: les 1'01' 
scientifi c data management currently, and we out line 
the most important areas for work . 
2 Why O b ject-Or·iented Databases ? 
We construe the term "scientific computing" 
broadly h t> rt' heyond cornputat ional science to al l 
II!'P.li o l' C'OI IIpUt f'rS in sc· it> n!'e: exp e rimen t management 
and n>sult capture, dali'! c:ompilation and e xchange, 
puhli r at io n and hihliographi r searching. and so l'o rl h. 
Our ow11 wo rk has h ef'n direrted m o re at snpporl for 
I hP individual sc- it>n l isl I han at large projects. vVe see 
such a scientist managing relatively modest amounts 
of data. but organized into many data sets. He or 
she wants to easily retrieve that data and use it with 
a range of tools, both speciali:ted to a scientific do-
main and more generic software, such as statistical 
packages, plotting routines and spreadsheets. Such an 
individual will frequently want to work with external 
data that are produced and published by others. 
The main advantages t hat OODBs hold fo rth for 
scientifi c data management derive from the more ex-
pressive data model. Rather than being const rained 
to a predefined collection of data structures and op-
erations, database designers can create new datatypes 
through a class-definition mechanism. Entities of in-
terest can then be modeled direct ly with these types, 
rather than being encoded into record structures. In 
ou r ow n use, we have rearl i ly modeled a variety of sci-
ent. ilic st.ruct.ures, such as molecules, hasis sets, and 
cryst' a I u n if. cells . T he behavioral rnodel i ng capahi I i-
t·.ies of OODRs of cou rse ma ke possible a broader range 
of modeling, to include ad.ions on ent·.it. ies and derived 
properties. 
vVhile uot a n inherent feature of au OODB, cur-
rent products provide more than one collection or 
" bulk" type. Typically, multisets, lists and one-
dimensional arrays are supported, in addition to sets. 
(T he proposed ODMG-93 standard includes all these 
bulk types [4], so they are likely to appear in fu ture 
commercial offerings as well.) Ordered types, par-
ticu lady a rrays, are largely u us u p ported i 11 record-
o riented modeb , but valuable in scientific applicatious 
for rnoddi ng dimensioual data (with spatial or tem-
poral corn pouents) . Arrays are d u rnsy to eucode aud 
manipulate in conveutioual data models. The bulk 
type constructors in OODBs also tend to be more 
flexib le. They can be nested, and an element can 
belong to multiple collections, unlike, say, the rela-
tional model where every t uple belongs to a unique 
relation. T his latter property is useful in representing 
alternative groupiugs of specimens , dassification1-1 aud 
working sets. 
The extensibility of OO OBs, through adding types, 
operations and objects, in principle seems well 
matched to keeping up with scientific models and the-
ories as they evolve. However, until schema modifica-
tion utilities become more capable, this advantage is 
largely il lusory. Dired. support of object. irlent it·.y in 
OODRs would seern to holrl arlvan tage for easily link-
ing resul ts t·.o an not.at·.ions or hih liog raphic references, 
hut. t·.his pot.ent.ia.l is largely negat·.ed hy t.he lack of 
support in current. prod uct.s for rei a t·.ionsh ips ex terna.l 
t·.o ohjec:ts. Met.ada.ta., bot h rlenotat.i ve a nrl a.n not a.-
tive, is of utmost concern to scientists, to ensure that 
their data is properly interpreted in the future and 
by others. T he flexibility of obj ect models appears 
to bode well for capturiug metadata. However, while 
some 00 languages (CLOS and Smalltalk) support 
modification of the class definition mechanism, such 
changes in a database context wreak havoc with query 
optimization and integrity constraints. Further, anno-
tative metadata tends to be attached at t he individual 
object level, rather thau associated with a whole cla1-1s. 
A perhaps unexpected advantage of OODBs is 
their suitability for serving as "adaptors" of external 
datasets. While much has been written (and imple-
mented) about DBMSs serving as gateways to data in 
other DBMSs, existing scientific data sets are largely 
ttnmana.qed. T hat is, they exist as sets of files , not 
under the control of any DBMSs. Our experience, 
which we recount shortly, is that OODBs are an ef-
fective means to impose some management on such 
un11 1anaged data. Haviug a DM L (data manipulation 
lauguage) with general com p utationa.l capabilities a 1-
lows us to pa rse, reformat aud combine external data 
to make it couforrn to a corrunon object iuterface. Fur-
ther, it lets us compute propert ies of data items if t hey 
are not explicitly stored . For example, t he density of 
a crystal lattice can be computed from the geometry 
of its unit cell and a list of its atomic constituents. 
We note here that it is certainly possible to use an 
object-oriented modeling discipline, but use a record-
oriented database or even simply files as an implemen-
tation vehicle. Such is the case with an implemen-
tation of the K Coli Genetic Stock Center (CGSC) 
database where an object-oriented model for K Coli 
bacteria was implemented using a relational DBMS 
[16] . While some of the benefits above obtain in such 
approach , we see potential problems. In the cited ref-
erence, 11 "objects" were mapped into over 100 rela-
tions. This proliferation of entities bodes ill for the 
manageablility and efficiency of querying. 
3 OODBs m Science 
When we examine the literature for applications 
of OODBs to the management of scientific data, two 
things are apparent. First, the primary reason for 
choosing to use an OODB is the richness of the model-
ing constructs. Domains that work with complex data 
structures such as image data [5, 2] , geographic data 
[9], experiment management [23], and protein struc-
tures [3, 11] seem to be common testbeds for OODB 
technology. 
T he second observation is that many users a.re still 
building their own OODBMS. Researchers working 
with the Brookhaven Protein Data Bank (PDB) have 
const ructed an OOD BMS for managing p rott'!in st ruc-
ture data [11, 23]. Others have built object-oriented 
layers on top of a relational DBMS such as the AP RIL 
object model for image data that is layered atop an 
Oracle database [2]. 
3.1 Our Wmk 
vVe have been applying OOD B technology to the 
scientific domains of computational chemistry and ma-
terials science [6]. The common approach in each 
domain is to use OODB as an integrating technol-
ogy, bringing together application programs and rel-
eva nt sources of data (Figure l) . A central prem ise 
Object·Oriented Database 
Management System 
Figure 1: Integrating Programs and Data 
of o ur work is t ha t. each doma in can be modeled us-
ing a. dom<-t in-specitic ob_jed.-or ient·.ed dat.<-t model. The 
domain-specific model g ives users and t heir <-tpp lica.-
t·.ion programs a. s ingle, II n ifyi ng view or da.t a from 
dat.ab<-tses and other appl icat.ion progr<-~rns. We note 
that this "hourglass" architecture, with a common 
object-oriented domain model through which tools can 
access multiple data sources, is essentially the same as 
that adapted by Bourne and Pu [:)] for work with the 
Protein Data Bank . 
Bach or t.hese domains imposes limits on t.he degree 
of integrat ion d ue t·.o t he presence o r legacy compc}-
nents (applicat·.ions and databases). Tn the c:omp ut.a.-
t·.iona.l chern is try domain , we a re rree t.o c reate and 
modi ry t.he da.t.a., but. t he legacy appl i ca.t.ions are not·. 
necessar ily developed by t he scientist·. usi ng them, a re 
large and complex, and have not been structured to 
make replacement of l/0 functions easy. Hence we 
have taken an approach of connecting applications to 
the database without recodi ng then1. Conversely, i n 
the materials science domain, we can modify applica-
tions to access the OOD B, but legacy databases are 
too large to be entirely converted and loaded into the 
OODB, and so must be integrated in some other way. 
Our work has explored solutions to these integration 
proble111s as well as the gene ral applicability of 00 DRs 
to rmwaging scientific data. 
3.1.1 Computational Ch emis try 
T he focus of ou r work in comp utational chem istry ts 
to integrate large, stand-alone corn pu ta tiona] chem-
istry "codes" using a s ingle object-oriented da ta model 
for in put and output [8]. A common data model for 
computational experiments provides a mechanism for 
sharing data among applications, and provides a uni-
form view of experimental results output from differ-
ent programs (Figure 2). 
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Figure 2: Program Integration 
\¥e use a. "compu t. <-tf. iona.l proxy" fo r speciryi ng nnd 
conducting a. c:ornpu t·.a.f' io na l chemista·y exper iment. (7]. 
A proxy cont.a.i ns i nfo rrna.l'.ion a.bou t·. the com p u t<-t-
tional chemistry code to be run and its parameters. 
As we are dealing with codes that are problematic to 
modify, they are left intact, and the proxy provides 
mappings to construct input files from database ob-
jects and to parse outputs into objects. 
T he database is used for: 
Exp e t· irnent sr!t -np allow ing Hte user to set-up 
a. compu t. at. iona.l experiment·. by buildi ng a proxy 
and specify ing t he experirnent·.a.l parameters such 
as molecula r struc:t.u re, basis set., and comp uta-
t ional code. 
Exp e t· irnent rnonito t·ing using t.he proxy t.o pro-
vide the user with near real-time information on 
the state and progress of a computational exper-
iment. 
E x p e rime nt a n a lysis - ldtinp; th~ us~r brows~ th~ 
end results of computational experiments in a 
common form. 
3 .1.2 Materials Scien ce 
Our work in materials science has two aspects. One 
of the objectives is to integrate large, stand-alone 
databases of materials property data using a single 
obj~ct-oriented data model. The second objective 
is to develop completely n~w object-oriented appli-
cations a nd databases where the data is stored in 
the OODB and the application1> are dev~loped us-
ing object-oriented programming techniques and lan-
g uages . 
vVe are using an OODB to integrate and provide ac-
cess to large, unmanaged databases of materials prop-
erty data [13]. A space-efficient, t unable representa-
tion of the data in external files is stored within the 
OODB and the objects in t he OODB t ransparently 
acce1>s data from external files 0 11 demand (Figure 3). 
'vVe use a rnulti-layer architecture of objects within the 
OODB to hide the external data sources from the ob-
jects that users access. Data ext racted frorn extern al 
fi les rnay be cached within the objects of the 00 DB , 
and one of the research issues being explored is how 
to control and manage cached data to improve query-
processing. 
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Figure 3: Data integration 
The OODB provides a common object-oriented 
data model through which users and their applica-
tion programs access data from external Iiles. The 
OODB is accessed by application programs using the 
language-specific API provided by the OODB and di-
rectly by users through an interactive query interface . 
Another aspect of our work in materials science is to 
dev~lop cornpl~tel y n~w obj~ct-ori~n t~d applications 
and databases. The Engel-Brewer Correlation method 
of calculating phase diagrams is being developed as 
an obj ect-oriented application that is tightly coupled 
with an OOD B [21]. As depicted in Figure 4, some 
of the application code is stored in the database as 
md hods associated with the database obj~cts . These 
methods ar~ accessible by oth~r applications and by 
interactive us~r qu~rie1>. 
Mosaic, Lynx, etc. 
Application 
Program 
Object-Oriented Database 
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Figure 4: Object-Oriented Approach 
T he database contains phase diagrams (and associ-
ated meta-data) that have been calculated using the 
Engel-Brewer Correlation, as well as phase diagrams 
that have been transcribed from the literature, and 
phase diagrams derived experimentally. T he database 
is currently being made available to others through a 
World-Wide-Web (WWW) server that provides pre-
defined hyper-text access paths through the da tabase. 
T he object-oriented paradigm is providing a power-
ful mechanism for modeling, computing, storing, and 
querying a complex entity such as a phase diagram. 
4 Room for Improvem ent 
VVhi le OODBs a re gaining use in s upport of appli-
cations in sc i~ntific computi ng , w~ 1>e~ many aspects 
that could be improv~d , which we outline in t he fol-
lowing su bs~ctions . 
4.1 Massive Data Sets 
T he issues of massive dal·.a sets and tertiary sl·.ora.ge 
management have been documented for data manage-
ment systems in general [1]. Here we cover issues par-
ticular to object-oriented databases. 
Support for tertiary storage means the ability to 
move objects from online secondary storage to near-
line or offline media. OOD Bs that tie object identifiers 
to physical locations will have a hard time with that 
migration. Some of these systems support dividing 
the persistent store into multiple databases, and mov-
ing an entire database between secondary aud tertiary 
1>torage should be possible. However, the idea that all 
objects iu a database should migrate simultaueously is 
1>uspect to us. T'he ability to have multiple implernen-
tations of a single type suggests au approach to object 
movement . Using an internal representation where an 
o bject is s tructured as a small header plus one or more 
data segments, the header could remain resident in 
secondary storage while the main part of the object is 
archived. This approach requires an object potentially 
to change its internal structure during its lifetime, but 
1>uch a capability has been implemented before. 
A second problem is the t reat ment of scherna data 
for object1> moved to tertiary storage or archives. Re-
1itructu ring all objects when a class definition i1> mod-
ified is no longer feasib le. Cla1>s defiuitions will likely 
have to be versioned and stored with offline data. A 
final point is that using collections as the unit of mi-
gration is problematic when an object can participate 
in more than one collection. Using collections in this 
role seems to require the ability to determine what 
collection1> a gi veu object is in. 
4.2 Bulk Loading 
The operative model of object creation for OODBs 
has been that new objects are created during an in-
teractive session , and therefore the number of objects 
c:rer~ l·.ed du ri ng a t ransa.ct.ion and their sir.es a.re mod-
est . This model is not borne out. by t he scientific user, 
who may want to loa.d a large external dal·.a.sel'. du ring 
rt s ingle si tt ing. Such a. la.rge c:hunk or dr~ l·.a. might. a.rise 
rts a.n ext rac:l' from a. publ ic: database, t.he output of a. 
scientific simulation or be produced as a result of an 
experiment or observation with an instrument. Our 
experience is that large loads experience poor perfor-
mance with current database products. The problem 
is probably due to a combination of factors . Some 
c:omrnercia l OODRs have been a rchit.ec:ted towards t he 
c:a.se where t·.he working set of a. t ransaction fits in rna.in 
memory, wh ich can easi ly fa il t·.o be t.he ca.se for bulk 
loads . Memory rna.na.gemenl·. st.rud.ures, such as a. res-
ident·. obj ect t·.a.ble, might. themselves g row heyond t he 
bounds of' physica l memory and incur paging over-
head . lf object identifiers and storage space are al-
located in small units, the process that manages them 
could be a bottleneck during load . Recovery mecha-
nisrns might not be well tuned to transactions where 
many objects are created. Even with amelioration of 
these problems, bulk loading is an innately I/0 inten-
sive task. Load utilities that t ake advantage of parallel 
writes are a route to better performance here. 
4.3 Ordered Dataty pes 
Initial OODBs offerings were greatly influenced by 
the market for storage managers for CAS E and CAD 
tools. The archetypal Jata structure for these appli 
ca tions is sornethiug like a parse tree a hierarchical 
Jecomposi tion of a Jesign art ifacL. Wh ile scieutific ap 
plicatious certa inly po1>se1> compounJ hierarch ic struc 
lures to represent, ordered datatypes abouud, such 
as sequences, tirne serie1>, matrices, gricl1> anJ images. 
Ordered types are common because scientific applica-
tions often deal with some kind of coordinate space 
with time or distance dimensions. Here it is not just 
membership of a collection but its "topology" that is 
important . Information is encoded in the nearness of 
one element to another. 
We have detailed the issues in s upporting ordered 
types in a database elsewhere [18]. As mentioned ear-
lier, commercial OODBs provide multiple bulk types, 
including ordered types such as lists and arrays. How-
ever, system support for such types is limited. There 
are limited (generally one) options for physical layout 
of an ordered collection instance. With in the query 
lauguages, orJereJ collect io ns are treated little Jill'er 
ently than sets or mult. isets, anJ aux iliary access meth 
ods are either absent or only support set like access. 
4.4 Models and Tools 
Resides o rrlererl collec:t.ions, t here are ol·.her a.reas in 
wh ich t.ype a.nrl morlel ing cnpnh il if'ies of OODRs are 
lirnit.ed . A common m ispercept.ion is t·.ha.t OODRs are 
realizations of semantic data models (S O.Ms) . ln fact, 
there are great differences in the modeling capabilities 
supported by OOOBs and SO .Ms. The type systems of 
OOOBs mainly derive from those of a particular 00 
programming language, such as C + + or Smalltalk. 
T hese t.ype systems a re focused on t he serna.nl·.ics of 
operat io ns a.nd s uppor t. for subl:yping (subsl·.it ut.abil-
ity). T ype c:hecking of expressions is a ma in conc:ern . 
A class or l:ype h iera.rc:hy in a.n OODR fa lls short. of be-
ing a full database schema., because il·. does not declare 
(usually) what. a re t. he na.rned inst.anc:es of objects and 
collections that comprise the database. SOMs, in con-
trast, are more state oriented , and the hierarchies of 
entity types t hey support are for constraint or clas-
1;ificatiou. Much of what they defiu e i1; not statically 
checkable. 
Others have noted the limitations of 0 0 program-
ming languages as the basis for data modeling [10). 
Few OODBs have direct support for part-of relation-
sh ips or for taxonom ies. vVhile it. is somet-.imes pos-
s ible to map a. t.a.xonomy onto j·,he c:la.ss hie ra rchy of 
an OODR, such a rep resentation present.s problems. 
Changes or ex t.ensions t.o the 1·.a.xonomy t hen mean 
c:la.ss moditical·.ion after j·,he database is deployed . Fu r-
ther, querying about taxonomic relationships reduces 
to determining subclass relationships, which is not 
supported in all 0 0 languages. ~nforcement of keys 
is mainly lacking in OOD Bs. (An important point is 
that keys are a state-based property of a collection, 
and not a property of the element class. Remember 
that one object can be in several collections, and what 
would constitute a key in, say, a collection of human 
genome fragments , will not necessarily be a key in a 
multi-organism collection .) Another useful modeling 
feature lacking in OODBs is the abili ty to constrain 
the value of a property to lie in a particular collection 
(a form of referential integrity). Support for relation-
ships is also severely limited. At best, OODBs support 
binary relationships represented internally to objects; 
ideally one wants n-way external relationships. 
What seems needed here is a data modeling layer 
on top of the type definition layer, either as part of the 
OODB or provided through design tools. Whichever 
form is provided, it should be well enough integrated 
to use in formulating and processing queries. 
Metadata management (in the sense of descriptive 
or annotative information for datasets) is not directly 
supported in OODB products. A good example for a 
1;tartiug place is the Aurora Dataserver [15), which has 
a u exteuded relational model. Aurora stores metadata 
about dimens ional datasds, aud has a gene ric faci lity 
for au uotati ug 1;uch data1;et1; . 
Another modeling issue is how much behavioral ca-
pability should the database be able to capture . While 
DML 's fo r OOD Bs tend to be computationally com-
plete, hence capable of capturing procedural knowl-
edge, in practice t hey are limited. Some OOD B query 
lang uages disa llow met".hods in queries, or turn off op-
j·,irniza t.ion when t hey appear. Some OODRs impose 
enoug h perfo rmance overhead on rnet.hod execut ion 
in t he da.tahase t.o make captu r ing computa t ionally 
in tensive procedures as methods unaU rac:t.ive. Some 
dat.abase resea rchers have proposed providing uniform 
access to stored data and data that comes from sim-
ulation models [2:{) . However, one can meet this re-
quirement without necessarily having t he simulation 
models be part of data base das1; defi ui tious. 
One of the selling points of conventional DBlVISs 
are the development tools available that work with 
them, which allow certain stereotypical applications to 
be constructed rapidly, often with little programming. 
For example, almost all commercial relational DBlVISs 
have tools for coustructi ug data entry fo r1111; aud for 
report geueration. Database tools of high utility for 
scient ific data mauagement would be workflow sys-
tems 1;j>ecialized for ex veri meut and laboratory mau-
agement, collaboration euv iron ments a nd data cou-
verters to formats used by visualization systems, sta-
tistical packages and spreadsheets. 
4.5 Availability 
lVIost commercial OODB products targeted CASE 
and CAD tools as a major initial market. Hence, those 
systems were first offered on engineering workstations. 
While workstations are not uncommon in scientific re-
search, personal COII Ip uters a re probably more preva 
lent , all(] for many, access to data from parallel pro 
cessors and s upe rcompute rs is im perat ive. Most co11 1 
mercial OODBs ca n s uppor t access fro m a personal 
computer to a database hosted on a workstat ion , a nd 
some now can run in a personal-computer-only envi-
ronment. However, there are still some personal com-
puter architectures where OODB offerings are nearly 
absent. A few OO DBs are now available on multipro-
cessors, but are absent on most high-end machines. 
T his lack is understandable, as the development envi-
ronment is expensive to acqu ire and the installed base 
of potential buyers is limited. Further, some OODBs 
have operating system dependencies and are hard to 
port to another OS. As OODBs do appear on parallel 
platforms, and interest ing quest io n is how to move be-
yond process parallelism in tapping the computational 
resources of such machines. 
4.6 The Applicat ion Programming Inter-
face 
!<'rom our conversations with scientific users of com-
puters, the most pragmatic reason that they have not 
at.t.em pl·.ed j·,o use OODRs in 1·.hei r work is the lac:k 
of approp riate A P ls (appl icat ion programming in ter-
faces) . To our know ledge, no OODR produd. o·fl"ers a 
FORTRAN APT, which easily excl udes half the possi-
ble audience. J\ Pls from visual izat io n a.nd stat.ist.ic:a.l 
analysis pac:kages wou ld a.lso inc:rease t he attractive-
ness of OODBs. An initial prototype that connected 
the newS environment for data analysis and graphics 
to a commercial OODB [Hl) convinces us that such 
a linkage cou ld be made quite seamless, a nd might 
greatly enhance the abili ty of such an analysis tool to 
handle large datasets. 
Besides specific languages, the form of t he API 
is important . A model of data movement between 
database and application other than cursors or single 
message sends is 11eeded. It should be possible to rnap 
COII lplex st ructures i11to memory with o11e call to t he 
database. In tra11sferring a la rge structure, such as a 
multi-dirnensio11al array, the AP I rnecha11ism needs to 
111i ni mi;t,e copyi 11g a11d crossi 11gs of procedure bound-
aries. For supporting data access from parallel pro-
grams, t he API ought to give help with efficient data 
movement when the program wants to distribute a 
data structure in one manner and the dat abase has it 
partitioned on disk in another. Such support may in-
volve interaction between the database and a parallel 
compiler. 
4. 7 Data Interchange Format s 
Data interchange formats (DIFs), such as C DF, 
HDF , CIF and AS N.l, were originally devised for 
movi ng data between programs and between g roups 
of resea rchers, in a platform-independent fi le fo rmat . 
They are mostly self-describing, contain ing data. ele-
ment defin itions along with the base data., though in 
some cases they make use of stand ard schemas . DJFs 
allow exchange of data structures between programs, 
rather than just byte streams. They do not support 
the exchange of objects, in that there is no behavioral 
component, though some groups have written object 
layers over them [20]. They are typically implemented 
as a procedure library that is li nked with an applica-
t·.ion . 
An int·.eres t. ing phenomenon is t·.hat DTFs <-~ re being 
used for d ;~t.a m<-~n ;~gemen t., t· hough t. hey were in tended 
for dat·.a exchange. Research g ro ups keep t.hei r data in 
f·iles using o ne of t hese lo r m;~ t.s , and reprogrnm t heir 
tools, or write adaptors, to use the data in that for-
mat . Certain bits of data management capability are 
appearing in the form of cataloging and browsing fa-
cilities for files in a particular Dil' , and even some 
rudimentary ability to query over a collection of DU' 
f·j les on certa in a.t.t ri bu tes . Sorne DTFs a.re being ex-
t·.enderl with a lt.ernat·.ive ac:cess met·.horls. For example , 
recent. versions of netCD F (14] a II ow rec:ord- li ke reads 
anrl wri tes to fil es. 
The question t.hen c:omes, why bother wit.h a DBMS 
rather t han stori ng rlat.a in DTF f·j les? There a re a. 
number of advantages to the latter approach. The 
software for accessing these files is easy to port a nd 
has been widely ported. The link libraries exist for 
la11p;uages of interest, for example, FORTRAN. Si11ce 
the access routines are linked with the application, 
data access calls can read and write data directly from 
and to program structures. Some commercial scien-
tific software is appearing that can access certain DIF 
files directly, and particular DIFs, or schemas within 
DIFs , are bei11g sta11d ardi.,ed in so111e scie11tific do-
maills. Probably most i111porta11t, Dl Fs directly sup-
port structures of i 11terest in scie11tific corn puti ng, such 
as 111ul ti-di mensio11al arrays. 
T he Dl F -file approach to data rna11age111ent is 11ot 
wit hout its drawbacks, though. 'When the number of 
files grows large, a DIF offers no help in managing 
or grouping datasets. Sharing between DIF files is not 
supported t he semantics is strictly copy-in, copy-out, 
wit h no notion of anything like o bject identity between 
files . While DIF files are self-describing, there is no 
extern al schema rnanager, hence 110 support to make 
sure that a particular dataset co11forms to a predefi11ed 
structu re. Query faci li ties are primi tive, if they exist 
at all. The program i11terface to DIFs operate mainly 
at the gra11 ularity of whole fi les, a11d a re not oriented 
to many reads and writes of small pieces of data. Ob-
viously, data management amenities of a DBMS are 
absent: concurrency control, recovery, au thorization. 
In terms of representat ion, DIFs do not support alter-
natives for physical layout of data, nor much in the 
way of auxiliary access paths. 
How should OODRs interact with DIFs? The 111i11-
i111Urn seems utilities for reading and wri t i11g particu-
lar DIF formats, a11d co11verting data elerne11ts to a nd 
from object classes. A more ambitious approach is to 
adapt an OODB to serve as a replacerne11t for a DIF-
file database. It should provide an API that includes 
the current procedural interface, but could go beyond 
that to provide query capabilities and addit ional ac-
cess methods. For t he second approach to be success-
ful , OODBs will need to support ordered types better, 
for every Dl F we have i 11 vesLigateJ contai liS either lists 
or arrays o r both as a data structuring rnecha11is111. 
5 Conclusion 
OODRs a re gain ing use in scient ifi c: da.ta. man-
agement·., but t here is a. g reat d istance between cu r-
rent commercial ottieri ngs and a real sc: ient if·ic: data 
management. system . vVe have lis ted a.reas in whic:h 
OODRs cou lrl be improved to bri ng t hem t·.owa rrls t. he 
idea l. However, we a.re not. sanguine abou t. ma.ny of 
these changes happening. Scient ific data management 
is a small market, despite large data-intensive under-
takings, such as t he Human Genome Project . it is not 
d~a r that a corn mercia) i nv~strn~nt in th~s~ ~xtensious 
could be recouped. 
The best hope is that t he same features will be 
needed for other, larger markets. Ordered types, par-
ticularly time series, have great ut ility for financial 
modeling and management. Support for image data 
will likely b~ rnoti vat~d by h~alth car~ . Databas~ con-
nections to data int~rchange forrnats will be driven by 
docurn~nt 1nanage1nent and manufacturing. DBMSs 
that op~rat~ in parallel ~nviro11111ents will probably b~ 
d r iv~n more by d~cision support than sci~ntific appli-
cations . 
Bambi may never be an equal match to Godzilla, 
but these other areas should add a few steroids to t he 
li tt le fellow's diet. 
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