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ASYMPTOTIC ∗–DISTRIBUTION OF PERMUTED
HAAR UNITARY MATRICES
JAMES A. MINGO, MIHAI POPA, AND KAMIL SZPOJANKOWSKI
Abstract. We study Haar unitary random matrices with permuted entries. For a
sequence of permutations (σN )N , where σN acts onN×N matrices we identify conditions
under which ∗–distribution of permuted Haar unitary matrices UσN
N
is asymptotically
circular and free from not permuted sequence UN . We show that this convergence takes
place in the almost sure sense. Moreover we show that our conditions on the sequence
of permutations are generic in the sense that are almost surely satisfied by a sequence of
random permutations.
1. Introduction
Given an N ×N matrix AN and a bijection σN : {1, . . . , N}
2 → {1, . . . , N}2 we define
a permuted matrix AσNN by [A
σN ]i,j = [A]σN (i,j). In this paper we study in detail permuted
Haar unitary random matrices. We are mostly interested in asymptotic properties of
permuted Haar unitary random matrices form the point of view of non–commutative
probability and in particular free probability.
Random matrices with randomly permuted entries were studied in research literature,
in particular in the context of limiting properties of spectral measure. In [5] the author
studies self-adjoint matrices for which the collection of upper triangular entries forms an
exchangeable family, and shows that for such random matrices, after suitable normaliza-
tion, the empirical distribution of eigenvalues converges weakly in probability to Wigner’s
semicircle law. Of course if we take a uniformly chosen random permutation of any family
of random variables, it becomes exchangeable. Thus results from [5] can be thought of
as random permutations of entries of selfadjoint random matrices, which keep the matrix
Hermitian.
A non-Hermitian version of results from [5] were studied in [1], where the authors
showed, under some technical assumptions, that if entries of a random matrix form an
exchangeable family, then after proper normalization the empirical spectral distribution
converges weakly in probability to the circular law. Again one can interpret this result in
terms of random permutations, where now in contrast to [5] we take a uniformly chosen
permutation of all entries.
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Asymptotic distributions of large random matrices are closely related with free proba-
bility. It is well known in that large, Hermitian, unitarily invariant, independent random
matrices (under some technical assumptions) become asymptotically free (c.f. [24] and
[18] for details). As conjugation with a unitary matrix corresponds to a change of basis,
this could be seen as a statement about matrices with randomly chosen basis of eigenvec-
tors. In this paper we continue another thread where asymptotic freeness emerges in a
surprising way, namely we look at random matrices with permuted entries.
Entry permutations of matrices have been relevant in various areas. The matrix trans-
pose is the standard example of positive but not completely positive maps (see [21]),
partial transposes (see [12, 3, 2]) and the so-called mixing map (see [7, 13]) are used in
quantum information theory. The connection between entry permutations and free inde-
pendence was first established in [15], where it is shown that unitarily invariant random
matrices are asymptotically free from their transposes. Later works address the connec-
tion to free independence in the setting of partial transposes and Wishart random matrices
(see [16] and [17]) or more general permutations and matrices with non-commutative en-
tries (see [9], [10]). Somewhat similar results to the present paper (necessary conditions
for asymptotic freeness, but in the simpler framework of Gaussian random matrices) are
obtained in [22].
In this paper we focus on permutations of Haar unitary random matrices, that is we
consider the normalized Haar measure on the group of N × N unitary matrices. For
each N we take a random Haar unitary matrix UN and a permutation σN of the en-
tries, then we consider the sequence of matrices
(
UσNN
)
N≥1
. We do not study the limiting
spectral distribution as in [5, 1], but we are interested in the limiting, as N → ∞, ∗–
distribution of
(
UσNN
)
N≥1
and limiting joint distribution of the pair
(
UN , U
σN
N
)
N≥1
, seen
as a non–commutative variables in some non–commutative probability space. We review
basic notions of non–commutative probability, such as ∗–distribution and joint distribu-
tion, in Section 2. We identify sufficient condition (C) for the non–random sequence of
permutations (we refer to Notation 4.1 and Definition 4.2, to see the precise formulations)
which allows us to prove the following result.
Theorem 1.1. If (σN)N satisfies (C) then U
σN
N converges in ∗–moments to a circular
element. Moreover sequences (UN )N≥1 and
(
UσNN
)
N≥1
are asymptotically free.
The results above say exactly the following, for any polynomial Q ∈ C〈x, x∗, y, y∗〉 one
has
lim
N→∞
E
1
N
Tr
(
Q
(
UσNN , (U
σN
N )
∗, UN , U
∗
N
))
= ϕ
(
Q(c, c∗, u, u∗)
)
,
where c is a circular element, u is Haar unitary, and moreover c and u are free. We review
circular, Haar unitary, and more general R–diagonal elements in Remark 2.3. The fact
that UN itself converges to u is well known (see [11]).
Moreover we show that the above convergence is in fact not only in expectation but
also with probability one. Thus we prove the following result.
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Theorem 1.2. If (σN )N satisfies (C) then U
σN
N converges almost surely in ∗–moments to
a circular element. Moreover sequences (UN)N≥1 and
(
UσNN
)
N≥1
are asymptotically almost
surely free.
Which notations as above this theorem says precisely that for any polynomial as above
one has
lim
N→∞
1
N
Tr
(
Q
(
UσNN , (U
σN
N )
∗, UN , U
∗
N
))
= ϕ
(
Q(c, c∗, u, u∗)
)
,
where the limit above is almost sure limits.
In the subsequent sections we work with two more general conditions (C1) and (C2),
where property (C1) assures that asymptotic ∗–distribution of the permuted matrix is
circular and (C2) gives freeness between the permuted and the unpermuted matrix. We
show that if a sequence of permutation satisfies (C) then it automatically satisfies both
(C1) and (C2), which justifies reference to the condition (C) in the results above. We
state the precise definitions of conditions of all three conditions in Section 4. Condition
(C) roughly speaking says that there is a relatively small number of pairs of entries which
were in the same row or column, and after permutation σN still are in the same row or
column. Heuristically this condition forces the permutation σN to break the structure of
a unitary matrix.
Next we prove that condition (C) is satisfied almost surely by sequences of random
permutations, chosen uniformly. This result shows that condition (C) is rather generic.
It also shows also that conditions (C1) and (C2) are satisfied almost surely by sequences of
random permutation. This observation together with the results above can be summarized
in the following theorem.
Theorem 1.3. If (σN )N is a sequence of random permutations, chosen uniformly, and
independent from the sequence (UN)N , then U
σN
N converges almost surely in ∗–moments to
a circular element. Moreover sequences (UN)N≥1 and
(
UσNN
)
N≥1
are asymptotically almost
surely free.
In the subsequent sections we consider in fact a more general framework of a tuple of
permutations (σN,1, . . . , σN,k) for k > 0. We identify a condition (C3) (See Definition 4.5)
which concerns pairs of permutations from the k-tuple above, which allows us to prove
the following result
Theorem 1.4. Let k > 0 and (σN,1, . . . , σN,k) be permutations on [N ] × [N ] if for each
k > 0 permutation σN,k satisfies (C) and for each 0 ≤ i, j ≤ k the pair {σN,i, σN,j}
satisfies condition (C3) then the tuple (UN , U
σN,1
N , . . . , , U
σN,k
N ) converges in ∗–moments to
the tuple (u, c1, . . . , ck), where u is a Haar unitary free from {c1, . . . , ck} which is a family
of k free circular elements.
We show that the result above holds in the almost sure sense. We also observe that
condition (C3) is satisfied with probability one by two independent sequences of random
permutations.
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Let us explain here the relation of our work with [1]. In [1] the authors consider random
permutations of some general random matrices with real entries and look at the limiting
spectral distribution. We are concerned only with Haar unitary random matrices (thus
with complex entries), and study the asymptotic behaviour of ∗–moments. Of course in
view of results from [1] it is expected that the asymptotic ∗–distribution will be the one
of circular element, moreover one has that the Brown measure of the circular element
equals the circular law (see [8]). However spectral convergence is not continuous in the
topology of convergence of ∗–moments (for a discussion about this we refer to [23]).
Moreover the results of [1] apply to sequences of uniformly random permutations, while
we identify conditions for non–random sequences, which are satisfied almost surely by
random sequences of permutations.
We take advantage of the explicit form of our conditions and we identify several classes
of permutations which satisfy conditions (C1) and (C2) and are inspired by ones ap-
pearing in the quantum information theory literature. Thus we believe that our result
will be of some interest for the quantum information community. In Example 5.1 we
show that partial transposes with growing size of blocks and at the same time growing
number of blocks satisfies our conditions. We show (see Example 5.2) that the mixing
map from [13] and [7] is another example of a sequence of permutations which satisfies
our conditions. A different situation, addressed in Example 5.3, is the case of partial
transposes with fixed number of blocks, equal say n = d2, for some d > 0. This is an
example of a sequence which does not satisfy property (C1); we determine its asymptotic
∗–distribution as 1
d
(u1 + . . .+ ud2), where u1, . . . , ud2 are free Haar unitaries. Yet, we still
have asymptotic free independence from the initial (un-permuted) Haar unitary. Table 1
summarizes results of Section 5, it contains a list of permutation together with indication
if a given permutation satisfies (C1) and (C2).
Entry permutation (C1) asymptotic (C2) asymptotic freeness
circular distribution from unpermuted matrix
Identity
Transpose X
Partial transpose
(fixed number of blocks) X
Partial transpose
(number of blocks and size X X
of a block grows to ∞)
Mixing map X X
Table 1. List of entry permutations together with information if they
satisfy (C1) and (C2).
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In the setting of Wishart matrices, partial transposes with a fixed number of blocks
also behave distinctly from the partial transposes with both the number of blocks and
their size growing to infinity. The limit distribution is a rescaled difference of two free
Marchenko-Pastur laws in contrast to a shifted semicircular (see [4], [16]). Moreover there
is no asymptotic free independence from the initial Wishart ensemble, as well as from the
ones permuted via partial transposes with growing both size and number of blocks, as
shown in [16].
Besides Introduction this paper has 6 more sections. In Section 2 we introduce necessary
notions from free probability and discuss the Weingarten calculus from [6]. Section 3 is
devoted to the study of asymptotic behaviour of some integrals on the unitary group.
In Section 4 we prove Theorem 1.1. In Section 5 we discuss examples of deterministic
permutations which satisfy our assumptions (C1) and (C2) and the example of partial
transpose with fixed number of blocks. Section 6 is devoted for the proof of Theorem
1.2. In Section 7 we show that conditions (C) and (C3) are satisfied almost surely by
sequences of random permutations, thus it proves Theorem 1.3.
2. Background and notation
In this section we introduce briefly the main tools which we use in the present paper.
We focus first on non-crossing partitions and their role in free probability next we discuss
Weingarten calculus together with its reformulation, which will be necessary in subsequent
sections.
2.1. Non-crossing partitions and free cumulants.
Definition 2.1.
(1) For a positive integer n we denote by [n] the ordered set {1, . . . , n}. A partition
π of [n] is a collection of non-empty, pair-wise disjoint subsets B1, . . . , Bk ⊆ [n]
such that
⋃k
j=1Bj = [n]. The subsets Bj for j = 1, . . . , k are called blocks of π,
the number of blocks in π is called the size of π and is denoted by |π|, i.e. we have
|π| = k.
The family of all partitions of [n] is denoted by P(n).
(2) We say that π ∈ P(n) is a non-crossing partition if whenever B1, B2 are blocks
of π such that i1, i2 ∈ B1 and j1, j2 ∈ B2 for some i1 < j1 < i2 < j2 ≤ n, then
B1 = B2. The family of all non-crossing partitions of [n] is denoted by NC(n).
It is well known that the number of non-crossing partitions in NC(n) is equal to
the n-th Catalan number Catn =
1
n+1
(
2n
n
)
, for n ≥ 1. The set of non-crossing
partitions on [2n] with the property that every block has exactly two elements is
denoted by NC2(2n).
(3) If every block of a partition π ∈ P(2n) has exactly two elements, we call such parti-
tion a pairing and we denote by P2(2n) the set of all pair partitions on {1, . . . , 2n}.
Sometimes we will identify π ∈ P2(2n) with a permutation in S2n, where each block
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of π becomes a cycle of the permutation. Such permutation has the property that
π2 = e, where e is the identity permutation in S2n.
Next we recall definitions of free cumulant functionals related to non-crossing partitions
which play very important role in free probability (cf. [20], Lectures 9 and 10).
Definition 2.2. For every n ≥ 1 free cumulant functional κn : A
n → C is defined
recursively through equations (valid for all m ≥ 1 and all m-tuples (a1, a2, . . . , am) ∈ A
m):
ϕ(a1 · · ·am) =
∑
π∈NC(m)
κπ(a1, . . . , am),
where for π = {B1, . . . , Bk} ∈ NC(m) we denote
κπ(a1, . . . , am) =
k∏
j=1
κ|Bj |
(
ai; i ∈ Bj
)
.
It turns out that freeness can be characterized in terms of free cumulants as follows
[20, Theorem 11.16]: random variables X, Y are free if κk (Z1, Z2, . . . , Zn) = 0 whenever
n ≥ 2, each Zj ∈ {X, Y }, for j = 1, . . . , n and there are 1 ≤ l, k ≤ n such that Zl 6= Zk.
In this paper we will deal mainly with two types of non-selfadjoint non-commutative
random variables: Haar unitary and circular elements. They are both examples of a more
general and important family of so called R–diagonal elements, introduced in [19].
Remark 2.3.
(1) Fix a non-commutative probability space (A, ϕ) and consider related free cumu-
lants functionals (κn)n≥1. We say that a non-selfadjoint element a ∈ A is an
R–diagonal element if for κn(a
ǫ1, . . . , aǫn) 6= 0 only when n is even and ǫ1 6= ǫ2 6=
. . . 6= ǫn. In other words only even length, alternating cumulants in {a, a
∗} are
non-zero.
(2) For n ≥ 1 denote by αn = κ2n(a, a
∗, . . . , a, a∗) and βn = κ2n(a
∗, . . . , a, a∗, a), the
sequences (αn)n≥1 and (βn)n≥1 are called the determining sequences of the R–
diagonal element a. We will consider only non–commutative probability spaces
where ϕ is trace, in such case αn = βn for n ≥ 1.
(3) Two canonical examples of R-diagonal elements are mentioned above circular el-
ement and Haar unitary. For a circular element c one has κ2(c, c
∗) = κ2(c
∗, c) = 1
and all other joint free cumulants vanish. If u is a Haar unitary, then is a uni-
tary i.e. uu∗ = u∗u = 1 and ϕ(uk) = 0 for all k ∈ Z \ {0}. One can also
find the determining sequence for Haar unitary element, for each n ≥ 1 one has
κ2n(u, u
∗, . . . , u, u∗) = κ2n(u
∗, u, . . . , u∗, u) = (−1)n−1Catn−1.
2.2. Unitary Weingarten calculus. We first recall the result from [6] which we need
to state in a form more suitable for our purposes.
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Remark 2.4. If U = [ui,j]1≤i,j≤N is an N ×N Haar unitary matrix then
E
(
ui1,j1ui2,j2 · · ·uin,jnui′1,j′1 ui′2,j′2 · · ·ui′n,j′n
)
(1)
=
∑
σ,τ∈Sn
( n∏
k=1
δik ,i′σ(k)δjk,j
′
τ(k)
)
WgU(σ−1τ, N),
Where WgU : Sn × N → R is the unitary Weingarten function.
We will not need the exact values of the Weingarten function, we will be interested
in its asymptotics. Again from [6] we have that for σ ∈ Sn with cycle decomposition
σ = c1 · · · c#σ
WgU(σ,N) = N−2n+#σ
#σ∏
i=1
(−1)|Ci|−1Cat|ci|−1 +O(N
−2n+#σ−2)

For our purposes it is more convenient to keep track of which indices of u’s are set to
be equal to which indices of u’s using pairings, instead of permutations, in the following
remark we explain how one can do that.
Remark 2.5. Consider the set P2,sep(2n) = {p ∈ P2(2n); p(t) ≥ n for t = 1, 2, . . . , n}. It
is immediate to see that P2,sep(2n) is in bijection with Sn, the bijection Ψ : Sn → P2,sep
is given by Ψ(σ) = p if and only if p(t) = n+ σ(t) for t = 1, . . . , n.
With σ, τ ∈ Sn, denote Ψ(τ) = p and Ψ(σ) = q, then one has
E
(
ur1,l1ur2,l2 · · ·urn,lnurn+1,ln+1 · · ·ur2n,l2n
)
=
∑
p,q∈P2,sep(2n)
( n∏
k=1
δrk,rp(k)δlk ,lq(k)
)
WgU(σ−1τ, N),
Consider now permutations σ, τ ∈ Sn, denote Ψ(τ) = p and Ψ(σ) = q and consider
similarly as in Weingarten function the permutation σ−1τ , we define a partition πp,q as
follows: for each cycle (l1, . . . , lt) in σ
−1τ the we set {l1, p(l1), l2, p(l2) . . . , } to be a block
πp,q. Equivalently viewing p, q as a permutations, where each block forms a cycle of length
2, it is immediate to see that q(l2k) = p(l2k−1) and p(lt) = q(l1), indeed the first equation
implies that σ(l2k) = τ(l2k−1), hence l2k = σ
−1τ(l2k−1). Observe that all block of πp,q are
sure to have even number of elements. Thus one can define πp,q as a partition on [2n]
with blocks {a1, . . . , a2m} for some m = 1, 2, . . . , n defined as
a2 = p(a1), a3 = q(a2), a4 = p(a2), . . . , a1 = q(am).(2)
For example take σ = (1)(2, 3) and τ = (1, 2, 3) then σ−1τ = (1, 3)(2) and we have
πp,q = {{1, 3, 4, 5}{2, 5}}
Since the value of the Weingarten function is constant on conjugacy classes (see [6] for
details), it depends only on the number and length of cycles in σ−1τ . This information is
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contained in πp,q. Denoting ΦN (p, q) = Wg
U(σ−1τ, N) with p = Ψ(τ) and q = Ψ(σ) we
can write
E
(
ur1,l1ur2,l2 . . . urn,lnurn+1,ln+1 . . . ur2n,l2n
)
=
∑
p,q∈P2,sep(2n)
( n∏
k=1
δrk,rp(k)δlk,lq(k)
)
ΦN(p, q)(3)
where ΦN (p, q) has asymptotic behaviour
ΦN(p, q) = N
−2n+|πp,q|
|πp,q|∏
i=1
(−1)
|Bi|
2
−1Cat |Bi|
2
−1
+O(N−2n+|πp,q|−2),
where πp,q = {B1, . . . , B|πp,q|}. 
We need a reformulation of the formula (3) in which elements coming from the matrix
U and U∗ are not ordered such that all “bars” are on the right. In principle this always
can be trivially done, as this are commutative random variables, however to have a good
control of the formulas we carefully introduce here how this can be done.
Remark 2.6. We are interested in formula for
E
(
u
ǫ(1)
i1,j1
u
ǫ(2)
i2,j2
· · ·u
ǫ(2n)
i2n,j2n
)
,(4)
where ǫ ∈ {1, ∗}n. We denote u∗i,j = ui,j and u
1
i,j = ui,j. In view of (1) we are only
interested in such sequences ǫ for which 1 and ∗ appear exactly n times. Define
γ(s) =
{
|{t ≤ s; ǫ(t) = 1}| if ǫ(s) = 1,
n + |{t ≤ s; ǫ(t) = ∗}| if ǫ(s) = ∗.
It is straightforward to see that with (rt, lt) = (iγ−1(t), jγ−1(t)) for t = 1, . . . , 2n integral (4)
equals
E
(
ur1,l1ur2,l2 . . . urn,lnurn+1,ln+1 . . . ur2n,l2n
)
,
Defining (r′t, l
′
t) = (rn+t, ln+t) for t = 1, . . . , n we arrive at the form of the integral as in
(1). 
Remark 2.7. We will consider pairings from P2,sep(2n) conjugated with γ and denote
Pǫ2(2n) = {γ
−1pγ; p ∈ P2,sep(2n)}. Then one can see that
E
(
u
ǫ(1)
i1,j1
u
ǫ(2)
i2,j2
· · ·u
ǫ(2n)
i2n,j2n
)
=
∑
p,q∈Pǫ2,sep(2n)
( n∏
k=1
δik ,ip(k)δjk,jq(k)
)
Φ(γpγ−1, γqγ−1)
It is immediate that if we define as in (2) for p, q ∈ Pǫ2(2n) the partition πp,q has the same
structure of blocks as πγpγ−1,γqγ−1, thus abusing a bit the notation we can write
E
(
u
ǫ(1)
i1,j1
u
ǫ(2)
i2,j2
· · ·u
ǫ(2n)
i2n,j2n
)
=
∑
p,q∈Pǫ2,sep(2n)
( n∏
k=1
δik,ip(k)δjk,jq(k)
)
Φ(p, q),
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where for p, q ∈ Pǫ2,sep(2n),
ΦN(p, q) = N
−2n+|πp,q|
|πp,q|∏
i=1
(−1)
|Bi|
2
−1Cat |Bi|
2
−1
+O(N−2n+|πp,q|−2),
where πp,q is defined via (2) and πp,q = {B1, . . . , B|πp,q|}. 
3. Integrals of permuted Haar unitary random matrices
Let UN be an N×N random Haar unitary matrix. As we mentioned in the introduction
we will work with its permuted copies. Let us fix N, n ∈ N, and fix σ1,N , . . . , σ2n,N ∈
S
(
[N ]2
)
, then for k = 1, 2, . . . , 2n matrix U
σk,N
N is defined as
[
U
σk,N
N
]
i,j
= [UN ]σk,N (i,j). In
order to make the formulas more transparent we suppress N in most of the notation we
use, and write σk instead of σk,N , for k = 1, . . . , k. Similarly we shall write U for UN . One
should keep in mind that we work with several permutations of the same matrix UN .
Our main goal in this section is to understand the asymptotic behaviour of integrals of
the type
E ◦ tr
(
U (σ1,ε1)U (σ2,ε2) · · ·U (σ2n ,ε2n)
)
where εs ∈ {1, ∗}, i.e. εs = ε(s) for some map ε : {1, 2, . . . , 2n} → {1, ∗}, and
U (σs ,εs) =
{
Uσs if εs = 1,(
Uσs
)∗
if εs = ∗.
First we will rewrite the above integral in a form which allows to use Weingarten calculus.
Observe that by Weingarten calculus reviewed in the previous section, all integrals with
odd number of products are sure to be zero, similarly we need to have equal number of
∗’s and 1’s.
Developing the trace we get
E ◦ tr
(
U (σ1,ε1)U (σ2,ε2) · · ·U (σn,ε2n)
)
=
N∑
i1,...,i2n=1
1
N
E
([
U (σ1,ε1)
]
i1,i2
· · ·
[
U (σ2n ,ε2n)
]
i2n,i1
)
,(5)
where
[
U (σs ,εs)
]
k,l
=

[Uσs ]k,l = uσs(k,l) if εs = 1
[Uσs ]l,k = uσs(l,k) if εs = ∗,
for s = 1, . . . , 2n.
We need to introduce another bit of notation, for s = 1, . . . , 2n we will write[
U (σs,εs)
]
k,l
= u
(εs)
σs◦εs(k,l)
,
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where
a(εs) =
{
a if εs = 1,
a if εs = ∗
and
εs(i, j) =
{
(i, j) if εs = 1,
(j, i) if εs = ∗
Continuing the equation (5) we get
N∑
i1,...,i2n=1
1
N
E
(
u
(ε1)
σ1◦ε1(i1,i2)
· · ·u
(ε2n)
σ2n◦ε2n(i2n,i1)
)
(6)
=
N∑
i1,...,i2n∈{1,...,N},
j1,...,j2n∈{1,...,N},
jk=ik+1 for k=1,...,2n−1,
j2n=i1
1
N
E
(
u
(ε1)
σ1◦ε1(i1,j1)
· · ·u
(ε2n)
σ2n◦ε2n(i2n,j2n)
)
.
Denoting (km, lm) = σm ◦ εm(im, jm) for m = 1, 2, . . . , 2n we rewrite (6) as
N∑
i1,...,i2n∈{1,...,N},
j1,...,j2n∈{1,...,N},
jk=ik+1 for k=1,...,2n−1,
j2n=i1
1
N
E
(
u
(ε1)
k1,l1
· · ·u
(ε2n)
k2n,l2n
)
.
With this notations as in Remark 2.6 we have
E ◦ tr
(
U (σ1,ε1)U (σ2,ε2) · · ·U (σ2n,ε2n)
)
=
∑
p,q∈Pε2(2n)
VN(p, q)(7)
where
VN(p, q) = ΦN (p, q) ·
1
N
|A
(p,q)
N |,
and A
(p,q)
N is the set
A
(p,q)
N =
{
(i1, j1, . . . , i2n, j2n) ∈ [N ]
4n : i1 = j2n, is+1 = js for each s ∈ [2n− 1],
and ks = kp(s), ls = lq(s), for each s ∈ [2n]
}
and ΦN(p, q) is the value of the unitary Weingarten function as reviewed in Remark 2.6.
Although we do not write this explicitly VN (p, q) depends also on both the sequences
(σs)s=1,...,2n and (εs)s=1,...,2n. In the remaining part of this section we will study the
asymptotic behavior of the quantity V
(p,q)
N .
We summarize the main results of this section in the Proposition below. Next we spend
most of this section on proving it.
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Proposition 3.1. Fix n > 0, and sequences (σs)s=1,2,...,2n, (εs)s=1,2,...,2n then:
1o For any p, q ∈ Pε2 we have VN(p, q) = O(1) as N →∞.
2o If p, q ∈ P ǫ2(n) are such that lim
N→∞
VN (p, q) 6= 0 then for any block of πp,q of the form
{a1, a2, . . . , am} where a1 < a2 < · · · < am, we have that for each s ∈ [m],
{p(as), q(as)} = {as−1, as+1},(8)
where we identify am+1 = a1. In particular εas 6= εas+1 for all s = 1, 2, . . . , m.
3o If πp,q is crossing then lim
N→∞
VN(p, q) = 0.
Before we proceed with proofs of all parts of the above Proposition we need to prove a
technical lemma, for which we need additional notation.
For S ⊆ {1, . . . , 2n} define
A
(p,q)
N (S) = {(is, js)s∈S; there exists (ir, jr)r /∈S such that (i1, j1, . . . , i2n, j2n) ∈ A
(p,q)
N },
F
(p,q)
N (S) = |A
(p,q)
N (S)|.
That is for a fixed subset S of [2n] the number F
(p,q)
N (S) counts the subsequences with
indices picked according to the set S, that can be continued to a full sequence in A
(p,q)
N . We
will write A
(p,q)
N (m) and F
(p,q)
N (m) for A
(p,q)
N ([m]) and F
(p,q)
N ([m]) respectively. Obviously
we have A
(p,q)
N (2n) = A
(p,q)
N .
Lemma 3.2. With the notations above, we have that:
(1) If m ∈ S, then
F
(p,q)
N (S ∪ {m+ 1}) ≤ NF
(p,q)
N (S)
F
(p,q)
N (S ∪ {m− 1}) ≤ NF
(p,q)
N (S).
(2) If B is a block of πp,q, m ∈ B and B \ {m} ⊆ S, then
F
(p,q)
N (S ∪ {m}) = F
(p,q)
N (S).
(3) If m,m′ ≥ 1 are such that m+m′ ≤ 2n, then
F
(p,q)
N (m+m
′) ≤ F
(p,q)
N (m)N
m′−|{B∈πp,q: m<max(B)≤m+m′}|.
where max(S) denotes the largest element of the set S.
(4) If S is an interval, that is for some s,m > 0 it is of the form S = {s, s+1, . . . , s+
m} and moreover we have
F
(p,q)
N (S) = o
(
N |S|+1−|{B∈πp,q: B⊆S}|
)
(9)
then F
(p,q)
N (2n) = o(N
2n+1−|πp,q|)
Proof. For part (1), if m ∈ S, then im, jm ∈ A
(p,q)
N (S) so in order to extend the sequence to
A
(p,q)
N (S∪{m+1}), at most we need to add im+1 and jm+1. Since im+1 = jm by definition
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of A
(p,q)
N , we have at most N choices for jm+1. The argument for the second inequality is
analogous.
For part (2), we have that (im, jm) = (σm ◦ εm)
−1(km, lm). Since m ∈ B, there exist
some a, b ∈ B \ {m} such that m = p(a) = q(b), so km = ka and lm = lb. Hence (im, jm)
is uniquely determined by
{
(ks, ls) : s ∈ B \ {m}
}
, hence by
{
(is, js) : s ∈ S
}
.
For part (3), it suffices to prove the result for m′ = 1 and the general case will follow
by iteration. Denote by B1 the block of πp,q that contains m+ 1. If m + 1 is the largest
element in B1 then {B ∈ πp,q : m < max(B) ≤ m+ 1} = B1 and B1 \ {m+ 1} ⊆ [m]. So
part (2) gives
F
(p,q)
N (m+ 1) = F
(p,q)
N ([m] ∪ {m+ 1}) = F
(p,q)
N (m)
= F
(p,q)
N (m) ·N
1−|{Bπp,q :m<max(B)≤m+1}|.
If m+ 1 is not the largest element in B1, then {B ∈ πp,q : m < max(B) ≤ m+ 1} = ∅
and part (1) gives
F
(p,q)
N (m+ 1) = F
(p,q)
N ([m] ∪ {m+ 1}) ≤ F
(p,q)
N (m) ·N
1−|{B∈πp,q :m<max(B)≤m+1}|.
Proof of Part (4), we will expand the interval by adding one element such that the new
set is still an interval. Thus we define S ′ = S ∪ {m} or S ′ = S ∪ {s +m + 1}. We shall
show that inequality (9) holds for S ′, then iteration until we reach full interval [2n] will
show (4).
Assume that S ′ = S ∪ {m}, the case S ′ = S ∪ {s +m + 1} is similar. Then we have
two possible cases:
• |{B ∈ πp,q : B ⊆ S
′}| = |{B ∈ πp,q : B ⊆ S}|+ 1 and of course |S
′| = |S|+ 1, so
there is a block containing m which is a subset of S ′. Then by (2) of this lemma
we have F
(p,q)
N (S
′) = F
(p,q)
N (S) and (9) is satisfied.
• |{B ∈ πp,q : B ⊆ S
′}| = |{B ∈ πp,q : B ⊆ S}| and |S
′| = |S|+ 1 and (9) follows
form point (1) of the lemma.

Proof of 1o of Proposition 3.1. Since F (p,q)N (1) ≤ N
2, the inequality from Lemma 3.2(3)
also gives that for 1 ≤ m ≤ n,
F
(p,q)
N (m) ≤ N
m+1−|{B∈πp,q : max(B)≤m}|.(10)
In particular, F
(p,q)
N ≤ N
n+1−|πp,q|. On the other hand, V
(p,q)
N =
1
N
ΦN (p, q)F
(p,q)
N and
ΦN (p, q) = O(N
−n+|πp,q|).

Next we proceed with a proof of (2) of Proposition 3.1. For convenience we state it as
a lemma.
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Lemma 3.3. Suppose that p, q ∈ P ǫ2(n) are such that lim
N→∞
VN (p, q) 6= 0 and that πp,q
has the block (a1, a2, . . . , am) with a1 < a2 < · · · < am. Then, with the identification
am+1 = a1, we have that for each s ∈ [m],
{p(as), q(as)} = {as−1, as+1}.(11)
In particular εas 6= εas+1 for all s = 1, 2, . . . , m.
Proof. First, remark that (11) is equivalent to each s ∈ [m] satisfies the following property
(again, we identify am+1 = a1 ):
as+1 ∈ {p(as), q(as).}(12)
That (11) implies ( 12) is obvious. For the converse, if as = p(as−1), then, since p is a
pairing, p(as) = as− 1. Then, since as+1 ∈ {p(as), q(as)}, we get as+1 = q(as) , that is
(12). The case as = q(as−1) is similar.
To prove relation (12), suppose that is not satisfied by some t ∈ [m]. Via a circular
permutation, we can suppose that 2n = at+1. Since (12) does not hold true for t, we get
that both p(at) and q(at) are strictly less than at. Then (10) gives that
F
(p,q)
N (at − 1) ≤ N
at−|{B∈πp,q: max(B)≤at−1}|.
Since kat = kp(at) and lat = lq(at) and p(at), q(at) < at, we have that (iat , jat) is uniquely
determined by {(is, js) : s < at}, i.e. F
(p,q)
N (at) = F
(p,q)
N (at − 1).
Furthermore, Lemma 3.2(3) gives
F
(p,q)
N (2n) ≤ F
(p,q)
N (at) ·N
2n−at−|{B∈πp,q: at<max(B)<2n}|
≤ Nat−|{B∈πp,q: max(B)≤at−1}| ·N2n−at−|{B∈πp,q: at<max(B)≤2n}|
≤ N2n−|{B∈πp,q : max(B)6=at}|.
But at+1 = 2n > at, so at is not the largest element in any block of πp,q, therefore
F
(p,q)
N (2n) ≤ N
2n−|πp,q|, hence VN(p, q) = O(N
−1).

Finally we proceed with the proof of 3o from Proposition 3.1.
Lemma 3.4. With the notations as above, if πp,q is crossing then lim
N→∞
VN(p, q) = 0.
Proof. Suppose that πp,q has a crossing (a, b, c, d), i.e. a < b < c < d and there are two
distinct block B1 and B2 of πp,q such that a, c ∈ B1 and b, d ∈ B2. It suffices to show that
F
(p,q)
N (c) ≤ N
c−|{B∈πp,q: max(B)≤c}| = N |[c]|−|{B∈πp,q: B⊆[c]}|(13)
and the conclusion follows from Lemma 3.2(4) with S = [c].
Without loss of generality we can assume that a and c are consecutive elements in B1.
Applying (10) we obtain that
F
(p,q)
N (b− 1) ≤ N
b−|{B∈πp,q : max(B)≤b−1}|.
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Next show that
F
(p,q)
N ([b− 1] ∪ {c}) ≤ N
b+1−|{B∈πp,q : B⊆[b−1]∪{c}}|.(14)
We shall prove (14) by considering two cases. First, suppose that c is the largest element
of the block B1. Since a and c are consecutive elements of B1 and a < b, it follows that
B1 \ {c} ⊆ [b− 1]. and Lemma 3.2(2) gives
F
(p,q)
N ([b− 1] ∪ {c}) = F
(p,q)
N ([b− 1]) ≤ N
b−|{B∈πp,q :B⊆[b−1]}|.
But B1 is the only block of πp,q not contained in [b− 1] and contained in [b− 1] ∪ {c}, so
inequality (14) follows.
Next, suppose that c is not the largest element of B1. Since a and c are assumed to be
consecutive elements in B1, according to Lemma 3.3 we have that c ∈ {p(a), q(a)}.
If c = p(a), then ka = kc. So the sequence (is, js)s≤b−1 uniquely determines kc. There-
fore, for the each sequence (is, js)s≤b−1 ∈ A
(p,q)
N (b − 1) there are at most N couples
(ic, jc) = (σc ◦ εc)
−1(kc, lc) such that (is, js)s∈[b−1]∪{c} ∈ A
(p,q)
N ([b− 1] ∪ {c}). That is
F
(p,q)
N ([b− 1] ∪ {c}) ≤ N · F
(p,q)
N ([b− 1]) ≤ N
b+1−|{b∈πp,q :B∈[b−1]}|
But c is not the largest element of B1, so B1 is not contained in [b − 1] ∪ {c}, therefore
inequality (14) follows from the relation above. The case c = q(a), i. e. la = lc follows
from a similar argument. Thus we proved (14).
Now we are ready to prove (13). Using (14) and applying parts (1) and (2) of Lemma
3.2 for m = c− t and S = [b−1]∪{c− t+1, c− t+2, . . . , c}, where t = 1, 2, . . . , c− b−1,
an induction argument on t gives that
F
(p,q)
N ([c] \ {b}) ≤ N
c−|{B∈πp,q:B∈[c]\{b}}|.(15)
Since ib = jb−1 and jb = ib+1, we have that each tuple (is, js)s∈[c]\{b} from A
(p,q)
N ([c]\{b})
has a unique extension to a tuple from A
(p,q)
N ([c]). Therefore F
(p,q)
N ([c]) = F
(p,q)
N ([c] \ {b})
we know that b is in the same block with d so it is not the last element of any block, hence
(13), follows from (15).

It is useful to note the asymptotics of VN(p, q) for unpermuted matrix, a special choice
of p and q and alternating sequence (εs)s=1,...,2n.
Remark 3.5. Fix n > 0 and set ε1 = 1 and εs 6= εs+1 for all s ≤ 2n− 1. Consider the pair
partitions p0,n, q0,n ∈ P
ε
2 (2n) defined as p0,n(2n) = 1 and p0,n(2t) = 2t + 1 for 1 ≤ t < n,
respectively q0,n(2t) = 2t− 1 for 1 ≤ t ≤ n. Then πp0,n,q0,n has only one cycle, the entire
set [2n], so
Φ(p0,n, q0,n) = N
−2n+1(−1)n−1Catn−1 +O(N
−n−1).
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If, moreover, σs,N = Id for all s ∈ [n], we have that
ks =
{
is if s is odd
js if s is even
, ls =
{
js if s is odd
is if s is even.
Therefore condition on k’s and l’s do not bring any new restrictions and we have
A
(p0,n,q0,n)
N =
{
(i1, j1, . . . , i2n, j2n) ∈ [N ]
4n : i1 = j2n, is+1 = js for each s ∈ [2n− 1]
}
,
thus |A
(p0,n,q0,n)
N | = N
2n. This gives
V
(p0,n,q0,n)
N = (−1)
n−1Catn−1 +O(N
−2).(16)
Observe that from 2.3 we have that alternating cumulants of the length 2n of Haar unitary
element are equal to the limits of V
(p0,n,q0,n)
N , we will use this fact later in the proofs. We
also note that it is well known (see [11]) that in the limiting ∗-distribution of UN the
∗-distribution of a Haar unitary element. 
4. Asymptotic distribution of permuted Haar unitary matrices
In this section we prove Theorem 1.1 from the introduction. We prove separately the
claim about the ∗–distribution of a permuted matrix and the claim about asymptotic
freeness. The two theorems of this section combined give the result announced in the
introduction. We identify conditions on a deterministic sequence (σN)N of permutations
of matrices, under which the sequence
(
UσNN
)
N
of permuted Haar unitary matrices is
with N →∞: (1) asymptotically circularly distributed, (2) asymptotically free from the
unpermuted sequence (UN)N . We state the conditions below. In Sections 6 we shall
show that the the results of this section holds also in the almost sure sense. Moreover in
Section 7 that the conditions for asymptotic circular distribution and asymptotic freeness
are satisfied almost surely by a sequence of random permutations, showing that these are
rather generic and general conditions.
Notation 4.1. For N ≥ 1, let σ and µ be permutations on [N ]× [N ].
1o Define
XN(σ, τ) = |{(i, j, k) such that σ(i, j) ∈ {τ(i, k), τ(k, j)}|.
In particular XN(σ, idN) is the number of elements which do not change row or column
after the permutation σ.
2o Define
ZN(σ) = |
{
(i, j, k, l) ∈ [N ]4 : σ(i, j) =
(
π1 ◦ σ(i, l), π2 ◦ σ(k, j)
)}
|
+ |
{
(i, j, k, l) ∈ [N ]4 : σ(i, j) =
(
π1 ◦ σ(k, j), π2 ◦ σ(i, l)
)}
|.
3o Denote
Y1,N(σ, µ) = |
{
(i, j, k) ∈ [N ]3 : π1 ◦ σ(i, j) ∈ {π1 ◦ µ(i, k), π1 ◦ µ(k, j)}
}
|
Y2,N(σ, µ) = |
{
(i, j, k) ∈ [N ]3 : π2 ◦ σ(i, j) ∈ {π2 ◦ µ(i, k), π2 ◦ µ(k, j)}
}
|
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and
YN(σ, µ) = Y1,N(σ, µ) + Y2,N(σ, µ).
Thus YN(σ, µ) counts the number of elements that were in the same row or column and
permutations σ, µ takes them to the same row or column.
Definition 4.2. Let (σN)N∈N be a sequence of permutations, such that σN ∈ S([N ]
2) for
N ≥ 1. We say that the sequence (σN )N satisfies property:
(C1) if lim
N→∞
ZN(σN)
N4
= 0.
(C2) if lim
N→∞
XN(σN , idN)
N2
= 0.
(C) if lim
N→∞
YN(σN , σN)
N3
= 0.
Remark 4.3. Condition (C) imply both conditions (C1) and (C2).
First, it is straightforward to observe that for any permutation σ of [N ]2 we have
ZN(σ) ≤ NYN(σ, σ). Indeed any tuple (i, j, k) which was counted by YN(σ, σ) will con-
tribute to ZN(σ) and there are at most N ways to choose the fourth element in (i, j, k, l).
Next, if for each i ∈ [N ] we denote
ai = |
{
j ∈ [N ] : π1 ◦ σ(i, j) = i
}
|
bi = |
{
j ∈ [N ] : π2 ◦ σ(j, i) = i
}
|,
we have that Y1,N(σ, σ) ≥
N∑
i=1
a2i and Y2,N(σ, σ) ≥
N∑
i,j=1
b2i , hence
XN(σ, idN) =
N∑
i=1
(ai + bi) ≤
1
N
N∑
i,j=1
a2i + b
2
i ≤
1
N
YN(σ).
In Section 7 we will show that conditions from Definitions 4.2 and 4.5 are almost surely
satisfied by a sequence of random permutations. This remark implies that it is enough
to check that (C) is generic and it follows that so are (C1) and (C2). This observation
justifies also reference to condition (C) in the Introduction.
Remark 4.4. Condition (C2) implies that Y (σs,N , idN) = o(N
3).
Indeed, if σs,N satisfies (C2), then
Y1(σs,N , Id) = |
{
(i, j, k) ∈ [N ]3 : π1 ◦ σs,N(i, j) ∈ {i, k}
}
|
≤|
{
(i, j) ∈ [N ]2 : π1 ◦ σs,N(i, j) = i
}
|+ |
{
(i, j, k) ∈ [N ]3 : k = π1 ◦ σs,N(i, j)
}
|
=o(N2) +N2,
and similar computations hold true also for Y2(σs,N , Id).
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Definition 4.5. Let (σN )N∈N , (τN )N∈N be two sequences of permutations, such that σN , τN ∈
S([N ]2) for N ≥ 1. We say that the pair of sequences (σN )N , (τN)N satisfy property (C3)
if
lim
N→∞
YN(σN , τN )
N3
= 0.
and
lim
N→∞
XN(σN , τN )
N2
= 0.
The next theorem proves the first claim of Theorem 1.1. Observe that it is enough to
consider any monomial in UσNN and
(
UσNN
)∗
instead of a general polynomial.
Theorem 4.6. If (σN )N satisfies (C1), then U
σN
N is asymptotically circularly distributed
with variance 1.
Proof. Fix n ∈ N and ε : [2n]→ {1, ∗} and denote
NCε2(2n) =
{
π ∈ NC2(2n) such that επ(s) 6= εs for all s ∈ [2n]
}
.
It suffices to show that
lim
N→∞
E ◦ tr
(
(UσNN )
ε(1)(UσNN )
ε(2) · · · (UσNN )
ε(2n)
)
= |NCε2(2n)|,(17)
and the conclusion follows because these are the ∗-moments of circular operator of variance
1.
According to Lemma 3.4, we have that
lim
N→∞
E ◦ tr
(
(UσNN )
ε(1)(UσNN )
ε(2) · · · (UσNN )
ε(2n)
)
=
∑
p,q∈Pε2 (2n)
πp,q is non-crossing
lim
N→∞
VN (p, q),(18)
so it suffices to show the equality of the right-hand terms from (17) and (18).
From the construction of the partition πp,q, we have that (a, b) is a block of length 2 in
πp,q if and only if p(a) = q(a) = b. So πp,q ∈ NC
ε
2(2n) if and only if p = q. Conversely,
given π ∈ NCε2(2n), taking p = q = π gives that πp,q = p = π. Hence it suffices to show
that condition (C1) implies that lim
N→∞
VN(p, q) = 0 unless p = q.
We shall prove the statement above by induction on n. For n = 1 the property is trivial.
Fix n ≥ 2 and suppose that p, q ∈ P ε2 (2n) are such that lim
N→∞
VN (p, q) 6= 0. From Lemma
3.4, the partition πp,q is then non-crossing, hence (see, for example [20, Remark 9.2.2]) it
has a block of the form (a, a+1, a+2, . . . , a+m). Then, via a cyclic permutation on the
set [2n], we can suppose that (1, 2, . . . , m) is a block in πp,q.
We shall show that condition (C1) implies that if p, q are such that πp,q has a block
with more than two elements then VN(p, q) → 0 as N → ∞. Suppose first that m > 2.
Since m is even, we have that m ≥ 4; moreover, Lemma 3.3 gives that ε(s) 6= ε(s+1) for
all s ∈ [m−1]. Therefore there exists s ∈ {1, . . . , m−1} such that ε(s−1) = ε(s+1) = 1
18 J. A. MINGO, M. POPA, AND K. SZPOJANKOWSKI
and ε(s) = ∗, that is (ks−1, ls−1) = σN(is−1, js−1), (ks, ls) = σN(js, is) and (ks+1, ls+1) =
σN (is+1, js+1).
Denote i := js = is+1, j := js−1 = is, k := is−1 and l := js+1. Lemma 3.3 gives also
that {p(s), q(s)} = {s− 1, s+ 1}. Consider two cases:
• If (p(s), q(s)) = (s− 1, s+ 1), then ks = ks−1 and ls = ls+1, so
F
(p,q)
N ({s, s− 1, s+ 1}) ≤ |
{
(i, j, k, l) : σN (i, j) = (ks, ls) =
(
π1 ◦ σN(k, j), π2 ◦ σN(i, l)
)}
|
and (C1) gives that F
(p,q)
N ({s, s− 1, s+ 1}) = o(N
4) hence Lemma 3.2(4) implies
that lim
N→∞
VN(p, q) = 0.
• Similarly, if (p(s), q(s)) = (s+ 1, s− 1), then ks = ks+1 and ls = ls−1, therefore
F
(p,q)
N ({s, s− 1, s+ 1}) ≤ |
{
(i, j, k, l) : σN (i, j) = (ks, ls) =
(
π1 ◦ σN(i, l), π2 ◦ σN (k, j)
)}
|
and again condition (C1) and Lemma 3.2(4) imply that lim
N→∞
VN(p, q) = 0.
The only case remaining is m = 2. then (k1, l1) = (k2, l2) and, since ε1 = ε2 ◦ ∗, we
have that
(i1, i2) =
(
σN ◦ ε1
)−1
(k1, l1) = ∗ ◦ ε
−1
2 ◦ σ
−1
N (k1, l1) = ∗(i2, i3)
that is i1 = i3. Finally we apply the induction hypothesis to the partitions obtained by
removing the block (1, 2) from πp,q and the conclusion follows. 
Remark 4.7. The proof of Theorem 4.6 above does not use that σs,N = σN for s > m. In
fact, we have proved a more general technical result from below, which we shall use later
in this section.
Suppose that
(
σN
)
N
is a sequence of permutations that satisfies condition (C1) and that
σs,N = σN for all s ∈ [m]. Suppose also that p, q ∈ P
ε
2 (n) are such that [m] = {1, 2, . . . , m}
is a block of πp,q, i.e. πp,q is the juxtaposition [m] ⊕ τ of the block [m] and of τ , some
partition on [n] \ [m]. Then:
(i) If m > 2 then VN(p, q) = 0.
(ii) If m = 2, then p(1) = q(1) = 2 and
lim
N→∞
VN(p, q) = lim
N→∞
VN(p˜, q˜)
where p˜ and q˜ are the restrictions of p, respectively q to the set {3, 4, . . . , n}. 
The next Theorem gives a sufficient condition on the sequence
(
σN
)
N
such that UN and
UσNN are asymptotically free. For the proof, we shall need the following technical result.
Lemma 4.8. Let p, q ∈ P ε2 (n) be such that [m] = {1, 2, . . . , m} is a block of πp,q. Suppose
also that lim
N→∞
VN(p, q) 6= 0 and that there exists s ∈ {2, . . . , m} such that σs−1 = σs = Id.
We have then:
(i) if εs = 1, then s = p(s− 1) and is = ks−1 = ks;
(ii) if εs = ∗, then s = q(s− 1) and is = ls−1 = ls.
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Proof. If m = 2, the result is trivial.
Suppose that m > 2 and εs = 1. Lemma 3.3 gives that εs−1 = ∗. So ls = is+1,
ls−1 = is−1 and ks = ks−1 = is.
If s 6= p(s− 1), applying again Lemma 3.3, we obtain s = q(s− 1), i.e. ls = ls−1 which
in turn implies that is−1 = is+1, so F
(p,q)
N
(
{s − 1, s}
)
≤ N2 and the result follows from
Lemma 3.2 (4).
The case εs = ∗ is similar. 
The next theorem proves the second claim of Theorem 1.1 and Theorem 1.4, again it
is enough to consider monomials as by linearity we get the claim for any polynomial.
Theorem 4.9. Let
{(
σt,N
)
N>0
: 1 ≤ t ≤ r
}
be a family of r sequences of permutations
such that each
(
σt,N
)
N>0
satisfies conditions (C1) and (C2) then (UN)N is asymptotically
free from the family
{(
U
σs,N
N
)
N
: 1 ≤ s ≤ r
}
.
Moreover if each pair (σs,N), (σt,N ) for 1 ≤ s 6= t ≤ r, satisfies (C3) then
{(
U
σs,N
N
)
N
:
1 ≤ s ≤ r
}
forms a family of asymptotically free random matrices.
Before proceeding with the proof, we will make the following remark.
Remark 4.10. Conditions (C1) and (C2) are sufficient, but not necessary for the as-
ymptotic free independence of UN and U
σN
N . Example 5.3 from next section describes a
sequence (σN )N which does not verify (C1) but asymptotic free independence still holds.
An example of sequence of permutations not verifying (C2) but asymptotic free indepen-
dence still holding true is given by each σN sifting circularly the i-th row of a matrix by
i− 1 to the right, i.e. σN (i, j) =
(
i, j + i− 1( mod N)
)
.
Proof of Theorem 4.9. Let n be a positive integer, ε : [n] → {1, ∗} and θ : [n] →
{idN , σ1,N , . . . , σr,N}. From (7) on page 10, we have that
E ◦ tr
(
U (θ1,ε1)U (θ2,ε2) · · ·U (θn,εn)
)
=
∑
p,q∈P ε2 (n)
VN(p, q).
If πp,q is crossing, then by Lemma 3.4, we have that lim
N→∞
VN(p, q) = 0. So the equation
above becomes
lim
N→∞
E ◦ tr
(
U (θ1,ε1)U (θ2,ε2) · · ·U (θn,εn)
)
=
∑
p,q∈P ε2 (n)
πp,q non-crossing
lim
N→∞
VN (p, q)(19)
Consider (A, ϕ) a non-commutative probability space containing the ∗-free r + 1-tuple
{x0, x1, . . . , xr} with x0 a Haar unitary and x1, . . . , xn a circular elements of variance 1.
For τ ∈ {idN , σ1,N , . . . , σn,N} and η ∈ {∗, 1}, denote
x(τ,η) =

x0 if (τ, η) = (idN , 1)
x∗0 if (τ, η) = (idN , ∗)
xs if (τ, η) = (σs,N , 1)
x∗s if (τ, η) = (σs,N , ∗).
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With the assumption that the range of θ contains idN only if each
(
σs,N)N satisfies
condition (C1), it suffices to show that for each ω non-crossing partition on [n],
lim
N→∞
∑
p,q∈P ε2 (n)
πp,q=ω
VN (p, q) = κω
[
x(θ1,ε1), x(θ2,ε2), · · · , x(θn,εn)
]
.(20)
Fix ω ∈ NC(n) as above. Then ω has a block with consecutive elements (see [20,
Remark 9.2.2]) and via a cyclic permutation, we may suppose that this block is [m] =
(1, 2, . . . , m). Then ω can be written as the juxtaposition ω1 ∪ ω2 where ω1 consists of
the single block [m] and ω2 is a non-crossing partition of the set {m + 1, . . . , n}. Let us
denote by ε˜ the restriction on ε to the set [n] \ [m], if we can show that
lim
N→∞
∑
p,q∈P ε2 (n)
πp,q=ω
VN (p, q) = κm
(
x(θ1,ε1), x(θ2,ε2), . . . , x(θm,εm)
)
· lim
N→∞
∑
p,q∈P ε˜2 (n−m)
πp,q=τ
VN(p, q)(21)
then the result will follow by induction on the number of blocks of ω.
If m is odd, then the left hand side of (21) trivially vanishes as there are no p, q ∈ P ε2 (n)
such that πp,q has blocks of even length. Moreover, from Lemma 3.3, the left hand side
also vanishes if ε is not alternating on [m], i.e. εs 6= εs+1 for all s ∈ [m− 1]. Let us show
that is either of these conditions holds then the right hand side of (21) also vanishes. If θ
is not constant on [m], the right hand side vanishes from the assumed ∗-free independence
of the set {x0, x1, . . . , xr}, and if θ is constant on [m] but ε is not alternating on [m] then
the right hand side vanishes from the fact that circular operators and Haar unitaries are
R-diagonal (i.e. only their alternating free cumulants of even order may be different from
zero, see for example [20, Lect. 15]). It suffices then to prove the equality in (21) under
the additional assumptions that m is even and εs 6= εs+1 for all s ∈ [m− 1].
Suppose that θ is not constant on the set [m], we shall show next that the left hand
side of equation (21) also vanishes.
If m = 2, then
F
(p,q)
N (2) ≤ |{(i1, i2, i3) ∈ [N ]
3 : θ1 ◦ ε1(i1, i2) = θ2 ◦ ε2(i2, i3)}|.
Denoting (i, j) = ε1(i1, i2) and k = i3, we get that
F
(p,q)
N (2) ≤ |
{
(i, j, k) ∈ [N ]3 : θ1(i, j) ∈ {θ2(i, k), (k, j)}
}
|.
so condition (C2) and the second part of condition (C3) give that F
(p,q)
N (2) = o(N
2) and,
from Lemma 3.2(4) it follows that lim
N→∞
VN (p, q) = 0.
Next suppose that m > 2. Suppose first θ is not constant on the set [m] and let
s ∈ [m − 1] be such that θs 6= θs+1. According to Lemma 3.2, we have that εs 6= εs+1
and s + 1 ∈ {p(s), q(s)}. Denote (i, j) = εs(is, js) and k = js+1. With these notations, if
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s+ 1 = p(s), then
F
(p,q)
N ({s, s+ 1}) ≤ |
{
(i, j, k) : π1 ◦ θs(i, j) = π1 ◦ θs+1(is+1, k)
}
|
≤ |
{
(i, j, k) : π1 ◦ θs(i, j) ∈ {π1 ◦ θs+1(i, k), π1 ◦ θs+1(k, j)}
}
|
≤ Y1(θs, θs+1)
So the first part of condition (C3) and (C2) F
(p,q)
N ({s, s+ 1}) = o(N
3) , i.e, according to
Lemma 3.2(4), the left-hand side of equation (21) vanishes.
If s+ 1 = q(s), then
F
(p,q)
N ({s, s+ 1}) ≤ |
{
(i, j, k) : π2 ◦ θs(i, j) = π2 ◦ θs+1(is+1, k)
}
|
≤ |
{
(i, j, k) : π2 ◦ θs(i, j) ∈ {π2 ◦ θs+1(i, k), π2 ◦ θs+1(k, j)}
}
|
≤ Y2(θs, θs+1)
and, similarly, the let-hand side of equation (21) vanishes again.
Next, still under assumption that m is even and that εs 6= εs+1 for all s ∈ [m− 1], we
shall show that equation (21) holds when θ is constant on the set [m].
If θt = σs,N for all t ∈ [m] andm > 2, then the left hand side of (21) vanishes by Remark
4.7(i) and so does the right hand side, since xs is a circular element of A. If m = 2, then
part (ii) of Remark 4.7 gives that any pair p˜, q˜ ∈ P ε˜2 such that lim
N→∞
VN(p˜, q˜) 6= 0 extends
uniquely to some p, q ∈ P ε2 such that
lim
N→∞
VN(p, q) = lim
N→∞
VN(p˜, q˜) = κ
(
xε1s , x
ε2
s
)
lim
N→∞
VN(p˜, q˜)
where ε˜ denotes the restriction of ε to the set [n] \ [m] and p, q are obtained by via
p(s) =
 2, ifs = 11, if s = 2
p˜(s−m) if s > m
respectively q(s) =
 2, if s = 11, if s = 2
q˜(s−m) if s > m.
Suppose then that θt = Id for all t ∈ [m]. and fix p˜, q˜ ∈ P
ε˜
2 such that lim
N→∞
VN(p˜, q˜) 6= 0.
If ε1 = 1, then, with the notations from Remark 3.5, let p, q ∈ P
ε
2 (n) be given by
p(s) =
{
p0,m(s) if s ≤ m
p˜(s−m) if s ≥ m
, respectively q(s) =
{
q0,m(s) if s ≤ m
q˜(s−m) if s ≥ m
In particular, p(m) = 1, so i1 = k1 = km = im. Therefore we have that
lim
N→∞
Vp,qN = lim
N→∞
VN(p0,m, q0,m) · VN(p˜, q˜).
Using equation (16), the equality above becomes
lim
N→∞
Vp,qN = κm(x1, x
∗
1, . . . , x1, x
∗
1) · lim
N→∞
VN(p˜, q˜).
Moreover, from Lemma 4.8 for any p′, q′ ∈ P ε2 (n) we have that lim
N→∞
VN(p
′, q′) = 0 unless
p′|[m] = p0,m and q
′
|[m] = q0,m.
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The case ε1 = ∗ is similar. We let
p(s) =
{
q0,m(s) if s ≤ m
p˜(s−m) if s ≥ m
, respectively q(s) =
{
p0,m(s) if s ≤ m
q˜(s−m) if s ≥ m
and using equation (16) we obtain
lim
N→∞
Vp,qN = κm(x
∗
1, x1, . . . , x
∗
1, x1) · lim
N→∞
VN(p˜, q˜).
Finally, in this case Lemma 4.8 gives that that for any p′, q′ ∈ P ε2 (n) we have that
lim
N→∞
VN(p
′, q′) = 0 unless p′|[m] = q0,m and q
′
|[m] = p0,m. 
5. Examples
In this section we shall apply the results from the previous section to two classes of
particular permutations on the entries of square matrices: the partial transpose with
growing number of blocks and the mixing map. Moreover we give an example of a sequence
of permutations which does not satisfy our assumptions, the partial transpose with fixed
number of blocks.
We define the partial transpose Γb,d ∈ S([bd]
2) as follows. Fix two positive integers b
and d and let M = bd. First consider the bijection ϕb,d : [M ]
2 →
(
[b] × [d]
)2
given by
ϕb,d(i, j) = (α1, β1, α2, β2) whenever
(i, j) =
(
(α1 − 1)d+ β1, (α2 − 1)d+ β2
)
.
Then take γ :
(
[b]× [d]
)2
→
(
[b]× [d]
)2
given by
γ(α1, β1, α2, β2) = (α1, β2, α2, β1).
The (b, d)-partial transpose is the permutation
Γb,d = ϕ
−1
b,d ◦ γ ◦ ϕb,d.
Intuitively, each bd × bd square matrix can be seen as a b × b whose entries are d × d
block matrices. Its (b, d)-partial transpose is obtained by taking the matrix transpose of
each of the b2 blocks, but keeping the position of the blocks.
With the notations above, we have the following result.
Example 5.1. Suppose that (bN )N and (dN)N are two non-decreasing sequences of positive
integers such that lim
N→∞
bN = lim
N→∞
dN = ∞. Then U
ΓbN ,dN
N is asymptotically circular and
free from UN .
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Proof. By Theorem 4.9 and Remark 4.3, we only need to show that
(
ΓbN ,dN
)
N
satisfies
condition (C). For any positive integers b, d we have that
Y1,bd(Γb,d,Γb,d) = |
{
(i, j, k) ∈ [bd]3 : π1 ◦ Γb,d(i, j) ∈ {π1 ◦ Γb,d(i, k), π1 ◦ Γb,d(k, j)}
}
|
=|
{
(αs, βs)1≤s≤3 ∈ ([b]× [d])
3 : (α1, β2) ∈ {(α1, β3), (α3, β2)}
}
|
=|
{
(αs, βs)1≤s≤3 ∈ ([b]× [d])
3 : β2 = β3 or α1 = α3
}
|
=b3d3
(1
b
+
1
d
)
Similarly, Y2,bd(Γb,d,Γb,d) = b
3d3
(1
b
+
1
d
)
.
Henceforth,
lim
N→∞
(bNdN)
−3YN(ΓbN ,dN ) = lim
N→∞
2
bN
+
2
dN
= 0.

With the notations from above, let µN : [N ]
4 → [N ]4 given by µN(a, b, c, d) = (a, c, b, d).
We define the ‘mixing map’ mN : [N
2]2 → [N2]2 via (see [13]) :
mN = ϕ
−1
N,N ◦ µN ◦ ϕN,N .
As in the case of the partial transpose, we have the following result.
Example 5.2. The random matrix UmNN is asymptotically (as N → ∞) circularly dis-
tributed; furthermore, the family {UN2 , U
ΓN,N
N2 , U
µN
N2 } is asymptotically free.
Proof. It is straightforward to check that (mN )N satisfies condition (C). We have that
Y1(mN , mN) = |
{
(i, j, k) ∈ [N2]3 : π1 ◦mN(i, j) ∈ {π1 ◦mN(i, k), π1 ◦mN(k, j)}
}
|
= |{(α1, β1, α2, β2, α3, β3) ∈ [N ]
6 : (α1, α2) ∈ {(α1, α3), (α3, α2)}
}
|
= |{(α1, β1, α2, β2, α3, β3) ∈ [N ]
6 : α3 ∈ {α1, α2}
}
|
= 2N5,
while, similarly
Y2(mN , mN) = |
{
(i, j, k) ∈ [N2]3 : π2 ◦mN(i, j) ∈ {π2 ◦mN(i, k), π2 ◦mN(k, j)}
}
|
=|
{
(α1, β1, α2, β2, α3, β3) ∈ [N ]
6 : (β1, β2) ∈ {(β1, β3), (β3, β2)}
}
|
= |{(α1, β1, α2, β2, α3, β3) ∈ [N ]
6 : β3 ∈ {β1, β2}
}
| = 2N5,
hence lim
N→∞
1
(N2)3
Y (mN , mN) = 0,.
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It remains to check that the pair (mN ,ΓN,N) satisfies (C3). The computations are very
similar to the ones above. That is
XN(µN ,ΓN,N) = |
{
(αs, βs)1≤s≤3 ∈ [N ]
6 :
(α1, α2, β1, β2) ∈ {(α1, β3, α3, β1), (α3, β2, α2, β3)}}
}
|
= 2N3 = o(N4),
and also
Y (mN ,ΓN,N) = |
{
(αs, βs)1≤s≤3 ∈ [N ]
6 : (α1, α2) ∈ {(α1, β3), (α3, β2)}
or (β1, β2) ∈ {(α3, β1), (α2, β3)}
}
= o(N6).

With the notations from the beginning of this section, the matrix transpose can be see
as the (1, N)-partial transpose. It does not satisfy (C1′), as it transforms any two entries
from the same column into entries from the same row. Yet, as shown in [15], UN and U
t
N
are asymptotically free. More generally, relation (C1′) is not satisfied by Γb,N whenever b
is a fixed and N →∞, since the computation from the proof of Example 5.1 gives that
(bN)−3Y
(r)
N (Γb,N) =
1
b
6= 0.
As stated in the Introduction, partial transposes with fixed numbers of blocks have been
previously studied in the framework of Wishart random matrices (as in [4] and[16]). We
will describe some properties of permuted Haar unitaries by partial transposes with fixed
blocks in the example below.
Example 5.3. Let b be a (fixed) positive integer. As in Section 5, we denote by Γb,N the
partial transpose of parameters b and N on bN × bN matrices.
We shall show that the asymptotic (as N → ∞) ∗-distribution of U
Γb,N
bN is R-diagonal
with the alternating free cumulants of order 2n equal to b2−2n(−1)n−1Catn−1 and that UbN
and U
Γb,N
bN are asymptotically free. In particular, the limit ∗-distribution of b ·U
Γb,N
bN equals
the one of a sum of b2 free Haar unitaries.
Proof. For any positive integers b, d and N = bd, we have that
XN(Γb,d.Γb,d) = |{(i1, i2) ∈ [bd]
2 : π1 ◦ Γb,d(i1, i2) = i1 or π2 ◦ Γb,d(i1, i2) = i2}|
=|{(α1, β1, α2, β2) ∈
(
[b]× [d]
)2
: (α1, β1) = (α1, β2) or (α2, β2) = (α2, β1)}|
=|{(α1, β1, α2, β2) ∈
(
[b]× [d]
)2
: β1 = β2}| = b
2d.
So
(
Γb,N
)
N
satisfies condition (C2) since
lim
N→∞
XbN(Γb,N)
(bN)2
= lim
N→∞
N−1 = 0.
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As before, let n be a positive integer, ǫ → {1, ∗} and θ → {idN ,Γb,N}. Since both
alternate free cumulants of order 2r of a Haar unitary equal (−1)r−1Catr−1, it suffices to
show the following statement.
Fix m ≤ n, let ǫ˜ be the restriction of ǫ to [n] \ [m]. Also, fix τ a non-crossing partition
on [n] \ [m] and let ω = [m]⊕ τ . Then
lim
N→∞
∑
p,q∈P ǫ2 (n)
πp,q=[m]⊕τ
VN(p, q) = k(ǫ, θ,m) · lim
N→∞
∑
p′,q′∈P ǫ˜2 (n−m)
πp′,q′=τ
VN(p
′, q′)
where
k(ǫ, θ,m) =

(−1)
m
2
−1Catm
2
−1, if m is even, ǫ|[m] is alternating, θ|[m] = Id
b2−m · (−1)
m
2
−1Catm
2
−1, if m is even, ǫ|[m] is alternating, θ|[m] = Γb,N
0, otherwise.
If m is not even, then the statement is vacuously true, since πp,q has only blocks with
even number of elements. If ǫ is not alternating on [m], then the result follows trivially
from Lemma 3.3. If θ is not constant on [m], since the sequence (Γb,N)N satisfies condition
(C2) we have that the limit in the left hand side cancels, hence the assertion holds true.
Moreover, if m is even, ǫ is alternating on [m] and θ is constant idN on [m], then again
the result follows trivially from equations (5) and (6) in Section 3.
It remains to show the property for m even, ǫ alternating on [m] and θ constant Γb,N
on [m]. In this framework, with the notations from Remark 3.5, Lemma 4.8 gives that
the restrictions of p, respectively q to the set [m] are either p0,m, respectively q0,m or
q0,m, respectively p0,m. (Remember that p0,m and q0,m are given by p0,m(m) = 1 and
p0,m(2t) = 2t+ 1 respectively q0,m(2t) = 2t− 1 for t = 1, 2, . . . ,
m
2
).
For each s = 1, 2, . . . , m, write is = (αs − 1)N + βS with αs ∈ [b] and βs ∈ [N ].
Suppose first that ǫ1 = 1. Then
(ks, ls) =
{ (
(αs − 1)N + βs+1, (αs+1 − 1)N + βs
)
if s is odd(
(αs+1 − 1)N + βs), (αs − 1)N + βs+1
)
if s is even .
If p|[m] = p0,m and q|[m] = q0,m then the conditions ks = kp(s) and ls = lq(s) become{
α1 = αm+1
βs = βs+2 for each s = 1, 2, . . . , m-1
hence F
(p,q)
bN ≤ b
mN
m
2 = o
(
(bN)
m
2
)
, therefore lim
N→∞
VN(p, q) = 0.
If p|[m] = q0,m and q|[m] = p0,m the conditions ks = kp(s) and ls = lq(s) become{
αs = αs+2 for each s = 1, 2, . . . , m-1
β1 = βm+1.
(22)
In particular, since m is even, α1 = αm+1, therefore
i1 = (α1 − 1)N + β1 = (αm+1 − 1)N + βm+1 = im+1.
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So, if p = q0,m ⊕ p
′ and q = p0,m ⊕ q
′ for some p′, q′ ∈ P ǫ˜2(n − m) we have that each
(is, js)m+1≤s≤n ∈ A
(p′,q′)
bN uniquely determines α1 and β1 (since im+1, that is i1, is given).
Henceforth we have that
|A
(p,q)
bN | =|{(αs, βs)2≤s≤m : αs, βs satisfy conditions (22)}| · |A
(p′,q′)
bN |
=bNm−1 · |A
(p′,q′)
bN |
Moreover, πp,q = [m]⊕ πp′,q′ so |πp,q| = |πp′,q′|+ 1 and
Cp,q = (−1)
m
2
−1Catm
2
−1 · Cp′,q′.
Therefore, with the notations from Section 3,
VbN(p, q) = ΦbN (p, q) ·
1
bN
|A
(p,q)
bN |
= (bN)−n+|πp,q| · Cp,q
1
bN
|A
(p,q)
bN |+O(N
−2)
= (−1)
m
2
−1Catm
2
−1 · Cp′,q′ · (bN)
−m+1 · (bN)−(n−m)+|πp′,q′ |
1
bN
· bNm−1|A
(p′,q′)
bN |
+O(N−2)
=
[
b2−m · (−1)
m
2
−1Catm
2
−1
]
·
[
Cp′,q′(bN)
−(n−m)+|πp′,q′ | ·
1
bN
|A
(p′,q′)
bN |
]
+O(N−2)
=
[
b2−m · (−1)
m
2
−1Catm
2
−1
]
· VbN(p
′, q′) +O(N−2),
In the case ǫ1 = ∗, same argument gives that, if p = q0,m⊕p
′ and q = p0,m⊕ q
′ for some
p′, q′ ∈ P ǫ˜2(n−m), then lim
N→∞
VbN(p, q) = 0, while if p = p0,m ⊕ p
′ and q = q0,m ⊕ q
′, then
VbN (p, q) =
[
b2−m · (−1)
m
2
−1Catm
2
−1
]
· VbN(p
′, q′) +O(N−2),
and the proof is complete. 
6. Second order fluctuations and almost sure convergence
In this section we prove Theorem 1.2 from the introduction, the result of this section
shows at the same time that convergence from Theorem 1.4 can be also stated in the
almost sure sense. We employ the technique explained in detail in Chapters 4 and 5 of
[18]. Namely we shall show that
lim
N→∞
Cov
(
Tr (U
(σ1,N ,ε1)
N · · ·U
(σm,N ,εm)
N ),Tr (U
(σm+1,N ,εm+1)
N · · ·U
(σm+r,N ,εm+r)
N )
)
< C(m, r, ε).
(23)
for any permutations σ1,N , . . . , σm+r,N ∈ S
(
[N ]2
)
. Then with notations as in Section 4
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ε : [n] → {1, ∗} and θ : [n] → {Id, σN}. With the notations from the previous section,
denoting by
Zn =
1
N
Tr
(
U (θ1,ε1)U (θ2,ε2) · · ·U (θn,εn)
)
We get for any ǫ > 0
P
(
|Zn − EZn| > ǫ
)
<
Var
(
Tr
(
U (θ1,ε1)U (θ2,ε2) · · ·U (θn,εn)
))
ǫ2N2
and (23) gives us that Var
(
Tr
(
U (θ1,ε1)U (θ2,ε2) · · ·U (θn,εn)
))
stays bounded. Since EZN
converges by Theorem 1.1, then we get that ZN converges almost surely to the same limit
almost surely, by simple application of Borel–Cantelli lemma. This proves Theorem 1.2.
Thus our only job in this section is to prove (23).
We will need some more details on the map ΦN from Section 3 (in fact on the unitary
Weingarten function). First, since for fixed p, q pair partitions on the set [n], and N > n,
the map N 7→ ΦN (p, q) is a rational function, let us further refine the notations from
Section 3 and write
Φ(p, q) = Cp,q ·N
−n+|pip,q| +Dp,q ·N
−n+|πp,q|−2 + o(N−n+|π−p,q|−2)
where Dp,q depends only on p and q.
Let m, r be two positive integers and denote by ε′, respectively by ε′′ the restrictions
of a map ε : [m + r] → {1, ∗} to the sets [m], respectively [m + r] \ [r] (as before, we
shall write εs for ε(s)). If p1 ∈ P
ε′
2 (m) and p2 ∈ P
ε′′
2 , we will denote by p1 ⊕ p2 the pair
partition on [m+ r] given by
p1 ⊕ p2(s) =
{
p1(s) if s ≤ m
p2(s−m) if s > m.
Remark that if p1, q1 ∈ P
ε′
2 (m) and p2, q2 ∈ P
ε′′
2 then πp1⊕p2,q1⊕q2 = πp1,q1 ⊕ πp2,q2, i.e.
πp1⊕p2,q1⊕q2 is the juxtaposition of πp1,q1 and πp2,q2. In particular, since the first coefficient
Cp,q of ΦN(p, q) depends only on the lengths of the cycles of πp,q, we have that
Cp1⊕p2,q1⊕q2 = Cp1,q1 · Cp2,q2
Adapting the techniques from [14] to the present framework, we have the following
result.
Lemma 6.1. Let m, r be two positive integers. Given a map ε : [m + r] → {1, ∗}, there
exist some C(m, r, ε) such that for any permutations {σs,N : s ∈ [m + r], N ∈ N} with
σs,N ∈ S([N ]
2) we have that
lim
N→∞
Cov
(
Tr (U
(σ1,N ,ε1)
N · · ·U
(σm,N ,εm)
N ),Tr (U
(σm+1,N ,εm+1)
N · · ·U
(σm+r,N ,εm+r)
N )
)
< C(m, r, ε).
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Proof. In order to detail the manipulation of the covariance from the statement of the
Theorem, we will need some additional notations, besides the notations from Section 3.
First, denote by −→σN
′ = (σ1,N , σ2,N , . . . , σm,N),
−→σN
′′ = (σm+1,N , σm+2,N , . . . , σm+r,N) and
by ε′, respectively ε′′ the restriction of ε to [m], respectively to [m+ r] \ [r]; let
W1(N,
−→σN
′, ε′) = Tr (U
(σ1,N ,ε1)
N U
(σ2,N ,ε2)
N · · ·U
(σm,N ,εm)
N )
W2(N,
−→σN
′′, ε′′) = Tr (U
(σm+1,N ,εm+1)
N · · ·U
(σm+r,N ,εm+r)
N ).
For p, q ∈ P ε2 (m+ r), define
B
(m,r)
N (p, q) =
{
(i1, j1, . . . , im+r, jm+r) ∈ [N ]
2(m+r) : js = is+1 for s /∈ {m,m+ r}
jm = i1, jm+r = ir, and kt = kp(t), ls = lq(t) for all t ∈ [m+ r]
}
In particular,
B
(m,r)
N (p1 ⊕ p2, q1 ⊕ q2) = A
(p1,q1)
N ×A
(p2,q2)
N .
With these notations, formula (7) gives that Cov(W1(N,
−→σN
′, ε′),W2(N,
−→σN
′′, ε′′) equals∑
p,q∈P ε2 (m+r)
ΦN (p, q) · |B
(m,r)
N (p, q)| −
∑
p′,q′∈P ε
′
2 (m)
p′′,q′′∈P ε
′′
2 (r)
Φ(p′, q′) · Φ(p′′, q′′) · |A(p
′,q′)
N | · |A
(p′′,q′′)
N |.
Remark that P ε2 (m+ r) is the disjoint union of the sets
P ε2 (m, r) = {p ∈ P
ε
2 (m+ r) : p(s) > m for some s ≤ m}
and
{p1 ⊕ p2 : p1 ∈ P
ε′
2 (m), p2 ∈ P
ε′′
2 (r)}
so the summation above equals∑
p,q∈P ε2 (m,r)
ΦN(p, q) · |B
(m,r)
N (p, q)|+∑
p1,q1∈P ε
′
2 (m)
p2,q2∈P ε
′′
2 (r)
[
|A
(p1,q1)
N | · |A
(p2,q2)
N |
(
ΦN (p1 ⊕ p2, q1 ⊕ q2)− ΦN (p1, q1) · ΦN (p2, q2)
)]
.
First, fix p1, q1 ∈ P
ε′
2 (m) and p2, q2 ∈ P
ε′′
2 (r) and let p = p1 ⊕ p2, q = q1 ⊕ q2. Then
ΦN(p, q)− ΦN (p1, q1) · ΦN(p2, q2) =(
Dp,q − Cp1,q1Dp2.q2 −Dp1,q1Cp2,q2) ·N
−(m+r)+|πp,q |−2 + o
(
N−(m+r)+|πp,q|−2
)
.
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Since , as seen in Section 3, |A
(p1,q1)
N | ≤ N
m+1−|πp1,q1 | and |A
(p2,q2)
N | ≤ N
r+1−|πp2,q2 |, we have
that
|A
(p1,q1)
N | · |A
(p2,q2)
N | ·
∣∣ΦN(p, q)− ΦN (p1, q1) · ΦN(p2, q2)∣∣
≤
∣∣Dp,q − Cp1,q1Dp2.q2 −Dp1,q1Cp2,q2∣∣+ o(N0)
Next, fix p, q ∈ P ε2 (m, r). It suffices to show that
|B
(m,r)
N (p, q)| ≤ N
m+r−|πp,q|(24)
and we will obtain that∣∣ΦN (p, q)∣∣ · |B(m,r)N (p, q)| ≤ |Cp,q|+O(N−2).
Since |B
(m,r)
N (p, q)| is invariant under circular permutations of the set [m] and of the
set [m+ r] \ [r], we can suppose that m+ 1 ∈ {p(m), q(m)}. In particular, m is not the
largest element in a cycle of πp,q.
For s ∈ [m+ r], denote
f(s) = |{(i1, j1, . . . , is, js) : there exists (is+1, js+1, . . . , im+r, jm+r)
such that (i1, j1, . . . , im+r, jm+r) ∈ B
(m,r)
N (p, q)}|.
The argument from the proof of Lemma 3.2 gives that
f(m− 1) ≤ Nm−|{B∈πp,q :max(B)≤m−1}|.
Also, by construction, (im, jm) = (jm−1, i1), therefore f(m) ≤ f(m− 1).
Suppose that m+1 is the largest element in a cycle B of πp,q. Then the argument from
the proof of Lemma 3.2(2) gives that
f(m+ 1) = f(m) ≤ Nm+1−|{B∈πp,q :max(B)≤m+1}|
and (24) follows as in Lemma 3.2(3).
If m+1 is not the largest element of any cycle of πp,q, utilizing the assumption m+1 ∈
{p(m), q(m)} gives that either km+1 = km or lm+1 = lm, so f(m+ 1) ≤ N · f(m), that is
f(m+ 1) ≤ Nm+1−|{B∈πp,q :max(B)≤m+1}|
and again (24) follows as in Lemma 3.2(3).
The conclusion of the Lemma follows taking
C(m, r, ε) =
∑
p,q∈P ε2 (m,r)
∣∣Cp,q|+ ∑
p1,q1∈P ε
′
2 (m)
p2,q2∈P ε
′′
2 (r)
∣∣Dp1⊕p2,q1⊕q2 − Cp1,q1Dp2.q2 −Dp1,q1Cp2,q2∣∣.

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7. Random permutations satisfy (C1), (C2) and (C3)
In this section we show that a sequence of random permutations, chosen uniformly
satisfy conditions (C), which proves Theorem 1.3 of the Introduction. We also show that
condition (C3) is satisfied almost surely by two independent sequences of uniformly chosen
permutations. By a uniformly chosen random permutation in S
(
[N ]2
)
we understand a
random permutation SN such that for any σN ∈ S
(
[N ]2
)
one has
P (SN = σN ) =
1
N2!
.
Proposition 7.1. Consider a sequence of random permutations (SN)N≥1, such that for
each N ≥ 1 the permutation SN acts on the set [N ]× [N ]. Then we have
YN(SN ,SN)
N3
→ 0 almost surely as N →∞.(25)
Remark 7.2. The statement of the above proposition gives immediately that (SN)N≥1
satisfies (C1) and (C2) almost surely, thus proving Theorem 1.3 of the Introduction.
Proof of Proposition 7.1. To makes formulas more transparent we will write XN and ZN
for XN(SN , idN) and ZN(SN) respectively.
Recall the definition of the random variable YN
Y1,N(σN , σN) = |
{
(i, j, k) ∈ [N ]3 : π1 ◦ σN (i, j) ∈ {π1 ◦ σN (i, k), π1 ◦ σN (k, j)}
}
|
Y2,N(σN , σN) = |
{
(i, j, k) ∈ [N ]3 : π2 ◦ σN (i, j) ∈ {π2 ◦ σN (i, k), π2 ◦ σN (k, j)}
}
|
and
Y (σN , σN ) = Y1,N(σN , σN) + Y2,N(σN , σN).
Observe that there is always an obvious choice which counts in the sum namely k = i and
l = j, but there are only N2 such choices, let us first define new random variables:
• Y
(rr)
N (σN ) counts number of elements which were in the same row before the per-
mutation and are in the same row after the permutation,
• Y
(rc)
N (σN ) counts number of elements which were in the same row before the per-
mutation and are in the same column after the permutation,
• Y
(cr)
N (σN ) counts number of elements which were in the same column before the
permutation and are in the same row after the permutation,
• Y
(cc)
N (σN ) counts number of elements which were in the same column before the
permutation and are in the same column after the permutation.
Then
YN(σN , σN) = N
2 + Y
(rr)
N (σN ) + Y
(rc)
N (σN) + Y
cr
N (σN ) + Y
cc
N (σN).
We shall only show that Y
(rr)
N (SN)/N
2 → 1/2 almost surely. A similar proof shows
that remaining three variables also converge a.s. to 1/2. In what follows we suppress in
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notation SN , and write e.g. Y
(rr)
N to mean the random variable Y
(rr)
N (SN). Our strategy
is to use Chebyshev’s inequality, that is we write
P
∣∣∣∣∣Y (rr)N − EY (rr)NN2
∣∣∣∣∣ > ε
 ≤ Var(Y (rr)N )
ε2N4
and it suffices to show that Var(Y
(rr)
N (SN)) = O(N
2) and EY
(rr)
N /N
2 → 1/2.
For j, l, k ∈ [N ] such that k < l denote by I
(j)
k,l the indicator of the event that elements
(k, j) and (l, j) after SN are in the same row. Then one has
Y
(rr)
N =
N∑
j=1
∑
1≤k<l≤N
I
(j)
k,l .
We shall use this representation in order to calculate the expectation and estimate the
variance of Y
(rr)
N .
Observe that for two elements to go to the same row we have: N choices for the row,
then 2
(
N
2
)
choices for placing the elements in the chosen row. On the other hand we have
2
(
N2
2
)
of all possibilities of placing two fixed elements in the matrix, thus we have
E
(
I
(j)
k,l
)
=
N
(
N
2
)
2(
N2
2
)
2
=
1
N + 1
.
Hence
EY
(rr)
N =
N∑
j=1
∑
1≤k<l≤N
EI
(j)
k,l =
N∑
j=1
∑
1≤k<l≤N
1
N + 1
=
N
N + 1
(
N
2
)
.
thus we proved that EY
(r)
N /N
2 → 1/2 as N →∞.
It remains to show that Var = O(N2). Of course we have
Var(Y
(rr)
N ) =
N∑
j=1
∑
1≤k<l≤N
Var
(
I
(j)
k,l
)
+
∑
(j1,k1,l1)6=(j1,k1,l1)
Cov
(
Ij1l1,k1, I
j2
l2,k2
)
(26)
Since
E
((
I
(j)
k,l
)2)
= E
(
I
(j)
k,l
)
=
1
N + 1
we have Var
(
I
(j)
k,l
)
≤ 1/(N + 1). Thus
N∑
j=1
∑
1≤k<l≤N
Var
(
I
(j)
k,l
)
= O(N2).
Let us calculate the covariances. Thus we have to calculate E(Ij1k1,l1I
j2
k2,l2
), we consider
two cases:
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1o The two pairs {(k1, j1), (l1, j1)} and {(k2, j2), (l2, j2)} are different, that is j1 6= j2 or
(j1 = j2 and k1 6= k2 and l1 6= l2). Remember that k1 < l1 and k2 < l2, so this condition
indeed is equivalent to the fact that the two pairs to be different.
2o There is one common element in the two pairs that is the pairs are of the form
{(j, k1), (j, l1)} and {(j, k2), (j, l2)} and we have k2 ∈ {k1, l1} or l2 ∈ {k1, l1}. The second
case says that in fact we have three elements from the same column and we ask for
probability that all three will land after the permutation in the same row.
Consider the case 1o then, we have two different pairs thus we have four elements of a
matrix, that after the permutation are supposed to be placed such that elements of each
pair are in the same row, it could be that all four elements are in the same row and we
have N
(
N
4
)
4! possibilities for this or each pair is in different row and we have
(
N
2
)3
(2!)3
possibilities. We have
(
N2
4
)
4! choices to place 4 elements in an N ×N matrix thus we get
EI
(j1)
k1,l1
I
(j2)
k2,l2
=
N
(
N
4
)
4! +
(
N
2
)3
(2!)3(
N2
4
)
4!
=
N3 −N2 − 4N + 6
(N + 1)(N2 − 2)(N2 − 3)
Calculating the covariance we get
Cov
(
I
(j1)
k1,l1
, I
(j2)
k2,l2
)
=
N3 −N2 − 4N + 6
(N + 1)(N2 − 2)(N2 − 3)
−
1
(N + 1)2
=
2N
(N + 1)2
(
N2 − 2)(N2 − 3)
)
Thus in the case 1o we get that Cov
(
I
(j1)
k1,l1
, I
(j2)
k2,l2
)
= O(1/N5) for N > 1.
Consider the case 2o then as explained above we only have three elements which were
in the same column and after the permutation all three are supposed to be in the same
row thus similarly as above we have
EI
(j1)
k1,l1
I
(j2)
k2,l2
=
N
(
N
3
)
3!(
N2
3
)
3!
=
N − 2
(N + 1)(N2 − 2)
.
Calculating covariance we get
Cov
(
I
(j1)
k1,l1
, I
(j2)
k2,l2
)
=
N − 2
(N + 1)(N2 − 2)
−
1
(N + 1)2
=
−N
(N + 1)2(N2 − 2)
which again is negative as soon as N > 1, so we can omit this terms as we look for an
upper bound for variance.
Now observe that we have the sum of covariances in (26) contains
(
N2(N−1)/2
2
)
terms, as
we have N2(N − 1)/2 pairs which were in the same row and now we choose pairs among
them. Hence we have ∑
(j1,k1,l1)6=(j1,k1,l1)
Cov
(
Ij1l1,k1, I
j2
l2,k2
)
= O(N),
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which completes the proof of the fact that Y rrN → 1/2 a.s. with N →∞.

Proposition 7.3. Consider two sequence of random permutations (S
(1)
N )N≥1, (S
(2)
N )N≥1,
such that for each N ≥ 1 the permutation S(i)N acts on the set [N ] × [N ], for i = 1, 2.
Then we have
XN(S
(1)
N ,S
(2)
N )
N2
→ 0 almost surely as N →∞.(27)
YN(S
(1)
N ,S
(2)
N )
N3
→ 1 almost surely as N →∞.(28)
Corollary 7.4. The statement of the above proposition gives immediately that independent
sequences of permutation satisfy condition (C3). Thus one can formulate Theorem 1.4
in almost sure sense with independent sequences of random permutations similarly as
Theorem 1.3.
Proof of Proposition 7.3. In order to prove (27) it is enough to observe that
(
S
(2)
N
)−1
◦S
(1)
N
is also a uniformly distributed permutation and recall that Proposition 7.1 implies that
(C2) is almost surely satisfied by a sequence of random permutations.
For the proof of (27) one proceeds similarly as in the proof of Proposition 7.1. 
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