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0003-3472/$38.00  2013 The Association for the Stu
http://dx.doi.org/10.1016/j.anbehav.2013.11.002Owing to the trade-off between time for searching for and exploiting resources, choosing a profitable
food resource is key for an animal’s survival and reproductive success. Although the optimal diet model
(ODM) from optimal foraging theory (OFT) has demonstrated this point successfully by modelling the
global maximization of energy intake rate for foraging, the behavioural mechanisms by which animals
achieve optimization, especially when facing a novel environment, have yet to be understood. Here we
propose a recent experience-driven (RED) decision-making rule of foraging that relies only on short-term
memory of recent feeding experience and hunger aversion. This contrasts with the ODM, which assumes
both global information access to the forager and its apparent ability to reach optimal choices. Despite
relying only on limited past experience and hunger aversion, this behavioural rule not only accounts for
nearly the same energy intake rate as predicted by the ODM but also can flexibly respond to changing
environments by rapidly reaching new optimization. The RED behaviour also predicts a more realistic
partial preference for diet choice, contrasting with the zero-one rule of OFT which allows for no partial
preference within the forager’s diet. The partial preference simply emerges from the RED strategy, as
opposed to decision-making errors imposed from behavioural and physiological constraints. The RED
rule further elucidates three potential traits that natural selection can act upon for optimizing foraging:
(1) short-term memory of recent feeding experience, (2) ability to recognize encountered resources, and
(3) basic neural set-up for alternative responses to environmental cues. This simple and flexible RED rule
thus provides a behavioural mechanism for optimal foraging, and can be further applied to decision-
making theory in psychology and economics.
 2013 The Association for the Study of Animal Behaviour. Published by Elsevier Ltd. All rights reserved.An animal needs to budget its time and effort for searching for
and exploiting resources during foraging (van Alphen, Bernstein, &
Driessen, 2003; Stephens & Krebs, 1986). Given complete infor-
mation on the profitability and encounter rates of different re-
sources in the environment, the optimal diet model (ODM) from
optimal foraging theory (OFT) predicts the optimal diet of the an-
imal by assuming that it maximizes its energy intake rate in the
foraging budget (Charnov & Orians, 1973). The ODM provides a
basic conceptual framework for understanding the foraging
behaviour of animals and has been further developed to incorpo-
rate various risk-sensitive, physiological and cognitive constraints
in foraging (Clarka & Dukas, 2002; Houston & McNamara, 1999;
Stephens & Krebs, 1986). However, the ODM implies that a
forager can recognize the resource type encountered and that it can
achieve a global optimization when deciding its diet (Charnov &
Orians, 1973; Stephens & Krebs, 1986). This is clearly not the sce-
nario facing real animals which only have incomplete information
about profitability and encounter rates of different resources in they, Department of Botany and
th Africa.
dy of Animal Behaviour. Publishedforaging environment (Giraldeau & Dubois, 2008; Pyke, 1984).
Currently, it is unclear how an animal can readjust its suboptimal
diet to a new and more optimal diet, especially when it faces a
novel environment. Furthermore, although the diet choice pre-
dicted by the ODM has been qualitatively supported by experi-
mental tests, it falls short in quantitative comparison on diet width
and partial preference of diet choice (Sih & Christensen, 2001;
Stephens & Krebs, 1986). Thus, to improve our understanding of
foraging behaviour, we now need to develop more realistic models
based on a simple and clear behavioural mechanism that does not
rely on the assumption of complete information in diet choice.
Modelling a foraging behaviour based only on simple rules of
decision making and instant experience such that it maximizes the
energy intake rate to the level explained by the OFT has become an
elusive task for behavioural ecology, psychology, economics and
neuroscience (Janetos & Cole, 1981; McNamara & Houston, 2009).
Ecologists have investigated several rules of thumb that emphasize
the role of behavioural constraints when tracking fluctuating envi-
ronments (e.g. Iwasa, Higashi, & Yamamura, 1981; Janetos & Cole,
1981; Shettleworth, Krebs, Stephens, & Gibbon, 1988; Stephens,
1987; Hutchinson & Gigerenzer, 2005). Furthermore, dynamic pro-




















Figure 1. An illustration of the probability of a recent experience-driven (RED) forager
exploiting an encountered resource (equation 1). The probability is demonstrated as a
function of the profitability of the encountered resource relative to the average prof-
itability of recent feedings ðgx=gkÞ and the handling time relative to the time since the
last meal (sx versus t).
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(Houston, Clark,McNamara, &Mangel,1988). Other rules that assess
the role of environmental resources have been designed according
to Bayesian statistical decision theory (McNamara &Houston,1980).
However, neither simple rules of thumb nor complicated decision-
making rules have succeeded in achieving an optimal energy
intake rate comparable to that predicted by the ODM (Stephens &
Krebs, 1986). Psychologists intend to explain the behaviour of de-
cision making in animals by using concurrent schedules of rein-
forcement (e.g. using a Skinner box) and have proposed the
momentary-maximizing rules of hill climbing and melioration as
candidate explanations for diet choice (Staddon, 2010). However,
these rules are sensitive to the specific experimental environment,
and their capacity in achieving optimization has not been verified
(Herrnstein & Vaughan, 1980; Hinson & Staddon, 1983; Vaughan &
Herrnstein, 1987). Behavioural economists attempt to explain how
animals make choices by analysing irrational decisions made by
animals and humans (e.g. context-dependent choice, state-
dependent behaviour and heuristic decision making; Gigerenzer &
Gaissmaier, 2011; Rosati & Stevens, 2009). Finally, neuroscientists
seek neural mechanisms of decision making in foraging (Basten,
Biele, Heekeren, & Fiebach, 2010; Hayden, Pearson, Platt, 2011;
Kolling, Behrens, Mars, & Rushworth, 2012).
An effective forager should be able to detect the quality of re-
sources in the environment and flexibly respond to environmental
change (Freidin & Kacelnik, 2011). Recent progress in psychology
and neuroscience provides important clues for outlining a behav-
ioural strategy of optimal foraging. First, psychological experiments
on animals suggest that both previous experience (van Alphen et al.,
2003; Marshall & Kirkpatrick, 2013) and time between meals
(Mazur & Biondi, 2011) can influence the decision of food choice.
Second, neurons can encode information for food recognition and
record average profitability and searching cost in the ambient
environment (Basten et al., 2010; Hayden et al., 2011; Kolling et al.,
2012). It is thus reasonable to assume that a forager can (1) recog-
nize the encountered resources (similar to the assumption in ODM),
(2) memorize the profitability of food resources recently consumed
(providing a reference point), and (3) perceive time elapsed since
last feeding (an estimate of searching cost or hunger state). Based on
these assumptions, we here propose a recent experience-driven
(RED) behaviour strategy for decision making during foraging.
This RED strategy is extremely simple in that it allows for the
forager to have only incomplete information about profitability and
encounter ratesofdifferent resources that it gained through its recent
foraging experience. Importantly, the simple behavioural rule for
decision making is capable of predicting an optimal energy intake
rate andthusprovidesabehaviouralmechanism foroptimal foraging.
As demonstrated below, the RED behavioural strategy is also capable
of dealingwith environmental change and can rapidly reach the new
optimization in an altered environment. Because the RED rule uses
incomplete information from recent experience as a reference point,
it is in line with the reference-based decision-making model
(Fiegenbaum, Hart, & Schendel, 1998; Kahneman & Tversky, 1979).
The excellent performance of the RED behavioural strategy supports
the suggestion that incomplete-information-based irrational behav-
iours that are widely observed in animals and humans can be adap-
tive and favoured by natural selection (Gigerenzer & Gaissmaier,
2011; McNamara & Houston, 2009; Rosati & Stevens, 2009).
MODELS AND METHODS
RED Behavioural Strategy
The classic ODM predicts that, when randomly encountering
resources according to their encounter rates, a forager will onlyconsume resources from the optimal diet and that it will
completely ignore other less profitable resources (namely, the
zero-one rule; Stephens & Krebs, 1986). Obviously, the ODM
implicitly assumes that a forager (1) can recognize the resource
type encountered and (2) is capable of making a global optimi-
zation of its energy intake rate by following an optimal diet that is
determined a priori. Assumption (2) has been heavily criticized on
the grounds that the animal has access to only incomplete in-
formation of its foraging environment and that the adaptive
behaviour through which the animal can reoptimize its diet in a
novel environment is largely unknown (Giraldeau & Dubois,
2008; Pyke, 1984). Here we replace assumption (2) by a recent
experience-driven (RED) behavioural rule that assumes that
when a forager encounters a resource, it will make a decision
based purely on the average level of its profitability (energy gain
divided by handling time) of recent feedings and the time since
last feeding.
Specifically, the conditional probability (a) of a forager making a
decision onwhether or not to consume the encountered resource x











where gx and sx are the profitability and handling time of the
encountered resource x, t the time since last feeding and gk the
average profitability of k recent feedings where k reflects the
memory capacity of the forager. This RED decision-making rule
incorporates two basic behavioural preferences: (1) the forager
prefers to consume more profitable resources compared to those
experienced recently (gx=gk); (2) the forager becomes more likely
to consume an encountered resource the longer the time elapsed
since the last meal (t > sx; hunger aversion), or less likely to
consume an encountered resource shortly after the last meal
(t < sx; fussy eater when the stomach is full; Fig. 1). This RED
decision-making rule reflects the forager’s expected response to






















Figure 2. An illustration of the energy intake rate (equation 2) as a function of diet
width (m) in the optimal diet model. The environment in this demonstration includes
31 resource types, with gi and pi randomly assigned between 0 and 1, si between 0.5
and 1.5 and l ¼ 10. The vertical dotted line indicates the optimal diet width that
maximizes the energy intake rate.
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The quality and quantity of resources in the environment can
strongly affect foraging efficiency (Freidin & Kacelnik, 2011;
Stephens & Krebs, 1986). To assess the effect of environmental
change on the performance of the RED strategy, we simulated the
foraging process of animals with the RED behaviour rule under a
variety of environments consisting of 31 resources with a total
encounter rate that was randomly selected (1  l  105). For
resource i, we also randomly assigned its profitability
(gi ¼max(0,1  a$i), with 0  a  1/3) and handling time
(0.5  si  1.5). We assumed a normal distribution of its encounter
probability (pi ¼ N(m, s), 1  s  30 and 0  m  2s). We further
examined the response of the RED rule to environmental change by
running simulations under instantaneously altered resource qual-
ities and total encounter rates as explained in more detail below.
Specifically, we assumed that the forager randomly encounters
resource items such that the duration of time between encoun-
tering two items follows an exponential distributionwith the mean
of 1/l (where l is the total encounter rate of all resources) and the
resource type is randomly determined according to the encounter
probability of different resources. Using the probability calculated
by equation (1), the forager makes a decision on whether or not to
consume the encountered resource. In the simulations, we tracked
10 000 sequential feeding events and recorded the duration be-
tween these feedings (including both searching and handling time),
energy gain of each feeding (i.e. profitability multiplied by handling
time), as well as resource types encountered and exploited. Thus,
the average energy intake rate was estimated as the total energy
gain of these feedings divided by the sum of all durations between
them. The diet preference of a specific resource type was calculated
as the proportion of feedings of this resource type over the total
number of encounters. The diet width of the RED behaviour was
defined as the sum of the diet preference across all resource types.
To assess the performance of the RED foraging, we calculated
the maximum energy intake rate and the animal’s diet as predicted
by the ODM as a comparison to the prediction by the RED strategy.
According to the classic ODM, once available resources are ranked
by their profitability, one can maximize the average energy intake





1þPmi¼0 lpisi ; (2)
where g and s are defined as in equation 1. Note that a resource
ranking zero has the highest profitability; lpi is the encounter rate
of resource i; m represents the number of exploiting resources in
the diet (i.e. diet width; Fig. 2). The performance of the RED
behavioural strategy (i.e. its average energy intake rate) was then
compared to the maximum energy intake rate calculated by the
ODM, and the diet preference was compared with the diet choice
from the zero-one rule of the ODM (Stephens & Krebs, 1986).
RESULTS
Even if the forager can remember only the most recent feeding
and use only that as the reference point for making the next deci-
sion (i.e. k ¼ 1 in equation 1), the RED strategy still performs
extremely well, with the average energy intake rate nearly equal to
that predicted by the ODM (Fig. 3a, b). The relative difference in
energy intake rate between the ODM and the RED strategy (i.e.
(fODM  fRED)/fODM, where fODM and fRED are the energy intake rates
of the ODMand RED, respectively) is on average less than 0.025 over
the 2000 environments assigned randomly (see Models andMethods). At moderate levels of resource richness when the RED
strategy performs the worst (total encounter rate 0.1 < l < 11) the
relative difference in energy intake rate is only slightly above 0.05
(Fig. 3c, d). Although good memory (i.e. a large value of k) can
improve the performance of the RED strategy (Fig. 3e, f), the effect of
performance improvement eventually levels off with an increase in
k (Fig. 3f). Simply by following the RED behavioural rule, a forager
with a short-termmemory that can only recall its experience of the
last one or several meals is able to have nearly the same level of
energy intake rate as predicted by the ODM. Moreover, the RED
forager can flexibly respond to environmental changes and adjusts
its energy intake rates rapidly to catch up with the new optimal
level of the ODM after the environment has changed (Fig. 3g).
When the foraging environment gets richer (i.e. when the total
encounter rate or the encounter rate of more profitable resources
increases), the diet width predicted by both the ODM and the RED
behaviour decreases, although with noticeable differences in diet
choice (Fig. 4). First, the RED strategy predicted a diet of partial
preference (red lines in Fig. 4) rather than the zero-one rule of a bi-
nary diet as predicted by the ODMwhere a forager either accepts or
rejects certain resources (cyan belts in Fig. 4). Second, the partial
preference of the RED strategy also declines with the decrease in
resource profitability (red lines in Fig. 4), while the ODM predicts
that a forager selects resources in the order of their rankings (cyan
belts in Fig. 4). Third, besides the profitability and encounter rate of
more profitable resources, the inclusionof a resource in thediet of an
ODM forager only relies on the profitability of the focal resource, not
its encounter rate. In contrast, the RED forager adjusts its preference
to a resource according to the encounter rate and handling time.
Consequently, the RED forager can exploit resources with low prof-
itabilitywhen the encounter rates are high and thehandling timesof
these low-profitability resources are low (equation 1, Fig. 4).
Although the diet widths from the RED strategy and the ODMare
positively correlated, the RED strategy has a narrower diet width
than theODMwhen the total encounter rate of resources is relatively
low (Fig. 5a, b). This is because a resource shortage compels the an-
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Figure 3. Performance of the recent experience-driven (RED) behavioural rule. (a) Comparison of the energy intake rates predicted by the optimal diet model (ODM) and the RED
strategy, with warmer colours corresponding to higher total encounter rates for illustration. (b) Effect of total encounter rate of resources on energy intake rate. (c) and (d) Effect of
total encounter rate on relative difference in energy intake rate between ODM and the RED strategy, (fODM  fRED)/fODM. (e) and (f) Effect of memory capacity (k) on the relative
difference in energy intake rate. (a), (c) and (e) Results from simulations with 2000 environments (see Models and Methods), and (b), (d) and (f) are the average (black lines) over
100 simulations (red dots) in one environment with 31 resources, where gi ¼ 1  0.03i; pi ¼ c$exp(0.005(i  15)2) (c is a coefficient to ensure the sum of pi is equal to one); si
randomly assigned from 0.5 to 1.5; l ¼ 200 for (f); k ¼ 1 for (a)e(d). (g) Response of the energy intake rate to environmental changes. Black arrows indicate the ODM prediction.
Green and red lines indicate the energy intake rates averaged from 10 and 50 sequential exploitations in simulations of the RED strategy with k ¼ 1, respectively. Environment I
includes three resources with gi ¼ (0.9, 0.5, 0.3), si ¼ (0.5, 0.5, 0.5), pi ¼ (0.3, 0.4, 0.3) and l ¼ 100; environment II the same as I but with l ¼ 1; environment III the same as I except
gi ¼ (0.56, 0.35, 0.21).
F. Zhang, C. Hui / Animal Behaviour 88 (2014) 13e1916according to the ODM (Fig. 5a, b), while the RED strategy can simply
rebalance the partial preference for resourceswith different levels of
profitability (Fig. 4). When resources become extremely rare
(l < 102), this rebalancingeffectdisappears; the foragersofboth the
ODMandRED strategies have to include all resources in their diet for
survival (Fig. 5b). Moreover, thememory capacity (k) in general does
not affect the dietwidth of theRED foragers, and there is only a slight
broadening of dietwidth asmemory capacity increases (Fig. 5c). This
is because memory capacity increases partial preference for profit-
able resources but at the same time reduces preference for lessprofitable ones, and the increment is slightly greater than the
reduction (Fig. 5d). This explains why good memory capacity can
slightly improve the performance of the RED strategy (Fig. 3e, f).
DISCUSSION
Animals face three basic challenges when foraging: (1) where to
find resources (i.e. searching strategy); (2) how to recognize
resource type and quality (i.e. cognition ability); and (3) whether to
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Figure 4. Diet preference predicted from the recent experience-driven (RED) strategy (red lines) and the optimal diet from the zero-one rule of the optimal diet model (ODM; cyan
belt). The environment in the simulation includes 31 resources but with different total encounter rates (l) and distributions of encounter rates (in green; multiplied by 5 for
visibility). For the first three columns (m ¼ 0, 10 and 20), gi ¼ 1  0.03i, pi ¼ c$exp(0.005(i  m)2) (where c is a coefficient to ensure the sum of pi is equal to one) and si is randomly
assigned between 0.5 and 1.5; in the last column (Random), gi and pi are randomly assigned from 0 to 1.
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itself with the last question and assumes that the forager encoun-
ters resources randomly (a Poisson process) and has complete in-
formation about the encountered resources (Charnov & Orians,
1973; Stephens & Krebs, 1986). The ODM predicts that a forager
makes its foraging decisions to achieve an optimized diet based on
complete information about the profitability and encounter rates of
different resources in the environment, such that the forager can
change from a suboptimal diet to an unspecified optimal diet
(Giraldeau & Dubois, 2008; Pyke, 1984). In contrast, the RED
strategy is a behavioural rule with optimal foraging as the outcome
rather than as an assumption. The RED forager tends to avoid
hunger and seek profitable resources based on incomplete infor-
mation from its past experience. The RED strategy predicts that a
forager can reach nearly the same average energy intake rate as that
predicted by the ODM, even though the energy intake rate of the
RED strategy emerges as a by-product of a relatively simple
behavioural rule (Fig. 3a, b).
The RED behavioural strategy is flexible when the forager ex-
periences environmental change. Without changing its behavioural
strategy, the animal can change its diet to achieve newoptimization
after only a few trials (Fig. 3g). This adaptive process does not
require the forager to have complete information about its envi-
ronment and advanced intelligence for achieving optimal foraging.
Instead, the change in diet as predicted by the RED strategy
emerges as a spontaneous consequence from the behavioural
strategy that is based on incomplete information of past experience
and hunger aversion. This is methodologically different from the
mathematical philosophy of optimization used in optimal foraging
theory, which assumes the forager maximizes its energy intake rate
(as the target function) under cognitive or physiological constraints
(Stephens & Krebs, 1986). The RED forager can flexibly modify itsdiet but according to a simple behavioural rule when facing a va-
riety of environmental conditions. It reflects a context-based de-
cision making with a flexible behavioural rule that performs well
even if there are significant changes in the foraging environment.
Consequently, the RED behavioural rule not only allows the forager
to have flexible behaviours that maximize the foraging efficiency
(Krebs, Kacelnik, & Taylor, 1978), but also enables natural selection
to shape the behavioural rule through adaptive and evolutionary
processes (Zhang, Hui, & Pauw, 2013). These processes at both
ecological and evolutionary timescales help to shape the structure
and function of ecosystems (Beckerman, Petchey, & Warren, 2006;
Zhang, Hui, & Terblanche, 2011).
The RED strategy produced a more realistic partial preference in
diet choice than the zero-one rule from the ODM. First, most ex-
periments designed to test the diet choice of ODM have observed
partial preference (Sih & Christensen, 2001; Stephens & Krebs,
1986). These findings are inconsistent with the zero-one prefer-
ence for resources as predicted by the ODM (cyan belts in Fig. 4) but
consistent with the prediction of the RED strategy (red lines in
Fig. 4). Second, the partial preference of the RED strategy declines
with the decrease in resource profitability, which is consistent with
Krebs, Erichsen, Webber, and Charnov’s (1977) experiment showing
that the great tit, Parus major, partially ignores unprofitable prey
but not profitable prey (see also Elner & Hughes, 1978; Sih &
Christensen, 2001). Third, according to the ODM, low-profitability
resources that are excluded from the diet do not affect decision
making during foraging (Stephens & Krebs, 1986). This finding is
inconsistent with the observation that nonpreferred resource op-
tions can change an animal’s diet preference (e.g. Bateson, Healy, &
Hurly, 2002; Morgan, Hurly, Batesond, Ashere, & Healy, 2012). For
example, low-profitability but densely aggregated prey has been
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Figure 5. Diet width predicted from the recent experience-driven (RED) strategy. (a) Diet width predicted by the RED strategy with k ¼ 1 versus that predicted from the optimal
diet model (ODM). (b) Effect of total encounter rate on diet width. (c) Diet width and (d) diet preference predicted by the RED strategy with different memory capacities (k ¼ 1
versus k ¼ 9). The simulations are the same as in Fig. 3e for (a), (c) and (d), and as in Fig. 3b for (b).
F. Zhang, C. Hui / Animal Behaviour 88 (2014) 13e1918(Fossette, Glleiss, Casey, Lewis, & Hays, 2012). In contrast, this
finding supports the prediction of the RED strategy that low-
profitability resources can be included in the diet when the
resource has a high encounter rate but a low handling time
(equation 1, Fig. 4). Instead of explaining partial preference in terms
of decision-making errors caused by behavioural and physiological
constraints (Stephens & Krebs, 1986) partial preference naturally
emerges from balancing resource profitability and encounter rates
by the RED forager.
Although optimal foraging theory explains the functional
outcome of efficient foraging (McNamara & Houston, 2009), the
RED strategy provides a behavioural rule and process that allow
such optimization to be achieved. The classic ODM assumes that
natural selection optimizes the energy intake rate, yet without
specifying which traits are under selection (Parker & Smith, 1990).
Here we highlighted three possible behavioural traits that natural
selection can act upon for the optimization of foraging. (1) Short-
term memory of recent feeding experience. Although the mem-
ory capacity (k) can increase the intake rate of animals, the
increment becomes trivial for ability to recall more than the last
three meals (Fig. 3e, f). Therefore, natural selection is expected to
favour traits that can enhance short-term memory but is expected
to be weak for strengthening long-term memory as it only gains
trivial benefits while incurring high costs (Gigerenzer & Gaissmaier,
2011; Mery & Kawecki, 2005). (2) The ability to recognize
encountered resources. The recognition of resource type andquality is a prerequisite for making a decision in foraging. Many
experimental studies have demonstrated that animals can recog-
nize their food through visual, sensory and biochemical cues (von
Arx, Goyret, Davidowitz, & Raguso, 2012; Catania, 2012; Clarke,
Whitney, Sutton, & Robert, 2013; Goulson, 1999). By repeatedly
encountering the same type of resources, the animal reinforces its
ability to recognize these resources (Hintzman & Block, 1971). (3)
Basic neural set-up for alternative responses to environmental cues.
The RED behavioural rule requires the forager to assess the prof-
itability of the encountered resources relative to past experience,
and the handling time relative to time elapsed since last feeding
(equation 1). Recent advances in neuroscience reveal that these
relative values can influence the animal brain to make decisions in
foraging (Basten et al., 2010; Hayden et al., 2011; Kolling et al., 2012;
Sengupta, 2013). The RED behaviour rule thus emphasizes that
natural selection can optimize the energy intake rate in foraging by
acting on simple neural set-ups to allow short-term memory,
recognition and sensory response, rather than advanced
intelligence.
In conclusion, the RED behavioural rule not only can optimize
the average energy intake rates of foraging animals but also makes
realistic predictions of a partial preference in diet choice. It reflects
the simple process for animals to select sequentially encountered
resources (McNamara & Houston, 2009). The RED rule can (1)
quickly respond to environmental cues according to recent expe-
rience (Gigerenzer & Gaissmaier, 2011), (2) make decisions based
F. Zhang, C. Hui / Animal Behaviour 88 (2014) 13e19 19on the reference point of past experience (Fiegenbaum et al., 1998;
Kahneman & Tversky, 1979), and (3) exploit low-profitability
resources to compensate for the low encounter rate of high-
profitability resources (Fossette et al., 2012). This context-
dependent behaviour has been widely found in animals and
humans (Rosati & Stevens, 2009) and has generally been regarded
as irrational because it violates the rational decision-making theory
that maximizes the intake rate as in ODM (Simon, 1979). The
excellent performance of the RED rule supports the suggestion that
seemingly irrational decision making is actually ecologically
rational in terms of optimizing energy intake rate (McNamara,
Trimmer, & Houston, 2012; Smith, 2003). Therefore, the RED
strategy represents an adaptive mechanism for context-dependent
behaviour (Rosati & Stevens, 2009) and reference-based decision
making (Fiegenbaum et al., 1998; Kahneman & Tversky, 1979),
creating new avenues to examine the role of past experience in
optimal decision making for foraging and other economic
behaviours.
Acknowledgments
We are grateful to P.T. Smiseth, L. Ginzburg, U. Dieckmann, A.
Pauw, J.S. Terblanche, M.A. McGeoch, B. Laniewski and two anon-
ymous referees for constructive comments. C.H. is supported by
the National Research Foundation (No. 81825 and 76912) and the
DST-NRF Centre of Excellence for Invasion Biology. This work is also
supported by the Sub Committee B of Stellenbosch University and
the National Natural Science Foundation of China (No. 31360104).
References
van Alphen, J. J. M., Bernstein, C., & Driessen, G. (2003). Information acquisition and
time allocation in insect parasitoids. Trends in Ecology & Evolution, 18, 81e87.
von Arx, M., Goyret, J., Davidowitz, G., & Raguso, R. A. (2012). Floral humidity as a
reliable sensory cue for profitability assessment by nectar-foraging hawkmoths.
Proceedings of the National Academy of Sciences, 109, 9471e9476.
Basten, U., Biele, G., Heekeren, H. R., & Fiebach, C. J. (2010). How the brain integrates
costs and benefits during decision making. Proceedings of the National Academy
of Sciences, 107, 21767e21772.
Bateson, M., Healy, S. D., & Hurly, T. A. (2002). Irrational choices in hummingbird
foraging behaviour. Animal Behaviour, 63, 587e596.
Beckerman, A. P., Petchey, O. L., & Warren, P. H. (2006). Foraging biology predicts
food web complexity. Proceedings of the National Academy of Sciences, 103,
13745e13749.
Catania, K. C. (2012). Evolution of brains and behavior for optimal foraging: a tale of
two predators. Proceedings of the National Academy of Sciences, 109, 10701e10708.
Charnov, E., & Orians, G. H. (1973). Optimal foraging: some theoretical explorations.
Washington DC: University of Washington.
Clarka, C. W., & Dukas, R. (2002). The behavioral ecology of a cognitive constraint:
limited attention. Behavioral Ecology, 14, 151e156.
Clarke, D., Whitney, H., Sutton, G., & Robert, D. (2013). Detection and learning of
floral electric fields by bumblebees. Science, 340, 66e69.
Elner, R. W., & Hughes, R. N. (1978). Energy maximization in the diet of the shore
crab, Carcinus maenas. Journal of Animal Ecology, 47, 103e116.
Fiegenbaum, A., Hart, S., & Schendel, D. (1998). Strategic reference point theory.
Strategic Management Journal, 17, 219e235.
Fossette, S., Glleiss, A. C., Casey, J. P., Lewis, A. R., & Hays, G. C. (2012). Does prey size
matter? Novel observations of feeding in the leatherback turtle (Dermochelys
coriacea) allow a test of predator-prey size relationships. Biology Letters, 8, 351e
354.
Freidin, E., & Kacelnik, A. (2011). Rational choice, context dependence, and the value
of information in European starlings (Sturnus vulgaris). Science, 334, 1000e1002.
Gigerenzer, G., & Gaissmaier, W. (2011). Heuristic decision making. Annual Review of
Psychology, 62, 451e482.
Giraldeau, L. A., & Dubois, F. (2008). Social foraging and the study of exploitative
behavior. Advances in the Study of Behavior, 38, 59e104.
Goulson, D. (1999). Foraging strategies of insects for gathering nectar and pollen,
and implications for plant ecology and evolution. Perspectives in Plant Ecology,
Evolution and Systematics, 2, 185e209.Hayden, B. Y., Pearson, J. M., & Platt, M. L. (2011). Neuronal basis of sequential
foraging decisions in a patchy environment. Nature Neuroscience, 14, 933e939.
Herrnstein, R. J., & Vaughan, W., Jr. (1980). Melioration and behavioral allocation. In
J. E. R. Staddon (Ed.), Limits to action (pp. 143e176). New York: Academic Press.
Hinson, J. M., & Staddon, J. E. R. (1983). Matching, maximizing and hill climbing.
Journal of the Experimental Analysis of Behavior, 40, 321e331.
Hintzman, D. L., & Block, R. A. (1971). Repetition and memory: evidence for a
multiple-trace hypothesis. Journal of Experimental Psychology, 88, 297e306.
Houston, A., Clark, C., McNamara, J., & Mangel, M. (1988). Dynamic models in
behavioural and evolutionary ecology. Nature, 332, 29e34.
Houston, A., & McNamara, J. (1999). Models of adaptive behaviour. Cambridge:
Cambridge University Press.
Hutchinson, J. M. C., & Gigerenzer, G. (2005). Simple heuristics and rules of thumb:
where psychologists and behavioural biologists might meet. Behavioural Pro-
cesses, 69, 97e124.
Iwasa, Y., Higashi, M., & Yamamura, N. (1981). Prey distribution as a factor deter-
mining the choice of optimal foraging strategy. The American Naturalist, 117,
710e723.
Janetos, A. C., & Cole, B. J. (1981). Imperfectly optimal animals. Behavioral Ecology
and Sociobiology, 9(9), 203e209.
Kahneman, D., & Tversky, A. (1979). Prospect theory: an analysis of decision under
risk. Econometrica, 47, 263e292.
Kolling, N., Behrens, T. E. J., Mars, R. B., & Rushworth, M. F. S. (2012). Neural
mechanisms of foraging. Science, 336, 95e98.
Krebs, J. R., Erichsen, J. T., Webber, M. I., & Charnov, E. L. (1977). Optimal prey-
selection by the great tit (Parus major). Animal Behaviour, 25, 30e38.
Krebs, J. R., Kacelnik, A., & Taylor, P. (1978). Test of optimal sampling by foraging
great tits. Nature, 275, 27e31.
Marshall, A. T., & Kirkpatrick, K. (2013). The effects of the previous outcome on
probabilistic choice in rats. Journal of Experimental Psychology: Animal Behavior
Processes, 39, 24e38.
Mazur, J. E., & Biondi, D. R. (2011). Effects of time between trials on rats’ and pi-
geons’ choices with probabilistic delayed reinforcers. Journal of the Experimental
Analysis of Behavior, 95, 41e56.
McNamara, J. M., & Houston, A. I. (1980). The application of statistical decision
theory to animal behavior. Journal of Theoretical Biology, 85, 673e690.
McNamara, J. M., & Houston, A. I. (2009). Integrating function and mechanism.
Trends in Ecology and Evolution, 24, 670e675.
McNamara, J. M., Trimmer, P. C., & Houston, A. I. (2012). The ecological rationality of
state-dependent valuation. Psychological Review, 119, 114e119.
Mery, F., & Kawecki, T. J. (2005). A cost of long-term memory in Drosophila. Science,
308, 1148.
Morgan, K. V., Hurly, T. A., Batesond, M., Ashere, L., & Healy, S. D. (2012). Context-
dependent decisions among options varying in a single dimension. Behavioural
Processes, 89, 115e120.
Parker, G. A., & Smith, J. M. (1990). Optimality theory in evolutionary biology. Na-
ture, 348, 27e33.
Pyke, G. H. (1984). Optimal foraging theory: a critical review. Annual Review of
Ecology, Evolution, and Systematics, 15, 523e575.
Rosati, A. G., & Stevens, J. R. (2009). Rational decisions: the adaptive nature of
context-dependence choice. In S. Watanabe, A. P. Blaisdell, L. Huber, & A. Young
(Eds.), Rational animals, irrational humans (pp. 101e117). Tokyo: Keio University
Press.
Sengupta, P. (2013). The belly rules the nose: feeding state-dependent modulation
of peripheral chemosensory responses. Current Opinion in Neurobiology, 23, 68e
75.
Shettleworth, S. J., Krebs, J. R., Stephens, D. W., & Gibbon, J. (1988). Tracking a
fluctuating environment: a study of sampling. Animal Behaviour, 36, 87e105.
Sih, A., & Christensen, B. (2001). Optimal diet theory: when does it work, and when
and why does it fail? Animal Behaviour, 61, 379e390.
Simon, H. A. (1979). Rational decision making in business organizations. American
Economic Review, 69, 493e513.
Smith, V. L. (2003). Constructivist and ecological rationality in economics. American
Economic Review, 93, 465e508.
Staddon, J. E. R. (2010). Adaptive behavior and learning. Cambridge: Cambridge
University Press.
Stephens, D. W. (1987). On economically tracking a variable environment. Theo-
retical Population Biology, 32, 15e25.
Stephens, D. W., & Krebs, J. R. (1986). Foraging theory. Princeton, NJ: Princeton
University Press.
Vaughan, W., & Herrnstein, R. J. (1987). Stability, melioration, and natural selection.
In L. Green, & J. H. Kagel (Eds.), Advances in behavioral economics (pp. 185e215).
Norwood, NJ: Ablex.
Zhang, F., Hui, C., & Pauw, A. (2013). Adaptive divergence in Darwin’s race: how
coevolution can generate trait diversity in a pollination system. Evolution, 67,
548e560.
Zhang, F., Hui, C., & Terblanche, J. S. (2011). An interaction switch predicts the nested
architecture of mutualistic networks. Ecology Letters, 14, 797e803.
