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Abstract
We give some contributions to the theory of “max–min convex geometry”, that is, convex geometry in the
semimodule Rn
max,min over the max–min semiring Rmax,min = R ∪ {−∞,+∞}. We introduce “elementary
segments” that generalize from n = 2 the horizontal, vertical or oblique segments contained in the main
bisector of R2
max,min. We show that every segment in R
n
max,min is a concatenation of a finite number of
elementary subsegments (at most 2n − 1, respectively at most 2n − 2, in the case of comparable, respectively,
incomparable, endpoints x, y). In this first part we study “max–min segments”, and in the subsequent second
part (submitted) we study “max–min semispaces” and some of their relations to “max–min convex sets”.
© 2007 Elsevier Inc. All rights reserved.
AMS classification: Primary 52A01; Secondary 52A30, 08A72
Keywords: Max–min semiring; Max–min segment; Elementary segment; Max–min convex set
1. Introduction
We recall that Rmax :=R ∪ {−∞}, with the operations ⊕ = max, ⊗ = + in Rmax, and that
Rnmax :=Rmax × · · · × Rmax (n times), with the operations
x ⊕ y = (x1 ⊕ y1, . . ., xn ⊕ yn) (x = (x1, . . ., xn), y = (y1, . . ., yn) ∈ Rnmax), (1.1)
α ⊗ x = (α ⊗ x1, . . ., α ⊗ xn) (x = (x1, . . ., xn) ∈ Rnmax, α ∈ Rmax). (1.2)
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Similarly, Rmin :=R ∪ {+∞}, with the operations ⊕ = min,⊗ = + in Rmin, and Rnmin is defined
correspondingly. Furthermore, we recall that Rmax,min is the set R = R ∪ {−∞,+∞} endowed
with the operations ⊕ = max,⊗ = min in R, and that Rnmax,min = Rmax,min × . . . × Rmax,min (n
times), endowed with the operations
x ⊕ y = (x1 ⊕ y1, . . ., xn ⊕ yn) (x = (x1, . . ., xn), y = (y1, . . ., yn) ∈ Rnmax,min), (1.3)
α ⊗ x = (α ⊗ x1, . . ., α ⊗ xn) (x = (x1, . . ., xn) ∈ Rnmax,min, α ∈ Rmax,min). (1.4)
Convex geometry in the semimodules Rnmax and Rnmin has been studied extensively and con-
tinues to be of interest (see e.g. [11,21,7,17,18,19] and the references therein; let us men-
tion that the equivalence with “convex geometry” in Rn+ :=[0,+∞)n endowed with the oper-
ations ⊕ = max,⊗ = ×, encompassing the work of [2,3,1] on “B-convexity”, has been shown
recently in [18]). On the other hand, the algebraic theory of the semimodule Rnmax,min has
been also developed (see [25,5,6,8,9,12,16,13], …), and some recent work has been devoted
to “max–min analysis” (see e.g. articles [14,15] and Chapter 7, Section 6, of the monograph
[16]).
Until the present the theory of “max–min convex geometry”, that is, convex geometry in the
semimodule Rnmax,min over the max–min semiring Rmax,min, which seems to deserve its own
independent interest, has not been studied per se, but only as a particular case of convex geometry
in semimodules, namely, in its relations to “join geometries” [20]. Our aim is to give some
contributions to max–min convex geometry. In this first part we shall study “max–min segments”,
and in the subsequent second part (submitted) we study “max–min semi-spaces” and some of
their relations to “max–min convex sets”.
For simplicity, throughout the sequel we shall denote Rmax,min and Rnmax,min simply by R and
R
n
respectively. In Rn we shall use the natural partial order: x = (x1, . . ., xn)  (y1, . . ., yn) = y
if and only if xi  yi(i = 1, . . ., n).
Let n  1 be an integer, and let x = (x1, . . ., xn) ∈ Rn, y = (y1, . . ., yn) ∈ Rn. We recall that,
following Zimmermann (see e.g. [23]), the max–min segment (or, briefly, the segment) [x, y] ⊆ Rn
with endpoints x, y ∈ Rn is defined as the set
[x, y] :={(α ⊗ x) ⊕ (β ⊗ y) ∈ Rn|α ⊕ β = +∞}
= {max(min(α, x), min(β, y)) ∈ Rn| max(α, β) = +∞}
= {(max(min(α, x1), min(β, y1)), . . ., max(min(α, xn), min(β, yn)))
∈ Rn| max(α, β) = +∞}. (1.5)
The condition max(α, β) = +∞ implies that either α = +∞ or β = +∞.
Remark 1.1. Clearly, for any x, y ∈ Rn we have [x, y] = [y, x]. Furthermore [x, x] = {x}, so
every point is also a segment.
Following Zimmermann [23], a subset G of Rn is said to be max–min convex (or briefly,
convex), if along with any two points it contains the whole segment joining them, i.e., if
x, y ∈ G ⇒ [x, y] ⊆ G, (1.6)
with [x, y] of (1.5).
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Remark 1.2. More generally (see e.g. [24,22] and the references therein), if X = (X,⊕,⊗) is a
semimodule over a (commutative) semiringQ = (Q,,) andx, y ∈ X, the segment [x, y] ⊆ X
with endpoints x, y is defined as the set
[x, y] :={(α ⊗ x) ⊕ (β ⊗ y) ∈ Rn|αβ = 1}, (1.7)
where 1 is the neutral element for  in Q, and a subset G of X is said to be convex, if along with
any two points it contains the whole segment joining them, i.e., if (1.6) holds, with [x, y] of (1.7).
It has been shown by Zimmermann ([24]; see also [22]) that under some mild assumptions the
segments (1.7) in a semimodule X = (X,⊕,⊗) satisfy the axioms of the so-called “generalized
join geometries”. We mention here only one of these results, and a new application to separation
of convex sets. Namely, by [24], Theorem 4.2, if
(C1) αβ = α or β (α, β ∈ Q),
(C2) α, β ∈ Q, α  β ⇒ ∃γ ∈ Q, γβ = α,
then for any quintuple (x, y1, y2, z1, z2) of points in X such that zi ∈ [x, yi], i = 1, 2, one has
[y2, z1] ∩ [y1, z2] /= ∅. (1.8)
In the particular case of the semimodule X = Rn+ = [0,+∞)n over the semiring Q = R+ =
[0,+∞), which satisfies (C1), (C2), this result has been rediscovered in [3], and called there the
“Pasch–Peano property”. On the other hand, for the particular case of the semimodule X = Rn
over the max–min semiring Q = R, which also satisfies (C1), (C2), the above yields a property
of the same type. If we call hemispace in any semimodule X = (X,⊕,⊗) over a semiring Q =
(Q,,) a convex set with convex complement, then from the above “Pasch–Peano” type result
of Zimmermann it follows, with well known methods (see e.g. [10,4],…) that the the so-called
“Stone–Kakutani theorem” on separation of two disjoint convex sets by hemispaces, similar to
those known for the usual linear space Rn and for the semimodule Rnmax ([3], Theorem 2.1),
holds also in any semimodule X = (X,⊕,⊗) over a semiring Q = (Q,,) satisfying (C1),
(C2) (and hence, in particular in Rn) : For any two disjoint convex sets C1, C2 ⊂ X there exists
a hemispace D ⊆ X such that C1 ⊆ D,C2 ⊆ X\D, that is, the family of all hemispaces is an
intersectional basis for the family of all convex sets in X.
Definition 1.1. Let x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Rn. We shall say that [x, y] is a seg-
ment with comparable endpoints, if either x  y or y  x, respectively a segment with incompa-
rable endpoints, if x  y and y  x.
The structure of the paper is as follows:
In Section 2 we shall describe the (max–min) segments [x, y] for n = 1 and n = 2. In the case
n = 2 we shall distinguish two situations: When the endpoints x = (x1, x2) and y = (y1, y2) are
comparable, say x1  y1 and x2  y2, and when they are incomparable, say x1  y1 and x2  y2,
at least one of the inequalities being strict. We shall give in more detail the results on segments
with comparable endpoints under the assumption that x1  x2, since the results for x1  x2 follow
from these by reversing the order of the coordinates. We shall show that in the comparable case if
x1  x2 then there are three classes of segments, divided into cases and types, which we shall call
Case 1, Case 2, Type 1, and Case 2, Type 2, and for x1  x2 there are other three classes obtained
from these by reflexion with respect to the “main bisector” {z = (z1, z2) ∈ R2|z1 = z2} (see
Theorem 2.1 and Figure 2.1). Each segment [x, y] in these cases is the concatenation of at most
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three subsegments. If there are exactly three, then the segment [x, y] is called “nondegenerate”,
and otherwise it is called “degenerate”.
In continuation, in Section 2 we shall give a simple method of obtaining the segments [x, y]
for n = 2 in the case of comparable endpoints, based on repeated application of the description
of segments for n = 1, without having to compute each time the expression (1.5) and without
making appeal to Theorem 2.1; moreover, this method will be suitable for generalization to an
arbitrary dimension n.
Finally, in the same Section 2 we shall give for n = 2 a description of the segments with
incomparable endpoints. It will turn out that if x1  y1, x2  y2, then the segment [x, y] is the
concatenation of two segments, namely a horizontal segment starting from x and going to the right
until max(x, y), and a vertical segment starting from max(x, y) and going downwards until y,
the point max(x, y) being a corner in this picture (see Figure 2.1). Also, we shall show that there
exists a simple method of obtaining the segments [x, y] for n = 2 in the incomparable case, based
on repeated application of the description of segments for n = 1, without having to compute each
time the expression (1.5); moreover, this method will be suitable for generalization to an arbitrary
dimension n.
In Section 3 we shall describe the (max–min) segments [x, y] for n = 3. To this end, using
partitions of {1, 2, 3}, we shall introduce here “elementary segments”, playing the role of the
notions of horizontal, vertical and oblique two-dimensional segments. Also, we shall give a simple
method of obtaining the segments [x, y] for n = 3 in the case of comparable endpoints, based on
repeated application of the description of segments for n = 1, and we shall give descriptions of
the segments in the case of incomparable endpoints. We shall show that the elementary segments
are the “building blocks” for the segments in R3, in the sense that every segment [x, y] ⊂ R3 is
the concatenation of a finite number of elementary subsegments (at most five, respectively four,
in the case of comparable, respectively incomparable, endpoints).
In Section 4 we shall extend the methods and results of Sections 2 and 3 to arbitrary n.
Finally, let us remark that essentially all results contained in this paper can be carried over
to models in which we replace [−∞,+∞] by [a, b], where a < b are finite numbers (e.g. if
a = 0, b = 1, one obtains so called fuzzy algebra). Another extension would arise if we replaced
[−∞,+∞] by Z ∪ {−∞,+∞}, where Z is the set of all integers.
2. Segments in max–min algebra. The cases n = 1, 2
We describe first the max–min segments for n = 1.
Lemma 2.1. Let x1, y1 ∈ R. If x1  y1, then
[x1, y1] = {β ∈ R|x1  β  y1}. (2.1)
Proof. Let z1 ∈ [x1, y1]. Then by (1.5) (for n = 1) we have
z1 = max(min(α, x1), min(β, y1)), (2.2)
where max(α, β) = +∞, so either α = +∞ or β = +∞.
If α = +∞ then
z1 = max(x1, min(β, y1)) =
⎧⎨
⎩
max(x1, β) = x1 if −∞  β  x1,
max(x1, β) = β if x1  β  y1,
max(x1, y1) = y1 if y1  β  +∞,
so z1 ∈ {β ∈ R|x1  β  y1}.
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On the other hand, ifβ = +∞ then byx1  y1 we have min(α, x1)  x1  y1(α ∈ R), whence
z1 = max(min(α, x1), y1) = y1 (α ∈ R),
so z1 can only be the point y1, which is an endpoint of the segment {β ∈ R|x1  β  y1}. 
For n = 2 the following classes of segments will play an important role in the sequel:
Definition 2.1. We shall call a segment [x, y] = [(x1, x2), (y1, y2)] in R2
(a) horizontal if x2 = y2, that is,
[x, y] = [(x1, x2), (y1, x2)]; (2.3)
(b) vertical if x1 = y1, that is,
[x, y] = [(x1, x2), (x1, y2)]; (2.4)
(c) oblique if x1 = x2 and y1 = y2, that is,
[x, y] = [(x1, x1), (y1, y1)]. (2.5)
Remark 2.1. In Rn we shall call the points x = (x1, . . ., xn) ∈ Rn finite points, and we shall call
finite segments the segments with finite endpoints. It is an immediate consequence of (1.5) that
in the particular case of finite endpoints x, y the horizontal and vertical segments in R2 are just
the usual horizontal and vertical segments of the linear space R2, and the oblique segments are
the usual segments contained in the main bisector B :={z = (z1, z2) ∈ R2|z1 = z2}, which we
shall call “the bisector”; however, the above definitions encompass also the cases where one or
both of the endpoints are infinite (that is, in R2\R), in which case the “segment” [x, y] is a closed
half-line or a (closed) line in R2.
Now we describe the max–min segments for n = 2. We distinguish two cases: comparable
endpoints and incomparable endpoints.
In the case of comparable endpoints we first assume that x1  x2, i.e., that the point (x1, x2) lies
on or above the bisector. Here is a method of arranging all possible cases, suitable for extension to
higher n: We start with Case 1, in which y1 ∈ [x1, x2]. Next, we pass to Case 2, by “promoting” y1
to belong to the interval [x2,+∞], that is, assuming (x1 )x2  y1, and we consider two types,
according to the order of y1 and y2, that is, y1  y2 and y2  y1. Thus we obtain three types of
segments, described in the first part of the following result, which lists the decomposition of the
max–min segments [x, y] into concatenations of horizontal and/or vertical and/or oblique pieces
when x1  x2. The second part, that is, the case when x1  x2, is obtained from the first one by
interchanging the roles of the first and second coordinates.
Theorem 2.1 (Comparable endpoints). Let x = (x1, x2), y = (y1, y2) ∈ R2. Assume that x1 
x2, x1  y1, x2  y2. Then there are three types of max–min segments:
Case 1: Assume that y1  y2 and y1  x2, i.e., that both y and (y1, x2) lie on or above the
bisector. Then
[x, y] = [x, (y1, x2)] ∪ [(y1, x2), y]. (2.6)
Thus, [x, y] is the concatenation of a horizontal segment starting from x, going to the right until
(y1, x2), and a vertical segment starting from (y1, x2), going up to y.
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Case 2: If x2  y1, y2, then we distinguish two types, depending on the order of y1, y2:
Type 1: If y1  y2, so y lies on or above the bisector, then
[x, y] = [x, (x2, x2)] ∪ [(x2, x2), (y1, y1)] ∪ [(y1, y1), y]. (2.7)
Thus, [x, y] is the concatenation of a horizontal segment starting from x, going to the right until
(x2, x2), an oblique segment lying on the bisector, starting from (x2, x2), going up 45◦ until
(y1, y1), and a vertical segment starting from (y1, y1), going up until y.
Type 2: If y1  y2, that is, y lies on or below the bisector. Then
[x, y] = [x, (x2, x2)] ∪ [(x2, x2), (y2, y2)] ∪ [(y2, y2), y]. (2.8)
Thus, [x, y] is the concatenation of a horizontal segment starting from x, going to the right
until (x2, x2), an oblique segment lying on the bisector, starting from (x2, x2), going up 45◦ until
(y2, y2), and a horizontal segment starting in (y2, y2), going to the right until y.
Ifx1  x2, then one obtains the segments in the corresponding cases and types by interchanging
the roles of the first and second coordinates, namely: Case 1′ : y2  y1 and y2  x1; Case 2′,
Type 1′ : x1  y2  y1; Case 2′, Type 2′ : x1  y2, y2  y1.
Proof. Let z = (z1, z2) ∈ [x, y]. Then by (1.5) (for n = 2) we have
z = (z1, z2) = (max(min(α, x1), min(β, y1)), max(min(α, x2), min(β, y2))), (2.9)
where max(α, β) = +∞, so either α = +∞ or β = +∞.
If β = +∞ then since min(xi, α)  xi  yi(α ∈ R, i = 1, 2), from (2.9) we obtain
z = (max(min(x1, α), y1), max(min(x2, α), y2)) = (y1, y2) (α ∈ R), (2.10)
so z can only be the point (y1, y2). Let us consider now the cases where α = +∞.
Case 1: Assume y1  y2 and y1  x2. Then
− ∞  x1  y1  x2  y2  +∞. (2.11)
If α = +∞ then by (2.9) and (2.11),
z = (max(x1, min(β, y1)), max(x2, min(β, y2)))
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(max(x1, β), max(x2, β)) = (x1, x2) if −∞  β  x1,
(max(x1, β), max(x2, β)) = (β, x2) if x1  β  y1,
(max(x1, y1), max(x2, β)) = (y1, x2) if y1  β  x2,
(max(x1, y1), max(x2, β)) = (y1, β) if x2  β  y2,
(max(x1, y1), max(x2, y2)) = (y1, y2) if y2  β  +∞.
(2.12)
Consequently, by the above,
[x, y] = {(β, x2)|x1  β  y1} ∪ {(y1, β)|x2  β  y2}. (2.13)
But
{(β, x2)|x1  β  y1} = [x, (y1, x2)], (2.14)
{(y1, β)|x2  β  y2} = [(y1, x2), y]. (2.15)
Hence, by (2.13), (2.14) and (2.15) we obtain (2.6).
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Case 2, Type 1: Assume x1  y1  y2. Then
− ∞  x1  x2  y1  y2  +∞. (2.16)
If α = +∞ then by (2.9) and (2.16) we have
z = (max(x1, min(β, y1)), max(x2, min(β, y2)))
=
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(max(x1, β), max(x2, β)) = (x1, x2) if −∞  β  x1,
(max(x1, β), max(x2, β)) = (β, x2) if x1  β  x2,
(max(x1, β), max(x2, β)) = (β, β) if x2  β  y1,
(max(x1, y1), max(x2, β)) = (y1, β) if y1  β  y2,
(max(x1, y1), max(x2, y2)) = (y1, y2) if y2  β  +∞.
(2.17)
Consequently, by the above,
[x, y] = {(β, x2)|x1  β  x2} ∪ {(β, β)|x2  β  y1} ∪ {(y1, β)|y1  β  y2}. (2.18)
But,
{(β, x2)|x1  β  x2} = [x, (x2, x2)], (2.19)
{(β, β)|x2  β  y1} = [(x2, x2), (y1, y1)], (2.20)
{(y1, β)|y1  β  y2} = [(y1, y1), y]. (2.21)
Hence, by (2.18), (2.19), (2.20) and (2.21) we obtain (2.7).
Case 2, Type 2: Assume y1  y2. Then
− ∞  x1  x2  y2  y1  +∞. (2.22)
If α = +∞ then by (2.9) and (2.22) we have
z = (max(x1, min(β, y1)), max(x2, min(β, y2)))
=
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(max(x1, β), max(x2, β)) = (x1, x2) if −∞  β  x1,
(max(x1, β), max(x2, β)) = (β, x2) if x1  β  x2,
(max(x1, β), max(x2, β)) = (β, β) if x2  β  y2,
(max(x1, β), max(x2, y2)) = (β, y2) if y2  β  y1,
(max(x1, y1), max(x2, y2)) = (y1, y2) if y1  β  +∞.
(2.23)
Consequently, by the above,
[x, y] = {(β, x2)|x1  β  x2} ∪ {(β, β)|x2  β  y2} ∪ {(β, y2)|y2  β  y1}. (2.24)
But,
{(β, x2)|x1  β  x2} = [x, (x2, x2)], (2.25)
{(β, β)|x2  β  y2} = [(x2, x2), (y2, y2)], (2.26)
{(β, y2)|y2  β  y1} = [(y2, y2), y]. (2.27)
Hence, by (2.24), (2.25), (2.26) and (2.27) we obtain (2.8).
Finally, the statement for the case where x1  x2 follows from the above by interchanging the
roles of the first and second coordinates. 
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Comparable endpoints
x 1 x 2
x 1 x 2
Case 1 Case 2,Type 1 Case 2,Type 2
Incomparable endpoints
Fig. 2.1. Segments for n = 2.
Remark 2.2. (a) Fig. 2.1 shows geometric pictures of segments of all cases and types in R2.
(b) In Case 1 of Theorem 2.1, the whole max–min segment [x, y] lies above the bisector. If
y1 = x2, then the corner (y1, x2) lies on the bisector; if y1 < x2, then the corner (y1, x2) lies
strictly above the bisector. In Case 2, Type 1 of Theorem 2.1, the whole segment [x, y] lies above
the bisector and [(x2, x2), (y1, y1)] is a subsegment of [x, y] lying on the bisector.
(c) The cases and types of segments [x, y] obtained when x1  x2 are reflexions with respect
to the bisector, of the corresponding types obtained in Theorem 2.1 for x1  x2.
Corollary 2.1. If both x, y ∈ R2 lie above (respectively, below) the bisector, that is, if x1 
x2 and y1  y2 (respectively, x1  x2 and y1  y2) then the whole segment [x, y] lies above
(respectively, below) the bisector, that is, z1  z2 (respectively, z1  z2) for all z ∈ [x, y].
Proof. If both x, y ∈ R2 lie above the bisector, then the segment [x, y] is of Type 1 or as in Type
2, Case 1, so the conclusion holds by Theorem 2.1. The other case follows by a permutation of
the coordinates. 
Remark 2.3. Corollary 2.1 can be restated by saying that the “closed half-planes” {z ∈ R2|z1 
z2} and {z ∈ R2|z1  z2} are max–min convex sets. However, the “open half-planes” {z ∈ R2|z1 <
z2} and {z ∈ R2|z1 > z2} are not max–min convex (taking segments as in Case 1, with corner
lying on the bisector, or segments as in Case 2, Type 1).
V. Nitica, I. Singer / Linear Algebra and its Applications 428 (2008) 1439–1459 1447
Formulae (2.6)–(2.8) show the descriptions of the subsegments that give the segment [x, y]
by concatenation. Now we shall give a simple method of obtaining the segments [x, y], without
having to compute each time the expression (2.9); moreover, this method will be suitable for
generalization to an arbitrary dimension n. To this end, let us first observe that if we regard
−∞, x1, y1, x2, y2,+∞ simply as points of R, then each of the formulae (2.11), (2.16), (2.22)
gives a division of R into five (closed) subintervals σ1, . . ., σ5, with consecutive subintervals
having one common endpoint. Indeed, in Case 1, formula (2.11) gives a division of R into the
subintervals
σ1 = [−∞, x1], σ2 = [x1, y1], σ3 = [y1,x2], σ4 = [x2, y2], σ5 = [y2,+∞];
(2.28)
in Case 2, Type 1, formula (2.16) gives a division of R into the subintervals
σ1 = [−∞, x1], σ2 = [x1, x2], σ3 = [x2, y1], σ4 = [y1, y2], σ5 = [y2,+∞];
(2.29)
in Case 2, Type 2, formula (2.22) gives a division of R into the subintervals
σ1 = [−∞, x1], σ2 = [x1, x2], σ3 = [x2, y2], σ4 = [y2, y1], σ5 = [y1,+∞];
(2.30)
that is, in all cases
R = ∪5i=1σi. (2.31)
Furthermore, note that every point z of the segment [x, y] may be regarded as a function of the
parameter β occurring in formulas (2.12), (2.17) and (2.23) respectively, that is
z(β) = (z1(β), z2(β)) := (max(x1, min(β, y1)), max(x2, min(β, y2))) (β ∈ R); (2.32)
moreover, the points z(β) for β in the subintervals σ1, . . ., σ5 give exactly the desired subsegments
of [x, y], whose concatenation is [x, y]:
[x, y] = ∪5i=1{z(β)|β ∈ σi}. (2.33)
Note also that
{z(β)|β ∈ σ1} = {x}, {z(β)|β ∈ σ5} = {y}. (2.34)
By repeated application of Lemma 2.1 (without making appeal to Theorem 2.1) we shall show now
that for every division (2.31) of R and every β ∈ σi, i = 1, . . ., 5, the point z(β) of (2.32) depends
only on the set of the “basic intervals” [x1, y1], [x2, y2] that contain the intervalσi . More precisely,
we have the following general rules for obtaining the subsegments {z(β)|β ∈ σi}(i = 1, . . ., 5)
of [x, y] that occur in (2.33):
Lemma 2.2. Let x = (x1, x2), y = (y1, y2) ∈ R2, xi  yi(i = 1, 2), x1  x2. Let [a, b] be a
(closed) subinterval of R, where
a, b ∈ {−∞, x1, x2, y1, y2,+∞}, a /= b, (2.35)
and let us consider the portion
Pa,b :={(z1(β), z2(β))|β ∈ [a, b]} (2.36)
of the segment [x, y].
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(a) If for each β ∈ [a, b], β is not contained in any one of [xi, yi], i = 1, 2, then for every
z ∈ Pa,b of (2.36) each coordinate z1(β) and z2(β) is a constant not depending on β, and Pa,b
is either an endpoint or a corner point of the max–min segment [x, y], namely
Pa,b =
⎧⎨
⎩
{(x1, x2)} if [a, b] ⊆ [−∞, x1],
{(y1, y2)} if [a, b] ⊆ [y2,+∞],
{(y1, x2)} if y1  x2, [a, b] ⊆ [y1, x2].
(2.37)
(b) If i = 1 or 2 and each β ∈ [a, b] is contained only in the (same) subinterval [xi, yi], then
each z(β) = (z1(β), z2(β)) ∈ Pa,b has the respective coordinate zi(β) equal to β, and the other
coordinate zj (β), where j /= i, is an endpoint of [xj , yj ]. Hence Pa,b is either a horizontal or a
vertical subsegment of [x, y]. In fact, we have the following two subcases:
(b1) If each β ∈ [a, b] is contained only in [x1, y1], but not in [x2, y2], then each z ∈ Pa,b has
its first coordinate z1(β) equal to β, and the second coordinate z2(β) equal to an endpoint of
[x2, y2], so Pa,b is a horizontal subsegment of [x, y]. Namely,
Pa,b =
⎧⎨
⎩
{(β, x2)|β ∈ [a, b]} if y1  x2,
{(β, x2)|β ∈ [a, b]} if x2  y1  y2 and [a, b] ⊆ [x1, x2],
{(β, y2)|β ∈ [a, b]} if x2  y2  y1 and [a, b] ⊆ [y2, y1].
(2.38)
(b2) If eachβ ∈ [a, b] is contained only in [x2, y2], then each z ∈ Pa,b has its second coordinate
z2(β) equal toβ, and the first coordinate z1(β) equal to an endpoint of [x1, y1], soPa,b is a vertical
subsegment of [x, y]. Namely,
Pa,b = {(y1, β)|β ∈ [a, b]} if y1  x2 and [a, b] ⊆ [x2, y2]
or if x2  y1  y2 and [a, b] ⊆ [y1, y2]. (2.39)
(c) If β is contained in both [x1, y1] and [x2, y2] for each β ∈ [a, b], then Pa,b is an oblique
subsegment of [x, y], lying on the bisector, namely
Pa,b = {(β, β)|β ∈ [a, b]}. (2.40)
Proof. By Lemma 2.1 applied to each coordinate it follows that we have the implications⎧⎨
⎩
β ∈ [−∞, x1] ⇒ z1(β) = x1,
β ∈ [x1, y1] ⇒ z1(β) = β,
β ∈ [y1,+∞] ⇒ z1(β) = y1,
⎧⎨
⎩
β ∈ [−∞, x2] ⇒ z2(β) = x2,
β ∈ [x2, y2] ⇒ z2(β) = β,
β ∈ [y2,+∞] ⇒ z2(β) = y2.
(2.41)
But, by the assumption x1  x2 we have [−∞, x1] ⊆ [−∞, x2], so by (2.41) we have the
implication
β ∈ [−∞, x1] = [−∞, x1] ∩ [−∞, x2] ⇒ (z1(β), z2(β)) = (x1, x2),
and hence the first equality of (2.37). On the other hand, for the last subinterval, if y1  y2
(which holds in Case 1 and Case 2, Type 1) then [y2,+∞] ⊆ [y1,+∞], so by (2.41) we have the
implication
β ∈ [y2,+∞] = [y2,+∞] ∩ [y1,+∞] ⇒ (z1(β), z2(β)) = (y1, y2),
while if y2  y1 (which holds for Case 2, Type 2) then [y1,+∞] ⊆ [y2,+∞], so by (2.41) we
have the implication
β ∈ [y1,+∞] = [y1,+∞] ∩ [y2,+∞] ⇒ (z1(β), z2(β)) = (y1, y2),
and hence the second equality of (2.37). Also, if y1  x2, then by (2.41) we have the
implication
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β ∈ [y1, x2] = [y1,+∞] ∩ [−∞, x2] ⇒ (z1(β), z2(β)) = (y1, x2),
and hence the third equality of (2.37), which proves part (a). Finally, for parts (b) and (c) the
conclusion follows directly from (2.41). 
Remark 2.4. As shown by the above, if x1  x2, then in all nondegenerate cases and types there
exists β ∈ R that belongs only to [x1, y1] but not to [x2, y2], and the segment [x, y] always has a
horizontal subsegment. In contrast, if [x2, y2] ⊂ [x1, y1], then there is no β that belongs only to
[x2, y2], and the segment [x, y] has no vertical subsegment. When x1  x2, a similar statement
holds, with the roles of the first and second coordinates interchanged and with “horizontal”
replaced by “vertical”.
Let us pass now to incomparable endpoints.
Theorem 2.2 (Incomparable endpoints). Let x = (x1, x2), y = (y1, y2) ∈ R2, x  y and y  x,
and assume that x1  y1, x2  y2, at least one of them being strict (the other case, where x1 
y1, x2  y2, is similar, by permuting the coordinates). Then
[x, y] = [x, (y1, x2)] ∪ [(y1, x2), y] = [x, max(x, y)] ∪ [max(x, y), y]. (2.42)
Proof. Let z = (z1, z2) ∈ [x, y]. Then by (1.5) (for n = 2) we have (2.9), where max(α, β) =
+∞, so either α = +∞ or β = +∞.
If α = +∞ then, since x1  y1, we have
z1 = max(x1, min(β, y1)) =
⎧⎨
⎩
max(x1, β) = x1 if − ∞  β  x1,
max(x1, β) = β if x1  β  y1,
max(x1, y1) = y1 if y1  β  +∞,
so z1 ∈ [x1, y1], and since x2  y2  min(β, y2)(β ∈ R), we have
z2 = max(x2, min(β, y2)) = x2 (β ∈ R),
so z = (β, x2) for some x1  β  y1.
If β = +∞ then z belongs to the segment {(y1, α)|y2  α  x2}. Indeed, since min(α, x1) 
x1  y1(α ∈ R), we have
z1 = max(min(α, x1), y1) = y1 (α ∈ R),
and since y2  x2, we have
z2 = max(min(α, x2), y2) =
⎧⎨
⎩
max(α, y2) = y2 if − ∞  α  y2,
max(α, y2) = α if y2  α  x2,
max(x2, y2) = x2 if x2  α  +∞,
so z = (y1, α) for some y2  α  x2.
Consequently, by the above,
[x, y] = {(β, x2)|x1  β  y1} ∪ {(y1, α)|y2  α  x2}. (2.43)
But,
{(β, x2)|x1  β  y1} = [x, (y1, x2)] = [x, max(x, y)], (2.44)
{(y1, α)|y2  α  x2} = [(y1, x2), y] = [max(x, y), y]. (2.45)
Hence, by (2.43), (2.44) and (2.45) we obtain (2.42). 
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Remark 2.5. (a) Geometrically, Theorem 2.2 says that in the incomparable case where x1 
y1, x2  y2, the max–min segment [x, y] is the concatenation of two segments, namely a hor-
izontal segment starting from x and going to the right until max(x, y), and a vertical segment
starting from max(x, y) and going downwards until y, the point max(x, y) being a corner of this
picture.
(b) Here is another approach which recovers Theorem 2.2 on the classification of max–min
segments with incomparable endpoints in R2, based on Lemma 2.1 that describes 1-dimensional
segments. This approach has the advantage that it can be easily generalized to the case of higher
dimensions. For any point z belonging to a one-dimensional segment [x, y], if x  y, then by
(2.2)
z =
⎧⎨
⎩
x if − ∞  β  x,
β if x  β  y,
y if y  β  +∞,
(2.46)
and similarly, if y  x, then by (2.2),
z =
⎧⎨
⎩
y if − ∞  α  y,
α if y  α  x,
x if x  α  +∞.
(2.47)
Now let (x1, x2), (y1, y2) ∈ R2, and let
(z1, z2) ∈ [(x1, x2), (y1, y2)]. (2.48)
If β /= +∞, then α = +∞, so by (2.47) (applied to z2 ∈ [y2, x2]) we have z2 = x2, and thus by
(2.48), (z1, z2) belongs to the horizontal segment [(x1, x2), (y1, x2)]. If β = +∞, then by (2.46)
(applied to z1 ∈ [x1, y1]) we have z1 = y1, and thus by (2.48), (z1, z2) belongs to the vertical
segment [(y1, x2), (y1, y2)]. Overall, [x, y] is the union of two segments, one horizontal and one
vertical, as described in Theorem 2.2.
Definition 2.2. In Rn we shall call a segment [(x1, . . ., xn), (y1, . . ., yn)]
(a) nondegenerate if xi /= yi(i = 1, . . ., n), xi /= xj , and yi /= yj (i, j = 1, . . ., n; i /= j);
(b) degenerate otherwise.
Remark 2.6. (a) We have the following degenerate segments [x, y] = [(x1, x2), (y1, y2)] (for
their pictures, see Fig. 2.1):
(1) x1 < y1, x2 = y2: any horizontal segment (such segments occur as parts of segments of the
incomparable case and as parts of segments of the first five types of the comparable case) lying
above or below the bisector, with possibly one of the endpoints lying on the bisector;
(2) x1 = y1, x2 < y2: any vertical segment (such segments occur as parts of segments of
the incomparable case and as parts of segments of the first, second and last three types of the
comparable case) lying above or below the bisector, with possibly one of the endpoints lying on
the bisector;
(3) x1 = x2, y1 = y2: any “oblique” segment, lying on the bisector (such segments occur as
parts of segments of the second, third and last two types of the comparable case);
(4) x1 < x2, y1 = y2: any horizontal segment concatenated at its right endpoint with an oblique
segment going upwards (they occur as parts of segments of the second and third type of the
comparable case);
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(5) x1 > x2, y1 = y2: any vertical segment concatenated at its top endpoint with an oblique
segment going upwards (they occur as parts of segments of the last two types of the comparable
case);
(6) x1 = x2, y1 > y2: any oblique segment concatenated at its right endpoint with a horizontal
segment going to the right (they occur as parts of segments of the third and fifth types of the
comparable case);
(7) x1 = x2, y1 < y2: any oblique segment concatenated at its right endpoint with a vertical
segment going upwards (they occur as parts of segments of the second and sixth type of the
comparable case).
(b) It is interesting to compare the max–min segments [x, y] with the max-plus segments
[x, y] (with the same endpoints), for n = 2. By Theorems 2.1, 2.2 and [17], Theorems 1.1 and
1.2, both for max–min segments and for max-plus segments, the “elementary subsegments” whose
concatenation is [x, y] have the same directions, that is, are horizontal, vertical, or oblique, but
for the max-plus segments the oblique parts (if any), instead of lying on the main bisector, may
be parallel to it. On the other hand, for max–min segments the elementary “components” can be
concatenated in a larger variety of ways, and [x, y] is, in general, the concatenation of more than
two subsegments (at most three, respectively, at most two, in the case of comparable, respectively
incomparable endpoints).
Similar comparisons of max–min segments and max-plus segments can be made also for n = 3
and for arbitrary n.
3. Segments in max–min algebra. The case n = 3
In this section we describe the segments in R3, showing how they can be decomposed as
concatenations of “elementary” subsegments. It will be useful to introduce the following classes
of segments:
Definition 3.1. Let {M,N} be a partition of {1,2,3}, that is, M ∩ N = ∅, and M ∪ N = {1, 2, 3}.
Let ci ∈ R, i ∈ M , be constants and [a, b] ⊂ R an interval. Define
I (M,N, {ci}i∈M, [a, b])
:={z = (z1, z2, z3) ∈ R3|zi = ci, i ∈ M, zj = β, β ∈ [a, b], j ∈ N}. (3.1)
We shall say that a segment [x, y] inR3 is of class (M,N) if it is of the form I (M,N, {ci}i∈M, [a, b])
for some ci ∈ R, i ∈ M and [a, b] ⊂ R. We shall call [x, y] an elementary segment if there exists
a partition {M,N} of {1, 2, 3} such that [x, y] is of class (M,N).
Remark 3.1. The elementary segments will play the same role as the horizontal, vertical and
oblique segments played in dimension 2. In order to describe their geometric meaning we shall
use the terms “plane”, “coordinate plane”, “coordinate axis”, “line”, “parallel”, etc. by extending
their usual meaning from R3 to R3 in the obvious way. Then a segment of class (M,N) is part
of the intersection of the planes zi = ci, i ∈ M , which is a line parallel to the intersection of
the coordinate planes zi = 0, i ∈ M . A segment of class (M,N) has a parametrization given
by zi = ci, i ∈ M, zj = β, β ∈ [a, b], j ∈ N . More precisely, let us consider the following eight
partitions of {1, 2, 3}:
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(∅, {1, 2, 3}), ({1}, {2, 3}), ({2}, {1, 3}), ({3}, {1, 2}), (3.2)
({2, 3}, {1}), ({1, 3}, {2}), ({1, 2}, {3}), ({1, 2, 3},∅). (3.3)
Then a segment of class (∅, {1, 2, 3}) is part of the “main bisector” (i.e., actually the “main
trisector”) in R3 and has a parametrization given by z1 = β, z2 = β, z3 = β, β ∈ [a, b]. A seg-
ment of class ({1}, {2, 3}) belongs to the plane z1 = c1, which is parallel to the coordinate
plane z1 = 0, and it is part of the “main bisector” in z1 = c1 with a parametrization given by
z1 = c1,z2 = β, z3 = β, β ∈ [a, b]; similar remarks hold for the next two partitions occurring in
(3.2). A segment of class ({2, 3}, {1}) belongs to the line z2 = c2, z3 = c3, which is an intersection
of two coordinate planes, and it is parallel to the first coordinate axis z2 = 0, z3 = 0. The segment
has the parametrization z1 = β, z2 = c2, z3 = c3, β ∈ [a, b]; similar remarks hold for the next
two partitions occurring in (3.3). Finally, a segment of class ({1, 2, 3},∅) is just a point (c1, c2, c3).
Thus, an elementary segment is either part of the “main trisector” in R3, or a segment parallel
to the “main bisector” in a coordinate plane, or a segment parallel to a coordinate axis, or just
a point. Thus, in R3 there are elementary segments in only 7 directions. We shall show that the
elementary segments are the “building blocks” for the segments in R3, in the sense that every
segment [x, y] ⊂ R3 is the concatenation of a finite number of elementary subsegments (at most
five, respectively four, in the case of comparable, respectively incomparable, endpoints).
Let x = (x1, x2, x3), y = (y1, y2, y3) ∈ R3, and assume that we are in the case of comparable
endpoints, say x  y in the natural (coordinatewise) order, that is, x1  y1, x2  y2, x3  y3.
Without loss of generality we may assume x1  x2  x3 (the other cases can be obtained from this
one by a permutation of the coordinates). Under these assumptions, in any arrangement the points
xi, yi, i = 1, 2, 3 divide the set R into seven (closed) subintervals σ1 = [−∞, x1], . . ., σ7 =
[max{yi |1  i  3},+∞], with consecutive subintervals having one common endpoint. Similarly
to the case n = 2, note that every point z of the segment [x, y] may be regarded as a function of
one parameter β ∈ R:
z(β) = (z1(β), z2(β), z3(β))
:= (max(x1, min(β, y1)), max(x2, min(β, y2)), max(x3, min(β, y3))); (3.4)
moreover, the points z(β) for β in the subintervals σ1, . . ., σ7 give exactly the desired subsegments
of [x, y], whose concatenation is [x, y]:
[x, y] = ∪7i=1{z(β)|β ∈ σi}. (3.5)
Note also that
{z(β)|β ∈ σ1} = {x}, {z(β)|β ∈ σ7} = {y}. (3.6)
By repeated application of Lemma 2.1 (without making appeal to Theorem 2.1) we shall show
now that for every division R = ∪7i=1σi and every β ∈ σi, i = 1, . . ., 7, the point z(β) of (3.4)
depends only on the set of the “basic intervals” [x1, y1], [x2, y2], [x3, y3] that contain the interval
σi . More precisely, we have the following general rules for obtaining the subsegments {z(β)|β ∈
σi}(i = 1, . . ., 7) of [x, y] that occur in (3.5).
Lemma 3.1. Letx = (x1, x2, x3), y = (y1, y2, y3) ∈ R3, xi  yi(i = 1, 2, 3), x1  x2  x3.Let
[a, b] be a (closed) subinterval of R, where
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a, b ∈ {−∞, x1, x2, x3, y1, y2, y3,+∞}, a /= b, (3.7)
and let us consider the portion
Pa,b :={(z1(β), z2(β), z3(β))|β ∈ [a, b]} (3.8)
of the segment [x, y].
(a) If for each β ∈ [a, b], β is not contained in any one of [xi, yi], i = 1, 2, 3, then for each
z ∈ Pa,b of (3.8) each coordinate z1(β), z2(β) and z3(β) is a constant not depending on β,
and Pa,b is either an endpoint or a corner point of the max–min segment [x, y]; in particular,
Pa,b = {(x1, x2, x3)} if [a, b] ⊆ [−∞, x1], andPa,b = {(y1, y2, y3)} if [a, b] ⊆ [max{yi |1  i 
3},+∞].
(b) If i = 1 or 2 or 3 and each β ∈ [a, b] is contained only in the (same) subinterval [xi, yi],
then each z(β) = (z1(β), z2(β), z3(β)) ∈ Pa,b has the respective coordinate zi(β) equal to β,
and the other two coordinates zj (β), where j /= i, are endpoints of [xj , yj ], so z belongs to a
segment parallel to one of the coordinate axes.
(c) If each β ∈ [a, b] is contained in only two, but not three, of [xi, yi], say in [xi1 , yi1 ] and[xi2 , yi2 ], then each z ∈ Pa,b has two coordinates, namely zi1(β) and zi2(β), equal to β and the
third one equal to one of the endpoints xl, yl, where l /= i1, i2, so z belongs to a segment that is
part of the first bisector in a plane parallel to one of the coordinate planes.
(d) If each β ∈ [a, b] is contained in all three of [x1, y1], [x2, y2] and [x3, y3], then Pa,b is an
“oblique′′ subsegment of [x, y], lying on the main trisector, namely
Pa,b = {(β, β, β)|β ∈ [a, b]}. (3.9)
Proof. The proof is similar to that of Lemma 2.2. 
By Lemma 3.1, in order to list all possible cases of segments with comparable endpoints it is
useful to list all relative positions of the “basic intervals” [x1, y1], [x2, y2], [x3, y3](⊂ R). Each
one of the seven subintervals σ1, . . ., σ7 occurring in (3.5) is a subset of none, one, two, or three
of the intervals [xi, yi]. In order to arrange all these relative positions, and thus to list all possible
max–min segments with comparable endpoints decomposed into standard (M,N) pieces, we can
proceed as follows: We start with Case 1, in which y1 ∈ I1 :=[x1, x2], y2 ∈ I2 :=[x2, x3], and
y3 ∈ I3 :=[x3,+∞]. Next we keep y1 ∈ I1, y3 ∈ I3, and “promote” y2 to belong to the interval
I3, that is, x3  y2  +∞. Then there are two possible types: y2  y3 (Type 1) or y3  y2 (Type
2). Next we let y2 ∈ I2, y3 ∈ I3, and “promote” y1 to I2, that is, x2  y1  x3. Then there are
two possible types: y1  y2 (Type 1) and y2  y1 (Type 2). Continuing in this way, any new
promotion gives a new case with comparable endpoints. The types that appear in each case are
obtained by considering all possible orders for the endpoints yi belonging to the same subinterval
determined in R by xi’s.
Let us show how the segments look like geometrically. Since one can easily describe all possible
cases, we explain here only two cases as examples: Let x = (x1, x2, x3), y = (y1, y2, y3) ∈ R3,
xi  yi(i = 1, 2, 3), x1  x2  x3.
Case 1: y1  x2, y2  x3. Since x1  y1  x2  y2  x3  y3, any value β ∈ R either be-
longs to exactly one segment [xi, yi], 1  i  3, or to none. More explicitly, for β ∈ [−∞, x1]
it follows from Lemma 3.1 a) that z(β) = x; for β ∈ [x1, y1] it follows from Lemma 3.1 b) that
z(β) = (β, x2, x3), which gives a subsegment parallel to the first coordinate axis with endpoints
x and (y1, x2, x3); for β ∈ [y1, x2] it follows from Lemma 3.1 a) that z(β) = (y1, x2, x3); for
β ∈ [x2, y2] it follows from Lemma 3.1 b) that z(β) = (y1, β, x3), which gives a subsegment
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parallel to the second coordinate axis with endpoints (y1, x2, x3) and (y1, y2, x3); for β ∈ [y2, x3]
it follows from Lemma 3.1 a) that z(β) = (y1, y2, x3); for β ∈ [x3, y3] it follows from Lemma
3.1 b) that z(β) = (y1, y2, β), which gives a subsegment parallel to the third coordinate axis
with endpoints (y1, y2, x3) and (y1, y2, y3); for β ∈ [y3,+∞] it follows from Lemma 3.1 a) that
z(β) = (y1, y2, y3).
Overall, the segment [x, y] is the union of three subsegments parallel to one of the coordinate
axes
[(x1, x2, x3), (y1, x2, x3)] ∪ [(y1, x2, x3), (y1, y2, x3)] ∪ [(y1, y2, x3), (y1, y2, y3)].
The first subsegment is of type ({2, 3}, {1}), the second is of type ({1, 3}, {2}), and the third one
is of type ({1, 2}, {3}).
Similarly, in Case 3, Type 1, that is, where x2  y1  x3, x2  y2  x3 and y1  y2, the
segment [x, y] is the concatenation of four subsegments
[(x1, x2, x3), (x2, x2, x3)] ∪ [(x2, x2, x3), (y1, y1, x3)]
∪ [(y1, y1, x3), (y1, y2, x3)] ∪ [(y1, y2, x3), (y1, y2, y3)].
The first subsegment is of class ({2, 3}, {1}), the second is of class ({3}, {1, 2}), the third is
of class ({1, 3}, {2}), and the fourth one is of class ({1, 2}, {3}). The first three subsegments
are situated in a plane parallel to the coordinate plane z3 = 0, namely the first subsegment is
parallel to the coordinate axis z2 = z3 = 0, with endpoints x and (x2, x2, x3), concatenated with
the second one that is parallel to the main bisector of the coordinate plane z3 = 0, with endpoints
(x2, x2, x3), (y1, y1, x3), concatenated with the third one that is parallel to the coordinate axis
z1 = z3 = 0, with endpoints (y1, y1, x3), (y1, y2, x3). Finally, the last concatenated subsegment
is parallel to the coordinate axis z1 = z2 = 0, going upward from (y1, y2, x3) to y.
For segments with incomparable endpoints, we shall prove now the following result, corre-
sponding to formula (2.42) of the case n = 2.
Theorem 3.1. Let x = (x1, x2, x3), y = (y1, y2, y3) ∈ R3, and assume that
x1  y1, x2  y2, x3  y3, (3.10)
at least one of the inequalities being strict (the other cases with incomparable endpoints can be
obtained from this one via a permutation of the coordinates or interchanging  and ). Then
[x, y] is the concatenation of two segments with comparable endpoints, namely,
[x, y] = [x, max(x, y)] ∪ [max(x, y), y]. (3.11)
Proof. Let
(z1, z2, z3) ∈ [(x1, x2, x3), (y1, y2, y3)], (3.12)
so z satisfies (1.5) with n = 3 and max(α, β) = +∞. If β = +∞, then by (2.46) (applied to z1 ∈
[x1, y1] and z2 ∈ [x2, y2]) we have z1 = y1, z2 = y2, and thus by (3.12) z belongs to the segment
[(y1, y2, x3), (y1, y2, y3)]. If β /= +∞, then α = +∞, so by (2.47) (applied to z3 ∈ [y3, x3]) we
have z3 = x3, and thus by (3.12) z ∈ [x, (y1, y2, x3)]. Consequently,
[x, y] = [x, (y1, y2, x3)] ∪ [(y1, y2, x3), (y1, y2, y3)]. (3.13)
But, by the assumption (3.10) we have
(y1, y2, x3) = max(x, y), (3.14)
and thus we obtain (3.11). 
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Remark 3.2. The subsegment [(y1, y2, x3), (y1, y2, y3)] of (3.13) is of class ({1, 2}, {3}). Con-
cerning the decomposition of [x, (y1, y2, x3)], and hence of [x, y], into elementary subsegments,
let us observe that the projection of the segment [x, (y1, y2, x3)] onto the coordinate plane spanned
by the first two axes, that is, onto the plane {z ∈ R3|z3 = 0}, is the segment with comparable
endpoints [(x1, x2, 0), (y1, y2, 0)], which we identify with [(x1, x2), (y1, y2)] ⊂ R2. Depending
on the relative position of the intervals [x1, y1], [x2, y2] ⊂ R we distinguish the following cases:
Case 1: y1  x2. Then by Theorem 2.1, we have
[(x1, x2), (y1, y2)] = [(x1, x2), (y1, x2)] ∪ [(y1, x2), (y1, y2)],
that is, [(x1, x2), (y1, y2)] is the concatenation of two subsegments, the horizontal segment
[(x1, x2), (y1, x2)] and the vertical segment [(y1, x2), (y1, y2)], whence
[x, (y1, y2, x3)] = [x, (y1, x2, x3)] ∪ [(y1, x2, x3), (y1, y2, x3)],
that is, [x, (y1, y2, x3)] is the concatenation of two subsegments, one of class {{2, 3}, {1}} and
one of class {{1, 3}, {2}}. Consequently, by (3.13),
[x, y] = [x, (y1, x2, x3)] ∪ [(y1, x2, x3), (y1, y2, x3)] ∪ [(y1, y2, x3), y],
so [x, y] is the concatenation of three subsegments, of the classes described above.
Case 2, Type 1: x2  y1  y2. Then it follows from Theorem 2.1 that [(x1, x2), (y1, y2)] is
the concatenation of three subsegments, the horizontal segment [(x1, x2), (x2, x2)], the oblique
segment [(x2, x2), (y1, y1)], and the vertical segment [(y1, y1), (y1, y2)]. Overall, similarly to
Case 1 above, it follows that the segment [(x1, x2, x3), (y1, y2, x3)] is the concatenation of three
subsegments, one of class {{2, 3}, {1}}, one of class {{3}, {1, 2}} and one of class {{1, 3}, {2}},
and thus, by (3.13), [x, y] is the concatenations of four subsegments.
Case 2, Type 2: y2  y1. Then by Theorem 2.1 [(x1, x2), (y1, y2)] is the concatenation of three
subsegments, the horizontal segment [(x1, x2), (x2, x2)], the oblique segment [(x2, x2), (y2, y2)],
and the horizontal segment [(y2, y2), (y1, y2)]. Overall, similarly to Case 1 above, it follows that
the segment [(x1, x2, x3), (y1, y2, x3)] is the concatenation of three subsegments, one of class
{{2, 3}, {1}}, one of class {{3}, {1, 2}} and one of class {{2, 3}, {2}}, and thus, by (3.13), [x, y]
is the concatenations of four subsegments.
4. Segments in max–min algebra. The general case
In this section we describe general segments in Rn. Similarly to the 3-dimensional situation,
the following classes of segments generalize to higher dimension the classes of the horizontal,
vertical and oblique segments that appear for n = 2.
Definition 4.1. Let n  2 and let {M,N} be a partition of {1, 2, . . ., n}, that is, M ∩ N = ∅, and
M ∪ N = {1, 2, . . ., n}. Let ci ∈ R, i ∈ M , be constants and [a, b] ⊂ R an interval. Define
I (M,N, {ci}i∈M, [a, b])
:={z = (z1, z2, . . ., zn) ∈ Rn|zi = ci, i ∈ M, zj = β, β ∈ [a, b], j ∈ N}. (4.1)
We shall say that a segment [x, y] in Rn is of class (M,N) if it is of the form I (M,N, {ci}i∈M,
[a, b]) for some ci ∈ R, i ∈ M and [a, b] ⊂ R. We shall call [x, y] an elementary segment if there
exists a partition {M,N} of {1, 2, . . . , n} such that [x, y] is of class (M,N).
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Remark 4.1. (a) In particular, for n = 2, the segments of classes
{∅, {1, 2}}, {{1}, {2}}, {{2}, {1}}, {{1, 2},∅}
have respectively the parametrizations {z1 = z2 = β}, {z1 = c1, z2 = β}, {z1 = β, z2 = c2},
{z1 = c1, z2 = c2}, so they are, respectively, an oblique segment (belonging to the main bisector),
a vertical segment, a horizontal segment and a point.
(b) For arbitrary n, the elementary segments play the same role as in dimension 3 (see Remark
3.1): A segment of class (M,N) is part of the intersection of hyperplanes zi = ci , i ∈ M , which
is a linear manifold parallel to the intersection of the coordinate hyperplanes zi = 0, i ∈ M ,
and has a parametrization given by zi = ci , i ∈ M, zj = β, β ∈ [a, b], j ∈ N . Thus, similarly to
the max-plus case (see [17], Remark 4.3) in Rn there are elementary segments in only 2n − 1
directions. We shall show that the elementary segments are the “building blocks” for the segments
in Rn, in the sense that every segment [x, y] ⊂ Rn is the concatenation of a finite number
of elementary subsegments (at most 2n − 1, respectively 2n − 2, in the case of comparable,
respectively incomparable, endpoints).
Let x = (x1, . . ., xn), y = (y1, . . ., yn) ∈ Rn, and assume that we are in the case of comparable
endpoints, say x  y in the natural order of Rn. Without loss of generality we may assume x1 
x2  · · ·  xn (the other cases can be obtained from this one by a permutation of the coordinates).
Under these assumptions, in any arrangement of the points xi, yi, i = 1, . . ., n, the set R is divided
into 2n + 1 (closed) subintervals σ1 = [−∞, x1], . . ., σ2n+1 = [max{yi |1  i  n},+∞], with
consecutive subintervals having one common endpoint. Similarly to the cases n = 2, n = 3, every
point z of the segment [x, y] may be regarded as a function of one parameter β (every coordinate
of z is uniquely determined by a parameter β and is given by (2.46) applied to the respective
coordinate), that is
z(β) = (z1(β), . . ., zn(β)) (β ∈ R); (4.2)
in other words, the values z(β) for β in the subintervals σ1, . . ., σ2n+1 are uniquely determined
and give exactly the desired subsegments of [x, y], whose concatenation is [x, y]:
[x, y] = ∪2n+1l=1 {z(β)|β ∈ σl}. (4.3)
Note also that
{z(β)|β ∈ σ1} = {x}, {z(β)|β ∈ σ2n+1} = {y}. (4.4)
By repeated application of Lemma 2.1 we show that for β ∈ σl, l = 1, . . ., 2n + 1, the value of
each of the n coordinates z1(β), . . ., zn(β) of z(β) depends only on the set of the “basic intervals”
[xi, yi], 1  i  n, that contain the interval σl . More precisely, we have:
Lemma 4.1. Let x = (x1, . . ., xn), y = (y1, . . ., yn) ∈ Rn, xi  yi(i = 1, . . ., n), x1  · · · 
xn, β ∈ R and
z(β) = (z1(β), . . ., zn(β))
:= (max(x1, min(β, y1)), . . ., max(xn, min(β, yn))). (4.5)
(a) If β is not contained in any one of [xi, yi], i = 1, . . ., n, then z(β) is either an endpoint or
a corner point of the max–min segment [x, y].
(b) If 1kn − 1 andβ is contained only in the same k,but not k + 1,of [x1, y1], . . ., [xn, yn],
say β is contained only in [xi1 , yi1 ], . . ., [xik , yik ], then every coordinate zij (β), 1  j  k, of
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z = z(β), is equal to β, and for all other j /∈ {i1, . . ., ik}, the coordinate zj (β) is equal to an
endpoint of [xj , yj ].
(c) If β is contained in all [x1, y1], . . ., [xn, yn], then z1(β) = . . . = zn(β) = β.
Proof. The proof is similar to that of Lemma 2.2. 
From Lemma 4.1 one deduces the following general rules for obtaining the subsegments
{z(β)|β ∈ σl}(l = 2, 3, . . ., 2n) of [x, y] that occur in (3.5):
Lemma 4.2. Letx = (x1, . . ., xn), y = (y1, . . ., yn) ∈ Rn, xi  yi(i = 1, . . ., n), x1  · · ·  xn.
Let [a, b] be a (closed) subinterval of R, where
a, b ∈ {−∞, x1, . . ., xn, y1, . . ., yn,+∞}, a /= b, (4.6)
and let us consider the portion
Pa,b :={(z1(β), . . ., zn(β))|β ∈ [a, b]} (4.7)
of the segment [x, y]. If 1  k  n and each β ∈ [a, b] is contained only in the same k, but not
k + 1, of the intervals [xi, yi], i = 1, . . ., n, say β is contained only in [xi1 , yi1 ], . . ., [xik , yik ],
then for each z ∈ Pa,b of (4.7) every coordinate zij (β), 1  j  k, is equal to β, and for all
other i /∈ {i1, . . ., ik}, the coordinate zi(β) is equal to an endpoint of [xi, yi]. In this situation,
the portion Pa,b of [x, y] is a segment of class (M, {1, 2, . . ., n}\M) which is part of the principal
bisector in a k-plane parallel to one of the coordinate k-planes. Overall, the segment [x, y] is a
concatenation of at most 2n − 1 elementary subsegments.
In order to determine the number of all possible types of nondegenerate segments [x, y] in Rn,
it is useful to introduce the following definition:
Definition 4.2. We shall say that an ordered pair (a, b), a, b ∈ R, is increasing if a < b.
Since we assume that we are in the case of comparable endpoints, that is, xi  yi(i = 1, . . ., n),
each basic subinterval [xi, yi] can be identified with the increasing ordered pair (xi, yi). The
number of all such intervals (for x1, . . ., xn in any order) is given by the following lemma.
Lemma 4.3. Let S be a set consisting of 2n distinct points. The number of ways to select n distinct
increasing ordered pairs out of S is
(2n)!/2n. (4.8)
Proof. The first increasing ordered pair can be selected in 2n(2n − 1)/2 ways, the second in-
creasing ordered pair can be selected in (2n − 2)(2n − 3)/2 ways, and so on. The last increasing
ordered pair can be selected in 2 · 1/2 ways. Since at each step the number of ways is independent
of the previous selections, the number of ways to select n distinct increasing ordered pairs is
[2n(2n − 1)/2] · [(2n − 2)(2n − 3)/2] · · · · · [2 · 1/2] = (2n)!/2n. 
Corollary 4.1. The number of types of nondegenerate segments with comparable endpoints
satisfying x1  x2  · · ·  xn is
(2n)!/(2n · n!). (4.9)
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Proof. Since we count only the types of nondegenerate segments with comparable endpoints
satisfying x1  x2  · · ·  xn, we need to divide the number (4.8) obtained in Lemma 4.3 by n!,
the number of permutations of the set {x1, . . ., xn}, and then we obtain (4.9). 
Remark 4.2. If n = 2, (4.9) gives 3, the number of types that we found in Theorem 2.1, and
if n = 3, (4.9) gives 15, which coincides with the nmber of types obtained by the method of
“promotion” described after Lemma 3.1.
For segments with incomparable endpoints, assuming that n  2, we shall prove now the
following result, generalizing Theorem 2.2 and Theorem 3.1.
Theorem 4.1. Let x = (x1, . . ., xn), y = (y1, . . ., yn) ∈ Rn, and assume that after a permutation
of the variables there is 1  k  n − 1 such that:
xi  yi (i = 1, . . ., k), xi  yi (i = k + 1, . . ., n), (4.10)
at least one of the inequalities being strict. Then [x, y] is the concatenation of two segments with
comparable endpoints, namely
[x, y] = [x, max(x, y)] ∪ [max(x, y), y]. (4.11)
Proof. Let z ∈ [x, y], so z satisfies (1.5), with max(α, β) = +∞. If β = +∞, then by (2.46)
(applied to z1 ∈ [x1, y1], . . ., zk ∈ [xk, yk]) we have
z1 = y1, . . ., zk = yk,
and thus z belongs to the segment
S1 :=[(y1, . . ., yk, xk+1, . . ., xn), (y1, . . ., yk, yk+1, . . ., yn)].
If β /= +∞, then α = +∞, so by (2.47) (applied to zk+1 ∈ [yk+1, xk+1], . . ., zn ∈ [yn, xn]) we
have
zk+1 = xk+1, zk+2 = xk+2, . . ., zn = xn,
and thus z belongs to the segment
S2 :=[(x1, . . ., xk, xk+1, . . ., xn), (y1, . . ., yk, xk+1, . . ., xn)].
Overall, the segment [x, y] is the concatenation of S1 and S2. But, by the assumption (4.10), we
have
(y1, . . ., yk, xk+1, . . ., xn) = max(x, y),
and thus we obtain (4.11). 
Remark 4.3. The last n − k coordinates of z ∈ [x, y] are uniquely determined by the value of
the parameter α. S1 is contained in a (n − k)-plane that is parallel to the coordinate subspace
{z ∈ Rn|z1 = · · · = zk = 0} and the projection of S1 onto that coordinate subspace is an (n − k)-
dimensional segment with comparable endpoints that can be decomposed into a concatenation of
at most 2(n − k) − 1 elementary subsegments. The first k coordinates of z ∈ [x, y] are uniquely
determined by the value of the parameter β. S2 is contained in a k-plane that is parallel to the
coordinate subspace {z ∈ Rn|zk+1 = · · · = zn = 0} and the projection of S2 onto that coordinate
subspace is a k-dimensional segment with comparable endpoints that can be decomposed into a
concatenation of at most 2k − 1 elementary subsegments. Overall, [x, y] is the concatenation of
at most 2n − 2 elementary subsegments.
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