ABSTRACT. Let M be a closed n−dimensional complex submanifold in C N and g the complete Kähler metric induced by the Euclidean metric. Let ρ denote the restriction of |z| on M . We obtain several finiteness and infiniteness theorems about the
is finite-dimensional for any 0 < p < 2n(n − 1)/α. We also show that all L p plurigenera are finite for smooth affine-algebraic varieties. On the other hand, we show that H 0
is infinite-dimensional whenever L is semipositive and the curvature of L is asympototically bounded below by α · ω g /ρ 2 for some α > 4n, and for the graph of a transcendental entire function in C the 3−th L 2 plurigenus is always infinite. Several applications concerning growth of Ricci/scalar curvature of M are given.
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INTRODUCTION
The interest of closed complex submanifolds in C N is twofold. The first is that these complex manifolds are exactly all Stein manifolds-a central subject in several complex variables; the second is that they are minimal submanifolds in Euclidean spaces which enjoy a rich geometry.
In what follows we shall denote by M a closed complex submanifold of dimension n in C N and g the restriction of the Euclidean metric on M. A natural question is
Problem 1. What is the relation between function theory and geometry of M?
A beautiful result in this direction is the following Theorem 1.1 (cf. Stoll [19] ). M is affine-algebraic if and only if |M(x, r)| = O(r 2n ) for some (and any) x, where M(x, r) is the intersection of M with Euclidean ball B(x, r) ⊂ C N , and | · | means the volume with respect to g.
It is natural to expect to characterize affine-algebraicity through growth of curvature. However, Vitter [20] found examples of smooth affine-algebraic varieties that some of them have Ricci curvature decaying faster than quadradically while others do not. On the other hand, CornalbaGriffiths [6] characterized the property that a Hermitian vector bundle over a smooth affinealgebraic variety has an algebraic structure through growth of curvature. In this paper, we shall determine when the L p Bergman space of holomorphic sections of a Hermintian line bundle over
Supported by NSF grant 11771089. Here | · | h is the point-wise norm with respect to h and dV g denotes the volume element of g.
A particularly interesting case is when L = K ⊗m M is the pluricanonical bundle and h = (dV g ) −m . We call P m,
It is important to realize that P m,L 2/m (M) is intrinsic to the complex structure of M (see e.g., [17] ).
In view of numerous applications of plurigenera in the theory of compact complex manifolds, it is natural to expect that L p plurigenera still have some applications at least for closed complex submanifolds in C N . To see this, let us first present a simple but enlightening result.
3 is a minimal surface if and only if it is a plane.
It is natural to ask the following
A partial answer is given as follows. 
Remark. In particular, we have plenty of Riemann surfaces embedded in C 2 which are biholomorphic to C but not all L 2 plurigenera are finite.
The main focus in this paper, however, is on finiteness theorems of the L p Bergman space of a Hermitian line bundle (L, h) on a closed complex submanifold M in C N . Let Θ h be the curvature of h and Tr g (Θ h ) the trace of Θ h with respect to g. Let ρ denote the restriction of |z| on M. If an inequality λ(x) ≤ µ(x) (resp. λ(x) ≥ µ(x)) holds for ρ(x) large enough, then we shall call it an asymptotic inequality on M and write λ ≤ as µ (resp. λ ≥ as µ). Theorem 1.4. Suppose n > 1 and there exists α > 0 such that
Then for every 0 < p <
Corollary 1.5. Suppose n > 1 and there exists α > 0 such that the scalar curvature of g satisfies
Then P m,L p (M) < ∞ for all m ≥ 1 and 0 < p < 2n(n−1) αm .
A large literature exists for finiteness theorems for holomorphic sections of vector bundles and high cohomology groups on noncompact complete Kähler manifolds (see, e.g., [1] , [13] , [14] , [15] ). In particular, Mok [13] proved a (quantitative) finiteness theorem for L 2 holomorphic sections of vector bundles of curvature bounded from above over complete Kähler manifolds of finite volume.
Our proof of Theorem 1.4 is based on a Caccioppoli-type inequality and a Hardy-type inequality. The latter explains why we need the assumption that n > 1. The underlying idea is in part motivated by Yau's proof of his L p Liouville theorem for subharmonic functions on complete Riemannian manifolds (cf. [23] ). For holomorphic curves we only get a weaker conclusion (see Theorem 6.3).
On the other side, we have the following criterion for infinite-dimensionality of the
Proposition 1.6. Suppose L is semipositive and there exist α > n and a sequence of mutually disjoint balls {M(x k , r k )} such that
Suppose L is semipositive and there exists α > 4n such that
After taking a subsequence, Proposition 1.6 applies. such that the Ricci curvature satisfies
Remark. Finiteness of P m,L 2/m (M) has been verified by Sakai [17] by using a smooth compactification of M (which exists, by Hironaka's resolution of singularities). It seems that his method does not work for the general case. Here we shall present a self-contained approach based on Demailly's calculation of dV g for affine-algebraic varieties (cf. [7] ).
Conversely we would like to ask the following high-dimensional analogue of Problem 2: (2) Mok [12] and Demailly [7] gave geometric and complex-analytic conditions for a complete Kähler manifold to be biholomorphic to an affine-algebraic variety.
The final two results reflect how function theory influences differential geometry. The first one is a direct consequence of Corollary 1.5. Proof. Suppose on the contrary that
Then there exists α > 0 such that
We choose m ≫ 1 so that α > 4n/(m − 1). It follows from Corollary 1.8 that P m,L 2 (M) = ∞, which contradicts with Theorem 1.9.
Remark. We refer to [18] , [20] and [22] for more results on growth of curvatures for complex hypersurfaces in C N .
2. PRELIMINARIES 2.1. Some differential inequalities. Let X be an n−dimensional Riemannian manifold with a metric given locally by g = j,k g jk dx j dx k . Let (g jk ) = (g jk ) −1 . The Laplace operator is given by
Let dV = det(g jk )dx 1 · · · dx n be the Riemannian volume element. For real-valued functions u ∈ C 1 0 (X) and v ∈ C 2 (X), integral by parts gives (2.1)
Set |∇u| 2 = ∇u∇u. Then we have
Proof. By (2.1) we have
in view of the Schwarz inequality, i.e., (2.2) holds. Applying (2.2) with η(t) replaced by 1/η(−t), we immediately obtain (2.3).
Remark. By taking η(t) = t in (2.2), we immediately obtain the following Caccioppoli-type inequality
2.2.
A finiteness theorem. In order to deal with the L p Bergman space for 0 < p < 1, we need to extend a classical finiteness theorem of F. Riesz for normed vector spaces to more general cases.
Definition 2.1. Let E be a complex vector space. A quasi-norm q for E is a mapping from E into [0, ∞) such that (1) q(x) = 0 if and only if x = 0, (2) q(cx) = |c| α q(x) for c ∈ C, x ∈ E and some constant α > 0,
Notice that d(x, y) := q(x − y) defines a metric for E. Equipped with the metric topology, E is called a quasi-normed space, which is naturally a topological vector space. It follows from Theorem 1.21 and Theorem 1.22 in [16] that Proposition 2.2. Every n−dimensional quasi-normed space is homeomorphic to C n .
Proposition 2.3. Let (E, q) be a quasi-normed space. Then the following properties are equivalent:
(1) E is finite-dimensional; (2) Every sequence in the closed ball B := {x ∈ E : q(x) ≤ 1} has a convergent subsequence; (3) Every sequence in the unit sphere S := {x ∈ E : q(x) = 1} has a convergent subsequence.
PROOF OF THEOREM 1.4
Without loss of generality, we assume that 0 / ∈ M. We begin with two elementary lemmas.
Proof. On every sufficiently small domain U in C N with U ∩M = ∅ we choose local coordinates
On the other hand, since
we have
Lemma 3.2 (Hardy inequality).
Suppose n > 1. For every real-valued C 1 function φ with compact support in M, we have
Proof. We write g = n j,k=1 g jk dζ j dζ k in local coordinates of M. Let (gj k ) be the inverse matrix of (g jk ), that is
where δ jl is the Kronecker delta. The complex Laplacian is given by
Clearly we have ∆ = 4✷. By Lemma 3.1 we have
Applying (2.3) with η(t) = t and γ = 1/2, we have
for |∇ρ| ≤ 1.
Proof of Theorem 1.4. By (3.2) we have
Let s be a holomorphic section of L over M. Set ϕ = log ρ 2 . For every p > 0 we have
whenever ρ ≥ b ≫ 1, and
on whole M (where the constant might depend on α, p but is independent of s). Set
Then we have
on {ρ > b} ∩ {ψ > 0}, and
Locally we may write ψ = |s * | p/2 · η, where s * is a holomorphic function and η is smooth, so that
since every nonnegative subharmonic function lies in the Sobolev space W 
Let σ be a smooth convex nondecreasing function on R such that σ| (−∞,1/4] = 1/2 and σ(t) = t for t ≥ 1. For δ > 0 we set ψ δ := δσ(ψ/δ). Then ψ δ is smooth and we have
Fix 0 < γ < 1 for a moment. By (2.4) we have
where C γ denotes a generic constant depending only on γ.
and
We also have
This combined with (3.6) yields
Applying (3.5), (3.7) ∼ (3.11) by first letting δ → 0 then letting R → ∞, we obtain
and γ ≪ 1 then we have
Finally we define a quasi-norm q on
(notice that q is even a norm for p ≥ 1). By Proposition 2.3, it suffices to verify that every sequence
) with q(s j ) ≤ 1 contains a convergent subsequence. A normal family argument yields that there is a subsequence {s j k } converging locally uniformly to some holomorphic section s of L over M. By the Fatou lemma we have
i.e., q(s) ≤ 1. On the other hand, (3.12) implies that
4. PROOF OF THEOREM 1.9
Let us write the coordinate in C N by z = (z ′ , z ′′ ), where z ′ = (z 1 , · · · , z n ) and z ′′ = (z n+1 , · · · , z N ). Then we have Proposition 4.1 (see [4] , Chapter 1, § 7.3, § 7.4). Let M be a smooth n-dimensional affinealgebraic variety in C N . Then there exists, after some unitary transformation, a constant C > 0 such that |z ′′ | ≤ C(1 + |z ′ |) for all z ∈ M and the projection
is a branched covering.
Let S denote the branched locus of π. S is an analytic set in C n and
is an unbranched covering. Let k be the number of sheets of this covering. For each z ′ ∈ C n \ S, we denote by
Locally, we may choose f j to be holomorphic functions. Set dz
Proof of Theorem 1.
Let dV M and dV z ′ denote the volume element of M and C n respectively. We may write
Although s * j and λ j are only locally defined, the sum in the RHS of (4.1) is globally defined on C n \ S.
To proceed the proof, we need a calculation of λ j due to Demailly [7] . Suppose M is defined by complex polynomials P 1 , · · · , P m ∈ C[z 1 , · · · , z N ]. Set ν = N − n (in general, we have ν ≤ m). For each pair of multiindices
we define the partial Jacobian by
For each K, let U K ⊂ M be the open set consisting of all points at which dP k 1 , · · · , dP kν are linearly independent. Notice that M \ U K = L J −1 KL (0) is an analytic subset of M. Since the projection π : M → C n is a proper holomorphic map and π −1 (S)∪(M \U K ) is an analytic set in M, it follows from a well-known theorem of Remmert (see, e.g., [4] , 5.8) that π(U K \ π −1 (S)) = C n \ S K , where S K is an analytic set in C n . For the sake of simplicity, we denote
It was proved by Demailly that
Since M is nonsingular, we see that the term K,L (· · · ) is nowhere vanishing. Notice that
in view of (4.1) and (4.2), and for z ′ ∈ C n \ S,
Since s * j and f j are locally holomorphic and ψ is globally defined on C n \ S, it follows that ψ is
m is locally bounded in C n , we infer from (4.4) that ψ is bounded above near every point in S, thus extends a psh function on C n , which is denoted by the same symbol. It is also easy to see that log ψ is also psh on C n . By (4.3) we have
2 is a sum of real polynomials and |z
Since ψ is a psh function, it follows from the mean-value inequality that for any z ′ ∈ C,
i.e., ψ is of polynomial growth. Since log ψ is psh and ψ is smooth outside some analytic set in C n , it follows from Lemma 4.2 below that ord a ′ (ψ) ≤ 2β + 4n + 4 for some a ′ ∈ C n \ S. Let a Since β is independent of s, it follows immediately from Lemma 4.
Lemma 4.2. Let ψ be a nonnegative psh function on C n such that log ψ is also psh. Suppose that ψ is positive and smooth outside an analytic set in C n and
for some positive constants C, β. Then
for all a ∈ C n at which ψ is positive and smooth.
As usual, the order of a smooth function f at some point a is defined to be
(If the set in RHS is empty, then we define ord a (f ) to be zero).
Proof of Lemma 4.2. Fix a smooth point a of ψ. Without loss of generality, we may assume that A := ord a (ψ) > 2n. Choose another point b ∈ C n with |b| < 1 and ψ(b) > 0. Set ϕ := log ψ + 2n log |z − b|.
Clearly, ϕ is also psh on C n . Let χ be a smooth function which is supported in a sufficiently small neighborhood of b, such that χ = 1 near b and χ = 0 near a. Thanks to Hörmander's L 2 -estimates for∂−operator (see e.g., [8] ), there exists a solution of∂u =∂χ such that
Since ord a (ψ) = A > 2n and u is holomorphic near a, it follows that ord a (u) ≥ A − 2n, in particular, u(a) = 0. Moreover, we have u(b) = 0. Thus f := χ − u gives a nonconstant entire function in C n . As |z − b| 2n
(1 + |z| 2 ) n and ψ(z) (1 + |z| 2 ) β , we conclude that
Again the mean-value inequality yields
It follows from Cauchy's estimates that f (α) (a) = 0 whenever |α| > 2(β + n + 2). Thus for all s ∈ E \ {0}, then E is finite-dimensional. Here ord a j (s) is defined to be ord a j (s * ) where s * is a local representation of s.
Proof of Lemma 4.3. For any nonzero sections s 1 , · · · , s N in E, we consider the following system of linear equations:
Here the derivative ∂ α s m (a j ) is defined to be the derivative of the local representation of s m with respect to some holomorphic frame near a j . We denote by N 0 the number of equations. If N > N 0 , then we have nontrivial solutions c 1 , · · · , c N . It follows that s := N m=1 c m s m ∈ E and ord a j (s) > A, 1 ≤ j ≤ k,
Proof of Proposition 1.2. Suppose that M is a complex line. Without loss of generality, we may assume that M is defined by z 2 = · · · = z N = 0. Since g = dz 1 ⊗ dz 1 , we see that
Thus f * = 0, i.e., P m,L 2 (M) = 0. Conversely, we shall first show that the Gauss curvature of M vanishes through a standard application of L 2 −estimates for∂ on complete Kähler manifolds. Suppose on the contrary that Gauss < 0 near some point x 0 ∈ M (notice that we always have Gauss ≤ 0). We choose a coordinate disc (U 0 , ζ) around x 0 such that Gauss| U 0 ≤ −c < 0, and a cut-off function χ ∈ C ∞ 0 (U 0 ) with χ = 1 in a small neighborhood of x 0 . Let m 0 be a positive integer satisfying
, which is a contradiction. By Proposition 1.2.13 in [9] , we know that M has to lie in a plane. Since M is a closed complex submanifold in C N , it follows that M is a complex line.
Remark. Analogously, we may show that if dim C M > 1 and P m,L 2 (M) = 0 for all m then the Ricci form has at least one zero eigenvalue everywhere. It would be interesting to know whether the converse also holds.
Proof of Theorem 1.3.
The only if part follows from Theorem 1.9. For the if part, it suffices to show P 3,L 2 (Γ(f )) = ∞, i.e.,
whenever f is transcendental. Suppose at first that f 1 := f ′ has an infinite number of zeros
one has
so that for any k there exists a disc U k around a k such that a j / ∈ U k , ∀ j = k, and
U k means the disc with same center as U k but half of radius. Choose
For the general case, we infer from Picard's big theorem that there exists b with |b| < 1/2 such that f −1 1 (b) is an infinite set. Applying the above argument with f 1 replaced by f 1 − b, we see that
we conclude the proof.
Problem 4. Suppose f is transcendental. Is it possible to conclude that P 2,L 2 (Γ(f )) = ∞?
Notice that P 1,L 2 (Γ(f )) = 0 always holds.
Remark. By Picard's little theorem, we know that the image of f 1 := f ′ omits at most one point in C. Suppose f 1 (C) omits precisely a point, say b ∈ C. Since √ f 1 − b is also a transcendental entire function, it follows from the argument above that
To prove Proposition 1.6, we need the following construction of singular weight functions which is essentially due to Berndtsson-Ortega [3] (see also ).
Lemma 5.1. Let κ be a function on R such that κ| [0,∞) = 0 and κ(t) = 1 + t − e t for t < 0. For w ∈ C N and R > 0 we set
Then we have (1) ϕ w,R (z) ∼ log |z − w| 2 as z → w, (2) i∂∂ϕ w,R = 0 for |z − w| > R,
Proof. For the sake of completeness we shall give a proof here. Clearly, it suffices to verify (3). Set φ(z) := log(|z − w| 2 /R 2 ). Then we have
in view of the Schwarz inequality. Now write z j = x j + iy j for 1 ≤ j ≤ N. Then
The proof is complete.
Proof of Proposition 1.6. Set ψ k = ϕ x k ,r k | M . By Lemma 3.1 and Lemma 5.1 we have
, and i∂∂ψ k = 0 on M\M(x k , r k ). We introduce the following singular Hermitian metric on L:
on M(x, r k ) for every k and Θh ≥ 0 on M. Now fix k for a moment. Let us choose a coordinate neighborhood (U, ζ) around x k and a local frame ξ of L over U. We may assume that U ⊂ M(x k , r k ). Take a smooth function χ k such that supp χ k ⊂ U and χ k = 1 in a neighborhood of x k . Again we have a solution u := u k to the equation∂
Below we give a two-dimensional example satisfying the condition of Proposition 1.6.
. Then the Ricci tensor is given by −i∂∂ϕ. It is easy to verify that
, and e
For all k ≫ 1 the balls M(p k , r k ) are mutually disjoint and satisfy
6. APPENDIX 6.1. A monotonic property. The following result is motivated by Gromov's work [11] . Proposition 6.1. Let (L, h) be a Hermitian line bundle over M. Suppose there exists α > 0 such that
Proof. We first show that for 0 < p < ∞,
It turns out that ψ := log |s| p h + pα|t| 2 is subharmonic with respect tog
, we infer from the mean-value inequality (cf. [5] , Corollary 1.17) that for every x ∈ M,
Remark. Fix p < 2 and k ∈ Z + with kp ≥ 2. Suppose we have
. Combined with Proposition 6.1 we may produce many L p pluricanonical sections from L 2 pluri-canonical sections.
6.2.
A finiteness theorem for holomorphic curves. We shall prove the following Then P m,L p (M) < ∞ for all m ≥ 1 and 0 < p < ∞.
Remark. In particular, we have P m,L p (M) < ∞ for all m ≥ 1 and 0 < p < ∞ whenever Gauss ≥ as −const · ρ −2 (log ρ) −1−ε holds for some ε > 0. On the other hand, it follows from Theorem F' in [10] that if M is simply-connected and Gauss ≤ as −(1 + ε)ρ −2 (log ρ) −1 holds for some ε > 0 then it has to be hyperbolic, so that P 1,L 2 (M) = ∞. 
(t) .
We first show the following Lemma 6.5. There exists a nonnegative C 2 psh function ϕ on C N such that for |z| ≥ b:
(1) ϕ(z) ≤ δ log |z| 2 ; (2) i∂∂ϕ ≥ [1/λ(|z| 2 )]i∂∂|z| 2 .
Proof. Let ϑ be a nonnegative continuous function on R satisfying ϑ| (−∞,a 2 ] = 0, ϑ = 1/λ on [(a + 1) 2 , ∞), and 0 < ϑ ≤ 1/λ on (a 2 , (a + 1) 2 ). Following [10] , p. 184-185, we define Clearly, κ is C 2 and satisfies κ ′ (t) + tκ ′′ (t) = 1/λ(t), t ≥ (a + 1) 2 .
Since λ is increasing, it follows that for t ≥ b Since κ(t) ≤ δ log t for t ≥ a 2 in view of (6.2), it follows that ϕ(z) ≤ δ log |z| 2 whenever |z| ≥ b > a.
Proof of Theorem 6.3. We define λ(t) := min{µ(t), (1 + t) [log(3 + t)] 2 }, t ≥ 0.
Clearly, λ is a continuous increasing function with ). Then we have (6.6) ∆ψ ≥ ψ λ(ρ 2 ) for ρ ≥ b.
Let χ and σ δ be chosen as in the proof of Theorem 1.4. We set φ = [1 − χ(ρ/b)]χ(R −1 log log ρ), R ≫ b, and ψ δ := σ(ψ). Applying (2.2) with η(t) = t and γ = 1/2, we have
