The purpose of the present paper is to consider some weak asymptotic problems concerning the infinite-dimensional Kolmogorov widths, the infinite-dimensional linear widths, the infinite-dimensional Gel'fand widths and optimal recovery in Besov space. It is obvious to be found that the results obtained and methods used in Besov space are easily generalized, and hence in this paper these results in an extension of Besov spaces on R d are stated and proved. Meantime, the representation theorem and approximation of these spaces by polynomial splines are discussed. 
Similar to [8, 9] , we give the following definitions of some classes of smoothness functions defined on R d : Definition 1.1. Let O denote the non-negative and univariate functions defined on R þ ¼ ft : t50g: We say that OðtÞ 2 F n k if it satisfies:
(1) Oð0Þ ¼ 0; OðtÞ > 0 for any t > 0; (2) OðtÞ is continuous; (3) OðtÞ is almost increasing, i.e., for any two points t; t such that 04t4t; we have OðtÞ4COðtÞ; where C51 is a constant independent of t; (4) for any natural number n 2 Z þ ; OðntÞ4Cn k OðtÞ; where k51 is a fixed positive integer, C > 0 is a constant independent of n and t; (5) there exists a > 0 such that OðtÞ=t a is almost increasing; (6) there exists b; 05b5k such that OðtÞ=t b is almost decreasing, i.e., there exists C > 0 such that for any two points 05t4t it always holds 
When 
Suppose that L is locally finitedimensional, i.e., dimðP a L; X Þ5 þ 1 for every a > 0: Then the following quantity is said to be the average dimension of L in X (in the sense of LFD).
Let s > 0; and C be a centrally symmetric subset of
where the infimum is taken over all subspaces L with
The above-mentioned concept of the infinite-dimensional width was introduced by Li Chun [3] and is different from that of the average width in [5] . In fact, if we denote the average dimension of a subspace L and the average width of a set 
where the infimum is taken over all L which are continuous linear operators from
and Im L denotes the range of the operator L:
Denote by
The average codimension can be different values for the same subspace according to the definition of Magaril-Il'yaev [5] and the functionals that he used gðf
To improve them, we give the following definition of the infinite-dimensional Gelf'and width.
Suppose that
is also a normed space of real functions on R d : For s > 0; we take the annulling class R s which consists of all linear subspaces of
with the locally finite-dimensional property (LFD-property), and moreover, for each L 2 R s it holds
The infinite-dimensional Gel'fand s-width of the set
where 
It is easy to see that dim
for 14p51: Let P n denote the collection of all univariate polynomials of degree not exceeding n: Denote by L n ðxÞ the cardinal spline satisfying conditions:
(1) L n ðxÞ 2 S n ¼ fs : s 2 C ðnÀ1Þ ðRÞ; sj ðv;vþ1Þ 2 P n ; 8v 2 Zg;
ÀBjxj ; x 2 R; for some positive constants A and B:
À1=d Þ;
where and in the sequel C j are absolute constants depending only on p; y; O and d:
satisfying the following conditions:
( 
is called the minimum intrinsic error of the optimal recovery of the set K in the space X : Taking F L x in the place of F x on the right-hand side of (6), we denote the obtained quantity by E L s ðK; X Þ and call it the minimum linear intrinsic error. If K is a convex and centrally symmetric subset of X ; then by [10, p. 11,12] , there hold the following inequalities: 
Since f ¼ P 1 s¼0 Q s ; it is obvious to see that
Notice that
where we have put h Further, by (17), we have
Choosing 05g5a; then
Since OðtÞ=t a is almost increasing, we know 
By (11), (16), (18), (20) and (21), we know that (9) holds for 15y5 þ 1: It is similarly proved that (9) holds for y ¼ 1:
Then, for any s > 0 and for y ¼ 1; (10) follows the following inequalities.
Oð2
Às Þ5K:
Thus, we complete the proof of (9) and (10). Next, we will establish the following estimate: ; there holds
Next, we prove the Theorem 1.2. 
Similarly, we may verify that (27) and (28) hold for y ¼ 1; 1: Thus, by (27) and (28), we obtain the upper estimate of
It is easy to verify that A is reasonable and A 2 R s : From (3), (27) and (28),
From (29), we obtain the upper bound of
Lower estimate: From the method of [9, p. 234] and the similar computation, we may obtain the lower estimate of
Here, we will establish only the lower bound of
If L 2 R s ; then there exists a natural number n with M n :¼ dim 
where the notation h @ @x is defined in (13), we obtain
which implies
By (1) 
