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Abstract
This thesis is motivated by the need to improve our understanding of the aerosol indirect
effect. The activation of aerosol into cloud droplets has been extensively studied, using a
comprehensive numerical cloud droplet activation model. Using this model, the effect of
water vapor mass transfer limitations on the cloud droplet activation process was first
studied; it was found that mass transfer limitations are important for activation under
polluted conditions. The potential effect of (currently unresolved) “chemical effects” on
cloud droplet number (e.g., the presence soluble gases and surface active species) was also
assessed. It was seen that small changes in aerosol and gas-phase composition can have a
strong effect on cloud droplet number, and should be included in future estimates of the
aerosol indirect effect.
A comprehensive aerosol activation parameterization was developed for use in a first-
principle assessment of the aerosol indirect effect. This new parameterization introduces the
concept of “population splitting,” in which the droplets are separated into two populations,
each with its own growth characteristics. The effect of water vapor mass transfer limitations
is explicitly introduced. The parameterization allows for treatment of chemical effects. The
new parameterization shows excellent and robust agreement with a detailed numerical parcel
model.
Previously unidentified mechanisms of aerosol-cloud interactions were also explored.
Aerosol, when it contains black carbon, can absorb light and heat the droplet enough to
affect its activation behavior. This can affect cloud properties in numerous and counterin-
tuitive ways; black carbon heating can dissipate clouds, but may also increase cloud lifetime
(and lead to a climatic cooling) by decreasing the probability of drizzle formation.
Finally, the performance of instruments used for measuring the concentration of cloud
condensation nuclei (CCN) was assessed. Each design exhibits different limitations and
sources of uncertainty, but all show decreased ability to measure CCN of low critical su-
vii
persaturation (< 0.1%). The performance of the instrumentation can be very sensitive
to the operating conditions. Therefore, an in-depth theoretical understanding of the in-
strumentation is necessary; otherwise, CCN measurements may be subject to considerable
uncertainty.
viii
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1Chapter 1
Preface
1.1 Introduction
It is well established that suspended particulate matter, or aerosols, can have an impor-
tant effect on the planetary radiative balance (Figure 1.1) and thus affect climate. These
climatic effects are roughly classified into two categories. First is the “direct effect”, which
refers to the direct interaction of the aerosol particles with radiation (through scattering and
absorption). Second is the so-called indirect effect, which is the change in cloud properties
that result from changes in the aerosol, which serve as cloud condensation nuclei (CCN).
It is currently believed that the indirect effect tends to cool the planet through two
mechanisms that act primarily upon liquid water boundary layer clouds. The “first” (or
“Twomey,” [156]) indirect effect is an increase in cloud droplet concentration that is a result
of increased cloud condensation nuclei concentrations from anthropogenic emissions. The
resulting clouds are believed to be more reflective, thus cool the planet. The “second”
(or “Albrect,” [10]) effect results from the increased lifetime (because the droplets that
form tend to be smaller in size and thus decrease the probability of precipitation); this
effect would increase the fractional planetary coverage, and also lead to a cooling effect.
These are not the only aerosol-cloud interactions that can affect climate, nor do all such
mechanisms cool the planet. For example, the so-called semi-direct effect, in which heating
released by the short-wave absorbing aerosol (primarily black carbon) tends to impede cloud
formation [61]; this leads to decreases in global cloud coverage, and planetary warming.
Evidence of the indirect effect can be found in many aspects of the climate system.
Some of them are
2J.T. Houghton: “The science of climate change”
Figure 1.1: Radiative budget of Earth’s climate. Red boxes indicate regions where clouds
are influential [76].
3Figure 1.2: Satellite picture at 3.5 µm wavelength of ship tracks off the West Coast of the
United States [143].
• CCN concentrations are greater in continental air masses (exceeding 1000 cm−3) than
in the marine atmosphere (which rarely exceed 100 cm−3). At the same time, conti-
nental clouds tend to exhibit greater cloud droplet number concentrations than marine
clouds do. [127].
• Cloud droplet number concentrations tend to increase with increasing aerosol loading.
This has been confirmed from modelling studies (e.g., [57, 117]) and from observations
[128, 23].
• The existence of “ship tracks,” linear features of high cloud reflectivity embedded
within marine stratus clouds, are caused by aerosols emitted from ship exhausts (Fig-
ure 1.2).
1.2 Current estimates of indirect forcing
Figure 1.3 displays a quantitative comparison of each climatic forcing (including those
from greenhouse gases and aerosol), [76]. Each climatic forcing is expressed as the global
annual average change in the radiative balance at the top of the atmosphere. Estimates
4Figure 1.3: Global, annual-mean radiative forcings (Wm−2) due to a number of agents for
the period from pre-industrial (1750) to present (late 1990s). Bar heights indicate best
estimate value; lack of a bar indicates no estimate is available. The vertical line about
the rectangular bar with “X” delimiters indicates an estimate of the uncertainty range, for
the most part guided by the spread in the published values of the forcing. A vertical line
without a rectangular bar and with “O” delimiters denotes a forcing for which no central
estimate can be given owing to large uncertainties. A “level of scientific understanding”
index is accorded to each forcing, with high, medium, low and very low levels, respectively.
(Adopted from http://www.cmdl.noaa.gov/info/ipcc.html)
5Figure 1.4: Empirical relationship between cloud droplet number and sulfate mass (adopted
from [131]).
imply that the tropospheric aerosol might have a net global cooling effect of the order of the
combined warming effect caused by greenhouse gases, which is estimated to be +2.5(±10%)
W m−2. To date, the best estimate of the direct climatic forcing of sulfate aerosols lies in
the range between -0.4 W m−2, to within a factor of 2. The indirect forcing effect is believed
to be negative in sign, but the present state of knowledge precludes even an estimate of the
magnitude. The value indicated on the plot refers to the first indirect effect, while estimates
of the second indirect effect are too uncertain even to be assigned a value by the IPCC [76].
To fully understand the indirect climate effect of aerosols, it is necessary to be able to
relate changes in atmospheric aerosol properties to changes in cloud radiative properties.
Key aerosol properties include particle size, number and composition; key cloud properties
are droplet size, number, and cloud liquid water content. Most of the global aerosol models
found in the literature explicitly resolve only aerosol mass from first principles, and cannot
provide information for an explicit treatment of aerosol-cloud interactions. Because of this,
empirical relations (such as that shown in Figure 1.4) have been used to relate aerosol
number (or mass) with and droplet concentration. The first comprehensive study using
correlations was done by [15]; predictions of global sulfate from two models were used to
6predict cloud droplet number concentrations. The empirical approach, although a quick
way to provide a rough estimate of the magnitude of the indirect effect and uncertainties
[101, 83]; it is far from providing an estimate with high enough level of confidence. The
empirical relationship itself is subject to high uncertainty, at least an order of magnitude;
this is a result of the highly complex numerous processes of aerosol-cloud interactions which
cannot be resolved through a simple correlation with one aerosol property. This is shown by
the [83] study, where several different empirical relationships yielded estimates of the global
annual average indirect forcing between -0.40 W m−2 and -1.78 W m−2. Furthermore, the
chemical composition and concentration of the aerosol, together with the underlying cloud
dynamics, vary strongly with time and location, so that simulations using first principles
seems to be the only viable route towards more confident estimates of the indirect effect.
Physically based approaches to address the aerosol indirect effect have also started to
appear. For example, [21, 22] parameterized the sulfate production to preexisting particles
by condensation of gas-phase sulfuric acid and aqueous oxidation of sulfur dioxide, and used
that for their indirect forcing estimates. [101] and [58] have developed prognostic schemes
of global cloud droplet number and used those to assess sulfate indirect effects. [53, 54]
further introduced a modal aerosol microphysical algorithm to predict CCN concentrations
and assess indirect effects. [140] introduced a physically based methodology for assessing
the first and second indirect effects. All of these studies provide important contributions,
but clearly a substantial amount of work needs to be done, before the confidence level in
these global simulations is improved.
1.3 The challenges of indirect forcing
Understanding the indirect climate effect of aerosols requires establishing a link between
changes in atmospheric aerosol properties to changes in cloud radiative properties. This is
indeed a monumental task. Some of the major issues that involve aerosol-cloud interactions
and their incorporation into GCMs are
• The aerosol mass - aerosol number relationship. Most GCMs handle aerosol
on a mass basis, which is sufficient for direct forcing calculations, but cannot be used
for indirect forcing. Aerosol number, size, and composition are the parameters that
characterize the activation properties. The most comprehensive representation is a
7size-resolved aerosol global simulation using a sectional approach. Such algorithms
have started to appear (e.g., [159, 8]). The former study utilizes an algorithm that con-
serves mass, but not number; only [8] uses an algorithm that accurately and efficiently
conserves aerosol number and mass concentrations, a prerequisite for reliable indirect
forcing calculations. Further developments to include size resolved simulations of sea
salt, mineral dust and carbonaceous aerosol would provide the information needed for
an in-depth analysis of the contribution of each species to the indirect effect.
• The treatment of cloud formation in global models. This is probably the largest
source of uncertainty surrounding indirect forcing of aerosols. Explicitly resolving
cloud formation in global models is a task that far exceeds anything computationally
feasible, as it covers a wide range of length scales: from hundreds of kilometers (which
are relevant for large scale systems) down to meters (which are relevant for individual
updrafts). The size of a typical global model grid cell is on the order of a hundred
kilometers, and can only resolve the largest of cloud systems. Cloud-resolving large
eddy simulations (LES) can possibly address these small length scales, but global
models are far from being able to achieve this. As a consequence, global models
heavily rely on parameterizations to account for all such sub-grid processes, such as
cloud formation and aerosol-cloud interactions. Current parameterizations are very
simplistic, and unable to capture the complexities of aerosol-cloud interactions. This
is a particularly important issue in the aerosol indirect effect, as all its mechanisms
act on subgrid scales.
• The link between aerosol and cloud droplet formation. This relationship has
to consider a multitude of parameters that can affect the formation of cloud droplets,
such as varying aerosol composition, and the behavior of complex (and poorly under-
stood) carbonaceous aerosol. Furthermore, the treatment should allow for generalized
representations of aerosol size and composition, and not rely on prescribed size dis-
tributions (e.g., lognormal). Essential is the ability to account for externally mixed
aerosol; CCN that result from mixing of heterogeneous aerosol populations occurs
frequently, and affects clouds that are most susceptible to changes in aerosol.
The challenges, however, are not limited to the theory and modelling of aerosol-cloud-
climate interactions. There are many issues in the performance of the instrumentation used
8to provide model input and also used for assessment of model performance. For example,
the measurement of CCN concentrations is in itself a challenge; a theoretical understanding
of the different measurement methodologies, in both their strengths and limitations, is
essential for evaluating instrumental uncertainties.
1.4 Organization of Thesis
The motivation of this thesis is to improve our understanding of the complex and nu-
merous mechanisms of aerosol-cloud-climate interactions, and the instrumentation used in
CCN measurements. In Chapter 2, we study the dynamics of aerosol activation into cloud
droplets, and study under which conditions mass transfer limitations on the growth of cloud
condensation nuclei (CCN) may have a significant impact on the number of droplets that can
form in a cloud. In Chapters 3 and 4, the sensitivity of cloud droplet number concentration
to CCN chemical effects (such as dissolution of soluble gases and slightly soluble substances,
surface tension depression by organic substances and accommodation coefficient changes) is
assessed by using a cloud parcel model. Chapter 5 assesses the impact of biomass-burning
aerosol on cloud properties in the Amazon Basin and identifies the physical and chemical
properties of the aerosol that influence droplet growth. Chapters 6 and 7 study previously
unidentified cloud microphysical effects of black carbon inclusions in cloud droplets. Chap-
ter 8 develops a novel parameterization of cloud droplet activation intended for use in a
global model. Chapter 9 theoretically analyzes the behavior and performance of four cloud
condensation nucleus (CCN) instruments. Finally, Chapter 10 presents a summary and
conclusions for the whole thesis.
9Chapter 2
Kinetic limitations on cloud
droplet formation and impact on
cloud albedo
Note: This chapter appeared as reference [117].
2.1 Abstract
Under certain conditions mass transfer limitations on the growth of cloud condensation
nuclei (CCN) may have a significant impact on the number of droplets that can form in a
cloud. The assumption that particles remain in equilibrium until activated may therefore
not always be appropriate for aerosol populations existing in the atmosphere. This work
identifies three mechanisms that lead to kinetic limitations, the effect of which on activated
cloud droplet number and cloud albedo is assessed using a one-dimensional cloud parcel
model with detailed microphysics for a variety of aerosol size distributions and updraft ve-
locities. In assessing the effect of kinetic limitations, we have assumed as cloud droplets
not only those that are strictly activated (as dictated by classical Ko¨hler theory), but also
unactivated drops large enough to have an impact on cloud optical properties. Aerosol num-
ber concentration is found to be the key parameter that controls the significance of kinetic
effects. Simulations indicate that the equilibrium assumption leads to an overprediction of
droplet number by less than 10% for marine aerosol; this overprediction can exceed 40%
for urban type aerosol. Overall, the effect of kinetic limitations on cloud albedo can be
considered important when equilibrium activation theory consistently overpredicts droplet
number by more than 10%. The maximum change in cloud albedo as a result of kinetic
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limitations is less than 0.005 for cases such as marine aerosol; however albedo differences
can exceed 0.1 under more polluted conditions. Kinetic limitations are thus not expected
to be climatically significant on a global scale, but can regionally have a large impact on
cloud albedo.
2.2 Introduction
Much of the uncertainty associated with quantifying the indirect climatic effect of
aerosols originates in the complex relationship between aerosols and cloud droplets. Ap-
proximate analytical expressions that predict those aerosol particles that activate to form
cloud droplets have been proposed for implementation in general circulation models (GCMs)
[56, 99, 3]. These parameterizations generally rely on the assumption that particles are at
equilibrium with the ambient (supersaturated) water vapor concentration until activated
as cloud condensation nuclei (CCN). The number of droplets formed in a cloud can there-
fore be estimated from the number of CCN active at the maximum supersaturation in the
cloud updraft. The problem of droplet nucleation parameterization is then reduced to the
problem of determining the maximum supersaturation in the cloud parcel.
The assumption that all particles respond instantaneously to any changes in supersat-
uration leads to a problem: the amount of water absorbed by the largest aerosol particles
when they activate can be larger than the amount of water vapor available in the cloud
parcel. This problem, known for a long time, is not serious when predicting the number
of droplets, because although not activated, these particles have an equilibrium saturation
ratio very close to unity, as activated particles do. As a consequence, their growth can be
parameterized as if they were activated. In addition, the number of large particles that give
rise to this problem are usually negligible compared to the concentration of smaller particles
of the distribution, so the errors in cloud droplet number overall are expected to be small.
The assumption of equilibrium, however, can lead to a discrepancy in droplet number
as a result of mass transfer limitations. [22] have shown that under certain circumstances
growth kinetics may retard the growth of CCN sufficiently to limit the number of activated
droplets formed. By comparing the timescale for particle growth at equilibrium with that
for actual condensational growth, [22] conclude that particles with critical supersaturation
less than a threshold value do not have time to grow larger than their critical size, and thus
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do not activate. This suggests that equilibrium models that diagnose droplet formation
from maximum supersaturation may systematically overestimate the number of activated
droplets formed. Such a systematic bias could have implications for estimates of indirect
aerosol radiative forcing of climate. It is difficult, however, to draw firm conclusions simply
from a comparison of timescales because growth kinetics depend on the full time history
of supersaturation and particle growth. Furthermore, the timescales controlling the growth
of the droplets change drastically as the populations grow. A more conclusive method of
evaluating the importance of growth kinetics is obtained by explicitly simulating the ki-
netic growth process and then comparing the simulated number of droplets formed with
that predicted by equilibrium theory for the same CCN concentration and maximum su-
persaturation.
Furthermore, it is incorrect to consider cloud drops as only those that are strictly acti-
vated (as defined by Ko¨hler theory); the presence of large unactivated droplets cannot be
neglected. This issue becomes even more important when slightly soluble substances are
present in the aerosol [93]. The condensational growth of an aerosol population prescribes
that particles with very large dry diameters, although not activated, lead to roughly the
same size of activated droplets and thus belong to the cloud droplet population. With this
in mind, one can define as CCN all particles that produce droplets that are larger than the
smallest particle that is strictly activated. This cloud droplet definition differs slightly from
that given by [123]; we do not consider as droplets all the particles that exceed their critical
diameter or have a critical supersaturation lower than ambient supersaturation, but only
those comparable in size to those that are strictly activated.
Based on the previous discussion, the inertial mechanism of [22] is believed not to
contribute to any bias in the predicted droplet number when the equilibrium assumption is
invoked. However, there are other kinetic limitation mechanisms that produce particles that
are much smaller than activated drops; in this sense, these mechanisms act to decrease the
number of cloud droplets from that predicted strictly on the basis of equilibrium activation.
This study will focus mainly on these mechanisms.
In the sections that follow, the mechanisms that lead to kinetic limitations in cloud
droplet formation are presented. The models used for evaluating kinetic effects are then
described, together with the relevant criteria used for assessing the potential climatic impor-
tance of these effects. Finally, simulations are presented, for a variety of updraft conditions
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Figure 2.1: Illustration of the kinetic limitation mechanisms.
and aerosol types, from which conclusions can be derived regarding the effect of kinetic
limitations on cloud droplet number concentration and albedo.
2.3 Kinetic limitation mechanisms
There are three kinetic limitation processes that can inhibit the formation of cloud
droplets. These mechanisms will be explained with the help of Figure 2.1, which illustrates
typical cloud parcel and droplet equilibrium supersaturation profiles (S and Seq, respec-
tively) as a function of cloud depth, as predicted by adiabatic parcel theory. Each aerosol
equilibrium curve corresponds to particles containing a different amount of solute. The
equilibrium curves vary with respect to cloud depth as a consequence of droplets changing
size as they traverse through the cloud column. According to equilibrium activation theory,
any particle with a critical supersaturation, Sc, less than the maximum supersaturation,
Smax, encountered in the parcel will activate. However, the time which particles are exposed
to a supersaturation level is a crucial parameter; that time must be sufficiently long to al-
low the particle to reach its critical diameter. The droplet can be considered activated only
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when the wet diameter exceeds its critical value. Furthermore, to ensure constant growth
of the droplet, the ambient supersaturation should be high enough for activated droplets to
continuously grow throughout the duration of cloud formation.
The yellow curve of Figure 2.1 represents an aerosol particle that activates and remains so
throughout the entire time of cloud formation. The critical supersaturation of the particle,
Sc3, is less than Smax; the time needed for activation is also less than the time during which
S ≥ Sc3. When this particle activates, its equilibrium curve will be at a maximum (with
Seq = Sc); subsequently, the particle is activated and Seq drops. As can be seen, the particle
Seq is always less than the parcel supersaturation, so the driving force for growth, S − Seq,
is always positive. This guarantees that the particle will remain activated throughout the
cloud.
The same cannot be said for all the aerosol types depicted in Figure 2.1. The first mech-
anism that limits the formation of activated droplets is the inertial mechanism described by
[22]. This mechanism is illustrated in Figure 2.1 for the particles with a critical supersatu-
ration Sc4 (blue curve). These particles have a large dry diameter and a very low critical
supersaturation. The timescale of cloud formation is not sufficient for these particles to
reach their critical diameter. Nonetheless, the driving force for growth is always positive,
and these particles continuously grow, attaining a wet diameter similar (and actually larger)
to those of the activated droplets. Thus, even though these particles do not activate, they
cannot be distinguished from activated droplets, and so should be treated as such.
The red curve corresponds to a particle with a relatively high critical supersaturation,
Sc1. The time during which S > Sc1 is not sufficient for activation. As a result, the particle
initially grows, but subsequently evaporates to become an interstitial aerosol particle. This
kinetic effect is the second of the three mechanisms identified, and is termed the “evaporation
mechanism.” Although this is an inertial mechanism (in the sense that small particles do not
respond fast enough to changes in ambient supersaturation), a different name is assigned
because the particles affected behave much differently than those subject to the inertial
mechanism of [22].
Finally, some particles can initially activate but become interstitial aerosol through the
third mechanism, the so-called “deactivation mechanism.” This is illustrated in Figure 2.1
for particles of critical supersaturation Sc2 (green curve). These particles are exposed to
a supersaturation that exceeds their critical values sufficiently long to activate and do so
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initially. However, after a while, the parcel supersaturation drops below the droplet Seq.
When this happens, the growth driving force, S−Seq, becomes negative, and these droplets
begin evaporating. The rate of evaporation can be quite fast, and the droplet may deactivate
and become part of the interstitial aerosol, thus decreasing the number of cloud droplets.
This mechanism is not a result of mass transfer kinetic limitation, but rather a dynamic
effect arising from the limited available water vapor; water transfers from activated drops
to other sizes that can still grow.
The deactivation and evaporation mechanisms render the affected aerosol much smaller
than the activated droplet size, leading to considerably smaller contribution to cloud optical
properties. On the other hand, whereas the inertial mechanism prevents droplets from
activating, it does not produce droplets that are differentiated from other activated droplets
as the other two mechanisms do. When using the equilibrium assumption, it is expected that
the inertial mechanism does not lead to any bias in predicted droplet number. The same
cannot be said for the evaporation and deactivation mechanisms, which tend to decrease
the number of cloud droplets that are formed. Therefore using the equilibrium assumption
in the presence of these two mechanisms will tend to overestimate the droplet number.
In summary, if kinetic limitations affect mainly larger particles (through the inertial
mechanism), the equilibrium assumption should not induce a large error in predicted droplet
number. However, if kinetic effects apply mainly to the smaller particles of a distribution,
not only can the equilibrium assumption yield large error in predicted droplet number, but
the droplet number will be sensitive to fluctuations in parcel supersaturation. Any factor
that can influence supersaturation history (such as mode radius, number concentration, and
updraft velocity) will, in turn, affect all the relevant timescales and thus the extent and type
of kinetic limitations.
2.4 Measures of kinetic limitations
Assessing the effect of kinetic limitations on cloud droplet formation requires first the
calculation of two quantities, Neq and Nkn, the number concentrations of droplets based
on equilibrium and kinetic approaches, respectively. Neq is equal to the concentration of
particles with critical supersaturation, Sc, less than or equal to the maximum supersatura-
tion, Smax, achieved in the ascending air parcel (as calculated by the parcel model). Neq
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is based on the assumption that the particles that can activate do so instantaneously, and
is the upper limit to the number of droplets that can be formed. Nkn is the actual droplet
concentration, and is equal to the number of particles that are larger than the activated
particle with the smallest dry diameter (i.e., that has a wet radius larger than its critical
value). This number contains droplets that have a critical supersaturation less than the
parcel maximum supersaturation but which are not larger than their critical size. Critical
parameters are calculated from classical Ko¨hler theory (e.g., [143]).
The importance of kinetic growth limitations on droplet formation will be measured in
terms of both the activated droplet number and the cloud albedo. Based on the variation
of Nkn and Neq with cloud depth, z, one can define the total droplet ratio at any height z,
α (z),
α (z) = Nkn (z)/Neq (z) (2.1)
which expresses the ratio of actual droplet number to the maximum droplets attainable at
a certain distance above cloud base. The droplet ratio includes both strictly activated and
unactivated droplets. It is also useful, when assessing kinetic effects, to examine the portion
of the droplet population that is strictly activated. For this purpose, the unactivation ratio,
φ (z), defined as the fraction of droplets that are not activated, is used:
φ (z) = Nunact (z)/Nkn (z) (2.2)
where Nunact (z) is the number of unactivated droplets in the distribution. For example, a
φ (z) = 0.2 means that 20% of the droplets are smaller than their activation diameter and
thus are not strictly activated.
Profiles of α (z) and φ (z) can provide insight regarding the kinetic limitation mechanisms
present. Figure 2.2 presents a qualitative sketch of the three types of α (z) profiles seen in
the simulations. Each type represents a case where different kinetic limitation mechanisms
are active. The “type 1” profile is observed when the inertial mechanism is the only type
of kinetic limitation active. In this case, φ (z) initially attains large values that decreases
further up in the cloud column (not shown), and α (z) approaches unity with increasing z. If
the evaporation mechanism is active, α (z) initially increases and approaches an asymptotic
value less than unity; the fraction that never activates are the small particles that evaporate.
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Figure 2.2: Illustration of the three types of droplet ratio profiles seen in the simulations.
This is the “type 2” profile of Figure 2.2. Finally, if the deactivation mechanism is present,
then the droplet ratio would initially increase, reach a maximum, and then begin to decrease
as particles evaporate and deactivate.
It is difficult to determine a priori when a discrepancy in cloud droplet number is impor-
tant. Placed in the context of the effect on albedo, this issue becomes more straightforward;
the discrepancy in droplet number can be considered significant when the albedo is biased
by an amount comparable to the change induced by anthropogenic effects. Furthermore,
GCMs currently implement a cloud drop number calculation for determining cloud albedo,
so it is directly relevant to examine the potential error from the equilibrium activation as-
sumption. In calculating cloud albedo, the cloud liquid water content and effective radius of
the droplet distribution are used, with the assumption that the droplet distribution is nar-
row. Furthermore, the effect of interstitial aerosol on the liquid water content and optical
properties are neglected.
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2.5 Cloud parcel and albedo models
A cloud parcel model is the simplest tool that can be used to simulate the evolution of
droplet distributions throughout a non-precipitating cloud column. These models predict a
number concentration profile that starts from zero at cloud base and reaches an asymptotic
value further up. In reality, droplet number and size are also affected by turbulent mixing
and downdrafts, which cannot be correctly accounted for in a single parcel model. Near
cloud base, where kinetic effects are strongest, droplets from upper levels tend to dry out and
do not participate in the droplet distribution. Therefore, one would still expect a droplet
number concentration that is zero at cloud base and quickly reaches an asymptotic value.
Such distributions have been measured and predicted by more comprehensive models [29],
so this variation in droplet number with cloud height must be considered when calculating
optical properties. Finally, existing theoretical aerosol-cloud parameterizations in GCMs are
based on adiabatic cloud parcel model equations, and so estimating cloud albedo sensitivity
to kinetic effects is appropriately carried out using adiabatic parcel model calculations. In
order to assess the differences arising from the kinetic and thermodynamic assumptions, a
droplet growth model has been incorporated within the framework of an adiabatic parcel
model.
2.5.1 Cloud parcel model
The adiabatic cloud parcel model is based upon the parcel model described by [127] and
[143]. Conservation of heat and moisture for a rising air parcel can be expressed as
dT
dt
= −gV
cp
− L
cp
dwv
dt
(2.3)
dwv
dt
= −dwc
dt
(2.4)
where T is the temperature of the air, V is the updraft velocity, and wv and wc are the
mixing ratios of water vapor, and liquid water in the parcel, respectively.
In (2.4), the condensation rate for a population of water droplets consisting ofNi droplets
of radius ri, i = 1...n can be expressed as
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dwc
dt
=
4piρw
ρa
n∑
i=1
Nir
2
i
dri
dt
(2.5)
where the particle growth rate is determined from,
dr
dt
=
G
r
(S − Seq) (2.6)
with G given by
G =
1
ρwRT
p∗vD
′
vMw
+ Lρw
k′aT(
LMw
RT
−1)
(2.7)
The supersaturation S is given by wv/w
∗
v − 1. By integration of the supersaturation
balance equation,
dS
dt
=
1
w∗v
[
dwv
dt
− (S + 1)
(
∂w∗v
∂T
dT
dt
− ∂w
∗
v
∂pa
ρagV
)]
(2.8)
and the equilibrium supersaturation Seq is given by Ko¨hler theory,
Seq = exp

 2Mwσw
RTρwri
− 3nsMw
4piρw
(
r3i − r3dry,i
)

− 1 (2.9)
Here we have used the hydrostatic relation to relate changes in atmospheric pressure to
vertical velocity in (2.8). D′v in (2.9) is the diffusivity of water vapor in air, modified for
noncontinuum effects,
D′v =
Dv
1 + Dvacr
√
2piMw
RT
(2.10)
where ac = 1.0 is the condensation coefficient. k
′
a in (2.7) is the thermal conductivity of air
modified for noncontinuum effects,
k′a =
ka
1 + kaaT rρcp
√
2piMa
RT
(2.11)
where aT = 0.96 is the thermal accommodation coefficient, and ns in (2.9) is the number
of moles of solute per particle,
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ns =
4ρpενpid
3
i
3Ms
(2.12)
where di is the dry particle diameter, and
ρp = [(1− ε) /ρu + ε/ρs]−1 (2.13)
is the mean particle density. Surface tension σw is expressed (in J m
−2) as a function of the
parcel temperature T [143], σw = 0.0761−1.55×10−4 (T − 273). Other symbols are defined
in the Appendix. Equations (2.3)-(2.8) constitute a closed system of ordinary differential
equations that are solved numerically using the LSODE solver of [66].
2.5.2 Cloud albedo
Cloud albedo, Rc, is calculated based on the two-stream approximation of a non-
absorbing, horizontally homogeneous cloud [94],
Rc =
τ
7.7 + τ
(2.14)
where τ is the cloud optical depth,
τ =
H∫
0
3ρawL (z)
2ρwreff (z)
dz (2.15)
where wL (z) is the liquid water mixing ratio profile along the cloud column, calculated
from the parcel model simulations (after transforming the Lagrangian solution into Eulerian
form by setting wL (z) = wL (t) at t = z/V ).ρwis the water density, ρais the air density and
reff (z) is the cloud droplet distribution effective radius,
reff =
∞∫
0
r3n(r)dr
∞∫
0
r2n(r)dr
(2.16)
where n(r) is the droplet size distribution. These expressions yield values for cloud albedo
that are of reasonable accuracy for relatively thick clouds composed of narrow distributions
of large droplets [63].
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Assuming that the interstitial aerosol has a negligible amount of liquid water, and that
the droplet population is effectively monodisperse, the expression for reff (z) is given by
reff (z) =
3wL (z)
4piNi (z) ρw
(2.17)
where Ni (z) can be either Nkn (z) or Neq (z). In the first case, the albedo calculated
will be the “kinetic albedo,” while the second will be the “thermodynamic albedo.” The
thermodynamic albedo tends to be higher than the kinetic albedo. This is because for
the same amount of cloud liquid water, the number of droplets predicted is larger in the
thermodynamic case, hence the effective radius according to (2.17) would be smaller than
in the kinetic case.
The quantity used for assessing the importance of kinetic effects, in terms of cloud
albedo, is the difference between thermodynamic and kinetic albedo. Because the ther-
modynamic albedo is larger than the kinetic (as explained before), this difference will be
positive. Furthermore, since this difference depends on the cloud depth, we select the cloud
depth for which this difference is maximum.
2.6 Simulation parameters
The importance of kinetic limitations depends on cloud thickness, updraft velocity, and
aerosol characteristics. To explore the dependence on these parameters, we shall consider
a range of values spanning observations of boundary layer clouds. This study does not
examine all possible phenomena that influence aerosol activation behavior, such as changes
in surface tension, and the presence of slightly soluble substances. For example, a decrease
in surface tension (from surfactant species in the aerosol) should enhance kinetic effects,
because a) the critical radius for activation becomes larger, so particles need more time to
activate, and b) a larger fraction of the aerosol population can activate, so more particles
compete for cloud water. Solution non-idealities are not considered; they do not have a
significant impact since droplets dilute considerably under supersaturated conditions [164].
Finally, the effect of uncertainty in the accommodation coefficient is not examined.
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2.6.1 Key parameters
Cloud thickness influences the transit time of air parcels rising through a cloud, and
hence the time available for particle growth. Boundary layer clouds are typically 100-500
m thick, with most in the range of 200-400 m [118, 31, 42, 161]. To explore the dependence
of kinetic effects on cloud thickness, we consider values ranging from 10 to 1000 m.
Updraft velocity influences both the transit time and the maximum supersaturation in a
cloud updraft. The maximum supersaturation achieved is lower in weaker updrafts, so only
particles with relatively low critical supersaturations can be activated. Observed updraft
velocities in boundary layer clouds vary widely, but values derived from measured vertical
velocity variance are typically 30-50 cm s−1 [118, 31, 43]. We explore the dependence on
updraft by considering updraft velocities of 10, 30, 100, and 300 cm s−1.
2.6.2 Aerosol characteristics
The dependence of kinetic effects on aerosol number concentration and mean radius will
be explored by considering a variety of aerosol size distributions. We consider idealized size
distributions in which the number concentration and mean radius are prescribed in order to
clearly sort out the physics involved. We then consider size distributions that more closely
approximate ambient distributions.
Size distributions are of the single or multiple lognormal form,
dn (r)
d ln r
=
nm∑
i=1
Ni√
2pi lnσi
exp
[
− ln
2 (r/rg,i)
2 ln2 σi
]
(2.18)
where Ni is the aerosol number concentration, rg,i the number mode radius, σi is the geo-
metric standard deviation for mode i, and nm is the number of modes in the distribution.
For single modes we consider a single value for σ = 2, but a wide range in number con-
centration (100-3000 cm−3) and mode radius (0.02-0.1 µm). The range in mode radius and
number concentration is appropriate for accumulation mode particles, which comprise most
CCN. For multiple modes we have selected four of [160] trimodal representations, namely,
the marine, clean continental, average background, and urban aerosol. The parameters of
these four distributions are listed in Table 2.1. The size distributions refer to dry size, while
the chemical composition of the aerosol is assumed pure ammonium sulfate.
In all kinetic simulations, particles are assumed initially to be in equilibrium with a
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Table 2.1: Aerosol distribution parameters (rg,i in µm, Ni in cm
−3) [160]
Aerosol type Nuclei Mode Accumulation Mode Coarse Mode
rg,1 σ1 N1 rg,2 σ2 N2 rg,3 σ3 N3
Marine 0.005 1.6 340 0.035 2.0 60 0.31 2.7 3.1
Clean Continental 0.008 1.6 1000 0.034 2.1 800 0.46 2.2 0.72
Average Background 0.008 1.7 6400 0.038 2.0 2300 0.51 2.16 3.2
Urban 0.007 1.8 106000 0.027 2.16 32000 0.43 2.21 5.4
relative humidity of 98%. For the idealized size distributions, we consider 200 size bins
spaced equally in log radius. Using a size range between about Dp,g/10σ and 10σDp,g covers
total particle number to within 10−7%. The simulations exhibit little sensitivity with respect
to initial relative humidity concentrations and denser discretization schemes.
2.7 Effect of kinetic limitations on cloud droplet number
We first explore the parametric dependence of kinetic limitations using the single log-
normal size distributions. We then consider various multimode lognormal distributions that
resemble ambient aerosol.
2.7.1 Single lognormal size distributions
From the simulations we calculate the α (z) and φ (z) profiles. The results of these
simulations are summarized in Table 2.2, which gives the characteristics of these ratios for
all the mode radii, number concentrations, and updrafts examined. As expected, the droplet
ratio (for constant mode radius and number concentration) in most cases approaches an
asymptotic value for large cloud depths. Kinetic effects become more apparent as updraft
velocity decreases and aerosol concentrations increase. For a mode radius of 0.03 µm, the
droplet number is reduced by 40% for an updraft velocity of 10 cm s−1 and an aerosol number
concentration of 3000 cm−3. In this particular example, the unactivation ratio φ (z) is close
to zero. This means that most (more than 95%) of the cloud drops are activated. In this
particular case, the droplet ratio profile is “type 3,” so both evaporation and deactivation
mechanisms are present.
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Table 2.2: Characteristics of α(z) and φ(z) profiles for single
lognormal aerosol distribution runs. αmax is the maximum
value of α(z), encountered at zαmax above cloud base.
rg,i Ni V Profile αmax zαmax α φ
(µm) (cm−3) (m s−1) type (m) (1000m) (20m, 1000m)
0.03 100 0.1 1 1.000 10 1.000 0.002, 0.000
0.03 100 0.3 1 1.000 20 1.000 0.006, 0.042
0.03 100 1.0 1 1.000 20 1.000 0.024, 0.026
0.03 100 3.0 1 1.000 20 1.000 0.095, 0.012
0.03 300 0.1 2 0.931 10 0.931 0.005, 0.000
0.03 300 0.3 3 1.000 10 0.948 0.008, 0.000
0.03 300 1.0 1 1.000 20 1.000 0.028, 0.000
0.03 300 3.0 1 1.000 20 1.000 0.095, 0.020
0.03 1000 0.1 3 0.918 10 0.768 0.014, 0.000
0.03 1000 0.3 3 1.000 10 0.936 0.019, 0.000
0.03 1000 1.0 2 0.956 10 0.956 0.037, 0.000
0.03 1000 3.0 1 1.000 20 1.000 0.103, 0.029
0.03 3000 0.1 3 0.815 10 0.589 0.052, 0.000
0.03 3000 0.3 3 0.922 10 0.713 0.050, 0.000
0.03 3000 1.0 3 0.944 10 0.889 0.066, 0.000
0.03 3000 3.0 3 1.000 20 0.961 0.141, 0.001
0.05 100 0.1 1 1.000 10 1.000 0.019, 0.042
0.05 100 0.3 2 0.974 10 0.974 0.032, 0.000
0.05 100 1.0 1 1.000 20 1.000 0.092, 0.013
0.05 100 3.0 1 1.000 20 1.000 0.231, 0.004
0.05 1000 0.1 3 0.857 10 0.668 0.159, 0.001
0.05 1000 0.3 3 0.948 10 0.847 0.154, 0.001
0.05 1000 1.0 2 0.970 20 0.970 0.177, 0.002
0.05 1000 3.0 1 0.985 20 0.985 0.323, 0.003
0.10 100 0.1 3 0.974 10 0.948 0.206, 0.005
0.10 100 0.3 1 1.000 10 1.000 0.244, 0.006
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rg,i Ni V Profile αmax zαmax α φ
(µm) (cm−3) (m s−1) type (m) (1000m) (20m, 1000m)
0.10 100 1.0 1 1.000 20 1.000 0.386, 0.008
0.10 100 3.0 1 1.000 30 1.000 0.586, 0.009
0.10 300 0.1 3 0.908 20 0.774 1.000, 0.011
0.10 300 0.3 3 0.954 20 0.929 0.414, 0.014
0.10 300 1.0 1 1.000 20 1.000 0.422, 0.024
0.10 300 3.0 1 0.998 30 0.998 0.671, 0.018
0.10 1000 0.1 3 0.925 200 0.785 1.000, 0.034
0.10 1000 0.3 3 0.950 70 0.804 1.000, 0.033
0.10 1000 1.0 3 0.979 20 0.933 1.000, 0.036
0.10 1000 3.0 1 1.000 20 0.994 0.755, 0.040
0.10 3000 0.1 2 0.902 700 0.902 1.000, 0.133
0.10 3000 0.3 3 0.925 500 0.853 1.000, 0.102
0.10 3000 1.0 3 0.952 200 0.857 1.000, 0.086
0.10 3000 3.0 3 0.979 50 0.933 1.000, 0.083
The dependence of kinetic effects on Ni is further pronounced as mode radius increases.
For example, the droplet ratio for an aerosol number concentration of 3000 cm−3 and a
mode radius of 0.1 µm can be close to zero for a large portion of the cloud, because the
time required for growth is very large for weak updrafts (this is also seen in φ (z), which
ranges between 1.0 and 0.083). In this particular case, the α (z) profile is “type 2,” so the
evaporation mechanism is present. The fact that α (z) is maximum at 700 m above cloud
base indicates that kinetic effects are very strong. This is not surprising, given the mode
radius and concentration of particles. As updraft velocity increases, supersaturation, being
the driving force for particle growth, also increases and activates particles lower in the cloud.
The dependence on cloud thickness is also stronger for a mode radius of 0.1 µm than for 0.03
µm because a) maximum supersaturation is achieved further up from cloud base, and, b)
the larger particles respond more slowly to variations in supersaturation. The deactivation
mechanism is responsible for decreasing the droplet ratio for low updrafts and high number
concentrations (> 300 cm−3). Another striking feature, as evidenced by φ (z), is that the
inertial mechanism is negligible for particles of smaller modal diameter; in the larger size
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distributions, roughly half of the particles are not activated during the first 50-100 m of
the cloud. Despite the difference in modal size, the fraction of small particles that fail to
activate is roughly the same at large cloud depths.
The simulations indicate that a large mode radius tends to accentuate kinetic effects.
By examining α (z) and φ (z) as a function of mode radius for a number concentration of
100 cm−3, we can see that evaporation and deactivation effects are negligible for all mode
radii; most droplet ratio profiles are of type 1. Inertial effects (as shown by the value of
φ (z) at 20 m) become increasingly important as mode radius increases. On the other hand,
α (z) never drops below 0.95. This is an important point: for low concentration of particles,
kinetic effects that influence droplet number are negligible regardless of particle diameter.
The inertial mechanism is the only type of limitation experienced by these particles.
Kinetic effects are more prominent when the number concentration increases to 1000
cm−3. When the concentration of particles is this high, α (z) profile types indicate that
the deactivation and evaporation mechanisms are much more prominent than for a particle
concentration of 100 cm−3. This suggests that these kinetic limitation mechanisms are
present primarily at high number concentrations.
2.7.2 Trimodal lognormal size distributions
From the previous section it is clear that kinetic limitations on droplet formation are
important for high number concentrations, and large mean particle size can further enhance
these effects. Although one can imagine combinations of number concentration and mean
particle size that would yield significant kinetic limitations, such combinations may not be
realistic. High particle concentrations are normally associated with small particle sizes,
and vice versa. An assessment of the importance of kinetic limitations on ambient droplet
formation should therefore consider size distributions that represent ambient aerosol. In
doing so, we examine the trimodal lognormal fits to measured size distributions for a variety
of aerosol types in Table 2.1.
Although the number concentration for the nuclei mode can be quite large, the particles
are so small that the supersaturation necessary for activating them is never encountered
within a cloud. Furthermore, the mean particle size of the coarse mode is large enough for
significant kinetic effects, but the number concentrations are usually too small to have a
significant impact on droplet number. Thus, the distribution characteristics of the accumu-
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lation mode is expected to determine the kinetic effects of the aerosol types in Table 2.1.
Figure 2.3 shows α (z) and φ (z) as a function of updraft velocity and cloud thickness
for the aerosol types shown in Table 2.1. Simulations reveal that kinetic effects for the
marine aerosol are negligible regardless of updraft velocity and cloud thickness. This is not
surprising, given that the number concentration of the accumulation mode, 60 cm−3, is too
low for kinetic effects to be important.
The accumulation mode number concentration for the clean continental aerosol is much
higher, 800 cm−3, so kinetic effects become evident at weak updraft velocities: α (z) is
always below 0.85 for V=10 cm s−1, and 0.95 for V=30 cm s−1. Results for the clean
continental aerosol are comparable to those illustrated in Table 2.1 for a number mode
radius of 0.03 µm and a number concentration of 1000 cm−3, but with kinetic effects being
somewhat weaker because of the lower number concentration. The ratio φ (z), however, is
low and the droplet ratio approaches an asymptotic value, so the aerosol is subject to the
evaporation mechanism, as some of the particles fail to activate in the initial stages of cloud
formation.
Kinetic limitations on droplet formation are quite important for the average background
aerosol, which has an accumulation mode number concentration of 2300 cm−3. The droplet
ratio is a little over 0.8 for a 30 cm s−1 updraft, which is consistent with the single lognormal
size distribution with the same number concentration. Although there are strong inertial
effects in the coarse mode, its contribution to the total droplet number concentration is
rather small. Because of this, φ (z) is low, less than 0.1 for cloud depths larger than 20
m, indicating that most of the droplets are strictly activated. For weak updrafts, because
of the high concentration of accumulation mode particles, deactivation plays a significant
role and reduces the droplet number by 20%. Overall, the aerosol seems to be subject to
both deactivation and evaporation mechanisms, the degree to which depends on the updraft
velocity.
With an accumulation mode number concentration of 32,000 cm−3, one might expect
substantial kinetic effects for the urban aerosol, and indeed this is the case. In fact, kinetic
effects are so strong, that α (z) is zero until 70 m above cloud base. The activation ratio
never exceeds 0.8, even for the strongest updrafts. The latter indicates that many particles
fail to activate as the supersaturation decreases following the maximum supersaturation in
all updraft cases examined. Inertial effects are also significant; even for clouds of 200 m
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Figure 2.3: Droplet ratio as a function of updraft velocity and cloud thickness for the
background, clean continental, marine, and urban distributions of Table 1. Solid lines
represent the droplet ratio α (z), while dashed lines represent the unactivation ratio φ (z).
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thickness, φ (z) is above 0.2. Finally, deactivation is also very strong since the decrease in
α (z) after the maximum is about 20%.
2.8 Effect of kinetic limitations on cloud albedo
For very thin clouds (on the order of 10 m), the optical depth is small, so the albedo
difference itself is small. As the cloud depth increases, so does optical depth. This initially
leads to an increase in the albedo difference; after a certain point, the optical depth is
so large, that the albedo difference begins to decrease. The point of maximum difference
between thermodynamic and kinetic albedo is used for evaluating kinetic effects. A cli-
matically important kinetic effect would be considered for a difference between kinetic and
thermodynamic albedo larger than about 0.005; this albedo change, if relevant globally,
could yield an uncertainty in radiative forcing comparable to that estimated for anthro-
pogenic indirect aerosol radiative forcing [36]. It should also be noted that the maximum
albedo difference in the simulations (both single mode and trimodal distributions) was en-
countered in the first 300 m of the cloud. As expected, increasing the kinetic effects in
droplet number tends to shift the locus of the maximum higher up in the cloud.
2.8.1 Single lognormal size distributions
Since the difference between thermodynamic and kinetic cloud albedo depends on the
difference in cloud droplet number, it is expected that the largest difference would be seen
for high number concentrations. The discrepancy is also expected to be enhanced if the
distribution has a large modal radius. This can be seen in the two top panels of Figure 2.4,
which shows the maximum albedo difference, as a function of number concentration, for two
modal radii. For a number mode radius of 0.03 µm (top left panel), there is large sensitivity
of kinetic effects on albedo to number concentration. For low concentrations (100 cm−3),
kinetic limitations are not strong enough to yield a significant difference in cloud albedo; this
difference becomes very large however, close to 0.05, when the concentration is around 3000
cm−3. For a number mode radius of 0.1 µm (top right panel), these effects are enhanced
considerably and the albedo difference approaches 0.7 for the lowest updraft and highest
number concentrations. The cases where albedo difference is below 0.005 seem to be the
same for both mode radius cases, when the number concentration is below 300 cm−3.
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Figure 2.4: Maximum difference between thermodynamic and kinetic cloud albedo. The
single mode lognormal distribution aerosol is used with (a) number mode radius 0.03 µm,
(b) number mode radius 0.1 µm, (c) number concentration of 100 cm−3, and (d) number
concentration of 1000 cm−3.
30
The above statements are further supported by the two bottom panels of Figure 2.4.
These show the maximum albedo difference as a function of mode radius, for two number
concentrations. Regardless of modal radius, when the concentration is 100 cm−3 (bottom
left panel), the albedo difference is insignificant. However, when the concentration becomes
1000 cm−3, kinetic effects are always significant. When the albedo difference is around 0.1,
the effect of mode radius seems to be small.
By comparing Figure 2.4 with Table 2.2, we observe a consistent trend; the maximum
albedo difference tends to exceed the 0.005 value whenever the droplet ratio consistently
(that is, for all cloud depths) is below 0.9. This is an important point, since it provides a
quantitative measure for when the bias in droplet number becomes important.
2.8.2 Trimodal lognormal size distributions
Figure 2.5 shows the maximum difference in cloud albedo between the thermodynamic
and kinetic activation models, for the four lognormal distributions of Table 2.1. Albedo
differences are shown for both the total number concentration in Table 2.1 and twice these
values. The urban aerosol distribution exhibits the largest difference in albedo, which
is expected, given that it is the distribution with the largest kinetic limitation effects in
droplet number. Of the other aerosol classes, the largest sensitivity is experienced by the
clean continental aerosol, where a doubling in concentration leads to a fivefold increase in
albedo difference (at the highest updraft velocities). As in section 2.7.2, kinetic limitations
become important for cloud albedo whenever α (z) is consistently below 0.9.
2.9 Summary and conclusions
There are three mechanisms that lead to kinetic limitations on cloud droplet formation.
The first, identified by [22], and termed the inertial mechanism, arises when particles with
critical supersaturation less than a threshold value do not have time to grow larger than
their critical size and thus do not activate. In the second deactivation mechanism, acti-
vated droplets evaporate to form interstitial aerosol when the parcel supersaturation drops
below the droplet equilibrium saturation ratio. In the third mechanism, the evaporation
mechanism, particles that could potentially activate (because their critical supersaturation
is low enough) evaporate to form interstitial aerosol because the time they are exposed to
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Figure 2.5: Maximum difference between thermodynamic and kinetic cloud albedo. The
aerosol distributions in Table 2.1 are used with (a) given number concentrations, and (d)
doubled number concentrations.
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high supersaturation is not sufficient to reach their critical radius. Large particles, which
are subject to the inertial mechanism, are also large enough to be considered cloud droplets
even when they are not strictly activated. Particles, however, that are subject to the de-
activation and evaporation mechanisms become much smaller than activated drops and
hence should not be considered cloud droplets. Thus, if deactivation and evaporation sig-
nificantly reduce the droplet number concentration, these processes should be accounted for
in parameterizations of the activation process. The inertial mechanism, although a type of
kinetic limitation, does not generate a discrepancy in cloud droplet number. Most of the
discrepancy is a result of the smaller particles that fail to activate, through the two other
mechanisms identified. This also implies that for cases where kinetic effects are significant,
the droplet number is quite sensitive to fluctuations in supersaturation.
In terms of number of cloud droplets, the conditions most likely to yield considerable
kinetic effects are those of high aerosol number concentrations. Weak updrafts and large
mode radius tend to enhance kinetic effects. We have also investigated a variety of aerosol
types to determine those subject to important kinetic effects under a variety of cloud for-
mation conditions. We have found that urban aerosol is strongly affected by kinetic growth
limitations, but relatively pristine marine aerosols are not. We have found that for most
aerosols the percentage errors from neglecting kinetic effects are larger for weak updrafts
than for strong updrafts, even though the residence time of air parcels in clouds is shorter for
strong updrafts. However, absolute errors in droplet number are often largest for moderate
updrafts because aerosol activation is inefficient for weak updrafts, and kinetic limitations
are smaller for strong updrafts.
The conditions most likely to yield considerable differences in cloud albedo are similar
to those for droplet number, i.e., weak updrafts, large mode radius, and high aerosol con-
centrations. Simulations indicate that the maximum albedo difference is less than 0.005 for
marine aerosol (where kinetic limitations in cloud droplet number are also not significant).
Albedo differences can, however, exceed 0.1 for urban aerosol.
By comparing the droplet ratio and albedo difference plots, it can be seen that ki-
netic effects become important whenever the droplet ratio is consistently below 0.9. Of
the three kinetic limitation mechanisms, the evaporation and deactivation mechanisms can
influence droplet number concentrations. However, the deactivation mechanism does not
affect aerosol throughout the cloud and always appears together with the evaporation mech-
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anism. So, it is believed that conditions that are conducive towards the appearance of the
evaporation mechanism can lead to substantial kinetic effects. As a consequence, kinetic
limitations are not expected overall to be climatically significant, but can have a noticeable
local impact.
Existing parameterizations of aerosol activation in GCMs do not account for kinetic lim-
itations. Because closed-form solutions of the activation process are not available, parame-
terizations can be fit to kinetic simulations. Future parameterizations should therefore be
matched to kinetic simulations that extend beyond the point of maximum supersaturation,
classify activated particles on the basis of their size rather than their critical supersatura-
tion, and also account for fluctuations in cloud supersaturation.
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2.11 Notation
ac condensation coefficient
aT thermal accommodation coefficient
cp specific heat of dry air at constant pressure
rdry particle dry radius
Dv water vapor diffusivity in air
D′v water vapor diffusivity in air, corrected for noncontinuum effects
g acceleration of gravity
G particle growth parameter, as given by (2.7)
H cloud thickness
ka thermal conductivity of air
k′a thermal conductivity of air, corrected for noncontinuum effects
L latent heat of condensation of water
Ma molecular weight of dry air
Ms molecular weight of the solute
Mw molecular weight of water
n (r) number size distribution
nm number of modes in idealized lognormal distributions
ns number of moles of solute per particle
N aerosol number concentration
Neq number concentration of particles with Sc smaller than or equal to Smax
Nkn number concentration of particles with dry radius larger than that of the smallest
activated particle
Nunact number concentration of large unactivated particles (with dry radius larger than that
of the smallest activated particle, but with a wet radius less than the critical size)
pa air pressure
p∗v saturation vapor pressure of water
r particle wet radius
rg,i number mode radius of lognormal size distribution
reff size distribution effective radius
R universal gas constant
Rc cloud albedo
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S supersaturation
Sc critical supersaturation for activating according to Ko¨hler theory
Seq supersaturation in equilibrium with particle size
Smax maximum supersaturation in a cloud parcel
t time
T temperature of air parcel
V parcel updraft velocity
wv water vapor mixing ratio in air parcel
wc cloud liquid water mixing ratio
w∗v p
∗
v/pa saturation mixing ratio of water
z cloud depth as measured from cloud base (or where S=0%)
α droplet ratio Nkn/Neq
ε mass fraction of soluble material in the dry particle
ν number of ions the solute dissociates into in solution
ρa density of air
ρw density of water
ρp mean density of particle
ρs density of soluble component of particle
ρu density of insoluble component of particle
σ geometric standard deviation of the aerosol size distribution
σw water surface tension
τ optical depth
φ unactivation ratio Nunact/Nkn
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Chapter 3
Reshaping the theory of cloud
formation
Note: Parts of this chapter appeared as reference [19].
3.1 Abstract
Clouds are the principal determinant of the albedo of Earth, are a major component of
the hydrologic cycle, and are at the center of myriad biogeochemical processes, but they
remain the most uncertain factor in forced climate change. Recent extensions of the tradi-
tional Ko¨hler theory have shown the possible importance of water soluble gases, substances
of partial solubility, surfactants, and condensation kinetics. When these factors are com-
bined, significant changes of droplet populations and sizes occur, thereby altering cloud
radiative forcing. While it is currently impossible to calculate the global impact of these
additional activation effects because of a lack of data on atmospheric composition, sensitiv-
ity calculations indicate that realistic conditions representing anthropogenically perturbed
environments result in albedo changes that are climatically significant, adding still more
uncertainty to the forcing by modification of clouds. More broadly, inclusion of these new
factors erases a conceptual boundary between what we call “cloud” and “aerosol” or “haze,”
and an “aerosol-cloud continuum” results in which subtle changes in thermodynamic state
lead to substantial changes in cloud albedo.
37
3.2 Introduction
Clouds of water droplets in Earth’s atmosphere are as intrinsic to our planet as is water
itself. Droplet clouds are the single most important factor controlling the albedo of the
Earth, covering, on average, about half of it with substantially higher reflectivity than that
of most of the underlying surface. Possible anthropogenic influences on cloud properties
and albedo, the so-called indirect climatic effect of aerosols, could constitute a potential
major climate forcing (1). These influences are presently estimated to have a global mean
ranging from 0 to -2.8 W m−2, based either on the range of published estimates or on the
range of forcings that results from the uncertainty of the parameters input to the models
(1). Uncertainties in the influence of anthropogenic emissions on cloud albedo are far and
away the largest in climate forcing, with a magnitude in the global mean comparable (but
opposite in sign) to that calculated for greenhouse gases (about + 2.4 W m−2).
Moreover, none of the estimates of indirect aerosol radiative forcing has yet included the
combined influences of a number of recently identified chemical factors, each of which has
been suggested to have possible global significance. Therefore, one purpose of this paper is
to assess the sensitivity of cloud albedo to the combined set of chemical factors as a way to
identify their potential importance to global climate. More broadly, our goal is to describe
these new factors, in combination, in the context of the classical theory of cloud formation.
Scientific study of clouds is very old, with beginnings reaching back to Aristotle’s Me-
teorologica (2), which included the notion of coalescence: “. . . so here the water floats on
the air till a number of the small droplets coalesce to form large drops that fall.” Modern
scientific description of clouds and cloud formation began over a century ago with the recog-
nition by Aitken (3) that cloud droplet formation requires airborne particles that serve as
nuclei for water condensation. He went on to develop a variety of particle counters based
on the condensation of water at substantial supersaturation (saturation ratios around 3).
Many figures influential in the early fields of chemistry and physics provided much of the
framework on which our current understanding of clouds is based, including Raoult, W.
Thomson (Lord Kelvin), van’t Hoff, and C. T. R. Wilson.
Nomenclature in this field also evolved based more on human observation than on exact
physical/chemical theory. Terms like “cloud,” “fog,” and “haze” arrived in common usage
independent of a thermodynamic basis.
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The modern theory of cloud droplet formation was advanced by the Swedish scientist
Hilding Ko¨hler in the 1920s and 1930s (4). In that theory clouds consist of “activated” water
droplets that grow spontaneously after they have reached a critical size, which occurs at a
critical value of the supersaturation of water vapor. Ko¨hler’s theory provided a solid basis
that has served the cloud physics and meteorology communities as the primary description
of cloud formation for some 80 years. The first treatise on cloud microphysics by Mason in
1957 (5) has by now been joined by numerous others, all more or less following the traditional
Ko¨hler approach. Importantly, the notion that clouds consist of activated droplets is difficult
to demonstrate by measurements, and there is no extensive data base to confirm that the
assumption is generally true.
Recent attempts to understand quantitatively the effects of changing global aerosol levels
on cloud properties and albedo have led to an examination of the relationships between
cloud characteristics and those of the particles on which the cloud formed. Ambient data
relating, for example, cloud droplet number concentrations to non-sea salt sulfate aerosol
mass exhibit a large degree of variation (around a factor of 10) (6) that suggests cloud
properties may not be controlled in as simple a manner as envisioned by Ko¨hler some 80
years ago. Called into question are the long-held assumptions that clouds do not exist in
a subsaturated environment and that the number of particles that do activate is controlled
strictly by meteorological factors, such as the rate at which a rising parcel of air cools.
Ko¨hler knowingly took the simplest case for analysis and assumed that the cloud con-
densation nucleus (CCN) is composed of a completely soluble salt and that it is in ther-
modynamic equilibrium until the point of spontaneous growth. Traditionally, it is assumed
that a cloud forms only in a supersaturated water vapor environment, and, indeed, this is
true for particles composed of completely soluble substances (with or without the presence
of insoluble material).
However, it has recently become evident that chemical processes, compositional influ-
ences on physical properties, and kinetics also influence the formation of cloud droplets.
These include the roles of soluble gases (7), partially soluble solutes (8), surface tension
depression by organic substances (9), aqueous-phase chemistry (10), and slow condensation
kinetics (11). These phenomena, originally unforeseen by Ko¨hler, give rise to an expanded
picture of cloud formation and suggest that additional types of information are needed to
develop an ability to relate cloud droplet number concentration (and cloud albedo) to the
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gases and aerosols in an increasingly anthropogenically perturbed atmosphere. It is cur-
rently not possible to estimate with confidence even what fraction of the world’s clouds are
affected by such factors.
3.3 Traditional Ko¨hler theory of cloud formation
The basis of the traditional Ko¨hler theory is the equilibrium of a small, aqueous solution
droplet with humid air. The equilibrium condition is equality of the chemical potential of
water between the aqueous phase and the vapor phase adjacent to the droplet surface
(12). That condition may be expressed in terms of a relation between the ambient water
saturation ratio S (relative humidity divided by 100%) and the droplet radius r:
S = aw exp
[
2σv¯w
RgTr
]
(3.1)
where σ is the droplet solution surface tension, v¯w is the partial molar volume of water in
solution, Rg is the universal gas constant, T is temperature, and aw is the water activity of
the solution. For aqueous solutions,
aw = exp
[
−MwνΦm
1000
]
(3.2)
where Mw is the molecular weight of water, ν is the total number of ions produced by
dissociation of one molecule of solute, Φ is the practical osmotic coefficient of the solution,
and m is the solution molality. The product ν Φ is often replaced by the van’t Hoff factor i.
An approximation frequently made is that the solution is dilute (Φ = 1) (13), although this
assumption does introduce some error (14). This error primarily affects the larger nuclei,
since their molalities are higher at activation than smaller nuclei.
The presence of solute acts to lower the vapor pressure of water, while the droplet
curvature tends to increase it (the latter being the so-called Kelvin effect and the former
the so-called Raoult effect). The vapor pressure increase owing to droplet curvature is
approximately proportional to the inverse of the droplet radius, and the vapor pressure
reduction attributable to the solute is proportional to the inverse of droplet volume.
Expressing S as a function of droplet radius for a given initial salt crystal, one obtains an
equilibrium curve (a “Ko¨hler” curve) that increases steeply when S <1 and goes through
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a maximum at some S above unity, the critical supersaturation, Sc (Figure 3.1). Droplets
of radii left of Sc are intrinsically stable. The situation is fundamentally different to the
right of the Ko¨hler maximum. If the ambient S exceeds Sc, the droplet grows and then
has its surface value of S < Sc, such that there is a gradient of water vapor causing water
to diffuse to and condense on the droplet. As it grows, this effect accelerates, resulting in
spontaneous growth.
When the ambient saturation ratio, S, crosses the critical supersaturation, Sc, of a given
droplet and rapid condensation starts, according to traditional theory the droplet is said
to be activated. According to traditional Ko¨hler theory, atmospheric cloud formation takes
place when S starts crossing the critical supersaturations of particles in the air. According
to equilibrium theory, droplets formed on the largest salt crystals activate first, followed by
activation of droplets containing less and less solute. The driving force for the increase of
S is cooling caused usually by adiabatic expansion of rising air or by radiation.
Condensational depletion of water vapor and release of latent heat of condensation slow
down the increase of S, and at some point (altitude) S reaches a maximum (Figure 3.1).
In principle, all droplets with critical supersaturations below the maximum value of S
achieved can activate to cloud droplets, although the diffusional growth of droplets may be
sufficiently slow that all droplets with critical supersaturations below the maximum S will
not have time to activate (11). The maximum value of S achieved in rising air, as well as
the number, N , of activated droplets, thus results from a competition between the ambient
cooling rate and condensational depletion of water vapor, which is affected by the number
concentration, size distribution, and composition of the aerosol particles present.
3.4 Extended Ko¨hler theory and its implications
Classical Ko¨hler theory addresses activation of soluble salt particles. (It can be applied
straightforwardly to include an insoluble solute as well.) Including the effects of soluble
gases and partially soluble solutes gives the following expression for the equilibrium water
saturation ratio (15),
S = exp
(
2σv¯w
RgTr
− isns
nw
− ivnv
nw
− issnss
nw
)
(3.3)
where nw, ns, nv, nss are the numbers of moles of water, soluble salt, soluble gases,
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Figure 3.1: Typical parcel supersaturation and droplet growth profiles for a rising adiabatic
cloud parcel. In this calculation, the parcel rises with a velocity of 0.1 m s−1. The aerosol in
the parcel has a typical marine size distribution and is composed entirely of (NH4)2SO4. The
initial parcel conditions are 98% relative humidity, 800 mbar pressure, and 283 K temper-
ature. Red curves correspond to particles that form cloud droplets. Blue curves represent
particles with critical supersaturation too high to activate. The green curve corresponds to
a particle that could activate but is not exposed sufficiently long to a supersaturation to
cause activation. The particle with the smallest dry size that activates into a cloud droplet
has a dry diameter of 0.095 µm; its corresponding Ko¨hler curve is shown in the insert.
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partially soluble species, respectively; is, iv, iss are the corresponding van’t Hoff factors (the
dilute approximation has been taken). Here nss can be calculated from the solubility of the
partially soluble substance (8), while nv is determined by an equilibrium relation similar in
form to Equation (3.1) and a mass balance between the gas and aqueous phases.
Nitric acid (HNO3) is perhaps the most important highly soluble trace gas in the atmo-
sphere. Ample data exist establishing the importance of nitrate as a constituent of cloud
and fog water in polluted air (16). In the presence of a water-soluble trace gas such as
HNO3, as the gas condenses into the droplet, the amount of dissolved solute increases, and
the critical supersaturation for that droplet is lowered (17). In theory, HNO3 at very low
mixing ratios, on the order of 1 ppb and less, can influence cloud formation. At 1 atm
and 273 K, 1 ppb corresponds to 2.7 × 1010 molecules cm−3, which is equivalent to the
number of molecules in 6300 (NH4)2SO4 particles with a diameter of 0.1 µm. Depending
on how it is dispersed over the aerosol population, a minute amount of soluble material can
exert a considerable effect on the number of activated droplets. Moreover, Hegg (18) has
shown that for acidic aerosols, absorption of NH3 can play an even more important role in
modifying activation behavior than HNO3.
Highly soluble trace gases are not the only compounds that can alter activation behavior.
Recent measurements have shown that 20 to 60% of the carbon mass in fine atmospheric
aerosols consists of water-soluble organic compounds (WSOC) (19). Traditional individual
compound analysis has generally not been able to identify all of the WSOC mass. Using
a combination of chromatographic separation, organic functional group analysis, and total
organic carbon analysis, Decesari et al. (20) have completely identified WSOC in a variety
of fog/cloud samples. Neutral/basic compounds were found to consist of polyhydroxylated
aliphatic compounds (mainly polyols and sugars). Mono- and dicarboxylic acids were princi-
pally hydroxylated aliphatic compounds, and polyacids were unsaturated compounds, both
aliphatic and aromatic, with a minor content of hydroxyl groups.
Many organic aerosol compounds are surface active, and their presence can significantly
affect the surface tension of cloud droplets (8). Lowering of surface tension owing to organic
compounds will influence droplet activation and growth (21). Figure 3.2 shows measured
decrease in surface tension of cloud/fog water samples, as a function of WSOC concentration
(in terms of C). It is noteworthy that samples from completely different environments have
been found to behave similarly with respect to surface tension lowering. Facchini et al.
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Figure 3.2: Surface tension decrease with respect to pure water as a function of water
soluble organic carbon (WSOC) concentration (expressed as moles per liter of carbon)
of cloud/fog water samples collected at Tenerife (Canary Islands) and in the Po Valley
(Italy). The observed data are fitted by the empirical Szyszkowski-Langmuir equation (9),
σ = K − βT ln(1 + αC), where K = 72.8 kN m−1, and C is the WSOC concentration (mol
C L−1). The values of the empirical parameters, β and α, are β = 87 kN m−1 K−1 and
α(L mol−1) is 179.9 for Po Valley 1, 628.1 for Po Valley 2, 302.1 for Tenerife 1, and 888.9
for Tenerife 2. Uncertainty associated with surface tension measurements is less than 0.5%,
while WSOC concentration uncertainty does not exceed 4%.
(21) have shown that in the case of Po Valley fog water the polycarboxylic acid fraction
(22) exhibits the most pronounced surface active behavior: four times higher than the
mono- and dicarboxylic acid fraction and one order of magnitude higher than the neutral
compound fraction. Dynamic surface tension measurements (23) of Po Valley fog samples
indicate that the surfactants present are mainly soluble substances rather than insoluble
film-forming ones (21).
For a particle of given dry size comprised of a mixture of insoluble and completely soluble
salts, Ko¨hler theory predicts that the critical supersaturation, Sc, increases with increasing
mass fraction of the insoluble portion, that is, it is more difficult to activate the droplet.
Similarly, when the solute is a mixture of partially and completely soluble substances, Sc
increases with increasing mass fraction of the partially soluble substance, with its solubility
determining the magnitude of Sc. If the surface tension of the droplet decreases as the
substance dissolves, then Sc decreases. Thus, the presence of a partially soluble surfactant
gives rise to two competing effects on the critical supersaturation: a decrease in Sc because
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of the lowering of surface tension and an increase in Sc because not all the solute is dissolved
in the aqueous phase. An overall decrease in Sc implies activation of more particles from
a given aerosol distribution; if more particles compete for the available water vapor, the
effective radius of the droplet distribution decreases, and the optical depth and albedo of
the resulting cloud increase.
Whether cloud albedo actually increases or decreases in the presence of partially soluble
substances, relative to that of a cloud formed on aerosol of a completely soluble solute of
the same size distribution, depends on the relative magnitudes of the “surface tension”
and “insolubility” effects. When insolubility effects dominate, the effective radius of the
cloud droplets increases (because the same amount of liquid cloud water condenses on
fewer droplets); when surface tension (and soluble gas) effects dominate, the reverse is true.
Shifting the aerosol activation spectrum towards higher critical supersaturations increases
the maximum S achieved in the cloud because fewer particles activate; this decreases the
rate of water absorption in the early stages of cloud formation. In such a case, the ambient
S increases accordingly until enough particles eventually activate to consume the available
water vapor. The reverse effect occurs when the activation spectrum is shifted towards
lower Sc, namely particles activate earlier, depressing the maximum value of S achieved in
the cloud.
3.5 Effects of a soluble gas (HNO3) on cloud formation
Figure 3.3 shows the behavior of ambient relative humidity (RH) during the simulated
development of a radiation fog (a cloud formed at a low cooling rate) at two levels of ambient
HNO3. The “clean” case (HNO3 = 0.1 ppb), the blue curves, exhibits a clear maximum
in RH exceeding 100%, and thus the droplets are activated in the traditional sense. In the
“polluted” case (HNO3 = 30 ppb), the red curves, there is no RH maximum, but only an
asymptotic limit of 100%. The droplet size distributions are shown after roughly 1/2 hour.
The “clean” fog droplet concentration is 79 cm−3; the “polluted” concentration is 166 cm−3
(24). Interestingly, in the polluted case the initial aerosol divides into two distributions,
particles that do not grow substantially (not shown) and those that do, despite the fact that
the ambient RH does not exceed 100%. This behavior is not in accordance with traditional
Ko¨hler theory and is a result of regions of unstable equilibrium arising because of the
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dissolving HNO3. Such behavior is not unique to nitric acid; it can arise in the presence of
any highly soluble gas. Practically all of the more hygroscopic accumulation mode particles,
as well as some of the less hygroscopic ones and more hygroscopic Aitken mode particles,
“activate” in the polluted case. In the clean case, under the conditions considered here,
only about one-half of the more hygroscopic accumulation mode particles activate.
Qualitatively similar behavior to that in Figure 3.3 can occur at lower HNO3 mix-
ing ratios, especially if other sources of soluble species are available, including NH3, HCl,
SO2 + oxidants, organic acids in the gas phase, and partially soluble solutes instead of
insoluble material (25).
A striking consequence of the presence of a soluble trace gas is that clouds or fogs with
micrometer-sized droplets may exist even though the droplets have not undergone tradi-
tional activation and even though the ambient RH never exceeds 100%. Significant features
of such “pollution clouds” compared with “clean clouds” are a higher droplet number con-
centration and a broader droplet size distribution.
One recent study reports a set of data that indicate the existence of substantial numbers
of large fog droplets under conditions that are polluted but subsaturated (26). Using an
instrumental method that measures the aerosol particle size associated with each droplet
size class in clouds and fog, Frank et al. (26) show ambient droplet diameters as a function
of the dry particle size. In an orographic cloud, they found droplets much larger than the
critical size, up to a factor of ten. However, in a polluted fog, they found droplets that were
of an order half the critical size. Importantly, these droplets were not tiny and had radii
ranging up to 5 µm. The polluted fog had a much wider droplet spectrum than a traditional
activated cloud, in accordance with the results shown in Figure 3.3. Additional data would
be needed to reveal how often such “sub-activated” clouds and fogs exist and what the
solutes are in them; however, these observations support the theory of the existence of
clouds without supersaturation. Indeed, without data such as these, clouds or fogs that
are dominated by unactivated droplets are visually indistinguishable from activated clouds.
However, as will be seen below, differences in the droplet populations generated by subtle
differences in thermodynamic state can lead to climatically significant changes in cloud
albedo [see also (27)].
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Figure 3.3: Ambient saturation ratio in two fog simulations, with gas-phase HNO3 mixing
ratios of 0.1 and 30 ppb, the former a “clean” case and the latter corresponding to polluted
conditions. The ambient cooling rate is 1 K h−1, corresponding to observations of radiative
cooling during fog formation (32). Initial relative humidity is 98%, and initial aerosol size
distributions are log normal, consisting of two modes, each having two submodes. Particles
consist of ammonium sulfate and insoluble material, as discussed by Kulmala et al. (26).
Values are shown in Table 3.1.
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3.6 Alteration of cloud optical properties
It has been demonstrated that the presence of highly soluble gases, as well as insoluble
and partially soluble aerosol substances, including those that alter the surface tension of
the growing droplet, alter cloud formation in important ways. From a climatological point
of view, an essential question is, what is the potential of these phenomena to affect cloud
optical properties?
To examine this question quantitatively, we simulate cloud albedo and droplet number
concentration relative to a base case in which the cloud is formed from an aerosol composed
exclusively of soluble salt in the absence of volatile or partially soluble species. An adiabatic
cloud parcel model (12) with explicit aerosol microphysics is a standard way to simulate
cloud droplet formation, and we use such a model here (28). The resulting difference in
cloud albedo, ∆R, for a cloud of given depth is a direct measure of activation effects on the
optical properties of a cloud (29). Since albedo is a function of cloud depth, we calculate ∆R
over a range of cloud depths and report the maximum magnitude (positive or negative) of
∆R, denoted ∆R∗. An absolute magnitude of ∆R∗ exceeding 0.005 can be considered to be
climatologically important; such an albedo change at a global scale could produce a change
in radiative forcing comparable in magnitude to that currently estimated for anthropogenic
indirect aerosol radiation forcing (9).
Figure 3.4 shows the predicted maximum albedo changes under typical convective marine
cloud conditions. The presence of an insoluble core in the below-cloud aerosol can have a
significant impact on cloud optical properties, particularly for weak updrafts. Although
the maximum cloud supersaturation increases because the presence of an insoluble core
increases the critical supersaturation of the aerosol, this increase in cloud supersaturation
is not sufficient to compensate for the decrease in the number of cloud droplets formed,
and the albedo actually decreases. As updraft velocity increases, cloud supersaturation
increases, compensating more and more for the larger Sc of the droplets to the point where,
for the conditions considered, the two effects essentially cancel each other out.
The presence of a water-soluble organic component in the marine aerosol, in the absence
of any effect on surface tension, alters the activation behavior of the aerosol by adding solute
to the aqueous phase as the droplet grows. This additional solute compensates for the
decreasing inorganic fraction. As a consequence, the activation behavior of the aerosol, for
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Figure 3.4: Maximum albedo difference with respect to the baseline simulation, for a con-
vective marine cloud, (a) CCN containing 10% by mass insoluble material, (b) CCN con-
taining 10% by mass of water-soluble organic carbon (no surface tension effects), (c) CCN
containing 10% by mass of water-soluble organic carbon (with surface tension effects), (d)
completely soluble inorganic aerosol, initial gas-phase HNO3 at 5 ppb, and (e) completely
soluble inorganic aerosol, with concentrations doubled. The organic fraction is assumed
to be composed of 18% (by mass) levoglucosan (C6H10O5, molar mass = 0.162 kg mol
−1,
density = 1600 kg m−3, van’t Hoff factor = 1), 41% (by mass) succinic acid (C6O4H6, molar
mass = 0.118 kg mol−1, density = 1572 kg m−3, van’t Hoff factor = 3), and 41% (by mass)
fulvic acid [Suwanee River certified FA standards, US Geological Survey, Report 87-557,
1989] (C33H32O19, molar mass = 0.732 kg mol
−1, density = 1500 kg m−3, van’t Hoff factor
= 5).
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the conditions of this simulation, does not substantially differ from that of pure ammonium
sulfate. If surface tension is lowered in addition as the substance dissolves, Sc is further
decreased in all of the particles, and the number of particles that can activate at any
given supersaturation increases. For all updraft velocities, the number of activated droplets
increases, and ∆R∗ > 0. Hence, when water-soluble organic carbon is present, its effect is
of climatic importance regardless of updraft velocity.
The presence of HNO3 dissolving in the droplets acts to increase the number of activated
particles. For the conditions considered, at low HNO3 levels (0.5 ppb), the relative increase
in droplet number, ∆N/Nbase, ranges between 0 and 15%, increasing to 18 to 50% at
HNO3 = 5 ppb. Such an increase in droplet number concentration leads to a large, positive
∆R∗. The effect is most pronounced for weak updrafts when fewer droplets are formed;
the available HNO3 is partitioned amongst fewer droplets, so the amount of solute per
droplet is larger. That the soluble gas effect is strongest for weak as opposed to strong
updraft velocities is an important difference between condensable gas and other effects.
Furthermore, at weak updraft velocities the timescale of the cloud activation process is
longer, giving the soluble gas more time to diffuse to the droplets. As a result, the total
amount of soluble material dissolved by the time activation ceases is larger.
Simply doubling the aerosol number concentration (the “Twomey effect”) has a signif-
icant influence on both ∆N (not shown) and ∆R∗. It is interesting to note that doubling
aerosol particle number concentration does not double droplet number concentrations; this
behavior is a consequence of the nonlinear response of cloud parcel maximum supersat-
uration to changes in the aerosol size distribution. For the conditions considered here,
∆N/Nbase ranges between 30% (for an updraft velocity of 0.1 m s
−1) and 85% (for 3 m s−1).
Maximum S drops roughly the same amount for all updraft velocities, between 21 and 25%.
Compared to marine clouds, activation effects under polluted conditions are much
stronger, and all are of a climatically significant magnitude (Figure 3.5). An unexpected
feature of the polluted case is that the presence of insoluble substances in the droplets leads
to significantly smaller values of albedo and droplet number concentration changes than
when those substances are partially soluble. This behavior is in marked contrast to the
marine cloud case, in which ∆R∗ and ∆N are maximum when the core is insoluble. The
reason for this difference lies in the behavior of the maximum cloud supersaturation. While,
for the conditions considered, Smax in the marine case increases by 1.9% when the aerosol
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contains an insoluble core, Smax increases by as much as 43% under polluted conditions.
In the presence of insoluble material, the polluted CCN spectrum shifts dramatically to-
ward higher critical supersaturations. Because of this, very few particles absorb water at
low supersaturations; only much later within the cloud, where Smax is considerably higher
than when the core is entirely soluble, do enough particles activate so that Smax begins
decreasing. Because Smax attains much higher values, particle sizes that normally would
not activate do so. Still, not as many activate as in the totally soluble base case, and cloud
albedo decreases. If the core is soluble, however, considerably more particles start absorbing
water in the early stages of cloud formation. As a result, Smax does not increase as much
as when the core is totally insoluble (for the conditions examined here about 14%, for a
solute mass fraction of 0.5), and this is not sufficient to activate as many droplets as for the
insoluble core. As a consequence, ∆R∗ < 0 also, and the albedo decrease is much larger
than in the presence of an insoluble substance.
The increase in cloud albedo because of the presence of a condensable gas (HNO3) is
of lesser magnitude in the polluted case than under marine conditions. This difference
is a consequence of the typically larger number concentration of particles present under
polluted conditions, so that less solute condenses per particle. In continental clouds the
total concentration of different acids and ammonia can be sufficiently high that the effect
on albedo is very important (30), even more significant than under marine conditions.
Cold temperatures significantly enhance the soluble gas effect (7, 31). The colder the
temperature, the lower is the absolute H2O vapor concentration and the slower its diffusion
to droplets. Consequently, a soluble gas has more time to dissolve during the cloud acti-
vation, leading to a larger amount of solute per droplet and increased activation compared
with warmer conditions. Therefore middle-level clouds, such as altocumulus and altostratus,
are potentially susceptible to the HNO3 effect.
Most of the phenomena described above and summarized in Figure 3.5 for convective
clouds are also prevalent in stratus clouds. At higher cooling rates, if 10% of the particle
mass is insoluble, there are negligible effects on cloud albedo in both clean and polluted
cases; not surprisingly, at 50% insolubility, effects on albedo are significant. Partial solu-
bility can lead to compensation for the loss in activated droplet numbers as a result of the
insolubility of the core, and if partial solubility is accompanied by surface tension lowering,
then the loss of droplet number can actually be reversed, leading to an increase in cloud
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Figure 3.5: Maximum albedo difference with respect to the baseline simulation, for a convec-
tive urban cloud, (a) CCN containing 50% by mass insoluble material, (b) CCN containing
50% by mass of water-soluble organic carbon (no surface tension effects), (c) CCN con-
taining 50% by mass of water-soluble organic carbon (with surface tension effects), (d)
completely soluble inorganic aerosol, initial gas-phase HNO3 at 5 ppb, and (e) completely
soluble inorganic aerosol, with concentrations doubled. The organic fraction is assumed to
be the same as for Figure 3.4.
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albedo. At very low cooling rates, even 10% solute insolubility can lead to substantial ef-
fects on cloud optical properties. This is because the maximum supersaturation achieved
in the cloud is so low that minute changes in activation behavior have a substantial effect
on the number of droplets. As in the convective cloud case, the presence of a condensable
gas leads to an increase of cloud albedo, at levels that are, in almost all cases, climatically
important.
The effect of partially soluble surface-active organic species on CCN activation (and
its subsequent effect on cloud albedo) depends on the concentration of the organic species,
when the droplet is on the verge of activation. This concentration can be expressed in
terms of the organic solubility and dry mass fraction (Figure 3.6). At the ∆R∗ = 0 line
in Figure 3.6, the solubility and surface tension effects exactly compensate for each other,
and the aerosol behaves as if it were composed of (NH4)2SO4. To the left of this line,
the presence of the organic is not sufficient to compensate for the decreased amount of
inorganic solute, and cloud albedo decreases. To the right of the line, the reverse is true.
At solubilities below 10−4 M, the substance behaves essentially as if it were insoluble.
Depending on the organic mass fraction, at solubilities between 10−4 and 10−2 M, surface
tension effects substantially change cloud optical properties, and climatically significant
changes (compared to the baseline case) occur when solubility exceeds about 10−3 M. The
change in surface tension when the droplet is close to its activated size governs the extent
of the effect. This change, in turn, is a function of the dissolved organic concentration,
which is maximum when the volume of water in the droplet is precisely that to completely
dissolve the substance. Because of this, beyond about 10−2 M, increasing solubility does
not have an additional significant affect on cloud albedo.
3.7 Conclusions
To assess the importance of the indirect climatic effect of aerosols, one seeks a reliable
connection between cloud droplet population and a prognostic variable from global aerosol
models. We have addressed here the question of how much of that connection might depend
upon physical and chemical cloud activation effects, including variations in aerosol chemical
composition, solute water solubility, solute surface tension lowering, and condensation of
gaseous solutes. Lack of data on these activation effects poses additional uncertainty beyond
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Figure 3.6: Isopleth contours of maximum albedo difference with respect to the logarithm
of solubility (moles L−1) and organic mass fraction of aerosol. Surface tension effect is as
described in the caption of Figure 3.2. The organic fraction is assumed to be the same as
for Figure 3.4. Marine (a) and urban (b) convective clouds with an updraft velocity equal
to 1 m s−1 are assumed in these calculations.
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that already recognized by the IPCC, making the largest uncertainty in calculating climate
forcing even larger. However, we also can identify possible causes for the observed variations
in ambient observations of cloud droplet and aerosol parameters.
The presence of insoluble substances in atmospheric aerosol can have a substantial im-
pact on cloud droplet number, the fraction activated, and cloud albedo. The presence of
partially or completely soluble substances, accompanied by surface tension lowering, can
lead to significant effects as well. Generally speaking, the lowering of surface tension associ-
ated with a dissolving substance has a stronger effect on cloud properties than the fact that
the substance itself is only partially soluble, given that a majority of these substances are
surface-active. All activation effects exhibit strong dependence on the magnitude of updraft
velocity. The dissolution of a soluble gas like HNO3 during cloud formation can have a large
impact on cloud droplet number concentration, the fraction activated, and cloud albedo.
In contrast to the other activation effects, higher updraft velocities (and, as a consequence,
higher droplet concentrations) diminish this effect; the reason for this is that less solute
is introduced per droplet, because of both increased droplet concentration and a shorter
activation period.
For typical marine clouds, climatically important effects can result from the presence
of insoluble solutes, partially soluble surfactants, and condensable gases. For more anthro-
pogenically perturbed conditions, all activation effects are potentially of climatic signifi-
cance.
As predicted by Ko¨hler some 80 years ago, droplet activation constrains the super-
saturation of water vapor that can be reached in the atmosphere, which depends on the
amount and chemical composition of the solute in the underlying aerosol population. Given
sufficient solute or enough depression of surface tension (or a combination of the two), the
supersaturation achieved in a given atmospheric physical cooling situation will decrease. At
high levels of aerosols and gas solutes and for low cooling rates, strict activation is not nec-
essary for the formation of a visible cloud; indeed, a continuum exists from ambient aerosol
to wetter and wetter particles to unactivated clouds to activated ones. What is seen in the
atmosphere as “cloud” can, in reality, be a collection of large numbers of droplets ranging
from fully activated to unactivated. “Haze” particles, generally considered tiny interstitial
aerosol particles among fully mature, activated cloud droplets, can, indeed, be as large as
the activated cloud droplets themselves. While traditional CCN consist of high solubility
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solutes as envisaged by Ko¨hler (like NaCl in trade wind cumuli), it is becoming increasingly
clear that the presence of other solutes in anthropogenically influenced regimes can exert
effects on cloud droplet number concentration and cloud albedo of major significance.
Table 3.1: Initial aerosol size distributions and chemical composition used for the simula-
tions in Figure 3.3
Median r (nm) σg N (cm
−3) Soluble fraction
30 1.35 600 0.05
30 1.35 400 0.3
100 1.60 150 0.05
100 1.60 350 0.3
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Chapter 4
Can chemical effects on cloud
droplet number rival the first
indirect effect?
Note: This chapter appeared as reference [114].
4.1 Abstract
An increase in cloud droplet number concentration resulting from an increase in ambi-
ent aerosol (and subsequent albedo increase) is typically identified as the first indirect (or
“Twomey”) climatic effect of aerosols [156]. A key question is whether chemical effects
(dissolution of soluble gases and slightly soluble substances, surface tension depression by
organic substances and accommodation coefficient changes) could potentially rival changes
in droplet number from changes in aerosol number concentration. We assess the sensitivity
of cloud droplet number concentration to such chemical factors, using a cloud parcel model.
We find that numerous conditions exist, for which chemical influences on cloud droplet
activation can indeed rival the Twomey effect.
4.2 Introduction
Anthropogenic influences on cloud properties, better known as indirect climatic effect
of aerosols, could constitute a major climate forcing [76]. A major challenge is to predict
global cloud droplet number, Nd, from the precursor aerosol. While it is commonly assumed
that the most important aerosol parameter influencing Nd is aerosol number concentration,
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Na, we present cases for which (unaccounted) chemical factors resulting from anthropogenic
activities, can produce variations in Nd comparable to those of the Twomey effect; if ne-
glected, additional uncertainty can be introduced to current estimates of the aerosol indirect
effect.
4.3 Chemical effects considered in this study
The chemical factors examined are the dissolution of soluble gases [90] and partially
soluble solutes in the growing droplet [145], surface tension (σ) depression by dissolved
organic substances [145, 36] and accommodation coefficient changes from the formation
of organic films at the droplet surface [37]. Of all the water soluble gas-phase species,
probably the most important is nitric acid (HNO3), since it is ubiquitous and can be found
in relatively large concentrations (e.g., [50]).
A water-soluble trace gas can provide enough solute to interstitial (or unactivated) cloud
condensation nuclei (CCN) so that they transform into activated droplets. Partially soluble
species can also contribute solute, but, compared to soluble salts, are usually less efficient;
this tends to increase the critical supersaturation, Sc, and also may lead to complex equi-
librium curves [145]. The highest Sc is seen when the species becomes effectively insoluble.
Both insoluble and soluble substances can form films (in which the chemical composition
differs from the bulk phase) so that the droplet σ, and thus Sc, decreases. We refer to these
compounds as “surfactants” (although the usage of the term, in terms of the solubility,
varies in the literature). Atmospheric compounds that exhibit significant surfactant behav-
ior are usually water-soluble organic compounds (WSOC) [145]. Changes in the osmotic
coefficient (often assumed to be 1.0) from dissolved species can also affect Sc, but is not
addressed in this study. Finally, a change in the water vapor accommodation (or conden-
sation) coefficient, α, will not necessarily affect droplet Sc, but can still strongly influence
Nd by modifying the parcel maximum supersaturation, Smax.
As this study focuses on the aerosol-cloud droplet formation sensitivity, it is assumed
that Ko¨hler theory can be used to predict the CCN properties of the aerosol. Although
this has been confirmed to within a reasonable degree for laboratory aerosol (e.g., [16,
17]), measurements of ambient aerosol can exhibit significant discrepancy between predicted
and measured CCN concentrations, with a tendency towards overprediction for polluted
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conditions [23, 17]. It is still unclear, however, how much of this discrepancy is a result of
incomplete theory or instrumental biases.
4.4 Description of simulations
To examine the potential importance of chemical effects on Nd, we simulate Nd (using an
adiabatic cloud parcel model with explicit aerosol microphysics, [117]) relative to a baseline
case. The “Twomey effect” is assessed by calculating the change in Nd for a doubling of
the baseline Na. We then compare the Twomey effect to the change in Nd seen with no
changes in size distribution (only chemistry).
Nd depends on updraft velocity (or cooling rate), U , soluble gas concentration, and
aerosol size distribution and chemical characteristics. U varies between 0.1 and 3 m s−1. To
assess cloud droplet concentration, we employ the criterion used in [117], which is to find
the CCN of highest Sc that strictly activates (i.e., exceeds its critical diameter); anything
larger than this CCN is counted as a drop. Note that this definition accounts for mass
transfer limitations: large CCN that have not attained their critical diameter are consid-
ered as droplets, but not those that deactivate and become interstitial aerosol. Droplet
concentration is evaluated at 250 m above cloud base. The parcel pressure, temperature,
and relative humidity are initially set at 800 mbar, 273 K, and 98%, respectively.
The aerosol is assumed to be an internal mixture of (NH4)2SO4, organic, and an insoluble
substance. The osmotic coefficient is assumed to be 1.0. The aerosol organic component
is a simplification of chemical composition observed in the Po Valley fogs and is assumed
to be composed of 18% (by mass) levoglucosan (C6H10O5, density = 1600 kg m
−3, van’t
Hoff factor = 1), 41% (by mass) succinic acid (C6O4H6, density = 1572 kg m
−3, van’t Hoff
factor = 3), and 41% (by mass) fulvic acid [158], (C33H32O19, density = 1500 kg m
−3, van’t
Hoff factor = 5). As samples from completely different environments tend to exhibit similar
behavior [19] we used the curve reported in [36] to describe the σ depression for all types
of aerosol that contain WSOC. The organic mixture is assumed to be either completely
soluble, or with solubility, Γ, varying between 10−4 and 10−1 M. When present, the film
forming compound (FFC) follows the behavior proposed by [37], in which α has a low value
when an film exists, and then attains a large value once the film breaks. The FFC is part
of the insoluble fraction, and has a density of 1760 kg m−3. Furthermore, α=10−5 when
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the film exists, and 0.043, after the film breaks. The film exists when its thickness is larger
than 0.5 nm. The insoluble fraction has a density of 1760 kg m−3. [37] found that when
the FFC is distributed according to the surface area of single mode lognormal aerosol, Nd
is suppressed. This is still expected to hold for ambient aerosol, as the growth of CCN with
high Sc are mostly affected in this configuration. [37] also presented simulations assuming
that the FFC mass fraction is constant throughout the size distribution, and found that
Nd is effectively unchanged. Given that their simulations do not contain many large CCN,
we perform simulations with a constant mass fraction of FFC, for multimodal aerosol, to
examine whether the inhibition of the growth of larger CCN would lead to an increase of
droplet number.
At this point, we would like to clarify that the definition of film as used in [37] differs
from the film that forms in any surfactant system; the former reflects the water vapor
permeability, while the latter reflects a region adjacent to the surface with composition
different from the bulk. Furthermore, in this work and the [37] study, it is assumed that
the film is unconditionally stable, so that all of the FFC mass remains in the film. This
configuration reflects the maximum possible influence of FFCs on droplet growth. Insoluble
surfactants, which are candidate FFC, tend to form micelles in the aqueous phase (or
precipitate) when present in quantities larger than that to form a few monolayers [113].
In this case, the film, depleted from FFC, would break and the CCN would resume rapid
growth sooner. The actual fate of the FFC, and how that would influence the droplet
thermodynamics and water vapor condensation kinetics are issues that need to be addressed
in future studies.
The baseline case selected depends on the chemical effect examined. For α effects, the
baseline is assumed to be 10% by mass insoluble for marine and 50% for urban aerosol; the
remainder of the aerosol is assumed to be (NH4)2SO4. For all other chemical effects, the
baseline aerosol is assumed to be pure (NH4)2SO4.
We consider the marine and urban tri-modal lognormal aerosol size distributions of
[160] to represent pristine and polluted aerosol, respectively. The marine distribution mode
diameters are 0.01, 0.071, 0.62 µm, their corresponding dispersions are 1.6, 2.0, 2.7 and the
number concentrations are 340, 60, 3.1 cm−3. The urban distribution mode diameters are
0.014, 0.054, 0.86 µm, their corresponding dispersions are 1.8, 2.16, 2.21 and the number
concentrations are 106000, 32000, 5.4 cm−3.
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4.5 Sensitivity of cloud properties to chemical effects
Figures 4.1 and 4.2 show Nd normalized to the baseline Nd, as a function of U , for
the pristine and polluted aerosol, respectively. The “Twomey” simulation is same as the
pure (NH4)2SO4 baseline, but with aerosol concentrations doubled. “HNO3” is same as the
baseline simulation, with 5 ppb HNO3 in the gas phase, which is within measured values in
plumes advected off the northeast United States (G.Huey, personal communication). The
“Surface tension” corresponds to an aerosol composed of (by mass) 75% (NH4)2SO4, and
25% organic. The organic is completely soluble, acts as a surfactant, and α=1.0. “Organic”
is same as “Surface tension” simulation, without σ effects included. “Insoluble” corresponds
to an aerosol composed 75% (by mass) (NH4)2SO4, and 25% insoluble, and α=1.0. Finally,
“Accommodation coefficient” assumes the aerosol contains 10% by mass FFC; an additional
40% by mass insoluble is assumed to exist in the polluted aerosol. The remaining mass is
(NH4)2SO4.
Between 7% (U=0.1 m s−1) and 18% (U=3 m s−1) of the aerosol activates in the pure
(NH4)2SO4 baseline case. The presence of insoluble material in the aerosol tends to increase
the Sc of the particles, which results in a reduction of the water vapor condensation in the
initial stages of cloud formation. As a result, the parcel tends to attain a higher Smax to
compensate for any loss in droplets by activating CCN of higher Sc. The simulations for
marine conditions show no change in Nd for weak updrafts, and a small decrease at stronger
updrafts. Under urban conditions, the insoluble substance does not substantially change
Nd regardless of U (for higher values of insoluble fraction, the change in cloud droplet
concentration does becomes significant).
The presence of HNO3 dissolving in the droplets can substantially increase Nd. The
effect is most pronounced for weak updrafts because HNO3 is partitioned amongst fewer
droplets, and more time is allowed for the soluble gas to dissolve in the droplets. This
results in a larger amount of HNO3 dissolved per droplet, and large reductions in Sc. That
the soluble gas effect is strongest for weak as opposed to strong updrafts is an important
distinction from other chemical effects. Under urban conditions, the effect of HNO3 on Nd is
negligible because the amount of solute partitioned in each particle, and its subsequent effect
on Sc, is small. One cannot conclude, however, that polluted clouds are never affected by
soluble gas dissolution; important HNO3 effects can be seen for moderately polluted aerosol
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Figure 4.1: Droplet number concentration normalized to the baseline Nd, as a function of
updraft velocity, for marine aerosol size distributions.
[88].
The presence of a WSOC, even if it does not act as a surfactant, alters the activation
behavior of the aerosol by changing the moles of dissolved solute in each droplet. The organic
mixture activation behavior is not substantially different from (NH4)2SO4 and therefore
the “Organic” simulation behaves identically to the baseline (for both marine and urban
conditions). Once σ changes are introduced, Nd increases regardless of U . σ effects can be
important for both marine and urban aerosol. For the marine distribution, the strongest
effects are seen at high U , and for the urban, at low U . For the marine aerosol, the σ effect
can become as much as 50% of the Twomey effect, while for the urban, σ effects can exceed
the Twomey effect.
In Figures 4.1 and 4.2, we have assumed that the WSOC is completely soluble. Al-
though the parameterization of WSOC concentration and σ corresponds to a highly complex
mixture, it is possible that substances, not represented in the measurements, can decrease
the WSOC solubility; this can potentially affect its ability to change droplet number and
needs to be examined. This is done in Figure 4.3, which shows the fractional change in Nd
with respect to the organic mass fraction, εo, and Γ. In these simulations, α is assumed to
be unity, and the dissolved organic is assumed to decrease droplet σ.
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Figure 4.2: Same as Figure 4.1, but for the urban size distribution.
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Figure 4.3: Isopleth contours of cloud droplet number concentration change (%) relative to
the baseline simulation, with respect to the logarithm of solubility (moles L−1) and organic
mass fraction of aerosol. The σ effects are as described in the text. Marine conditions and
an updraft velocity equal to 1 m s−1 are assumed in these calculations.
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At the ∆N/N = 0 contour, the effects from decreased inorganic solute and σ exactly
compensate for each other, and the aerosol behaves (on average) as if it were composed
entirely of (NH4)2SO4. To the left of the ∆N/N = 0 contour (Figure 4.3), dissolved
organics do not compensate for the decrease in inorganic solute. Comparing the “Insoluble”
simulation of Figure 4.1 with Figure 4.3, we can see that for Γ < 10−4 M, the organic behaves
as if it were insoluble. To the right of the line, overcompensation occurs. Depending on
εo, larger values of Γ can notably increase Nd. The largest decrease in σ occurs when the
volume of water in the droplet is precisely that needed to completely dissolve the organic;
further solubility will not affect droplet formation. Indeed, by comparing “Surface tension”
simulation from Figure 4.1 and 4.3, we see that Γ > 5×10−2 M displays the same effect on
Nd. Thus, a significant decrease in the Γ will not significantly hinder the ability of WSOC
to enhance droplet formation.
When α decreases, the rate of water absorption in the cloud decreases in the initial
stages of its formation (since droplets do not grow as rapidly); this leads to a higher Smax.
If α remained constant for all CCN (meaning that the film never breaks), the resulting effect
would always be an increase in Nd, since all CCN are equally delayed in their activation
(simulations indicate that for urban distributions, Nd can increase threefold from α = 1.0
to 0.01, and tenfold from α = 0.01 to 0.001, for U=1.0 m s−1). However, when a threshold
transition between a low and a high α is assumed, Nd can either increase or decrease,
depending on how the film-forming substance is distributed throughout the size distribution.
For the simulations carried out in this study, we can see that α effects are rather small for the
marine aerosol. This conclusion is consistent with the simulations of [37], as the larger CCN
are too few to have a significant impact on Nd. For the urban aerosol, on the other hand,
the aerosol number is enhanced substantially, as the inhibition of the larger CCN growth
significantly increases Smax and allows water vapor to condense on smaller particles.
4.6 Conclusions
Numerous conditions are found for which chemical effects on droplet activation can be
significant when compared to the Twomey effect; in some cases, chemical effects can be
even larger. All effects exhibit strong dependence on the magnitude of U . For WSOC, the
lowering of σ is predicted to have a stronger effect on activation than its contribution to the
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Raoult effect; thus, even though both effects need to be considered, uncertainties in the σ
behavior of the aerosol may be more influential than uncertainties in the solute contribution
alone.
The dissolution of a soluble gas during droplet formation can also have a large impact
on Nd. In contrast to other chemical effects, higher U (and, as a consequence, higher Nd)
diminish the impact of a soluble gas, as increased Nd and shorter dissolution times lead to
less solute introduced per droplet.
If both surfactants and condensable gases are present, they can act synergistically to
increase Nd, i.e., for dynamical conditions where one effect is negligible, the other can be-
come influential. This is an important point: given that large variability in updrafts occurs
in real clouds, it is quite possible that marine clouds affected by polltion can experience an
even larger enhancement in Nd than previously thought. The influence of WSOC can be
even larger if they are distributed according to the CCN surface area, since a larger mass
of WSOC will be found on CCN with high Sc. Finally, if the aerosol contains a FFC, the
resulting effect can have a substantial effect on Nd, either positive or negative.
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Chapter 5
Impact of biomass burning on
cloud properties in the Amazon
Basin
Note: This chapter appeared as reference [135].
5.1 Abstract
We used a 1-D cloud parcel model to assess the impact of biomass-burning aerosol on
cloud properties in the Amazon Basin and to identify the physical and chemical properties of
the aerosol that influence droplet growth. Cloud condensation nuclei (CCN) measurements
were performed between 0.15 and 1.5% supersaturation at ground-based sites in the states
of Amazonas and Rondoˆnia, Brazil, during several field campaigns in 1998 and 1999 as part
of the Large Scale Biosphere-Atmosphere Experiment in Amazonia (LBA). CCN concentra-
tions measured during the wet season were low and resembled concentrations more typical of
marine conditions than most continental sites. During the dry season, smoke aerosol from
biomass burning dramatically increased CCN concentrations. The modification of cloud
properties, such as cloud droplet effective radius and maximum supersaturation, is most
sensitive at low CCN concentrations. Hence, we could expect larger inter-annual variation
of cloud properties during the wet season that the dry season
We found that differences between CCN spectra from forested and deforested regions
during the wet season are modest, and result in modifications of cloud properties that
are small compared to those between wet and dry seasons. Our study suggests that the
differences in surface albedo, rather than cloud albedo, between forested and deforested
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regions may dominate the impact of deforestation on the hydrological cycle and convective
activity during the wet season. During the dry season, on the other hand, cloud droplet
concentrations may increase by up to seven times which leads to a model-predicted decrease
in cloud effective radius by a factor of two. This could imply a maximum indirect radiative
forcing due to aerosol as high as ca. –27 W m−2 for a non-absorbing cloud. Light-absorbing
substances in smoke darken the Amazonian clouds and reduce the net radiative forcing, and
a comparison of the AVHRR analysis and our modeling studies suggests that absorption
of sunlight due to smoke aerosol may compensate for about half of the maximum aerosol
effect.
Sensitivity tests show that complete characterization of the aerosol is necessary when
kinetic growth limitations become important. Subtle differences in the chemical and physical
make-up are shown to be particularly influential in the activation and growth behavior of
the aerosol. Knowledge of the CCN spectrum alone is not sufficient to fully capture the
climatic influence of biomass burning.
5.2 Introduction
Biomass burning in the Amazon Basin [144] generates a smoke pall of variable density
across millions of square kilometers during the dry season between June and December. A
complex interaction among water vapor, cloud condensation nuclei (CCN) abundance, light
absorption by “black carbon,” and atmospheric stability affects the strength of convection
and subsequent cloud development and cloud albedo. Measurements during the dry season
reveal a stable spatial distribution of water vapor in contrast to the variability of aerosol
concentrations [82]. Hence, the cloud optical properties in the Amazon dry season may be
less dependent on variations of the meteorological conditions than those of CCN. Smoke
aerosol dramatically increases CCN concentrations, which could lend to increased cloud
droplet stability and cloud lifetime [10]. The influence of smoke on rain formation was also
shown during the Tropical Rainfall Measuring Mission (TRMM) taken near Kalimantan,
where a distinct difference in cloud structure and radar reflectance was seen between clouds
influenced by biomass burning and those in cleaner areas. Clouds in cleaner areas had
warmer and larger drops than the non-precipitating clouds affected by smoke [138].
AVHRR (Advanced Very High Resolution Radiometer) analysis during the 1987 biomass
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burning season in the Amazon Basin also demonstrated the direct influence of smoke on
cloud properties [79]. Their study showed that smoke particles reduced droplet size from 14
to 9 µm and increased the reflectance of thin to moderately thick clouds from 0.35 to 0.45.
In a previous study, remote sensing of smoke and cloud properties over the Amazon Basin
showed a similar decrease in effective droplet radius and a decrease in reflectance from 0.71
to 0.68 due to the absorption of sunlight by biomass-burning aerosol [81]. However, only
the bright clouds that are strongly affected by biomass-burning aerosol were used in the
analysis, thus obscuring the effects of CCN on cloud reflectance.
Effective cloud droplet radii have decreased by 10 to 15% in the Amazon Basin from 1985
to 1995 (AVHRR analysis by T. Nakajima, personal communication, 2000). The reduction
in cloud droplet radii has been more significant during the wet season (i.e., 13.6 to 11.8 µm)
compared to the dry season (i.e., 9.7 to 9.0 µm) and may be related to the rapid demographic
and land-use changes in the Amazon Basin during this period. Recent studies of radar and
satellite observations in the Amazon Basin have shed light on the roles of updraft and
aerosol in influencing the maritime or continental behavior of clouds [162]; extreme cases
were identified in which either the updraft or aerosol dominate cloud development. The
aerosol is important because of its effect on droplet size and hence collision/coalescence
processes. The updraft velocity is crucial because of its effect on the time available for
coalescence, its ability to raise particles above the freezing level and subsequent generation
of ice nuclei.
The motivation of our work is to assess the potential impact of human development in the
Amazon Basin, and in particular the effect of smoke aerosol on cloud properties. Measured
wet-season CCN spectra differ dramatically from dry-season spectra due to the presence
of biomass-burning aerosol. In the following sections, we explore cloud droplet formation
for measured CCN spectra in the Amazon Basin using a 1-D cloud parcel model with
detailed aerosol microphysics. This model incorporates water vapor growth kinetics and is
discussed in detail by [117]. Measurement uncertainties and approximations preclude an
exact representation of the aerosol population; hence, we examine the dependence of cloud
properties on the chemical and physical make-up of the aerosol in the form of a sensitivity
analysis. The model calculations are should not be used for prognostic purposes, but to
diagnose the sensitivity of droplet nucleation to changes in the CCN population. Expressing
changes in droplet concentration in terms of changes in effective radius and albedo, give a
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physically based measure of the importance of a, e.g., 1% increase in droplet number.
5.3 Experimental Description
5.3.1 Site Description
The measurements were performed as part of the Large Scale Biosphere-Atmosphere Ex-
periment in Amazoˆnia (LBA) in 1998 and 1999, during the wet and dry seasons. LBA is an
international research initiative designed to study the interactions between Amazoˆnia and
the Earth system. The Cooperative LBA Airborne Regional Experiment (LBA-CLAIRE)
took place during the wet season from 28 March to 15 April 1998, and included measure-
ments at a ground site (Balbina, 1o 55.5’ S, 59o 24.8’ W; 160 m above sea level) located 125
km northeast of Manaus, in the state of Amazonas, Brazil. Backward airmass trajectory
calculations indicate that our site was not affected by anthropogenic sources, as surface air
masses originated from the northeast to east; hence had traveled a thousand kilometers over
the most remote regions of the Amazon rain forest for almost a week before being sampled.
Inlets for all instruments were located 6 m above the ground, via individual sampling lines
that extended 2 m above the roof of the laboratory.
In 1999, the European Studies on Trace gases and Atmospheric Chemistry experiment
(LBA-EUSTACH) extended operations to include wet- and dry-season measurements [12].
Forest and pasture sites near Ji-Parana´ in the state of Rondoˆnia were selected to characterize
the influence of human settlement and deforestation in the Amazon Basin. The wet-season
measurements continued into the beginning of the burning season, when fires began in the
neighboring state of Mato Grosso. The dry-season experiment occurred from 15 September
to 1 November 1999, encompassing the period from the peak of fire activity (beginning
to middle of September) to the onset of the wet season (end of October). The forest
site was located in the Jaru´ Biological Reserve (10o 05.07’ S, 61o 55.92’; 130 m above sea
level) about 90 km north of Ji-Parana´ along the Machado River. Measurements took place
at 50 m height on a meteorological tower to characterize the composition of the mixed
boundary layer. The surrounding forest canopy is approximately 30 m high. During the
wet season, anthropogenic contributions to the ambient aerosol were minimal, since the
prevailing wind direction was mostly from forested regions to the east. The pasture site
was located on the Fazenda Nossa Senhora (10o 45.78’ S, 62o 21.45’ W; 270 m above sea
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level) about 50 km to the east of Ji-Parana´. Sampling for each instrument took place 5
m above the ground via individual inlets that were extended 1.5 m above the roof of the
laboratory. The deforested region extends for at least 60 km surrounding the pasture site.
As a consequence, anthropogenic contributions from local traffic, charcoal factories, and
nearby cities (i.e., Ouro Preto d’Oueste and Ji-Parana´) influenced aerosol properties at the
site, representing conditions that are fairly typical for deforested parts of the Amazon.
5.3.2 Instrumentation
We measured CCN concentrations, NCCN , at supersaturations, Sv, between 0.15 and
1.5% using a static thermal-gradient chamber. The operation of the instrument is similar
to the chamber described by [96]. Instead of the original light-scattering design, our CCN
counter was fitted with a photodiode laser and digital camera to measure droplet concen-
trations. A detailed description of the CCN counter and calibration procedure is found in
[134]. A 670 nm wavelength photodiode laser illuminates the activated droplets while the
digital camera, normal to the laser beam, registers images every second during the supersat-
uration cycle. The CCN concentration at a particular supersaturation is determined during
post processing. Imaging software automatically determines the number of activated CCN
in each image. The CCN concentration is calculated based on the image with the highest
number of particles and on the calibrated illuminated volume. The calibration procedure
involved generating a quasi-monodisperse aerosol of a known concentration and counting
the number of activated droplets in the digital image. An error analysis for calibration
measurements indicates that for typical aerosol spectra, the overall measurement error in
number concentrations is approximately ±15% at 1.5% Sv and ±30% at 0.15% Sv. These
uncertainties are in agreement with theoretical predictions by [115].
CCN number concentrations were determined every 25 s at a series of supersaturations
between 0.15 and 1.5 % Sv, yielding a complete CCN spectrum in six to seven minutes.
A CCN cycle begins with a seven-second flush at 3 liters min−1 to remove the previous
sample and draw in air for a new sample. The instrument’s inlet valve closes and isolates the
chamber, which allows the supersaturation profile to develop between two horizontal parallel
wetted plates. The CCN counter operates at a desired supersaturation by controlling the
temperature difference between the wetted plates. The diameter of the chamber is 100 mm
and the top and bottom plates are separated by 10 mm. These dimensions allow for air in
72
the chamber to reach an equilibrium supersaturation profile in several seconds. Whatman
filter papers on the top and bottom plates are kept wetted by an external capillary system.
The top plate temperature is allowed to float with the ambient temperature, which ranged
from 20 to 35oC, and the bottom plate is cooled as necessary to achieve the prescribed
supersaturation. Temperature fluctuations during measurements are usually within 0.1oC,
so the supersaturation is constant within ±0.05% Sv. Activated CCN particles quickly grow
to several micrometers in diameter and gravitationally settle out of the chamber.
5.4 Model Description
5.4.1 Cloud Parcel Model
A cloud parcel model [127, 143] is the simplest tool that can be used to simulate the
evolution of droplet distributions throughout a non-precipitating cloud column. It also
predicts the maximum influence of aerosol on cloud properties because it focuses on the
early stages of cloud formation, where droplets are produced through diffusional growth.
The cloud parcel model used for this study includes explicit aerosol microphysics [117] and
can account for the presence of slightly soluble and surfactant substances. For this study,
the parcel is assumed to be adiabatic.
5.4.2 Cloud Optical Properties
Cloud albedo, Rc, is calculated based on the two-stream approximation of a non-
absorbing, horizontally homogeneous cloud [94] (e.g., non-precipitating stratocumulus clouds),
Rc(z) =
τ
7.7 + τ
(5.1)
where τ is the cloud optical depth,
τ =
∫ H
0
3ρawL(z)
2ρwreff (z)
dz (5.2)
and wL(z) is the liquid water mixing ratio (kg water kg
−1 air) profile along the cloud
column. ρw is the water density (kg m
−3), ρa is the air density (kg m
−3), and reff (z)(m)
is the cloud droplet distribution effective radius. The difference in cloud albedo at height z
is used to assess modifications in cloud properties between the different simulations.
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The cloud droplet effective radius was computed by
reff =
∞∫
0
r3n(r)dr
∞∫
0
r2n(r)dr
(5.3)
where n(r) is the droplet size distribution. For the optical depth calculations, we use, by
default, the definition of effective radius (equation 5.3). To assess the albedo difference be-
tween the equilibrium cloud droplet population and that computed on the basis of dynamic
mass transfer of water (see sections 5.3.3 and 5.6.3), we assume a monodisperse droplet
population that has a certain amount of available liquid water. For this special case, the
expression for reff (z) is given by
reff (z) =
(
3ρawL(z)
4piρwNd(z)
) 1
3
(5.4)
where Nd(z) is the droplet concentration (m
−3) and is equal to the number of particles
that are larger than the activated particle with the smallest dry diameter. We invoke the
monodispersity assumption only when assessing the extent of kinetic limitations when com-
paring kinetic with thermodynamic albedo. This is done because thermodynamic activation
by definition does not prescribe size distribution information, only total droplet number. So,
when computing optical properties, in order to avoid systematic biases, we use a consistent
base, which for simplicity, is provided by using equation 5.4.
5.4.3 Kinetic Limitations
While it is often assumed that particles are always at equilibrium with the local ambient
water vapor concentration, cloud droplets, however, need a finite time to grow. As a result,
the assumption of equilibrium can lead to an overestimation in droplet number as a result
of mass transfer limitations [117].
The importance of kinetic growth limitations for droplet formation will be measured in
terms of both droplet number and cloud albedo. For this purpose, the number concentra-
tions of droplets, Neq and Nkn, based on equilibrium and kinetic approaches, respectively,
are required. Neq is based on the assumption that particles activate instantaneously and
represents the upper limit to the number of droplets that can be formed. Nkn is the droplet
concentration from the 1-D dynamic parcel model [117]. Based on the variation of Nkn and
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Neq with cloud depth, z, one can define another useful quantity, the total droplet ratio,
α(z),
α(z) =
Nkn(z)
Neq(z)
(5.5)
which expresses the ratio of actual droplets formed to the maximum droplets attainable at
a certain cloud depth. Vertical profiles of the activation ratios can provide insight regarding
the importance of kinetic limitation mechanisms [117].
5.5 CCN Spectra Measurements
CCN spectra measurements for all the field campaigns are summarized in Figure 5.1.
CCN number concentrations during wet-season field campaigns were low and resulted in a
spectrum typical of oceanic environments [136]. The LBA-CLAIRE and LBA-EUSTACH
experiments took place in 1998 and 1999, respectively, at sites nearly 1,000 km apart; yet,
the wet-season CCN spectra were nearly identical regardless of the sampling location and
the year. The uniformity of physical and chemical aerosol properties suggests a common
biogenic source of the aerosol throughout the Amazon Basin. Hence, we consider the forest
site wet-season CCN spectrum as representative of the natural background Amazonian CCN
spectrum and as a reference to which a change in cloud properties may be compared.
The pasture site wet-season CCN spectrum was similar to that of the wet-season forest
site. However, there is a slight shift to higher CCN concentrations at larger supersaturations
due to local anthropogenic aerosol sources. The significance of this enhancement in the CCN
spectra will be characterized in later sections and yields useful information regarding the
potential changes due to human development in the Amazon Basin.
At the end of the wet season (e.g., middle of May 1999), biomass burning began in the
neighboring state of Mato Grosso. Isentropic backward airmass trajectories [119] indicate
that the surface air masses originated from the east; hence had traveled several hundred
kilometers over the Amazon rain forest for a couple of days before being sampled. We ob-
served a strong diel cycle in CCN concentrations that varied by nearly a factor of two, which
suggests evidence of coupling aerosol transport to the development of the boundary layer.
Obvious changes to the CCN spectra were observed as the fire activity increased during
the transition period. CCN concentrations increased and the shape of the spectra changed,
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Figure 5.1: Summary of cumulative CCN spectra measured for wet, transition and dry
seasons in the Amazon Basin. The error bars indicate one sigma variation in the CCN
spectra normalized to its highest supersaturation, except for the error bars at the highest
supersaturation of each spectrum. ** These error bars represent one sigma variation in the
CCN number concentration for the selected sample period.
as well. The enhanced “curvature” of the transition period CCN spectrum (Figure 5.1)
probably occurs because of a shift to a larger median diameter of the number distribution
of aged smoke aerosol [132].
During the dry season, NCCN were highly variable depending on the proximity of the
burning and averaged about an order of magnitude higher than during the wet season. The
spectra were similar to measurements at mid-latitudes near urban centers [68, 73] and oil-
fire plumes in Kuwait [72]. The sources of the biomass-burning aerosol included local fires
and aged smoke that had been transported from other regions in Brazil.
5.6 Simulation Parameters
To investigate the relationship between the CCN spectra and the development of con-
vective cloud formation in the boundary layer, we used a 1-D parcel model. With this
model, we explored the sensitivity of effective cloud radius, albedo, and maximum parcel
supersaturation on physical and chemical properties of the aerosol population. Size distri-
butions of lognormal form were used to represent the aerosol for which CCN spectra had
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been measured,
dNi
d ln dp
=
Ni√
2pi lnσg,i
exp
[
− (ln dp − ln dpg,i)2
2 ln2 σg,i
]
(5.6)
where Ni is the aerosol number concentration, dpg,i is the geometric median diameter, and
σg,i is the geometric standard deviation for mode i. We assume an aerosol distribution
assumed to be composed of either one (i= 1 only) or three (i= 1,2,3) such modes, which is
specified in Table 5.1.
Table 5.1: Size distribution parameters for CCN spectra
Seasona ID number distribution NH4HSO4 OC
N, cm−3 Dpg,µm σg mass fraction mol C liter
−1
Wet season WA 458.7 0.083 1.83 0.055 0
WB 458.7 0.083 1.83 0.0611 0
WCST 458.7 0.083 1.83 0.035 0.01
WMSTb 338.8 0.072 1.541 0.055 0
92.37 0.163 1.307 0.15 0
19.05 0.900 1.419 0.02 0.01
Pasture site PA 550 0.086 1.83 0.055 0
PB 500 0.100 1.83 0.055 0
Transition TA 770 0.150 1.706 0.055 0
TB 830 0.140 1.738 0.055 0
Dry season DA 5200 0.090 1.896 0.056 0
DB 5200 0.120 1.801 0.019 0
DC 5200 0.150 1.706 0.007 0
DDST 5200 0.090 1.896 0.02 0.035
DEST 6000 0.090 1.896 0.02 0.01
a Each case was run at constant updraft velocities of 0.1, 0.3, 1.0 and 3.0 m s−1. For
all cases except WMST, the insoluble core density was 1.55 g cm−3.
b WMST is a tri-modal distribution that also contained an insoluble core of 2.5 g
cm−3in the 0.900 µm mode (mass fraction = 0.13). The remainder of the mass
fraction was organic carbon (OC).
Values for N (sum of Ni), dpg, and σg that best represent the measured CCN spectra
are given in Table 5.1. A particle’s critical supersaturation, Sc, is determined for a two-
component aerosol based on measured literature values for the amount of NH4HSO4 [132,
137] and water-soluble organic compounds (WSOCs) [110]. WSOC content was divided into
neutral, mono/diacids, and polycarboxylic acids whose mass ratios and molecular weights
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are described in Table 5.2. Although this is not a unique representation, it is quite realistic
as reflected by the recent work of [49]. WSOCs enhance CCN activity by adding soluble
material and reducing the surface tension of liquid cloud droplets. [36] determined the
relationship between dissolved WSOC concentrations and the reduction in surface tension
for ambient atmospheric cloud water samples, which was applied here to estimate potential
influences of surfactants on CCN spectra and subsequent cloud properties.
Table 5.2: Properties of important components used in Ko¨hler theory to estimate CCN
activity.
Material Density Molecular weight Solubility Van’t Hoff
(g cm−3) (g mol−1) (mole liter−1H2O) factor
NH4HSO4 1.780 115.11
a 6.55a 2.0
WSOC 1.55b 194.3b 0.01 (carbon)c 2.79
Insoluble inorganic 2.5d NA 0.0 0.0
Insoluble organic 1.55b NA 0.0 0.0
a CRC Handbook [98]
b Facchini (person communication); neutral compounds (18% by mass of WSOC) can
be modeled as levoglucosan (162 g mol−1, 1.6 g cm−3, van’t Hoff factor (vH) = 1);
mono/di-acids (41% by mass of WSOC) can be modeled as succinic acid (118 g
mol−1, 1.572 g cm−3, vH = 3); Poly-carboxylic acids (41% by mass of WSOC) can
be modeled as fulvic acid (732 g mol−1, 1.5 g cm−3, vH = 5)
c [36]
d average crustal material [107]
The properties of all the aerosol components are shown in Table 5.2. The size distri-
bution and relative mass fraction of each component (Table 5.1) were chosen to accurately
describe measured CCN spectra (Figures 5.1 and 5.2). Parameters were either measured or
constrained based on previous experiments. The number distribution was first determined,
and chemical composition was adjusted to yield a CCN spectrum that matched the mea-
sured spectrum. The error bars in the figures represent the resulting one-sigma variations
between the simulations for a particular season.
The wet-season number distribution was directly measured during the CLAIRE experi-
ment [167] and fitted to a single or tri-modal lognormal distribution (Table 5.1). By varying
the chemical properties of the single mode distributions, we assessed the effect of WSOCs.
A tri-modal distribution with a composition similar to the average chemical composition
reported in [137] serves as a “realistic” wet-season aerosol distribution. The principal differ-
ence is the addition of a large mode at 0.90 µm, which illustrates the effects of the “giant”
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Figure 5.2: Modelled and measured CCN spectra for the wet and dry season. The simula-
tions (WA, WB, etc.) are defined in Table 5.1.
CCN (GCCN).
Wet-season pasture site CCN spectra were nearly identical to the forest data except for a
slight increase in NCCN at higher supersaturations, which can be accounted for in the model
by increasing N and/or dpg of the wet-season number distribution. Anthropogenic inputs,
such as exhaust from diesel automobiles or nearby factories, increase aerosol concentrations
and may contribute to a larger median diameter in the size distribution [85]. Two alternative
number distributions were investigated for the pasture site CCN spectrum by varying dpg
and N of the wet-season forest size aerosol distribution (Table 5.1).
Number distribution measurements for the transition and dry-season spectra were not
available; as a result, approximations were made based on literature values. Since both the
transition and dry-season CCN spectra involved biomass smoke aerosol, dpg and σg were
constrained by a linear relationship reported by [132],
σg = λ1dpg + λ2
where λ1 =-3.16 µm
−1, λ2= 2.18 and 0.09 < dpg < 0.28 µm is the maximum range al-
lowed based on measurements during the SCAR-B (Smoke, Clouds and Radiation-Brazil
experiment) [80]. These constraints on the geometric median diameter limit the range of
the geometric standard deviation to 1.3 < σg < 1.9. Smoke particles evolve rapidly after
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emission, and their physical and chemical properties are related to their age. Young smoke
exhibits a smaller median diameter than aged smoke and could be reflected by the difference
in CCN spectra between the dry and transition periods. The more pronounced “curvature”
in the transition period CCN spectra is indicative of aged, larger smoke aerosol, which was
transported for several days over the rain forest.
Since a large fraction of the biomass-burning aerosol consists of water-soluble and humic-
like substances [110], solubility and surface tension effects of this aerosol may play an
important role in increasing the CCN activity during the dry season. [132] also report
average sulfate composition for biomass-burning smoke aerosol to be several percent of the
total aerosol mass (i.e., 1-2% for young aerosol and < 7.6% for aged aerosol). Hence, the
physical and chemical properties of the dry-season aerosol were selected based on literature
values and constrained to fit the measured CCN spectra between 0.15 and 1.5% Sv. As
the mode diameter or surface tension effects increase, the amount of soluble material (i.e.,
NH4HSO4) must be reduced (see Table 5.1) to maintain agreement between modeled and
observed CCN spectra. Such chemical and physical differences in aerosol properties will
affect cloud droplet growth and result in a range of cloud properties. The effect of GCCN was
not studied for the biomass-burning aerosol; however, the presence of GCCN can enhance
the development of precipitation in mixed-phase convective clouds in regions with high
aerosol concentrations [163].
The sensitivity of cloud properties was also calculated as a function of increasing aerosol
number concentration using the size distributions obtained during the wet season at the
forest site. The median diameter, median standard deviation, and chemical composition of
simulation WA (Table 5.1) were kept constant, while the number concentration was varied
from 102 to 104 cm−3. The wet-season forest site spectrum provides a reference to assess
the effects of increasing aerosol concentration on cloud properties in the Amazon Basin due
to the input of anthropogenic aerosol.
5.7 Cloud properties of average aerosol distributions
The effects of biomass burning and the sensitivity of wet-season cloud properties are
considered for the measured CCN spectra in the Amazon Basin (Figure 5.1). This section
presents the cloud properties based on an ensemble average for each season (e.g., the mean
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Figure 5.3: Cloud parcel maximum supersaturation as a function of increasing aerosol
concentrations using the wet-season forest site CCN number distribution (WA). Each curve
represents a different updraft velocity.
droplet number for the dry season was based on the average droplet number of the five
dry-season simulations). Error analysis reflects the inter-seasonal variance of the ensemble
average for each season.
Wet-season CCN spectra allowed for maximum supersaturations that were nearly two
times higher than for the dry-season spectra (Table 5.3). Maximum parcel supersaturation
attained in the cloud increased with updraft velocity due to the higher rates of adiabatic
cooling and decreased with increasing N (and Nd) because of the competition for water
vapor by more particles. The reduction in maximum parcel supersaturation is a nonlinear
function of NCCN and is most sensitive at low concentrations (Figure 5.3), such as those
observed during the wet season.
5.7.1 Cloud droplet number
The cloud droplet number is a key parameter in regulating cloud properties. As evap-
otranspiration maintains a relatively uniform spatial distribution of water vapor above the
forest canopy, cloud droplet number is primarily dependent on updraft velocity and the
CCN spectra. The fraction of aerosol that serves as CCN, fCCN/CN , for each of the simu-
lated size distributions is shown in Figure 5.4. In spite of the lower parcel supersaturations
for the transition period (Table 5.3), the larger mode diameter allows for higher fCCN/CN
than during the wet season. For the dry-season spectra, on the other hand, fCCN/CN are
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Table 5.3: Simulated maximum supersaturations as a function of updraft velocity for dif-
ferent periods in the Amazon Basin.
Maximum supersaturation, Sv,max (%)
Updraft vel. Wet seasona Wet season Transition period Dry season
(m s−1) (forest) (pasture)
0.1 0.270 ± 0.007 0.253 ± 0.013 0.191 ± 0.001 0.179 ± 0.027
0.3 0.399 ± 0.007 0.375 ± 0.016 0.285 ± 0.002 0.262 ± 0.027
1.0 0.639 ± 0.008 0.569 ± 0.067 0.462 ± 0.003 0.404 ± 0.028
3.0 1.034 ± 0.012 0.972 ± 0.023 0.756 ± 0.003 0.619 ± 0.027
a The averages in the table do not include the tri-modal wet-season simulation.
The maximum supersaturation values for the tri-modal simulations are as follows:
0.199, 0.325, 0.578, and 1.007 for updraft velocities of 0.1, 0.3, 1.0, and 3.0 m
s−1, respectively.
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Figure 5.4: Fraction of aerosol that serves as CCN, fCCN/CN , for the measured CCN spectra
in the Amazon Basin. The error bars in this and the following figures represent one-sigma
variations for a particular season using the simulations from Table 5.1.
less than for the wet season due to the order of magnitude increase in number concentrations
and the enhanced kinetic growth effects.
The fractional increase in cloud droplet number concentration compared to the wet-
season (forest) reference spectrum is shown in Figure 5.5. The differences in droplet con-
centrations between the wet-season forest and pasture sites are minimal. This similarity in
droplet concentration is expected since the maximum parcel supersaturation is 0.82% (at
3.0 m s−1 updraft velocity; Table 5.3), and the CCN spectra for the forest and pasture sites
are nearly identical for Sc < 0.82%. The initial conditions and dynamic forcing for these
simulations are the same in order to isolate the effect of the aerosol properties on clouds.
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Figure 5.5: Ratio of cloud droplet concentration between the measured CCN spectra in the
Amazon Basin and the wet season. The wet-season forest site CCN spectrum was used as
a reference.
Significant differences in the water vapor content and surface heating rates resulting from
the different land-cover could, however, induce dramatic changes in convective activity.
Biomass burning yields up to a sevenfold increase in droplet concentrations (Figure 5.5),
even though the maximum parcel supersaturation decreased (Table 5.3). The largest in-
crease in droplet number occurred for the dry season because of the order of magnitude
increase in aerosol concentration. In spite of only a 40% increase in N from the wet season
to the transition period, the cloud droplet concentration increased by at least a factor of two.
The large mode diameter in the transition period size distribution allows for more particles
to activate at lower supersaturations. This increase in droplet concentration also induces
a significant reduction in maximum parcel supersaturation (Table 5.3). Small changes in
parcel supersaturation while activating aerosol near the mode diameter (i.e., transition pe-
riod) have a greater effect than activating aerosol at the shoulder of the distribution (i.e.,
dry season); hence the difference in trends with respect to updraft velocity in Figures 5.5
and 5.6.
During the initial stages of cloud development, water vapor transport to the growing
droplets may not be sufficiently rapid for small particles near their critical size to activate.
Consequently, they can re-evaporate and become interstitial aerosol particles, which exert a
negligible effect on the cloud optical properties and precipitation processes. These simula-
tions reveal that kinetic limitations are important regardless of updraft velocity and cloud
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Figure 5.6: Ratio of effective cloud radius between the measured CCN spectra in the Amazon
Basin and the wet season. The wet-season forest site CCN spectrum was used as a reference.
height for all measured Amazonian CCN spectra. Such results are not unexpected since
kinetic effects have been shown to be present for number concentrations greater than 100
cm−3 [117]. We calculate asymptotic values for α(z), and the results are summarized in
Table 5.4. Kinetic effects become more apparent as updraft velocity decreases (e.g., smaller
water vapor flux) and droplet concentrations increase (e.g., dry season). The use of an
equilibrium activation assumption could lead to an overprediction of cloud droplet number
by 20% and 35% for low updraft velocities of 0.1 m s−1 during the wet and dry seasons,
respectively (Table 5.4).
Table 5.4: Simulated asymptotic alpha ratios (Nkn/Nth) as a function of updraft velocity
attained in the cloud parcel model for different periods in the Amazon Basin.
Maximum droplet ratio, α(z) (Nkn/Nth)
Updraft vel. Wet season Wet season Transition period Dry season
(m s−1) (forest) (pasture)
0.1 0.800 ± 0.033 0.825 ± 0.019 0.765 ± 0.011 0.674 ± 0.033
0.3 0.869 ± 0.014 0.859 ± 0.008 0.853 ± 0.002 0.736 ± 0.019
1.0 0.890 ± 0.018 0.910 ± 0.023 0.913 ± 0.010 0.824 ± 0.017
3.0 0.936 ± 0.020 0.945 ± 0.007 0.958 ± 0.001 0.886 ± 0.010
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Figure 5.7: Predicted effective cloud radius as a function of increasing aerosol concentrations
for a variety of cloud depths. The wet-season forest site CCN spectrum was used with an
updraft velocity of 0.3 m s−1. The cloud depth is indicated on each line.
5.7.2 Cloud droplet effective radius
The higher aerosol number concentrations and larger mode diameters during the tran-
sition period and dry season reduce the effective radius by nearly a factor of two compared
to the wet season (Figure 5.6). These results are not surprising given that the liquid wa-
ter content is assumed to be the same. Indeed, it can be shown that for constant liquid
water content, reff ∝ N−1/3d [157]; an increase in Nd by a factor of 2.5 (5.5) for the tran-
sition period (dry season) results in a 30% (45%) reduction in effective cloud radius. A
constant liquid water content and geometric standard deviation of the droplet distribution
would merit a perfect reff ∼ N−1/3d dependence. However, even in a world of variations,
this dependence still holds well [157], given the narrow spread of droplet populations when
growing via the diffusional mechanism. A more general relationship is reff ∼ k−1/3N−1/3d ,
where k = (rv/reff )
3 and rv is the volumetric average radius of the distribution [18]. In
situ observations have shown that k varies from 0.67 in continental air masses to 0.80 in
marine ones [106], meaning that in these drastically different air masses, reff ∼ 1.142N−1/3d
in the former and reff ∼ 1.077N−1/3d in the latter.
As one would expect, the trends in reff with respect to updraft velocity reflect the
N−3d dependence, which is reported in the previous section. These results are supported
by satellite images taken over the Amazon Basin, which show that the presence of dense
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smoke can reduce the remotely sensed drop radius of continental cloud drops from 14 to 9
µm [79].
Although collision and coalescence are not included in the simulation, the large reduction
in reff reduces the probability for collision with other droplets [127], and thus the chance
of rain formation by liquid phase processes. Although the differences between the forest
and pasture site CCN spectra lead to only modest changes in cloud properties, sensitivity
of reff is greatest at low aerosol concentrations (Figure 5.7), such as those found during the
wet season. Hence, a slight increase in Nd (Figure 5.5) due to anthropogenic sources could
support AVHRR analysis, which shows a larger reduction in reff during the wet season
compared to the dry season (T. Nakajima, personal communication, 2000). Other mecha-
nisms, such as changes in direct and indirect forcing and subsequent effects on convection
and clouds, are beyond the scope of this paper, but should also be investigated.
5.7.3 Cloud albedo
A change in cloud albedo larger than ca. 0.005 can be considered climatically important;
this albedo change can potentially exert a diurnally averaged radiative forcing of nearly –1
W m−2 [33]. Since we have used a 1-D model, the albedo and maximum albedo differences
are a parameterization to measure the maximum aerosol effect within a cloud layer. Since
we express everything in terms of maximum cloud albedo difference, cloud height becomes
a free parameter in our calculations, and thus, can be interchanged with cloud thickness.
The maximum aerosol effect on indirect radiative forcing has been estimated by comparing
integrated cloud albedos for a given height of different simulations. Initially, the differences
are small because the clouds are optically thin; whereas albedo converges to unity for
optically thick non-absorbing clouds. Hence, albedo difference is a function of cloud depth
and usually reaches a maximum within the first 300 m of the cloud. Figure 5.8 shows the
maximum difference in cloud albedo for simulations using the measured Amazonian CCN
spectra for non-absorbing clouds. The differences are positive due to the increasing droplet
concentrations at the pasture site, and during the transition period and dry season. The
wet-season forest site provides a reference for assessing the change in albedo.
The difference in cloud albedo between the forest and pasture site (Figure 5.8) does not
appear to be significant because the number of activated droplets (Figure 5.3) is almost the
same. This implies that during the wet season, the dominant driving force in climate change
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Figure 5.8: Predicted maximum albedo differences among measured CCN spectra in the
Amazon Basin for different updraft velocities. The aerosol distributions in Table 1 are
used and the wet-season forest case is used as a reference. The dashed lines represents a
climatically significant radiative forcing of 1 W m−2 or a change in cloud albedo of 0.005.
may result from the surface albedo change due to forest/pasture conversion. The surface
albedo of the Amazon rain forest is between 0.11 and 0.13 [52]. Following deforestation,
there will almost always be an increase in surface albedo. In Rondoˆnia, the forest is often
replaced by short grass for cattle grazing, which can result in surface albedos up to 0.25
[52]. Deforestation will thus result in a reduction in the amount of radiative energy that is
absorbed by the Earth’s surface, resulting in less evaporation and a smaller driving force
for convective activity [52]. A reduction in convective activity could inhibit precipitation;
however, an inhomogeneous region of forest and pastures generates areas of local instability,
which could actually increase the incidence of convective activity [13].
Significant enhancements in cloud albedo are calculated to result from the addition of
smoke aerosol (Figure 5.8). The maximum change in albedo between the wet and dry
seasons (assuming non-absorbing clouds) is 0.20, which corresponds to an interseasonal in-
direct aerosol forcing up to ca. –27 W m−2. These simulated values for indirect forcing are
comparable to the direct forcing from biomass-burning aerosol reported by [139]. Albedo
difference is primarily dependent on droplet concentration; hence, changes in albedo differ-
ence, shown in Figure 5.8, follow similar trends as droplet concentration (Figure 5.5). The
results from our modeling studies represent the upper limit of the aerosol effect, since we
did not include the effect of the absorption of incoming solar radiation due to the absorbing
components of the smoke aerosol. A comparison of the AVHRR analysis and our modeling
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Figure 5.9: Maximum differences between thermodynamically and kinetically predicted
cloud albedo for different updraft velocities. The aerosol distributions in Table 5.1 are
used. The dashed lines represent a climatically significant radiative forcing of 1 W m−2 or
a change in cloud albedo of 0.005.
studies suggests that absorption of sunlight due to smoke aerosol may compensate for about
half of the maximum aerosol effect shown in Figure 5.8.
The quantity used for assessing the importance of kinetic effects on cloud activation, in
terms of cloud albedo, is the difference between thermodynamic and kinetic albedo. The
discrepancy in albedo comes from the difference in simulated cloud droplet number con-
centration between the two approaches to predicting cloud droplet activation and growth.
The thermodynamic albedo tends to be higher than the kinetic albedo, because the same
amount of liquid cloud water is shared among a larger number of cloud droplets. The
height at which the maximum difference occurs decreases with increasing updraft velocity
and number concentration. The dry-season distribution exhibits the largest albedo differ-
ence, shown in Figure 5.9, due to enhanced kinetic effects. Wet season (i.e., pasture and
forest sites) and transition period conditions result in comparable differences (Figure 5.9).
The differences in albedo from kinetic effects, however, are small compared to the increase
in albedo resulting from enhanced aerosol concentrations during biomass burning.
5.8 Effect of aerosol chemical composition on cloud properties
Sensitivity tests using the wet- and dry-season CCN spectra have been performed to
determine the influence of the physical and chemical characteristics of an aerosol popu-
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lation on CCN activity and their subsequent growth into cloud droplets. Variations in
CCN populations change the maximum in-cloud supersaturation, because particles that
activate into cloud droplets at low supersaturations effectively scavenge the available wa-
ter vapor. Therefore the CCN spectra that extend into lower supersaturations (i.e., WM
and DDST; Figure 5.2) exhibit the lowest attained in-cloud supersaturations compared to
other simulations of the respective season. WC and DC, whose CCN spectra are shifted
to higher supersaturations, exhibit the highest in-cloud supersaturations, implying that
surface-tension effects and the presence of GCCN could play an important role in droplet
growth.
Because of the nonlinear feedback of the changing aerosol growth histories (from changes
in chemical composition) into supersaturation profiles, the effect of chemistry on cloud
droplet number, effective radius, and cloud albedo is not intuitive. We will take a closer
look at the differences between the wet- and dry-season spectra in the following sections.
5.8.1 Wet-season CCN spectra
CCN spectra resulting from the modeled size distributions presented in Table 5.1 closely
resemble the measured wet-season spectra between 0.15 and 1.5 % Sv (Figure 5.2a). Activa-
tion and growth of the cloud droplets were similar between the single mode distributions in
spite of the differences in assumed chemical composition, as shown in Figure 5.10a. Hence,
differences in cloud albedo are suspected to be less influenced by aerosol chemistry during
the wet season. The larger effective radius resulting from the tri-modal distribution, how-
ever, can have a significant impact on indirect radiative forcing. For example, [53] found
that a decrease in global mean cloud effective radius by 4.3% exerted an indirect forcing of
nearly -1 W m−2.
The tri-modal distribution exhibited larger droplets due to the activation of the 0.90
µm mode. This large mode is a source of GCCN, which could be important for initiating
precipitation processes [163]. Although collision and coalescence were not included in the
simulation, strong kinetic effects may enhance the precipitation process, because the driving
force for droplet growth (i.e., the difference between the saturation ratio at the droplet
surface and that of the surrounding air) is greater for larger droplets. Hence larger droplets,
which are necessary to initiate collision and coalescence, could effectively draw water vapor
away from the smaller droplets. The competition for water vapor by GCCN will likely be
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Figure 5.10: Effective radius for each distribution normalized to the mean. Wet- and dry-
season profiles from Table 5.1 are shown for an updraft velocity of 1.0 m s−1. The shaded
area indicates the region of reff within 5% of the mean. The simulations (WA, WB, etc.)
are defined in Table 5.1.
enhanced at higher aerosol concentrations when kinetic limitations are more pronounced.
A strong kinetic effect, however, could also decrease the precipitation efficiency because the
overall droplet population becomes smaller due to evaporative and deactivation mechanisms
shown in [117]. This question should be addressed in future studies.
5.8.2 Dry-season CCN spectra
In spite of the similarity of the modeled dry-season CCN spectra to the measured results
between 0.15 and 1.5% Sv (Figure 5.2b), variations in number distribution and chemical
composition can yield climatically significant differences in cloud properties. The non-
converging behavior of the effective cloud radii for the dry-season simulations, shown in
Figure 5.10b, illustrates the differences in activation and growth of the cloud droplets.
Relative differences in cloud effective radius between simulations can exceed 10%, which
could yield differences in indirect forcing as high as 2 W m−2 [140]. These results suggest
that changes in cloud albedo are more influenced by chemical and physical properties in
cases of high aerosol concentrations, such as those found during the biomass-burning season.
The importance of chemical composition and the influence of kinetic effects for the dry-
season CCN spectra are highlighted by DDST and DEST (Table 5.1; Figure 5.10b), where
the slower initial rate of droplet activation allows a few particles to grow into cloud droplets
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before kinetic limitations become significant at larger droplet concentrations. The enhanced
CCN activity of larger particles (i.e., smaller critical supersaturation; Figure 5.2b) due to
surface tension effects of DDST appears to effectively compete for water vapor as reff
continues to increase relative to the mean droplet size. The surface tension effect essentially
serves the same role as GCCN, and the kinetic limitations at high droplet concentrations
appear to amplify this effect.
Although the CCN spectra of DA and DEST are nearly identical, even at smaller super-
saturations than measured, Figure 5.10b illustrates significant differences in the activation
and growth of the droplets. The difference in cloud effective radii for the two simulations is
ca. 4.5%, which is of climatic significance [53], and could be related to surface tension ef-
fects. Surface tension effects not only reduce the droplet’s critical supersaturation, but also
influence the shape of the Ko¨hler curve, which can alter the growth behavior of a droplet.
Therefore, knowledge of the CCN spectra alone may not be adequate in fully assessing the
climatic effects of aerosol.
5.9 Conclusions
We have investigated the change in cloud properties based on measured CCN spectra
between 0.15 and 1.5% Sv during the wet and dry seasons in the Amazon Basin. CCN
concentrations rise by nearly an order of magnitude from wet to dry seasons, which increase
droplet concentrations up to a factor of seven at high updraft velocities. Throughout the
text, we have compared the changes in cloud properties relative to wet-season forest CCN
spectra. Although the differences between the forest and pasture site CCN spectra lead to
only modest changes in cloud properties, the resulting modifications in cloud properties are
most sensitive at low number concentrations, such as those that are found in wet-season
conditions.
Our results indicate that knowledge of the CCN spectra alone is insufficient to fully
capture the climatic influence of biomass burning. The activation and growth behavior of
CCN are shown to be influenced by subtle variations in the size distribution and chemical
composition, which are not well constrained by our measurements. Kinetic limitations to
droplet activation and growth reduce droplet concentrations by up to 20% in the wet season
and 35% in the dry season as compared with simulations based on equilibrium Ko¨hler theory.
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Kinetic effects are, however, small compared to the predicted changes in cloud properties
induced by biomass-burning aerosol.
Human activity, such as industrial emissions and biomass burning, modifies physical
and chemical properties of the aerosol population –components that dictate CCN activity–
and could lead to important changes in cloud properties that govern the energy and water
cycle within the Amazon Basin. The response of cloud droplet concentration to changes in
CCN concentrations is the basis for the modification of precipitation, cloud fraction, and
indirect forcing. However, changes in surface albedo have not been included in this study
and are an important driving force in the hydrological cycle and convective activity. Light-
absorbing substances in smoke darken the Amazonian clouds, and our modeling studies
suggest that absorption of sunlight due to smoke aerosol may compensate for about half of
the maximum aerosol effect. An increase in aerosol concentrations during the wet season
will likely have a greater effect on the rain forest climate than further intensification of
biomass burning during the dry season, due to the higher sensitivity at the low ambient
aerosol concentrations.
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Chapter 6
Black carbon radiative heating
effects on cloud microphysics and
implications for aerosol indirect
forcing: 1. Extended Ko¨hler theory
Note: This chapter appeared as reference [28].
6.1 Abstract
Black carbon (BC) aerosol absorbs sunlight that might have otherwise been reflected
to space and changes the radiative heating of the atmosphere and surface. These effects
may alter the dynamical and hydrological processes governing cloud formation. A new,
microphysical, effect of BC on climate is identified here, in which solar heating within
BC-containing cloud condensation nuclei (CCN) slows or prevents the activation of these
CCN into cloud drops. Solar-heated BC-containing droplets are elevated in temperature
by fractions of a degree above the ambient, thus raising the droplet vapor pressure, and
inhibiting activation of the most absorptive CCN. This paper develops the theory describing
the alteration of the Ko¨hler curve (i.e., the equilibrium vapor pressure over a droplet as a
function of water uptake) as a function of CCN size and chemical composition (BC fraction,
in particular). The effect is most significant in those CCN that contain volumes of BC larger
than a 500 nm diameter sphere. For an aerosol population with 10% BC mass fraction
per particle, solar heating can cause a 10% reduction in the CCN concentration at 0.01%
critical supersaturation. On the other hand, the effect of heating by BC absorption on CCN
activation above about 0.1% critical supersaturation is negligible.
93
,
,
Figure 6.1: Direct and indirect radiative effects of aerosol, divided into those effects unre-
lated to aerosol absorption (a)-(d), and those related to aerosol absorption (e)-(g).
6.2 Introduction
Atmospheric aerosols reduce the solar radiation absorbed by the Earth through direct
and indirect mechanisms (Figures 6.1a-d). In the direct effect, aerosols scatter radiation to
space that would have otherwise heated the surface or atmosphere (Figure 6.1a). In the
indirect effect, increased concentrations of cloud condensation nuclei (CCN) alter the micro-
physical properties of clouds, enhancing cloud reflectivity (Figure 6.1b). Additional indirect
effects on clouds have been proposed that involve aerosol-induced changes in precipitation,
radiative heating, and atmospheric dynamics (Figures 6.1c-d). In contrast, absorptive par-
ticles, black carbon (e.g., soot) in particular, exert a positive (warming) climate forcing
(Figures 6.1e-g). Uncertainties in the distribution of natural and anthropogenic aerosols,
their chemical speciation, and the aerosol-cloud-climate interactions they induce presently
constitute the largest source of uncertainty in climate models that attempt to predict the
role of anthropogenic emissions on climate.
Carbonaceous particles are an important class of primary aerosol emitted into the at-
mosphere. These particles tend to be a complex mixture of graphitic material and organic
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compounds. The graphitic component, called soot or black carbon, is characterized by sig-
nificant absorption of solar radiation. Freshly emitted black carbon particles tend to be
hydrophobic; as they age in the atmosphere they tend to acquire a hydrophilic coating. As
black carbon becomes sufficiently hydrophilic, it is able to form cloud droplets upon acti-
vation in a supersaturated environment. Black carbon can play a role in indirect aerosol
radiative forcing in two ways: (6.1) BC particles absorb solar radiation, changing the ver-
tical and horizontal thermal structure of the atmosphere and surface, changes that can
have an impact on dynamical processes governing cloud formation and evaporation; (6.2)
Those particles that act as CCN and become incorporated in cloud droplets absorb solar
radiation and heat the droplets and the air around them, processes that can potentially
alter cloud activation itself. Effect (6.1) was identified in the INDOEX campaign through
observation and modeling of absorptive species [6, 97]. Effect (6.2) is the subject of this
and a companion paper [116].
6.3 Theoretical development
Ko¨hler theory [86, 143] predicts the equilibrium water vapor pressure of an aqueous
droplet containing solute given its physical and chemical properties, and hence can be used
to predict the exchange of water vapor between the droplet and the ambient atmosphere
during cloud formation. The Ko¨hler equations are most often implemented under the as-
sumption that radiative heating of the droplet is negligible [45]. Absorption and emission of
solar and infrared radiation by liquid water have since been found to play an important role
in the evolution of the drop size distribution near cloud top ([62], and references therein).
However, these studies treat the droplet absorption spectrum as that of pure water and do
not address the presence of black carbon in the seed aerosol.
This study examines how radiative heating by black carbon within a particle affects
equilibrium Ko¨hler theory. Effects of non-BC absorption (e.g., H2O and H2SO4 absorption
in the near infrared) and long-wave radiative effects are neglected to isolate the perturba-
tion by BC. The effect of this perturbation on the time-dependent (non-equilibrium) cloud
activation problem is treated in a companion paper [116] using a cloud parcel model with
explicit microphysics that includes the effect of BC heating on parcel thermodynamics.
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Figure 6.2: Concentric shell geometry assumed for the calculation of droplet heating.
6.3.1 Heating by black carbon
Black carbon (BC) is the most efficient aerosol species at absorbing solar radiation.
Aged anthropogenic aerosol often contains 5% to 20% black carbon by mass [122, 120,
67]. Aged atmospheric BC particles are rarely pure, externally mixed, species, but are
most often found to be coated with water soluble compounds such as sulfate and organic
carbon [126]. BC is produced by incomplete combustion in the form of 10–50 nm diameter
spherules that agglomerate into chains [112]. In well-aged aerosol, the bulk of the BC mass
is contained in particle sizes from 300 to 700 nm diameter through coagulation, coalescence
in evaporated cloud drops, and addition of secondary aerosol mass [78]. Because this size
range encompasses that of particles most likely to serve as CCN, we investigate the impact
of droplet solar heating on the properties of BC-containing CCN.
To compute the droplet heating for BC-containing aerosols, we represent the internally
mixed BC aerosol as a layered sphere with a black carbon core of diameter Dc coated by a
hydrophilic sulfate shell of diameter Dp (Figure 6.2). The heating rate for each particle, Φ
(W), is obtained from
Φ =
∫ 5µm
0.2µm
I(λ)σa(λ)dλ (6.1)
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where I(λ) is the spectral actinic flux (spherically integrated spectral intensity) having units
W m−2 nm−1, and σa(λ) is the particle absorption cross section (m
2), and solar wavelength,
λ, is assumed to range from 0.2 to 5 µm. For the purposes of this study, I(λ) is predicted by
a 38-band multispectral Monte Carlo radiative transfer model [125], which assumes a sub-
tropical marine atmosphere over ocean, an aerosol optical depth of 0.3 (at 0.5 µm), and no
clouds; the model described by [125] has been slightly modified here to predict actinic flux
instead of irradiance. To test the sensitivity of actinic flux to these assumptions, Figures
6.3 a, b illustrate the variation of actinic flux with surface type and the presence of clouds.
Figure 6.3a illustrates that actinic flux varies by about a factor of two from cloud base
to cloud top, with peak fluxes occurring at cloud top. Figure 6.3a considers only ocean,
whereas Figure 6.3b shows that cloud base and cloud top actinic flux are also sensitive to
surface albedo. Together, Figures 6.3a and 6.33b show that the actinic flux of 1000 W m−2
assumed in the remainder of this paper (except where stated otherwise) is appropriate for
clear-sky cases and thin clouds, will be a slight overestimate for the base of moderately
well–established clouds over ocean or land, and will be a slight underestimate for cases at
or above cloud top or over bright surfaces.
The particle absorption cross section, σa(λ), is computed for each particle as a function
of Dp and Dc using a 2-layer radiative parameter model based on Mie theory [152]. [48]
show that the concentric geometry assumed here overestimates absorption by at most 15%
compared to a randomly placed encapsulated inclusion, and that the treatment of the carbon
as a single sphere instead of an agglomeration of spherules underestimates the absorption
by at most 30%. BC located near the edge of the droplet could enhance the heating an
order of magnitude beyond that considered here [25]. Indices of refraction for BC, sulfate,
and water are obtained from [65]. The imaginary index of refraction for BC used here (0.45
at 0.55 µm) is on the lower end of observed values [48, 105]. Shell index of refraction is a
function of aerosol hydration, and is determined based on the molar ratios and indices of
refraction for sulfate and water, following [151].
6.3.2 Droplet equilibrium temperature
The equilibrium temperature of an (static) aerosol particle of diameter Dp is governed
by the balance between net radiative heat absorbed by the particle, Φ, and the sensible
heat flux conducted away from the particle, F (W m−2),
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Figure 6.3: Actinic flux under varying conditions of cloudiness and surface albedo. (a)
Vertical profile of actinic flux calculated for 3 cases: no cloud, cloud with optical thickness
τc = 5, and cloud with τc = 20. Each case considers a solar zenith angle of 60
o, ocean surface
reflection (albedo ∼0.07 for no cloud case), and clouds are horizontally homogeneous. (b)
Actinic flux for cloud base and cloud top as a function of cloud optical depths ranging from
0 (no cloud) to 20. Three cases of surface albedo are considered: ocean reflection (explicitly
accounting for both Fresnel and bulk reflection), (b) grassland (isotropic albedo of 0.26),
and (c) snow/ice (isotropic albedo of 0.6).
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Φ = piD2pF (6.2)
Through scaling arguments it can be shown that the temperature profiles both within
the droplet and in the surrounding gas phase, for typical atmospheric conditions, are in
steady state. As a result, F depends on ∆T , the difference between the particle surface
temperature, Tp, and the ambient temperature, Ta, far from the particle as follows,
F = 2k
′
air
∆T
Dp
(6.3)
where k
′
air is the thermal conductivity of air corrected for the noncontinuum effect. (The
noncontinuum effect reduces thermal conductivity for submicron or high-altitude particles.)
Combining (6.2) and (6.3) yields the dependence of equilibrium particle surface temper-
ature perturbation on radiative heating,
∆T =
Φ
2piDpk
′
air
(6.4)
6.3.3 Modification to the Ko¨hler equation
The temperature perturbation by radiative heating raises the vapor pressure over the
surface of the particle; the resulting modification to Ko¨hler theory has been discussed
elsewhere [5, 62]. The Ko¨hler equation expresses the equilibrium vapor pressure over an
aerosol surface, pw(Tp, Dp), in reference to p
◦(Tp), the vapor pressure over a flat surface of
pure water at the same temperature Tp [143],
ln
(
pw (Tp, Dp)
p◦(Tp)
)
=
4Mwσ
RTpρwDp
− 6nsMw
piρw
(
D3p −D3c
) (6.5)
where Mw is the molecular weight of water, σ is the surface tension of the droplet, ρw is the
density of water, R is the ideal gas constant, and ns is the number of moles of solute in the
shell. Dc is the geometric diameter of any insoluble core, and Dp varies due to condensation
and evaporation of water. The first term on the right side of (6.5) describes the tendency
for the vapor pressure to increase over a curved surface (Kelvin effect), and the second term
expresses the vapor pressure depression caused by the solute mole fraction (Raoult effect).
Particle saturation, Sp, is defined as the ratio of particle surface vapor pressure to vapor
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pressure of water over a surface at ambient temperature, p◦(Ta),
lnSp = ln
(
pw (Tp, Dp)
p◦(Ta)
)
(6.6)
Without radiative heating, Ta = Tp, (6.5) and (6.6) are equivalent, and (6.5) can be
used to obtain the particle saturation. In the presence of heating, the relationship between
p◦(Ta) and p
◦(Tp) must be accounted for using the Clausius-Clapeyron relation [143],
ln
(
p◦(Tp)
p◦(Ta)
)
=
∆HMw
RT 2a
∆T (6.7)
where ∆H is the latent heat of condensation and ∆T ¿ Ta. Combining (6.4)-(6.7) yields
the modified Ko¨hler equation in the presence of radiative heating,
lnSp =
4Mwσ
RTpρwDp
− 6nsMw
piρw
(
D3p −D3c
) + ∆HMw
RT 2a
Φ
2pik
′
airDp
(6.8)
Table 6.1: Sensitivity of Ko¨hler curve to elevated droplet temperature. (When required, a
10 µm droplet diameter is assumed.)
Temperature Sensitive parameter d lnSp/d∆T Sensitivity (K
−1)
Clausius-Clapeyron effect ∆HMw
RT 2a
6.2×10−2
Gas-phase temperature gradient effects < order
(
1
Ta
)
< 3.4×10−3
Water density −
(
A
Dp
− B
D3p−d
3
p
)
d ln ρw
dTa
2.4× 10−4 lnSp
< 10−6 for lnSp < .4%
Temperature sensitivity of Kelvin effect − ADpTa −7.5× 10−7
Water-air surface tension ADp
d lnσw
dTa
−4× 10−7
The last term in (6.8) is the solar heating term. Equation (6.7) provides the dominant
source of sensitivity of equilibrium particle saturation to elevated droplet temperature. For
comparison, Table 6.1 lists the magnitude of other, minor effects that arise from either
variations in droplet properties with temperature or from simplifications made deriving
equilibrium saturation (6.8). These minor effects will be neglected in the remainder of this
study.
Because of its inverse dependence on Dp, we can express the heating effect as a modifi-
cation to the Kelvin effect term in the Ko¨hler equation,
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lnSp =
4Mwσ
RTρwDp
(1 + γa)− 6nsMw
piρw
(
D3p −D3c
) (6.9)
where we define the aerosol heating parameter, γa, as,
γa ≡ ∆HρwΦ
8pik
′
airTaσ
(6.10)
In the limit that Φ →0, γa →0 and (6.9) reduces to the traditional Ko¨hler equation
(6.5).
It is convenient at this point to consider the absorption efficiency, Qabs, defined as the
ratio of the absorption cross section to the physical cross section,
Qabs =
4
pi
σa
D2p
(6.11)
which generally can range from 0 to order unity, tending asymptotically to 1 for large,
perfectly absorptive particles. In Figure 6.4, the heating parameter is shown as a function
of dry particle diameter, dp, and absorption efficiency. For the purpose of calculating the
Kelvin effect, the surface tension of the droplet is assumed to be that of water. Also shown
in Figure 6.4 is the absorption efficiency calculated for aerosols of mixed BC and sulfate
(H2SO4) composition; two cases are shown, one with 50% BC by mass, the with 10% BC
by mass. The purpose of these calculations is to illustrate reasonable heating parameters
expected for a given dry particle diameter, and hence define the conditions in which the effect
is most likely to be important. When γa =1, the heating effect is equal in magnitude to the
Kelvin effect. For the conditions described above, γa =1 for a 3.5 µm (dry) particle that is
10% BC by mass. The heating parameter presented in Figure 6.4, which is computed for dry
aerosol, will generally be lower than that for an activated particle due to the enhancement
of BC heating when included within a droplet. This amplification is predicted by the model
described in Section 2.1. and will be included when calculating droplet heating.
6.3.4 Effect of black carbon radiative heating on critical supersaturation
Figure 6.5 illustrates the effect of droplet heating on the Ko¨hler curves for dry particle
diameters of 0.5 µm and 1.0 µm and γa values of 0.1 and 0.2. These curves correspond
to particles with the hygroscopic properties of pure sulfate. Droplet heating has the effect
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Figure 6.4: Heating parameter, γa, for dry particles (contour lines) as a function of dry
particle diameter, dp, and spectrally averaged absorption efficiency, Qabs. The heavy solid
and dashed lines represent the relationship between Qabs and dp for dry aerosols composed
of 50% BC by mass and 10% BC, respectively.
of increasing the maximum equilibrium saturation of the droplet (i.e., critical saturation,
Sc), above which the droplet is unstable to condensational growth. Thus the effect of the
heating is to delay activation of the aerosol into a cloud drop. Note, however, that for these
large droplet sizes, the unactivated aerosol is already comparable in size to cloud drops, and
should be treated as such for radiative purposes [117].
A value for γa above which heating can become important can be quantified in terms of
the change in particle critical saturation in the presence of heating. If the critical diameter
is much larger than the diameter of the insoluble core, then the particle critical saturation
ratio without the heating source, Swoc , can be computed by classical Ko¨hler theory,
lnSwoc =
(
4A3
27B
)1/2
(6.12)
where A = 4Mwσ/RTρw, and B = 6nsMw/piρw. Similarly, in the presence of the internal
heat source, the critical saturation ratio, Swc , is given by (6.12) with A multiplied by the
factor (1 + γa),
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Figure 6.5: Effect of droplet heating on the Ko¨hler curves of particles of 0.5 µm and 1.0
µm dry diameter. Heating parameters of 0.1 and 0.2 are chosen for the two droplet sizes,
respectively. The solid curve represents the no-heating case, the dashed curve represents
the heating case. Particles are assumed to have the hygroscopic properties of sulfate.
lnSwc
lnSwoc
= (1 + γa)
3/2 (6.13)
By expanding lnS = ln(1 + s) ≈ s, where s is the supersaturation, the ratio of particle
critical supersaturation with and without heating is given by
swc
swoc
= (1 + γa)
3/2 (6.14)
In a similar fashion, it can be shown that the ratio of critical diameter with heating,
Dwpc, to that without heating, D
wo
pc , is given by
Dwpc
Dwopc
= (1 + γa)
−1/2 (6.15)
Figures 6.6a and 6.6b show the critical supersaturation and critical diameter as functions
of dry particle diameter, dp, for two cases: (6.1) 10% BC and 90% sulfate; and (6.2) 50%
BC, 50% sulfate. For each case, the results are shown both with and without the effect
of heating (i.e., daytime and nighttime cases, respectively). The first effect of the BC
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inclusion is to reduce the mass of solute, hence increasing critical supersaturation with
increasing BC fraction irrespective of the heating. This is identified in Figure 6.6a as the
“solute effect,” seen as the difference in supersaturation between the two cases where heating
is not introduced. The difference between the daytime and nighttime cases, identified as
the “heating effect,” is greatest for the largest particles for which heating parameter is
greatest (Figure 6.4). The heating effect is further isolated by considering particles of fixed
composition under conditions of varying solar irradiance. Figures 6.7a and 6.7b illustrate
the sensitivity of critical supersaturation to actinic fluxes varying from 0 W m−2 (nighttime)
to 1500 W m−2, for the 50% BC and 10% BC cases, respectively. For these cases actinic
flux is scaled uniformly across the solar spectrum.
One interesting result seen in Figures 6.6a and 6.7 is the local minimum in the depen-
dence of sc on dp. This minimum, slow, occurs for particles of dry diameter dlow. This
is a result of the assumption of fixed BC mass fraction in the dry particle. In unheated
particles, the critical supersaturation monotonically decreases with increasing dp. However,
BC heating increases approximately with d2p for supermicron particles, and eventually dom-
inates over the Raoult term, leading to an increase in sc with dp for the largest sizes. We
can obtain some insight by including the heating effect into (6.12) and differentiating with
respect to dry particle diameter,
∂ ln sc
∂dp
=
∂
∂dp
[
3
2
lnA+
3
2
ln (1 + γa)− 1
2
lnB
]
(6.16)
Note that A, the Kelvin effect term, is insensitive to dry particle diameter if we ignore
surface active species; B, the Raoult term, increases with d3p due to increased moles of
solute; and, γa increases with d
2
p, for the supermicron particles considered here. It can be
shown from (6.16) and the above assumptions that dlow occurs where γa = 1, and thus
(6.16) yields two regimes for the dependence of sc on dp based on γa.
∂ ln sc
∂dp
= −12dp; γa ¿ 1 and dp ¿ dlow
∂ ln sc
∂dp
= 32dp; γa À 1 and dp À dlow
(6.17)
For γa ¿ 1, the change in supersaturation with dry diameter is dominated by the Raoult
term, and sc decreases with increasing dp, as expected from the classical solution. However,
for γa À 1, the heating term dominates over the Raoult term, and sc increases with dry
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Figure 6.6: Effect of BC on (a) critical supersaturation, and (b) critical diameter. Four
cases are considered: (6.1) 10% BC by mass and no heating; (6.2) 10% BC and heating by
a 1000 Wm−2 actinic flux; (6.3) and (6.4) same as (6.1) and (6.2) but for 50% BC by mass.
The difference between the no heating cases (6.1) and (6.3) is caused by the reduced sulfate
mass in the 50% BC case compared to the 10% BC case. The heating effect is apparent
as a divergence between the heating and no heating cases towards large particle sizes. The
perturbation in droplet temperature at critical diameter is shown as the thick, gray lines in
(a). The legend in (b) applies to both (a) and (b).
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Figure 6.7: Illustration of the impact of actinic flux on critical supersaturation for (a) 50%
BC by mass, and (b) 10% BC by mass. The effect of increasing actinic flux is to increase
the lowest possible critical supersaturation, slow, for particles of a given composition and
to decrease the dry particle diameter, dlow, at which this minimum occurs.
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Figure 6.8: Change in critical supersaturation computed for dry particles as a function
of particle diameter and absorption efficiency, Qabs. Contours delineate values of ∆sc.
The solid and dashed lines represent the relationship between Qabs and dp for dry aerosols
composed of 100% BC and 10% BC, respectively. The calculation of ∆sc includes the
enhancement of heating caused by the encapsulation of the soot core in the droplet.
diameter. For the case of 10% BC mass fraction, dlow ∼=4µm, meaning dry particles at 4
µm have the lowest sc relative to larger and smaller particles. For clouds with slow cooling
rates, this suppression of the activation of the largest CCN may impact the rate at which
the larger particles uptake liquid water, with potentially important effects on the water
mass balance during cloud formation.
The magnitude of the change in critical supersaturation is shown in Figure 6.8 as a
function of the dry particle diameter and absorption efficiency. The relationship between
dry diameter and absorption efficiency for the two cases of 50% BC and 10% BC is repeated
in Figure 6.8. The magnitude of critical supersaturation increase for 10% BC aerosol ranges
from 10−4% to about 2×10−3% as aerosol dry diameter ranges from 0.3 µm to 10 µm. The
maximum impact of heating shown here is to elevate the critical supersaturation of 10 µm
50% BC particles by 0.01 percentage units, which can be compared to the 0.02%–0.25%
median critical supersaturation associated with marine cumulus cloud drops [153].
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6.4 Effect of black carbon radiative heating on CCN spectra
To understand the implications of droplet heating for cloud activation, we consider the
change in the CCN supersaturation spectrum for three aerosol distributions. The CCN
supersaturation spectrum NCCN (sc) is that property of an aerosol population defined as
the number of particles (cm−3) that have critical supersaturations less than sc. NCCN (sc)
is a monotonically increasing function of sc, and approaches the total aerosol concentration
as sc → ∞. The three cases considered here are based on modeled and observed size
distributions and varying assumptions about BC heating. The first two cases comprise
three-mode lognormal size distributions from the observations of [160] that were chosen to
represent urban and clean continental aerosols.
The third case uses size distributions of North Indian Ocean aerosol observed from ship
during the Indian Ocean Experiment (INDOEX) [130]. Extensive observations of aerosol
size distribution, composition, and mixing state were made, affording a detailed analysis
of the BC heating effect in this region where BC ranged from 10%–15% of the dry aerosol
mass [120, 97]. Size distribution measurements are taken from the tandem differential
mobility analyzer and aerodynamic particle size measurements of [14]. Each aerosol particle
is assumed to be an internal mixture of BC and sulfate, based on findings using time-of-flight
aerosol mass spectrometry that each BC particle was coated with sulfate and/or organics,
and few anthropogenic particles were found without soot inclusions [97]. (This treatment
neglects the presence of pure seasalt aerosol, which may have been more prevalent than
anthropogenic particles at the largest sizes.)
Figure 6.9 a-c illustrates the supersaturation spectrum, NCCN (sc), calculated for pure
sulfate, 10% BC, and 50% BC for each of the size distributions described above. Some of
the differences seen between the three compositional cases can be explained by the solute
effect that was illustrated in Figure 6.6, and some of the differences are due to the heating
effect. For each case that includes the radiative heating, NCCN (sc) remains 0 until sc
exceeds the threshold critical supersaturation slow. The effect of BC radiative heating
on the supersaturation spectrum is isolated from solubility effects in Figures 6.9 d–f by
illustrating the percent change in supersaturation spectrum from the nighttime case (no
heating) to the daytime case (actinic flux of ∼1000 W m−2). Despite the variations in
the aerosol size distributions considered here, we consistently see that the 10% BC case
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predicts a 1% reduction in CCN for sc = 0.03% supersaturation, and that the 50% BC case
predicts a 7%-10% reduction in CCN at this supersaturation. For all cases, the change in
supersaturation spectrum is less than 1% for values of sc exceeding 0.08%.
6.5 Effect of radiative heating on time-dependent droplet
activation
This study has addressed the equilibrium Ko¨hler theory that is the foundation for theory
and models of cloud and droplet activation. The following discussion demonstrates the
applicability of the equilibrium theory described above to the non-equilibrium equations
underpinning cloud activation theory.
Droplet activation theory is expressed by the equations relating energy and mass flux
between the droplet and the ambient atmosphere. The time-rate of change of temperature
is given by the energy balance,
mpcw
dTp
dt
= Φ− 2pik′airDp (Tp − Ta) + ∆H
dmp
dt
(6.18)
The term on the left is the rate of change of internal particle energy, where mp is the
particle mass and cw is the heat capacity of water (J kg
−1 K−1). The terms on the right
side of (6.18) are, respectively, the radiative heating from equation (6.1), the conductive
heat loss from equations (6.2) and (6.3), and the condensational heat gain, where changes in
mass are assumed to be solely due to condensation/evaporation. Note that in steady state,
mp and Tp are constant in time, and equation (6.18) reduces to (6.4). Scaling arguments
can be used to show that the heat content term plays a minor role in the energy balance.
Thus the temperature difference ∆T = Tp−Ta can be obtained in terms of the equilibrium
temperature difference from (6.4), (hereafter ∆Teq) plus the effect of condensational heating,
∆Tcon,
∆T =
Φ+∆H
dmp
dt
2piDpk
′
air
= ∆Teq +∆Tcon (6.19)
The time rate of change of particle mass is governed by diffusion of water vapor to/from
the droplet surface, which is conventionally expressed as proportional to the difference in
water vapor concentration between the droplet and the ambient [143]. Thus, the mass flux
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Figure 6.9: (a)-(c) CCN spectrum calculated from size distributions assuming each particle
is either pure sulfate, 10% BC by dry mass, or 50% BC. Cases (a)-(b) are calculated from
[160] size distributions, case (c) from INDOEX. Effects of BC seen in (a)-(c) are partially
due to the solute effect (see Figure 6.6.) (d)-(f) BC heating effect on CCN spectrum.
The percent perturbation in CCN spectrum between nighttime (no heating) and daytime
(heating) corresponding to (a)-(c), respectively, are shown as a function of supersaturation
for both the 10% BC and 50% BC cases.
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in the presence of a small temperature gradient is
dmp
dt
= ρw
pi
2
D2p
dDp
dt
= 2piDp
D
′
v
RTa
[
pw,a − Ta
Tp
pw(Tp, Dp)
]
(6.20)
where pw,a is the ambient vapor pressure, and D
′
v is the diffusivity of water vapor in air
corrected for noncontinuum effects and the mass accommodation coefficient. For the steady-
state case, (6.20) prescribes zero net vapor concentration gradient. The equations for the
equilibrium Ko¨hler curve in the presence of radiative heating, (6.6)-(6.8), when combined
with (6.20) yield,
Dp
dDp
dt
=
4MwD
′
v
ρw
p◦(Ta)
RTa

Sa − SpTa exp
(
∆HMw
RT 2a
∆Tcon
)
Ta +∆Tcon

 (6.21)
where Sa is the ambient saturation and Sp is the particle equilibrium saturation. The
term to the right of Sp is due to modification of particle saturation due to condensational
heating. Because ∆Tcon is proportional to droplet growth rate (6.19) and ∆Tcon ¿ Ta , we
have (after some algebra),
Dp
dDp
dt
=
Sa − Sp
ρwRTa
4p◦(Ta)D
′
vMw
+ ∆Hρw
4k
′
aTa
(
∆HMw
RTa
− 1
) (6.22)
Equation (6.22) is identical to the growth equation in the absence of radiative heating
[143]. The radiative effect is contained within the modified equilibrium particle saturation,
Sp, defined in (6.8), subject to the simplifications quantified in Table 6.1. Thus, the effects
of radiative heating on droplet growth rate can be implemented using the modified Ko¨hler
curve, obviating the need to explicitly calculate the time-dependent droplet temperature
perturbation.
6.6 Conclusion
In this study we have examined the effect of the radiative heating of black carbon (BC)
on the critical supersaturation spectrum of internally mixed aerosol. Radiative heating
raises the critical supersaturation of BC-containing CCN, thus reducing the number of
particles available for activation at a given maximum supersaturation. The effect is found
to be strongest for large aerosol particles with high BC mass fractions. For a 10% BC dry
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mass fraction at all aerosol sizes, over several aerosol size distributions considered, only
about a 1% reduction in CCN is predicted at 0.03% critical supersaturation. At a critical
supersaturation of 0.01%, the reduction in CCN can be nearly 10%. This equilibrium
heating effect is expected to be most important for clouds formed at low cooling rates (e.g.,
stratus clouds and radiative fogs). Although we did not consider the case of contrails or high
altitude stratiform clouds here, we can speculate that the heating effect may be important
in their formation due to high observed BC fractions [126], low thermal diffusivity, and high
actinic fluxes. Perturbations to the supersaturation spectrum are known to have highly
nonlinear effects on the resulting cloud drop concentration, and hence indirect radiative
forcing [121]. To assess the impact of black carbon radiative heating on cloud albedo, [116]
incorporate radiative heating into a detailed cloud parcel model that explicitly accounts for
the complex processes linking cloud albedo to the aerosol on which the cloud forms.
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Chapter 7
Black carbon radiative heating
effects on cloud microphysics and
implications for aerosol indirect
forcing: 2. Cloud microphysics
Note: This chapter appeared as reference [116].
7.1 Abstract
This work examines the effect of black carbon (BC) radiative heating on cloud droplet
formation. Changes in cloud droplet concentration and cloud albedo due to the presence of
black carbon are computed for different cases of aerosol size distributions, meteorological
conditions, BC mixing state, and aerosol composition. We examine the effect of three
new mechanisms (that result from BC heating) that can affect cloud droplet number and
lifetime. Two of these mechanisms act to increase cloud droplet number or lifetime: i)
the ability of BC to decrease the collection efficiency of giant CCN, and, ii) the delayed
growth of low Sc CCN that allow higher Sc CCN to form droplets. These two mechanisms
complement each other in terms of increasing cloud droplet number, since it is shown that
the former is most efficient at strong updrafts, and the latter at low updraft velocities. A
third mechanism identified, gas-phase heating (which is different from the so-called “semi-
direct effect”) in our simulations acts to decrease LWC, and thus albedo; however the
droplet number concentration does not change significantly due to dynamic readjustments
in cloud supersaturation. The simulations indicate that the mixing state of BC with the
CCN population can have an important influence on the effect of BC heating on the droplet
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population. Although additional work is necessary to fully assess the effects of BC heating
on cloud microphysics and climate, this work shows that these effects are more complex
than currently thought.
7.2 Introduction
Black carbon (BC) has important effects on climate, owing to its ability to absorb
incoming shortwave radiation. Heating of air masses containing BC is predicted to lead to
changes in large-scale atmospheric circulation [61]. On smaller scales, heated air masses can
also exhibit increased static stability, reducing convective activity and cloud coverage [6].
[102] studied the competition between BC warming and sulfate indirect aerosol cooling and
concluded that sulfate cooling prevails globally. The authors note that their simulations
likely underestimate BC effects, since they neglected the enhancement of BC absorption
when included within cloud droplets [25, 48].
Heat released by BC included within the CCN populations can also hinder their ability
to activate; the energy absorbed acts to increase the droplet temperature and the critical
supersaturation ([28], hereafter referred to as“Part 1”). The change in cloud condensation
nucleus (CCN) activation spectrum from this heating was studied in Part 1; a reduction in
CCN concentration between 1 and 10% (depending on the cloud parcel maximum supersat-
uration and the CCN BC mass fraction) is seen when compared to the same CCN without
heating present.
For typical atmospheric conditions, the reduction in CCN from BC heating is expected to
be on the order of a few percent. Although these changes are minor, numerous microphysical
(and previously unaccounted) mechanisms arise that can magnify the effect on the droplet
population. One of the reasons for this is that BC heating selectively affects CCN with a
low critical supersaturation, Sc. Although these particles would eventually form droplets
in typical cloud updrafts, their transformation is delayed compared to the rest of the CCN
population; this delay allows water vapor, which would otherwise condense on these larger
CCN, to condense on aerosol of higher Sc. Second, the energy released from the radiative
heating will conduct into the gas phase, affecting parcel temperature and supersaturation.
Finally, additional dynamical adjustments in the cloud supersaturation (because of the
change in droplet number and cooling rate) can further change the supersaturation profile
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that develops in the cloud. Depending on the dominant mechanism, BC heating can either
decrease or increase the droplet concentration throughout the cloud column.
Droplet number concentration can also be affected by another mechanism previously
unaccounted for: by decreasing the efficiency of Giant Cloud Condensation Nuclei (GCCN,
here defined as particles that have a diameter larger than 5 µm) in initiating the formation
of drizzle. It is well known that GCCN can form haze drops that are large enough to initiate
drizzle formation. Usually, the size needed to be attained to initiate drizzle is about 38-40
µm diameter [38]. When BC is present in these particles, their growth can be slowed down
enough to decrease their size and ability to form drizzle. If this happens, the cloud droplet
number concentration would increase (when compared to a non-heated cloud, where drizzle
has formed), potentially leading to a more reflective and persistent cloud.
If all these aerosol-cloud interactions are important, then knowledge of the total BC
heating rate (an approach used in previous studies) is not sufficient to fully characterize
BC effects on climate; additional information regarding the size distribution and mixing
state of BC (within the CCN population) and the influence on cloud droplet concentration
is necessary.
We estimate here the potential climatic significance of the BC-cloud microphysical mech-
anisms previously identified. A cloud parcel model with explicit microphysics, modified to
account for the effects of radiative absorption on the gas-phase and droplet energy balance,
is used to simulate the growth of CCN to form cloud droplets. Simulations are carried out
for a suite of conditions representative of regions with varying degrees of anthropogenic
influence and aerosol mixing state so that the importance of each mechanism (including
those that tend to increase cloud drop number and albedo) is explored. In assessing the
effect of radiative heating on the ability of giant CCN to initiate precipitation we also use
a parcel model coupled with Lagrangian trajectories derived from an LES simulation of a
stratocumulus cloud.
7.3 Effects of BC heating on cloud microphysics
Here we discuss in depth the various mechanisms that were briefly touched upon in the
introduction. Since all the mechanisms studied in this work result from BC warming, the
term “positive feedback,” is used to characterize a mechanism that tends to further warm
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the climate system (usually because of a decrease in cloud droplet number), while “negative
feedback” is used for characterizing cooling mechanisms (usually because of an increase in
cloud droplet number).
7.3.1 Extended Ko¨hler theory
It has been shown (Part 1) that in addition to providing insoluble material, BC can
heat up a droplet sufficiently to change its CCN activation characteristics. This effect can
be expressed in terms of a modified Ko¨hler equation for the equilibrium saturation ratio,
Seq,
Seq = exp
[
A (1 + γa)
Dp
− B
D3p − d3u
]
(7.1)
γa =
ρw∆HvΦ
8σpik
′
aT
is the “heating parameter,” where ∆Hv latent heat of condensation of water,
Φ is the heating rate per particle, ρw density of water, σ water surface tension, T is the
droplet temperature and k
′
a is the thermal conductivity of air. Furthermore, Dp is the
wet diameter, du is the diameter of the insoluble core, and A =
4Mwσ
RTρw
, B = 6nsMwpiρw , are
standard Ko¨hler theory parameters, with Mw being the molecular weight of water, R is the
universal gas constant, and ns is the number of moles of ions in solution. Φ is sensitive to
the radiation field, the mass of black carbon in the droplet, and the diameter of the droplet.
Generally Φ increases with increased BC mass, although the rate of increase is a complex
function of the size and geometry of the BC inclusion and the droplet. Part 1 provides a
detailed discussion of this dependence for the simple case of a spherical BC inclusion at the
center of the droplet under cloud-free skies. The uncertainty in Φ associated with these
simplifications is generally within 50%.
Radiative heating changes the Ko¨hler curve by multiplying the Kelvin term A/Dp with
a factor of (1 + γa). This tends to increase the critical supersaturation, Sc, of CCN (because
γa > 0) and implies that fewer CCN will tend to activate (under constant ambient super-
saturation) than in the absence of heating. Thus, this effect represents a positive feedback
since the decreased droplet concentration would lead to less reflective clouds and diminish
their cooling effect. This implicitly assumes that supersaturation and liquid water profiles
within a cloud do not change, whether radiative heating is present or not. Dynamical ad-
justments and gas-phase heating can change parcel supersaturation profiles between heated
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and non-heated CCN; these effects have to be considered for a comprehensive assessment
of BC on droplet number.
7.3.2 Dynamical adjustments in cloud supersaturation
Dynamical adjustments are seen in cloud supersaturation whenever the CCN population
changes. In the case of BC heating, the lower critical supersaturation portion of the “CCN
spectrum” (defined as the number of CCN that can activate as a function of supersaturation)
shifts towards higher Sc; this physically means that the rate of water absorption in the early
stages of cloud formation is decreased (since fewer particles activate). As a result, the parcel
Smax increases accordingly, until enough droplets form to consume the available water vapor.
This response in parcel supersaturation acts to restore the original cloud droplet number.
Dynamical adjustments in parcel supersaturation can lead to non-monotonic activation
behavior. For example, when seasalt and sulfate compete as CCN, under certain conditions
the presence of additional CCN can lead to a decrease (as opposed to an increase) in droplet
number [57, 147]. In the case of radiative heating, the opposite may happen: by selectively
inhibiting low Sc particles from scavenging water vapor (which has been shown in Part 1
to be the main effect of BC heating on droplet thermodynamics), particles of higher Sc,
which are less susceptible to kinetic limitations [117] and more numerous, may compensate
for the initial loss in droplets.
7.3.3 Gas-phase heating
Heat released from the particles to the gas phase has an influence on parcel supersat-
uration, because the effective parcel cooling rate is decreased. This tends to decrease the
cloud maximum supersaturation, Smax, and fewer CCN will tend to activate. The result is
lower droplet concentrations and liquid water, and with it, decreased cloud optical depth
and albedo. This means that gas-phase heating can have a positive climate feedback, i.e.,
additional warming, from decreased cloud coverage and albedo. This type of feedback is
different from the “semi-direct” mechanism proposed by [61], because it reflects the effect
of gas-phase warming on parcel supersaturation and cloud droplet number, not on static
stability and the consequences thereof.
It should be noted that the previous discussion assumes the CCN spectrum between
heated and non-heated parcels remains the same. This is not true if the BC is contained
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within the CCN; in this case, the nonlinear interplay between droplet number, cloud super-
saturation and liquid water need to be considered. The knowledge of ambient meteorological
conditions and CCN spectrum may not be sufficient to fully describe droplet formation. It is
possible that two identical CCN spectra, one corresponding to pure salt and one composed
of a mixture of salt and BC, still produce different droplet concentrations for identical me-
teorology (because gas-phase heating in the second population lowers the Smax compared
to the first aerosol). This is an important point; traditional thinking holds that identical
CCN spectra yield the same droplet concentrations for given ambient conditions.
Gas-phase heating effects can be important even for negligible changes in the CCN
spectrum. Cases where this will happen are: i) if the absorptive species are located primarily
in the smaller CCN (so that γa for each droplet becomes negligible), ii) if the absorptive
species are externally mixed in the CCN population, or, iii) if the parcel Smax is outside
the region of influence of radiative absorption on the CCN (i.e., is not on the “lower end”
of the spectrum), but the BC heating rate is comparable to the parcel cooling rate.
Heating of the gas phase can be important without appreciable changes in the CCN
spectrum, but the reverse is not seen; important gas-phase heating is always present when
the number of CCN are influenced by BC inclusions. This can be illustrated by the following
order of magnitude calculation. It was shown in Part 1 that a heating parameter γa ≈ 0.1,
or a heating rate of order 10−9 W per particle, is required for a droplet to experience
appreciable changes in its Sc. Assuming γa = 0.1 and that radiative heating affects 10 drops
cm−3 (which is a few percent of the total droplet concentration for polluted conditions) and
that BC is contained only in these 10 drops, a total heating rate of 10−5 K s−1 is computed
(assuming cp,air = 10
3 J kg−1 K−1, and ρair = 1 kg m
−3 ). An updraft of 10−2 m s−1,
following a moist adiabat of−5.8×10−3 Km−1 (which corresponds to 1000 mbar and 273 K),
produces a cooling rate of −5.8 × 10−5K s−1. We observe that the BC heating rate and
the updraft cooling rates are of the same order, meaning that the parcel (in this example)
experiences a nontrivial decrease in cooling rate. As a result, parcel supersaturation, being
a strong function of cooling rate, will also drop. Thus, even for conditions where gas-
phase heating is minimum and droplet number is maximum, gas-phase heating cannot be
neglected. In reality, particles containing BC can reside in the interstitial aerosol, further
increasing the heating rate.
An important issue is the resulting effect of gas-phase heating on the cloud dynamics.
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An immediate effect of the released heat is to increase the buoyancy of the cloud parcel; this
would tend to accelerate the cloud parcel, and effectively lead to additional activation of
cloud droplets. The former effect is another negative feedback, since the additional activated
CCN can enhance cloud albedo. This is an effect relevant for activation timescales (∼ 1
min), as for longer timescales, radiative heating tends to destabilize the stratocumulus cloud
layer by decreasing the efficiency of radiative cooling at the top of the cloud layer [6, 7]. All
these effects can be adequately addressed only with a full cloud resolving model, so, for the
purposes of this study, we decouple the feedback of BC heating on parcel dynamics with
the intent of addressing these issues in the future.
7.3.4 Effect of aerosol mixing state and composition on heating effects
A consequence of the gas phase-droplet energy coupling is that the mixing state of
the BC within the CCN population may play an important role in the overall effects of
BC heating on cloud microphysics. This is embodied in the following question: “If the
BC is assumed to heat only the gas phase, without perturbing the CCN spectrum (i.e.,
an externally mixed BC population), how would the resulting cloud compare, in terms of
droplet number and aerosol optical properties, to that when the BC is internally mixed
in the CCN population?” In lieu of the feedback mechanisms, it becomes unclear which
mixing state would produce fewer drops and liquid water content (LWC).
7.3.5 Effect of heating on GCCN
While black carbon is normally associated with particles of submicron size, an interest-
ing, and unrecognized, effect of BC absorption on the growth of GCCN arises if absorbing
material is present in such particles: by changing the behavior of giant CCN (GCCN), de-
fined as particles with a dry diameter larger than 5 µm. Numerous studies (e.g., [38]) have
investigated the catalytic role of GCCN in initiating precipitation. For situations in which
absorbing material is present in large enough quantities, radiative heating can delay their
growth; if this happens, the number of collector drops will decrease, and the probability for
drizzle formation is reduced. In contrast to the radiative heating effects on the gas phase
and CCN spectrum, the effect on giant CCN constitutes a (counter-intuitive) negative cli-
mate feedback, i.e., this mechanism of BC heating would tend to increase the lifetime of
clouds, and thus enhance their cooling effect.
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7.4 Effects of BC heating on cloud droplet number
7.4.1 Cloud parcel and albedo models
To address all of the heating effects quantitatively, we simulate cloud albedo and droplet
number concentration using an adiabatic cloud parcel model with explicit aerosol micro-
physics. The model of [117] is used, with two modifications. First, Equation (7.1) is used
for computing Seq in the droplet growth rates, and second, the energy released by BC ab-
sorption is included in the gas-phase (parcel) energy balance. γa is computed online, from
the BC content and droplet diameter.
Cloud albedo, Rc, is estimated based on the two-stream approximation of a non-absorbing,
horizontally homogeneous cloud [94],
Rc =
τ
τ + 7.7
(7.2)
where τ is the optical depth, computed from the liquid water and effective radius profiles in
the cloud. The effective radius is computed as the ratio of the third over the second moment
of the droplet size distribution. Equation (7.2) neglects the reduction in single-scattering
albedo from the presence of BC in the cloud, so that albedo changes are only a result of
changes in effective radius and liquid water content.
The optical depth and albedo calculations we present here are not intended to be used
for prognostic purposes, but only to diagnose the sensitivity of droplet nucleation and con-
densational growth to changes in the CCN population from the radiative heating. For this
purpose, the use of Equation (7.2) should suffice. Expressing changes in terms of changes
in effective radius and albedo gives a physically based measure of the importance of heating
effects. This is important because albedo is sensitive not only to droplet concentrations,
but also to changes in the LWC (which is important when the gas phase is heated). An
analysis using effective radii and droplet concentrations cannot capture this dimension.
7.4.2 Aerosol distributions and simulation scenarios considered
It was shown in Part 1 that the CCN spectrum for pristine conditions is not significantly
affected by heating; therefore, we focus primarily on aerosol representative of polluted air
masses. The urban aerosol size distribution of [160] is used (Table 7.1), with an aerosol
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assumed to be composed of BC (or insoluble material) and (NH4)2SO4. Updraft velocities
of 0.10, 0.25, and 0.50 m s−1 are examined. An emphasis is given to low values, since the
BC heating effects are most prominent at low updraft (or cooling) rates. The initial parcel
temperature, pressure, and relative humidity are 298K, 800 mbar, and 96% respectively. BC
warming is assumed to begin from cloud base, i.e., the parcel does not experience heating
until it reaches saturation. In reality, the parcel containing BC will experience heating even
before it becomes saturated, and thus, will differ from the non-heated parcel. We chose to
neglect this in order to have consistent LWC fields, and initial aerosol sizes at cloud base.
We do not consider the vertical variation of actinic flux with cloud height. The heating
rates Φ are computed using the procedure presented in Part 1.
Table 7.1: Aerosol distribution parameters (geometric radius rg,i in µm, number concentra-
tion Ni in cm
−3) [160]
Aerosol type Nuclei Mode Accumulation Mode Coarse Mode
rg,1 σ1 N1 rg,2 σ2 N2 rg,3 σ3 N3
Marine 0.005 1.6 340 0.035 2.0 60 0.31 2.7 3.1
Urban 0.007 1.8 106000 0.027 2.16 32000 0.43 2.21 5.4
Four heating “scenarios” are considered in the parcel simulations. The first is a sim-
ulation in the absence of radiative heating altogether (“NoHeat” scenario). In this case,
the black carbon core acts solely as an insoluble inclusion. The second scenario assumes
radiative heating to be present, but allows only for changes in the droplet thermodynamics
(“Drop” scenario); that is, the droplet attains the steady state temperature profile and
heats up, but no conduction of energy occurs into the gas phase. This scenario extends the
analysis of Part 1 to find the effect of BC droplet heating on cloud activation. The third
scenario represents a situation in which BC radiative heating influences only the gas phase.
This scenario, referred to as “External,” corresponds physically to a CCN population that
contains a non-BC insoluble core externally mixed with a BC population that produces a
total heating rate equal to that of the “Drop” scenario. Finally, a fourth scenario, named
“Internal,” represents the opposite situation where the black carbon is contained within the
CCN, and the heat generated from the radiative absorption is allowed to affect both the gas-
phase energy balance and the droplet thermodynamics. The four scenarios are illustrated
in Figure 7.1.
Evaluating these four scenarios gives a comprehensive picture of the effect of radiative
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“NoHeat” scenario:
BC acts as an insoluble core
“Drop” scenario:
BC heats drop only
Heat does not affect
surrounding gas phase
“External” scenario:
 BC does not heat droplet
 Energy from externally mixed
 BC affects gas phase
“Internal” scenario:
 BC heats droplet
 Energy dissipates to
 surrounding gas phase
drop BC core
External BC
Figure 7.1: Illustration of the BC heating scenarios considered in this study.
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heating on droplet formation. The total heating rate, when BC is present, is the same
among the scenarios, and the critical supersaturation spectra of the aerosol, in the absence
of radiative heating, are identical. Thus, differences in cloud droplet number and cloud
properties among the scenarios are due solely to the location of the heating and the feedbacks
allowed to exist.
7.5 Dynamical simulations
Aerosol heating effects are quantified by comparing cloud albedo and effective radius
between any two heating scenarios. The resulting difference, ∆Rc, in cloud albedo for a
cloud of the same depth is a direct measure of the change exerted on the optical properties
of a cloud.
Figures 7.2, 7.3 present typical parcel supersaturation, liquid water content and cloud
droplet profiles for the different heating scenarios. The updraft velocity in these simulations
is 0.25 m s−1, while the aerosol is assumed to be 50% BC (the large value of BC fraction
was selected so that the effects of heating on the parcel LWC and supersaturation are
clearly identified). As expected, the liquid water contents of the “NoHeat” and “Drop”
scenarios are the same (after cloud base is reached). This is because the in-cloud lapse
rates are identical, as a result of the gas-phase energy balance being identical in these two
cases. Similarly, the liquid water content profiles of the “External” and “Internal” scenarios
are similar, but differ from the “NoHeat” scenario. The cloud maximum supersaturation
varies by 10% for the different heating scenarios when compared to the “NoHeat” scenario
(Smax = 0.0660%); supersaturation increases in the “Drop” scenario (Smax= 0.0695%), and
decreases for the “External” (Smax= 0.0630%) and “Internal” (Smax= 0.065%) scenarios.
These supersaturations are within the range of reported values for polluted stratocumulus
clouds and fogs [69, 70]. The changes in Smax may appear small, but are sufficient to
reflect important changes in particle growth kinetics between the scenarios (Figure 7.3); the
“Drop” scenario responds the quickest to form droplets, due to the accelerated response of
higher Sc CCN. The “NoHeat” scenario responds almost as fast, while the “Internal” and
“External” scenarios take longer to form droplets. The “Internal” scenario, for the same
reasons as “Drop” forms droplets more quickly than “External,” which even at 125 m cloud
depth has not formed all of its droplets. The Smax values for these simulations correlate
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Figure 7.2: Parcel liquid water content (a) and supersaturation (b) profiles for four different
radiative heating scenarios. Updraft velocity is 0.25 m s−1 and BC content is 50%.
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Figure 7.3: Parcel droplet activation ratio for the simulations of Figure 7.2.
well with the droplet activation behavior shown in Figure 7.3.
Table 7.2: Effective radius (at 140 m cloud depth) and maximum supersaturation (%) for
the parcel simulations in Figures 7.4 and 7.5
Simulation reff , 10% BC reff , 20% BC Smax, 10% BC Smax, 20% BC
External 5.17 5.20 3.00 × 10−2 3.12 × 10−2
Internal 5.15 5.26 3.05 × 10−2 3.17 × 10−2
Drop 5.21 5.33 3.12 × 10−2 3.35 × 10−2
NoHeat 5.24 5.36 3.08 × 10−2 3.27 × 10−2
We now examine lower BC fractions, which are within atmospheric observations. Fig-
ures 7.4 and 7.5 show the liquid water content, and the albedo difference between heating
scenarios, as a function of cloud depth. The BC mass fraction is 0.1 and 0.2, and the updraft
velocity is assumed to be 0.1 m s−1. The presence of radiative heating has an important
effect on cloud properties. This can be seen in the values of effective radius and Smax (Ta-
ble 7.2). The “Drop” effective radius is slightly smaller than for “NoHeat” in the initial
stages of the cloud; dynamic adjustment mechanism in cloud supersaturation, which tends
to form slightly more droplets in the “Drop” scenario. As a result, the “Drop” scenario
leads to slightly higher optical depths and albedo. The situation is quite different for the
“External” scenario, where differences in albedo with “NoHeat” can be explained from the
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Figure 7.4: Liquid water content between heating scenarios as a function of cloud depth.
The BC mass fraction is (a) 0.1, and (b) 0.2. The updraft velocity is assumed to be 0.1 m
s−1.
126
reduced parcel LWC in the former scenario (even though the effective radius is smaller than
in the “NoHeat” scenario). The maximum albedo difference between the two scenarios is
0.009 for 10% BC and 0.024 for 10% BC, at a cloud depth of 150 m. The albedo difference
for the “Internal” and “External” scenarios looks similar. The “Internal” scenario however
exhibits the smallest albedo difference; given their identical LWC, the difference arises from
changes in effective radius (which is a result of the different timescales of droplet formation).
Smax varies between 4 and 5%, while effective radius varies between 2 and 4 %.
Simulations for other updrafts indicate that, whenever the heating rate is non-negligible
(compared to the adiabatic cooling rate), an effect is seen on cloud properties. The mag-
nitudes of each feedback of course vary, but both positive and negative feedbacks are seen.
What also can be seen in the Figure 7.5 is that the mixing state of the black carbon can have
an important effect on the cloud optical properties. As the LWC between the “Internal” and
“External” scenarios are the same, this difference is due to the dynamical readjustments
in parcel supersaturation. Furthermore, the simulations indicate that the assumption of
externally mixed BC with the CCN population would tend to maximize the effects of BC
heating. We should note that we have assumed the same gas-phase heating rate from the
BC, regardless of its mixing state within the CCN population. In reality, externally mixed
BC would heat the parcel less efficiently [25, 48]; the difference between mixing states may
therefore be smaller, but qualitatively unchanged.
7.6 Radiative heating and giant CCN
It can be shown that, based on its effect on critical supersaturations, BC does not
increase the Sc of GCCN enough to inhibit their strict activation for supersaturation typ-
ically found in clouds. However, the critical radius of GCCN is too large (hundreds of
µm or larger) to be attained in clouds through the mechanism of diffusional growth, and
GCCN can effectively initiate precipitation at much smaller sizes that its critical diameter.
Therefore, it is necessary to study the kinetics of GCCN growth in order to get a more
comprehensive picture of the sizes these particles attain in clouds.
Two approaches are used in order to study the growth of GCCN. In the first approach,
we use simple adiabatic cloud parcel theory to assess the time needed for GCCN to grow
to a large enough size to effectively initiate drizzle formation. This approach allows us to
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systematically explore parametric space and determine the conditions of updraft velocity
and particle size for which BC heating effects are expected to become important. The
simulations are carried on by exposing a BC-containing particle to supersaturation profiles
computed with the adiabatic cloud parcel model. The lognormal distributions by [160],
which are used in our simulations, include nucleation, accumulation, and coarse modes.
The presence of a coarse mode ensures that we include the effect of GCCN on parcel
supersaturation, which can be important [57]. BC is included only in one particle, while the
rest of the CCN are assumed to be composed of (NH4)2SO4. The BC-containing particle is
initially assumed to be dry and then allowed to grow as the supersaturation profile develops;
the GCCN is assumed to follow the parcel without dropping out. The portion of cloud for
which these GCCN are smaller than the threshold size of 40 µm diameter (larger particles
have a high collection efficiency and for ambient concentrations can initiate precipitation)
are examined with and without radiative heating. Collision and coalescence processes are
not considered in these simulations. Furthermore, we assume that ventilation effects are
not important, so that the transfer of heat from the droplet to the gas phase is primarily
from conduction. This assumption holds reasonably well up to 50 µm in diameter [148].
Although useful, the adiabatic parcel simulations reflect idealized cloud parcels. A
second approach is therefore necessary, to verify that the insight obtained from simple
parcel theory can also be applied to a more realistic description of GCCN growth in clouds.
This is realized by adopting the Trajectory Ensemble Model (TEM) of [150], in which a
set of 500 trajectories derived from a Large Eddy Simulation (LES) of a non-precipitating
marine stratocumulus deck is used to “drive” a non-adiabatic parcel model and compute
supersaturation profiles. GCCN are exposed to the supersaturation profiles (using the same
procedure as in the adiabatic parcel profile simulations) and are allowed to grow with and
without radiative heating present. Horizontal and temporal (one-hour) ensemble averages
are then computed for the GCCN size throughout the cloud column. The portion of cloud
for which GCCN are smaller than the threshold size (40 µm wet diameter) is examined with
and without radiative heating.
A typical stratocumulus cloud was selected for the TEM. This cloud has an average
liquid water content of about 0.3 g kg−1, while the average vertical velocity (updrafts and
downdrafts), average and maximum updraft velocity of the stratocumulus cloud are shown
in Figure 7.6, as a function of height. This cloud selected is both well developed and
129
0
100
200
300
400
500
600
700
800
0.0 0.5 1.0 1.5
Updraft velocity (m/s)
H
e
ig
h
t 
(m
)
10um dr y
Cloud base
Maximum updraft
Average updraft
Average vertical velocity (updraft + downdraft)
Velocity (m s -1)
H
e
ig
h
t 
(m
)
Cloud top
Figure 7.6: Vertical profiles of average vertical velocity (updrafts and downdrafts), average
and maximum updraft velocity for the stratocumulus cloud trajectories used in this study.
energetic enough to ensure that the GCCN will remain in the cloud. Two types of CCN
are used to compute the supersaturation trajectories: one representing pristine (marine size
distribution of [160]) and one representing polluted conditions (urban size distribution of
[160]). The aerosol is assumed to be composed of (NH4)2SO4.
Figure 7.7 shows the growth of GCCN throughout an adiabatic cloud column that
experiences an updraft of 0.25 m s−1 (the “NoHeat” scenario of the previous section is used
to generate the supersaturation profile). The composition of the BC-containing GCCN is
assumed to be 10% (NH4)2SO4, 0-20% BC, the remaining mass being insoluble material.
The rest of the CCN are composed of pure (NH4)2SO4. The particle dry diameter is allowed
to vary between 5 and 10 µm. GCCN that contain BC are assumed to experience radiative
heating, so that a particle with 0% BC has the same amount of insoluble material as one
with 10% BC, but experiences no heating. By examination of the growth curves we can see
that the GCCN that contain BC and have a dry size of 5 µm practically never grow beyond
40 µm in size; without BC, the same particles would easily exceed 40 µm. As expected,
a larger BC content tends to decrease the growth rate of the droplet. Therefore, particles
of 5 µm dry diameter containing BC are effectively inhibited from reaching a size that is
generally considered necessary for initiating precipitation. Even for particles that have a
dry diameter of 10 µm, the presence of BC can substantially reduce their ultimate size
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Figure 7.7: Growth of GCCN throughout a cloud column that experiences an updraft of 0.25
m s−1 (the “NoHeat” scenario of the previous section is used to generate the supersaturation
profile). The composition of these particles is assumed to be 10% (NH4)2SO4, 0-20% BC
(the rest is dust). Curves are shown for particles with dry diameter of 5 and 10 µm. The
dashed line represents the threshold size above which the collection efficiency of the droplets
is assumed to become large.
(43-46 µm with BC vs. 50 µm without BC), although still large enough to act as collector
drops.
The behavior seen in Figure 7.7 is also seen for larger updraft velocities. Figure 7.8
shows the growth of GCCN throughout a cloud column that experiences an updraft of 0.5
m s−1 (the “NoHeat” scenario of the previous section is used to generate the supersaturation
profile), with the same GCCN as in Figure 7.7. Compared to Figure 7.7, particles grow to
smaller sizes. This is because in stronger updrafts, droplets have less time for condensational
growth. Therefore, the presence of BC is even more effective in prohibiting drizzle formation,
since less BC per particle is necessary to keep the droplet below the threshold size. Given
these results, one would expect to see that a further increase in updraft velocity would
render GCCN even more susceptible to BC inclusions. Indeed, simulations performed for
updrafts velocities of 0.5 and 1.0 m s−1 (not shown) confirm this.
An interesting feature of the GCCN growth curves is illustrated in Figure 7.9, which
shows the normalized droplet sizes of the heated GCCN with respect to their unheated
size, for the curves in Figure 7.8. The figure suggests that the size difference between a
heated and non-heated GCCN increases as the particle traverses the cloud column. This is
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an important feature; this means that heated drops will always be smaller than unheated
drops, and that this size difference will become larger with time. As the updraft velocity
increases, the normalized ratio decreases, which means that the size difference becomes
larger. Another striking feature is that the normalized droplet size curves of the same BC
content seem to collapse onto each other. This implies that particles, regardless of their dry
size (and critical supersaturation), experience approximately the same (relative) decrease
in their size.
One might suspect that the behavior illustrated in Figure 7.9 is a consequence of the
supersaturation profile (and hence the driving force for particle growth) that decreases as
the cloud drops rise further up in the cloud column. This is not true. We will demonstrate
this behavior is not unique to adiabatic parcels with smooth supersaturation profiles, but
can be expected for any randomly fluctuating positive supersaturation environment (such
as that existing in real clouds). Starting from Equation 7.1, we can relate the equilibrium
saturation ratio of a GCCN that experiences radiative heating, Sweq, to the equilibrium
saturation ratio of a GCCN that does not experience radiative heating, Swoeq :
Sweq = S
wo
eq +
Aγa
Dp
(7.3)
The rate of growth for the GCCN particle with radiative heating is [117] :
dD2p,w
dt
= 2G(S − Sweq) (7.4)
where G is a function of T ,P and S is the parcel saturation ratio. Substituting Equation
7.3 into 7.4, and given that the rate of growth of the GCCN in the absence of radiative
heating,
dD2p,wo
dt = 2G(S − Swoeq ), we obtain
dD2p,w
dt
=
dD2p,wo
dt
− 2GAγa
Dp,w
(7.5)
Assuming that (Dp,w + Dp,wo) ≈ 2Dp,w and defining the quantity ∆Dp = Dp,w − Dp,wo,
Equation 7.5 becomes
d∆Dp
dt
= −
(
2GAγa + 2Gs∆Dp
D2p,w
)
(7.6)
where s is the parcel supersaturation, S − 1. Given that Sweq ≈ 1, then S − Sweq ≈ s, and
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Equation 7.4 can be integrated over the supersaturation history to give the GCCN diameter
at any time:
D2p = d
2
p + 2G
∫ t
0
s(τ)dτ (7.7)
where dp is the dry diameter of the GCCN (we assume the particle to be dry at t=0).
Substituting Equation 7.7 into 7.6 gives
d∆Dp
dt
= −

 Aγa + s∆Dp
d2p
2G +
∫ t
0 s(τ)dτ

 (7.8)
Equation 7.8 expresses the rate of change of ∆Dp (which is the difference in size of a GCCN
for when it experiences radiative heating and when it does not, for identical supersaturation
history), as a function of the supersaturation history, γa and the dry diameter. Under the
condition of a supersaturated environment, the right-hand side of the equation is always
negative. This means that a GCCN that experiences heating will always be smaller than if
it were not heated. Furthermore, the magnitude of ∆Dp will grow continuously with time,
with a rate that depends on the specific cloud supersaturation history. Equation 7.8 also
explains the weak dependence of the size ratio in Figure 7.9 on the GCCN dry diameter:
for small exposure times, the absolute value of ∆Dp is small, while for long exposure times,
d2p
2G ¿
∫ t
0 s(τ)dτ , and so the denominator of the right-hand side will lose its dependence
on dp. Equation 7.8 also shows that γa (or % BC content) has a strong influence on the
magnitude of ∆Dp, which is also seen in Figure 7.9.
The TEM simulations confirm what was seen in the adiabatic parcel calculations, despite
the substantial differences between the two cloud models. Figure 7.10 shows the average size
of 5 µm (dry diameter) GCCN as predicted by the TEM for (a) pristine cloud conditions
and (b) polluted cloud conditions. The black dashed line indicates cloud base, while the
grey dashed line indicates the size beyond which a GCCN can effectively initiate drizzle
formation. One can observe the characteristic increase of the GCCN size for increasing
cloud depth, indicative of the larger residence times experienced by parcels that reach deep
into the cloud. The effect of radiative heating is significant: in the presence of BC, the size
of the GCCN is always smaller than 40 µm. Particularly interesting is that without the
presence of radiative heating, GCCN will exceed the threshold of 40 µm for the pristine
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cloud; this does not happen once BC is present in the particles. Another interesting feature
is that throughout the cloud column, the size ratios of GCCN with 10% BC to those with
0% BC is around 0.9, and the size ratio for particles with 20% to those with 0% BC is
around 0.85. The fact that these ratios remain almost constant throughout the cloud can
be explained from Equation 7.8: given that the supersaturation profiles do not change
between curves (because the same trajectories are used for GCCN of different BC content),
the ∆Dp will depend primarily on BC content.
When larger GCCN are used in the trajectories, similar behavior to Figure 7.10 is ob-
tained. This is illustrated in Figure 7.11, which is same as Figure 7.10, but for a GCCN dry
diameter of 10 µm. The effect of radiative heating is significant, although the decrease in
size is insufficient in pristine clouds to make the GCCN smaller than 40 µm. Another inter-
esting feature is that throughout the cloud column, the size ratios of GCCN with 10% BC
to 0% BC is between 0.88-0.9, and the size ratio for particles with 20% to 0% BC is around
0.85. The stability of the size ratios throughout the cloud can be explained, just like before,
from Equation 7.8. What is surprising is that the size ratios remain relatively constant
between the pristine and polluted clouds. Furthermore, the size ratios are consistent with
those ratios obtained from adiabatic parcel theory for a 0.25 m s−1 updraft (Figure 7.9),
which is the average vertical velocity for the updrafts (Figure 7.6). This suggests that per-
haps BC content primarily controls the size reduction of GCCN from BC heating, and to a
lesser degree, supersaturation history statistics.
7.7 Conclusions
The effect of radiative heating on cloud droplet number concentration and cloud optical
properties can be important for conditions characteristic of polluted, aged aerosol with a
significant fraction of black carbon (BC). The sign of the climatic feedback from BC effects
on cloud microphysics can be either positive or negative, rendering the overall BC influence
on climate even more complex than previously thought. Two effects of BC radiative heating
can increase cloud droplet concentration: i) the effect of BC on the ability to decrease
the collection efficiency of giant CCN, and, ii) the delayed growth of low Sc CCN that
permits CCN of higher Sc to form drops. These two mechanisms complement each other in
terms of increasing the cooling effect of clouds, since the former is most efficient at strong
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updrafts, and the latter at lower updraft velocities. The latter mechanism does not seem to
substantially increase cloud albedo on its own, but in conjunction with gas-phase heating,
can decrease the effects of heating. This means that the mixing state of the BC, i.e., whether
it is located in the interstitial aerosol, or included within the cloud droplets, can influence
the resulting cloud droplet population and optical properties. For the conditions studied
here, the change in cloud albedo relative to a cloud without radiative heating can be as large
as 0.025. The presence of radiative heating seems to decrease cloud albedo; the simulations
indicate that this is an effect of decreased LWC; droplet concentrations either remain the
same or increase.
The effect of gas-phase heating on the cloud dynamics still remains to be addressed.
An immediate effect of the released heat is to increase the buoyancy of the cloud parcel;
this would tend to accelerate the cloud parcel, and possibly lead to additional activation
of cloud droplets. The former effect is a negative feedback, since the additional activated
CCN can enhance cloud albedo. This is an effect relevant for activation timescales (∼ 1
min); for longer timescales however, radiative heating tends to destabilize the stratocumulus
cloud layer by decreasing the efficiency of radiative cooling at the top of the cloud layer
[6, 7]. An appropriate tool for addressing the importance of such feedbacks, is an LES
cloud simulation. The importance of these feedbacks on droplet number remains an open
question.
The effect of radiative heating on the ability of Giant Cloud Condensation Nuclei
(GCCN) to reach sizes that are generally considered necessary to initiate precipitation
is examined by assessing the effect of droplet growth kinetics on the size of GCCN using:
i) adiabatic parcel theory, and, ii) trajectories derived from a large eddy simulation of a
marine stratocumulus deck. It is shown through theoretical arguments and simulations
that radiative heating consistently decreases the size of GCCN, regardless of the GCCN dry
size and type of supersaturation profile to which the particle was exposed to. The simula-
tions also suggest that this size reduction can effectively reduce the probability of drizzle
formation for both polluted and pristine cloud conditions.
Incorporating the effect of BC on droplet activation in a global model is possible; one
needs to account for the gas-phase heating and changes in the CCN spectrum from BC
inclusions in a coupled manner. The former can be addressed using an “effective verti-
cal velocity” approach, such as that proposed in [56]; while the latter can be treated by
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appropriate modifications to a droplet activation parameterization (illustrated in Part 1).
However, this approach, apart from any inherent uncertainties, neglects any subsequent
effects on cloud dynamics that arise from the BC heating.
Assessing the global impact of BC on GCCN is not currently possible, although this
works suggests that the controlling factors that determine the relative size reduction from
BC heating are the BC content and average updraft velocity. The simulations further
indicate that simple adiabatic parcel theory can be used to assess the size reduction for the
average vertical velocity of the updrafts, although this is subject to further evaluation.
The simulations presented in this study comprehensively define the effects of BC absorp-
tion on cloud formation; however, more work is needed to provide a conclusive assessment.
This work does show, however, that effects of BC forcing on climate are more complex than
currently thought.
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Chapter 8
Parameterization of cloud droplet
formation in global climate models
Note: This chapter has been submitted to J.Geoph.Res.
8.1 Abstract
An aerosol activation parameterization has been developed, based on a generalized rep-
resentation of aerosol size and composition within the framework of an ascending adiabatic
parcel; this allows for parameterizing the activation of chemically complex aerosol with arbi-
trary size distribution and mixing state. The new parameterization introduces the concept
of “population splitting”, in which the CCN that form droplets are treated as two separate
populations: those which have a size close to their critical diameter, and those that do not.
Explicit consideration of kinetic limitations on droplet growth is introduced. Our treatment
of the activation process unravels much of its complexity. As a result of this, a substantial
number of conditions of droplet formation can be treated completely free of empirical infor-
mation or correlations; there are, however, some conditions of droplet activation for which
an empirically derived correlation is utilized. Predictions of the parameterization are com-
pared against extensive cloud parcel model simulations, for a variety of aerosol activation
conditions that cover a wide range of chemical variability and CCN concentrations. The
parameterization tracks the parcel model simulations closely and robustly. The parameter-
ization presented here is intended to allow for a comprehensive assessment of the aerosol
indirect effect in GCMs.
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8.2 Introduction
The most uncertain of all climate forcings is the aerosol indirect effect [76]. There are two
reasons for this. The first originates from the wide range of length scales involved in cloud-
aerosol interactions: from hundreds of kilometers (that of the largest cloud systems) down
to tens of meters (that of individual updrafts responsible for production of new drops). Sizes
of typical General Circulation Model (GCM) grid cells range from 4o × 5o to 2o × 2o. Such
grid sizes can resolve only the largest cloud systems. To estimate how aerosol perturbations
affect cloud properties from first principles, one needs to explicitly resolve processes that
take place down to the smallest scales of new droplet formation. Cloud-resolving large
eddy simulations can potentially address these smaller length scales, but the computational
burden associated with such simulations prohibits their use in climate models. The second
reason lies in the sheer complexity of aerosol-cloud interactions themselves.
The first attempts to relate cloud properties to aerosols in GCMs (e.g. [15, 84]) empir-
ically linked cloud droplet number concentration to a property available in a global aerosol
model, such as total aerosol sulfate mass (e.g. [15]), or total aerosol number (e.g. [60]). The
empirical relationship itself is subject to substantial uncertainty; aerosol-cloud interactions
are highly complex and cannot be represented by a simple correlation based on a single
aerosol property. This is illustrated by the [83] study, in which several different empirical
relationships yield estimates of the global annual average indirect forcing ranging between
-0.40 W m−2 and -1.78 W m−2. To address the deficiencies of purely empirical correlations,
first-principle approaches to predicting cloud droplet number have emerged (e.g., [58, 103]).
Calculation of cloud droplet number from first principles entails setting up a cloud
droplet number balance in each GCM grid cell,
dNd
dt
= Qactivation −Qevaporation −Qcollision +Qadvection + ... (8.1)
where Nd is the droplet number concentration, Qactivation is the droplet source from droplet
activation, Qevaporation is the loss from droplet evaporation, Qcollision is the loss from
collision-coalescence processes, and Qadvection is the net source of droplets advected from
adjacent grid cells (other processes can be present, particularly if the cloud contains ice or
is precipitating). Cloud droplet activation is a key process for the indirect effect, since it is
the direct microphysical aerosol-cloud link. Explicitly resolving each of these processes from
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first principles necessitate resolution on scales of tens of meters, since this is the smallest
scale for which aerosol droplet activation, and hence cloud formation, can take place. Such
resolutions are far beyond anything computationally feasible for GCMs. As a consequence,
a prognostic GCM estimate of the aerosol indirect effect must rely on parameterizations
of all such sub-grid processes. Implementation of explicit aerosol activation within a GCM
presupposes that the dynamics of cloud formation (particularly the probability distribu-
tion of updraft velocity or cooling rate below cloud), and the aerosol characteristics below
cloud are known. Such dynamical information is not readily available from a GCM, so it
must be obtained from a parameterization. The basic theory of aerosol activation is well
established, and many numerical models describing it have appeared in the literature (e.g.,
[77, 40, 127, 143, 117]); inclusion of numerical activation models is in itself computationally
challenging, so the activation process needs to be parameterized. Parameterization of the
subgrid cloud dynamics is not addressed in the current study.
In parameterizations of aerosol activation that have appeared in the literature over the
years, treatments of the aerosol size distribution and activation process differ. The first
parameterization appeared four decades ago (e.g. [154, 149]). Although providing elegant
solutions and simple expressions for the number of nucleated droplets, these approaches rely
on both simple aerosol size distributions (power law) and idealized expressions for droplet
condensation rate. As a result, systematic errors arise in their predictions, such as prediction
of droplet number that exceeds the total condensation nuclei. Other subsequent approaches
have adopted a functional relationship between number of CCN that activate at a given
supersaturation level (otherwise known as the “CCN spectrum”). [39] adopted a power law
to describe the CCN spectrum, although their approach can be extended to any functional
form. [26, 27] in their treatment assumed a generalized sigmoidal function. The abstraction
and detachment from assumptions regarding size distribution and chemical homogeneity
theoretically can allow any size distribution to be described through the generalized CCN
spectrum. Other parameterizations have used log-normal representations of aerosol size
distributions, and used Ko¨hler theory to compute the CCN spectrum (e.g., [56, 55, 3, 1]).
[2] propose an algorithm for use of their multiple log-normal population parameterization
[1] in sectional aerosol models. Their approach is to use an empirically prescribed value of
geometric dispersion, and treat each section as a separate mode. [21] parameterized sulfate
transfer to and production in preexisting particles by condensation of gas-phase sulfuric acid
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and aqueous oxidation of sulfur dioxide. The most sophisticated current aerosol activation
parameterizations still rely principally on empirical information obtained from detailed nu-
merical parcel simulations. To compute the number of activated droplets, [39] compute
the cloud maximum supersaturation from a nonlinear equation, which contains a param-
eter evaluated through multivariate regression of numerical adiabatic parcel calculations.
[3] and [1] calculate the maximum parcel supersaturation explicitly, by using a correlation
derived from regression of numerical parcel calculations. [91] assume a power law aerosol
size distribution to develop an analytical expression linking CCN number concentration to
parameters that are related to aerosol growth under subsaturated conditions.
To summarize, previous aerosol activation parameterizations assume one (or more) of
the following: i) specified aerosol size distributions (power law, log-normal), or prescribed
activation spectrum; ii) uniform chemical composition over particle size composed of only a
completely soluble and insoluble fraction; iii) a single aerosol population (that is, an inter-
nally mixed aerosol); and iv) instantaneous activation of CCN (absence of kinetic effects).
Any of these assumptions, under certain conditions, may not be satisfied, so application of
the parameterization may lead to bias. The aerosol may be chemically complex, the com-
position of which can vary considerably with size and may be externally mixed. Certain
aerosol chemical components can alter the activation behavior, in a manner which is not
easily introduced in parameterizations. For example, the presence of surface active species,
i.e., those that tend to lower the droplet surface tension, facilitate the activation of CCN
[36]. The amount of surface tension depression depends on the concentration of the dis-
solved organic (e.g. [145, 19]); since the concentration of dissolved species at the point of
activation varies considerably with CCN dry size, one cannot assume a uniform or average
change in surface tension throughout the CCN population. The resulting modified Ko¨hler
equation for such CCN cannot be solved explicitly for their critical supersaturation, sc. As
most extant parameterizations rely on an explicit link between sc and dry CCN diameter,
it is difficult to incorporate the implicit link surface-active species impose between sc (or
Dc) and the CCN dry size. Similar difficulties arise from the presence of slightly soluble
species [93], which can also exhibit surface-active behavior. Such “chemical” effects cannot
be neglected, as they can potentially constitute a large component of the aerosol indirect
effect [19, 114]. Also, with the emergence of global aerosol models that allow completely
general distributions of both size and composition [8], the stipulation of a prescribed dis-
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tribution may be overly constraining. For example, the constraint that the aerosol has to
follow a log-normal distribution has been shown to lead to discrepancies in droplet number
when applied in a 1-D climate model [166]. The generalized CCN spectrum approach of
[26, 27], when used in conjunction with a GCM simulation of global aerosols, necessitates
an undesirable on-line curve-fitting procedure.
Although utilizing empirical information can be a powerful tool, it is desirable, for sake
of generality and robustness, to minimize the amount of such information contained within
a parameterization. It is not clear when a parameterization, which is based on empirical
fits, will exhibit biases in the prediction. For example, [2] show that the sectional version of
their activation parameterization follows a full numerical activation model for high updraft
velocities, but the performance deteriorates as the updraft velocity decreases. For log-
normal aerosol, the parcel model results are generally reproduced well when 10-90 % of the
aerosol becomes activated [1, 3].
The present work develops a new aerosol activation parameterization, intended for use
in GCMs, which is based on a generalized representation of aerosol size and composition
within the framework of an adiabatic cloud parcel. Explicit treatment of mass transfer
(kinetic) limitations in droplet growth is included. We focus on minimizing the amount
of empirical information included within the parameterization. In the sections that follow,
we present the derivation of the activation parameterization and then outline its use. We
compare the new parameterization with that of [1]; the two are compared to the predictions
of a cloud parcel model with detailed growth kinetics for a variety of cloud condensation
nucleus (CCN) activation conditions.
8.3 Definition of size distributions
Although any size distribution (such as a power law or lognormal) can be used in the
new parameterization, we select a sectional representation to allow the most general possible
representation of aerosol size and composition. In this representation, we divide the aerosol
into an arbitrary number of size sections, each of which has its own chemical composition.
Each section m is characterized by its lower and upper diameters, Dp,m−1 and Dp,m, and
the total number concentration of particles in the section, Nm (Figure 8.1a). The aerosol
chemical composition within each section is assumed to be uniform, and independent of
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Figure 8.1: Illustration of the sectional representation of (a) aerosol number distribution,
nd (Dp), and (b) supersaturation distribution, n
s (Dp).
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those in other sections. A linear profile (which is a common assumption for sectional
implementations of aerosol microphysics) of aerosol number concentration across a section is
assumed. With these assumptions, the size distribution, nd (Dp) = dN/dDp, over Dp,m−1 ≤
Dp < Dp,m, is given by,
nd (Dp) =
dN
dDp
=
Nm
Dp,m −Dp,m−1 (8.2)
and the cumulative size distribution (total number of particles with diameter smaller than
Dp), F
d (Dp), is given by,
F d (Dp) =
∫ Dp
0
nd
(
D′p
)
dD′p =
m−1∑
j=1
Nj +Nm
(
Dp −Dp,m−1
Dp,m −Dp,m−1
)
(8.3)
where m is the section that contains Dp.
The above treatment assumes a single aerosol population. Multiple aerosol populations
can exist (externally mixed aerosol); in this case, a separate size distribution, ndk (Dp), is
defined for each population, k. Then the cumulative size distribution is given by summing
over all the populations,
F d (Dp) =
k∑
l=1
∫ Dp
0
ndl
(
D′p
)
dD′p =
k∑
l=1


m(l)−1∑
j=1
Nj,l +Nm(l),l
(
Dp −Dlp,m(l)−1
Dlp,m(l) −Dlp,m(l)−1
)

(8.4)
where Dlp,m(l)−1, D
l
p,m(l) are the boundaries of section i that contain Dp and population l.
m(l) is used to indicate that each population l has its own section boundaries.
8.4 Definition of CCN spectrum
After the size distributions are defined for each of the aerosol populations, nd (Dp)
is then mapped to supersaturation space (Figure 8.1b), and the critical supersaturation
distribution, ns (s), is obtained,
ns (s) =
dN
ds
=
Ni
sc,i − sc,i−1 , sc,i−1 ≤ s < sc,i (8.5)
where sc,i−1 and sc,i are the critical supersaturations corresponding to the boundaries of
section i. For simplicity, we assumed that ns(s) is piecewise linear. We change the index
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used for representing a section from m to i, to reflect the change in the ordering of the
sections as they are mapped onto (monotonically increasing) supersaturation space.
The critical supersaturation corresponding to the section boundaries can be calculated
using Ko¨hler theory (i.e. the critical supersaturation corresponding to the diameter of each
section boundary is calculated). We will not present a procedure for calculating the critical
supersaturation of the sectional boundaries, as it is a standard procedure that can be found
throughout the literature (e.g., [143]). We would like to note however, that we do not
need an explicit link between aerosol dry size and critical supersaturation, a restraint which
is necessary in most parameterizations. Relaxing this restraint allows for addressing the
activation of highly complex activation curves, such as that seen for slightly soluble and
surface active compounds [145].
The sectional representation of the CCN spectrum (total number of particles with critical
supersaturation smaller than s), F s(s), is given by,
F s (s) =
∫ s
0
ns
(
s′
)
ds′ =
i−1∑
j=1
Nj +Ni
(
s− sc,i−1
sc,i − sc,i−1
)
(8.6)
where i is the section that contains s, and sc,0 = 0.
When k populations exist, the CCN spectrum is obtained by summing over all the
aerosol populations,
F s (s) =
k∑
l=1
∫ s
0
nsl
(
s′
)
ds′ =
k∑
l=1


i(l)−1∑
j=1
Nj,l +Ni(l),l
(
s− slc,i(l)−1
slc,i(l) − slc,i(l)−1
)
 (8.7)
where slc,i(l)−1, s
l
c,i(l) are the critical supersaturations for the boundaries of section i and
population l that bound s. i(l) is used to indicate that each population l has its own section
boundaries.
Equation 8.7 represents the CCN spectrum of the aerosol; once the maximum parcel
supersaturation, smax, is known, the number of CCN that will activate into drops, Nd, is
given by,
Nd = F
s(smax) (8.8)
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8.5 Formulation of the Aerosol Activation Parameterization
The aerosol activation parameterization is developed in two steps. The first involves the
representation of the aerosol number and chemical composition distribution with respect to
size, and calculation of the number concentration of droplets that can potentially form at a
certain level of supersaturation (the cloud condensation nucleus, CCN, spectrum). Modified
Ko¨hler theory, which embodies effects of surfactant and slightly soluble species, is used to
compute the supersaturation needed for a CCN to activate [145, 93]. In the second step,
the CCN spectrum is included within the framework of an adiabatic cloud parcel model,
with specified updraft velocity (or cooling rate), to compute the maximum supersaturation,
smax, of the cloud parcel. The number concentration of nucleated drops is calculated from
Equation 8.8.
Considerable attention has been given to the approximation used in estimating the
droplet size, at the point of parcel maximum supersaturation (which is a key parameter,
as it controls the condensation rate). A common assumption taken is that the CCN grows
instantaneously to its critical diameter, when the parcel supersaturation becomes equal to
the CCN’s critical supersaturation, i.e. the activation process is not kinetically limited.
When this condition is not satisfied, it can be a source of significant error in prediction
of the number of activated droplets [117]; this is one of the issues addressed in the new
parameterization. We would like to note that the previously described kinetic limitation
mechanism has long been known (e.g., [77, 22]); this was called “inertial” kinetic limitation
by [117]. (In addition to the “inertial” mechanism, [117] also identified two other kinetic
limitation mechanisms, the “de-activation” and “evaporation” mechanisms. In this study,
we only consider the “inertial” mechanism, as that can have a substantial effect on the
condensation rate and thus smax).
8.5.1 Computation of parcel maximum supersaturation
In an adiabatic parcel, the rate of change of the supersaturation, s, for a cloud parcel
that ascends with a constant vertical velocity, V is [127, 143]:
ds
dt
= αV − γ dW
dt
(8.9)
where
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α =
gMw∆Hv
cpRT 2
− gMa
RT
, γ =
pMa
psMw
+
Mw∆H
2
v
cpRT 2
(8.10)
and where ∆Hv is the latent heat of condensation of water, T is the parcel temperature,
Mw is the molecular weight of water, g is the acceleration of gravity, Ma is the molecular
weight of air, cp is the heat capacity of air, p
s is the water saturation vapor pressure, p is
the ambient pressure, dW/dt is the rate of condensation of liquid water onto the drops, and
R is the universal gas constant.
The first term on the right hand side of Equation 8.9 expresses the tendency of super-
saturation to increase from the cooling of the parcel, while the second term expresses the
tendency of supersaturation to decrease because of depletion of water vapor by the activated
droplets.
The rate of water condensation on the droplet population can be expressed as,
dW
dt
=
pi
2
ρw
s∫
0
D2p
dDp
dt
ns(s′)ds′ (8.11)
where ρw is the density of water. By substituting Equation 8.11 into 8.9, we obtain,
ds
dt
= αV − γ pi
2
ρw
s∫
0
D2p
dDp
dt
ns(s′)ds′ (8.12)
The parcel supersaturation reaches a maximum when water vapor availability from
parcel cooling becomes equal to the depletion rate from the activated drops; this is expressed
by setting ds/dt in Equation 8.12 equal to zero:
αV − γ pi
2
ρw
smax∫
0
D2p
dDp
dt
ns(s′)ds′ = 0 (8.13)
The rate of growth of a drop of diameter Dp is determined from [143],
dDp
dt
=
G
Dp
(s− seq) (8.14)
G =
4
ρwRT
p∗vDvMw
+ ∆Hvρw
kaT(∆HvMwRT −1)
(8.15)
and ka is the thermal conductivity of air, Dv is the water vapor diffusivity, and seq is the
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equilibrium supersaturation of the droplet.
With the assumption that beyond the point of activation, the growth rates are not
significantly influenced by droplet curvature and solute effects, seq = 0, Equation 8.14
becomes [154],
dDp
dt
=
G
Dp
s (8.16)
One can integrate Equation 8.16 from time τ , when the parcel supersaturation is equal
to the CCN critical supersaturation, to the time of maximum supersaturation, tmax, to give
the droplet diameter at the time of smax,
Dp
2 = D2p(τ) + 2
∫ tmax
τ
Gsdt (8.17)
By substituting Equations 8.17 and 8.16 into Equation 8.13, we obtain,
2αV
piγρw
−Gsmax
smax∫
0
(
D2p(τ) + 2G
∫ tmax
τ
sdt
)1/2
ns(s′)ds′ = 0 (8.18)
Before proceeding further, we need to evaluate the integral in Equation 8.18, referred
to herein after as I(0, smax),
I(0, smax) = Gsmax
smax∫
0
(
D2p(τ) + 2G
∫ tmax
τ
sdt
)1/2
ns(s′)ds′ (8.19)
where the parameters in the parenthesis indicate the limits of integration. If I(0, smax)
is evaluated and substituted in Equation 8.18, the parcel maximum supersaturation can
then be calculated, and subsequent substitution into 8.8 would yield cloud droplet number
concentration.
8.5.2 Calculation of integral I.
An analytical expression for I is not possible, but I has two asymptotic limits. The first
limit, I1, is obtained when
D2p(τ) << 2G
∫ tmax
τ
sdt (8.20)
In this limit, the CCN experience significant growth beyond the point where they are
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exposed to s > sc. Note that the above approximation is used to derive the parameterization
of [154]. The supersaturation integral in Equation 8.19 can be evaluated using the lower
bound of [154],
∫ tmax
τ
sdt ≈ 1
2αV
(s2max − s(τ)2) (8.21)
where s(τ) is the parcel supersaturation at time τ . Substituting Equations 8.20, 8.21 and
8.5 into 8.19, we eventually obtain,
I1(0, smax) =
smaxG
3/2
(aV )1/2
i∑
j=1
Nj
sjc − sj−1c
[
x
2
(
s2max − x2
)1/2
+
s2max
2
Arc sin
x
smax
]x=sjc
x=sj−1c
(8.22)
where the bracket signifies the difference between evaluation at x = sjc and x = s
j−1
c , and,
i is the section that contains smax (i.e., s
i−1
c ≤ smax ≤ sic).
The second limit, I2, of I is obtained when
D2p(τ) >> 2G
∫ t
τ
sdt (8.23)
which physically means that the CCN do not experience significant growth beyond the point
where they are exposed to s > sc. A common assumption (used in the parameterization
of [56]) is that Dp(τ) is equal to the critical diameter, Dc = 2A/3sc, when the parcel s
becomes equal to the particle sc (A = 4Mwσ/RTρw, and σ is the droplet surface tension
at its critical diameter). This can be assumed when the timescale of particle growth is
small compared to the rate at which supersaturation changes in the parcel [22]; this implies
that the CCN is in equilibrium with the parcel supersaturation until the point of activation,
hence will instantaneously grow to Dc when exposed to its critical supersaturation. (We will
elaborate on the implications of this assumption subsequently.) Substitution of Equation
8.23 into Equation 8.19 (with the assumption Dp(τ) = Dc) and evaluation of the integral
yields,
I2(s
1
c , smax) =
2Gsmax
3

i−1∑
j=2
(
NjAj
s jc − s j−1c
)
ln
s jc
s j−1c
+
(
NiAi
s ic − s i−1c
)
ln
smax
s j−1c

 (8.24)
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where Aj is an average A over section j. Note that j starts from 2, otherwise I2 → ∞ as
s0c → 0. This asymptotic limit will not be a problem for the parameterization, as I2 will
always be used with a nonzero lower bound. In equation 8.24, i is the section that contains
smax (i.e., s
i−1
c ≤ smax ≤ sic).
8.5.3 The concept of “population splitting”.
While neither of Equations 8.22 or 8.24 alone is expected to describe the behavior of all
the CCN during their activation, it is reasonable to divide the CCN into two groups: those
that would follow Equation 8.22, and others that would follow 8.24. This classification of
CCN, which we call population splitting, will be used to approximate I,
I = I1(0, spart) + I2(spart, smax) (8.25)
The ordering of the two integrals is deliberate; I1 is used for low sc CCN, while I2 is used
for the remaining CCN. This ordering will be justified subsequently (in section 4.4). The
upper bound of I1 and the lower bound of I2 in Equation 8.25 is termed the partitioning
critical supersaturation, spart (Figure 8.2). Physically, this supersaturation defines two
populations of droplets: one for which Dp ≈ Dc, and one for which either Dp À Dc or
Dp ¿ Dc (but still large enough to be considered a droplet). Note that Equation 8.25
assumes that for a given population, there is only one spart. If spart is known, the integral I
can be evaluated and substituted into Equation 8.18; smax, and Nd can then be calculated.
The following sections develop the procedure used for calculating spart.
8.5.4 Implementation of population splitting.
Numerical simulations with a cloud parcel model [117] reveal that spart depends on
smax, V , and the CCN spectrum characteristics. We will now attempt to derive theoretical
expressions for spart. An obvious candidate for spart is the critical supersaturation of the
CCN population for which D2p(τ) = 2G
∫ tmax
τ sdt. From Equation 8.21 and substituting
Dp(τ) = 2A/3spart, we obtain,
4A2
9s2part
=
G
αV
(s2max − s2part) (8.26)
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Figure 8.2: Illustration of the two sub-populations used in developing the parameterization.
where A = 4Mwσw/RTρw, and σw is the surface tension of water. After some algebra,
Equation 8.26 leads to the quartic equation,
p(spart) = s
4
part − s2maxs2part +
4A2αV
9G
= 0 (8.27)
If the descriminant, ∆ = s4max− 16A
2αV
9G , of p(spart) is non-negative, then Equation 8.27
has two real roots with respect to spart:
(
spart,1
smax
)2
=
1
2

1−
(
1− 16A
2αV
9s4maxG
)1/2
(
spart,2
smax
)2
=
1
2

1 +
(
1− 16A
2αV
9s4maxG
)1/2 (8.28)
Each of the two roots, spart1,2, expresses the sc of those CCN for which their subsequent
growth beyond activation is equal to Dc. These two characteristic sc divide the CCN
population into three groups: those with sc < spart,1, those with spart,2 < sc < spart,1, and
those with spart,2 < sc. If a CCN has an sc between spart,1 and spart,2, then p(sc) < 0, which
means that the CCN experiences significant growth after it attains its critical diameter.
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For other values of sc, p(sc) > 0, which means that the growth experienced by the CCN
is smaller than its critical diameter. Note the latter does not mean that when p(sc) > 0,
the CCN size can be approximated by its critical size; further knowledge of droplet growth
kinetics is needed for deciding whether this approximation can be used.
Of all the CCN that form droplets, those with the highest sc have sizes close to their Dc.
This is because i) high sc CCN are less influenced by kinetic limitations and thus would be
in equilibrium with parcel supersaturation until the point of activation, and ii) because they
have the least time to grow beyond activation [117]. This condition is valid for particles
which sc > spart,2. However, as sc decreases, the time available for growth increases, and
at some point, the droplet growth becomes large enough to substantially exceed the CCN
critical diameter. This happens for the particles for which spart,1 < sc < spart,2. Apart from
having the benefit of increased exposure time, a decrease in sc also leads to a larger Dc;
at the value of sc = spart,1, the subsequent growth beyond activation becomes equal to Dc;
for lower sc, Dc is larger than the growth experienced by the particle. Therefore, CCN for
which sc < spart,1 are kinetically limited and do not attain their critical diameter; Equation
8.20 cannot be used to estimate the CCN size, as it never approaches its critical diameter
(this is confirmed from simulations with a detailed adiabatic cloud model [117]). Therefore,
approximating I with I2 for the kinetically-limited CCN can lead to large biases because
their droplet size would be systematically overestimated by assuming D(τ) = Dc.
Since those CCN, the growth of which is kinetically limited, have a small sc, it is
reasonable to approximate their driving force for droplet growth (Equation 8.14), s − seq,
with s, even before they activate (this is because, seq ≤ sc ≈ 0). The growth of such a
particle can then be expressed as,
D2p ≈ 2G
∫ tmax
τ
sdt (8.29)
which is equivalent to Equation 8.20. Thus, I1 is used to approximate I for CCN with
sc < spart,1. On this basis, spart = spart,2 and the following can be said,
(
sc
smax
)
≤
(
spart
smax
)
⇒ D2p(τ) << 2G
∫ tmax
τ
sdt⇒ I ≈ I1(
sc
smax
)
>
(
spart
smax
)
⇒ D2p(τ) >> 2G
∫ tmax
τ
sdt⇒ I ≈ I2 (8.30)
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The descriminant ∆ expresses the extent of kinetic limitations throughout the droplet
formation, and depends on smax (which depends primarily on V and CCN characteristics),
V , and the timescale of water vapor diffusion (embodied in G). ∆ = 0 marks a boundary
between two growth regimes: one where most CCN are free from kinetic limitations (∆ > 0)
and one in which kinetic limitations are dominant (∆ < 0). As ∆ increases, spart,1 → 0 and
spart,2 → smax, so that more of the CCN attain sizes larger than their critical diameter; this
means that fewer CCN are subject to kinetic limitation. (This is consistent with the analysis
of [117], as increasing parcel smax and V leads to rapid particle growth and therefore to a
decrease in kinetic limitations.) The rules in Equation 8.30 indicate that for a non-negative
∆,
(
spart
smax
)
≥ √0.5. In this regime, spart decreases with decreasing smax.
When ∆ < 0, Equation 8.27 is without real roots; under these conditions, kinetic
limitations in droplet growth are strong throughout the entire CCN population. Of all
the CCN, those with the highest sc would tend to have size of order Dc, since: i) the
timescale of activation decreases with particle size (or with increasing sc) [22], and, ii) p(sc)
is closest to zero as sc → smax. Therefore, for CCN of high sc, I2 can be used to approximate
I. The lower sc particles can be considerably smaller than their critical size, but with small
sc, their growth, as before, can be represented by Equation 8.29; I1 will therefore be used
to approximate I. Consequently, Equations 8.30 will still be used to approximate I, even
if ∆ < 0. Based on the previous discussion we anticipate that fewer CCN can attain their
critical diameter as the parcel maximum supersaturation decreases; numerical simulations
support this expectation. spart increases with decreasing smax and is calculated from the
following correlation, derived from regression of a large set of empirical spart that reproduce
the predictions of a detailed microphysics model,
spart
smax
= min
{
0.666× 107As−0.3824max , 1.0
}
(8.31)
The simulations on which Equation 8.31 is based were chosen so that ∆ < 0. In
generating numerical values for Equation 8.31, the mass accommodation coefficient of water
vapor on aqueous drops is equal to 1.0, and T = 283 K. Equation 8.31 indicates that as
smax → 0, spart/smax → 1, meaning that as the smax decreases, fewer and fewer of the CCN
can attain their critical diameter. All the rest are kinetically-limited.
Combination of the two expressions for calculating spart (Equation 8.31 for ∆ < 0 and
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Figure 8.3: spart/smax as a function of smax. Each curve corresponds to a constant updraft
velocity.
spart = spart,2 for ∆ > 0) displays physically expected behavior. Figure 8.3 shows spart/smax
as a function of smax. Each line corresponds to a different value of updraft velocity, V . Given
that each curve in Figure 8.3 is for constant updraft velocity V , smax varies only because
of changes in aerosol concentration; Figure 8.3 thus displays the Twomey effect on spart.
Note that there are regions for which spart is insensitive to changes in smax; we would
expect that simple parameterizations perform well in these regions, as they do not exhibit
implicit dependence on smax. At large values of smax, spart/smax → 1, indicating that the
vast majority of the CCN are not subject to kinetic limitations. For lower values of smax,
spart/smax reaches a minimum; a further decrease in smax, however, reverses the trend for
spart/smax, as explained above. An activation parameterization is severely tested in regions
where spart changes rapidly.
It is also important to examine the behavior of spart, for constant aerosol concentration
and variable updraft velocity. To do so, we need information regarding the relationship
between aerosol concentration, V and smax. This is accomplished by using a numerical
156
0.0
0.2
0.4
0.6
0.8
1.0
Updraft Velocity (ms-1)
S
p
a
rt
/S
m
a
x
Background
Continental
Marine
Urban
0 1 2 3
Figure 8.4: spart/smax as a function of updraft velocity. Each curve corresponds to one of
the aerosol types in Table 8.2. smax is computed using the numerical parcel model of [117].
parcel activation model for the four aerosol types shown in Table 8.2. The results are
shown in Figure 8.4. Clearly we can see that for marine-type aerosols, spart is close to
unity (meaning that the vast majority of the droplets attain sizes larger than their critical
diameter) for all updraft velocities; the other extreme is the urban aerosol, which always
experiences significant kinetic limitations. For the distribution used here, between 20% to
40% of the particles do not reach critical size at any updraft velocity. These percentages
agree well with the numerical results of [117] for the same aerosol size distributions; this
is verification that the procedure used for calculating spart is realistic. (Note that the
correlation was derived from many simulations).
8.5.5 Final form of aerosol activation parameterization
After evaluation of Equation 8.25, and substitution into Equation 8.18, we obtain the
final form of the parameterization, which is a nonlinear algebraic equation for the maximum
supersaturation of the cloud parcel,
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pi
2
γρwGsmax
aV


spart∫
0
Dpn
s(s′)ds′ +
smax∫
spart
Dpn
s(s′)ds′

− 1 = 0 (8.32)
where,
spart∫
0
Dpn
s(s′)ds′ =
(
G
aV
)1/2 ipart∑
j=1
Nj
sjc − sj−1c
[
x
2
(
s2max − x2
)1/2
+
s2max
2
Arc sin
x
smax
]x=sjc
x=sj−1c
smax∫
spart
Dpn
s(s′)ds′ =
2
3

imax−1∑
j=ipart
(
NjAj
sjc − sj−1c
)
ln
sjc
sj−1c
+
(
NimaxAimax
simaxc − simax−1c
)
ln
smax
simax−1c


where ipart is the section boundary closest to spart (implementation of population splitting
within an aerosol section is straightforward), and, imax is the boundary closest to smax with
smax ≤ simax (Figure 8.2). The calculation of spart is carried out using either Equation 8.28
(when ∆ ≥ 0) or Equation 8.31 (when ∆ < 0).
The procedure for using the parameterization is illustrated in Figure 8.5. Equation 8.32
is solved for smax using the bisection method. All physical properties are evaluated at cloud
base conditions. The number of droplets is computed from Equation 8.8.
We would like to point out that the complexity of the integrals in equation 8.32 arises
from using a sectional representation for the CCN spectrum (equation 8.6), and not from the
procedure used to develop the parameterization (i.e., the concept of populations splitting,
and calculation of ssplit). The formulation for other size distributions (e.g., lognormal) can
be much simpler than equation 8.6, but is beyond the scope of this paper.
8.6 Evaluation of new parameterization
8.6.1 Activation conditions considered.
The performance of the new parameterization will be evaluated by comparing the pre-
dicted cloud droplet number concentrations with those of a full numerical activation adia-
batic cloud parcel model [117]. The parameterization is tested for a large number of aerosol
size distributions and updraft velocities (about 200 cases total), which encompass the wide
variety of tropospheric aerosols. For convenience, size distributions are taken to be of the
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Figure 8.5: Parameterization algorithm.
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single or multiple log-normal form,
dn (Dp)
d lnDp
=
nm∑
i=1
Ni√
2pi lnσi
exp
[
− ln
2 (Dp/Dg,i)
2 ln2 σi
]
(8.33)
where Ni is the aerosol number concentration, Dg,i the number mode diameter, σi is the
geometric standard deviation for mode i, and nm is the number of modes in the distribution.
For single mode aerosol, we consider a wide range in number concentration, mode diame-
ter, and dispersions. The range in mode diameter and number concentration is appropriate
for accumulation mode particles, which comprise most CCN. Table 8.1 summarizes the
characteristics of the mode radii, number concentrations, and updrafts examined.
For multiple mode aerosol, we have selected four of the [160] trimodal representations,
namely the marine, clean continental, average background, and urban aerosol (Table 8.2).
The size distributions refer to dry size, while the chemical composition of the aerosol is
assumed to be pure ammonium sulfate. To evaluate the ability of the new parameterization
to capture the effect of surface-active organics, we also perform simulations for an aerosol
that has the [160] marine aerosol size distribution, which is assumed to be composed of 80%
by mass (NH4)2SO4 and 20% organic that displays surface active behavior. The aerosol
organic component is a reconstruction of chemical composition observed in Po Valley fogs
and is assumed to be composed of 18% (by mass) levoglucosan (C6H10O5, density = 1600 kg
m−3, van’t Hoff factor = 1), 41% (by mass) succinic acid (C6O4H6, density = 1572 kg m
−3,
van’t Hoff factor = 3), and 41% (by mass) fulvic acid [158], (C33H32O19, density = 1500 kg
m−3, van’t Hoff factor = 5 [114]). The surface tension behavior of this organic is assumed
to follow the correlation of [36]. Finally, to test the performance of the parameterizations
under conditions of strong kinetic limitations, we examine the same size distributions with
the concentrations doubled. The characteristics of the simulations are summarized in Table
8.3.
In the numerical parcel simulations, particles are assumed initially to be in equilibrium
at a relative humidity of 98%, and P ,T as specified in Tables 8.1 and 8.3. For both the
new parameterization and numerical parcel model, we consider 200 size bins spaced equally
in log diameter. Using a size range between Dp,g/10σ and 10σDp,g covers total particle
number to within 10−7%. The simulations exhibit little sensitivity with respect to initial
relative humidity and use of a denser grid. Using 200 bins for both the parameterization
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Table 8.1: Characteristics of single log-normal aerosol distribution runs. Pressure is 800
mbar, and temperature is 283 K.
Simulation set Dg,i (µm) Ni (cm
−3) σi V (m s
−1) # of pointsa
SM1b 0.02 200 2.5 0.1 - 10.0 18
SM2 0.02 1000 2.5 0.1 - 10.0 18
SM3 0.02 1000 1.5 0.1 - 10.0 18
SM4 0.2 200 2.5 0.1 - 10.0 18
SM5 0.02 10000 2.5 0.1 - 10.0 18
SM6 0.04-0.20 100 - 1000 2.0 0.1 - 3.0 72
a i.e. number of simulations considered for the specified range of param-
eters.
b “SM” denotes Single Mode.
Table 8.2: Aerosol distribution parameters (Dg,i in µm, Ni in cm
−3) [160]
Aerosol type Nuclei Mode Accumulation Mode Coarse Mode
Dg,1 σ1 N1 Dg,2 σ2 N2 Dg,3 σ3 N3
Marine 0.010 1.6 340 0.070 2.0 60 0.62 2.7 3.1
Clean Continental 0.016 1.6 1000 0.068 2.1 800 0.92 2.2 0.72
Average Background 0.016 1.7 6400 0.076 2.0 2300 1.02 2.16 3.2
Urban 0.014 1.8 106000 0.054 2.16 32000 0.86 2.21 5.4
Table 8.3: Characteristics of multiple log-normal aerosol distribution simulations. The range
in updraft velocity examined is 0.1 - 3.0 m s−1. Pressure is 900 mbar, and temperature is
273 K.
Simulation set Aerosol type # of pointsa Description.
TM1b-Mc Marine 4 Distribution from Table 8.2
TM1-C Clean Continental 4 Distribution from Table 8.2
TM1-B Average Background 4 Distribution from Table 8.2
TM1-U Urban 4 Distribution from Table 8.2
TM2-M Marine 4 TM1-M concentration doubled
TM2-C Clean Continental 4 TM1-C concentration doubled
TM2-B Average Background 4 TM1-B concentration doubled
TM2-U Urban 4 TM1-U concentration doubled
TM3 Marine 4 TM1-M concentrations;
surfactant present
a i.e. number of simulations considered for the specified range of parameters.
b “TM” stands for Tri-Modal.
c “M” for Marine, “C” for Continental, “B” for Background, and “U” for Urban
aerosol.
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and the parcel model ensures that differences in droplet number between the two is not due
to discretization error.
When using the parameterization, the droplet number is calculated from Equation 8.8.
When using the parcel model, the droplet concentration is calculated using the criterion of
[117], which is to find the CCN of highest sc that strictly activates (i.e. exceeds its critical
diameter); anything larger than this CCN is counted as a drop. Note that this definition
accounts for kinetic limitations; large CCN that have not attained their critical diameter
are considered as droplets, but not those that deactivate and become interstitial aerosol.
Droplet concentration is evaluated at 250 m above cloud base.
8.6.2 Comparison of new parameterization with parcel model.
Figure 8.6 displays the fraction of aerosol that becomes droplets (termed as “activation
ratio”), as predicted by the new parameterization and the parcel model. For the wide vari-
ety of aerosol and updraft velocities considered, the activation ratio ranges between 10−3 to
1.0. Most of the predicted values are very close to the 1:1 line, and do not display significant
systematic biases over the range of activation ratios; this shows that the parameterization
performs well regardless of the steepness of the CCN spectrum (at low activation ratios,
the spectrum is steep, while at high activation ratios, the spectrum is not). This also indi-
cates that the parameterization is capable of treating highly complex and “irregular” CCN
spectra, which deviate substantially from the smoothness of CCN spectra that correspond
to log-normal size distributions. We do note however, that although there is scatter about
the 1:1 line, more frequently the activated fraction tends to be underestimated. This is
because the maximum supersaturation for these cases is slightly underpredicted, and leads
to a corresponding underprediction in droplet number. smax is underpredicted, because the
condensation rate is slightly overpredicted.
Figure 8.7 displays the droplet number concentration as predicted by the new parame-
terization and the parcel model. The range of droplet concentrations covers the entire range
observed in clouds (e.g. [15, 60]). The predicted droplet number follows the 1:1 line closely.
There are no regions with a variable systematic bias in the predictions, indicating that the
parameterization performs well, regardless of the extent of kinetic limitations throughout
the droplet population. Confirmation of this can be attained by evaluating the performance
of the parameterization for the two ∆ regimes. This is shown in Figure 8.8, which is the
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Figure 8.6: Fraction of aerosol that become droplets, as predicted by the new parameteri-
zation and the cloud parcel model.
same as Figure 8.7, but with the points colored according to the value of ∆. Most of the
points examined are for ∆ ≥ 0, but clearly the two regimes exhibit equivalent scatter around
the 1:1 line; this is a strong indication that the parameterization is insensitive to the extent
of kinetic limitations.
It is important to evaluate the performance of the parameterization in predicting the
parcel smax (Figure 8.9). The range of maximum parcel supersaturations covers that pre-
dicted for most clouds; for most cases, the parcel supersaturation is well captured. It is
notable that the parameterization captures even the urban and background aerosols, which
are subject to strong kinetic limitations (which account for roughly half of the multimodal
cases examined). Particularly challenging are the TM2-U simulations. The smax in these
cases is very small (on the order of 0.01%), and errors in this quantity can lead to large
biases in predicted Nd; the parameterization nonetheless reproduces the parcel simulations
very well. It should be noted however that the parameterization (for these conditions) tends
to slightly underestimate smax.
Figures 8.6 to 8.9 display some scatter around the 1:1 line. It is important to examine
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Figure 8.9: Maximum parcel supersaturation, as predicted by the new parameterization
and the cloud parcel model.
how significant this scatter is, on average and on a per-case basis, as we can gain further
insight into possible systematic biases. Table 8.4 displays the statistics of the ratio of
parameterized Nd to the Nd calculated from the parcel model; if the parameterization
perfectly captured the parcel simulations, this ratio would be 1.0. The overall average
ratio is about 0.95, with a standard deviation of 0.1. Grouping the results according to
aerosol case and ∆ regime, we note that the performance is excellent for all the multimodal
aerosols (TM1, TM2), despite the fact that about half of the cases involve significant kinetic
limitations. Some of the single mode cases perform less optimally, but still are quite close
to the cloud parcel predictions. The statistics for the two ∆ regimes are about the same;
the fact that ∆ < 0 has double the standard deviation of ∆ ≥ 0 is likely a result of the
smaller statistical sample. In any case, the standard deviation for all of the statistics is
small, which indicates the robustness of the parameterization.
Finally, we address the performance of the new parameterization for an aerosol contain-
ing an organic species. Capturing the activation behavior of these CCN is more difficult
than those containing only soluble salt and insoluble substances, as the presence of an or-
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Table 8.4: Statistics of the ratio of Nd calculated from new parameterization to Nd calcu-
lated from parcel model.
Simulation Average Minimum Maximum Standard # of points
Set Ratio Ratio Ratio Deviation (% with ∆ < 0)
TM1(all) 0.9332 0.7242 1.0838 0.1137 16 (44)
TM2(all) 0.9159 0.6864 1.0907 0.1284 16 (56)
SM1 0.8819 0.7983 0.9634 0.0530 18 (0)
SM2 0.7923 0.6356 0.9112 0.0722 18 (0)
SM3 0.7333 0.6298 0.8115 0.0494 18 (0)
SM4 1.0204 0.9720 1.2954 0.0782 18 (5)
SM5 0.6955 0.6222 0.7673 0.0406 18 (5)
SM6 0.9780 0.7481 1.1587 0.0854 72 (26)
∆ < 0 0.9082 0.6864 1.2954 0.1461 37 (100)
∆ ≥ 0 0.9838 0.7975 1.1530 0.0704 161 (0)
Total 0.9582 0.6864 1.2954 0.1080 198 (19)
ganic species within CCN can affect the activation behavior in many ways: the organic can
contribute soluble material (e.g. [145]), can alter the droplet surface tension (e.g., [145, 36],
and potentially affect the droplet growth kinetics (e.g., [37, 114]). Here we will focus on
the solute and surface tension effects. Given that organics which can substantially affect
surface tension can also be highly soluble (e.g., humic-like substances), we will assume that
the organic is completely soluble (the overall effect on activation, at least for the conditions
examined here, do not change appreciably even if the solubility changes considerably [114]).
Under these conditions, the challenge for the organic-containing CCN is to calculate the
surface tension at the point of activation (which varies with aerosol size and composition).
This difficulty is overcome by the sectional representation of the aerosol, as the effect of
the surface-active species can be included in the calculation of the sc of each CCN section.
We simulate the activation of an aerosol assumed to follow the [160] marine aerosol size
distribution (Table 8.2), composed of 80% by mass (NH4)2SO4 and 20% by mass organic
surfactant (with a composition as given before). Figure 8.10 displays the activation ratio as
a function of updraft velocity, as predicted by the parameterization and the parcel model.
The parameterization captures well the activation behavior of the aerosol. Excluding the
effects on surface tension results in the expected decrease in droplet number.
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Figure 8.10: Activated droplet ratio, as a function of updraft velocity. Both the cloud
parcel model and parameterization results (with and without the effect of the organic from
changes in surface tension) are shown. The parcel model simulations include surface tension
effects from the dissolved organic. Marine aerosol composed of 80% (NH4)2SO4 and 20%
organic surfactant is used. The organic surfactant behavior is described in the text.
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8.6.3 Comparison with other parameterizations.
The new parameterization is tested against the performance of the [1] parameterization
in reproducing the results of the parcel model. These parameterizations were chosen for
comparison as they are the most comprehensive formulations available in the literature. We
would like to point out that the new and the [3] and [1] parameterizations are fundamentally
different in their representation of the CCN spectrum. The former uses a sectional represen-
tation, and the latter two, a modal representation (i.e., an exact analytical integration over
a lognormal size distribution). We ensured that the differences in droplet number between
the parameterizations are only from their treatment of the activation process by using 200
size bins for the new parameterization (and parcel model). This way, when approximating
the lognormal distribution with a series of size sections, the discretization error is very small
(less than 1% in droplet number).
Figure 8.11 displays the fraction of aerosol that becomes droplets, as predicted by the
[1] parameterization and the parcel model. For most cases, these parameterizations perform
well, but numerous cases deviate considerably from the 1:1 line. This behavior is also seen
in the parameterized smax (not shown). For a given size distribution, the deviations seem
to become larger as the activation ratio decreases, that is the steep-slope region of the CCN
activation spectrum. Figure 8.12 displays the droplet number for the same conditions as in
Figure 8.11. The deviations from the 1:1 line do not seem to follow any systematic behavior,
so they are less likely to be controlled by kinetic limitations (this is understandable, as the
parameterization is fitted to numerical parcel simulations, thus implicitly accounting for
kinetic limitations). Actually, the opposite is occurring: the predictions for the marine
aerosols deviate notably from the parcel simulations. [1] report that errors are expected
from the parameterization when the modal diameters differ by about an order of magnitude.
The nuclei and accumulation modes in the marine and continental aerosol runs vary by a
factor of 7, and for the urban and background aerosol, by a factor of 5; therefore, errors
are expected. The deviations do not seem to be focused in any particular region of droplet
number concentration, but rather for certain combinations of mode dispersion and updraft
velocity. This behavior indicates that the biases most likely originate from the correlation
used in the parameterization.
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Figure 8.11: Fraction of aerosol that become droplets, as predicted by the [1] parameteri-
zation and the cloud parcel model.
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Figure 8.12: Droplet number concentration, as predicted by the [1] parameterization and
the cloud parcel model.
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8.7 Conclusions
A new aerosol activation parameterization has been developed, based on a generalized
sectional representation of aerosol size and composition. The maximum supersaturation
needs to be determined first by numerically solving an algebraic equation, and then the
droplet number concentration is computed from the supersaturation spectrum. The flexi-
bility of the parameterization and comprehensive treatment of the droplet activation justify
the additional computational effort.
We introduce the concept of “population splitting”, in which the CCN that form droplets
are divided into two separate populations: those which have a size close to their criti-
cal diameter, and those that do not. We also explicitly introduce kinetic limitations on
droplet growth. For a wide range of CCN activation conditions, the parameterization is
free from any empirical information or correlations derived from detailed numerical simula-
tions. There are certain conditions for which an empirically derived correlation is utilized;
this is required whenever most of the activated CCN are kinetically limited. Whether the
empirical information is needed or not is determined by a parameter that indicates the
extent of kinetic limitations (defined as the “descriminant criterion”, ∆).
Predictions of the parameterization are extensively compared against those of a detailed
cloud parcel activation model, for a variety of aerosol activation conditions that cover a wide
range of chemical variability and CCN concentrations. The parameterization closely tracks
the parcel model simulations, while the computational burden of the parameterization is
more than three orders of magnitude less than that of the parcel model itself. The new
parameterization displays superior performance, in both accuracy and robustness, when
compared to existing parameterizations. Decreased reliance on empirical information does
not diminish the performance of the parameterization; on the contrary, it seems to enhance
its robustness.
The new parameterization, in the formulation presented in this paper, can treat all types
of aerosol that follow Ko¨hler theory; as no restriction of an explicit link between dry size and
critical supersaturation is needed, the parameterization can treat internally or externally
mixed aerosol, with size varying composition, including the effects of surface active species
(organics), insoluble species and slightly soluble species. The current formulation can even
treat recently identified effects, such as the heating of CCN from the presence of black
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carbon [28, 116]. The possibilities do not stop here. The structure of the parameterization
allows for further extension, such as explicit treatment of condensable gases and organic
species that exhibit slow growth kinetics, and including entrainment in the parcel (non-
adiabatic activation). Although much is still unknown about the effect of organic species
on droplet activation, the ability to parameterize their possible effects is highly desirable,
as it establishes the framework for a comprehensive assessment of the aerosol indirect effect
in global climate models.
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Chapter 9
A theoretical analysis of cloud
condensation nucleus (CCN)
instruments
Note: This chapter appeared as reference [117].
9.1 Abstract
The behavior and performance of four cloud condensation nucleus (CCN) instruments
are theoretically analyzed. These include the static diffusion cloud chamber (SDCC), the
Fukuta continuous flow spectrometer (FCNS), the Hudson continuous flow spectrometer
(HCNS) and the Caltech continuous flow spectrometer (CCNS). A numerical model of each
instrument is constructed based on a general fluid dynamics code coupled to an aerosol
growth/activation model. Instrument performance is explored by simulating instrument
response when sampling a monodisperse ammonium sulfate aerosol. The uncertainty in the
wall temperature boundary condition is estimated for all the instruments, and is found to
be appreciable only for the CCNS. The CCNS and HCNS models reasonably reproduced
experimental data, while reported limits were also verified by the FCNS model. Regarding
the performance of each instrument, simulations show that the SDCC produces droplets that
are monodisperse to within 10% of the particle diameter (for particles of a constant critical
supersaturation). The FCNS can potentially activate particles over a wide range of critical
supersaturations, but the prevailing design exhibits low sensitivity to particles with critical
supersaturations below 0.1% as a result of the short time available for droplet growth under
low supersaturations. The resolution capability of both HCNS and CCNS with respect
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to critical supersaturation is shown to be particularly sensitive to operational parameters.
This is a consequence of the strongly nonlinear nature of droplet growth; droplet size cannot
always be used to distinguish particles with different critical supersaturation because of
growing droplets trend toward monodispersity. Of the two instruments, the HCNS generally
displays higher resolution capability. This is attributed to the smoother and monotonic
supersaturation profiles established in the HCNS. While different design parameters or
operating conditions may lead to modest shifts in the performance from that predicted here
for any of the four instruments, the essential features described in this paper are inherent
to their designs.
9.2 Introduction
In theory, the cloud droplet activation spectrum of atmospheric aerosols can be inferred
based on composition. Measuring the complete chemical composition of atmospheric aerosol
as a function of particle size in real time, however, is not yet possible. Therefore, a direct
measurement of the particles that activate to form droplets under supersaturations typical
of atmospheric clouds is the accepted way to experimentally measure cloud condensation
nuclei (CCN). Existing instruments to determine the CCN distribution expose an aerosol
sample to a controlled environment with known water supersaturation profiles; the activa-
tion spectrum is then obtained by measuring the number (or size distribution) of particles
that activate.
This study analyzes the performance of four existing CCN instrument designs. The
main focus of this work is to determine the capability of each instrument (or more precisely,
of the methodology embodied by each instrument) to resolve a CCN activation spectrum.
The resolution computed is solely a result of the process of CCN activation and growth
within each instrument; uncertainty introduced by the droplet detection system is not
considered. Furthermore, the models constructed here represent idealized instruments. This
abstraction allows one to calculate the best possible (theoretical limit) resolution for an
actual instrument; secondary effects not considered in these models will further degrade the
resolution.
In addition to assuming idealized instruments, it is also assumed that a perfectly monodis-
perse aerosol is introduced, composed of pure (NH4)2SO4. In reality, atmospheric aerosol
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is polydisperse and with a nonuniform composition. As a consequence, particles with the
same potential for activation need different times for growth; this should have a deleterious
effect on the instrument performance, but will not be addressed in the current study.
An important uncertainty arises from the water film temperatures that are used to
generate supersaturation in each instrument. Typically, CCN instruments measure and
control temperatures by using thermocouples (or thermistors) that are embedded in the
chamber wall rather than at the gas-wet surface interface. The actual temperature difference
between the cold and hot water films is lower than the measured value due to the thermal
resistances of the plate and films, leading to a lower supersaturation than intended. As a
result, the inferred activation spectrum is biased towards smaller sizes.
In the sections that follow, the CCN instruments are described, then the mathematical
models used to simulate them are presented. An estimate of uncertainty in the water film
temperature boundary conditions then follows. The response to a monodisperse aerosol
input is simulated for each instrument. Finally, the performance of each (idealized) instru-
ment is assessed based on these simulations.
9.3 Description of CCN instruments
Of the CCN instruments currently available, we will focus upon four: a) the static
diffusion cloud chamber (SDCC), b) the continuous flow parallel plate chamber, specifically
the design of [46] (FCNS), c) the CCN spectrometer of [71], (HCNS) and, d) the Caltech
CCN spectrometer [CCNS; [24]. Other instruments, for example, isothermal haze chambers
[95] (IHC) have been used to measure CCN but will not be discussed here. IHC instruments
do not actually activate the particles into droplets, but rather measure the diameters of
particles in equilibrium with an ambient relative humidity of 100%, from which the critical
supersaturation, Sc, can be inferred. In theory, this is not a limitation if the particles are
composed of inorganic salts, but ambiguity could arise if slightly soluble compounds or
surfactants are present in the particles [11, 145].
9.3.1 Static thermal diffusion cloud chamber
These instruments are amongst the oldest for measuring CCN concentrations. The origi-
nal static thermal diffusion chamber design [155] consists of two parallel metal plates,held at
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Figure 9.1: The static diffusion cloud chamber (SDCC).
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Figure 9.2: Maximum supersaturation (%) in the SDCC as a function of hot and cold plate
temperatures. A linear temperature profile is assumed. Water vapor pressure is calculated
from a correlation given by [143].
different temperatures, with their facing surfaces wetted (Fig. 9.1). Assuming quiescent con-
ditions throughout the chamber, linear temperature and nearly parabolic supersaturation
profiles develop between the plates, with the maximum supersaturation located midway.
Figure 9.2 shows the maximum supersaturation generated in the SDCC for a variety of
hot and cold plate temperatures. The CCN that are able to activate at the prescribed
maximum supersaturation grow to become large droplets and in this way are distinguished
from those that do not activate. The concentration of CCN that activate at this prescribed
supersaturation is determined by measuring the droplet number concentration. In order
to obtain the CCN spectrum, the number of activated droplets must be measured at sev-
eral supersaturations, which is achieved by changing the temperature difference between
the plates. This process typically requires several minutes per spectrum [96]. The lowest
critical supersaturation that can be measured in the SDCC is around 0.2% [146].
One of the primary challenges regarding SDCC measurements involves the method used
for counting the particles that activate within the region close to the maximum supersatu-
ration. Initially, direct counting of the activated droplets was used, but has been abandoned
due to the difficulty associated with such measurements. Photometric estimation is now the
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method of choice; concentration is inferred from the light scattered off the growing droplets
contained within a view volume in the proximity of the instrument’s center. Regardless of
the scattering metric used (such as peak intensity, rate of signal growth, etc), each intro-
duces uncertainties that affect the resolution that can be obtained with SDCC’s, because
light scattering, is a strong function of concentration and particle size (both of which vary
considerably during the measurement).
One could make the simplifying assumption that all activating particles, regardless of
their critical supersaturation, have approximately the same growth behavior. This ap-
proximation is reasonable when the critical supersaturation, Sc, is much smaller than the
maximum supersaturation, Smax (because then the driving force for growth then is ap-
proximately equal to the supersaturation). For Sc close to Smax, particles with different
critical supersaturations need different times to grow up to a given size. Furthermore, the
parabolic supersaturation profile within the instrument exposes particles to different su-
persaturations within the view volume, so droplets with same critical supersaturation do
not grow uniformly throughout the view volume. The combination of a non uniform su-
persaturation profile and different growth rates among the activating particles generates
a droplet distribution within the view volume that contributes to the uncertainty in the
aerosol measurement. As mentioned in the introduction, additional uncertainty arises from
the difference between the imposed and effective temperature differences.
9.3.2 Continuous flow parallel plate diffusion chamber
The continuous flow parallel plate thermal diffusion chamber (CFDC) [146] was de-
veloped to overcome some of the limitations of the SDCC. Because the sample flow is
continuous, the instrument operates at steady state, eliminating transients that complicate
data analysis. Furthermore, useful data can be obtained continuously, rather than in the
sampling intervals of batch cycle operation. When the sample is confined to the region close
to the centerline of the instrument, all CCN are exposed to essentially the same supersat-
uration. CFDC measurements are limited to supersaturations larger than about 0.1%, due
to the long growth time required at low supersaturations. When the two plates are oriented
horizontally, gravitational sedimentation limits the time during which droplets experience
a uniform supersaturation and can cause significant particle loss within the instrument.
For vertically oriented plates, the maximum temperature difference that can be imposed is
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limited by buoyancy-induced flows. Of the two configurations however, the vertical seems
to be more effective and is normally used.
An improvement of the CFDC was proposed by [46] (FCNS). In this design, a gradient in
temperature is imposed perpendicular to the flow direction, so that particles with the same
residence time experience different supersaturations along different streamlines (Fig. 9.3).
This instrument can be regarded as a series of CFDC instruments operating at different
temperature differences. Figure 9.4 shows calculated temperature and supersaturation pro-
files perpendicular to the flow, for fully developed laminar flow (neglecting side wall and
buoyancy effects). The profiles are similar to those attained in the SDCC at steady state,
so diagrams such as Figure 9.2 can be used for predicting Smax at different positions in the
instrument. It should be noted that Smax is attained towards the exit of the instrument,
after the concentration and temperature fields develop. A significant portion of the instru-
ment is used to “precondition” the aerosol flow, by developing the velocity and temperature
profiles before exposing the flow to the wetted hot wall. If this is not done, incoming air
that mixes with saturated hot air in the entrance region of the instrument can generate
much higher supersaturations than intended. This may bias the measurement by activating
aerosol corresponding to a different supersaturation than prescribed. Strictly speaking, the
FCNS is a particle counter, since each streamline is exposed to only one supersaturation
(after the flow completely develops). If all streamlines can be probed, a CCN spectrum can
be obtained in real time.
9.3.3 Dynamic CCN spectrometers
The underlying idea behind these instruments is to expose an aerosol sample to a variable
supersaturation field, and infer the CCN spectrum from the outlet droplet size distribution.
CCN with low Sc are expected to activate near the entrance of the instrument, so they
have more time to grow than do particles with higher Sc; the latter activate farther down
the instrument. Therefore, the outlet droplet size is expected to decrease with increasing
critical supersaturation. Thus the particles start growing with a bias in size that enhances
the spread of the outlet size distribution. Furthermore the equilibrium size of the particles
entering the instrument decreases with increasing critical supersaturation, thus enhancing
the size differences between particles of different critical supersaturation, Sc. The sensitivity
of the instrument depends critically on how the outlet droplet size varies with initial size,
178
Figure 9.3: The Fukuta continuous flow spectrometer (FCNS).
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Figure 9.4: Typical temperature and supersaturation (%) profiles for the FCNS along a
flow section, for developed inlet conditions.
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Figure 9.5: The Hudson continuous flow spectrometer (HCNS).
and hence Sc. Because the rate of change of size varies inversely with particle diameter,
the droplet size distribution narrows as particles grow, implying that a very precise size
measurement may be needed at the outlet of the instrument. Compared to SDCCs and
CFDCs, dynamic spectrometers utilize a completely different concept in instrument design,
in both the activation and size measurement components.
[71] developed a dynamic spectrometer by modifying a continuous flow thermal diffusion
chamber (HCNS) (Fig. 9.5). This instrument exposes the sample air to a supersaturation
profile that increases in the streamwise direction, as shown in Figure 9.6. The flow field
is preconditioned before a supersaturation is imposed, in a similar fashion to the FCNS.
Because the HCNS design measures particles over a large range of Sc simultaneously, CCN
spectra can potentially be determined rapidly. The reported range of measurable critical
supersaturations in the HCNS is considerably larger than that for thermal diffusion cham-
bers, 0.01 to 1%, covering much of the range of interest for climatically important warm
clouds. The supersaturation range is extended because low Sc particles are exposed to
much higher supersaturations than needed for their activation, thus considerably acceler-
ating their growth. Because of the speed and wide range of supersaturations that can be
covered, this instrument has been used frequently on airborne measurements [111].
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Figure 9.6: Typical supersaturation (%) profiles for the HCNS along a flow section, for
various maximum temperature differences, ∆Tmax (the ∆T at the last segment). The
temperature difference between each segment is assumed to increase with a constant step
(“linear ramp”) on both cold and warm sides. The profiles are computed using the HCNS
numerical model in this paper.
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Figure 9.7: The Caltech continuous flow spectrometer (CCNS).
The Caltech CCN spectrometer (CCNS; [24]) (Fig. 9.7) implements Hudson’s streamwise
gradient method in tube flow. A method originally developed by Hoppel et al. [1979] is
employed to produce supersaturation in the flow in a wet-walled cylindrical tube; the tube
is divided along its length into sections that are alternately heated or cooled. As the air
flows through the tube, it is saturated in the warm sections and then cooled to produce
supersaturation near the center of the tube. The supersaturation profile that develops
depends on the geometry of the segments, the flow rates, the temperature difference, and
the operating pressure. The supersaturation is increased along the length of the tube by
increasing the temperature difference between successive tube segments, leading to the
centerline supersaturation profiles shown in Figure 9.8. The first section can be used to
precondition the inlet flow.
Another important issue is to estimate the uncertainty that would arise, when calibra-
tion curves produced using pure salt aerosol are used to infer ambient CCN spectra. Both
spectrometers operate on the assumption that particles with the same Sc (but different com-
position) will have the same growth behavior when exposed to an identical supersaturation
field. In reality, an even stricter constraint must be satisfied: the Ko¨hler curves need to be
similar, which is not the case for aerosol containing surfactant and slightly soluble material.
Furthermore, the inlet air may also contain condensable gases that can also have a large
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Figure 9.8: Indicative supersaturation (%) profiles for the CCNS along a flow section, for
various maximum temperature differences. The volumetric flow rate is 0.7 l min−1. The
profiles are computed using the CCNS numerical model of this paper.
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impact on the activation properties of the aerosol; this may not be correctly accounted for
in the instrument. These issues are to be addressed in future studies.
9.4 Mathematical models of CCN instruments
To evaluate the performance of the different CCN instruments, flow, heat, and mass
transfer have been numerically modeled within each instrument to determine the temper-
ature, water vapor, and supersaturation distributions as a function of position and, for
unsteady instrument operation, time. Particle activation and growth are simultaneously
simulated by tracking individual particles as they flow through the instrument. The equa-
tions used to describe aerosol particle growth are first given in the next section, followed
by the general form of the gas-phase equations used for all the instruments. Finally, the
appropriate boundary conditions and instrument-specific relations for each instrument are
given.
9.4.1 Aerosol growth
The rate of change of droplet size for each of the particles is calculated from the diffu-
sional growth equation [143]:
Dp
dDp
dt
=
Sv − Seqv
ρwRT
4p∗D′vMw
+
∆Hvapρw
4k′aT
(
∆HvapMw
TR − 1
) (9.1)
where Dp is the particle diameter, p
∗ is the saturation vapor pressure at the local tempera-
ture T , Sv = pv/p
∗ − 1 is the local supersaturation, Seqv is the equilibrium supersaturation
of the droplet, ρw is the water density, ∆Hvap is the enthalpy of vaporization of water, Mw
is the molar mass of water and R is the universal gas constant. D′v is the diffusivity of water
vapor in air modified for noncontinuum effects [47],
D′v =
Dv
1 + 2DvacDp
√
2piMw
RT
where Dv is the diffusivity of water vapor in air, ac is the condensation coefficient, k
′
a is the
thermal conductivity of air modified for noncontinuum effects,
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k′a =
ka
1 + 2kaaTDpρcp
√
2piMa
RT
where Ma is the mean molar mass of air, ka is the thermal conductivity of air, ρ is the air
density, cp is the heat capacity of air, and aT is the thermal accommodation coefficient.
The equilibrium supersaturation of the droplet, Seqv is given by the Ko¨hler equation,
Seqv = exp

 4Mwσw
RTρwDp
− 6nsMw
piρw
(
D3p − d3p
)

− 1
where σw is water surface tension, ns is the number of moles of solute per particle and dp
is the dry diameter of the particle.
9.4.2 Gas-phase equations
Differential momentum, energy and mass conservation balances are written for the gas
phase, assuming a two-dimensional Cartesian, or axisymmetric, coordinate system. This
results in a system of differential equations, each of which is of the general form,
∂
∂t
(xa2ρφ)+
∂
∂x1
(xa2ρuφ)+
∂
∂x2
(xa2ρvφ)−
∂
∂x1
(
xa2Γφ
∂φ
∂x1
)
− ∂
∂x2
(
xa2Γφ
∂φ
∂x2
)
= Sφ (9.2)
where x1, x2 are the spatial coordinates, φ is the dependent variable (e.g., T ). Sφ is a source
term, and Γφ is a transport coefficient, both of which depend on the form of φ. Table 9.1
lists the expressions of Sφ, Γφ for each type of φ. For Cartesian geometry, the exponent
a = 0 and the coordinates x1, x2 can be replaced with the more conventional x, y. For
axisymmetric geometry, a = 1 and the coordinates x1, x2 can be replaced with the more
conventional z, r.
The rate of condensation of liquid water (in moles per volume of air per second) on the
aerosol particles, Jcond, is needed in the water vapor and energy conservation equations.
This quantity is given by
Jcond =
1
Mw
dwL
dt
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Table 9.1: Transfer coefficients and source terms for the gas-phase equations.
Conservation Law φ Γφ Sφ
Continuity 1 0 0
x1− momentum u µ −xa2 ∂P∂x1 + xa2 ∂∂x1
(
µ ∂u∂x1
)
+ ∂∂x2
(
xa2µ
∂v
∂x1
)
+ Jbuoy
x2− momentum v µ −xa2 ∂P∂x2 + xa2 ∂∂x1
(
µ ∂u∂x2
)
+ ∂∂x2
(
xa2µ
∂v
∂x2
)
− aµvx2
Heat T kacp
∆Hvap
cp
Jcond
Water vapor C ρDv −ρJcond
where wL is the local liquid water content (kg m
−3 air). For a population of water droplets
consisting of Ni droplets of diameter Dpi per volume of air, wL ≈ ρw pi6
n∑
i=1
NiD
3
pi, where n is
the number of droplet sizes found in the distribution, and ρw is the density of water. Based
on this definition of wL, the rate of change of liquid water content of the particles is
dwL
dt
=
d
dt
{
ρw
pi
6
n∑
i=1
NiD
3
pi
}
= ρw
pi
2
n∑
i=1
NiD
2
pi
dDpi
dt
(9.3)
where dDpi/dt is calculated from the aerosol growth equations. By substituting equation
(9.3) into the definition for Jcond gives
Jcond =
pi
2
ρw
Mw
n∑
i=1
NiD
2
pi
dDpi
dt
(9.4)
Furthermore, a source term in the momentum equations, Jbuoy, represents the momen-
tum generated from thermal buoyancy effects. For ideal gases it is given by
Jbuoy = −ρgx2
(
T − Tbulk (x2)
Tbulk (x2)
)
(9.5)
where T is the temperature and gx2 is the component of gravity in the x2-direction. Tbulk (x2)
is the x1-average temperature at position x2, and is computed differently for each instru-
ment. Finally, ρ is gas phase density, calculated at Tbulk (x2).
9.4.3 Static diffusion cloud chamber (SDCC)
The geometry and characteristic parameters of the SDCC are shown in Figure 9.1.
The following assumptions are made to simulate the instrument: a) a two-dimensional
axisymmetric chamber geometry, b) the air is quiescent, c) particles fall by gravitational
sedimentation and attain terminal velocity instantaneously as they grow, d) coagulation and
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Brownian diffusion of particles are neglected, and e) wet walls act as a perfect sink/source
of water vapor, i.e., the air is saturated with water vapor at the walls.
At the top and bottom walls, a constant temperature boundary condition is imposed,
while at the symmetry axis, ∂T∂r = 0. At the side wall, a composite heat conduction-natural
convection heat flux boundary condition is used,
q˙ = U (Tamb − Tf ) (9.6)
where q˙ is the heat flux per unit area, Tamb is the ambient temperature outside of the cell,
Tf is air temperature of the computational cell adjacent to the side wall, and U is the
appropriate heat transfer coefficient between the outside ambient and chamber fluid,
1
U
=
Cp
h
+
Cp
kwall
ln
(
1 +
∆r
R
)
(9.7)
where Cp is the wall heat capacity, kwall is the side wall thermal conductivity, and h is the
natural convection heat transfer coefficient, which is calculated by the following correlation
[75]:
hL
ka
= NuL = 0.68 +
0.670Ra
1/4
L[
1 + (0.492/Pr)9/16
]4/9 (9.8)
where Ra =
cpρ2gL3
µka
(T¯w−Tamb)
Tamb
is the Rayleigh number for an ideal gas, Pr = µρka is the
Prandl number, T¯w is the average temperature of the SDCC plexiglass wall and Tamb is the
ambient temperature. The first term on the right-hand side of equation (9.7) is the heat
conduction resistance between the outer side wall and the environment, and the second
term is the resistance within the side wall. At the side wall and the symmetry axis, ∂C∂r = 0.
Particles are assumed initially to occupy the entire chamber, with a uniform concentration
and size distribution throughout.
The droplet sedimentation velocity is given by the Stokes equation [143],
ut =
1
18
D2pρpgCc
µ
(9.9)
where Cc = 1+
2λ
Dp
[
1.257 + 0.4 exp
(
−1.1Dpλ
)]
is the slip correction factor, ρp is the particle
density, µ is the air viscosity, g is the gravity constant, and λ is the mean free path of air.
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9.4.4 Fukuta continuous flow spectrometer (FCNS)
Using scaling arguments, it can be shown that side wall effects in the velocity field
become significant when the distance from the side walls is of order H. The FCNS geometry
examined has an aspect ratio of W/H = 20, so more than 90% of the total width of the
instrument remains unaffected by the presence of walls. Thus, the FCNS (Fig. 9.3) can be
reasonably simulated by solving a series of two-dimensional problems, each of which is for
a fixed value of the z-coordinate. A vertical flow configuration is assumed. In addition, the
following assumptions are made: a) steady state conditions, b) aerosol particles follow the air
flow streamlines, at the same velocity as the surrounding air, c) sedimentation, coagulation
and Brownian diffusion of particles are neglected, d) walls act as a perfect sink/source of
water vapor, and e) the temperature profile along the wall (in the z-direction) is linear.
Two types of inlet velocity conditions are considered, fully developed (i.e., parabolic)
or plug flow. The other variables (T , C) are assumed to have a uniform profile at the
inlet. At the walls, a no-slip boundary condition is assumed, u = v = 0, and for the outlet,
∂u
∂x = 0; v = 0. At the outlet,
∂T
∂x = 0. A constant temperature condition is used for the
walls; this is a function of the z-position of the section examined, and is computed using
assumption (e). Given that the temperatures at the two tips Th (for any x, y = H and
z = W ), and Tc (for any x, y = 0 and z = W ) are known, the temperatures at the top wall
Tt and the bottom wall Tb at a given coordinate z are
Tt(z) = Th −
(
dT
ds
)
(W − z) ; Tb(z) = Tc +
(
dT
ds
)
(W − z)
where s is a coordinate that runs along the heated wall, with its origin located at the hot
tip (Fig. 9.3) and ends at the cold tip.
(
dT
ds
)
= Th−Tc2W+H is the temperature gradient along
the s-coordinate. At the walls, the air is assumed to be saturated with water vapor at the
local temperature. At the outlet, ∂C∂x = 0. Based on the sheath/aerosol flow ratio, the
section of the flow field occupied by the aerosol is calculated from a mass balance. Finally,
the mean temperature Tbulk (y) =
H∫
0
T (x,y)dx
H∫
0
dx
is used in calculating the buoyancy term in the
u−momentum equation.
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9.4.5 Hudson continuous flow spectrometer (HCNS)
In simulating the HCNS (Fig. 9.5), the following assumptions are invoked: a) steady
state conditions, b) two-dimensional Cartesian geometry, c) aerosol particles follow the air
flow streamlines with the same velocity as the surrounding air, d) sedimentation, coagula-
tion, and Brownian diffusion of particles are neglected, e) walls act as a perfect sink/source
of water vapor, i.e., the air is saturated with water vapor right adjacent to the walls, and
f) buoyancy is neglected. The two-dimensional assumption neglects top and bottom wall
effects. This can be shown through scaling arguments to be a good approximation when
the aspect ratio H/W is large and breaks down only when the distance from the side walls
is of order W . In addition to the constant temperature condition posed at the controlled
temperature sections, a zero-heat flux condition is assumed at the insulated areas.
9.4.6 Caltech continuous flow spectrometer (CCNS)
In formulating the conservation equations for the CCNS, the same assumptions as for the
HCNS are made, except that an axisymmetric coordinate system is used. Although buoy-
ancy is not expected to be significant, it is included in the model for completeness. Tbulk(z)
in this case is the radial-average temperature at axial position z: Tbulk (z) =
R∫
0
2pirT (r,z)dr
R∫
0
2pirdr
.
Boundary inlet conditions used are similar to those of Section 9.7.4. In addition to those,
∂u
∂r =
∂v
∂r =
∂C
∂r =
∂T
∂r = 0 at the symmetry axis.
9.5 Numerical solution of conservation equations
The conservation equations for the four devices cannot be solved analytically, so a
numerical solution is obtained by the finite volume method [124]. A hybrid upwind-central
differencing scheme is used for calculating the convective-diffusive fluxes over the finite
control volumes. The scheme used employs a staggered grid, in which each velocity grid
node lies between two scalar volumes, ensuring that the numerical solution is consistent with
respect to pressure. The Semi-Implicit Method for Pressure-Linked Equations (SIMPLE)
iterative solution method [124] is used to solve the hydrodynamic cycle of the finite volume
equations, while the particle growth equations are solved numerically using the LSODE
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solver of [66]. The computer code used for the numerical simulations was based on a
modified version of the TEACH-2E code [59] coupled together with an aerosol growth
code. The computational grid and time step used ensure that the numerical solution is
within a few percent of the asymptotic (with respect to grid density) limit. The numerical
solution was obtained using 100 cells for each spatial coordinate. For the unsteady state
simulations of the SDCC, a time step of 0.025s is taken for the gas phase equations, for
a total integration time of 30s. The aerosol growth equations use a variable time step,
which is scaled depending on the instrument simulated. For the SDCC simulations, it is
scaled on the gas-phase integration step, while the others use the transit time through a
computational cell.
9.6 Uncertainty analysis for wall temperature of CCN instruments
Before proceeding with the numerical simulation of the instruments, it is instructive
to perform an analysis of the uncertainty in one of the most critical parameters of CCN
instruments, namely the temperature boundary condition for the instrument wall. When
operating the instruments, one controls the temperature of the metal supporting wall (or
plates), whereas the boundary condition that actually governs the performance of the in-
strument is the temperature of the inner face of the water film on the wall. Differences
between these two temperatures would bias the predictions since the supersaturation is a
strong function of temperature difference. One could include heat transfer through the walls
and film in the simulations, but the analysis of constant wall temperature is adequate for the
purpose of estimating the relative magnitude of the uncertainty arising from a temperature
difference. Furthermore, such an analysis is useful in that it is independent of any specific
geometry or configuration.
When estimating the wall temperature uncertainty, one must consider all the factors
that contribute to the temperature drop between the controlled temperature side and the
water film. Apart from the metal walls and the water film, there is also a material that helps
keep the walls wet. The material conventionally used for the SDCC, FCNS, and CCNS is
filter paper, while the HCNS uses a steel matrix. The material will be shown to have a
larger impact on the wall temperature uncertainty in the continuous flow instruments than
on the SDCC. The results for the SDCC may be considered intuitive, but the analysis is
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included for completeness.
In order to assess the effect of wall temperature uncertainty, simple heat transfer models
will be constructed for all of the instruments. In these models, the inner water film tem-
perature, Tf , is estimated from the heat flux through the walls. The temperature difference
between Tf and the controlled wall temperature, Tw, is then computed and expressed as a
fraction of the “nominal” difference, Th−Tc, for various values of water film thickness, filter
paper thickness, and flow rates. Realistic values for both paper and water film thickness is
10−3m; the wall is assumed to be of order 10−2m.
9.6.1 SDCC uncertainty analysis
With respect to wall heat transfer in the SDCC, the following can be assumed: a) steady
state conditions, and b) one-dimensional conductive heat transfer (stagnant flow field) along
the axial direction of the instrument (see Fig. 9.9a). With these assumptions, the heat flux
between points 1 and 2, Q12, is equal to the heat flux between the top and bottom wall, Qtb.
Expressing these fluxes as a function of the temperature differences, Th − Tc and T1 − T2,
we have Q12 = Qtb, which leads to
U1,2 (T1 − T2) = Ut,b (Th − Tc) (9.10)
where U1,2, and Ut,bare the total heat transfer coefficients between points 1,2 and t,b,
respectively. These heat transfer coefficients can be evaluated by the resistance method [75]
to lead to
1
U1,2
=
L− (l1 + l2)− (δ1 + δ2)
ka
(9.11)
1
Ut,b
=
(w1 + w2)
kst.steel
+
L− (l1 + l2)− (δ1 + δ2)
ka
+Rs1 +Rs2 (9.12)
where kst.steel = 15, kwater = 0.58 and kpaper = 0.1 are the thermal conductivities (in W
m−1 K−1) of stainless steel, water, and filter paper, respectively. Also, wi, li, δi are the
thickness of the wall, filter paper and water film, respectively (i=1 corresponds to the hot
plate, while i=2 refers to the cold plate). In equation (9.12), the resistances of the wall,
soaked filter paper and air are assumed to be in series. The resistance of the soaked filter
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(a)
(c)
(b)
Figure 9.9: The geometries used in the simple models developed for determining the uncer-
tainty in the temperature boundary conditions for a) the SDCC, b) the CCNS, and c) the
HCNS.
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paper, Rsi, is
Rsi =
1
kwater
min(δi,li)
+
kpaper
min(δi,li)
+
δi −min (δi, li)
kwater
+
li −min (δi, li)
kpaper
(9.13)
The first term in the above equation assumes that an equal segment of water and filter
paper are combined in parallel (which corresponds to the well-soaked portion of the filter
paper), and the remaining paper (or water) is connected in series. Allowing for the excess
of filter paper and water considers situations where the filter paper is partially dry, or when
too much water is provided on the filter paper. The sensitivity of the uncertainty to these
conditions is an important operating parameter of these instruments.
Substituting equations (9.12), (9.13), and (9.11) into (9.10) and solving for T1−T2Th−Tc yields
T1 − T2
Th − Tc =
(
1 +
(w1 + w2)
ka
kst.steel
+Rs1ka +Rs1ka
L− (l1 + l2)− (δ1 + δ2)
)−1
(9.14)
The uncertainty could therefore be defined as
(
1− T1−T2Th−Tc
)
× 100%.
Using equation 9.12, we calculate that for cases where the water and paper thicknesses
are equal, the ratio is at most 0.99. This means that the effective temperature difference
is practically equal to the nominal. For example, for Th − Tc = 2 K, then, depending on
the thickness of the water film, T1−T2 is about 1.99 K, thus the uncertainty being at most
0.01 K. This result is not surprising, since the gap between the plates is occupied mostly
by air, which has low thermal conductivity compared to those of the other materials. The
resistance therefore to heat conduction is mainly due to the air and is relatively insensitive
to the presence of water and filter paper. In addition, variations in water film or changes
in wall thickness do not have a large impact on the uncertainty. It can be concluded that
once the steady-state temperature profile has been achieved, the temperature uncertainty
in the instrument is negligible.
9.6.2 CCNS uncertainty analysis
In our presentation of the two spectrometers, usually the HCNS preceds the CCNS. For
convenience, however, we shall begin now with the CCNS, for which we assume a) steady
state conditions, b) one-dimensional conductive heat transfer along the radial direction
and convective heat transfer along the axial direction of the instrument, c) on the entry
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to each hot and cold segments, the temperature profile is uniform, and equal to the wall
temperature of the previous section, d) the flow field is fully developed and laminar, and
e) the latent heat flux from water condensation through the wall is small compared to
the sensible heat transfer, which is reasonable for near-atmospheric pressures and small
temperature differences. The appropriate geometry is defined in Figure 9.9b. With these
assumptions, the problem reduces to a developing temperature profile in the entry region
of a pipe, with a fully developed hydrodynamic flow field. The heat flux through the wall
for the given segment therefore can be calculated by
q˙ = hA∆T (9.15)
where A is the total surface exchange area, ∆T is the temperature change of the bulk fluid
between entry and exit of the pipe segment, and h is the mean heat transfer coefficient,
which is calculated by the following correlation [75]:
hD
k
= NuD = 3.66 +
0.0668Gz
1 + 0.04Gz2/3
(9.16)
where Gz = RePrDL is the Graetz number, Re =
4ρV˙
piDµ is the Reynolds number, Pr =
µ
ρka
is the Prandl number, L, D are the length and diameter of the segment, and V˙ is the
volumetric flow rate through the pipe. Using assumption (c), the bulk temperatures in and
out of the section are equal to either Th or Tc. The temperature difference ∆T then in
(9.15) is approximated with Th − Tc.
Furthermore, the heat flux can be expressed as a function of the inner film Tf and the
outer wall temperature Tw as
q˙ = UA (Tw − Tf ) (9.17)
where U is the heat transfer coefficient through the combined metal wall, filter paper and
water film, and is calculated as
1
U
=
w
kst.steel
+Rs (9.18)
where as in equation (9.13), Rs =
1
kwater
min(δ,l)
+
kpaper
min(δ,l)
+ δ−min(δ,l)kwater +
l−min(δ,l)
kpaper
.
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Equating equations (9.15) and (9.17) and solving for
Tw−Tf
Th−Tc
yields
Tw − Tf
Th − Tc = h
(
w
kst.steel
+Rs
)
(9.19)
The uncertainty could therefore be defined as
(
1− Tw−TfTh−Tc
)
× 100%.
Equation (9.19) depends on the thickness of the materials and also on the Reynolds
number. The validity of assumption (c) decreases as Re increases but can be used in our
analysis since the instrument is operated usually at low Re, and provides an upper-limit
estimate of the uncertainty. The appropriateness of assumption (c) can be assessed from
the numerical solutions.
Figure 9.10 shows contours of
Tw−Tf
Th−Tc
as a function of water film and paper thickness.
The wall thickness is assumed to be 1 cm, and the flow rate is equal to 10 l min−1. As
can be seen, the uncertainty is a somewhat strong function of filter paper thickness and
has a weaker dependence on water film thickness. Everything else remaining constant, the
minimum uncertainty is encountered when the water film and filter paper have the same
thickness; under this condition the uncertainty ranges between 4 % and 6%. However, when
the water thickness becomes smaller than of the filter paper (i.e., the paper partially dries)
the magnitude of the uncertainty increases and can approach 10%, or higher. The reason
for this behavior, which differs from the SDCC, lies in the fact that forced convection in the
CCNS increases the heat transfer efficiency through the bulk of the fluid, so the resistances
in the water film and filter paper have a larger effect on the temperature drop across the
wall than in the SDCC. Furthermore, the temperature differences between segments needed
to generate supersaturations along the centerline are increased, compared to the SDCC, so
the absolute value of the uncertainty increases with it. For example, for Th − Tc = 10 K,
then, depending on the thickness of the water film, Tw−Tf can range between 0.5 and 1 K.
Given that heat transfer efficiency increases with the flow rate, one would expect that
Tw−Tf
Th−Tc
depends on the flow rate. Indeed this is the case, assuming that wall and paper
thickness do not change, a tenfold increase in flow rate adds an additional 10% to the
uncertainty; this would translate to a Tw − Tf as high as 2 K if Th − Tc = 10 K. As stated
before, assumption (c) is not as appropriate at high flow rates, so the uncertainty may
not increase by as much as 10%, but still one would expect an appreciable change in film
temperature.
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Figure 9.10:
Tw−Tf
Th−Tc
contours for the CCNS as a function of paper and water film thickness.
The thickness of the metal wall is assumed to be 1 cm.
In any case, especially when condensational heat flux is considered (which further in-
creases the temperature uncertainty), one would expect that the effective temperature in
the instrument would be appreciably smaller than that posed on the walls. Therefore, any
simulations or experimental calibrations should be adjusted for this difference.
9.6.3 HCNS, FCNS uncertainty analysis
Both the HCNS and FCNS employ laminar flow between parallel plates. The two
systems differ in the choice of the porous wetted layer; the FCNS uses filter paper (as in
the SDCC and CCNS) while the HCNS uses porous metal. The thermal conductivity of the
latter material is much higher than that of the paper, leading to much smaller temperature
differences between the measured and surface temperatures. A general model that accounts
for the resistance in the porous material will enable evaluation of the uncertainties in both
systems.
In the following analysis, we assume a) steady state conditions, b) one-dimensional
conductive heat transfer perpendicular to the flow and convective heat transfer along the
flow axis, c) the fluid reaches the developed linear temperature profile at the exit of each
segment, d) the sectional-average temperature does not vary throughout the instrument
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(which is true in the HCNS for a symmetrically cold-hot temperature profile), e) the flow
field is fully developed and laminar, and f) the latent heat flux due to water condensation
is small compared to the sensible heat transfer, which is reasonable for near-atmospheric
pressures and small temperature differences. The geometry is defined in Figure 9.9 c.
Resistance through the steel matrix of the HCNS is neglected. With these assumptions, the
problem reduces to a developing temperature profile in the entry region of an enclosed plate
geometry, with the hydrodynamic flow field fully developed. Assumption (d) ensures that
the bulk enthalpy of the fluid does not change as it passes through the instrument; thus,
any heat exchange between the plates is perpendicular to the flow. For a given segment,
the heat flux through the hot wall, q˙h, can be expressed as a function of the inner film T hf
and the outer wall temperature T hw as
q˙h = UhAh
(
T hw − T hf
)
(9.20)
where Uh is the heat transfer coefficient through the combined metal wall, filter paper, and
water film (Equation 9.18), and Ah is the exchange surface on the hot-wall side. A similar
expression can be written for the cold-plate side:
q˙c = U cAc
(
T cw − T cf
)
(9.21)
where T cf , T
c
w are the inner film and outer wall temperatures at the cold wall, respectively,
and Ac is the exchange surface on the cold-wall side. Furthermore, because the system is in
steady state, and the fluid does not experience any overall increase in enthalpy, q˙h = q˙c, so
UhAh
(
T hw − T hf
)
= U cAc
(
T cf − T cw
)
(9.22)
Assuming that the surface areas and heat transfer coefficients are also equal, we get that
T hw − T hf = T cf − T cw (9.23)
which means that the temperature drop across the film is the same magnitude for both cold
and hot walls. After further manipulations of equation (9.23) we obtain
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T hf − T cf
T hw − T cw
= 1− 2
(
T cf − T cw
T hw − T cw
)
(9.24)
The heat flux from the fluid to the cold film, q˙c, can also be expressed as
q˙c = hAc
(
Tbulk − T cf
)
(9.25)
where Tbulk is the bulk temperature of the fluid (which is the same along a segment), and
h is the mean heat transfer coefficient. Since the system is in steady state, this heat flux is
equal to the flux that passes through the cold wall (Equation 9.25). By equating the two
fluxes, and solving for T cf , we obtain
T cf =
hTbulk + U
cT cw
h+ U c
(9.26)
By substituting equation (9.26) into equation (9.24), we finally get
T hf − T cf
T hw − T cw
= 1− 2
(
h
h+ U
)(
Tbulk − T cw
T hw − T cw
)
(9.27)
The uncertainty could therefore be defined as
(
1− T
h
f
−T c
f
Thw−T
c
w
)
× 100%. The heat transfer
coefficient h is calculated from equation (9.16), using the hydraulic diameter. To incorporate
the non-circular section effects, the heat transfer coefficient calculated from (9.16) is then
multiplied by a factor of two, which is the limiting factor for an aspect ratio approaching
infinity [75]. This approximation is reasonable, given that the HCNS examined here has an
aspect ratio W/H = 20.
Equation (9.27) depends on the thickness of the materials, and also on the Reynolds
number. However, if Tbulk remains the same between segments, then the uncertainty remains
the same throughout the instrument. Given that heat transfer efficiency increases with the
flow rate, one would expect that
Th
f
−T c
f
Thw−T
c
w
depends on the flow rate. Indeed this is the case,
as shown by Figure 9.11. The wall thickness is 1.0 cm, and the paper thickness in this
plot is assumed to be zero (therefore this plot shows the uncertainty for the HCNS). As
can be seen, for a film thickness that is 5% of the gap, a tenfold increase in the flow rate
almost doubles the uncertainty, from 11 to 18% (or a ratio of 0.89 to 0.82). However, for
film thicknesses around 1% of the gap (or around 1 mm in our case), the flow rate has little
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Figure 9.11:
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contours for the HCNS as a function of flow rate and water film thick-
ness. The thickness of the metal wall is assumed to be 1 cm, and no filter paper is used.
effect on the uncertainty, and remains around 3-5% (or a ratio of 0.97 to 0.95). For example,
for T hw−T cw = 5 K, depending on the thickness of the water film, T hf −T cf can range between
4.85 and 4.75 K, or the uncertainty is at most 0.25 K. Thus, the temperature uncertainty
is expected to have a minor effect on the instrument performance, and is neglected.
The presence of the filter paper in the FCNS is expected to increase the temperature
uncertainty, relative to the HCNS. For a paper thickness of 1 mm, which is well wetted, and
wall thickness of 1 cm, the uncertainty is around 5%. A tenfold increase in the flow rate
almost doubles the uncertainty, from 5% to 9% (or 0.95 to 0.91 ratio). For example, for
T hw − T cw = 5 K, depending on the thickness of the water film, T hf − T cf can range between
4.75 and 4.55 K, or the uncertainty ranges between 0.25 and 0.45 K. Thus, although the
uncertainty is increased with respect to the HCNS, it is still small enough to be neglected.
9.7 Operating conditions
After assessing the uncertainty in the wall temperature boundary condition for each
device, the geometric dimensions, operating conditions, and aerosol used for simulating the
performance of the instruments need to be specified. The dimensions and operating condi-
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tions of each instrument, which are summarized in Tables 9.2 to 9.5, are those reported in
the literature. The SDCC dimensions were taken from an existing instrument [Roberts, G.,
Internal communication, California Institute of Technology, 1999]. The FCNS, HCNS, and
CCNS dimensions were based on those given in the literature [46, 74, 71, 24]. The di-
mensions used for the HCNS simulations [Hudson, J. G., Personal communication, 2000]
are different from that those reported by [71] and reflect changes in the instrument that
improve its resolution. Flow rates and wall temperatures are allowed to vary, but again
reflect reported operating conditions.
To determine the behavior of the instrument, we simulate the response of each in-
strument as a function of initial particle diameter; the inlet aerosol in all the simulations
presented is assumed to be monodisperse and composed of ammonium sulfate. The number
concentration in each instrument is assumed to be low, in order to minimize their effect
on the supersaturation and temperature fields from the depletion of gas-phase water va-
por. This is particularly important for the SDCC, since biases in the supersaturation and
temperature fields from the presence of the aerosol complicates growth history.
Table 9.2: Operating conditions and parameters for the SDCC [Roberts, G., Internal com-
munication, California Institute of Technology, 1999]
Parameter Value/Range
Distance between plates (m) 1×10−2
Radius of plates (m) 0.1
Thickness of view volume (m) 1×10−3
Radius of view volume (m) 1×10−3
Initial pressure (Pa) 1.013×105
Initial relative humidity 100%
Bottom plate temperature (constant, K) 290
Top plate temperature (variable, K) 292 to 297
Side wall thickness (m) 2×10−3
Thermal conductivity of side wall (W m−2 K−1) 1.4 (plexiglass)
Ambient temperature (K) 290
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Table 9.3: Operating conditions and parameters for the FCNS [46].
Parameter Value/Range
Length, width, height (m) 0.838, 0.191, 0.018
Orientation Vertical
Distance from entrance where wall becomes 0.168, 0.168
wet on top and bottom plates (m)
Inlet pressure (Pa) 1.013×105
Inlet relative humidity 100%
Volumetric flow rate (m3 s−1) 1.6667×10−4
Inlet temperature (constant, K) 283
Cold tip temperature (constant, K) 283
Hot tip temperature (variable, K) 284 to 293
Ambient temperature (K) 290
Table 9.4: Operating conditions and parameters for the HCNS [Hudson et al., 1981; Hudson,
1989; Hudson, J. G., Personal communication, 2000].
Parameter Value/Range
Length, width, height (m) 0.38, 0.3, 0.015
Height of aerosol injector 0.0015
Length of wetted wall on hot and cold side (m) 0.28, 0.38
Total number of heated segments 9
Insulator length (m) 0.001
Orientation Vertical
Sheath/Aerosol volumetric flow ratio 10 to 20
Total volumetric flow rate (m3 s−1) 3.3×10−4 to 5.0×10−5
Inlet pressure (Pa) 3.09×104
Aerosol, sheath flow inlet temperature (constant, K) 295, 295
Aerosol, sheath flow inlet relative humidity 100%, 90%
Minimum cold side temperature (K) 295-289
Maximum hot side temperature (K) 295-301
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Table 9.5: Operating conditions and parameters for the CCNS [24].
Parameter Value/Range
Length, radius of tube (m) 0.7, 9.27×10−3
Radius of aerosol injector 2.29×10−3
Total number of hot-cold pairs 7
Insulator length (m) 0.01
Orientation of instrument Vertical
Sheath/Aerosol volumetric flow ratio 0.7 to 20.0
Total volumetric flow rate (m3 s−1) 1.166×10−5
Inlet pressure (Pa) 1.013×105
Inlet relative humidity 100%
Aerosol, sheath flow 295, 295
inlet temperature (constant, K)
Aerosol, sheath flow 100%, 90%
inlet relative humidity
aT , aC 1.0, 1.0 (case 1)
0.98, 0.041 (cases 2-4)
Wall segment 295,290,295,290,295,290,295,
temperature profiles (K) 285,295,285,295,283,295,283 (case 1)
295,290,295,290,295,290,295,
285,295,285,295,283,295,283 (case 2)
294,291,294,291,294,291,294,
287,294,287,294,285,297,285 (case 3)
294,292,294,292,294,292,294,
289,294,289,294,287,297,287 (case 4)
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9.8 Simulation of instrument performance
9.8.1 SDCC
First, it is useful to determine the extent of wall effects, the time needed to attain
the steady-state profiles, and the concentration below which depletion effects (in the water
vapor and temperature fields) are negligible. Simulations reveal that wall effects extend
inward on the order of the gap between the plates, which covers roughly one-seventh of the
total radius. Thus, wall effects are not expected to influence measurements made near the
center of the instrument. The maximum concentration of the aerosol within the instrument,
before depletion effects are seen, depends on both Sc and Smax ; simulations indicate that
concentrations below 1000 cm−3 inside the SDCC ensure that the supersaturation field is
uninfluenced by the aerosol. When depletion effects are not important, the time needed to
achieve steady-state ranges between 3 s (for 7 K difference) to 5 s (for 2 K difference). An
interesting feature is that the supersaturation profiles approach the steady state in an non-
symmetric fashion, from the bottom plate to the top. Although the direction (from bottom
to top or vice versa) could change (depending on the initial conditions in the instrument),
the asymmetric approach to a steady-state profile would tend to bias the particles on one
side of the view volume towards larger sizes. The strength of this bias depends on the
duration of the transients relative to the total growth time.
Figure 9.12a presents the simulated effective radius (defined as the third moment over the
second moment of the droplet size distribution) within the view volume as a function of time
for different dry aerosol sizes. Figure 9.13a represents the normalized aerosol concentration
in the view volume as a function of time. In both plots, the initial aerosol concentration is
uniform, and the temperature difference between the plates is kept at 2 K. This temperature
difference generates a maximum supersaturation of about 0.15%. Under these conditions,
particles with dry diameter larger than 0.1 µm should activate. Indeed, this is what is seen.
Simulations for 0.05 and 0.09 µm particles yield constant effective radius and concentration,
meaning that the particles grow to their equilibrium size, which is not large enough to
experience significant sedimentation on the timescale of the simulations. Larger particles
do show variability, and those are the ones that activate. The behavior of particles with a
dry diameter 0.50 µm differs from those of the other sizes examined, because sedimentation
velocity of such particles is appreciable even for subsaturated conditions. As a result, the
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concentration in the view volume increases because aerosol from above falls through it
more rapidly than the aerosol within the view volume falls out. Therefore, the effective
radius increases faster than for initially smaller aerosol, because both the aerosol size and
concentration in the view volume increase during the measurement. The concentration of
particles of smaller initial size stays relatively constant, as particles that fall out of the view
volume are replaced by those from above. This behavior lasts roughly around 7 s, during
which the slope of the effective radius curve is approximately the same for all particle
sizes. After most of the aerosol above the view volume has passed through, the aerosol
concentration starts dropping.
The behavior of the SDCC depends on the supersaturation profile, which can be char-
acterized by the maximum supersaturation, Smax, and the critical supersaturation of the
observed particles. Particles with Sc ≈ Smax activate only midway between the plates and
are observed as they grow and sediment out of that small region. Their growth rate is
initially slow, so concentration peaks late. On the other hand, particles with Sc << Smax
grow throughout much of the volume of the SDCC and relatively rapidly. Particles that
activate well above the view volume grow and reach larger sizes as they sediment toward
that level. The peak for 0.05 µm particles occurs as much as 5 s later than that for 0.5
µm particles. This large variation may account for the multiple peaks in scattered light
intensity profiles seen when polydisperse aerosols are sampled.
Increasing the temperature difference between the plates increases Smax. A larger range
of particle sizes satisfies the condition Sc << Smax, and the particle size dependence of
the effective radius decreases as illustrated in Figures 9.12b and 9.13b, which are the same
as Figures 9.12a and 9.13a, but for ∆T = 7 K (Smax = 1.81%). All of the particle sizes
considered activate throughout half of the SDCC volume. Both the effective radius and
droplet concentration in the view volume display similar time dependence over the 0.05 to
0.5 µm size range.
In determining the precision of the droplet diameter attained in the view volume, we
define the droplet diameter resolution, RDp =
Dp
∆Dp
, as the ratio of the mean diameter over
its variation. A value of RDp = 10 means that the droplet diameter ranges around 10% of
its mean value. A high value of this resolution throughout the duration of the measurement
ensures that particles with the same critical supersaturation produce droplets that are close
to being monodisperse within the view volume. Figure 9.14 displays RDp as a function
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Figure 9.12: Simulated effective radius in the SDCC view window as a function of time for
various initial particles sizes (dry diameter, µm). The temperature difference between the
two plates is assumed to be (a) 2 K (Smax = 0.15%) and (b)7 K (Smax = 1.81%).
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Figure 9.13: Simulated particle concentration in the SDCC view window as a function
of time for various initial particles sizes (dry diameter, µm). The temperature difference
between the two plates is assumed to be (a) 2 K (Smax = 0.15%) and (b) 7 K (Smax = 1.81%).
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Figure 9.14: Simulated particle size resolution in the SDCC view window as a function
of time for various initial particles sizes (dry diameter, µm). The temperature difference
between the two plates is assumed to be (a) 2 K (Smax = 0.15%) and (b) 7 K (Smax = 1.81%).
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of time, for various particle sizes. Subplot (a) assumes a temperature difference between
plates of 2 K, while subplot (b) is for a difference of 7 K. Because initially the aerosol in the
SDCC is perfectly monodisperse, the resolution in both plots starts off from infinity. As the
supersaturation profiles develop and the particles grow, RDp drops and fluctuates around
the value of 10. So the droplet sizes range within 10% of their mean diameter, regardless
of temperature difference or initial particle size.
9.8.2 FCNS
The continuous flow in the FCNS eliminates some of the limitations that arise from
the transient nature of SDCC measurements. However, buoyancy forces develop that limit
the maximum temperature difference that can be imposed at a given flow rate. Simulations
indicate that the maximum temperature difference that can be imposed for the reported flow
rate is about 6 K, a value that agrees with the experimentally reported difference [Fukuta
and Saxena, 1979]. Larger temperature differences lead to flow reversal. The simulations
are relatively insensitive to the specific type of inlet velocity profile, so the results presented
apply to both inlet velocity types.
The supersaturation fields that develop within the instrument control the growth of
aerosol particles. Although the maximum value of the supersaturation can be estimated
from the local temperature difference between the hot and cold walls and Figure 9.2,
the supersaturation profile has to develop first before this maximum value is attained.
Figure 9.15 shows supersaturation profiles for different streamlines along the centerline of
the FCNS. As can be seen, half (or more) of the flow path is subsaturated, exposing particles
to the maximum supersaturation for only a fraction of their residence time in the instrument.
Moreover, the time in the supersaturated region decreases with decreasing Smax. Therefore,
particles with low Sc may not have sufficient time to activate by the time they reach the
outlet. This difficulty is compounded by slow growth once activated at low Smax.
Buoyancy effects on the velocity field tend to distort the supersaturation profiles from
being symmetric around the centerline; this deviation becomes stronger as the temperature
difference between the plates increases. The position of the maximum supersaturation is also
shifted slightly. With increasing distance from the tip, the temperature gradient between
the walls decreases, buoyancy effects become less important, and symmetric supersaturation
(and temperature) profiles are attained. The centerline region however, particularly for the
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Figure 9.15: Supersaturation (%) profiles for different streamlines along the centerline of
the FCNS.
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Figure 9.16: Simulated growth curves for various centerline streamlines of the FCNS. The
temperature difference between the tips is 5 K, and the volumetric flow rate is 20 l min−1.
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low Sc streamlines, is relatively unaffected by buoyancy, for the reasons explained above.
Figure 9.16 shows the simulated response curves for the FCNS. The horizontal axis rep-
resents the critical supersaturation of the inlet aerosol, and the vertical axis is the outlet
wet diameter of the aerosol. Each curve represents the mean outlet droplet diameter as a
function of their critical supersaturation. Also shown is the Ko¨hler theory critical diameter
of particles as a function of their critical supersaturation. The particle outlet diameter is
relatively insensitive to the inlet aerosol size, for particles for which Sc < Smax. Particles
of Sc > Smax do not activate, so there is a dramatic decrease in outlet size. The resulting
“elbow” in the curve enables detection of particles with Sc < Smax of the specific streamline
since there is a clear distinction between particles that activate, and those that do not. The
sharper this “elbow” is, the better resolved the CCN concentration is at the given super-
saturation. Farther away from the heated tips, the maximum supersaturation decreases,
and the position of the “elbow” shifts towards lower critical supersaturations. However,
because growth at lower supersaturations is slower, and because the particle exposure to
the maximum supersaturation is briefer, droplets do not grow as much (compared to larger
supersaturation streamlines). As a consequence, the elbow becomes less pronounced, even-
tually vanishing completely. The elbow more or less disappears at Sc = 0.1%, in agreement
with the value reported by [46]. In its current configuration, the FCNS can probe CCN
with Sc between 0.1 and 1.0%.
9.8.3 CCNS
At first glance, this instrument seems to avoid many of the problems encountered in
the FCNS. Buoyancy effects are not significant, and most of the instrument is utilized
for exposing the particles to supersaturations (Fig. 9.8). The supersaturation profile is,
however, considerably more complex, making it more difficult to assess instrument behavior
based on the temperature and supersaturation profiles alone. It is, therefore, important
to evaluate the sensitivity of the predicted outlet droplet distribution to the parameters
that affect particle growth. Two very important parameters affecting the simulations are
the film temperature at the wall (which determines the supersaturation), and the mass
accommodation coefficient (which affects the particle growth).
Figure 9.22 shows predicted and measured calibration curves for the CCNS. Details
about the experimental data can be found in [24]. Curves corresponding to Cases 1 to
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Figure 9.17: Experimental and simulated calibration curves for the CCNS. The different
simulation cases correspond to different values of effective wall temperature and accommo-
dation coefficients, the values of which are given in Table 9.5.
4 in Figure 9.17 represent the temperature boundary conditions and accommodation co-
efficients specified in Table 9.5. Case 1 represents an accommodation coefficient of unity
and the nominal wall temperatures as the wall boundary conditions. The predicted size is
larger (by about a factor of two) than the measured data. When lowering the temperature
boundary condition by around 2-3 K (which according to Section 9.6.2, is a reasonable
drop, especially since latent heat flux through the film can further increase the uncer-
tainty), the predicted curves (Case 3, Case 4) lie close to the experimental data. Changing
the accommodation coefficient from 1.0 to 0.041 further improves the predictions. In all
cases though, the qualitative behavior of the curve does not change: the outlet diameter of
droplets is relatively insensitive to critical supersaturation (particularly when the droplets
are activated). Thus, the model captures the essential features of the instrument despite
the complex growth behavior imposed by the supersaturation profile that develops in the
instrument. For subsequent simulations, Case 3 conditions are used.
From both simulations and experimental data, it is clear that the droplet size at the
outlet of the CCNS is relatively insensitive to the initial particle size. For a range of critical
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supersaturation spanning two orders of magnitude, the outlet diameter changes at most by
a factor of two. This low sensitivity arises from the particle growth kinetics. At the late
stages of growth, when the particle is in the continuum size region, and solute and surface
tension effects are minor, Equation (9.1) can be integrated to yield
D2p = D
2
po +
t∫
tact
Svdt
ρwRT
4p∗DvMw
+
∆Hvapρw
4kaT
(
∆HvapMw
TR − 1
) (9.28)
The particle size at activation, Dpo, is relatively small, so at sufficiently long growth
time,
D2p ≈
t∫
tact
Svdt
ρwRT
4p∗DvMw
+
∆Hvapρw
4kaT
(
∆HvapMw
TR − 1
) (9.29)
i.e., all particles approach the same size, regardless of initial size (or Sc). This asymptotic
approach of all particles to the same size also explains the uniform response of the SDCC
for Sc << Smax, and the consistent final particle size of the FCNS over a wide range of
supersaturations.
Despite the weak dependence of outlet diameter on particle critical supersaturation, the
simulations can be used to compute the resolution in measured droplet diameter necessary
for resolving the CCN spectrum. Since the aerosol occupies a finite region of the flow field,
not all particles are exposed to the same supersaturation, or have the same residence time.
As a consequence, a monodisperse inlet aerosol will produce a droplet distribution with finite
spread; this effect may interfere with the ability to resolve a CCN spectrum, since droplets
of a given size at the outlet are not unambiguously related to critical supersaturation. This
spread at the outlet is a function of the sheath to aerosol flow rate ratio (because that
determines the uniformity of the supersaturation field and residence time to which the
particles are exposed) and will decrease with increasing ratio.
In determining the precision of the droplet diameter measurement needed, we use the
droplet diameter resolution, RDp , and the critical supersaturation resolution, RSc =
Sc
∆Sc
.
Dividing these two quantities, we get the resolution ratio,
RSc
RDp
, which can then be related
to the instrument resp
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RSc
RDp
=
Sc
Dp
∆Dp
∆Sc
≈ Sc
Dp
[
dDp
dSc
]
cc
(9.30)
where
[
dDp
dSc
]
cc
is the slope of the calibration curve at the given Sc. Figure 9.18 displays
the resolution ratio computed for the CCNS for different sheath to aerosol flow rate ratios.
Figure 9.18 illustrates that the resolution in critical supersaturation is between 10 and
100 times smaller than the droplet diameter resolution for the volumetric flow rate ratio
used in the calibration experiment. This means that if the diameter measurement has an
uncertainty of 1% (or, RDp = 100), the uncertainty in critical supersaturation will range
between 10% and 100%. Increasing the flow rate ratio increases the resolution notably, but
only up to a certain extent; the difference in resolution between ratios of 10 and 20 is quite
minimal. This is understandable because the aerosol at such a high flow rate ratio occupies
a volume very close to the centerline, so the particles are exposed essentially to a uniform
supersaturation profile. The resolution ratio is also a strong function of Sc: it varies almost
by a factor of 10 for Sc ranging between 0.01% and 1%. This is a result of the change in the
calibration curve slope, which approaches zero as Sc increases; this means that for particles
of high Sc, droplet size is more or less insensitive to Sc, or that the asymptotic limit of
equation (9.29) has practically been reached. This is not true for activated particles with
low Sc; the Dpo term in equation (9.28) is still not negligible, so particle size still varies
with Sc.
To estimate the uncertainty in critical supersaturation from the spread induced by the
instrument, we use Equation 9.30, and obtain that
∆Sc
Sc
=
1
RSc
≈ |∆Dp|inst
Sc
[
dDp
dSc
]
−1
cc
(9.31)
where ∆ScSc is the supersaturation uncertainty and |∆Dp|inst is the variation in droplet di-
ameter, calculated from the instrument model. Figure 9.19 displays ∆ScSc as a function of
supersaturation, for the CCNS. The uncertainty was predicted using the curves of Fig-
ure 9.18 and the variability of the calculated outlet droplet diameter. As can be seen, the
resulting uncertainty is large, ranging from 100 to over 1000 %. This is expected, since the
relative variation in droplet diameter at the CCNS outlet is, on average, between 15 and
20% (Table 9.7). Therefore, the aerosol/sheath flow rate ratio used for the operation of this
instrument is very influential for obtaining a CCN spectrum. While increasing this ratio to
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V˙aerosol
.
The Case 3 (Table 9.5) values of effective wall temperature and accommodation coefficients
are used.
10 or 20 considerably reduces the uncertainty, the uncertainty still exceeds 50% for Sc >
0.04%. Further increasing the flow ratio might decrease the uncertainty, but obtaining good
droplet counting statistics then becomes a problem.
Table 9.6: Summary of SDCC simulations.
∆T (K) Smax(%) Dry diameter of smallest (NH4)2SO4
Dp
∆Dp
particle activated (µm) mean min max
2 0.15 0.101 14.8 12.6 21.0
3 0.34 0.059 10.0 8.3 13.7
4 0.60 0.040 10.2 5.0 12.7
5 0.93 0.030 8.9 4.0 11.4
6 1.34 0.024 9.3 0.2 13.4
7 1.81 0.019 10.5 8.7 13.0
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uration, for the CCNS. The uncertainty was predicted using the curves of Figure 9.18, and
the variability of the outlet droplet diameter (calculated by the model results).
Table 9.7: Predicted outlet droplet diameter variability and resulting critical supersatura-
tion uncertainty for the CCNS.
V˙sheath
V˙aerosol
∆Dp
Dp
(%) ∆ScSc (%)
mean min max mean min max
0.7 28.9 9.7 57.4 303.0 25.1 1326.2
10.0 5.5 1.1 36.5 53.7 2.7 755.3
20.0 4.0 0.6 19.3 38.6 1.5 388.3
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Table 9.8: Predicted outlet droplet diameter variability and resulting critical supersatura-
tion uncertainty for the HCNS. V˙sheath
V˙aerosol
=10.
Max ∆T (K) V˙ (l min−1)
∆Dp
Dp
(%) ∆ScSc (%)
mean min max mean min max
4 6 2.6 0.5 9.0 14.1 1.2 30.9
6 6 2.7 0.6 8.6 35.5 7.5 67.2
8 6 3.2 0.5 9.2 102.5 15.8 393.2
10 6 3.6 0.6 12.8 163.2 16.0 670.2
12 6 3.0 0.4 10.1 203.8 20.2 723.8
4 20 2.4 0.6 10.0 11.4 0.9 26.3
6 20 2.8 0.4 8.8 22.4 7.3 47.9
8 20 3.1 0.4 7.4 31.5 5.6 61.6
10 20 2.6 0.5 7.2 76.7 14.2 259.6
12 20 3.2 0.3 11.6 108.3 7.8 423.4
9.8.4 HCNS
The HCNS exposes particles to supersaturation profiles that vary smoothly and mono-
tonically in the streamwise direction. Simulations were performed for several different tem-
perature profiles at low (6 l min−1) and high (20 l min−1) total volumetric flow rates,
Figures 9.20a and 9.20b, respectively. The sheath to aerosol flow ratio was assumed to be
10. These simulations reveal that the droplet growth kinetics, like for the CCNS, lead to
a restricted range of final droplet size for particles with a wide range of critical supersat-
urations. For example, when the maximum plate temperature is set to more than 6 K,
the outlet droplet diameter changes by a factor of two for critical supersaturations that
span two orders of magnitude (between 0.01% and 1%). This variation does not seem to
be strongly influenced by the volumetric flow rate (although the outlet droplet diameter is)
but depends strongly on the temperature profile in the instrument. Improvement is seen
only when the maximum temperature difference drops to 4 K; in this case, the variation in
droplet diameter increases considerably, but has the drawback that particles with Sc > 0.4%
do not activate. As can be seen, the resolution of the instrument increases as the outlet
droplet size gets closer to the critical curve; the drawback to this is that the Sc range for
which particles are activated becomes more restricted.
Calibration data available in the literature [Hudson, J. G., Personal communication,
2000] do not precisely specify the maximum temperature difference (or the total volumetric
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Figure 9.20: Simulated calibration curves for the HCNS, for different temperature profiles,
and a volumetric flow rate of (a) 6 l min−1, and (b) 20 l min−1.
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Figure 9.21: Experimental and simulated calibration curves for the HCNS. Non-
dimensionalized droplet diameter is plotted as a function of critical supersaturation. V
is the total volumetric flow rate, and DT is the maximum temperature difference between
the plates. V˙sheath
V˙aerosol
= 10 in the simulations.
flow rate) used in the HCNS, making it difficult to precisely assess the performance of
the HCNS model. In addition, the data provide the mean channel number (as opposed to
particle diameter) as a function of critical supersaturation. However, since mean channel
number scales linearly with particle size, the non-dimensionalized mean channel number
and mean particle diameter are equivalent quantities:
F (Sc)− F (Sc,high)
F (Sc,low)− F (Sc,high) =
Dp (Sc)−Dp (Sc,high)
Dp (Sc,low)−Dp (Sc,high)
where F is the mean channel corresponding to critical supersaturation Sc. Using these non-
dimensionalized quantities, we compare measurements to the model predictions (Fig. 9.21).
As can be seen, the measurements are very close to model predictions for a volumetric flow
rate of 20 l min−1 and a maximum temperature difference of 6 K. Given that these values of
flow rates and maximum temperature difference are within reported operating conditions,
we can assume that the model captures the behavior of the HCNS.
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Figure 9.22 displays the predicted resolution ratio,
RSc
RDp
, for the HCNS, for different
temperature profiles, and total volumetric flow rates of (a) 6 l min−1, and (b) 20 l min−1.
The sheath to aerosol flow ratio was assumed to be 10. Here the instrument sensitivity
is increased relative to that of the CCNS, particularly for low temperature differences and
critical supersaturations between 0.1 and 1%. For a maximum temperature difference of
4 K and 6 K, the resolution increases dramatically for Sc > 0.1%. This happens because
the supersaturation generated in these cases is not sufficient to activate particles with Sc
close to 1%, so an “elbow” similar to those in Figure 9.16 develops. Consequentially, the
calibration curve slope becomes much steeper around the region of this “elbow.” Because
of this effect, and because the sheath to aerosol flow rate ratio is much lower than that of
the CCNS, it is expected that the uncertainty in the critical supersaturation is considerably
lower than that for the CCNS. Indeed, this is the case, as shown by Figure 9.23. The
uncertainty was computed using Equation 28 and the calculated variability of the outlet
droplet diameter. Subplot (a) refers to a volumetric flow rate of 6 l min−1, and (b) to 20 l
min−1 (sheath to aerosol ratio is 10). For these conditions, the relative variation in droplet
diameter at the HCNS outlet is on average only between 2 and 3% (Table 9.8). However, this
is enough to generate substantial uncertainty in Sc. Minor fluctuations in this variability
accounts for the large fluctuations seen in the computed uncertainty. For example, for a
maximum temperature difference of 8 K (which is an operational value reported by [71],
the Sc uncertainty ranges between 30 and 100%, and can reach as high as 390%. When
the maximum temperature difference is around 4 K, the resolution improves by an order
of magnitude and averages around 10%. The simulations indicate that a spectrum can be
obtained for critical supersaturations between 0.08% and 0.4%. Particles outside of this
range do not activate, either because the supersaturation is lower than the critical value, or
simply because there are kinetic limitations that inhibit low supersaturation particles from
activating.
Compared to the CCNS, the HCNS seems to exhibit less uncertainty; this is attributed
to the smoother and monotonic supersaturation profiles generated in the HCNS. The os-
cillations in the supersaturation seen the for CCNS slow down (or even reverse) particle
growth, so less of the instrument is utilized for particle growth. Because of this, particles of
different critical supersaturations essentially grow to the same size by the time they reach
the outlet of the instrument.
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Figure 9.23: Relative critical supersaturation uncertainty as a function of critical supersat-
uration, for the HCNS. The uncertainty was predicted using the curves of Figure 9.22, and
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9.9 Summary and conclusions
The behavior and performance of four cloud condensation nucleus (CCN) instruments
are theoretically analyzed. These include the static diffusion cloud chamber (SDCC), the
Fukuta continuous flow spectrometer (FCNS), the Hudson continuous flow spectrometer
(HCNS), and the Caltech continuous flow spectrometer (CCNS). A numerical model of
each instrument based on reported instrument dimensions and operating conditions is
constructed based on a general fluid dynamics code coupled to a description of aerosol
growth/activation microphysics. Instrument performance is explored by simulating instru-
ment response to a monodisperse ammonium sulfate aerosol. The CCNS and HCNS models
were compared to experimental measurements and found to be in good agreement. The
FCNS model predictions agreed with instrument limitations reported in the literature.
Uncertainties in the wall temperature boundary condition vary with instrument con-
struction, and arise mainly from the presence of filter paper (used for wetting instrument
walls). Using a simple heat transfer model for each instrument, this uncertainty is found
to be negligible for the SDCC (of order 0.01 K), and very small for the HCNS and FCNS
(ranging between than 0.25 and 0.45 K). It can be appreciable for the CCNS (ranging be-
tween 0.5 to 2 K), so the wall boundary condition in the instrument simulations must be
adjusted to account for this. The numerical model for the CCNS reproduces experimen-
tal measurements, when the wall temperature boundary conditions is adjusted by a factor
slightly higher than predicted by this simple uncertainty analysis.
SDCC exhibits the least uncertainty in the wall temperature boundary conditions and
produces droplets that are (for a given critical supersaturation) monodisperse to within
10% of the droplet diameter, throughout the duration of the measurement. The FCNS is
an instrument that can be used as a CCN spectrometer since different streamlines attain
different supersaturations, allowing particles to activate over a range of critical supersat-
urations. The range of critical supersaturations that can be measured is limited because
(i) the temperature difference must be kept small enough to avoid buoyancy-induced flow
reversal or secondary flows, and (ii) the instrument loses its sensitivity for particles of crit-
ical supersaturation lower than 0.1% because the particles do not have enough time for
growth. The first issue is not a serious limitation since the supersaturation on the high
temperature difference side is sufficiently high to include all the climatically important
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aerosol. The second limitation, however, constrains the ability to probe the climatically
critical low supersaturation CCN. Both HCNS and CCNS have inherent limitations in the
ability to resolve the distribution of particles with respect to critical supersaturation. The
most important parameters affecting the performance of dynamic spectrometers are the
maximum temperature difference between the walls, the total volumetric flow rate, and the
sheath to aerosol volumetric flow ratio. For the monodisperse ammonium sulfate aerosol
considered here, conditions can be found for the HCNS for which an activation spectrum
can be resolved for critical supersaturations between 0.08% and 0.4%. Simulations for the
HCNS indicate that the calculated uncertainty in critical supersaturation exceeds 100%
when the maximum temperature difference exceeds 6 K for 20 l min−1 total flow rate or 8
K for 6 l min−1 total flow. The same uncertainty can decrease to 10% (on average) when
the temperature difference is reduced to 4 K. The uncertainty however, is not uniform and
depends strongly on the initial size of the particle. The predicted uncertainty in the critical
supersaturation for the CCNS is on average above 50%.
While different design parameters or operating conditions may lead to modest shifts in
the performance from that predicted for any of the four instruments, the essential features
described in this paper are inherent to their designs.
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9.11 Notation
A heat exchange area
ac condensation coefficient
aT thermal accommodation coefficient
C water vapor concentration (moles m−3)
Cp specific heat of controlled-temperature wall.
cp specific heat of dry air at constant pressure.
Cc slip correction factor
dp particle dry diameter
Dv water vapor diffusivity in air
D′v water vapor diffusivity in air, corrected for noncontinuum effects
Dp particle wet diameter
F mean channel number in particle size measurement of HCNS
g acceleration of gravity
h heat transfer coefficient
H instrument height
Jcond rate of liquid water condensation on aerosol particles
ka thermal conductivity of air
k′a thermal conductivity of air, corrected for noncontinuum effects
kpaper thermal conductivity of filter paper
kst.steel thermal conductivity of stainless steel
kwall thermal conductivity of wall
kwat thermal conductivity of liquid water
l paper thickness
L instrument length
Ma molecular weight of dry air
Mw molecular weight of water
n number of size sections in aerosol distribution
ns number of moles of solute per particle
N aerosol number concentration
P air pressure
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Pr Prandl number
pv water vapor pressure
p∗v saturation vapor pressure of water
q˙ heat flux
r radial coordinate
R universal gas constant
Ra Rayleigh number
RDp Droplet diameter resolution, Dp/∆Dp
Re Reynolds number
RSc Critical supersaturation resolution, Sc/∆Sc
Rs Thermal resistance through the soaked filter paper
s wall coordinate of FCNS instrument
Sc critical supersaturation for activation, according to Ko¨hler equilibrium theory
Smax maximum supersaturation
Sv supersaturation
Seqv supersaturation in equilibrium with particle size
t time
T¯w average temperature of SDCC wall
T temperature
Tbulk section average (bulk) temperature
V˙ volumetric flow rate
ut terminal velocity
u velocity component
U heat transfer coefficient
v velocity component
w wall thickness
W instrument width
wL liquid water content (kg liquid water per volume of air)
x1, x2 generalized spatial coordinates
x, y Cartesian coordinates
z axial coordinate
225
∆Hvap enthalpy of evaporation of water
δ water film thickness
λ mean free path of air
µ air viscosity
ν number of ions the solute dissociates into in solution
ρ density of air
ρp density of particle
ρw density of water
σw water surface tension
9.12 Subscripts-superscripts
amb ambient
f film
c cold wall
h hot wall
w wall
t top wall
b bottom wall
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Chapter 10
Summary and conclusions
The motivation of this thesis is to improve our understanding of the aerosol indirect
effect. In Chapter 2, we study the dynamics of aerosol activation into cloud droplets, and
assess under which conditions mass transfer limitations on the growth of cloud condensa-
tion nuclei (CCN) may have a significant impact on the number of droplets that can form
in a cloud. The assumption that particles remain in equilibrium until activated may not
always be appropriate for aerosol populations existing in the atmosphere. Three mecha-
nisms are identified that lead to kinetic limitations, the effect of which on activated cloud
droplet number and cloud albedo is assessed using a one-dimensional cloud parcel model
with detailed microphysics for a variety of aerosol size distributions and updraft velocities.
Overall, the effect of kinetic limitations on cloud albedo can be considered important when
equilibrium activation theory consistently overpredicts droplet number by more than 10%.
Kinetic limitations are thus not expected to be climatically significant on a global scale, but
can regionally have a large impact on cloud albedo.
In Chapters 3 and 4, the relative importance of traditional Ko¨hler theory extensions (for
example, the effect of water soluble gases, substances of partial solubility and surfactants)
is assessed with a cloud parcel model. We find that numerous conditions exist, for which
chemical influences on cloud droplet activation are significant, to the point where they can
even rival the Twomey effect. While it is currently impossible to calculate the global impact
of these additional activation effects because of a lack of data on atmospheric composition,
sensitivity calculations indicate that realistic conditions representing anthropogenically per-
turbed environments result in albedo changes that are climatically significant, adding still
more uncertainty to the forcing by modification of clouds. More broadly, inclusion of these
new factors erases a conceptual boundary between what we call “cloud” and “aerosol” or
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“haze,” and an “aerosol-cloud continuum” results in which subtle changes in thermodynamic
state lead to substantial changes in cloud albedo.
Chapter 5 assesses the impact of biomass-burning aerosol on cloud properties in the
Amazon Basin. Cloud condensation nuclei (CCN) measurements were performed at ground-
based sites in the states of Amazonas and Rondoˆnia, Brazil, during several field campaigns
in 1998 and 1999 as part of the Large Scale Biosphere-Atmosphere Experiment in Amazonia
(LBA). CCN concentrations measured during the wet season were low and resembled con-
centrations more typical of marine conditions than most continental sites. During the dry
season, smoke aerosol from biomass burning dramatically increased CCN concentrations.
The modification of cloud properties, such as cloud droplet effective radius and maximum
supersaturation, is most sensitive at low CCN concentrations. Hence, we could expect larger
inter-annual variation of cloud properties during the wet season that the dry season. Differ-
ences between CCN spectra from forested and deforested regions during the wet season are
modest, and result in modifications of cloud properties that are small compared to those be-
tween wet and dry seasons. Our study suggests that the differences in surface albedo, rather
than cloud albedo, between forested and deforested regions may dominate the impact of
deforestation on the hydrological cycle and convective activity during the wet season. Dur-
ing the dry season, on the other hand, cloud droplet concentrations may increase by up to
seven times which leads to a model-predicted decrease in cloud effective radius by a factor
of two. Sensitivity tests show that complete characterization of the aerosol is necessary
when kinetic growth limitations become important; under strong kinetic limitations, subtle
differences in the chemical and physical make-up are shown to be particularly influential in
the activation and growth behavior of the aerosol. Knowledge of the CCN spectrum alone
is not sufficient to fully capture the climatic influence of biomass burning.
Chapters 6 and 7 study previously unidentified cloud microphysical effects of black
carbon inclusions in cloud droplets. Black carbon (BC) aerosol absorbs sunlight that might
have otherwise been reflected to space and changes the radiative heating of the atmosphere
and underlying surface. These effects may alter the dynamical and hydrological processes
governing cloud formation. A new, microphysical, effect of BC on climate is identified here,
in which solar heating within BC-containing cloud condensation nuclei (CCN) slows or
prevents the activation of these CCN into cloud drops. Solar-heated BC-containing droplets
are elevated in temperature by fractions of a degree above the ambient, thus raising the
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droplet vapor pressure, and inhibiting activation of the most absorptive CCN. As a result,
three new mechanisms, that result from BC heating, can affect cloud droplet number and
lifetime. Two of these mechanisms act to increase cloud droplet number or lifetime: i)
the ability of BC to decrease the collection efficiency of giant CCN, and, ii) the delayed
growth of low Sc CCN that allow higher Sc CCN to form droplets. These two mechanisms
complement each other in terms of increasing cloud droplet number, since it is shown that
the former is most efficient at strong updrafts, and the latter at low updraft velocities.
A third mechanism identified, gas-phase heating (which is different from the “semi-direct
effect”), in our simulations acts to decrease LWC, and thus albedo; however, the droplet
number concentration does not change significantly due to dynamic readjustments in cloud
supersaturation. The simulations indicate that the mixing state of BC with the CCN
population can have an important influence on the effect of BC heating on the droplet
population. Although additional work is necessary to fully assess the effects of BC heating
on cloud microphysics and climate, these effects are more complex than currently thought.
Chapter 8 develops an aerosol activation parameterization, based on a generalized rep-
resentation of aerosol size and composition within the framework of an ascending adiabatic
parcel; this allows for parameterizing the activation of chemically complex aerosol with arbi-
trary size distribution and mixing state. The new parameterization introduces the concept
of “population splitting,” in which the CCN that form droplets are treated as two separate
populations: those which have a size close to their critical diameter, and those that do not.
Explicit consideration of kinetic limitations on droplet growth is introduced. Our treatment
of the activation process unravels much of its complexity. As a result of this, a substantial
number of conditions of droplet formation can be treated completely free of empirical infor-
mation or correlations; there are, however, some conditions of droplet activation for which
an empirically derived correlation is utilized. Predictions of the parameterization are com-
pared against extensive cloud parcel model simulations, for a variety of aerosol activation
conditions that cover a wide range of chemical variability and CCN concentrations. The
parameterization tracks the parcel model simulations closely and robustly. The parameteri-
zation developed is intended to allow for a comprehensive assessment of the aerosol indirect
effect in GCMs.
Chapter 9 theoretically analyzes the behavior and performance of four cloud condensa-
tion nucleus (CCN) instruments. These include the static diffusion cloud chamber (SDCC),
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the Fukuta continuous flow spectrometer (FCNS), the Hudson continuous flow spectrome-
ter (HCNS), and the Caltech continuous flow spectrometer (CCNS). A numerical model of
each instrument is constructed based on a general fluid dynamics code coupled to an aerosol
growth/activation model. Instrument performance is explored by simulating instrument re-
sponse when sampling a monodisperse ammonium sulfate aerosol. The uncertainty in the
wall temperature boundary condition is estimated for all the instruments, and is found to
be appreciable only for the CCNS. The CCNS and HCNS models reasonably reproduced ex-
perimental data, while reported limits were also verified by the FCNS model. Regarding the
performance of each instrument, simulations show that the SDCC produces droplets that
are monodisperse to within 10% of the particle diameter (for particles of a constant critical
supersaturation). The FCNS can potentially activate particles over a wide range of critical
supersaturations, but the prevailing design exhibits low sensitivity to particles with critical
supersaturations below 0.1% as a result of the short time available for droplet growth under
low supersaturations. The resolution capability of both HCNS and CCNS with respect
to critical supersaturation is shown to be particularly sensitive to operational parameters.
This is a consequence of the strongly nonlinear nature of droplet growth; droplet size can-
not always be used to distinguish particles with different critical supersaturation because of
growing droplets trend toward monodispersity. Of the two instruments, the HCNS gener-
ally displays higher resolution capability. This is attributed to the smoother and monotonic
supersaturation profiles established in the HCNS. While different design parameters or op-
erating conditions may lead to modest shifts in the performance from that predicted here
for any of the four instruments, the essential features described in this paper are inherent
to their designs.
By assessing the sensitivity of aerosol droplet formation with respect to a wide vari-
ety of parameters, we have consistently seen that aerosol-cloud interactions can be very
sensitive to changes in aerosol composition and gas phase composition, particularly in the
presence of organic-containing CCN. Measurements of biomass burning aerosol in the Ama-
zon basin support our theoretical studies; depending on the season, variations in aerosol
chemical composition may or may not be an important factor that controls the CCN (and
resulting droplet) concentrations. This large variability in sensitivity towards chemical
composition motivated the development of a general and comprehensive aerosol activation
parameterization which will be used within a comprehensive global model for assessing
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the aerosol indirect effect. This work also has illustrated our incomplete understanding of
the mechanisms of aerosol-cloud interactions. Insoluble aerosol, when it contains enough
black carbon, can affect cloud properties in numerous and counterintuitive ways; although
a warming mechanism, black carbon heating can actually increase cloud lifetime (and thus,
lead to a climatic cooling effect) if it acts to decrease the size of large CCN. Finally, the
analysis of current CCN instrumentation clearly illustrates the importance of understand-
ing the strong points and limitations of each measurement methodology. The potential
uncertainties of these challenging measurements, which are not necessarily revealed when
done with laboratory-generated aerosol, can limit their usefulness, unless the instrument
used is carefully characterized and understood. In conclusion, it is fair to state that in
any aerosol-cloud-climate interaction study (regardless if it is theoretical or experimental),
theory and observations need to be tightly integrated in order to improve our understanding
of aerosol indirect forcing; the theoretical and modelling tools developed in this thesis can
help achieve this.
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