This paper proposes a geometric iteration algorithm for computing point projection and inversion on planar parametric curves based on local biarc approximation. The iteration begins with initial estimation of the projection of the prescribed test point. For each iteration, we construct a biarc that locally approximates a segment on the original curve starting from the current projective point. Then we compute the projective point for the next iteration, as well as the parameter corresponding to it, by projecting the test point onto this biarc. The iterative process terminates when the projective point satisfies the required precision. Examples demonstrate that our algorithm converges faster and is less dependent on the choice of the initial value compared to the traditional geometric iteration algorithms based on single-point approximation.
Introduction

1
Projection of a test point on a curve or surface aims sion. This operation has been extensively used in ge-7 ometric processing algorithms such as surface intersec-8 tion [1] , interactive object selection and shape registra-9 tion [2, 3, 4] . Moreover, it is a fundamental compo-10 nent of the algorithms of curve and surface projection 11 as well [5, 6] . In this paper, we address the problem of get the projective point [1, 8] . Piegl and Tiller [9] gavea 29 detailed description on this method for point projection 30 and inversion.
31
In order to achieve a good initial value, which is im-32 portant for Newton-Raphson method to converge reli-33 ably, subdivision methods were introduced [10, 11, 12, [7, 8] , the second order algorithm [4] and our algorithm: P is the test point, the black curve is the original curve, Q 0 is the initial point, orange point Q 6 , yellow point Q 5 , blue point Q 2 and red point Q 4 are projective points obtained by Newton-Raphson method [9] , the first order algorithm [7, 8] , the second order algorithm [4] and our algorithm after the first iteration, respectively. Q 3 is the exact closest point. (a) the whole view of the projection; (b) the zoom view of (a The contributions of this paper are as follows: Our algorithm framework can be described in summary 
2. Newton-Raphson method [9] , and
3. First order algorithm [7, 8] , and
where Q is the projective point of P on the tangent 4. Second order algorithm [4] , and
where Q is the projective point of P on the osculat-
201
ing circle at C(t 0 ), κ is the curvature of C(t 0 ), and
203
Note that, except Strategy 1, all the other strategies 204 based on single-point approximation can be used to 205 compute point projection and inversion independently.
206
Our algorithm therefore provides a framework that than. After we derive ∆t, the interval is determined by
Figure 3: A biarc (red) and the joint circle (black) [21].
Approximate the curve segment by biarc
219
In this part, we approximate the corresponding curve the "equal chord" biarc and the "parallel tangent" biarc.
251
The former one is constructed so that the two segments 252 P 0 J and JP 1 have equal arc lengths on C, while the lat-
253
ter one ensures that the tangent at point J is parallel 254 to segment P 0 P 1 . In this paper we choose the "equal 255 chord" biarc as the interpolation tools, owning to its 256 simplicity in implementation and better approximation 257 precision according to our experiments.
258
Given boundary data P 0 = C(t 0 ), D 0 = C ′ (t 0 ) and the minor arc on C bounded by P 0 and P 1 . 
274
An example is shown in Figure 1 , where we use the 275 second order algorithm to generate the approximation 276 interval. In this figure, the biarc is much more closer to 277 the original curve C(t) compared to the approximation 278 geometries of the first and the second order algorithms.
279
It means that its approximation precision is higher than 280 the first and the second order algorithms.
281
The reasons why we choose biarc as our approxima- There are four projective points on the two circles. which will be used for the next iteration.
327
We apply the convergence criteria provided by Piegl and Tiller [9] , which are Figure 5 ), where two test points P 1 = (381, 252) and tively. In this example, we set ε 1 = ε 2 = 10 −6 , which is 379 the same with [4] .
380
In are less than those of NRA and FOA.
389
In Table 2 , we compare the robustness of the six algo- jumped from 5 to 18, which is still relatively acceptable.
409
SOIBA converges faster than SOA, and the gap is get- ting larger as we decrease the tolerance.
411
Example 2. We project point P = (381, 252) onto a 412 cubic Bézier curve, and we set t 0 = 0.53 (see Figure 6 ).
413
In this example, we set ε 1 = ε 2 = 10 −6 . Table 4 shows 
423
FOA and FOIBA both converge to the correct pro- (see the first steps of SOA in Table 4 ). This case al-
444
ways occurs at the special point whose curvature is rel- 
456
Example 3. We project 134 points on a spurious off- set of a smooth curve onto the curve itself (see Figure 7) , 458 using the six algorithms, respectively. In this example,
457
459
we set ε 1 = ε 2 = 10 −10 , and the average initial value er- by B-spline curves) onto these characters (see Figure 9 ), 498 using the six algorithms, respectively. In this example,
499
we set ε 1 = ε 2 = 10 −10 , and the average initial value 500 error is 7.01 × 10 −02 . The statistic data of the projection 501 is shown in by B-spline curves) onto these characters (see Figure 9 ), 498 using the six algorithms, respectively. In this example,
we set ε 1 = ε 2 = 10 −10 , and the average initial value 500 error is 7.01 × 10 −02 . The statistic data of the projection 501 is shown in 
