A modification to the Adaptive-DES method of Yin et al. (2015) is proposed to improve its near-wall behavior. The modification is to the function (Clim) that imposes a lower limit on the dynamically evaluated coefficient (CDES). The modification allows Adaptive-DES to converge to wall-resolved eddy simulation, when grid resolution supports it. On coarse grids, or at high Reynolds number, it reverts to shielded DESthat is to DDES. The new formulation predicts results closer to wall-resolved LES than the previous formulation. It provides an ability to simulate transition: it is tested in both orderly and bypass transition. In fully turbulent, attached flow, the modification has little effect. Any improvement in predictions stem from better near-wall behavior of the adaptive method. (2015) is proposed to improve its near-wall behavior. The modification is to the function (C lim ) that imposes a lower limit on the dynamically evaluated coefficient (C DES ). The modification allows Adaptive-DES to converge to wall-resolved eddy simulation, when grid resolution supports it. On coarse grids, or at high Reynolds number, it reverts to shielded DES -that is to DDES. The new formulation predicts results closer to wall-resolved LES than the previous formulation. It provides an ability to simulate transition: it is tested in both orderly and bypass transition. In fully turbulent, attached flow, the modification has little effect. Any improvement in predictions stem from better near-wall behavior of the adaptive method.
Introduction and Motivation
Detached Eddy Simulation (DES) is called a seamless, hybrid method (Fröhlich & Von Terzi, 2008) . As such, it invokes a single RANS model throughout the computational domain, with a modification to allow turbulent eddies to appear in time-accurate computations. Although one refers to a 'RANS region', turbulent fluctuations occur throughout the flow, and statistics are obtained by averaging. DES is best understood as a length-scale formulation that adopts either a RANS formula or the grid spacing -that is, a RANS or an LES length scale. It is everywhere a simulation of eddying flow, albeit the turbulence is not fully resolved. (Excepting, perhaps, an entrance region where it is steady RANS, if a steady inflow is prescribed.) Spurious switching to the LES length scale occurred in the earliest version of DES, so a shielding function was introduced to ensure a near-wall RANS region; the method was then named Delayed DES (DDES) (Spalart, 2009; Shur et al., 2008) . However, ensuring a RANS region precludes the logical limit DES → wall-resolved LES on sufficiently fine grids. That shortcoming is highlighted in transitional flow, where the laminar zone is not properly recovered, because of the shielded region.
DES has been developed for one and two-equation closure models (Strelets, 2001) . The 2 − ω model (Reddy et al., 2014) originated as a two-equation variation of DDES. It mimicked the Smagorinsky model, defining the subgrid viscosity as 2 ω. This was meant to make the eddy simulation region of DES more like conventional LES. But, subsequently, the analogy to the Smagorinsky model led Yin et al. (2015) to introduce a dynamic procedure for computing the DES coefficient, C DES . On coarse grids the dynamic procedure fails; so an inferior bound was added, to avoid spurious values on coarse grids. The dynamic evaluation and inferior bound are the gist of adaptive DDES. Herein, we revise the lower limiting function to extend the capabilities of adaptive DDES.
In addition to evaluating the value of C DES dynamically and locally, as a byproduct, Yin et al. (2015) found that the thickness of the RANS region adapted to the grid and to the flow. As the mesh was made finer, the RANS region became thinner. However, tests in channel flow, and other geometries, show that even when the mesh is fine enough to support wallresolved LES, the adaptive method retained a near-wall RANS zone, albeit thin. (As will be illustrated in §3.1.1.) This posed the challenge: revise the adaptive formulation so that DES converges more nearly to wall-resolved LES when the grid resolution becomes adequate.
To this end, the inferior limit function is modified in the near-wall, fine grid region. We will show how this enables adaptive DDES to produce similar results to wall resolved LES, if the grid permits. We also illustrate the feasibility of computing both orderly and bypass transition. The transition simulations are on coarse, LES type of grids; hence, they do not capture the fine grained details seen in DNS. However, they confirm the benefits of the present formulation.
Revision of the Limiting Function
The adaptive DES model is summarized in the appendix. C DES is found locally in space and time by applying the Germano identity. However, the coarse meshes that commonly are used in DES may not capture enough of the small scales for this to work. For that reason, a lower bound is placed on the dynamic value (A.6)
where C dyn is the coefficient found from the Germano identity and C lim (h max /η) is a lower bound (A.7) that is a function of grid size relative to the Kolmogoroff scale.
It was noticed in Yin et al. (2015) that, even on grids with resolution suitable for wall-resolved LES, their adaptive-DDES model sustained a certain RANS region thickness. In another words, that the adaptive-DDES did not converge to wall-resolved LES, even on fine grids. We explore a revision to the C lim function with the objective to enable that limit to be attained.
Since the subgrid stress approaches zero as y 3 , C DES → 0 is expected as y → 0. This requires the lower bound, C lim , to be 0 in a large enough region near the wall.
The primary issue is that the subgrid portion of the estimate (A.8) for ε is large near the wall, which causes dissipation to be overestimated. This is because ω ∼ 1/y 2 as y → 0, while S and h max are finite. As a result, in the viscous sublayer, the estimated turbulent dissipation is too large and η is underestimated. As long as there is a RANS region next to the wall, this is immaterial because C lim is not used there. It only becomes relevant when the present problem of wall-resolved simulation is posed.
For present purposes, a better definition of ε is required. In the k − ω model, turbulent dissipation rate is
where C µ = 0.09. The subgrid dissipation rate in LES and DES is
The latter is equal to the rate at which energy is transferred to unresolved kinetic energy via the production term of the k equation (A.3). Were production and dissipation equal in that equation,
While this balance will not exist instantaneously, for the present purposes C µ kω will be used as a rough estimation of subgrid dissipation in both the RANS and LES regions. Because of the behavior of the k −ω model, this definition tends to zero at the wall, as y 1.23 (Wilcox, 1993) .
tends weakly toward infinity, so h max /η will be small and the adaptive method will be allowed near the wall. So, the single term ε = C µ kω replaces the estimate in the appendix. Since the definition of dissipation is modified, C lim (h max /η) also requires modification. We consider three ranges of h max /η: a range where it is small, so the grid is adequate for wall-resolved LES; a range where it is large, so the grid is too coarse for dynamic DDES; and a gray zone in between. Based on previous calibration of the adaptive model, we use C lim = 0, 0.12 and 0.06 in these regions, with ramps between them (figure 1). Celik et al. (2005) suggest that an LES quality function LES IQ = f (h/η) can determine the suitability of the grid. An LES IQ no less than 80% is regarded as the requirement for good LES. Celik et al. (2005) provide a formula for which this occurs when h/η < 25. Adapted to the present purpose, when h/η < 25, C lim = 0.
An estimate more relevant to the present concern with wall resolved simulation, comes from the requirement to resolve high and low speed streaks. Wall streaks have a width of order 30 plus units and a spacing of order 100 plus units. From channel flow DNS, ε + ≈ 0.3 at the wall. Then η + = 1/ε 1/4 + = 1.35. The grid spacing is smaller than the streak width when ∆z + < 30 or ∆z/η < 22 -close to the previous h/η < 25.
Based on these estimates, we choose C lim = 0 for h max /η < 23. Note that this allows a possibility of C DES to become zero, it does not mandate it. If the grid is inadequate, the dynamic procedure can enforce a RANS region, irregardless that C lim = 0.
Continuing with the second estimate, when the grid spacing equals the streak spacing, a RANS region must be enforced. ∆z + > 100 corresponds to ∆z/η > 74. Although the criterion for streak resolution creates a criterion for ∆z + , we will treat it isotropically, as an h max requirement.
Based on these two estimates, and on test simulations, the C lim function C lim (ξ) = 0.06(max(min(ξ − 23)/7, 1), 0) + max(min(ξ − 65)/25, 1), 0)) (4) was selected, where
It is plotted in figure 1 . The rest of the adaptive-DDES model is unchanged. Where C lim = 0, the model is fully adaptive. Where C lim = 0.12 the model reverts to non-adaptive 2 − ω. In the middle is a gray area. The new model is tested in the following sections.
Test Cases
The open source code OpenFOAM (Jasak et al., 2007) was used for all the present computer simulations. Gaussian finite volume integration, with central differencing for interpolation, was selected for spatial discretization. The Sweby limiter was applied on convection terms in the k and ω equations. The equivalent of the Rhie & Chow (1983) scheme is applied to remove two-delta waves in the laminar region of transition simulations. Time integration was by 2 nd order, backward finite differences. The implicit matrix system was solved by the Pre-conditioned Bi-conjugate gradient method, with the simplified, diagonal-based, incomplete-LU preconditioner. The matrix system was solved iteratively at each time step, to a specified tolerance of the residual norm.
In this section, the C lim of §2 is called the 'new' model. It is compared to the C lim in the appendix, which is identified as the 'old' model. The model with global constant C DES = 0.12 is a reference to the original, nonadaptive model (Reddy et al., 2014) . LES, here, means wall-resolved, dynamic Smagorinsky model (Lilly, 1992) . Model constants, C DES in adaptive DES, and C s in dynamic Smagorinsky, are averaged over neighboring cells, weighted by cell volume. The time step size is adjusted, in each step, to make the maximum CF L number no larger than 0.5.
Since the only difference between the old model and new (present) model is the performance on grids fine enough for wall-resolved LES, results on coarse grids, or away from the wall, are expected to be identical. According to Equation A.2, anywhere that f d is zero, the RANS length scale is used, regardless of the magnitude of the two length scales. Wall distance in the denominator of (A.2) drives f d toward zero. Is it necessary to make f d = 1 near the wall, to obtain wall-resolved eddy simulation? That is tested by channel flow at Re τ = 395.
The boundary conditions in x and z are periodic, along with a uniform pressure gradient in x, adjusted to obtain the desired Reynolds number. The grid is N x × N y × N z = 100 × 120 × 60. The domain size is 10δ × 2δ × 3δ. The non-dimensional grid resolution along streamwise and spanwise directions is ∆X + = 40 and ∆Z + = 20. The first cell center has a wall distance smaller than 1 plus unit. With this resolution, results close to wall resolved LES are desired from the new model. Evidently, completely removing shielding is not necessary to achieve wall-resolved eddy simulation. It seems sufficient that the region where f d = 0 is in the viscous sublayer.
Channel flow
Further channel flow results are described here. The same mesh, as described above, was used at various Reynolds numbers. As Re τ increases, the nondimensional grid spacing becomes proportionately coarser.
It is instructive to understand that when the term 'RANS region' is used, it does not mean a region that has been Reynolds averaged; it means that the RANS length scale is operative in (A.1), but turbulence dynamics may be resolved. Although ∆X + = 80 might be considered an acceptable value in some wall-resolved LES simulations (Fröhlich et al., 2005) it is safer to have the RANS model active near the wall, because the grid dimension in the spanwise direction is not used explicitly in the limiting function. At Re τ = 6, 000, C DES = C lim . Thus, the grid is considered unable to support the dynamic procedure. Results computed with the new model are the same as from the old model. As expected, they become indistinguishable on the coarse grid. In order to test how the model adapts to grid resolution without the influence of Reynolds number, another simulation on a coarser mesh was performed at Re τ = 800. The coarser mesh has only half the resolution in the streamwise as in the spanwise direction, resulting in ∆X + = 2∆Z + = 160. The adaptive nature of model is clearly revealed by figure 5: a coarser resolution leads to larger C lim , which leads to a thicker, shielded RANS region, and to larger modeled portion of the Reynolds stress. 
Backward-facing Step
The backward-facing step is used to verify that the model can switch from RANS to eddy simulation immediately after separation. Simulation details are the same as in Yin et al. (2015) . The mesh used here has about 1.1 million cells. The Reynolds number at the inflow is 28,000 based on the bulk velocity U b and step height. Figure 6 shows that mean C f and velocity profiles match experimental data quite well. Figure 7 shows that in most of the shear layer region, C lim is above 0. In the recirculation region, it is approximately 0. This case validates the new model's capability in a detached shear layer, in which it switches from the RANS branch to the eddy simulation branch immediately after separation. Near the exit of the domain, the mesh is coarse, so the eddies are being elongated; this may account for underestimation of C f after reattachment. 
Periodic Hills
This case demonstrates how the model performs in wall-resolving simulation. C lim is zero throughout almost the entire computational domain. The grid contains 160 × 100 × 120 cells in the streamwise, wall-normal, and spanwise directions, respectively. The geometry, flow conditions, and boundary conditions are as same as in Yin et al. (2015); Reddy et al. (2014) . A pressure drop was applied to achieve a certain bulk velocity. Our DES is compared to the wall resolved LES by Fröhlich et al. (2005) . The LES mesh has about 5 million cells while in the current simulation, only 1.92 million cells. Nevertheless, figure 8 shows that the DDES predictions of C f and mean velocity accurately agree with the LES data. The profiles on the right side of Figure 9 demonstrate that C lim is nearly zero, meaning that wall-resolved DDES is permitted with this grid. The reduction of C DES near the wall shows that the dynamic procedure is active, suppressing the subgrid model near the surface. The is analogous how dynamic LES damps the subgrid model near a wall. 
'Jeyapaul' Diffusers
Jeyapaul (2011) constructed data for a parametric series of diffusers (see Durbin et al., 2016) , based on that of Cherry et al. (2008) . They were meant to provide a database in which separation moves from the upper wall to the side wall as a function of duct aspect ratio. We chose the diffuser with aspect ratio of 2.5, for which the separation region is along the corner, between the upper and side walls. Simulations are performed on two different meshes. The 'LES' mesh is identical to Jeyapaul (2011) The C p plot in Figure 10 shows that the new model outperforms the old on both meshes. Figure 11 shows that the new model does a better job on the separation region along the top wall. It is suspected that the previous model doesn't produce enough mixing immediately after separation. The improvement along the top wall, after expansion begins, may be because the new model captures more eddying. , 4, 6, 8, 10, 12, 14, 16, 18 . Figure 12 shows time averaged contours of the lower bound, C lim , and instantaneous subgrid viscosity, inside the diffuser. Non-zero values of C lim occur in the upstream channel and near the inlet to the diffuser. This implies the mesh resolution is insufficient for wall-resolved simulation -as was mentioned by Jeyapaul (2011) . The upstream portion of the diffuser is not wall-resolved; nevertheless, the new model produces improved results. 
Flat Plate Natural Transition
One of the motivations for the present revision of adaptive DDES is to be able to capture transition. Without adaptivity, DDES ensures a RANS region near the wall, which is not correct in laminar flow. As will be seen, the original adaptive model has some ability to capture transition, but the present formula for C lim is more satisfactory.
H-type Transition
Orderly transition proceeds through secondary instability of Tollmein-Schlichting waves. Secondary instabilities are characterized as H and K-type. Flat plate, H-type transition is simulated in this section, on three different grids.
Comparison is made to recent DNS and LES (Sayadi et al., 2011; Sayadi & Moin, 2012) . A Blasius profile is prescribed at the inlet. The same method as in the DNS is used to generate Tollmien-Schlichting waves. Blowing and suction are applied at the bottom wall with the transpiration velocity
A 1 and A 1/2 are the disturbance amplitudes of the fundamental and subharmonic waves respectively, and φ is the phase shift between the two. The form of f (x) and g(z) are
where ξ is a linear ramp-up/ramp-down function of x in the forcing region. Refer to Sayadi et al. (2011) for implementation details. In their LES's, Sayadi & Moin (2012) altered the perturbation amplitudes to match the growth rate to DNS. However, in the current simulation A 1 = 0.002 and A 1/2 = 0.0001 are the same as the DNS, in order to examine whether the model can predict a reasonable growth rate.
Up to 8 × 10 6 grid points were used in LES (Sayadi & Moin, 2012 ) and 1 × 10 9 in DNS (Sayadi et al., 2011) . In current simulations, four different grids, listed in Table 1 , are used. The largest has 4.6 × 10 6 grid points. For the inflow RANS variables, k is set close to zero at the inlet, while the boundary condition for ω is zero gradient. Figure 13 . They show some sensitivity to grid resolution. The grid sensitivity is partially inherited from the LES length scale, and partially from the limiting function.
On mesh 1, the C lim became nonzero early, beginning at the premature transition onset location. To an extent, it is due to coarse resolution, per se; but, also, it is because large h max /L k engages the RANS length scale. On mesh 2, due to grid refinement, although C lim still rises after transition, the predicted transition onset location is close to LES. In this case, the model performs as wall-resolved eddy simulation before transition and switches to wall-modelled simulation after transition. On mesh 3, C lim is still mostly zero after transition, as shown in Figure 15 . Roughly speaking it is wall-resolved eddy simulation during the whole transition process. Predictions on mesh 3 are quite close to LES, considering that it only has 60% of the LES resolution in the spanwise direction. Mesh 4, having the same resolution as the LES, produces a C f profile very close to mesh 3. There are still some discrepancies with LES. The LES uses the Smagorinsky model, while the DES uses the ω-equation, so differences can be expected. The C f curves show migration of the new model toward grid convergence.
C f is plotted with different models on mesh 3, in the right pane of Figure  13 . It shows that both the new and old adaptive models predict proper C f values in the laminar and turbulent regions, and a reasonable transition location. The non-adaptive, constant C DES model, gives erroneous results in the laminar region, due to its inability to adjust to flow conditions. It does show a transition to turbulent levels. Excessive dissipation produced by the constant C DES model is shown by Q iso-surface plots in the right pane of Figure 14 . The perturbations generated by the transpiration strip are damped because, with constant C DES , the model maintains an inappropriate RANS zone. Although it undergoes a transition process, it is not realistic in a physical sense. By contrast, with the new model (left pane) Λ vortices form upstream of transition. The apparent waviness within the turbulent flow is most likely due to lack of streamwise resolution. The undulatory patches can be viewed as under-resolved turbulent spots.
Visualizations in Figure 14 and 15 are from mesh 3. Figure 15 shows instantaneous C DES and C lim values. C lim is zero almost everywhere, allowing the adaptive model to become wall-resolving. Tollmien-Schlichting waves create small test filter stress, as reflected by C DES contours in the left pane, upstream of Re x = 5 × 10 5 . C DES is small there, and does not interfere with capturing the laminar state. 
K-type Transition
K-type of orderly transition is created by altering the phase between the primary and subharmonic forcing. K-type transition is simulated on mesh 3. Again, the disturbance amplitude is the same as in DNS (Sayadi et al., 2011) .
The new model and the old model produce approximately the correct transition onset location (Figure 16a ). However, even on the finest mesh, the model does not fully capture the K-type transition mechanism. Figure 16b shows spanwise waviness but not Λ vortices. Instead of resolved turbulent spots, a larger scale breakdown is seen. One can view this to be in the spirit of DES, LES, or for that matter RANS, of capturing turbulent phenomenology without detailed resolution of the eddies.
In the LES (Sayadi & Moin, 2012) , perturbation amplitudes (A 1 , A 1/2 ) larger than DNS were used to match the transition onset location. No visualization of flow structure was provided for either the H-type or K-type case. So comparison with LES on how well transition mechanisms are resolved is not possible.
Bypass Transition
Bypass transition proceeds beneath free-stream turbulence. Tollmein-Schlichting waves play no role. The precursors to transition are streaky perturbations, called Klebanoff modes. In this case, inflow turbulence is introduced to simulate the bypass transition process on a flat-plate.
The inflow distortion was synthesized by a summation of Fourier modes (Davidson, 2007; Piscaglia et al., 2012) . Spectral mode amplitudesû n were calculated according to a prescribed spectrum shape. A modified version of the Von Kármán energy spectrum was used: Here the Kolmogorov lengthscale, κ η , is equated to 1 plus unit. κ e = 9Aπ/(55L) is a function of the integral length scale L. The highest wave number is defined by mesh resolution κ max = 2π/(2∆). The smallest wave number is one half κ e . The wave number space is divided into 150 modes, with equal spacing ∆κ.û n is given bŷ
The fluctuating component of velocity was calculated by
Here, the spatial orientation of the wavenumber vector κ j is chosen randomly, as is the phase angle φ n . The velocity vector σ n i also is generated randomly, but orthogonal to κ j in order to ensure solenoidality. Implementation details can be found in Davidson (2007) . Temporal correlation was created by a Langevin equation:
where T is the integral time scale.
The computational domain is 20, 400 × 3, 000 × 400 in plus units along streamwise, wall normal and spanwise directions, respectively, based on time averaged C f at it maximum in x. If normalized as x-Reynolds number, the inflow plane is at Re x = −10 4 upstream of the leading edge, and the flat plate extends to Re x = 5 × 10 5 . The mesh has 820 × 75 × 40 cells. The inflow plane is 25 grid points, 400 plus units, upstream of the leading edge. k and ω inlet boundary conditions are the same as in section 3.5.1.
Time and span averaged C f predicted by the new and old adaptive DDES models, and by the constant C DES model, are plotted in Figure 17a . The new and old models produce the correct C f magnitude in the laminar region and acceptable transition onset location. Overestimation of C f in the turbulent region is expected due to coarse streamwise resolution -although it also occurs in DNS (Jacobs & Durbin, 2001) . The model with constant C DES has similar behavior to section 3.5: spurious level in the laminar region, but with transitional behavior. It is curious that the transition location and C f fit the data quite well. Instantaneous C f , showing that turbulent spots are Overall, predictions from the new and old adaptive-DDES models are qualitatively correct. Figure 18 shows two examples of turbulent spots as they appear with the current grid resolution. Low speed streaks are also resolved by the new model, as shown in Figure 19 ; in bypass transition they are also called Klebanoff modes. Clearly, transition proceeds through the known bypass mechanism, albeit with limited resolution of the features of Klebanoff modes and turbulent spots.
Separation Induced Transition
For flat plate transition without separation, in section 3.5 and 3.6, the old and new models perform similarly. This section, where separation is involved, demonstrates the advantage of the new model.
The geometry is the same as Lardeau et al. (2012) . A mesh with the same domain size, same total grid number, and similar grid stretching is used here.
The inflow for T u = 1% is generated by the synthetic eddy method of Jarrin et al. (2006) , with integral length scale 0.12L. Inflow turbulent kinetic energy k is set to be nearly zero. The ω inlet condition is zero gradient. However, the old model deviates from wall-resolved LES data in the separated region, predicting a smaller separation bubble. Excellent match with LES data on C f and separation bubble shape was obtained by the new model. The constant C DES model, as expected, produces the worst result. Figure  21 illustrates the transition mechanism resolved by the new model, which is similar to a plot in Lardeau et al. (2012) from their LES. (Lardeau et al., 2012) .
Inflow with T u = 0% was also simulated. Both old and new models predict results in agreement with LES, as shown in Figure 23a and 23b. This may be because the transition mechanism is unclear for this case, as shown in Figure 24 . Resolving near the wall, or not, has little influence on the results. 
Conclusions
In order to further utilize grid resolution by the Adaptive Detached Eddy Simulation model (Yin et al., 2015) , a revision was made to the limiting function. The estimate of dissipation rate was changed to solely the RANS formula. The limiting function was revised to vanish near the wall, with the objective of allowing proper near wall behavior of the model coefficient. Otherwise the model was unaltered. If the grid resolution can support wall-resolved eddy simulation, the current formulation limits the RANS region to be below y + = 5, where viscous effects are dominant. In this situation the model was found to be equivalent to wall-resolved LES. The present modification can be regarded as making the adaptive-DDES model more 'adaptive' to flow and grid. It provides a smooth transition from wall-resolved LES to DDES with a RANS region, depending on local grid and flow.
A range of test cases were simulated with the new formulation, and they agreed well with wall-resolved LES. In some tests the predictions with the old model were already close to wall-resolved LES, despite the RANS zone. Then the new formulation did not improve the model. However, in others it was found that the new model improved the prediction of near wall turbulent stress. Transition, also, was captured better by the new model. The new formulation, from a certain point of view, is a low Reynolds number or fine grid modification of the adaptive-DDES method.
Appendix: Adaptive DDES model
The essence of DES is a length-scale formulation. It reduces to a RANS formula in the 'RANS region' and the grid size in the 'Eddy Simulation' region. In the adaptive-DDES formulation of Yin et al. (2015) the length scales and eddy viscosity are defined by
The shielding function of Spalart et al. (2006) is adopted:
where k/ω is the RANS eddy viscosity formula, ν the molecular viscosity, κ the Von Kármán constant, d w the wall distance, S and Ω the rate of strain and rate of rotation, respectively. f d is a function of wall distance. Without shielding, the DES model switches prematurely from Reynolds averaged, into eddy resolving simulation on ambiguous grids (Spalart, 2009) . The shielding process delays the switch, thus prevents the Grid Induced Separation. The eddy viscosity ν T = 2 DDES ω is used in the production term of the k equation of the k − ω RANS model (Wilcox, 1993) , leaving all the other terms unaltered.
The standard constants are invoked, C µ = 0.09, σ k = 0.5, σ ω = 0.5, C ω1 = 5/9, C ω2 = 3/40 (A.4) In the adaptive model of Yin et al. (2015) , the dynamic procedure of LES (Lilly, 1992 ) is applied to the eddy viscosity (A.1) to evaluate C DES . The usual rationale is that scale similarity allows resolved fluctuations to be used to estimate the subgrid stresses. More specifically, it allows model coefficients to be estimated by computing resolved stresses. To that end, define the test filter stresses,
(A.5) u i are the computed velocity components. Test filter stresses are used to determine C DES . In order to correctly evaluate C DES , equation (A.5) requires a significant portion of inertial range to be resolved. But the grid may not suffice, so a lower bound is placed on the computed value of C DES to make the method viable on coarse or fine meshes. The C lim function was altered in the present work, as explained in the text. In the original formulation the dissipation was estimated by .8) but that was altered to just C µ kω in the present case, as explained in the text.
