The Grassmannian model represents harmonic maps from Riemann surfaces by families of shift-invariant subspaces of a Hilbert space. We impose a natural symmetry condition on the shift-invariant subspaces that corresponds to considering an important class of harmonic maps into symmetric and k-symmetric spaces. Using an appropriate description of such symmetric shift-invariant subspaces we obtain new results for the corresponding extended solutions, including how to obtain primitive harmonic maps from certain harmonic maps into the unitary group.
Summary of results
We characterize shift-invariant subspaces which are k-symmetric in terms of certain filtrations (Proposition 3.1 and Proposition 3.2). In Theorem 4.2, we give a general form for the corresponding extended solutions. In Theorem 5.1 we see how k-symmetric extended solutions correspond to primitive harmonic maps into a k-symmetric space. The combination of these results shows how to obtain primitive harmonic maps from certain harmonic maps into the unitary group, thus reversing a well-known [10, Ch. 21, Sec. IV] construction (see Remark 6.3) . Finally, in Theorem 7.1, we see how our correspondences are given in terms of holomorphic potentials.
Introduction and Preliminaries
Recall that a smooth map ϕ between two Riemannian manifolds (M, g) and (N, h) is said to be harmonic if it is a critical point of the energy functional E(ϕ, D) = 1 2 D |dϕ| 2 ω g for any relatively compact D in M , where ω g is the volume measure, and |dϕ| 2 is the Hilbert-Schmidt norm of the differential of ϕ; this functional being the natural generalization of the classical Dirichlet integral.
In this paper we continue our study [1] of harmonic maps from a Riemann surface M into the group U(n) of unitary matrices of order n and their relation with shift-invariant subspaces of Hilbert space. For background, largely aimed at the functional analysis community, see [1] ; see also [9, 20] for the general theory and [18, 21] for some background relevant to this paper.
Recall that K. Uhlenbeck introduced [19] the notion of an extended solution, which is a smooth map Φ : S 1 × M → U(n) satisfying Φ(1, ·) = I and such that, for every local (complex) coordinate z on M , there are gl(n, C)valued maps A z and Az for which
We can consider Φ as a map from M into the loop group of U(n) defined by Ω U(n) = {γ : S 1 → U(n) smooth : γ(1) = I}. If Φ is an extended solution, then ϕ = Φ(−1, ·) is a harmonic map with the matrix-valued 1form 1 2 ϕ −1 dϕ := A ϕ z dz + A φ z dz given by A ϕ z = A z and A φ z = Az. Conversely, for a given harmonic map ϕ : M → U(n), an extended solution with the property that Φ −1 (λ, ·)dΦ(λ, ·) = (1 − λ −1 )A ϕ z dz + (1 − λ)A φ z dz is said to be associated to ϕ, and we have Φ(−1, ·) = uϕ for some constant u ∈ U(n). If M is simply connected, the existence of extended solutions is equivalent to harmonicity, see [19] ; the solution is unique up to multiplication from the left by a constant loop, i.e., a U(n)valued function on S 1 , independent of z ∈ M . Moreover (see [19, Thm 2.2] and [1, §3.1]) the extended solution can be chosen to be a smooth map, or even holomorphic in λ ∈ C \ {0} and real analytic in M .
We again use the Grassmannian model [17] , which associates to an extended solution Φ the family of closed subspaces W (z), z ∈ M, of the Hilbert space L 2 (S 1 , C n ), defined by
where H + is the usual Hardy space of C n -valued functions, i.e., the closed subspace of L 2 (S 1 , C n ) consisting of Fourier series whose negative coefficients vanish. Note that the subspaces W (z) form the fibres of a smooth bundle W over the Riemann surface (which is, in fact, a subbundle of the trivial bundle H := M × L 2 (S 1 , C n ) see, for example, [1, §3.1]). We denote by S the forward shift on L 2 (S 1 , C n ):
(Sf )(λ) = λf (λ), λ ∈ S 1 , and by ∂ z and ∂z differentiation with respect to z andz respectively, where z is a local coordinate on M ; note that all equations below will be independent of the choice of local coordinate. If f : S 1 × M → C n is differentiable in the second variable and satisfies f (·, z) ∈ W (z), z ∈ M , it follows from (2.1) that
i.e., in terms of differentiable sections we have
which we shall often abbreviate to S∂ z W ⊆ W and ∂zW ⊆ W ; in fact, these equations are equivalent to (2.1) see [17, 10] . The Iwasawa decomposition of loop groups [16, Theorem (8.
We continue to explore the connection between harmonic maps which possess extended solutions, and the associated infinite-dimensional family (i.e., bundle) W = W (z) of shift-invariant subspaces (2.2). By extension we shall call the family W (z) an extended solution as well.
In our previous paper [1] we studied a new criterion for finiteness of the uniton number; in the present paper we turn our attention to symmetry. Specifically, we impose the following symmetry condition on W :
here ω = ω k is the primitive kth root of unity for some k ∈ {2, 3, . . .}. A shift-invariant subspace W is said to be k-symmetric if it satisfies condition (2.5) for ω = ω k ; W is said to be S 1 -invariant if it satisfies (2.5) for any ω ∈ S 1 . The k-symmetric extended solutions correspond to an important class of harmonic maps into symmetric spaces and a generalization of those, the primitive harmonic maps into k-symmetric spaces [4, 10] . In §3, we establish a one-to-one correspondence between k-symmetric shift-invariant subspaces and filtrations V 0 ⊆ V 1 ⊆ . . . ⊆ V k−1 of invariant subspaces satisfying SV k−1 ⊆ V 0 . Moreover, we prove (see Proposition 4) that this correspondence induces a one-to-one correspondence between k-symmetric extended solutions W and λ-cyclic superhorizontal sequences of length k, that is, 
k-symmetric shift-invariant subspaces
In this section, we describe all k-symmetric shift-invariant subspaces which are relevant for this work, for any k ∈ {2, 3, . . .}. The description will follow from the general form for shift-invariant subspaces [11] and some algebraic manipulations.
As before, H + stands for the usual Hardy space of C n -valued functions, and S for the shift. As we did before, we sometimes write, by abuse of notation, λf instead of Sf, f ∈ L 2 (S 1 , C n ). Recall from §2 that a ksymmetric shift-invariant subspace W is one which is invariant with respect to the unitary mapω : L 2 (S 1 , C n ) → L 2 (S 1 , C n ), induced by the primitive kth root of unity ω, and defined byω(f )(λ) = f ω (λ) = f (ωλ). The following result gives the spectral theorem for the restrictionω|W .
(iii) If W = ΦH + with Φ measurable and U(n)-valued a.e. on S 1 , then V k−1 = ΨH + with Ψ measurable and U(n)-valued a.e. on S 1 . Moreover, there exist subspaces α 0 ⊆ α 1 ⊆ · · · ⊆ α k−2 ⊆ C n with orthogonal projections π α j , 0 ≤ j ≤ k − 2, such that
Proof. Part (i) is straightforward, as well as the representation of W j in (ii). The rest of (ii) follows directly from the shift-invariance of W . To see (iii), note that the representation V k−1 = ΨH + , with Ψ unitary-valued a.e., follows (see [11, Lecture VI]), once we show that V k−1 is not invariant for the inverse of the shift and
If V k−1 is invariant for the inverse of the shift, then SV k−1 = V k−1 ; hence by (ii), V k−1 = V 0 = V j , 0 < j < k − 1, and thus W j = S j W 0 , and we arrive easily at the contradiction S −1 W ⊆ W . Moreover, if (3.9) fails, there exists a g ∈ L 2 (S 1 , C n ) \ {0} with inner product h(λ), g(λ) = 0, a.e., for all h ∈ V k−1 . This leads to f (λ), g(λ k ) = 0, a.e., for all f ∈ W and contradicts the hypothesis W = ΦH + . Thus V k−1 = ΨH + with Ψ U(n)-valued a.e., and from the inclusions λV k−1 ⊆ V j ⊆ V k−1 we obtain that Ψ −1 V j consists of functions whose first Fourier coefficient lies in a given subspace α j of C n . These subspaces α j are nested since the subspaces V j are. Then
and the remaining assertions follow. 
Proof. If W and W ′ are two k-symmetric shift-invariant subspaces with the same filtration V 0 ⊆ V 1 ⊆ · · · ⊆ V k−1 , then by (3.7) and (3.8), we must have
Conversely, if V 0 ⊆ V 1 ⊆ · · · ⊆ V k−1 is a filtration satisfying SV k−1 ⊆ V 0 , consider the subspace W defined by (3.7) and (3.8) . Clearly, W is shiftinvariant and k-symmetric. Moreover, the eigenspace decomposition of W induces the given filtration.
As pointed out in [1, §3.1], the unitary-valued function Ψ in Proposition 3.1 is unique up to multiplication from the right by a constant unitary matrix (see [13] ), which affects the subspaces α j as well. However, if W = ΦH + , there is a natural choice of Ψ which relates it to the function Φ, as follows. If β j = ker(ϕ k − ω j I), and π j denotes the orthogonal projection from C n onto β j , then
is a function of λ k and Proposition 3.1(iii) holds with Ψ(λ) = Φ k (λ 1/k ) and
In particular, if W = Φ(·, z)H + , where Φ : S 1 × M → U(n) is smooth, k-symmetric and has Φ(1, ·) = I, then Ψ is a smooth map on S 1 × M with Ψ(1, ·) = I, and α j , 0 ≤ j < k − 1, are smooth subbundles of the trivial bundle C n := M × C n on M .
Proof. The equality (3.10), with ϕ k constant, follows as above from [13] and Φ(λ)H + = Φ(ωλ)H + . A repeated application of it gives ϕ k k = I. Since ϕ k π j = ω j π j , Φ k defined by (3.11) is clearly a function of λ k .
From the identity (3.10) it follows that the subspaces W j , 0 ≤ j ≤ k − 1, introduced in Proposition 3.1(i) can be written as
g ks+l and note that, since the β l are pairwise orthogonal, we have
The argument is clearly reversible and we obtain
Consequently,
In particular,
On the other hand, in view of Proposition 3.1, we have
The result follows.
k-symmetric extended solutions
We assume throughout that
As we said before, Φ can be considered as a map from M into the loop group Ω U(n).
We are interested in the case when W is an extended solution corresponding to a harmonic map defined on a Riemann surface M . We use the same notations as in Proposition 3.1.
An immediate consequence is that the function Ψ defined in Proposition 3.3 must be an extended solution if Φ is. Moreover, the general form of an extended solution Φ with the property that Φ(ωλ,
, but not necessarily an extended solution. In fact, we can characterize this situation in terms of the function Ψ and the subbundles α j , as follows; see, for example, [1, §4.3] for more information on the operator D ψ z .
If α 0 ⊆ . . . ⊆ α k−2 are smooth subbundles of the trivial bundle C n = M ×C n , then
is an extended solution if and only if the following conditions hold:
is a sequence of holomorphic subbundles which satisfies the superhorizontality condition (2.6). In that case, the extended solution W = ΦH + given by (4.14) is S 1 -invariant.
(c) The harmonic map ϕ = Φ(−1, ·) is given by
j=0 π j ω j , as defined pointwise in Proposition 3.3. In §5 we shall see that ϕ k corresponds to a primitive harmonic map into a certain flag manifold and that ϕ corresponds to a harmonic map into a certain complex Grassmannian. In Theorem 5.1, we shall consider the more general case ϕ k/s k , with s a divisor of k. (A ψ z ) 2 = 0; thus its trace also vanishes, which is easily seen to be the condition for (weak) conformality (cf. [21] ) of ψ.
(e) Conditions (ii) and (iii) imply that each α j is a basic and antibasic uniton with respect to ψ, i.e., α j ⊆ ker A ψ z and Im A ψ z ⊆ α j (cf. [18, Example 3.2] ).
(f) The extended solution W = ΦH + given by (4.14) is always k-symmetric. If k > 2 and Ψ, α j are as above, we can easily construct l-symmetric extended solutions for 2 ≤ l < k. We simply choose 0 ≤ j 0 < j 1 < . . . < j l−2 ≤ k − 2 and set
In Remark 5.2(b) we shall discuss the corresponding primitive harmonic maps.
If ψ satisfies (4.15), we shall say that ψ is 2-nilconformal. A slightly different notion of 'nilorder' is given by F.E. Burstall [3] for maps into Grassmannians. In the next proposition, we give a complete characterization of those 2-nilconformal harmonic maps that factor through a Grassmannian. We first recall some definitions for such maps, see [1, §4.3] , [6] and the references therein for more details.
We represent smooth maps ψ : M → G m (C n ) from a surface into a (complex) Grassmannian as subbundles, denoted by the same letter, of the trivial bundle C n = M × C n . We define the second fundamental form
By a harmonic diagram, we shall mean a diagram in the sense of [6] of mutually orthogonal subbundles ψ i with sum C n and arrows between them; the arrow from ψ i to ψ j represents the
ψ completed to a bundle by filling out zeros; we iterate this construction to give the ith Gauss bundle G (i) (ψ) for i = 1, 2, . . .. Then the isotropy order of a harmonic map ψ : M → G m (C n ) into a (complex) Grassmannian is defined to be the greatest value of t ∈ {1, 2, . . . , ∞} such that ψ is orthogonal to G (i) (ψ) for all i with 1 ≤ i ≤ t.
Note that any 2-nilconformal harmonic map ψ into a Grassmannian has isotropy order at least 2; indeed, the image of (A ψ z ) 2 |ψ is π ψ G (2) (ψ) .
Proposition 4.4. Suppose that we have a harmonic diagram of the form
where t ≥ 3 (possibly infinite) and, for 0 ≤ i ≤ t, the bundle ψ i corresponds to a harmonic map M → G m i (C n ) into a Grassmannian.
is a 2-nilconformal harmonic map of isotropy order at least t − 1. Moreover, all 2-nilconformal harmonic maps into a Grassmannian are given this way.
Proof. If we have a diagram (4.17) with t ≥ 3, then ψ := ψ 0 ⊕ ψ 1 has a diagram (4.18) ψ =ψ 0 Conversely, suppose that ψ is 2-nilconformal. Then, as remarked above, it has isotropy order at least 2 and so has a diagram (4.18) with t ≥ 3. As ψ is 2-nilconformal, Im A ′ψ
. It follows from [6, Theorem 2.4 ] that the subbundles ψ 0 and ψ 1 of ψ correspond to harmonic maps into Grassmannians. Clearly, Im A ′ ψ 0 ⊆ ψ 1 and we have a diagram of the form (4.17), with ψ i+1 =ψ i for i ≥ 1. Example 4.7. Suppose that ψ 0 : C → CP n−1 is a Clifford solution (see [1, Example 4.14] and references therein). In homogeneous coordinates we have ψ 0 = [F ] where F = (F 0 , . . . , F n−1 ) : C → C n is given by
with ω = e 2πi/n . This is a harmonic map with isotropy order t = n − 1.
Consider the harmonic diagram with vertices ψ i = G (i) (ψ) for i = 0, . . . , n − 1, as in (b) of Remark 4.5.
In view of Example 4.6, if we take n ≥ 4 and d = 1, we must have k = 2. We then construct the 2-nilconformal harmonic map ψ = ψ 0 ⊕ G (1) (ψ 0 ). The subbundle α 0 = ψ 0 ⊕ G (2) (ψ 0 ) satisfies the conditions of Theorem 4.2.
For n ≥ 5 and d = 2, we obtain the 2-nilconformal harmonic map ψ = ψ 0 ⊕ G (1) (ψ 0 ) ⊕ G (2) (ψ 0 ). In this case, if n = 5, we must have k = 2. But if n > 5, we can take k = 2 or k = 3. For n > 5 and k = 3, the subbundles
satisfy the conditions of Theorem 4.2.
Example 4.8. Let ψ : M → CP n−1 ֒→ U(n) be a full holomorphic, and so harmonic map. We clearly have (A ψ z ) 2 = 0. Observe that we can consider a harmonic diagram of the form (4.17) with ψ 0 = 0, ψ 1 = ψ and ψ i = G (i−1) (ψ) for 2 ≤ i ≤ n. Now we have no arrow from ψ n to ψ 0 nor from ψ 0 to ψ 1 . Following the procedure of Proposition 4.4, we write ψ = ψ 0 ⊕ ψ 1 . Moreover, the bundles
with 0 ≤ j ≤ k − 2 satisfy the conditions of Theorem 4.2 for any k with 2 ≤ k ≤ n.
Recall from [1, 19] that a harmonic map ϕ : M → U(n) has finite uniton number if there exists an extended solution Φ associated to ϕ which is defined on the whole M and is a trigonometric polynomial in λ ∈ S 1 . Regarding this issue, we have the following. Proof. It follows directly from the equality (4.13) that Φ is polynomial up to left multiplication by a constant loop if and only if Ψ is also polynomial up to left multiplication by a constant loop.
Primitive harmonic maps into k-symmetric spaces
A (regular) k-symmetric space of a compact semisimple Lie group G is a homogeneous space G/K such that (G τ ) 0 ⊆ K ⊆ G τ for some automorphism τ : G → G of finite order k ≥ 2; here G τ denotes the fixed point set of τ and (G τ ) 0 its identity component. For k = 2, this is just a symmetric space of G. In this section we shall explain how k-symmetric extended solutions correspond to primitive harmonic maps into a k-symmetric space. For further details on primitive harmonic maps, we refer the reader to [4] .
Given positive integers r 0 , . . . , r k−1 with r 0 + . . . + r k−1 = n, let F r 0 ,...,r k−1 be the flag manifold of ordered sets (A 0 , . . . , A k−1 ) of complex vector subspaces of C n , with C n = k−1 i=0 A i and dim A i = r i . The unitary group U(n) acts transitively on F = F r 0 ,...,r k−1 with isotropy subgroups conjugate to U(r 0 ) × . . . × U(r k−1 ). Fix a point x 0 = (A 0 , . . . , A k−1 ) ∈ F . For each i ∈ {0, . . . , k − 1}, let π A i denote the orthogonal (Hermitian) projection onto A i . Let s ∈ Ω U(n) be defined by The automorphism τ induces an eigenspace decomposition gl(n, C) =
is the ω i -eigenspace of τ . Clearly, g i = g −i . The automorphism τ exponentiates to give an order k automorphism of U(n), also denoted by τ , whose fixed-set subgroup U(n) τ is precisely the isotropy group at x 0 . Hence, F has a canonical structure of a k-symmetric space. Moreover, F can be embedded in U(n) as a connected component of k √ I via the Cartan embedding ι : F → k √ I ⊆ U(n) defined by ι(gx 0 ) = gs(ω)g −1 (note that when k > 2, this is not totally geodesic).
A smooth map ϕ : M → F is said to be primitive (see [4] for further details) if, given a lift ψ : M → U(n) with ϕ = ψx 0 (such lifts always exist locally), the following holds: ψ −1 ψ z takes values in g 0 ⊕g −1 . Since such a lift is unique up to right multiplication by some smooth map K : M → U(n) τ , this definition of primitive map does not depend on ψ. If k ≥ 3, then any primitive map ϕ : M → F is harmonic with respect to the metric on F induced by the Killing form of u(n) (as a matter of fact, ϕ is harmonic with respect to all invariant metrics on F for which g −1 is isotropic [2] ). For k = 2, all smooth maps into F are primitive. By primitive harmonic map into F we mean a primitive map if k ≥ 3 and a harmonic map if k = 2.
Let ϕ : M → F be a primitive harmonic map and ψ : M → U(n) a lift. Consider the gl(n, C)-valued 1-form α = ψ −1 dψ on M and let α = α ′ + α ′′ be the type decomposition of α into a (1, 0)-form and a (0, 1)-form on M . Since ϕ is primitive, we can write uniquely α ′ = α ′ −1 + α ′ 0 and α ′′ = α ′′ 1 + α ′′ 0 where α ′ 0 , α ′ −1 are g 0 , g −1 -valued, respectively, and α ′′ 0 , α ′′ 1 are g 0 , g 1 -valued, respectively. The loop of 1-forms α λ = α ′ −1 λ −1 +α 0 +α ′′ 1 λ, with α 0 = α ′ 0 +α ′′ 0 , takes values in the Lie algebra of the infinite-dimensional Lie group (5.22) Λ τ U(n) = {γ : S 1 → U(n) smooth : τ γ(λ) = γ(ωλ)} and satisfies the integrability condition dα λ + 1 2 [α λ ∧ α λ ] = 0. This means that we can integrate to obtain a smooth map Ψ : M → Λ τ U(n) such that Ψ(1, ·) = ψ and, for each λ ∈ S 1 , ϕ λ = Ψ(λ, ·)x 0 is a primitive harmonic map; Ψ is called an extended framing associated to ϕ.
Moreover, as in [7] , Φ = sΨΨ(1, ·) −1 is an extended solution, and a short calculation shows that the original map is recovered via the Cartan embedding by evaluating Φ at λ = ω, that is, ι • ϕ = Φ(ω, ·). Observe that this extended solution takes values in Clearly, given γ ∈ Ω ω U(n), the corresponding shift-invariant subspace satisfies the symmetry condition (2.5). Then the extended solution W = ΦH + is k-symmetric.
Conversely, by Theorem 4.2, we see that any k-symmetric extended solution W corresponds to a smooth map Φ : M → Ω ω U(n) of the form
where π j is the orthogonal projection onto β j = α j ∩ α ⊥ j−1 (here we take α −1 to be the zero vector bundle and α k−1 to be the trivial bundle M × C n ).
Evaluating at λ = ω, we obtain the map
which can be identified via the Cartan embedding with the map ϕ with values in F r 0 ,r 1 ,...,r k−1 given by
where r i = dim β i . Conditions (i)-(iii) in Theorem 4.2 imply that ϕ is primitive harmonic map. This can be slightly generalized as follows.
Theorem 5.1. Let W = ΦH + be a k-symmetric extended solution and let l be a divisor of k. Consider the vector bundles β l i = j=i mod l β j , and set s i = dim β l i . Then (5.24) ϕ l = (β l 0 , β l 1 , . . . , β l l−1 ) : M → F s 0 ,...,s l−1 is a primitive harmonic map.
Proof. If W = ΦH + is a k-symmetric extended solution associated to the primitive harmonic map ϕ, then for any divisor l of k, W = ΦH + can also be seen as an l-symmetric extended solution. Let ω l := ω k/l be the primitive lth root of unity. Then the smooth map
takes values in a connected component of l √ I and can be identified, via the Cartan embedding of F s 0 ,...,s l−1 , with ϕ l given by (5.24) . By the previous discussion, ϕ l is a primitive harmonic map. π 2j − π 2j+1 corresponds to a harmonic map ϕ 2 into the complex Grassmannian G m (C n ), with m = r 2j . In this case, we have ϕ 2 = p • ϕ, where p is the canonical homogeneous projection (see [5, Ch. 4] ) of the k-symmetric space F r 0 ,r 1 ,...,r k−1 onto the 2-symmetric space G m (C n ) of U(n).
(b) We point out that, in general, the primitive maps ϕ l are different from those of Remark 4.3(f). As a matter of fact, for any l ≤ k, choose 0 ≤ j 0 < j 1 < . . . < j l−2 < j l−1 = k − 1. The primitive harmonic map ϕ l associated to the l-symmetric extended solution (4.16) is given byφ l = (β l 0 ,β l 1 , . . . ,β l l−1 ) : M → Fs 0 ,...,s l−1 wherẽ
Observe that the isotropy subgroup U(s 0 )×. . .×U(s l−1 ) of Fs 0 ,...,s l−1 contains the isotropy subgroup of F r 0 ,...,r k−1 and thatφ l =p•ϕ, wherep : F r 0 ,...,r k−1 → Fs 0 ,...,s l−1 is the corresponding homogeneous projection.
Example 5.3. Consider a full holomorphic map ψ : M → CP 3 ֒→ U(4), and let π ψ denote the orthogonal projection onto ψ. The corresponding extended solution is Ψ(λ, ·) = π ψ + λπ ⊥ ψ and we have (A ψ z ) 2 = 0. Set α 0 = G (1) (ψ) and α 1 = G (1) (ψ) ⊕ G (2) (ψ). As observed in Example 4.8, these subbundles satisfy the conditions of Theorem 4.2 with k = 3. Then we get a 3-symmetric extended solution
However, W is S 1 -invariant; in fact, multiplying out we see that
hence W = ΦH + is k-symmetric for any k ≥ 2. Now, for any n and k with 2 ≤ k ≤ n, there are k-symmetric quotients of U(n) given by flag manifolds and we can interpret Φ as the Cartan embedding of a primitive harmonic map into such a flag manifold. In the present example, with k = 4, Φ(ω 4 , ·) is the primitive harmonic map
with k = 2, Φ(ω 2 , ·) is the (primitive) harmonic map given by ψ ⊕ G (2) (ψ), in accordance with Remark 5.2(a). Fix ψ = ψ 0 ⊕ G (1) (ψ 0 )⊕ G (2) (ψ 0 ) and the bundles α 0 and α 1 given by (4.19) , which satisfy the conditions of Theorem 4.2 with respect to ψ and k = 3. By applying Theorem 5.1 with l = k, these define the primitive harmonic map
Loop group description
Recall the definitions of Λ τ U(n) and Ω ω U(n) given by (5.22 ) and (5.23) respectively. There is a well-known method for obtaining harmonic maps into Lie groups from primitive harmonic maps (see [10, Ch. 21, Sec . IV] and references therein) which makes use of the isomorphism (see also [14, Lemma 5.1]) Γ τ : Λ U(n) → Λ τ U(n) given by
We shall now establish how the subspace V k−1 associated to a shift-invariant k-symmetric space W as in Proposition 3.1 can be expressed in terms of Γ τ . We denote by Ω τ U(n) the subset of Ω ω U(n) defined by: Φ ∈ Ω τ U(n) if Φ(ω, ·) lies in the connected component of k √ I containing s(ω).
Lemma 6.1. The correspondence Θ between left cosets of U(n) τ in Λ τ U(n) and loops in Ω τ U(n) given by Θ Φ U(n) τ = sΦΦ(1) −1 is bijective.
It is easy to check thatΦ = s −1 Φg is a loop in Λ τ U(n) and Θ Φ U(n) τ = Φ. Thus Θ is surjective.
, the element ϕ k in Proposition 3.3 is precisely Φ(ω) and, by Lemma 6.1, we can write Φ = sΦΦ(1) −1 for somẽ Φ ∈ Λ τ U(n).
SinceΦ ∈ Λ τ U(n), it satisfies τ Φ (λ) =Φ(λω). Evaluating at λ = 1, we get s(ω) −1Φ (1)s(ω) =Φ(ω, ·). Hence, Φ(ω, ·) =Φ(1)s(ω)Φ(1) −1 , and we have
with the β j as in Proposition 3.3. Using this, we obtain
Remark 6.3. It was already known [10, Ch. 21] that Γ −1 τ is well-behaved with respect to harmonic maps, in the sense that ifΦ : M → Λ τ U(n) is an extended framing (corresponding to a certain primitive harmonic map), then, setting F := Γ −1 τ (Φ), the smooth map F F −1
1
: M → Ω U(n) is an extended solution (corresponding to a harmonic map into the group U(n)). Our results of §3 and §4 provide a more complete picture of this. In fact, on using Proposition 6. can be reversed in order to obtain primitive harmonic maps from certain harmonic maps into U(n).
Holomorphic potentials.
In this section, we shall describe how the extended solutions V j arise via the Dorfmeister, Pedit and Wu [8] method of obtaining harmonic maps from certain holomorphic forms.
Consider the following space of loops:
Λ −1,∞ = {ξ ∈ Λgl(n, C)} : λξ extends holomorphically to |λ| < 1}.
A Λ −1,∞ -valued holomorphic 1-form µ on a simply connected Riemann surface M is called a holomorphic potential [8] . In terms of a local coordinate z, we can write µ = ξdz, for some holomorphic function
The holomorphicity of µ is equivalent to∂µ = 0. On the other hand, since ∂µ and [µ ∧ µ] are (2, 0)-forms on a surface, they are both zero. Hence, dµ + 1 2 [µ ∧ µ] =∂µ = 0. This means that we can integrate (7.25) (g µ ) −1 dg µ = µ, g µ (0) = I to obtain a unique holomorphic map g µ : M → ΛGL(n, C).
Consider the Iwasawa decomposition (7.26) ΛGL(n, C) = Ω U(n)Λ + GL(n, C),
where Λ + GL(n, C) is the subgroup of loops γ ∈ ΛGL(n, C) which extend holomorphically to |λ| < 1. We can decompose g µ = Φ µ b µ according to the Iwasawa decomposition; then Φ µ : M → Ω U(n) is an extended solution (see [7, 8] ).
This condition is independent of the choice of local coordinate and equivalent to the following: ξ i ∈ g i mod k for all i ≥ −1. Now, if we start with a holomorphic τ -twisted potential and proceed as above, we obtain an extended solution Φ µ satisfying
Hence, Φ = sΦ µ takes values in Ω ω U(n). Since Φ is obtained from Φ µ by left multiplication by a constant loop in Ω U(n), Φ is also an extended solution. Moreover, since Φ µ (·, 0) = I, then Φ(ω, 0) = s(ω), which implies that Φ(ω, ·) takes values in the connected component of k √ I containing s(ω), that is, it corresponds via the Cartan embedding to a primitive harmonic map in F = F r 0 ,...,r k−1 , as explained in §5. Observe that, since b µ H + = H + , then the corresponding shift-invariant subspaces are given by 
In particular, taking j = k − 1, since γ k−1 = I, the map Ψ defined pointwise by Proposition 3.1 is given by Ψ = Φμ.
Proof. In a local coordinate write µ = ξdz where ξ = i≥−1 ξ i λ i . For each i, we can write uniquely i = a i + m i k, with a i ∈ {0, 1, . . . , k − 1} and m i ∈ Z. If a i = 0, we can decompose ξ i = ξ + i + ξ − i accordingly to the decomposition
Hom(A j , A j+k−a i ).
The automorphism σ(λ) = Ad s(λ) acts as λ −a i on g a i and as λ k−a i on g a i −k . Hence,
Since m i ≥ −1 (the equality holds if and only if i = −1), we see thatμ as defined above is well defined and takes values in Λ −1,∞ . The bottom term ofμ is given by ξ + −1 . We also have
Let f (λ) ∈ W j . Taking Proposition 3.1(i) and equation (7.27) into account, we see that, for some h ∈ H + ,
For the last equality we have used (7.29) and the fact that g µ is τ -twisted, which implies that s(ω l )g µ (ω l λ)s(ω −l ) = g µ (λ). Now, writing π A i h(λ) = r≥0 h ir λ r , we have
Since k−1 l=0 ω l(i−j+r) equals k if i − j + r is a multiple of k and 0 otherwise, we see that
for someh ∈ H + . Hence, from (7.30) and (7.31), we see that any f (λ) ∈ W j can be written as
According to the definition of V j , this means that
Assume now that M is an open subset of C and consider the class of holomorphic potentials µ = ξdz with ξ ∈ Λ −1,∞ constant. In this case, g µ = exp(ξz). If additionally ξ has a finite Fourier expansion, then the corresponding harmonic map is said to be of finite type. The harmonic maps of finite type can also be obtained by using integrable systems methods from a certain Lax-type equation [4, 10] and they play an important role in the theory of harmonic maps from tori into symmetric spaces. For example, it is known (see [15] and references therein) that all non-constant harmonic tori in the n-dimensional Euclidean sphere S n or the complex projective space CP n are either of finite type or of finite uniton number. The following is a direct consequence of Theorem 7.1.
Corollary 7.2.
(i) W corresponds to a constant potential if and only if each V j corresponds to a constant potential.
(ii) W is of finite type if and only if each V j is of finite type. Example 7.3. Consider the harmonic map ϕ : C → CP 2 defined in homogeneous coordinates by ϕ = [F ] where F = (F 0 , F 1 , F 2 ) : C → C 3 is given by F i (z) = (1/ √ 3) e ω i z−ω i z with ω = e 2πi/3 . This is the Clifford solution discussed in [12] , see [1, Example 4.14] . A simple calculation shows that the first and second ∂ ′ -Gauss bundles of ϕ are given by G (1) (ϕ) = [F (1) ] and G (2) (ϕ) = [F (2) ], respectively, where F (j) stands for the jth derivative of F with respect to z. Moreover, G (3) (ϕ) = ϕ.
Let u 0 , u 1 , u 2 be the canonical basis of C 3 . For each j = 0, 1, 2, let A j be the one-dimensional complex subspace spanned by u j . Consider the 3symmetric space F 1,1,1 with base point x 0 = (A 0 , A 1 , A 2 ), s ∈ Ω U(n) and canonical automorphism τ , as defined in §5. Let g(z) be the 3 × 3 matrix whose (j + 1)st column is F (j) (z); this defines a lift g : C → U(3) for ϕ, that is, ϕ = [gu 0 ]. Moreover, by a direct calculation we see that A g z (= 1 2 g −1 g z ) is the constant normal matrix A whose only non-zero entries are a ij = 1/2 when i − j = 1 mod 3. Hence A g z lies in the eigenspace g −1 (see (5.21)) of τ , which means that the map φ : C → F 1,1,1 given by φ = gx 0 = (ϕ, G (1) (ϕ), G (2) (ϕ)) is a primitive harmonic map associated to the potential µ = λ −1 Adz. The map g µ satisfying (7.25) is given by g µ (z) = exp λ −1 zA and the corresponding extended solution is the vacuum solution (as in [1, §4.2]) given by Φ µ (λ, z) = exp z(λ −1 − 1)A −z(λ − 1)A * .
We recall from §5 that by evaluating Φ := sΦ µ at λ = ω we obtain the Cartan embedding of the primitive harmonic map g(0) −1 φ : C → F 1,1,1 , and (7.32) g(0) −1 φ(z) = exp zA −zA * x 0 .
The constant holomorphic potentialsμ j of Theorem 7.1, associated to the extended solutions V j = γ j exp(zξ j )H + , with j = 0, 1, 2, are then given by On the other hand, the smooth subbundles α 0 ⊆ α 1 of the trivial bundle C × C 3 , as defined in Theorem 4.2, are necessarily given by α 0 = Im A ψ z and α 1 = ker A ψ z . Hence, in view of (7.32) and (7.34), we have α 0 = g(0) −1 ϕ, α 1 = g(0) −1 ϕ ⊕ G (1) (ϕ) .
In order to find the holomorphic potentialμ =ξdz of the Clifford solution ϕ : C → CP 2 , we can either (i) consider the type decomposition α = α ′ + α ′′ of α = g −1 dg, write α ′ = α ′ −1 + α ′ 0 accordingly to the decomposition of gl(n, C) induced by the structure of 2-symmetric space of CP 2 , as in §5, and takeμ = λ −1 α ′ −1 + α ′ 0 , or (ii), in view of Remark 4.3(f) and Remark 5.2(b), with l = 2 and j 0 = 0, we can start with the potentialμ 2 = 1 2 ξ 2 dz associated to ψ and reverse (7.28). This gives ξ = γ 0 (λ) −1 ξ 2 (λ 2 )γ 0 (λ) = 1 2   0 0 λ −1 λ −1 0 0 0 1 0   .
