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Abstract
We prove that in the reduced quartic BCS model with an imaginary ex-
ternal magnetic field a spontaneous U(1)-symmetry breaking (SSB) and an
off-diagonal long range order (ODLRO) occur. The system is defined on a
hyper-cubic lattice with periodic boundary conditions at positive tempera-
ture. In the free part of the Hamiltonian we assume the nearest-neighbor
hopping. The chemical potential is fixed so that the free Fermi surface does
not degenerate. The term representing the interaction between electrons’
spin and the imaginary external magnetic field is the z-component of the
spin operator multiplied by a pure imaginary parameter. The SSB and the
ODLRO are shown in the infinite-volume limit of the thermal average over
the full Fermionic Fock space. The magnitude of the negative coupling con-
stant must be larger than a certain value so that the gap equation is solvable.
The gap equation is different from that of the conventional mean field BCS
model because of the presence of the imaginary magnetic field. By adjusting
the imaginary magnetic field this model shows the SSB and the ODLRO
in high temperature, weak coupling regimes where the conventional reduced
BCS model does not show these phenomena. The proof is based on Grass-
mann Gaussian integral formulations and a double-scale integration scheme
to analytically control the formulations. 1
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1 Introduction
1.1 Introductory remarks
In 1957 ([1]) Bardeen, Cooper and Schrieffer proposed a microscopic theory of
superconductivity which is widely known as the BCS theory today. As the im-
portance of the BCS theory was recognized, many began to mathematically verify
effective approximations made in the theory. Proving a superconductivity within
the fundamental principles proposed by Bardeen, Cooper and Schrieffer has been
a stimulating topic in mathematical physics until today. See e.g. the review article
[8] for a recent trend of the subject. Many papers concerning mathematical physics
of the BCS theory have been published since the early stage. The historical review
[3] reported in 100th year after the discovery of superconductivity is enlighten-
ing. However, if we focus our attention on a basic simple question whether the
BCS model shows superconductivity characterized by spontaneous U(1)-symmetry
breaking (SSB) and off-diagonal long range order (ODLRO), we notice that there
are unexpectedly few mathematical results answering this question. Here the BCS
model is meant to be the Hamiltonian consisting of a kinetic part, quadratic in
Fermionic operators, describing free movements of electrons and an interacting
part, quartic in Fermionic operators, describing a long range interaction between
Cooper pairs. We also require SSB and ODLRO to be shown in the infinite-volume
limit of the thermal average over the full Fermionic Fock space.
In the strong coupling limit of the reduced BCS model, where the free part is
the number operator multiplied by the chemical potential only and the interacting
part is a product of the Cooper pair operators, a SSB and an ODLRO in the above
sense were proved by a C∗-algebraic approach by Bru and de Siqueire Pedra in
[4]. The model considered in [4] is allowed to contain the Hubbard type on-site
interaction as well. The same authors also extended their C∗-algebraic framework
to be applicable to the BCS model having a non-constant kinetic term and gave
a mathematical sense of ODLRO in a limit of the finite systems under periodic
boundary conditions in [5]. Before [4] many researchers had continued their efforts
to analyze the BCS model in the quasi-spin formulation at positive temperature.
The achievements of these authors are listed in the references of [3]. Here we refer
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to the original article [20] where the equivalence between correlation functions in
the strong coupling limit of the reduced BCS model and those in the mean field
BCS model was proved in the quasi-spin formulation. See also [6] for an analy-
sis of the BCS model with non-constant free dispersion relations in the quasi-spin
formulation at positive temperature. It should be remarked that the thermal av-
erage in the quasi-spin formulation amounts to the average over a proper subspace
of the full Fermionic Fock space. There were also attempts to demonstrate SSB
in the BCS model in Grassmann integral formulations. When the grand canoni-
cal partition function of the reduced BCS model is formulated into a Grassmann
Gaussian integral, a quartic Grassmann polynomial resembling the BCS interac-
tion appears to be integrated with a time-variable in its action. By artificially
dividing the single time-integral into a double time-integral and thus deriving the
so-called doubly reduced BCS model, Lehmann showed that a SSB occurs in a
form of the Schwinger function in [14]. In [16] Mastropietro extended the approach
based on the Grassmann integral formulation and showed that a SSB occurs in the
Schwinger function where the interaction is of the doubly reduced BCS type tem-
pered by time-integration with a Kac potential. The insertion of the Kac potential
is in effect an interpolation between the doubly reduced BCS interaction and the
reduced BCS interaction in the Grassmannian level. The gap equation in these
studies is equal to that of the mean field BCS model.
Despite a long history of the research we can hardly find a thoroughly explicit
demonstration of SSB and ODLRO in the full BCS model. Amid this situation
this paper is devoted to demonstrating them in the BCS model in a non-standard
parameter region of the complex plane. We will prove that a SSB and an ODLRO
occur in the reduced BCS model in a way fulfilling the above-mentioned require-
ments, provided a term representing the interaction between electrons’ spin and an
imaginary external magnetic field is added to the Hamiltonian. More precisely, the
interacting term with the imaginary magnetic field is given by the z-component of
the spin operator multiplied by a pure imaginary parameter. The model is initially
defined on a finite hyper-cubic lattice with periodic boundary conditions. In the
free part of the Hamiltonian we assume the nearest-neighbor hopping. We restrict
the range of the chemical potential so that the free Fermi surface does not degen-
erate. The magnitude of the negative coupling constant must be larger than a
certain value so that the gap equation has a positive solution. At the same time
it must be smaller than a certain value so that our perturbative treatments make
sense. Thus, there are two kinds of constraint on the magnitude of the negative
coupling constant. It is due to a fine tuning of the imaginary magnetic field that we
can actually choose a coupling constant satisfying both the constraints. The gap
equation is different from that of the conventional mean field BCS model because
of the insertion of the imaginary magnetic field. Consequently it turns out that
the SSB and the ODLRO can occur in high temperature, weak coupling regimes
where these phenomena do not show up in the conventional reduced BCS model.
The presence of the imaginary magnetic field breaks the hermiticity of the whole
Hamiltonian. However, it will be proved as a part of our main results that the
grand canonical partition function takes a real positive value in parameter regions
where our analytical methods are valid.
From a technical view point this paper is seen to be a continuation of the
Grassmann integration approach by Lehmann ([14]) and Mastropietro ([16]). In
the Grassmannian level we divide the reduced BCS interaction into the doubly
3
reduced BCS interaction and the correction term, transform the doubly reduced
interaction into an integral of quadratic Grassmann polynomials by means of the
Hubbard-Stratonovich transformation and estimate the Grassmann Gaussian inte-
gral having the quartic correction term in its exponent by the tree expansion. The
use of the Hubbard-Stratonovich transformation was motivated by [14], [16] and
an important division technique of truncated expectations which works to produce
an extra inverse volume factor was influenced by [16]. However, there are notable
differences between the conclusions of this paper and those of the preceding arti-
cles. This paper starts with Fermionic operators defined on the Fock space and
concludes the SSB and the ODLRO in the infinite-volume limit of the full trace
thermal expectations, while the conclusions of [14], [16] concern limit values of the
Schwinger functions on Grassmann algebras. In fact it is not yet known how to
realize the doubly reduced BCS interaction with or without the Kac potential in a
concrete form of Fermionic operators. Moreover, since our gap equation is different
from that of the mean field BCS model, the SSB and the ODLRO take place in a
parameter region where the conventional BCS gap equation is not solvable and thus
where SSB and ODLRO do not emerge in the sense of [14], [16]. As another new
technical aspect we show the convergence of the infinite-volume limit of the finite-
volume thermal expectations by sending the box size to infinity without taking a
subsequence. As the result the SSB and the ODLRO can be claimed in the limit,
not only in some accumulation points of the finite-volume formulations. To prove
this, it is essential to establish the full convergent property of the Grassmann Gaus-
sian integral of the correction term which does not simply follow from a uniform
boundedness of the Grassmann integration and requires a detailed analysis of the
tree expansion of truncated expectations. The analysis is performed in Subsection
4.3.
The technical core of our construction is the estimation of the correction to
the doubly reduced BCS model. The estimation is completed by a double-scale
integration process over the Matsubara frequency. The first integration involves a
covariance with all but one time-momentum, while the covariance in the second
integration contains only one time-momentum. We should declare in this remark
that we use Pedra-Salmhofer’s type determinant bound (PS bound, [17]) to bound
the determinant of the first covariance with large Matsubara frequencies. In general
the application of the PS bound is a very efficient alternative to a multi-scale
integration procedure over large Matsubara frequencies. By applying it one can
prepare the input to the succeeding infrared integration process by a simple single-
scale integration. In this paper, which aims at providing the first convincing proof
of SSB and ODLRO in the BCS model with an imaginary magnetic field, we
decide to make the construction simple and thus choose to apply the PS bound
rather than go through a self-contained but lengthy multi-scale Matsubara ultra-
violet integration. Also, in the interest of simplicity we do not perform a multi-
scale infrared integration to improve the dependency of possible magnitude of the
coupling constant on the temperature. As a consequence, this paper does not ensure
that one can take the temperature close to zero while keeping the magnitude of
the coupling constant positive. This may be seen as a shortcoming of this paper’s
results. Since it needs to classify Grassmann polynomials at each scale, the proof
based on a multi-scale integration would be substantially longer. This thought
together with the hope that a simpler construction must be more convincing led
us to conclude our construction only by the double-scale integration. A qualitative
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improvement of the temperature-dependency of the coupling constant by means of
a multi-scale infrared integration should be performed elsewhere.
The main novelty of this paper is to reveal the mathematical fact that the inser-
tion of the imaginary magnetic field in the BCS model makes it possible to prove
SSB and ODLRO in wide parameter regions. We should note that the extension of
the external magnetic field to the complex plane in many-body systems has been
an important subject of mathematical physics since the pioneering study by Lee
and Yang ([24], [13]). At the same time the presence of the imaginary magnetic
field admittedly makes it difficult to find a conventional physical meaning of the
model. It is interesting and encouraging to know that the Lee-Yang zeros of the
partition function of the Ising model are being experimentally realized through a
time domain measurement of the spin system ([18]). What appears particularly
interesting to us in [18] is that the partition function of the ferromagnetic Ising
model with long range interaction under an imaginary magnetic field was iden-
tified with the coherence of a central spin coupled to the spin bath, which was
experimentally measured. See also [22], [21] for the idea behind the experiment
[18]. A message from [18] is that if the partition function with an imaginary mag-
netic field is measurable, then extending the magnetic field into the complex plane
is not only a way to solve a mathematical problem but could be an analysis of a
model of the real world. Amid the latest progress of physical experiments our hope
from a mathematical side is that the superconducting phase in the BCS model with
an imaginary magnetic field should be experimentally realized someday.
The contents of this paper are outlined as follows. In the rest of this section we
define the model and officially state the main results of this paper. In Section 2
we formulate the grand canonical partition function of the model Hamiltonian by
means of the Hubbard-Stratonovich transformation and the Grassmann Gaussian
integration. In Section 3 we construct a double-scale integration process in a gen-
eralized setting with the aim of applying it to estimate the Grassmann Gaussian
integral of the correction term in the following section. In Section 4 we apply the
general results obtained in the previous section to the actual model problem and
derive necessary bound properties. Then we show necessary convergent properties
of the Grassmann Gaussian integral of the correction term in the time-continuum,
infinite-volume limit. After these preparations we complete the proof of the main
theorem. In Appendix A we provide a short proof to Pedra-Salmhofer’s type de-
terminant bound used in our construction for completeness. We also list notations
which are used over multiple sections for readers’ convenience at the end of the
paper.
1.2 The model and the main results
Throughout the paper the spatial dimension is denoted by d. With L(∈ N =
{1, 2, · · · }) we define the spatial lattice Γ by Γ := {0, 1, 2, · · · , L − 1}d. For
(x, σ) ∈ Γ × {↑, ↓} let ψ∗xσ, ψxσ denote the Fermionic creation / annihilation op-
erator respectively. We impose periodic boundary conditions on the finite-volume
system. To describe the periodicity, it is convenient to use the map rL : Z
d → Γ
which satisfies rL(x) = x in (Z/LZ)
d for any x ∈ Zd. For (x, σ) ∈ Zd × {↑, ↓} we
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identify ψ
(∗)
xσ with ψ
(∗)
rL(x)σ
. The free part H0 of our Hamiltonian is defined by
H0 :=
∑
x∈Γ
∑
σ∈{↑,↓}
(
(−1)hop
d∑
j=1
(ψ∗xσψx+ejσ + ψ
∗
xσψx−ejσ)− µψ∗xσψxσ
)
,
where hop ∈ {0, 1}, ej (j = 1, 2, · · · , d) are the standard basis of Rd and the real
parameter µ is the chemical potential. For simplicity we adopt the unit where
the hopping amplitude is scaled to be 1. We use the parameter hop to treat the
positive hopping and the negative hopping at once. Moreover, we include the
number operator multiplied by the chemical potential in the free Hamiltonian.
Also we restrict the hopping of electrons to be only between nearest-neighbor sites.
Throughout the paper except Remark 1.9 we assume that
µ ∈ (−2d, 2d)
so that the free Fermi surface {k ∈ [0, 2π)d | (−1)hop2∑dj=1 cos kj−µ = 0} does not
degenerate. Only in Remark 1.9 we consider the degenerate case. In [1] the complex
phonon-electron interaction was reduced into a sum of product of 2 Cooper pair
operators. We consider the reduced BCS interaction with constant matrix element
defined as follows.
V :=
U
Ld
∑
x,y∈Γ
ψ∗x↑ψ
∗
x↓ψy↓ψy↑,
where U is a real negative parameter controlling the strength of non-local attraction
between Cooper pairs. The BCS model H is defined by
H := H0 + V
=
∑
x∈Γ
∑
σ∈{↑,↓}
(
(−1)hop
d∑
j=1
(ψ∗xσψx+ejσ + ψ
∗
xσψx−ejσ)− µψ∗xσψxσ
)
+
U
Ld
∑
x,y∈Γ
ψ∗x↑ψ
∗
x↓ψy↓ψy↑,
which is a self-adjoint operator on the Fermionic Fock space Ff (L
2(Γ× {↑, ↓})).
In this paper we focus on two characteristics of superconductivity and try to
prove their existence in the infinite-volume limit of the system. One characteristic
is spontaneous symmetry breaking (SSB). The other characteristic of our interest
is off-diagonal long range order (ODLRO). A mathematical description of SSB is
the following. We add a U(1)-symmetry breaking external field
F = γ
∑
x∈Γ
(ψ∗x↑ψ
∗
x↓ + ψx↓ψx↑), γ ∈ R
to the system and observe the thermal expectation value of the pairing operator in
the limit γ → 0 after taking the limit L→∞,
lim
γ→0
lim
L→∞
L∈N
Tr(e−β(H+F)ψ∗xˆ↑ψ
∗
xˆ↓)
Tr e−β(H+F)
.
Here the trace operation is taken over the Fermionic Fock space and β(∈ R>0) is
the inverse temperature. If the expectation value converges to a non-zero value,
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it is said that a SSB occurs in the system. This is because the U(1)-gauge sym-
metry which the original system possesses remains broken even after removing the
symmetry-breaking external field. A long range correlation between Cooper pairs is
explained by the behavior of the 4-point correlation function in the infinite-volume
limit,
lim
L→∞
L∈N
Tr(e−βHψ∗xˆ↑ψ
∗
xˆ↓ψyˆ↓ψyˆ↑)
Tr e−βH
.
If the correlation function in the infinite-volume limit converges to a non-zero value
as the distance between xˆ and yˆ goes to infinity, the system is said to exhibit an
ODLRO (see [23]). These phenomena have been desired to be proven in the BCS
model. Despite many years of research after [1], the full rigorous demonstration
of SSB and ODLRO in the BCS model seems unexpectedly scarce. Amid this
situation this paper is devoted to revealing a new fact of the BCS model that a
SSB and an ODLRO are present under an external imaginary magnetic field. More
precise explanation of our plan is that we add the operator iθSz (θ ∈ R) to the
BCS model H and prove the existence of a SSB and an ODLRO. Here Sz is the
z-component of the spin operator.
Sz :=
1
2
∑
x∈Γ
(ψ∗x↑ψx↑ − ψ∗x↓ψx↓).
The term iθSz is formally interpreted as an interaction between the imaginary
magnetic field (0, 0, iθ) and the electrons’ spin.
Since adding iθSz to the Hamiltonian breaks hermiticity, we do not know
whether the partition function Tr e−β(H+iθSz+F) remains non-zero. Thus, even the
well-definedness of the thermal expectation is unclear. We know at least the fol-
lowing. Set
A1 := ψ
∗
xˆ↑ψ
∗
xˆ↓, A2 := ψ
∗
xˆ↑ψ
∗
xˆ↓ψyˆ↓ψyˆ↑.
Lemma 1.1.
Tr e−β(H+iθSz+F), Tr(e−β(H+iθSz+F)A1), Tr(e
−β(H+iθSz+F)A2) ∈ R
and
Tr(e−β(H+iθSz+F)A1) = Tr(e
−β(H+iθSz+F)A
∗
1).
Proof. Let us define the transforms U1,U2 on Ff(L2(Γ× {↑, ↓})) by
U1Ω := Ω,
U1ψ∗x1σ1ψ∗x2σ2 · · ·ψ∗xnσnΩ := ψ∗x1−σ1ψ∗x2−σ2 · · ·ψ∗xn−σnΩ,
U2Ω := Ω,
U2ψ∗x1σ1ψ∗x2σ2 · · ·ψ∗xnσnΩ := inψ∗x1σ1ψ∗x2σ2 · · ·ψ∗xnσnΩ,
(∀n ∈ N, (xj , σj) ∈ Γ× {↑, ↓} (j = 1, 2, · · · , n))
and by linearity, where Ω is the vacuum of the Fock space. The transforms U1,U2
are unitary. Moreover,
Tr e−β(H+iθSz+F) = Tr e−βU1(H+iθSz+F)U
∗
1 = Tr e−β(H−iθSz−F) = Tr e−βU2(H−iθSz−F)U
∗
2
= Tr e−β(H−iθSz+F) = Tr e−β(H+iθSz+F).
Thus, Tr e−β(H+iθSz+F) ∈ R. The other claims can be checked in the same way.
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It will be proved as a part of the main theorem that Tr e−β(H+iθSz+F) > 0 for
sufficiently large L. The next lemma tells us that it suffices to analyze the system
for θ ∈ [0, 2π/β].
Lemma 1.2. Assume that θ ∈ R, θ′ ∈ (−2π/β, 2π/β] and θ = θ′ in R/4π
β
Z. Then,
Tr e−β(H+iθSz+F) = Tr e−β(H+i|θ
′|Sz+F),
Tr(e−β(H+iθSz+F)Aj) = Tr(e
−β(H+i|θ′|Sz+F)Aj), (j = 1, 2).
Proof. Note that the operator Sz commutes with H, F, ψ
∗
xˆ↑ψ
∗
xˆ↓, ψxˆ↓ψxˆ↑ for any
xˆ ∈ Zd. The trace operation over the Fock space can be decomposed into the sum
of the trace over each eigen space of Sz. Since each eigen value of Sz belongs to
1
2
Z,
Tr e−β(H+iθSz+F) = Tr(e−β(H+F)e−iβθSz) = Tr(e−β(H+F)e−iβθ
′Sz) = Tr e−β(H+iθ
′Sz+F).
Moreover, by Lemma 1.1,
Tr e−β(H+iθ
′Sz+F) = Tr e−β(H+i|θ
′|Sz+F).
Thus, the first equality is obtained. The other equalities can be derived in the same
way.
From here we always assume that
θ ∈
[
0,
2π
β
)
.
In this paper we do not treat the case θ = 2π/β. As in this case the free partition
function vanishes (see Lemma 2.1), we are unable to define the free covariance
which plays a central role in our analysis.
In order to officially state the main results of this paper, we should make clear
notations used in the statements. Let ‖ · ‖Rd denote the euclidean norm of Rd. For
a function f : Zd × Zd → C and c ∈ C we write
lim
‖x−y‖
Rd
→∞
f(x,y) = c
if for any ε ∈ R>0 there exists r ∈ R>0 such that |f(x,y)− c| < ε for any x,y ∈ Zd
satisfying ‖x− y‖Rd ≥ r. For a proposition P let 1P be 1 if P is true, 0 otherwise.
We define the function e : Rd → R by
e(k) := (−1)hop2
d∑
j=1
cos kj − µ, k = (k1, k2, · · · , kd) ∈ Rd,
which is in fact the free dispersion relation. To estimate possible magnitude of the
coupling constant, we use the function gd : (0,∞)→ R defined as follows.
gd(x) := 1d≥2(log(x
−1 + 1))
d
d+1x−
1
d+1 + 1d=1(4− µ2)− 12 log(x−1 + 1).(1.1)
The main result of this paper is the following.
8
Theorem 1.3. Assume that β ∈ R>0, U ∈ R<0. There exist constants c1(d) ∈ R>0,
c2(d) ∈ (0, 1] depending only on d such that the following statements hold true.
(i) Assume that θ ∈ [0, 2π/β) and
|U | < c2(d)
(
1 + βd+3 + (1 + β−1)gd
(∣∣∣∣θ2 − πβ
∣∣∣∣
))−2
.
Then, there exists L0 ∈ N such that
Tr e−β(H+iθSz+F) ∈ R>0, (∀L ∈ N with L ≥ L0, γ ∈ [0, 1]).
(ii) Assume that θ ∈ [0, 2π/β) and
c1(d)(2d− |µ|)1−dβ
∣∣∣∣θ2 − πβ
∣∣∣∣(1.2)
·
(
1| θ
2
−pi
β
|≤ 1
2
(2d−|µ|) + 1| θ
2
−pi
β
|> 1
2
(2d−|µ|)(2d− |µ|)−1
∣∣∣∣θ2 − πβ
∣∣∣∣
)
< |U | < c2(d)
(
1 + βd+3 + (1 + β−1)gd
(∣∣∣∣θ2 − πβ
∣∣∣∣
))−2
.
Then, there uniquely exists ∆ ∈ R such that ∆ > 0 and
− 2|U | +
1
(2π)d
∫
[0,2π]d
dk
sinh(β
√
e(k)2 +∆2)
(cos(βθ/2) + cosh(β
√
e(k)2 +∆2))
√
e(k)2 +∆2
= 0.
(1.3)
Moreover,
lim
L→∞
L∈N
(
− 1
βLd
log(Tr e−β(H+iθSz))
)(1.4)
=
∆2
|U | −
1
β(2π)d
∫
[0,2π]d
dk log
(
2 cos
(
βθ
2
)
e−βe(k)
+ eβ(
√
e(k)2+∆2−e(k)) + e−β(
√
e(k)2+∆2+e(k))
)
.
lim
γց0
γ∈(0,1]
lim
L→∞
L∈N
Tr(e−β(H+iθSz+F)ψ∗xˆ↑ψ
∗
xˆ↓)
Tr e−β(H+iθSz+F)
(1.5)
= lim
γց0
γ∈(0,1]
lim
L→∞
L∈N
Tr(e−β(H+iθSz+F)ψxˆ↓ψxˆ↑)
Tr e−β(H+iθSz+F)
= − ∆|U | .
lim
‖xˆ−yˆ‖
Rd
→∞
lim
L→∞
L∈N
Tr(e−β(H+iθSz)ψ∗xˆ↑ψ
∗
xˆ↓ψyˆ↓ψyˆ↑)
Tr e−β(H+iθSz)
=
∆2
U2
.
(1.6)
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(iii) Assume that θ ∈ [0, π/β) and
|U | < c2(d)
(
1 + βd+3 + (1 + β−1)gd
(∣∣∣∣θ2 − πβ
∣∣∣∣
))−2
.
Then, for any ∆ ∈ R the equation (1.3) does not hold. Moreover, the state-
ments (1.4), (1.5), (1.6) hold with ∆ = 0.
(iv) For any β ∈ R>0 there exists δ ∈ R>0 such that
c1(d)(2d− |µ|)1−dβ
∣∣∣∣θ2 − πβ
∣∣∣∣(1.7)
·
(
1| θ
2
−pi
β
|≤ 1
2
(2d−|µ|) + 1| θ
2
−pi
β
|> 1
2
(2d−|µ|)(2d− |µ|)−1
∣∣∣∣θ2 − πβ
∣∣∣∣
)
< c2(d)
(
1 + βd+3 + (1 + β−1)gd
(∣∣∣∣θ2 − πβ
∣∣∣∣
))−2
for any θ ∈ [2π/β− δ, 2π/β). Thus, for any θ ∈ [2π/β− δ, 2π/β) there exists
U ∈ R<0 such that (1.2) holds.
(v) Assume that θ ∈ [π/β, 2π/β) and (1.2) holds. Then,
|U | < c2(d)
(
1 + βd+3 + (1 + β−1)gd
(∣∣∣∣η2 − πβ
∣∣∣∣
))−2
for any η ∈ [0, π/β) and thus the conclusions of (iii) hold with these β, U
and η in place of θ.
The claims (iv), (v) can be proved here. Set Θ := |θ/2−π/β|. If Θ ≤ 1
2
(2d−|µ|),
the inequality (1.7) is equivalently written as follows.
(1 + βd+3)Θ
1
2 + 1d=1(1 + β
−1)(4− µ2)− 12 (log(Θ−1 + 1))Θ 12
+ 1d≥2(1 + β
−1)(log(Θ−1 + 1))
d
d+1Θ
1
2
− 1
d+1
< (c1(d)
−1(2d− |µ|)d−1β−1c2(d)) 12 .
Since the left-hand side converges to 0 as Θ ց 0, the claim (iv) holds true. The
claim (v) follows from the fact that gd : (0,∞)→ R is decreasing.
Remark 1.4. The implication of the claim (iv) is that at any temperature we can
choose θ ∈ [π/β, 2π/β) and the negative coupling constant U so that SSB and
ODLRO occur in the system. Moreover, since
lim
θր 2pi
β
c2(d)
(
1 + βd+3 + (1 + β−1)gd
(∣∣∣∣θ2 − πβ
∣∣∣∣
))−2
= 0,
for any small U0 ∈ R>0 and at any positive temperature we can choose θ ∈
[π/β, 2π/β) and the negative coupling constant U so that |U | ≤ U0 and SSB
and ODLRO occur in the system. In other words, at arbitrarily high temperature,
for arbitrarily weak coupling SSB and ODLRO take place in the system with an
imaginary magnetic field.
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Remark 1.5. The implication of the claim (v) is the following. Assume that (1.2)
holds with some (U, β, θ) ∈ R<0 × R>0 × [π/β, 2π/β). Then, SSB and ODLRO
occur in the system with (U, β, θ) by the claim (ii), while SSB and ODLRO do
not occur in the system with (U, β, η) for any η ∈ [0, π/β). By the claim (iv) we
can always choose (U, β, θ) ∈ R<0 × R>0 × [π/β, 2π/β) such that (1.2) holds with
(U, β, θ). By fixing these U , β and taking η to be 0 we can conclude in other
words that superconductivity characterized by SSB and ODLRO emerges in the
BCS model with an imaginary magnetic field and it does not emerge in the BCS
model without an imaginary magnetic field.
Remark 1.6. The condition
|U | < c2(d)
(
1 + βd+3 + (1 + β−1)gd
(∣∣∣∣θ2 − πβ
∣∣∣∣
))−2
is necessary to ensure that our double-scale integration converges. Thus, the claim
(iii) especially means that within the analytical framework of the present paper we
cannot prove the existence of superconductivity in the conventional reduced BCS
Hamiltonian, which is the case θ = 0.
Remark 1.7. There is no essential reason to choose the spatial lattice to be
{0, 1, · · · , L − 1}d. One can prove that all the partition functions and the ther-
mal expectations in the theorem are equivalent to those defined in the system on
the spatial lattice {0, 1, · · · , L− 1}d+ a with the periodic boundary conditions for
any a ∈ Zd.
Remark 1.8. We introduce the parameter hop(∈ {0, 1}) to treat the model with
positive hopping and the model with negative hopping at the same time. However,
if L ∈ 2N, by the unitary transform ψ∗xσ → (−1)
∑d
j=1 xjψ∗xσ (x = (x1, · · · , xd) ∈ Γ)
we can change the sign of hopping by keeping all the other terms unchanged. Thus,
the role of the parameter hop seems not essential. We add it for completeness. It
causes no technical complication.
Remark 1.9. The reason why we only consider the nearest-neighbor hopping in the
free Hamiltonian is that in this case the free dispersion relation takes the relatively
simple form e(k) which allows us to make explicit the condition (1.2). We made
this choice to claim the main results of this paper simply and explicitly. In fact
the condition
|U | >c1(d)(2d− |µ|)1−dβ
∣∣∣∣θ2 − πβ
∣∣∣∣(1.8)
·
(
1| θ
2
−pi
β
|≤ 1
2
(2d−|µ|) + 1| θ
2
−pi
β
|> 1
2
(2d−|µ|)(2d− |µ|)−1
∣∣∣∣θ2 − πβ
∣∣∣∣
)
in (1.2) is a sufficient condition for the inequality
− 2|U | +
1
(2π)d
∫
[0,2π]d
dk
sinh(β|e(k)|)
(cos(βθ/2) + cosh(βe(k)))|e(k)| > 0,
which is a necessary and sufficient condition for the existence of a positive solution
to the gap equation (1.3). The theorem can be claimed under the condition
|U | > 2
(
1
(2π)d
∫
[0,2π]d
dk
sinh(β|e(k)|)
(cos(βθ/2) + cosh(βe(k)))|e(k)|
)−1
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in place of the condition (1.8). We should also remark that apart from a multi-
plication of irrelevant positive constant, the term gd(|θ/2− π/β|) is derived as an
upper bound on the integral∫
[0,2π]d
dk
1√|θ/2− π/β|2 + e(k)2 .(1.9)
In fact we can replace the term gd(|θ/2− π/β|) in the condition
|U | < c2(d)
(
1 + βd+3 + (1 + β−1)gd
(∣∣∣∣θ2 − πβ
∣∣∣∣
))−2
by the integral (1.9). The validity of these modifications would be clearly seen
after completing the proof of Theorem 1.3. Since it is important in this approach
to guarantee the solvability of the gap equation and the convergence of Grassmann
integrations at the same time, the sufficient conditions should be explicitly compa-
rable. We decide not to pursue the issue of generalization of the dispersion relation
or the whole Hamiltonian in this paper. Here we list the lemmas which use the
specific form of the free dispersion relation and eventually lead to the condition
(1.2). These are Lemma 4.8, Lemma 4.17 and Lemma 4.18.
However, based on the above modifications of the crucial conditions, let us see
that the results hold for the degenerate case µ ∈ {2d,−2d} as the least extension of
the theorem. By letting Θ, c(d) denote |θ/2− π/β|, a positive constant depending
only on d respectively we observe in this case that∫
[0,2π]d
dk
sinh(β|e(k)|)
(cos(βθ/2) + cosh(βe(k)))|e(k)|
≥ c(d)β−1
∫
[0,2π]d
dk
1|e(k)|≤β−1
e(k)2 +Θ2
≥ c(d)β−1
∫ 1
0
drrd−1
1r2≤β−1
r4 +Θ2
≥ c(d)β−1(1Θ≤min{1,β−1}
· (1d≤3Θ d2−2 + 1d=4 log(min{1, β−1}Θ−1) + 1d≥5(min{1, β−1}) d2−2)
+ 1Θ>min{1,β−1}(min{1, β−1}) d2Θ−2
)
,∫
[0,2π]d
dk
1√
Θ2 + e(k)2
≤ c(d)
∫ 1
0
dr
rd−1√
Θ2 + r4
≤ c(d)(1Θ≤1(1d=1Θ− 12 + 1d=2 log(1 + Θ−1) + 1d≥3) + 1Θ>1Θ−1).
Define the function gd,s : (0,∞)→ R by
gd,s(x) := 1x≤1(1d=1x
− 1
2 + 1d=2(log 2)
−1 log(1 + x−1) + 1d≥3) + 1x>1x
−1.
Here we inserted log 2 in order to make the function decreasing. Then, by using
the lower, upper bounds obtained above the condition (1.2) is modified as follows.
c1(d)β
(
1Θ≤min{1,β−1}
(1.10)
· (1d≤3Θ2− d2 + 1d=4 log(min{1, β−1}Θ−1)−1 + 1d≥5(min{1, β−1})2− d2 )
+ 1Θ>min{1,β−1}(min{1, β−1})− d2Θ2
)
12
< |U | < c2(d)(1 + βd+3 + (1 + β−1)gd,s(Θ))−2.
Since with positive constants c1(d, β), c2(d, β) depending only on d, β,
(L.H.S of (1.10)) ≤ c1(d, β)(1d≤3Θ2− d2 + 1d=4| logΘ|−1 + 1d≥5),
(R.H.S of (1.10)) ≥ c2(d, β)(1d=1Θ+ 1d=2| logΘ|−2 + 1d≥3)
for small Θ, we can find U ∈ R<0 satisfying the condition (1.10) for small Θ in the
case d = 1, 2, 3, 4. We can expect that the claims parallel to those of Theorem 1.3
hold for µ ∈ {−2d, 2d} in the case d = 1, 2, 3, 4. We should note that in the case
d = 3, 4 the upper bound on |U | can be independent of Θ and thus we can take Θ
arbitrarily close to zero.
2 Formulation
In this section we will derive a finite-dimensional Grassmann integral formula-
tion of the grand canonical partition function. Then, by means of the Hubbard-
Stratonovich transformation we will transform it into a Gaussian integral formula-
tion involving both Grassmann variables and real variables, which will be analyzed
as a central object in the following sections.
2.1 Grassmann algebra
To begin with, let us recall some basics of finite-dimensional Grassmann integration.
Let S0 be a finite set and let S := S0×{1,−1}. In practice we will need to change
the index set S0 several times during the construction. Here we do not fix any
detail of S0. Let R be the complex vector space spanned by the abstract basis
{ψX | X ∈ S}. We should remark that ψX (X ∈ S) are not operators on the Fock
space, though we use the same symbol as the Fermionic annihilation operator. For
any X ∈ S0 we let ψX , ψX denote ψ(X,1), ψ(X,−1) respectively. For n ∈ N,
∧nR
denotes the n-fold anti-symmetric tensor product of R. We set
∧0R := C by
convention. The Grassmann algebra
∧
R generated by {ψX | X ∈ S} is the direct
sum of
∧nR. ∧
R :=
♯S⊕
n=0
n∧
R.
We will often work in a situation where R is the direct sum
⊕m
p=1R
p of other
vector spaces Rp (p = 1, 2, · · · , m). We assume that the basis of Rp is {ψpX | X ∈
S}. For a function D : S20 → C the Grassmann Gaussian integral
∫ ·dµD(ψ1)
is a linear map from
∧(⊕m
p=1R
p
)
to
∧(⊕m
p=2R
p
)
defined as follows. For f ∈∧(⊕m
p=2R
p
)
, X1, X2, · · · , Xa, Y1, Y2, · · · , Yb ∈ S0,∫
fψ
1
X1
ψ
1
X2
· · ·ψ1Xaψ1Yb · · ·ψ1Y2ψ1Y1dµD(ψ1)
:=
{
det(D(Xi, Yj))1≤i,j≤af if a = b,
0 otherwise,∫
fdµD(ψ
1) := f.
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Then by linearity and anti-symmetry the value
∫
gdµD(ψ
1) is uniquely determined
for any g ∈ ∧(⊕mp=1Rp). We can define ∫ ·dµD(ψ) as a linear functional on ∧R
in the same way.
Exponential and logarithm of a Grassmann polynomial appear in many parts
of this paper. Let us recall their definitions. For f ∈ ∧R with the constant part
f0(∈ C)
ef := ef0
♯S∑
n=0
1
n!
(f − f0)n.
If f0 ∈ C\R≤0,
log f := log f0 +
♯S∑
n=1
(−1)n−1
n
(
f − f0
f0
)n
.
Throughout the paper logα for α ∈ C\R≤0 is assumed to be representing the
principal value log |α| + iθ, where θ ∈ (−π, π) satisfies α = |α|eiθ. See e.g. [7] for
more properties of Grassmann algebra.
2.2 One-band formulation
It is systematic to introduce artificial parameters λ1, λ2 ∈ C and deal with the
normalized partition function
Tr e−β(H+iθSz+F+A)
Tr e−β(H0+iθSz)
,(2.1)
where A := λ1A1 + λ2A2. From now we always assume that
rL(xˆ) 6= rL(yˆ).
We can assume this condition to prove Theorem 1.3, since the theorem concerns
the limit ‖xˆ − yˆ‖Rd → ∞ and for any xˆ, yˆ ∈ Zd with xˆ 6= yˆ there exists N0 ∈ N
such that rL(xˆ) 6= rL(yˆ) for any L ∈ N with L ≥ N0. We will derive the thermal
expectation values of our interest by differentiating (2.1) with λ1, λ2. We are going
to formulate (2.1) into a limit of finite-dimensional Grassmann integration. First
of all we should make sure that the denominator is non-zero. Let us define the
momentum lattice Γ∗ by
Γ∗ :=
{
0,
2π
L
,
2π
L
· 2, · · · , 2π
L
(L− 1)
}d
.
Lemma 2.1.
Tr e−β(H0+iθSz) =
∏
k∈Γ∗
(
1 + 2 cos
(
βθ
2
)
e−βe(k) + e−2βe(k)
)
(2.2)
= e−β
∑
k∈Γ∗ e(k)2L
d
∏
k∈Γ∗
(
cos
(
βθ
2
)
+ cosh(βe(k))
)
6= 0.
Proof. For σ ∈ {↑, ↓} we consider the Fermionic Fock space Ff (L2(Γ× {σ})) as a
subspace of Ff(L
2(Γ× {↑, ↓})). Set
H0,σ :=
∑
x∈Γ
(
(−1)hop
d∑
j=1
(ψ∗xσψx+ejσ + ψ
∗
xσψx−ejσ)− µψ∗xσψxσ
)
,
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Nσ :=
∑
x∈Γ
ψ∗xσψxσ.
By letting Trσ mean the trace operation over Ff(L
2(Γ× {σ})) we have that
Tr e−β(H0+iθSz) = Tr↑ e
−β(H0,↑+i
θ
2
N↑)Tr↓ e
−β(H0,↓−i
θ
2
N↓) = |Tr↑ e−β(H0,↑+i θ2N↑)|2
=
∏
k∈Γ∗
|1 + e−β(e(k)+i θ2 )|2,
which is the right-hand side of (2.2).
The covariance in our Grassmann Gaussian integral formulation of (2.1) is equal
to a restriction of the following free two-point correlation function. For (x, σ, s),
(y, τ, t) ∈ Zd × {↑, ↓} × [0, β), set
G(xσs,yτt) :=
Tr(e−β(H0+iθSz)(1s≥tψ
∗
xσ(s)ψyτ (t)− 1s<tψyτ (t)ψ∗xσ(s)))
Tr e−β(H0+iθSz)
,
where ψ
(∗)
xσ (s) := es(H0+iθSz)ψ
(∗)
xσ e−s(H0+iθSz). We introduce the finite index set of
Grassmann algebra by discretizing the time interval. With h ∈ 2
β
N we set
[0, β)h :=
{
0,
1
h
,
2
h
, · · · , β − 1
h
}
,
which is a discretization of [0, β). We take the parameter h from 2
β
N rather
than from 1
β
N, since it is technically convenient according to the earlier study
[9, Appendix C]. The index sets of Grassmann algebra for our one-band model are
defined by
J0 := Γ× {↑, ↓} × [0, β)h, J := J0 × {1,−1}.
The restriction G|J20 is the covariance of our Grassmann Gaussian integral formu-
lation. For simplicity let us omit the notation ·|J20 in the following.
Let W be the complex vector space spanned by the basis {ψX | X ∈ J}. Set
N := 4Ldβh so that ♯J = N . Here we state the Grassmann integral formulation of
(2.1) in the Grassmann algebra
∧W. For r ∈ R>0 let D(r) denote the open disk
{z ∈ C | |z| < r}. Set
V(ψ) :=
U
hLd
∑
x,y∈Γ
∑
s∈[0,β)h
ψx↑sψx↓sψy↓sψy↑s,
F(ψ) :=
γ
h
∑
x∈Γ
∑
s∈[0,β)h
(ψx↑sψx↓s + ψx↓sψx↑s),
A
1(ψ) :=
1
h
∑
s∈[0,β)h
ψrL(xˆ)↑sψrL(xˆ)↓s,
A
2(ψ) :=
1
h
∑
s∈[0,β)h
ψrL(xˆ)↑sψrL(xˆ)↓sψrL(yˆ)↓sψrL(yˆ)↑s,
A(ψ) := λ1A
1(ψ) + λ2A
2(ψ).
We let λ denote (λ1, λ2) (∈ C2).
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Lemma 2.2. For any r ∈ R>0,
lim
h→∞
h∈ 2
β
N
sup
λ∈D(r)
2
∣∣∣∣
∫
e−V(ψ)−F(ψ)−A(ψ)dµG(ψ)− Tr e
−β(H+iθSz+F+A)
Tr e−β(H0+iθSz)
∣∣∣∣ = 0.(2.3)
Proof. The proof is close to the Grassmann integral formulation process in [9],
[10], [11]. However, we sketch the procedure for readers’ convenience. For any
objects α1, α2, · · · , αn we let
∏n
j=1 αj denote α1α2 · · ·αn. This definition should be
reminded especially when αj (j = 1, 2, · · · , n) are non-commutative. For x,y ∈ Γ,
a ∈ {0,−1, 1} set
V (x,y, a) :=1a=0
(
U
Ld
+ λ21(x,y)=(rL(xˆ),rL(yˆ))
)
+ 1a=1
(
γ
Ld
+
λ1
Ld
1x=rL(xˆ)
)
+ 1a=−1
γ
Ld
.
The partition function (2.1) can be expanded as follows (see e.g. [9, Lemma B.3]).
Tr e−β(H+iθSz+F+A)
Tr e−β(H0+iθSz)
(2.4)
= 1 +
∞∑
n=1
(−1)n
n∏
j=1

 ∑
xj ,yj∈Γ
∫ β
0
dsj
∑
aj∈{0,1,−1}
V (xj ,yj, aj)

 1s1>s2>···>sn1∑nj=1 aj=0
· 〈
n∏
j=1
(1aj=0ψ
∗
xj↑
(sj)ψ
∗
xj↓
(sj)ψyj↓(sj)ψyj↑(sj) + 1aj=1ψ
∗
xj↑
(sj)ψ
∗
xj↓
(sj)
+ 1aj=−1ψyj↓(sj)ψyj↑(sj))〉0,
where
〈O〉0 :=
Tr(e−β(H0+iθSz)O)
Tr e−β(H0+iθSz)
for any operator O on Ff (L2(Γ× {↑, ↓})). The constraint 1∑nj=1 aj=0 is due to the
fact that H0 + iθSz conserves the particle number.
Assume that β > s1 > s2 > · · · > sn > 0 and
∑n
j=1 aj = 0. We can choose
{ip}lp=1, {jp}mp=1, {kp}mp=1 ⊂ {1, 2, · · · , n} so that l + 2m = n and
i1 < i2 < · · · < il, aip = 0 (∀p ∈ {1, 2, · · · , l}),
j1 < j2 < · · · < jm, ajp = 1 (∀p ∈ {1, 2, · · · , m}),
k1 < k2 < · · · < km, akp = −1 (∀p ∈ {1, 2, · · · , m}).
Then, let us set
X0 := ((xi1, ↑, si1), (xi1 , ↓, si1), · · · , (xil, ↑, sil), (xil, ↓, sil)) ∈ (Γ× {↑, ↓} × [0, β))2l,
X1 := ((xj1, ↑, sj1), (xj1, ↓, sj1), · · · , (xjm, ↑, sjm), (xjm, ↓, sjm))
∈ (Γ× {↑, ↓} × [0, β))2m,
Y0 := ((yi1 , ↑, si1), (yi1 , ↓, si1), · · · , (yil, ↑, sil), (yil, ↓, sil)) ∈ (Γ× {↑, ↓} × [0, β))2l,
Y1 := ((yk1 , ↑, sk1), (yk1, ↓, sk1), · · · , (ykm, ↑, skm), (ykm, ↓, skm))
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∈ (Γ× {↑, ↓} × [0, β))2m.
By giving a number to each component we write as follows.
(X0,X1) = (Xj)1≤j≤2l+2m, (Y
0,Y1) = (Yj)1≤j≤2l+2m.
Because of the assumption s1 > · · · > sn, the operator
n∏
j=1
(1aj=0ψ
∗
xj↑
(sj)ψ
∗
xj↓
(sj)ψyj↓(sj)ψyj↑(sj) + 1aj=1ψ
∗
xj↑
(sj)ψ
∗
xj↓
(sj)
+ 1aj=−1ψyj↓(sj)ψyj↑(sj))
is already ordered with respect to the standard lexicographical order in the product
set [0, β)× {particle, hole}. Thus,
〈
n∏
j=1
(1aj=0ψ
∗
xj↑
(sj)ψ
∗
xj↓
(sj)ψyj↓(sj)ψyj↑(sj) + 1aj=1ψ
∗
xj↑
(sj)ψ
∗
xj↓
(sj)
+ 1aj=−1ψyj↓(sj)ψyj↑(sj))〉0
= det(G(Xi, Yj))1≤i,j≤2l+2m.
See e.g. [9, Lemma B.7, Lemma B.8, Lemma B.9] for a proof of the above equality.
By substituting this into (2.4) we have
Tr e−β(H+iθSz+F+A)
Tr e−β(H0+iθSz)
(2.5)
= 1 +
∞∑
n=1
(−1)n
n∏
j=1

 ∑
xj ,yj∈Γ
∫ β
0
dsj
∑
aj∈{0,1,−1}
V (xj ,yj, aj)

 1s1>s2>···>sn1∑nj=1 aj=0
· det(G(Xi, Yj))1≤i,j≤2l+2m.
Define the function P (λ) (λ ∈ C2) by the right-hand side of (2.5). We also define
its discrete analogue Ph(λ) by
Ph(λ) := 1 +
∞∑
n=1
(−1)n
n∏
j=1

1
h
∑
xj ,yj∈Γ
∑
sj∈[0,β)h
∑
aj∈{0,1,−1}
V (xj,yj , aj)

(2.6)
· 1s1>s2>···>sn1∑nj=1 aj=0 det(G(Xi, Yj))1≤i,j≤2l+2m.
Based on the fact that the function
s 7→ 1s1>s2>···>sn det(G(Xi, Yj))1≤i,j≤2l+2m : [0, β)n → C
is continuous almost everywhere in [0, β)n and the uniform bounds
n∏
j=1
(∫ β
0
dsj
)
1s1>s2>···>sn ≤
βn
n!
,
| det(G(Wi, Zj))1≤i,j≤n| ≤ 2
2Lde
(2n+1)β‖H0+iθSz‖B(Ff )
|Tr e−β(H0+iθSz)| ,(2.7)
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(∀n ∈ N, Wj , Zj ∈ Γ× {↑, ↓} × [0, β) (j = 1, 2, · · · , n)),
where ‖ · ‖B(Ff ) is the operator norm of operators on Ff(L2(Γ × {↑, ↓})), we can
prove that for any r ∈ R>0, n ∈ N,
lim
h→∞
h∈ 2
β
N
sup
λ∈D(r)
2
∣∣∣∣∣
n∏
j=1

1
h
∑
xj ,yj∈Γ
∑
sj∈[0,β)h
∑
aj∈{0,1,−1}
V (xj ,yj, aj)


· 1s1>s2>···>sn1∑nj=1 aj=0 det(G(Xi, Yj))1≤i,j≤2l+2m
−
n∏
j=1

 ∑
xj ,yj∈Γ
∫ β
0
dsj
∑
aj∈{0,1,−1}
V (xj ,yj, aj)


· 1s1>s2>···>sn1∑nj=1 aj=0 det(G(Xi, Yj))1≤i,j≤2l+2m
∣∣∣∣∣ = 0
and by the dominated convergence theorem that
lim
h→∞
h∈ 2
β
N
sup
λ∈D(r)2
|Ph(λ)− P (λ)| = 0.(2.8)
By the definition of the Grassmann Gaussian integral, it holds inside (2.6) that
det(G(Xi, Yj))1≤i,j≤2l+2m =
∫ n∏
j=1
(1aj=0ψxj↑sjψxj↓sjψyj↓sjψyj↑sj + 1aj=1ψxj↑sjψxj↓sj
+ 1aj=−1ψyj↓sjψyj↑sj )dµG(ψ).
By substituting this we observe that
Ph(λ) = 1 +
2L2βh∑
n=1
(−1)n
n!
n∏
j=1

1
h
∑
xj ,yj∈Γ
∑
sj∈[0,β)h
∑
aj∈{0,1,−1}
V (xj ,yj, aj)

 1j 6=k→sj 6=sk
·
∫ n∏
j=1
(1aj=0ψxj↑sjψxj↓sjψyj↓sjψyj↑sj + 1aj=1ψxj↑sjψxj↓sj
+ 1aj=−1ψyj↓sjψyj↑sj )dµG(ψ).
Note that if we drop the constraint 1j 6=k→sj 6=sk , the right-hand side is equal to∫
e−V(ψ)−F(ψ)−A(ψ)dµG(ψ). By using the estimate
n∏
j=1

1
h
∑
sj∈[0,β)h

 1∃j∃k(j 6=k∧sj=sk) ≤ 1n≥2
(
n
2
)
βn−1
h
and the uniform bound (2.7) we can prove that for any r ∈ R>0
lim
h→∞
h∈ 2
β
N
sup
λ∈D(r)2
∣∣∣∣Ph(λ)−
∫
e−V(ψ)−F(ψ)−A(ψ)dµG(ψ)
∣∣∣∣ = 0.
This convergence property and (2.8) imply (2.3).
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As the second step we decompose the quartic Grassmann polynomial V(ψ) into
quadratic polynomials and a quartic correction term by means of the Hubbard-
Stratonovich transformation. Let us define V+(ψ), V−(ψ), W(ψ) ∈
∧W by
V+(ψ) :=
|U | 12
β
1
2L
d
2h
∑
x∈Γ
∑
s∈[0,β)h
ψx↑sψx↓s,
V−(ψ) :=
|U | 12
β
1
2L
d
2h
∑
x∈Γ
∑
s∈[0,β)h
ψx↓sψx↑s,
W(ψ) :=
U
βLdh2
∑
x,y∈Γ
∑
s,t∈[0,β)h
ψx↑sψx↓sψy↓tψy↑t.
Lemma 2.3.∫
e−V(ψ)−F(ψ)−A(ψ)dµG(ψ)(2.9)
=
1
π
∫
R2
dφ1dφ2e
−|φ|2
∫
e−V(ψ)+W(ψ)−F(ψ)−A(ψ)+φV+ (ψ)+φV−(ψ)dµG(ψ),
where φ := φ1 + iφ2, |φ| :=
√
φ21 + φ
2
2.
Proof. For fj(ψ) ∈
∧W, gj ∈ L1(R2) (j = 1, 2, · · · , n) we can define the Grass-
mann polynomial
∫
R2
dφ1dφ2
∑n
j=1 gj(φ1, φ2)fj(ψ) by∫
R2
dφ1dφ2
n∑
j=1
gj(φ1, φ2)fj(ψ) :=
n∑
j=1
(∫
R2
dφ1dφ2gj(φ1, φ2)
)
fj(ψ).
Bearing this definition in mind, the Hubbard-Stratonovich transformation gives
that
eV+(ψ)V−(ψ) =
1
π
∫
R2
dφ1dφ2e
−|φ|2+φV+(ψ)+φV−(ψ).(2.10)
This equality can be confirmed without difficulty. In fact,
1
π
∫
R2
dφ1dφ2e
−|φ|2+φV+(ψ)+φV−(ψ)
=
N/2∑
m,n=0
1
π(2m)!(2n)!
(V+(ψ) + V−(ψ))
2m(iV+(ψ)− iV−(ψ))2n
·
∫
R
dφ1e
−φ21φ2m1
∫
R
dφ2e
−φ22φ2n2
=
N/2∑
m,n=0
2−2m−2n
m!n!
(V+(ψ) + V−(ψ))
2m(iV+(ψ)− iV−(ψ))2n
= e
1
4
(V+(ψ)+V−(ψ))2+
1
4
(iV+(ψ)−iV−(ψ))2 = eV+(ψ)V−(ψ).
By substituting the equality V+(ψ)V−(ψ) = −W(ψ) and (2.10) we can derive the
result.
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2.3 Two-band formulation
To complete the formulation, we will include the quadratic terms V+(ψ), V−(ψ),
F(ψ) in the covariance. This procedure leads to another Grassmann integration
where Grassmann algebra is indexed by the band index {1, 2} rather than the spin
{↑, ↓}. To this end, let us introduce some notations. We define the new index sets
I0, I by
I0 := {1, 2} × Γ× [0, β)h, I := I0 × {1,−1}.
Let V be the complex vector space spanned by the basis {ψX | X ∈ I}. Then,
define the Grassmann polynomials V (ψ), W (ψ), A1(ψ), A2(ψ), A(ψ) ∈ ∧V by
V (ψ) :=
U
Ldh
∑
x∈Γ
∑
s∈[0,β)h
ψ1xsψ1xs +
U
Ldh
∑
x,y∈Γ
∑
s∈[0,β)h
ψ1xsψ2xsψ2ysψ1ys,(2.11)
W (ψ) :=
U
βLdh2
∑
x,y∈Γ
∑
s,t∈[0,β)h
ψ1xsψ2xsψ2ytψ1yt,(2.12)
A1(ψ) :=
1
h
∑
s∈[0,β)h
ψ1rL(xˆ)sψ2rL(xˆ)s,(2.13)
A2(ψ) :=
1
h
∑
s∈[0,β)h
ψ1rL(xˆ)sψ2rL(xˆ)sψ2rL(yˆ)sψ1rL(yˆ)s,
A(ψ) := λ1A
1(ψ) + λ2A
2(ψ).(2.14)
In order to introduce the Grassmann Gaussian integral formulation, we need
to define its covariance. To define the covariance as a free 2-point correlation
function, first we need to introduce a free Hamiltonian on the Fermionic Fock
space Ff(L
2({1, 2} × Γ)). For φ ∈ C set
H0(φ) :=
1
Ld
∑
x,y∈Γ
∑
k∈Γ∗
ei〈k,x−y〉〈
(
ψ∗1x
ψ∗2x
)
,
(
iθ
2
+ e(k) φ
φ iθ
2
− e(k)
)(
ψ1y
ψ2y
)
〉,
(2.15)
where ψ∗ρx (ψρx) is the creation (annihilation) operator in Ff(L
2({1, 2} × Γ)). Be-
cause of the presence of iθ
2
, H0(φ) is not self-adjoint. Therefore, it may not be
appropriate to call H0(φ) Hamiltonian. We included the imaginary magnetic field
inside only for conciseness. The covariance of the 2-band formulation is the re-
striction of the free 2-point correlation function C(φ) : ({1, 2} × Zd × [0, β))2 → C
defined by
C(φ)(ρxs, ηyt) :=
Tr(e−βH0(φ)(1s≥tψ
∗
ρx(s)ψηy(t)− 1s<tψηy(t)ψ∗ρx(s)))
Tr e−βH0(φ)
,(2.16)
where ψ
(∗)
ρx (s) := esH0(φ)ψ
(∗)
ρx e−sH0(φ). Here again we identify ψ
(∗)
ρx with ψ
(∗)
ρrL(x)
for
x ∈ Zd. Since H0(φ) is not self-adjoint, the denominator could be zero. We have
to make sure that this is not the case.
Lemma 2.4. (i)
Tr e−βH0(φ) =
∏
k∈Γ∗
∏
δ∈{1,−1}
(
1 + e−β(i
θ
2
+δ
√
e(k)2+|φ|2)
)
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= e−i
βθ
2
Ld2L
d
∏
k∈Γ∗
(
cos
(
βθ
2
)
+ cosh
(
β
√
e(k)2 + |φ|2
))
6= 0.
(ii) For any (ρ,x, s), (η,y, t) ∈ {1, 2} × Zd × [0, β),
C(φ)(ρxs, ηyt)
(2.17)
=
1
Ld
∑
k∈Γ∗
ei〈k,x−y〉e(s−t)(i
θ
2
I2+E(φ)(k))
· (1s≥t(I2 + eβ(i θ2 I2+E(φ)(k)))−1 − 1s<t(I2 + e−β(i θ2 I2+E(φ)(k)))−1)(ρ, η),
where I2 is the 2× 2 unit matrix and
E(φ)(k) :=
(
e(k) φ
φ −e(k)
)
.(2.18)
Proof. (i): Since the materials will be used later, we describe the derivation in
some detail. Define the (φ,k)-dependent 2× 2 matrix U(φ)(k) as follows.
U(φ)(k) := 1φ=0I2 + 1φ 6=0
(
X(φ)(k)
‖X(φ)(k)‖C2 ,
Y(φ)(k)
‖Y(φ)(k)‖C2
)
,(2.19)
where
X(φ)(k) :=
(
φ√
e(k)2 + |φ|2 − e(k)
)
, Y(φ)(k) :=
( −φ√
e(k)2 + |φ|2 + e(k)
)
and ‖ · ‖C2 is the norm of C2 induced by the hermitian inner product. Moreover,
set
e(φ)(k) := 1φ=0e(k) + 1φ 6=0
√
e(k)2 + |φ|2.(2.20)
One can check that U(φ)(k) is unitary and
U(φ)(k)∗E(φ)(k)U(φ)(k) =
(
e(φ)(k) 0
0 −e(φ)(k)
)
.(2.21)
Note that
H0(φ) =
1
Ld
∑
x,y∈Γ
∑
k∈Γ∗
ei〈k,x−y〉〈
(
ψ∗1x
ψ∗2x
)
,
(
i
θ
2
I2 + E(φ)(k)
)(
ψ1y
ψ2y
)
〉.
With the matrix U(φ)(k) one can define a unitary transform U(φ) on Ff (L2({1, 2}×
Γ)) satisfying that
U(φ)H0(φ)U(φ)∗
(2.22)
=
1
Ld
∑
x,y∈Γ
∑
k∈Γ∗
ei〈k,x−y〉〈
(
ψ∗1x
ψ∗2x
)
,
(
iθ
2
+ e(φ)(k) 0
0 iθ
2
− e(φ)(k)
)(
ψ1y
ψ2y
)
〉,
21
U(φ)ψ∗ρxU(φ)∗ =
1
Ld
∑
y∈Γ
∑
η∈{1,2}
∑
k∈Γ∗
e−i〈k,x−y〉U(φ)(k)(ρ, η)ψ∗ηy.
(2.23)
Since Tr e−βH0(φ) = Tr e−βU(φ)H0(φ)U(φ)
∗
and U(φ)H0(φ)U(φ)∗ is diagonalized with
the band index, the result follows.
(ii): By the periodicity of both sides of (2.17) we can restrict the spatial vari-
ables to Γ during the proof. By (2.22), (2.23) and U(φ)(k) = U(φ)(k),
C(φ)(ρxs, ηyt)
=
1
L2d
∑
k,p∈Γ∗
∑
x′,y′∈Γ
∑
ρ′,η′∈{1,2}
e−i〈k,x−x
′〉+i〈p,y−y′〉U(φ)(k)(ρ, ρ′)U(φ)(p)(η, η′)
· Tr(e
−βU(φ)H0(φ)U(φ)∗(1s≥tψ˜
∗
ρ′x′(s)ψ˜η′y′(t)− 1s<tψ˜η′y′(t)ψ˜∗ρ′x′(s)))
Tr e−βU(φ)H0(φ)U(φ)∗
,
where ψ˜
(∗)
ρx (s) := esU(φ)H0(φ)U(φ)
∗
ψ
(∗)
ρx e−sU(φ)H0(φ)U(φ)
∗
. Since U(φ)H0(φ)U(φ)∗ is diag-
onalized with the band index, it can be derived by a standard procedure (see e.g.
[9, Appendix B]) that
Tr(e−βU(φ)H0(φ)U(φ)
∗
(1s≥tψ˜
∗
ρ′x′(s)ψ˜η′y′(t)− 1s<tψ˜η′y′(t)ψ˜∗ρ′x′(s)))
Tr e−βU(φ)H0(φ)U(φ)∗
=
1ρ′=η′
Ld
∑
k′∈Γ∗
ei〈k
′,x′−y′〉e(s−t)(i
θ
2
+(−1)
1
ρ′=2e(φ)(k′))
·
(
1s≥t
1 + eβ(i
θ
2
+(−1)
1ρ′=2e(φ)(k′))
− 1s<t
1 + e−β(i
θ
2
+(−1)
1ρ′=2e(φ)(k′))
)
.
Then by using the equality e(φ)(k) = e(φ)(−k) we obtain that
C(φ)(ρxs, ηyt)(2.24)
=
1
Ld
∑
k∈Γ∗
∑
ξ∈{1,2}
ei〈k,x−y〉U(φ)(k)(ρ, ξ)U(φ)(k)(η, ξ)e(s−t)(i
θ
2
+(−1)
1ξ=2e(φ)(k))
·
(
1s≥t
1 + eβ(i
θ
2
+(−1)
1ξ=2e(φ)(k))
− 1s<t
1 + e−β(i
θ
2
+(−1)
1ξ=2 e(φ)(k))
)
.
Then by using (2.21) again we reach the claimed equality.
The following lemma will form the basis of our analysis which eventually leads
to the proof of Theorem 1.3.
Lemma 2.5. The following statements hold true for any r ∈ R>0.
(i) For any φ ∈ C,
lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)−A(ψ)dµC(φ)(ψ)
converges in C(D(r)
2
) as a sequence of function with the variable λ(∈ D(r)2).
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(ii) The C(D(r)
2
)-valued function
(φ1, φ2) 7→e−
βLd
|U|
|φ−γ|2
∏
k∈Γ∗(cos(βθ/2) + cosh(β
√
e(k)2 + |φ|2))∏
k∈Γ∗(cos(βθ/2) + cosh(βe(k)))
· lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)−A(ψ)dµC(φ)(ψ)
belongs to L1(R2, C(D(r)
2
)).
(iii)
Tr e−β(H+iθSz+F+A)
Tr e−β(H0+iθSz)
(2.25)
=
βLd
π|U |
∫
R2
dφ1dφ2e
−βL
d
|U|
|φ−γ|2
∏
k∈Γ∗(cos(βθ/2) + cosh(β
√
e(k)2 + |φ|2))∏
k∈Γ∗(cos(βθ/2) + cosh(βe(k)))
· lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)−A(ψ)dµC(φ)(ψ).
Tr(e−β(H+iθSz+F)Aj)
Tr e−β(H0+iθSz)
(2.26)
=
Ld
π|U |
∫
R2
dφ1dφ2e
−βL
d
|U|
|φ−γ|2
∏
k∈Γ∗(cos(βθ/2) + cosh(β
√
e(k)2 + |φ|2))∏
k∈Γ∗(cos(βθ/2) + cosh(βe(k)))
· lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)Aj(ψ)dµC(φ)(ψ),
(j = 1, 2).
Remark 2.6. At this point we do not prove that we can change the order of the
integration over R2 and the limit operation h→∞ in (2.25), (2.26). It suffices to
establish a suitable uniform bound on∫
e−V (ψ)+W (ψ)−A(ψ)dµC(φ)(ψ),
∫
e−V (ψ)+W (ψ)Aj(ψ)dµC(φ)(ψ) (j = 1, 2)
with φ, h in order to ensure that these operations are exchangeable. Later we
will prove the uniform bound (4.78) and thus we will be able to exchange these
operations in (2.25) with λ = (0, 0) and in (2.26). It is also possible to use Pedra-
Salmhofer’s type determinant bound Proposition 4.2 to directly establish a desir-
able uniform boundedness of these Grassmann integrals.
Proof of Lemma 2.5. We decompose the Grassmann polynomialW(ψ) in the right-
hand side of (2.9) temporarily by the Hubbard-Stratonovich transformation. Set
W+(ψ) :=
i|U | 12
β
1
2L
d
2h
∑
x∈Γ
∑
s∈[0,β)h
ψx↑sψx↓s,
W−(ψ) :=
i|U | 12
β
1
2L
d
2h
∑
x∈Γ
∑
s∈[0,β)h
ψx↓sψx↑s.
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For the same reason as the equality (2.10) holds, the following equality holds true.
(R.H.S of (2.9)) =
1
π2
∫
R2
dφ1dφ2
∫
R2
dξ1dξ2e
−|φ|2−|ξ|2
(2.27)
·
∫
e−V(ψ)−F(ψ)−A(ψ)+φV+ (ψ)+φV−(ψ)+ξW+(ψ)+ξW−(ψ)dµG(ψ),
where we set ξ := ξ1 + iξ2. Let us transform the Grassmann integral inside the
Gaussian integral. By expanding each exponential of the Grassmann polynomials
and using the determinant bound (2.7) we can derive that∣∣∣∣
∫
e−V(ψ)−F(ψ)−A(ψ)+φV+ (ψ)+φV−(ψ)+ξW+(ψ)+ξW−(ψ)dµG(ψ)
∣∣∣∣(2.28)
≤ max
{
1,
22L
d
e
β‖H0+iθSz‖B(Ff )
|Tr e−β(H0+iθSz)|
}
· e|U |βLdD2+2|γ|βLdD+|λ1|βD+|λ2|βD2+2|φ||U |
1
2 β
1
2L
d
2D+2|ξ||U |
1
2 β
1
2L
d
2D,
where D := e
2β‖H0+iθSz‖B(Ff ). The same argument as in the proof of Lemma 2.2
proves that for any r ∈ R>0
lim
h→∞
h∈ 2
β
N
sup
λ∈D(r)2
∣∣∣∣∣
∫
e−V(ψ)−F(ψ)−A(ψ)+φV+ (ψ)+φV−(ψ)+ξW+(ψ)+ξW−(ψ)dµG(ψ)(2.29)
− Tr e
−β(H+iθSz+F+A−φV+−φV−−ξW+−ξW−)
Tr e−β(H0+iθSz)
∣∣∣∣∣ = 0,
where V+, V−, W+, W− are operators on Ff (L
2(Γ× {↑, ↓})) defined by
V+ :=
|U | 12
β
1
2L
d
2
∑
x∈Γ
ψ∗x↑ψ
∗
x↓, V− :=
|U | 12
β
1
2L
d
2
∑
x∈Γ
ψx↓ψx↑,
W+ := iV+, W− := iV−.
Here we introduce the band index {1, 2} and relate the partition function in
(2.29) to a partition function in the Fermionic Fock space Ff(L
2({1, 2} × Γ)). Let
us give a number to each x ∈ Γ so that we can write Γ = {xj}Ldj=1. Define the linear
map U from Ff (L2(Γ× {↑, ↓})) to Ff(L2({1, 2} × Γ)) by
UΩ :=
Ld∏
j=1
ψ∗2xjΩ2,
U(ψ∗xi1↑ψ
∗
xi2↑
· · ·ψ∗xil↑ψ
∗
xj1↓
ψ∗xj2↓ · · ·ψ
∗
xjm↓
Ω)
:= ψ∗1xi1
ψ∗1xi2
· · ·ψ∗1xilψ2xj1ψ2xj2 · · ·ψ2xjmUΩ,
(∀i1, i2, · · · , il, j1, j2, · · · , jm ∈ {1, 2, · · · , Ld})
and by linearity. Here Ω, Ω2 are the vacuum of Ff (L
2(Γ×{↑, ↓})), Ff (L2({1, 2}×Γ))
respectively. We can see that the map U is unitary and
Uψ∗x↑U∗ = ψ∗1x, Uψx↑U∗ = ψ1x, Uψ∗x↓U∗ = ψ2x, Uψx↓U∗ = ψ∗2x, (∀x ∈ Γ).
(2.30)
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Let us define the operators V , A, W+, W− on Ff (L
2({1, 2} × Γ)) by
V :=
U
Ld
∑
x∈Γ
ψ∗1xψ1x −
U
Ld
∑
x,y∈Γ
ψ∗1xψ
∗
2yψ2xψ1y,
A := λ1ψ
∗
1xˆψ2xˆ − λ2ψ∗1xˆψ∗2yˆψ2xˆψ1yˆ,
W+ :=
i|U | 12
β
1
2L
d
2
∑
x∈Γ
ψ∗1xψ2x, W− :=
i|U | 12
β
1
2L
d
2
∑
x∈Γ
ψ∗2xψ1x.
We can see from (2.15), (2.30) that
U(H+ iθSz + F+ A− φV+ − φV− − ξW+ − ξW−)U∗
= H0(φ
′) + V + A− ξW+ − ξW− +
∑
k∈Γ∗
e(k)− iθ
2
Ld,
where we set φ′ := γ − |U | 12β− 12L− d2φ. Therefore,
Tr e−β(H+iθSz+F+A−φV+−φV−−ξW+−ξW−)
Tr e−β(H0+iθSz)
=
e−β(
∑
k∈Γ∗ e(k)−i
θ
2
Ld)Tr e−βH0(φ
′)
Tr e−β(H0+iθSz)
Tr e−β(H0(φ
′)+V+A−ξW+−ξW−)
Tr e−βH0(φ′)
.
For conciseness, set
B(φ) :=
∏
k∈Γ∗(cos(βθ/2) + cosh(β
√
e(k)2 + |φ|2))∏
k∈Γ∗(cos(βθ/2) + cosh(βe(k)))
.
Recalling Lemma 2.1 and Lemma 2.4, we observe that
Tr e−β(H+iθSz+F+A−φV+−φV−−ξW+−ξW−)
Tr e−β(H0+iθSz)
= B(φ′)
Tr e−β(H0(φ
′)+V+A−ξW+−ξW−)
Tr e−βH0(φ′)
.
(2.31)
The normalized partition function for the 2-band Hamiltonian H0(φ
′) + V + A −
ξW+ − ξW− can be formulated into the time-continuum limit of a Grassmann
Gaussian integral in
∧V in the same way as the proof of Lemma 2.2. Here we
especially need to make sure that the creation operators are on the left of the
annihilation operators in V +A− ξW+− ξW−. The result is that for any r ∈ R>0
lim
h→∞
h∈ 2
β
N
sup
λ∈D(r)2
∣∣∣∣∣
∫
e−V (ψ)−A(ψ)+ξW+(ψ)+ξW−(ψ)dµC(φ′)(ψ)(2.32)
− Tr e
−β(H0(φ′)+V+A−ξW+−ξW−)
Tr e−βH0(φ′)
∣∣∣∣∣ = 0,
where
W+(ψ) :=
i|U | 12
β
1
2L
d
2h
∑
x∈Γ
∑
s∈[0,β)h
ψ1xsψ2xs, W−(ψ) :=
i|U | 12
β
1
2L
d
2h
∑
x∈Γ
∑
s∈[0,β)h
ψ2xsψ1xs.
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By considering the original definition (2.16) we can see that C(φ) has a determinant
bound like (2.7). We can expand each exponential of the Grassmann polynomials
to derive that
∣∣∣∣
∫
e−V (ψ)−A(ψ)+ξW+(ψ)+ξW−(ψ)dµC(φ′)(ψ)
∣∣∣∣
(2.33)
≤ max
{
1,
22L
d
e
β‖H0(φ′)‖B(Ff,2)
|Tr e−βH0(φ′)|
}
e|U |βD2+|U |βL
dD22+|λ1|βD2+|λ2|βD
2
2+2|ξ||U |
1
2 β
1
2 L
d
2D2,
where ‖ · ‖B(Ff,2) denotes the operator norm of operators on Ff(L2({1, 2}×Γ)) and
D2 := e
2β‖H0(φ′)‖B(Ff,2).
Here let us put these pieces together. By (2.28), (2.29) and (2.31) we can
apply the dominated convergence theorem in L1(R2, C(D(r)
2
)), L1(R4, C(D(r)
2
))
to prove that
lim
h→∞
h∈ 2
β
N
sup
λ∈D(r)2
(2.34)
·
∣∣∣∣∣ 1π
∫
R2
dξ1dξ2e
−|ξ|2
∫
e−V(ψ)−F(ψ)−A(ψ)+φV+ (ψ)+φV−(ψ)+ξW+(ψ)+ξW−(ψ)dµG(ψ)
− 1
π
∫
R2
dξ1dξ2e
−|ξ|2B(φ′)
Tr e−β(H0(φ
′)+V+A−ξW+−ξW−)
Tr e−βH0(φ′)
∣∣∣∣∣ = 0, (∀φ ∈ C),
lim
h→∞
h∈ 2
β
N
sup
λ∈D(r)
2
(2.35)
·
∣∣∣∣∣ 1π2
∫
R2
dφ1dφ2
∫
R2
dξ1dξ2e
−|φ|2−|ξ|2
·
∫
e−V(ψ)−F(ψ)−A(ψ)+φV+ (ψ)+φV−(ψ)+ξW+(ψ)+ξW−(ψ)dµG(ψ)
− 1
π2
∫
R2
dφ1dφ2
∫
R2
dξ1dξ2e
−|φ|2−|ξ|2B(φ′)
Tr e−β(H0(φ
′)+V+A−ξW+−ξW−)
Tr e−βH0(φ′)
∣∣∣∣∣ = 0.
By (2.32), (2.33) the dominated convergence theorem in L1(R2, C(D(r)
2
)) ensures
that
lim
h→∞
h∈ 2
β
N
sup
λ∈D(r)2
∣∣∣∣∣ 1π
∫
R2
dξ1dξ2e
−|ξ|2
∫
e−V (ψ)−A(ψ)+ξW+(ψ)+ξW−(ψ)dµC(φ′)(ψ)
− 1
π
∫
R2
dξ1dξ2e
−|ξ|2Tr e
−β(H0(φ′)+V+A−ξW+−ξW−)
Tr e−βH0(φ′)
∣∣∣∣∣ = 0, (∀φ ∈ C),
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or by using the Hubbard-Stratonovich transformation again,
lim
h→∞
h∈ 2
β
N
sup
λ∈D(r)2
∣∣∣∣∣
∫
e−V (ψ)+W (ψ)−A(ψ)dµC(φ′)(ψ)
(2.36)
− 1
π
∫
R2
dξ1dξ2e
−|ξ|2Tr e
−β(H0(φ′)+V+A−ξW+−ξW−)
Tr e−βH0(φ′)
∣∣∣∣∣ = 0, (∀φ ∈ C),
which implies the claim (i). We can deduce from (2.28), (2.34) that the C(D(r)
2
)-
valued function
(φ1, φ2) 7→ e
−|φ|2
π
∫
R2
dξ1dξ2e
−|ξ|2B(φ′)
Tr e−β(H0(φ
′)+V+A−ξW+−ξW−)
Tr e−βH0(φ′)
belongs to L1(R2, C(D(r)
2
)). By combining this fact with (2.36) we see that the
C(D(r)
2
)-valued function
(φ1, φ2) 7→ e
−|φ|2
π
B(φ′) lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)−A(ψ)dµC(φ′)(ψ)
belongs to L1(R2, C(D(r)
2
)). Then, by changing φ to |U |− 12β 12L d2 (γ−φ) we see that
the claim (ii) holds. Moreover, by (2.3), (2.9), (2.27), (2.35), (2.36) and changing
φ to |U |− 12β 12L d2 (γ − φ),
Tr e−β(H+iθSz+F+A)
Tr e−β(H0+iθSz)
(2.37)
=
1
π
∫
R2
dφ1dφ2e
−|φ|2B(φ′) lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)−A(ψ)dµC(φ′)(ψ)
=
βLd
π|U |
∫
R2
dφ1dφ2e
−βL
d
|U|
|φ−γ|2B(φ) lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)−A(ψ)dµC(φ)(ψ),
which is (2.25). Furthermore, by Cauchy’s integral formula,
Tr(e−β(H+iθSz+F)Aj)
Tr e−β(H0+iθSz)
= − 1
2πiβ
∮
|λj |=r
dλj
1
λ2j
Tr e−β(H+iθSz+F+λjAj)
Tr e−β(H0+iθSz)
(2.38)
= − L
d
π|U |
∫
R2
dφ1dφ2
1
2πi
∮
|λj |=r
dλj
1
λ2j
e
−βL
d
|U|
|φ−γ|2
B(φ)
· lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)−λjA
j(ψ)dµC(φ)(ψ)
= − L
d
π|U |
∫
R2
dφ1dφ2e
−βL
d
|U|
|φ−γ|2B(φ)
· lim
h→∞
h∈ 2
β
N
1
2πi
∮
|λj |=r
dλj
1
λ2j
∫
e−V (ψ)+W (ψ)−λjA
j(ψ)dµC(φ)(ψ)
=
Ld
π|U |
∫
R2
dφ1dφ2e
−βL
d
|U|
|φ−γ|2B(φ) lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)Aj(ψ)dµC(φ)(ψ),
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which is (2.26). Note that the claim (ii) justifies the change of order of the integrals
in the 2nd equality. The uniform convergence property claimed in (i) justifies the
change of order of the integral and the limit operation in the 3rd equality.
3 Estimation of Grassmann integration
Thanks to Lemma 2.5, our objective is set to analyze the Grassmann integral∫
e−V (ψ)+W (ψ)−A(ψ)dµC(φ)(ψ)
with φ(∈ C) fixed. We especially need to find out which term will remain relevant
after taking the limit h → ∞, L → ∞. To achieve this aim, it is efficient to
generalize the problem to some extent so that we can describe the basic mechanism
of convergence without taking care of a bunch of physical parameters. In the next
section we will substitute the physical parameters into the general results obtained
in this section.
In (2.11), (2.12) the Grassmann polynomials V (ψ), W (ψ) were defined with
the coupling constant U(∈ R<0). It is convenient for our analysis to extend the
coupling constant to be a complex parameter. To avoid confusion, let us use the
notation V (u)(ψ), W (u)(ψ) when we consider a complex parameter u in place of
U . More precisely, we set for u ∈ C
V (u)(ψ) :=
u
Ldh
∑
x∈Γ
∑
s∈[0,β)h
ψ1xsψ1xs +
u
Ldh
∑
x,y∈Γ
∑
s∈[0,β)h
ψ1xsψ2xsψ2ysψ1ys,
W (u)(ψ) :=
u
βLdh2
∑
x,y∈Γ
∑
s,t∈[0,β)h
ψ1xsψ2xsψ2ytψ1yt
so that V (U)(ψ) = V (ψ), W (U)(ψ) = W (ψ).
3.1 Preliminaries
In addition to the brief introduction of Grassmann algebra in Subsection 2.1 here
we need to define more notations, notational conventions and other tools necessary
in the forthcoming analysis. We keep using I0 and I defined in Subsection 2.3 as
the index sets of Grassmann algebra. Let us admit that for any set S, n ∈ N and X
belonging to the product set Sn, Xj denotes the j-th component of X. Thus, X is
equal to (X1, X2, · · · , Xn). We will use this notational rule, which helps to shorten
formulas, without any additional comment. In many occasions we will apply this
rule to the sets In0 , I
n. Size of a Grassmann polynomial can be measured through
norms on its kernel functions. Thus, it is important to organize various notions
concerning kernel functions. For n ∈ N let Sn denote the set of permutations over
{1, 2, · · · , n}. For X ∈ In and σ ∈ Sn we let Xσ denote (Xσ(1), Xσ(2), · · · , Xσ(n)).
For a function f : In → C we call it anti-symmetric if
f(X) = sgn(σ)f(Xσ), (∀X ∈ In, σ ∈ Sn).
For a function g : Im × In → C we call it bi-anti-symmetric if
g(X,Y) = sgn(σ) sgn(τ)g(Xσ,Yτ), (∀(X,Y) ∈ Im × In, σ ∈ Sm, τ ∈ Sn).
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For any function f : In → C (n ∈ N≥2) we define the norms ‖f‖1,∞, ‖f‖1 by
‖f‖1,∞ := sup
j∈{1,2,··· ,n}
sup
X0∈I
(
1
h
)n−1 ∑
X∈Ij−1
∑
Y∈In−j
|f(X, X0,Y)|,
‖f‖1 :=
(
1
h
)n ∑
X∈In
|f(X)|.
Since anti-symmetric functions on I2 play special roles in our analysis, we need
to define other kinds of norm on them. For this purpose as well as other later
use let us introduce a few notational conventions. For X = (ρ1x1s1ξ1, ρ2x2s2ξ2,
· · · , ρnxnsnξn) ∈ ({1, 2} × Zd × 1hZ× {1,−1})n, s ∈ 1hZ, we set
X+ s := (ρ1x1(s1 + s)ξ1, ρ2x2(s2 + s)ξ2, · · · , ρnxn(sn + s)ξn).(3.1)
Similarly for X = (ρ1x1s1, · · · , ρnxnsn) ∈ ({1, 2} × Zd × 1hZ)n, s ∈ 1hZ we set
X+ s := (ρ1x1(s1 + s), · · · , ρnxn(sn + s)). Define the index set I0 by
I0 := {1, 2} × Γ× {0} × {1,−1}.
It follows that for X ∈ (I0)n, s ∈ [0, β)h, X + s ∈ In. With these notational rules
we define the norms ‖ · ‖′1,∞, ‖ · ‖ on anti-symmetric functions on I2 as follows. For
any anti-symmetric function g : I2 → C,
‖g‖′1,∞ := sup
X0∈I
s∈[0,β)h
∑
X∈I0
|g(X0, X + s)|, ‖g‖ := ‖g‖′1,∞ + β−1‖g‖1,∞.
We will also deal with bi-anti-symmetric functions on the product set Im × In.
By considering that these functions are defined on Im+n the norms ‖·‖1,∞, ‖·‖1 can
be defined on them. We will need to measure these functions coupled with another
anti-symmetric function on I2. The measurement will be carried out in terms of
the following quantities. For a bi-anti-symmetric function fm,n : I
m × In → C
(m,n ∈ N≥2) and an anti-symmetric function g : I2 → C we set
[fm,n, g]1,∞
:= max
{
sup
X0∈I
(
1
h
)m−1 ∑
X∈Im−1
{
sup
Y0∈I
(
1
h
)n ∑
Y∈In
|fm,n((X0,X),Y)||g(Y0, Y1)|
}
,
sup
Y0∈I
(
1
h
)n−1 ∑
Y∈In−1
{
sup
X0∈I
(
1
h
)m ∑
X∈Im
|fm,n(X, (Y0,Y))||g(X0, X1)|
}}
,
[fm,n, g]1 :=
(
1
h
)m+n ∑
X∈Im
Y∈In
|fm,n(X,Y)||g(X1, Y1)|.
For X ∈ In let ψX denote ψX1ψX2 · · ·ψXn . Anti-symmetry of Grassmann vari-
ables implies that for any f(ψ) ∈ ∧V there uniquely exist f0 ∈ C and anti-
symmetric functions fn : I
n → C (n = 1, 2, · · · , N) such that
f(ψ) =
N∑
n=0
(
1
h
)n ∑
X∈In
fn(X)ψX.
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Based on this fact we admit that for f(ψ) ∈ ∧V, fn (n = 0, 1, · · · , N) denote
the unique anti-symmetric kernels of f(ψ). A norm can be defined in the vector
space
∧V by defining a norm in every space of anti-symmetric kernels. Finite
dimensionality of
∧V implies that ∧V is a Banach space with the norm. Then, by
considering as a Banach-space-valued function the standard notions such as con-
tinuity, differentiability and analyticity of a Grassmann polynomial parameterized
by real or complex variables are defined. Since we introduce various norms on anti-
symmetric kernels, it is clearer to define these notions without specifying a norm on∧V. We say that a sequence of elements of ∧V, fm(ψ) (m = 1, 2, · · · ) converges
in
∧V if each anti-symmetric kernel function of fm(ψ) converges point-wise, or
more precisely limm→∞ f
m
n (X) converges in C for any n ∈ {0, 1, · · · , N}, X ∈ In.
For a domain O of Rm or Cm and f(z)(ψ) ∈ ∧V parameterized by z ∈ O we say
that f(z)(ψ) is continuous with z in O, differentiable with z in O and analytic
with z in O if so is f(z)n(X) for any n ∈ {0, 1, · · · , N}, X ∈ In. Moreover, when
it is differentiable, for j ∈ {1, 2, · · · , m}, z = (z1, z2, · · · , zm) ∈ O we define the
Grassmann polynomial ∂
∂zj
f(z)(ψ) ∈ ∧V by
∂
∂zj
f(z)(ψ) :=
N∑
n=0
(
1
h
)n ∑
X∈In
∂
∂zj
f(z)n(X)ψX.
The single-scale integration is well-described in terms of trees. We refer to the
clear statement of the tree formula with a self-contained proof presented in
[19, Theorem 3, Appendix A]. We should also lead the readers to the references of
[19] for more original versions of such expansion techniques known as the Brydges-
Battle-Federbush formula. To state the formula, we need to recall the definition
of Grassmann left-derivatives. Let Vj be the vector space spanned by the basis
{ψjX | X ∈ I} for j = 1, 2, · · · , n. For p ∈ {1, · · · , n}, X ∈ I the Grassmann
left-derivative ∂/∂ψpX is a linear transform on
∧
(V1 ⊕ · · · ⊕ Vn) defined by
∂
∂ψpX
(ψp1X1 · · ·ψ
pj
Xj
ψpXψ
pj+1
Xj+1
· · ·ψpmXm) := (−1)jψp1X1 · · ·ψ
pj
Xj
ψ
pj+1
Xj+1
· · ·ψpmXm ,
∂
∂ψpX
(ψp1X1 · · ·ψ
pj
Xj
ψ
pj+1
Xj+1
· · ·ψpmXm) := 0
for any (pj, Xj) ∈ {1, 2, · · · , n} × I satisfying (pj , Xj) 6= (p,X) (j = 1, 2, · · · , m)
and by linearity. The Grassmann left-derivative ∂/∂ψX (X ∈ I) can be defined as
a linear transform on
∧
(V ⊕ V1 ⊕ · · · ⊕ Vn) in the same way.
Let
∧
even V denote a subspace of
∧V consisting of even polynomials. More
precisely, ∧
even
V :=
N/2⊕
n=0
2n∧
V.
For a covariance C : I20 → C and f j(ψ) ∈
∧
even V (j = 1, 2, · · · , n) the Grassmann
polynomial
log
(∫
e
∑n
j=1 zjf
j(ψ+ψ1)dµC(ψ
1)
)
is well-defined and analytic with (z1, z2, · · · , zn) in a neighborhood of the origin.
The strategy of single-scale analysis is to expand the logarithm into the Taylor
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series around the origin and estimate each order term. To this end we need to
know a formula for
1
n!
n∏
j=1
(
∂
∂zj
)
log
(∫
e
∑n
j=1 zjf
j(ψ+ψ1)dµC(ψ
1)
) ∣∣∣∣∣
zj=0
(∀j∈{1,2,··· ,n})
.
The formula for n = 1 can be derived from the definition as follows.
d
dz
log
(∫
ezf
1(ψ+ψ1)dµC(ψ
1)
) ∣∣∣∣∣
z=0
=
∫
f 1(ψ + ψ1)dµC(ψ
1)
= e
−
∑
X∈I2
0
C(X) ∂
∂ψ
1
X1
∂
∂ψ1
X2 f 1(ψ + ψ1)
∣∣∣
ψ1=0
.
The tree formula characterizes the derivative for n ∈ N≥2.
1
n!
n∏
j=1
(
∂
∂zj
)
log
(∫
e
∑n
j=1 zjf
j(ψ+ψ1)dµC(ψ
1)
) ∣∣∣∣∣
zj=0
(∀j∈{1,2,··· ,n})
=
1
n!
∑
T∈T({1,2,··· ,n})
∏
{p,q}∈T
(∆p,q(C) + ∆q,p(C))
·
∫
[0,1]n−1
ds
∑
σ∈Sn(T )
ϕ(T, σ, s)e
∑n
a,b=1M(T,σ,s)a,b∆a,b(C)
n∏
j=1
f j(ψj + ψ)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
,
where T({1, 2, · · · , n}) is the set of all trees over the vertices {1, 2, · · · , n},
∆p,q(C) := −
∑
X∈I20
C(X) ∂
∂ψ
p
X1
∂
∂ψqX2
,
Sn(T ) is a T -dependent subset of Sn, ϕ(T, σ, ·) is a real non-negative function on
[0, 1]n−1 depending on T ∈ T({1, 2, · · · , n}), σ ∈ Sn(T ) and (M(T, σ, s)a,b)1≤a,b≤n
is a (T, σ, s)-dependent real symmetric non-negative matrix which satisfies that
M(T, σ, s)a,a = 1,
(∀a ∈ {1, · · · , n}, T ∈ T({1, · · · , n}), σ ∈ Sn(T ), s ∈ [0, 1]n−1).
s 7→ M(T, σ, s)a,b is continuous in [0, 1]n−1,
(∀a, b ∈ {1, · · · , n}, T ∈ T({1, · · · , n}), σ ∈ Sn(T )).
Moreover, the function ϕ(T, σ, ·) satisfies that∫
[0,1]n−1
ds
∑
σ∈Sn(T )
ϕ(T, σ, s) = 1, (∀T ∈ T({1, 2, · · · , n})).(3.2)
Because of the property (3.2) the function ϕ(T, σ, ·) does not affect our estima-
tion of Grassmann polynomials in practice. We can deduce from the fact that the
matrix M(T, σ, s) is real symmetric non-negative and all the diagonal elements are
1 that there are v1, · · · ,vn ∈ Rn such that ‖vi‖Rn = 1 (i = 1, · · · , n) and
M(T, σ, s)a,b = 〈va,vb〉, (∀a, b ∈ {1, · · · , n}).(3.3)
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Thus,
|M(T, σ, s)a,b| ≤ 1,(3.4)
(∀a, b ∈ {1, · · · , n}, T ∈ T({1, · · · , n}), σ ∈ Sn(T ), s ∈ [0, 1]n−1).
To systematize our estimation, let us define operators on Grassmann algebras
which are slight generalization of the above formulas. For p, q ∈ Z, set
∆{p,q}(C) :=
∑
X∈I2
C˜(X) ∂
∂ψpX1
∂
∂ψqX2
,
where C˜ : I2 → C is the anti-symmetric extension of C defined by
C˜((X, ξ), (Y, ζ)) := 1
2
(1(ξ,ζ)=(1,−1)C(X, Y )− 1(ξ,ζ)=(−1,1)C(Y,X)),(3.5)
(∀X, Y ∈ I0, ξ, ζ ∈ {1,−1}).
We can see that
− 2∆{p,q}(C) = ∆p,q(C) + ∆q,p(C),
−
n∑
p,q=1
M(T, σ, s)p,q∆{p,q}(C) =
n∑
p,q=1
M(T, σ, s)p,q∆p,q(C).
For S = {s1, s2, · · · , sn}(⊂ Z) with ♯S = n ≥ 2 let T(S) denote the set of all
trees over the vertices {s1, s2, · · · , sn}. Using these notations we set for S =
{s1, s2, · · · , sn}(⊂ Z), if n = 1,
Tree(S, C) := e∆{s1,s1}(C),
if n ≥ 2,
Tree(S, C) := (−2)n−1
∑
T∈T(S)
∏
{p,q}∈T
∆{p,q}(C)
∫
[0,1]n−1
ds
∑
σ∈Sn(T )
ϕ(T, σ, s)
· e−
∑n
a,b=1M(T,σ,s)a,b∆{sa,sb}(C).
It follows that for any n ∈ N, f j(ψ) ∈ ∧even V (j = 1, 2, · · · , n),
1
n!
n∏
j=1
(
∂
∂zj
)
log
(∫
e
∑n
j=1 zjf
j(ψ+ψ1)dµC(ψ
1)
) ∣∣∣∣∣
zj=0
(∀j∈{1,2,··· ,n})
(3.6)
=
1
n!
Tree({1, 2, · · · , n}, C)
n∏
j=1
f j(ψ + ψj)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
.
When f j(ψ) = f(ψ) for any j ∈ {1, 2, · · · , n}, the formula (3.6) implies that
1
n!
(
d
dz
)n
log
(∫
ezf(ψ+ψ
1)dµC(ψ
1)
) ∣∣∣∣∣
z=0
(3.7)
=
1
n!
Tree({1, 2, · · · , n}, C)
n∏
j=1
f(ψ + ψj)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
.
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The following inequalities will be crucially important.
∣∣∣e∆{s1,s1}(C)ψs1X ∣∣ψs1=0
∣∣∣ ≤


0 if m is odd,
sup
Yj ,Zj∈I0
(j=1,2,··· ,m2 )
∣∣det(C(Yi, Zj))1≤i,j≤m
2
∣∣ if m is even,(3.8)
(∀m ∈ N, X ∈ Im).∣∣∣∣∣∣e−
∑n
a,b=1M(T,σ,s)a,b∆{sa,sb}(C)
n∏
j=1
ψ
sj
Xj
∣∣∣∣∣
ψ
sj=0
(∀j∈{1,2,··· ,n})
∣∣∣∣∣∣(3.9)
≤


0 if m is odd,
sup
uj ,vj∈C
n with ‖uj‖Cn ,‖vj‖Cn≤1
(j=1,··· ,m2 )
sup
Yj,Zj∈I0
(j=1,··· ,m2 )
· ∣∣det(〈ui,vj〉CnC(Yi, Zj))1≤i,j≤m2 ∣∣ if m is even,
(∀mj ∈ {0, 1, · · · , N}, Xj ∈ Imj (j = 1, 2, · · · , n),
T ∈ T({s1, s2, · · · , sn}), σ ∈ Sn(T ), s ∈ [0, 1]n−1),
where m :=
∑n
j=1mj and 〈·, ·〉Cn is the hermitian inner product and ‖ · ‖Cn is the
norm induced by 〈·, ·〉
Cn
. The inequality (3.9) is based on the Gram representation
(3.3) of the matrix M(T, σ, s). See e.g. [9, Lemma 4.5] for details of how to derive
an inequality of this kind.
3.2 General estimation
Here we estimate Grassmann polynomials produced by applying the operator
Tree(S, C) to given Grassmann polynomials. As explained in the beginning of the
section our purpose here is to summarize generic structures of single-scale integra-
tions. Let us introduce some notions which are necessary to describe properties
of the Grassmann input and the covariances of the single-scale integrations. To
describe periodicity and translation invariance with the time variable, we define
the map rβ :
1
h
Z → [0, β)h by the condition that rβ(s) ∈ [0, β)h and rβ(s) = s in
1
h
Z/βZ for s ∈ 1
h
Z. Then we define the map Rβ from ({1, 2}×Γ× 1hZ×{1,−1})n
to In by
Rβ(ρ1x1s1ξ1, · · · , ρnxnsnξn) := (ρ1x1rβ(s1)ξ1, · · · , ρnxnrβ(sn)ξn).
We will sometimes consider Rβ as the map from ({1, 2}×Γ× 1hZ)n to In0 satisfying
that
Rβ(ρ1x1s1, · · · , ρnxnsn) = (ρ1x1rβ(s1), · · · , ρnxnrβ(sn)),
by admitting the notational abuse. The meaning of the map Rβ should be under-
stood from the context.
We assume that the covariance C : I20 → C satisfies that
C(Rβ(X+ s)) = C(X),
(
∀X ∈ I20 , s ∈
1
h
Z
)
,
(3.10)
| det(〈ui,vj〉CmC(Xi, Yj))1≤i,j≤n| ≤ Dn,
(3.11)
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(∀m,n ∈ N, ui,vi ∈ Cm with ‖ui‖Cm , ‖vi‖Cm ≤ 1, Xi, Yi ∈ I0 (i = 1, 2, · · · , n)),
where D is a fixed positive constant. The condition (3.10) might appear unnatural
if C is thought to be a sum over the Matsubara frequency. However, one can modify
such a covariance to satisfy (3.10) by a simple gauge transform.
One implication of the property (3.10) is that
Tree({1, 2, · · · , n}, C)
n∏
j=1
ψjRβ(Xj+s)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
(3.12)
= Tree({1, 2, · · · , n}, C)
n∏
j=1
ψjXj
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
,
(
∀n ∈ N, mj ∈ {0, 1, · · · , N}, Xj ∈ Imj (j = 1, 2, · · · , n), s ∈ 1
h
Z
)
.
For j ∈ N let F j(ψ) ∈ ∧even V be such that its anti-symmetric kernels F jm :
Im → C (m = 2, 4, · · · , N) satisfy
F jm(Rβ(X+ s)) = F jm(X),
(
∀X ∈ Im, s ∈ 1
h
Z
)
.(3.13)
In this subsection we will give the Grassmann polynomials F j(ψ) (j ∈ N) as the
input to the single-scale integrations.
For n ∈ N we define A(n)(ψ) ∈ ∧even V by
A(n)(ψ) := Tree({1, 2, · · · , n}, C)
n∏
j=1
F j(ψj + ψ)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
.
Since Tree(S, C) consists of Grassmann left-derivatives of even degree, it is clear
that the output belongs to
∧
even V if so does the input.
For conciseness of formulas we let ‖f0‖1,∞ = ‖f0‖1 := |f0| for the constant term
f0 of f(ψ) ∈
∧V. We admit this notational convention throughout this section.
The next lemma is the simplest among other lemmas in this subsection.
Lemma 3.1. For any m ∈ {2, 4, · · · , N}, n ∈ N the anti-symmetric kernels A(n)m (·)
satisfy (3.13). Moreover the following inequalities hold for any m ∈ {0, 2, · · · , N},
n ∈ N≥2.
‖A(1)m ‖1,∞ ≤
N∑
p=m
(
N
h
)1m=0∧p 6=0 ( p
m
)
D
p−m
2 ‖F 1p ‖1,∞.(3.14)
‖A(1)m ‖1 ≤
N∑
p=m
(
p
m
)
D
p−m
2 ‖F 1p ‖1.(3.15)
‖A(n)m ‖1,∞ ≤
(
N
h
)1m=0
(n− 2)!D−n+1−m2 2−2m‖C˜‖n−11,∞(3.16)
·
n∏
j=1

 N∑
pj=2
23pjD
pj
2 ‖F jpj‖1,∞

 1∑n
j=1 pj−2(n−1)≥m
.
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‖A(n)m ‖1 ≤ (n− 2)!D−n+1−
m
2 2−2m‖C˜‖n−11,∞
N∑
p1=2
23p1D
p1
2 ‖F 1p1‖1(3.17)
·
n∏
j=2

 N∑
pj=2
23pjD
pj
2 ‖F jpj‖1,∞

 1∑n
j=1 pj−2(n−1)≥m
.
Here C˜(: I2 → C) is the anti-symmetric extension of C defined as in (3.5).
Proof. By anti-symmetry,
A(1)(ψ) =
N∑
p=0
p∑
m=0
(
p
m
)(
1
h
)p ∑
X∈Im
Y∈Ip−m
F 1p (Y,X)Tree({1}, C)ψ1Y
∣∣∣
ψ1=0
ψX.
Thus, by the uniqueness of anti-symmetric kernels, for any m ∈ {0, 2, · · · , N},
X ∈ Im,
A(1)m (X) =
N∑
p=m
(
p
m
)(
1
h
)p−m ∑
Y∈Ip−m
F 1p (Y,X)Tree({1}, C)ψ1Y
∣∣∣
ψ1=0
.(3.18)
By using the translation invariant properties (3.12), (3.13) we see that for any
X ∈ Im, s ∈ 1
h
Z
A(1)m (Rβ(X+ s))
=
N∑
p=m
(
p
m
)(
1
h
)p−m ∑
Y∈Ip−m
F 1p (Y,Rβ(X+ s))Tree({1}, C)ψ1Y
∣∣∣
ψ1=0
=
N∑
p=m
(
p
m
)(
1
h
)p−m ∑
Y∈Ip−m
F 1p (Rβ((Y,X) + s))Tree({1}, C)ψ1Rβ(Y+s)
∣∣∣
ψ1=0
= A(1)m (X).
Thus, A
(1)
m satisfies (3.13). The inequalities (3.14), (3.15) can be derived from (3.18)
by using (3.8), (3.11).
Next let us consider the case n ≥ 2. By anti-symmetry,
A(n)(ψ) =
n∏
j=1
(
N∑
pj=2
pj−1∑
mj=0
(
pj
mj
)(
1
h
)pj ∑
Xj∈I
mj
Yj∈I
pj−mj
F jpj (Yj,Xj)
)
· Tree({1, 2, · · · , n}, C)
n∏
j=1
ψjYj
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
(−1)
∑n−1
j=1 mj
∑n
k=j+1(pk−mk)
·
n∏
k=1
ψXk .
Thus, for m ∈ {0, 2, · · · , N}, X ∈ Im,
A(n)m (X) =
1
m!
∑
σ∈Sm
sgn(σ)
n∏
j=1
(
N∑
pj=2
pj−1∑
mj=0
(
pj
mj
)(
1
h
)pj−mj ∑
Yj∈I
pj−mj
F jpj(Yj ,X
′
j)
)(3.19)
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· Tree({1, 2, · · · , n}, C)
n∏
j=1
ψjYj
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
(−1)
∑n−1
j=1 mj
∑n
k=j+1(pk−mk)
· 1(X′1,X′2,··· ,X′n)=Xσ1∑nj=1mj=m1∑nj=1 pj−2(n−1)≥m.
The constraint
∑n
j=1 pj−2(n−1) ≥ m is added since the operator
∏
{p,q}∈T ∆{p,q}(C)
inside Tree({1, 2, · · · , n}, C) erases 2(n− 1) Grassmann variables. Again by using
(3.12), (3.13) we can check that A
(n)
m : Im → C satisfies (3.13).
To establish upper bounds on the norms of A
(n)
m we need to replace the sum
over trees by a sum over possible degrees of trees. For j ∈ {1, 2, · · · , n}, T ∈
T({1, 2, · · · , n}) let dj(T ) denote the degree of the vertex j in T . The following cal-
culation, which we will frequently refer to during this subsection, is based on Cay-
ley’s theorem on the number of trees with fixed degrees. For any k1, k2, · · · , kn ∈ N,
∑
T∈T({1,2,··· ,n})
n∏
j=1
((
kj
dj(T )
)
dj(T )!
)
(3.20)
=
n∏
j=1

 kj∑
dj=1
(
kj
dj
)
dj !

 (n− 2)!∏n
k=1(dk − 1)!
1∑n
j=1 dj=2(n−1)
≤ (n− 2)!
n∏
j=1
(kj2
kj−1) ≤ (n− 2)!2−n22
∑n
j=1 kj .
Since we will need to deal with the case n = 1 at the same time, let us give a
meaning to the left-hand side of (3.20) for n = 1 and generalize the combinatorial
estimate (3.20) to be valid for any n ∈ N. We assume that T({1}) = {{1}} and
d1({1}) = 0 so that the left-hand side is 1. It follows from this convention that for
any n ∈ N
∑
T∈T({1,2,··· ,n})
n∏
j=1
((
kj
dj(T )
)
dj(T )!
)
≤ (1n=1 + 1n≥2(n− 2)!2−n)22
∑n
j=1 kj .(3.21)
By (3.2), (3.9), (3.11),
|A(n)m (X)| ≤
2n−1
m!
∑
σ∈Sm
∑
T∈T({1,2,··· ,n})
n∏
j=1
(
N∑
pj=2
pj−1∑
mj=0
(
pj
mj
)(
pj −mj
dj(T )
)(
1
h
)pj−mj
·
∑
X′
j
∈I
mj ,Yj∈I
pj−mj−dj(T )
Zj∈I
dj (T )
|F jpj(Yj,Zj ,X′j)|
)
D
1
2
(
∑n
j=1 pj−2(n−1)−m)
·
∣∣∣∣∣∣
∏
{p,q}∈T
∆{p,q}(C)
n∏
j=1
ψjZj
∣∣∣∣∣∣ 1(X′1,X′2,··· ,X′n)=Xσ1∑nj=1mj=m1∑nj=1 pj−2(n−1)≥m.
Note that ∏
{p,q}∈T
∆{p,q}(C)
n∏
j=1
ψjZj
creates at most
∏n
j=1 dj(T )! terms, since(∑
X∈I
∂
∂ψjX
)dj(T )
ψjZj
creates dj(T )! terms for j ∈ {1, 2, · · · , n}. For every T ∈ T({1, 2, · · · , n}) we
consider the vertex 1 as the root. Then, by recursively estimating along the lines
of T from younger branches to the root and using (3.21) for kj = pj − mj (j =
1, 2, · · · , n) we observe that
‖A(n)m ‖1
≤ 2n−1
∑
T∈T({1,2,··· ,n})
N∑
p1=2
p1−1∑
m1=0
(
p1
m1
)(
p1 −m1
d1(T )
)
d1(T )!‖F 1p1‖1
·
n∏
j=2
(
N∑
pj=2
pj−1∑
mj=0
(
pj
mj
)(
pj −mj
dj(T )
)
dj(T )!
· sup
X0∈I
(
1
h
)pj ∑
X∈Ipj
|F jpj(X)||C˜(X0, X1)|
)
D
1
2
(
∑n
j=1 pj−2(n−1)−m)
· 1∑n
j=1mj=m
1∑n
j=1 pj−2(n−1)≥m
≤ (n− 2)!D−n+1−m2 ‖C˜‖n−11,∞
N∑
p1=2
p1−1∑
m1=0
(
p1
m1
)
22(p1−m1)D
p1
2 ‖F 1p1‖1
·
n∏
j=2
(
N∑
pj=2
pj−1∑
mj=0
(
pj
mj
)
22(pj−mj)D
pj
2 ‖F jpj‖1,∞
)
1∑n
j=1mj=m
1∑n
j=1 pj−2(n−1)≥m
,
which is bounded from above by the right-hand side of (3.17).
We can estimate ‖A(n)m ‖1,∞ from (3.19) in a way parallel to the above argument.
In the case m ≥ 2, first we fix a component of X(∈ Im). For fixed σ ∈ Sm there
uniquely exists j1 ∈ {1, 2, · · · , n} such that the fixed component is one component
of the variable X′j1(∈ Imj1 ). Then we consider j1 as the root of each tree and
repeat the same recursive calculation as above to reach the claimed inequality
(3.16). The inequality (3.16) for m = 0 follows from (3.17) for m = 0 and ‖F 1p1‖1 ≤
N
h
‖F 1p1‖1,∞.
In addition to F j(ψ) (j = 1, 2, · · · , n) we give a Grassmann polynomial having
bi-anti-symmetric kernels as one piece of the input. Assume that we have bi-anti-
symmetric functions Fp,q : I
p × Iq → C (p, q ∈ {2, 4, · · · , N/2}) satisfying (3.13)
and the following property. For any function g : [0, β)ph → C, h : [0, β)qh → C
satisfying
g(rβ(s1 + s), rβ(s2 + s), · · · , rβ(sp + s)) = g(s1, s2, · · · , sp)(3.22) (
∀(s1, s2, · · · , sp) ∈ [0, β)ph, s ∈
1
h
Z
)
,
h(rβ(s1 + s), rβ(s2 + s), · · · , rβ(sq + s)) = h(s1, s2, · · · , sq)(
∀(s1, s2, · · · , sq) ∈ [0, β)qh, s ∈
1
h
Z
)
,
37
∑
(s1,··· ,sp)∈[0,β)
p
h
Fp,q((ρ1x1s1ξ1, · · · , ρpxpspξp),Y)g(s1, · · · , sp) = 0,(3.23)
(∀Y ∈ Iq, (ρj,xj , ξj) ∈ {1, 2} × Γ× {1,−1} (j = 1, 2, · · · , p)),∑
(t1,··· ,tq)∈[0,β)
q
h
Fp,q(X, (η1y1t1ζ1, · · · , ηqyqtqζq))h(t1, · · · , tq) = 0,
(∀X ∈ Ip, (ηj ,yj, ζj) ∈ {1, 2} × Γ× {1,−1} (j = 1, 2, · · · , q)).
We are going to analyze the Grassmann polynomial B(n)(ψ) ∈ ∧even V (n ∈ N)
defined by
B(n)(ψ) :=
N∑
p,q=2
1p,q∈2N
(
1
h
)p+q ∑
X∈Ip,Y∈Iq
Fp,q(X,Y)Tree({1, 2, · · · , n+ 1}, C)
· (ψ1 + ψ)X(ψ2 + ψ)Y
n+1∏
j=3
F j(ψj + ψ)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n+1})
.
Lemma 3.2. For any m ∈ {2, 4, · · · , N}, n ∈ N the anti-symmetric kernel B(n)m (·)
satisfies (3.13). Moreover, for any m ∈ {0, 2, · · · , N}, n ∈ N≥2,
‖B(1)m ‖1,∞ ≤
(
N
h
)1m=0
D−1−
m
2
N/2∑
p1,p2=2
1p1,p2∈2N2
2p1+2p2D
p1+p2
2 [Fp1,p2, C˜]1,∞1p1+p2−2≥m.
(3.24)
‖B(1)m ‖1 ≤ D−1−
m
2
N/2∑
p1,p2=2
1p1,p2∈2N2
2p1+2p2D
p1+p2
2 [Fp1,p2, C˜]11p1+p2−2≥m.
(3.25)
‖B(n)m ‖1,∞ ≤
(
N
h
)1m=0
(n− 1)!D−n−m2 2−2m‖C˜‖n−11,∞
(3.26)
·
N/2∑
p1,p2=2
1p1,p2∈2N2
3p1+3p2D
p1+p2
2 [Fp1,p2, C˜]1,∞
n+1∏
j=3

 N∑
pj=2
23pjD
pj
2 ‖F jpj‖1,∞


· 1∑n+1
j=1 pj−2n≥m
.
‖B(n)m ‖1 ≤ (n− 1)!D−n−
m
2 2−2m‖C˜‖n−11,∞
(3.27)
·
N/2∑
p1,p2=2
1p1,p2∈2N2
3p1+3p2D
p1+p2
2 [Fp1,p2, C˜]1,∞
n∏
j=3

 N∑
pj=2
23pjD
pj
2 ‖F jpj‖1,∞


·
N∑
pn+1=2
23pn+1D
pn+1
2 ‖F n+1pn+1‖11∑n+1j=1 pj−2n≥m.
Proof. By anti-symmetry,
B(n)(ψ)
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=N/2∑
p1,p2=2
1p1,p2∈2N
p1−1∑
m1=0
p2−1∑
m2=0
(
p1
m1
)(
p2
m2
)
·
(
1
h
)p1+p2 ∑
X1∈I
m1 ,Y1∈I
p1−m1
X2∈I
m2 ,Y2∈I
p2−m2
Fp1,p2((Y1,X1), (Y2,X2))
·
n+1∏
j=3
(
N∑
pj=2
pj−1∑
mj=0
(
pj
mj
)(
1
h
)pj ∑
Xj∈I
mj
Yj∈I
pj−mj
F jpj (Yj,Xj)
)
· Tree({1, 2, · · · , n+ 1}, C)
n+1∏
j=1
ψjYj
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n+1})
(−1)
∑n
j=1mj
∑n+1
k=j+1(pk−mk)
·
n+1∏
k=1
ψXk .
Then, the uniqueness of anti-symmetric kernels ensures that for m ∈ {0, 2, · · · , N},
X ∈ Im,
B(n)m (X)
=
1
m!
∑
σ∈Sm
sgn(σ)
N/2∑
p1,p2=2
1p1,p2∈2N
p1−1∑
m1=0
p2−1∑
m2=0
(
p1
m1
)(
p2
m2
)
·
(
1
h
)p1+p2−m1−m2 ∑
Y1∈Ip1−m1 ,Y2∈Ip2−m2
Fp1,p2((Y1,X
′
1), (Y2,X
′
2))
·
n+1∏
j=3
(
N∑
pj=2
pj−1∑
mj=0
(
pj
mj
)(
1
h
)pj−mj ∑
Yj∈I
pj−mj
F jpj (Yj,X
′
j)
)
· Tree({1, 2, · · · , n+ 1}, C)
n+1∏
j=1
ψjYj
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n+1})
(−1)
∑n
j=1mj
∑n+1
k=j+1(pk−mk)
· 1∑n+1
j=1 mj=m
1∑n+1
j=1 pj−2n≥m
1(X′1,X′2,··· ,X′n+1)=Xσ .
The property (3.13) of B
(n)
m follows from (3.12) and the property (3.13) of the input.
By (3.2), (3.9), (3.11),
|B(n)m (X)|
(3.28)
≤ 2
n
m!
∑
σ∈Sm
∑
T∈T({1,2,··· ,n+1})
N/2∑
p1,p2=2
1p1,p2∈2N
·
p1−1∑
m1=0
p2−1∑
m2=0
(
p1
m1
)(
p2
m2
)(
p1 −m1
d1(T )
)(
p2 −m2
d2(T )
)
·
(
1
h
)p1+p2−m1−m2 ∑
Y1∈I
p1−m1−d1(T ),Y2∈I
p2−m2−d2(T )
Z1∈I
d1(T ),Z2∈I
d2(T )
|Fp1,p2((Y1,Z1,X′1), (Y2,Z2,X′2))|
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·
n+1∏
j=3
(
N∑
pj=2
pj−1∑
mj=0
(
pj
mj
)(
pj −mj
dj(T )
)
·
(
1
h
)pj−mj ∑
Yj∈I
pj−mj−dj(T )
Zj∈I
dj(T )
|F jpj(Yj,Zj ,X′j)|
)
·D 12 (
∑n+1
j=1 pj−2n−m)
∣∣∣∣∣∣
∏
{p,q}∈T
∆{p,q}(C)
n+1∏
j=1
ψjZj
∣∣∣∣∣∣
· 1∑n+1
j=1 mj=m
1∑n+1
j=1 pj−2n≥m
1(X′1,X′2,··· ,X′n+1)=Xσ .
Let us derive the inequality (3.25) from (3.28). For any m ∈ {0, 2, · · · , N},
‖B(1)m ‖1 ≤2
N/2∑
p1,p2=2
1p1,p2∈2N
p1−1∑
m1=0
p2−1∑
m2=0
(
p1
m1
)(
p2
m2
)
(p1 −m1)(p2 −m2)
· [Fp1,p2, C˜]1D
1
2
(
∑2
j=1 pj−2−m)1m1+m2=m1p1+p2−2≥m,
which is less than or equal to the right-hand side of (3.25). The inequality (3.24)
can be derived in the same way.
Let us consider the case that n ≥ 2. We decompose (3.28) as follows.
|B(n)m (X)| ≤
∑
T∈T({1,2,··· ,n+1})
B(n)m (T )(X),(3.29)
B(n)m (T )(X)
(3.30)
:=
2n
m!
∑
σ∈Sm
N/2∑
p1,p2=2
1p1,p2∈2N
·
p1−1∑
m1=0
p2−1∑
m2=0
(
p1
m1
)(
p2
m2
)(
p1 −m1
d1(T )
)(
p2 −m2
d2(T )
)
·
(
1
h
)p1+p2−m1−m2 ∑
Y1∈I
p1−m1−d1(T ),Y2∈I
p2−m2−d2(T )
Z1∈I
d1(T ),Z2∈I
d2(T )
|Fp1,p2((Y1,Z1,X′1), (Y2,Z2,X′2))|
·
n+1∏
j=3
(
N∑
pj=2
pj−1∑
mj=0
(
pj
mj
)(
pj −mj
dj(T )
)
·
(
1
h
)pj−mj ∑
Yj∈I
pj−mj−dj(T )
Zj∈I
dj(T )
|F jpj(Yj,Zj ,X′j)|
)
·D 12 (
∑n+1
j=1 pj−2n−m)
∣∣∣∣∣∣
∏
{p,q}∈T
∆{p,q}(C)
n+1∏
j=1
ψjZj
∣∣∣∣∣∣
40
· 1∑n+1
j=1 mj=m
1∑n+1
j=1 pj−2n≥m
1(X′1,X′2,··· ,X′n+1)=Xσ .
Let us estimate ‖B(n)m (T )‖1. For T ∈ T({1, 2, · · · , n + 1}) we consider the vertex
n + 1 as the root of T . Without loss of generality we can assume that
the distance between 1 and n+ 1 is shorter than or equal to(3.31)
that between 2 and n + 1 in T .
We can derive the same inequality by assuming otherwise. For j ∈ {1, 2, · · · , n+1}
let us introduce the conditions Pj, Q as follows.
Pj : The vertex 1 is on the shortest path between j and 2 in T .
Q : The distance between 1 and 2 in T is 1.
Then, only one of the following cases occurs.
Pn+1 ∧Q Pn+1 ∧ ¬Q ¬Pn+1
By recursively estimating along the lines of T from younger branches to the root
n + 1 we obtain from (3.30) that for any m ∈ {0, 2, · · · , N}
‖B(n)m (T )‖1
(3.32)
≤ 2n
N/2∑
p1,p2=2
1p1,p2∈2N
·
p1−1∑
m1=0
p2−1∑
m2=0
(
p1
m1
)(
p2
m2
)(
p1 −m1
d1(T )
)
d1(T )!
(
p2 −m2
d2(T )
)
d2(T )!
·
n∏
j=3
(
N∑
pj=2
pj−1∑
mj=0
(
pj
mj
)(
pj −mj
dj(T )
)
dj(T )!
· sup
X0∈I
(
1
h
)pj ∑
X∈Ipj
|F jpj(X)||C˜(X0, X1)|
)
·
N∑
pn+1=2
pn+1−1∑
mn+1=0
(
pn+1
mn+1
)(
pn+1 −mn+1
dn+1(T )
)
dn+1(T )!‖F n+1pn+1‖1D
1
2
(
∑n+1
j=1 pj−2n−m)
·
(
1Pn+1∧Q sup
X0∈I
(
1
h
)p1+p2 ∑
X∈Ip1
Y∈Ip2
|Fp1,p2(X,Y)||C˜(X0, X1)||C˜(X2, Y1)|
+ (1Pn+1∧¬Q + 1¬Pn+1) sup
X0∈I
((
1
h
)p1+p2 ∑
X∈Ip1
· sup
Y0∈I
∑
Y∈Ip2
|Fp1,p2(X,Y)||C˜(X0, X1)||C˜(Y0, Y1)|
))
· 1∑n+1
j=1 mj=m
1∑n+1
j=1 pj−2n≥m
≤ 2nD−n−m2 ‖C˜‖n−11,∞
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·
N/2∑
p1,p2=2
1p1,p2∈2ND
p1+p2
2
p1−1∑
m1=0
p2−1∑
m2=0
(
p1
m1
)(
p2
m2
)
·
(
p1 −m1
d1(T )
)
d1(T )!
(
p2 −m2
d2(T )
)
d2(T )![Fp1,p2, C˜]1,∞
·
n∏
j=3
(
N∑
pj=2
D
pj
2
pj−1∑
mj=0
(
pj
mj
)(
pj −mj
dj(T )
)
dj(T )!‖F jpj‖1,∞
)
·
N∑
pn+1=2
D
pn+1
2
pn+1−1∑
mn+1=0
(
pn+1
mn+1
)(
pn+1 −mn+1
dn+1(T )
)
dn+1(T )!‖F n+1pn+1‖1
· 1∑n+1
j=1 mj=m
1∑n+1
j=1 pj−2n≥m
.
When Pn+1 holds, the first inequality above can be derived smoothly. The point
of the derivation of the first inequality when Pn+1 does not hold is to complete the
recursive estimation along the branch containing the vertex 2 before the recursive
estimation along the branch containing the vertex 1. Here we use the assumption
(3.31) to exclude that the vertex 2 is on the shortest path between n + 1 and
1 in T . By applying (3.21) we can derive (3.27) from (3.29), (3.32). Note that
(3.27) for m = 0 implies (3.26) for m = 0, since ‖B(n)0 ‖1 = ‖B(n)0 ‖1,∞ = |B(n)0 | and
‖F n+1pn+1‖1 ≤ Nh ‖F n+1pn+1‖1,∞.
In order to derive the claimed upper bound on ‖B(n)m ‖1,∞ for m ≥ 2 from
(3.30), we fix T ∈ T({1, 2, · · · , n + 1}) and the first component X1 of the variable
X(∈ Im). For any σ ∈ Sm there uniquely exists j1 ∈ {1, 2, · · · , n+1} such that X1
is a component of X′j1. Then, we consider the vertex j1 as the root of the tree T .
Again without loss of generality we can assume that
the distance between 1 and j1 is shorter than or equal to(3.33)
that between 2 and j1 in T .
Only one of the following cases happens.
Pj1 ∧Q∧ j1 = 1 Pj1 ∧Q∧ j1 6= 1 Pj1 ∧¬Q∧ j1 = 1 Pj1 ∧¬Q∧ j1 6= 1 ¬Pj1
By the recursive estimation from younger branches to the root j1 we deduce that
‖B(n)m (T )‖1,∞
≤ 2
n
m!
∑
σ∈Sm
N/2∑
p1,p2=2
1p1,p2∈2N
·
p1−1∑
m1=0
p2−1∑
m2=0
(
p1
m1
)(
p2
m2
)(
p1 −m1
d1(T )
)
d1(T )!
(
p2 −m2
d2(T )
)
d2(T )!
·
n+1∏
j=3
(
N∑
pj=2
pj−1∑
mj=0
(
pj
mj
)(
pj −mj
dj(T )
)
dj(T )!
)
D
1
2
(
∑n+1
j=1 pj−2n−m)
· 1∑n+1
j=1 mj=m
1∑n+1
j=1 pj−2n≥m
·
(
1Pj1∧Q∧j1=1 sup
X0∈I
((
1
h
)p1+p2−1 ∑
X∈Ip1−1
Y∈Ip2
|Fp1,p2((X0,X),Y)||C˜(X1, Y1)|
)
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·
n+1∏
j=3
(
sup
X0∈I
(
1
h
)pj ∑
X∈Ipj
|F jpj (X)||C˜(X0, X1)|
)
+ 1Pj1∧Q∧j1 6=1 sup
X0∈I
((
1
h
)p1+p2 ∑
X∈Ip1
Y∈Ip2
|Fp1,p2(X,Y)||C˜(X0, X1)||C˜(X2, Y1)|
)
· ‖F j1pj1‖1,∞
n+1∏
j=3
j 6=j1
(
sup
X0∈I
(
1
h
)pj ∑
X∈Ipj
|F jpj(X)||C˜(X0, X1)|
)
+ 1Pj1∧¬Q∧j1=1
· sup
X0∈I
((
1
h
)p1+p2−1 ∑
X∈Ip1−1
sup
Y0∈I
( ∑
Y∈Ip2
|Fp1,p2((X0,X),Y)||C˜(Y0, Y1)|
))
·
n+1∏
j=3
(
sup
X0∈I
(
1
h
)pj ∑
X∈Ipj
|F jpj (X)||C˜(X0, X1)|
)
+ (1Pj1∧¬Q∧j1 6=1 + 1¬Pj1 )
· sup
X0∈I
((
1
h
)p1+p2 ∑
X∈Ip1
sup
Y0∈I
( ∑
Y∈Ip2
|Fp1,p2(X,Y)||C˜(X0, X1)||C˜(Y0, Y1)|
))
· ‖F j1pj1‖1,∞
n+1∏
j=3
j 6=j1
(
sup
X0∈I
(
1
h
)pj ∑
X∈Ipj
|F jpj(X)||C˜(X0, X1)|
))
≤ 2nD−n−m2 ‖C˜‖n−11,∞
·
N/2∑
p1,p2=2
1p1,p2∈2ND
p1+p2
2
p1−1∑
m1=0
p2−1∑
m2=0
(
p1
m1
)(
p2
m2
)
·
(
p1 −m1
d1(T )
)
d1(T )!
(
p2 −m2
d2(T )
)
d2(T )![Fp1,p2, C˜]1,∞
·
n+1∏
j=3
(
N∑
pj=2
D
pj
2
pj−1∑
mj=0
(
pj
mj
)(
pj −mj
dj(T )
)
dj(T )!‖F jpj‖1,∞
)
· 1∑n+1
j=1 mj=m
1∑n+1
j=1 pj−2n≥m
.
Again when Pj1 does not hold, the assumption (3.33) excludes that the vertex 2 is
on the shortest path between j1 and 1 in T so that we can carry out the recursive
estimation along the branch containing the vertex 2 before that along the branch
containing the vertex 1. Combining this inequality with (3.29) and (3.21) results
in (3.26) for m ≥ 2.
Next we consider the Grassmann polynomials E(n)(ψ) ∈ ∧even V (n ∈ N) de-
fined as follows.
E(n)(ψ) :=
N/2∑
p,q=2
1p,q∈2N
(
1
h
)p+q ∑
X∈Ip
Y∈Iq
Fp,q(X,Y)
· Tree({sj}m+1j=1 , C)(ψ1 + ψ)X
m+1∏
j=2
F sj(ψsj + ψ)
∣∣∣∣∣
ψ
sj=0
(∀j∈{1,2,··· ,m+1})
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· Tree({tk}n−mk=1 , C)(ψ1 + ψ)Y
n−m∏
k=2
F tk(ψtk + ψ)
∣∣∣∣∣
ψtk=0
(∀k∈{1,2,··· ,n−m})
,
where the functions Fp,q : I
p × Iq → C (p, q ∈ {2, 4, · · · , N/2}) are bi-anti-
symmetric and satisfy (3.13), (3.23) and
m ∈ {0, 1, · · · , n− 1},
1 = s1 < s2 < · · · < sm+1 ≤ n, 1 = t1 < t2 < · · · < tn−m ≤ n,
{sj}m+1j=2 ∪ {tk}n−mk=2 = {2, 3, · · · , n}, {sj}m+1j=2 ∩ {tk}n−mk=2 = ∅.
Here we assume that {sj}m+1j=2 = ∅ if m = 0, {tk}n−mk=2 = ∅ if m = n− 1.
Lemma 3.3. For any n ∈ N, a, b ∈ {2, 4, · · · , N/2} there exists a function E(n)a,b :
Ia × Ib → C such that E(n)a,b is bi-anti-symmetric, satisfies (3.13), (3.23) and
E(n)(ψ) =
N/2∑
a,b=2
1a,b∈2N
(
1
h
)a+b ∑
X∈Ia
Y∈Ib
E
(n)
a,b (X,Y)ψXψY.
Moreover, the following inequalities hold for any a, b ∈ {2, 4, · · · , N/2}, n ∈ N≥2.
‖E(1)a,b‖1,∞ ≤
N/2∑
p=a
N/2∑
q=b
1p,q∈2N
(
p
a
)(
q
b
)
D
1
2
(p+q−a−b)‖Fp,q‖1,∞.
(3.34)
‖E(1)a,b‖1 ≤
N/2∑
p=a
N/2∑
q=b
1p,q∈2N
(
p
a
)(
q
b
)
D
1
2
(p+q−a−b)‖Fp,q‖1.
(3.35)
‖E(n)a,b ‖1,∞ ≤ (1m6=0(m− 1)! + 1m=0)(1m6=n−1(n−m− 2)! + 1m=n−1)
(3.36)
· 2−2a−2bD−n+1− 12 (a+b)‖C˜‖n−11,∞
N/2∑
p1,q1=2
1p1,q1∈2N2
3p1+3q1D
p1+q1
2 ‖Fp1,q1‖1,∞
·
m+1∏
j=2
(
N∑
pj=2
23pjD
pj
2 ‖F sjpj ‖1,∞
)
n−m∏
k=2
(
N∑
qk=2
23qkD
qk
2 ‖F tkqk ‖1,∞
)
· 1∑m+1
j=1 pj−2m≥a
1∑n−m
k=1 qk−2(n−m−1)≥b
.
‖E(n)a,b ‖1 ≤ (1m6=0(m− 1)! + 1m=0)(1m6=n−1(n−m− 2)! + 1m=n−1)
(3.37)
· 2−2a−2bD−n+1− 12 (a+b)‖C˜‖n−11,∞
N/2∑
p1,q1=2
1p1,q1∈2N2
3p1+3q1D
p1+q1
2 ‖Fp1,q1‖1,∞
·
m+1∏
j=2
(
N∑
pj=2
23pjD
pj
2 (1sj 6=n‖F sjpj ‖1,∞ + 1sj=n‖F sjpj ‖1)
)
44
·
n−m∏
k=2
(
N∑
qk=2
23qkD
qk
2 (1tk 6=n‖F tkqk ‖1,∞ + 1tk=n‖F tkqk ‖1)
)
· 1∑m+1
j=1 pj−2m≥a
1∑n−m
k=1 qk−2(n−m−1)≥b
.
Proof. By using anti-symmetry we can transform E(n)(ψ) as follows.
E(n)(ψ)
(3.38)
=
N/2∑
p1,q1=2
1p1,q1∈2N
p1∑
u1=0
(1m=0 + 1m6=01u1≤p1−1)
(
p1
u1
)(
1
h
)u1 ∑
X1∈Iu1
·
q1∑
v1=0
(1m=n−1 + 1m6=n−11v1≤q1−1)
(
q1
v1
)(
1
h
)v1 ∑
Y1∈Iv1
·
m+1∏
j=2

 N∑
pj=2
pj−1∑
uj=0
(
pj
uj
)(
1
h
)uj ∑
Xj∈I
uj

 n−m∏
k=2
(
N∑
qk=2
qk−1∑
vk=0
(
qk
vk
)(
1
h
)vk ∑
Yk∈I
vk
)
· fnm((pj)1≤j≤m+1, (uj)1≤j≤m+1, (qj)1≤j≤n−m, (vj)1≤j≤n−m)
((X1,X2, · · · ,Xm+1), (Y1,Y2, · · · ,Yn−m))
· ψX1ψX2 · · ·ψXm+1ψY1ψY2 · · ·ψYn−m ,
where the function
fnm((pj)1≤j≤m+1, (uj)1≤j≤m+1, (qj)1≤j≤n−m, (vj)1≤j≤n−m) :
m+1∏
j=1
Iuj ×
n−m∏
k=1
Ivk → C
is defined by
fnm((pj)1≤j≤m+1, (uj)1≤j≤m+1, (qj)1≤j≤n−m, (vj)1≤j≤n−m)(3.39)
((X1,X2, · · · ,Xm+1), (Y1,Y2, · · · ,Yn−m))
:=
(
1
h
)p1+q1−u1−v1 ∑
W1∈Ip1−u1
∑
Z1∈Iq1−v1
Fp1,q1((W1,X1), (Z1,Y1))
·
m+1∏
j=2

(1
h
)pj−uj ∑
Wj∈I
pj−uj
F sjpj (Wj,Xj)


·
n−m∏
k=2

(1
h
)qk−vk ∑
Zk∈I
qk−vk
F tkqk (Zk,Yk)


· Tree({sj}m+1j=1 , C)
m+1∏
j=1
ψ
sj
Wj
∣∣∣∣∣
ψ
sj=0
(∀j∈{1,2,··· ,m+1})
· Tree({tk}n−mk=1 , C)
n−m∏
k=1
ψtkZk
∣∣∣∣∣
ψtk=0
(∀k∈{1,2,··· ,n−m})
· (−1)
∑m
j=1 uj
∑m+1
i=j+1(pi−ui)+
∑n−m−1
k=1 vk
∑n−m
i=k+1(qi−vi).
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For simplicity, set p := (pj)1≤j≤m+1, u := (uj)1≤j≤m+1, q := (qj)1≤j≤n−m, v :=
(vj)1≤j≤n−m. Since the kernel of E
(n)(ψ) inherits many properties from the function
fnm(p,u,q,v), we should study f
n
m(p,u,q,v) first.
It follows from the property (3.13) of Fp1,q1, F
j and (3.12) that fnm(p,u,q,v)(·)
satisfies (3.13). Assume that u = 0 and define the function g : Ip1 → C by
g(X)
:=
m+1∏
j=2

(1
h
)pj ∑
Wj∈I
pj
F sjpj (Wj)

Tree({sj}m+1j=1 , C)ψs1X
m+1∏
j=2
ψ
sj
Wj
∣∣∣∣∣
ψ
sj=0
(∀j∈{1,2,··· ,m+1})
.
By (3.12) and the property (3.13) of F j the function g satisfies (3.13) too. Then,
the property (3.23) of Fp1,q1 implies that
fnm(p, 0,q,v)(Y1,Y2, · · · ,Yn−m)
=
(
1
h
)p1+q1−v1 ∑
W1∈Ip1
∑
Z1∈Iq1−v1
Fp1,q1(W1, (Z1,Y1))g(W1)
·
n−m∏
k=2

(1
h
)qk−vk ∑
Zk∈I
qk−vk
F tkqk (Zk,Yk)


· Tree({tk}n−mk=1 , C)
n−m∏
k=1
ψtkZk
∣∣∣∣∣
ψtk=0
(∀k∈{1,2,··· ,n−m})
(−1)
∑n−m−1
k=1 vk
∑n−m
i=k+1(qi−vi)
= 0,
(
∀(Y1,Y2, · · · ,Yn−m) ∈
n−m∏
k=1
Ivk
)
.
Similarly we can check that fnm(p,u,q, 0) ≡ 0.
To confirm that fnm(p,u,q,v)(·, ·) satisfies (3.23), let us take a function h :∏m+1
j=1 [0, β)
uj
h → C satisfying (3.22). Here let us temporarily extend the notational
rule defined in (3.1) as follows. For X = (ρ1x1s1ξ1, · · · , ρnxnsnξn) ∈ ({1, 2}×Zd×
1
h
Z× {1,−1})n, t = (t1, · · · , tn) ∈ ( 1hZ)n, set
X+ t := (ρ1x1(s1 + t1)ξ1, · · · , ρnxn(sn + tn)ξn).
Then, we see that for any Xj ∈ (I0)uj (j = 1, 2, · · · , m + 1), Yk ∈ Ivk (k =
1, 2, · · · , n−m),
m+1∏
j=1
( ∑
sj∈[0,β)
uj
h
)
h(s1, s2, · · · , sm+1)
(3.40)
· fnm(p,u,q,v)((X1 + s1,X2 + s2, · · · ,Xm+1 + sm+1), (Y1,Y2, · · · ,Yn−m))
=
(
1
h
)p1+q1−u1−v1 ∑
W1∈(I
0)p1−u1
Z1∈I
q1−v1
∑
s1∈[0,β)
u1
h
t1∈[0,β)
p1−u1
h
Fp1,q1((W1 + t1,X1 + s1), (Z1,Y1))
· h′(W1,Z1)(t1, s1),
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where
h′(W1,Z1)(t1, s1) :=
m+1∏
j=2
( ∑
sj∈[0,β)
uj
h
)
h(s1, s2, · · · , sm+1)
·
m+1∏
j=2

(1
h
)pj−uj ∑
Wj∈I
pj−uj
F sjpj (Wj ,Xj + sj)


·
n−m∏
k=2

(1
h
)qk−vk ∑
Zk∈I
qk−vk
F tkqk (Zk,Yk)


· Tree({sj}m+1j=1 , C)ψs1W1+t1
m+1∏
j=2
ψ
sj
Wj
∣∣∣∣∣
ψ
sj=0
(∀j∈{1,2,··· ,m+1})
· Tree({tk}n−mk=1 , C)
n−m∏
k=1
ψtkZk
∣∣∣∣∣
ψtk=0
(∀k∈{1,2,··· ,n−m})
· (−1)
∑m
j=1 uj
∑m+1
i=j+1(pi−ui)+
∑n−m−1
k=1 vk
∑n−m
i=k+1(qi−vi).
The equality (3.12), the property (3.13) of F j and the property (3.22) of h imply
that
h′(W1,Z1)(rβ(t1 + s), · · · , rβ(tp1−u1 + s), rβ(s1 + s), · · · , rβ(su1 + s))
= h′(W1,Z1)(t1, · · · , tp1−u1, s1, · · · , su1),(
∀tj ∈ [0, β)h (j = 1, · · · , p1 − u1), sk ∈ [0, β)h (k = 1, · · · , u1), s ∈ 1
h
Z
)
.
Thus, the property (3.23) of Fp1,q1 ensures that the right-hand side of (3.40)
vanishes. By the same procedure as above we can check that for any function
φ :
∏n−m
j=1 [0, β)
vj
h → C satisfying (3.22), Xj ∈ Iuj (j = 1, 2, · · · , m+1), Yk ∈ (I0)vk
(k = 1, 2, · · · , n−m),
n−m∏
k=1

 ∑
tk∈[0,β)
vk
h

φ(t1, t2, · · · , tn−m)
· fnm(p,u,q,v)((X1,X2, · · · ,Xm+1), (Y1 + t1,Y2 + t2, · · · ,Yn−m + tn−m)) = 0.
After these preparations we define the functions E
(n)
a,b : I
a × Ib → C (a, b ∈
{0, 2, 4, · · · , N}) by
E
(n)
a,b (X,Y) :=
N/2∑
p1,q1=2
1p1,q1∈2N
p1∑
u1=0
(1m=0 + 1m6=01u1≤p1−1)
(
p1
u1
)(3.41)
·
q1∑
v1=0
(1m=n−1 + 1m6=n−11v1≤q1−1)
(
q1
v1
)
·
m+1∏
j=2

 N∑
pj=2
pj−1∑
uj=0
(
pj
uj
) n−m∏
k=2
(
N∑
qk=2
qk−1∑
vk=0
(
qk
vk
))
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· fnm((pj)1≤j≤m+1, (uj)1≤j≤m+1, (qj)1≤j≤n−m, (vj)1≤j≤n−m)
((X′1,X
′
2, · · · ,X′m+1), (Y′1,Y′2, · · · ,Y′n−m))
· 1∑m+1
j=1 uj=a
1∑n−m
k=1 vk=b
1∑m+1
j=1 pj−2m≥a
1∑n−m
k=1 qk−2(n−m−1)≥b
· 1
a!b!
∑
σ∈Sa
τ∈Sb
sgn(σ) sgn(τ)1(X′1,X′2,··· ,X′m+1)=Xσ1(Y′1,Y′2,··· ,Y′n−m)=Yτ .
By definition E
(n)
a,b is bi-anti-symmetric. Moreover, it follows from the above study
on the function fnm(p,u,q,v) that E
(n)
a,b satisfies (3.13), (3.23) and that E
(n)
a,b ≡ 0 if
a = 0 or b = 0. Thus, by (3.38)
E(n)(ψ) =
N/2∑
a,b=2
1a,b∈2N
(
1
h
)a+b ∑
X∈Ia
Y∈Ib
E
(n)
a,b (X,Y)ψXψY.
To establish upper bounds on the integrals of E
(n)
a,b , let us study bound properties
of fnm(p,u,q,v). First we consider the case n = 1. In this case it simply follows
from (3.8), (3.11) that for any X1 ∈ Iu1 , Y1 ∈ Iv1
|fnm(p,u,q,v)(X1,Y1)|
≤
(
1
h
)p1+q1−u1−v1 ∑
W1∈I
p1−u1
Z1∈I
q1−v1
|Fp1,q1((W1,X1), (Z1,Y1))|D
1
2
(p1+q1−u1−v1),
and thus
‖fnm(p,u,q,v)‖1,∞ ≤ D
1
2
(p1+q1−u1−v1)‖Fp1,q1‖1,∞,(3.42)
‖fnm(p,u,q,v)‖1 ≤ D
1
2
(p1+q1−u1−v1)‖Fp1,q1‖1.(3.43)
Next let us assume that n ≥ 2. By (3.2), (3.9), (3.11), for any Xj ∈ Iuj
(j = 1, 2, · · · , m+ 1), Yj ∈ Ivj (j = 1, 2, · · · , n−m),
|fnm(p,u,q,v)((X1,X2, · · · ,Xm+1), (Y1,Y2, · · · ,Yn−m))|
≤ 2n−1
∑
S∈T({sj}
m+1
j=1 )
∑
T∈T({tk}
n−m
k=1 )
(
1
h
)p1+q1−u1−v1 ∑
W1∈I
p1−u1−d1(S)
W′
1
∈Id1(S)
∑
Z1∈I
q1−v1−d1(T )
Z′
1
∈Id1(T )
·
(
p1 − u1
d1(S)
)(
q1 − v1
d1(T )
)
|Fp1,q1((W1,W′1,X1), (Z1,Z′1,Y1))|
·
m+1∏
j=2
((
1
h
)pj−uj ∑
Wj∈I
pj−uj−dsj (S)
W′
j
∈I
dsj (S)
(
pj − uj
dsj(S)
)
|F sjpj (Wj,W′j,Xj)|
)
·
n−m∏
k=2
((
1
h
)qk−vk ∑
Zk∈I
qk−vk−dtk
(T )
Z′
k
∈I
dtk
(T )
(
qk − vk
dtk(T )
)
|F tkqk (Zk,Z′k,Yk)|
)
·D 12 (
∑m+1
j=1 pj−2m−
∑m+1
j=1 uj)+
1
2
(
∑n−m
k=1 qk−2(n−m−1)−
∑n−m
k=1 vk)
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·
∣∣∣∣∣∣
∏
{p,q}∈S
∆{p,q}(C)
m+1∏
j=1
ψ
sj
W′j
∣∣∣∣∣∣
∣∣∣∣∣∣
∏
{p,q}∈T
∆{p,q}(C)
n−m∏
k=1
ψtk
Z′k
∣∣∣∣∣∣
= 2n−1D−n+1−
1
2
(
∑m+1
j=1 uj+
∑n−m
k=1 vk)
∑
S∈T({sj}
m+1
j=1 )
∑
T∈T({tk}
n−m
k=1 )
·
(
1
h
)p1+q1−u1−v1 ∑
W1∈I
p1−u1−d1(S)
W′1∈I
d1(S)
∑
Z1∈I
q1−v1−d1(T )
Z′1∈I
d1(T )
·
(
p1 − u1
d1(S)
)(
q1 − v1
d1(T )
)
D
1
2
(p1+q1)|Fp1,q1((W1,W′1,X1), (Z1,Z′1,Y1))|
·
m+1∏
j=2
((
1
h
)pj−uj ∑
Wj∈I
pj−uj−dsj
(S)
W′
j
∈I
dsj
(S)
(
pj − uj
dsj(S)
)
D
pj
2 |F sjpj (Wj,W′j,Xj)|
)
·
n−m∏
k=2
((
1
h
)qk−vk ∑
Zk∈I
qk−vk−dtk
(T )
Z′
k
∈I
dtk
(T )
(
qk − vk
dtk(T )
)
D
qk
2 |F tkqk (Zk,Z′k,Yk)|
)
·
∣∣∣∣∣∣
∏
{p,q}∈S
∆{p,q}(C)
m+1∏
j=1
ψ
sj
W′j
∣∣∣∣∣∣
∣∣∣∣∣∣
∏
{p,q}∈T
∆{p,q}(C)
n−m∏
k=1
ψtk
Z′k
∣∣∣∣∣∣ ,
where for consistency we admit that∣∣∣∣∣∣
∏
{p,q}∈S
∆{p,q}(C)
m+1∏
j=1
ψ
sj
W′j
∣∣∣∣∣∣ := 1 if m = 0,∣∣∣∣∣∣
∏
{p,q}∈T
∆{p,q}(C)
n−m∏
k=1
ψtk
Z′k
∣∣∣∣∣∣ := 1 if m = n− 1,
since in these cases S (or T ) has no line. For each S ∈ T({sj}m+1j=1 ), T ∈ T({tk}n−mk=1 )
we can draw a line between the vertex s1(= 1) of S and the vertex t1(= 1) of T to
form a tree containing both S and T . To estimate ‖fnm(p,u,q,v)‖1, we consider the
vertex n as the root of this large tree. Then, by repeating the recursive estimation
from younger branches to the root n and using the inequality (3.21) we deduce
that
‖fnm(p,u,q,v)‖1
(3.44)
≤ 2n−1D−n+1− 12 (
∑m+1
j=1 uj+
∑n−m
k=1 vk)
∑
S∈T({sj}
m+1
j=1 )
∑
T∈T({tk}
n−m
k=1 )
·
(
p1 − u1
d1(S)
)(
q1 − v1
d1(T )
)
d1(S)!d1(T )!D
1
2
(p1+q1)
·
(
1n∈{sj}m+1j=2 supX0∈I
(
1
h
)p1+q1 ∑
X∈Ip1
Y∈Iq1
|Fp1,q1(X,Y)||C˜(X0, X1)|
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+ 1n∈{tk}n−mk=2
sup
Y0∈I
(
1
h
)p1+q1 ∑
X∈Ip1
Y∈Iq1
|Fp1,q1(X,Y)||C˜(Y0, Y1)|
)
·
m+1∏
j=2
((
pj − uj
dsj(S)
)
dsj(S)!D
pj
2
(
1sj 6=n sup
X0∈I
(
1
h
)pj ∑
X∈Ipj
|F sjpj (X)||C˜(X0, X1)|
+ 1sj=n‖F sjpj ‖1
))
·
n−m∏
k=2
((
qk − vk
dtk(T )
)
dtk(T )!D
qk
2
(
1tk 6=n sup
X0∈I
(
1
h
)qk ∑
X∈Iqk
|F tkqk (X)||C˜(X0, X1)|
+ 1tk=n‖F tkqk ‖1
))
≤ (1m+1≥2(m− 1)! + 1m+1=1)(1n−m≥2(n−m− 2)! + 1n−m=1)
· 2−2
∑m+1
j=1 uj−2
∑n−m
k=1 vkD−n+1−
1
2
(
∑m+1
j=1 uj+
∑n−m
k=1 vk)‖C˜‖n−11,∞
· 22p1+2q1D 12 (p1+q1)‖Fp1,q1‖1,∞
·
m+1∏
j=2
(22pjD
pj
2 (1sj 6=n‖F sjpj ‖1,∞ + 1sj=n‖F sjpj ‖1))
·
n−m∏
k=2
(22qkD
qk
2 (1tk 6=n‖F tkqk ‖1,∞ + 1tk=n‖F tkqk ‖1)).
We should remark that the inequality
2n−1(1m+1≥2(m− 1)!2−m−1 + 1m+1=1)(1n−m≥2(n−m− 2)!2−n+m + 1n−m=1)
≤ (1m+1≥2(m− 1)! + 1m+1=1)(1n−m≥2(n−m− 2)! + 1n−m=1)
was used to derive the second inequality.
Estimation of ‖fnm(p,u,q,v)‖1,∞ can be done similarly. In this case first we fix
a component of ((X1,X2, · · · ,Xm+1), (Y1,Y2, · · · ,Yn−m)). Then, there uniquely
exists a vertex of the enlarged tree containing both S and T such that the fixed
component is a variable of the function F j or Fp,q on the vertex. We consider the
vertex as the root of the enlarged tree and repeat the same recursive estimation as
above. The result is that
‖fnm(p,u,q,v)‖1,∞
(3.45)
≤ (1m+1≥2(m− 1)! + 1m+1=1)(1n−m≥2(n−m− 2)! + 1n−m=1)
· 2−2
∑m+1
j=1 uj−2
∑n−m
k=1 vkD−n+1−
1
2
(
∑m+1
j=1 uj+
∑n−m
k=1 vk)‖C˜‖n−11,∞
· 22p1+2q1D 12 (p1+q1)‖Fp1,q1‖1,∞
m+1∏
j=2
(22pjD
pj
2 ‖F sjpj ‖1,∞)
n−m∏
k=2
(22qkD
qk
2 ‖F tkqk ‖1,∞).
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It follows from the definition (3.41) that
‖E(n)a,b ‖norm ≤
N/2∑
p1,q1=2
1p1,q1∈2N
p1∑
u1=0
(1m=0 + 1m6=01u1≤p1−1)
(
p1
u1
)(3.46)
·
q1∑
v1=0
(1m=n−1 + 1m6=n−11v1≤q1−1)
(
q1
v1
)
·
m+1∏
j=2

 N∑
pj=2
pj−1∑
uj=0
(
pj
uj
) n−m∏
k=2
(
N∑
qk=2
qk−1∑
vk=0
(
qk
vk
))
‖fnm(p,u,q,v)‖norm
· 1∑m+1
j=1 uj=a
1∑n−m
k=1 vk=b
1∑m+1
j=1 pj−2m≥a
1∑n−m
k=1 qk−2(n−m−1)≥b
,
where norm = ‘1,∞′ or norm = 1. When n = 1, by substituting (3.42) into
(3.46) with norm = ‘1,∞′ we obtain (3.34). By substituting (3.43) into (3.46)
with norm = 1 we obtain (3.35). Assume that n ≥ 2. By inserting (3.45) into
(3.46) with norm = ‘1,∞′ we see that
‖E(n)a,b ‖1,∞ ≤
N/2∑
p1,q1=2
1p1,q1∈2N
p1∑
u1=0
(
p1
u1
) q1∑
v1=0
(
q1
v1
)
·
m+1∏
j=2

 N∑
pj=2
pj−1∑
uj=0
(
pj
uj
) n−m∏
k=2
(
N∑
qk=2
qk−1∑
vk=0
(
qk
vk
))
· (1m+1≥2(m− 1)! + 1m+1=1)(1n−m≥2(n−m− 2)! + 1n−m=1)
· 2−2a−2bD−n+1− 12 (a+b)‖C˜‖n−11,∞22p1+2q1D
1
2
(p1+q1)‖Fp1,q1‖1,∞
·
m+1∏
j=2
(22pjD
pj
2 ‖F sjpj ‖1,∞)
n−m∏
k=2
(22qkD
qk
2 ‖F tkqk ‖1,∞)
· 1∑m+1
j=1 pj−2m≥a
1∑n−m
k=1 qk−2(n−m−1)≥b
,
which gives (3.36). By combining (3.44) with (3.46) with norm = 1 we obtain
(3.37).
3.3 Generalized covariances
To construct a double-scale integration process in a generalized setting, here we list
the assumptions on a couple of generalized covariances. Let c0 ∈ R≥1, Dc ∈ R>0.
We assume that covariances C0, C1 : I20 → C satisfy the following properties.
• C1 satisfies (3.10).
•
C0(ρxs, ηyt) = C0(ρx0, ηy0), (∀ρ, η ∈ {1, 2}, x,y ∈ Γ, s, t ∈ [0, β)h).
(3.47)
•
| det(〈ui,vj〉CmCl(Xi, Yj))1≤i,j≤n| ≤ cn0 ,(3.48)
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(∀m,n ∈ N, ui,vi ∈ Cm with ‖ui‖Cm, ‖vi‖Cm ≤ 1,
Xi, Yi ∈ I0 (i = 1, 2, · · · , n), l ∈ {0, 1}).
•
‖C˜1‖1,∞ ≤ c0.(3.49)
‖C˜1‖ ≤ c0.(3.50)
‖C˜0‖1,∞ ≤ c0Dc.(3.51)
Here C˜l(: I2 → C) is the anti-symmetric extension of Cl defined as in (3.5). In
practice C1 will be replaced by the free covariance with many Matsubara frequencies
and the covariance C0 will be the free covariance containing only one Matsubara
frequency closest to the parameter θ/2. The condition (3.47) requires C0 to be
independent of the time variables, which may be seen as a strong assumption at
this point. If a covariance sums over only one time-momentum, then by a gauge
transform the covariance can be made independent of the time variables. It will
turn out that because of the time-independence of C0, only negligibly small data
bounded by the inverse volume factor remain after the double-scale integration of
the correction term.
3.4 The first integration without the artificial term
Our purpose here is to develop a single-scale analysis concerning the single-scale
integration
log
(∫
e−V (u)(ψ+ψ
1)+W (u)(ψ+ψ1)dµC1(ψ
1)
)
.
In fact what we will analyze is an analytic continuation of the above Grassmann
polynomial which a priori makes sense only if the coupling constant is sufficiently
small. The analytically continued polynomial will be related to the Grassmann
integral of the correction term by the identity theorem in Subsection 4.2. In the
next subsection we will add the artificial term −A(ψ) to the input −V (ψ)+W (ψ).
To describe properties of the output of the above integration, we introduce a
couple of sets of
∧V-valued functions. For sets O,O′ let Map(O,O′) denote the set
of maps fromO toO′. From now we use a parameter α ∈ R≥1 in many situations. In
this subsection kernels of Grassmann polynomials are parameterized by u ∈ D(r).
To describe uniform convergent properties of the kernels, let us modify the norm
‖ · ‖1,∞ defined in Subsection 3.1 as follows. For f ∈ Map(D(r),Map(Im,C)) we
set
‖f‖1,∞,r := sup
u∈D(r)
‖f(u)‖1,∞.
For notational consistency we set
‖f‖1,∞,r := sup
u∈D(r)
|f(u)|
for f ∈ Map(D(r),C) as well.
With these notations, for r ∈ R>0 we define the subsetQ(r) of Map(D(r),
∧
even V)
as follows. f belongs to Q(r) if and only if the following statements hold.
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• f ∈ Map
(
D(r),
∧
even
V
)
.
• u 7→ f(u)(ψ) : D(r)→ ∧V is continuous in D(r) and analytic in D(r).
• For any u ∈ D(r) the anti-symmetric kernels f(u)m : Im → C (m =
2, 4, · · · , N) satisfy (3.13) and
h
N
α2‖f0‖1,∞,r ≤ L−d,
N∑
m=2
c
m
2
0 α
m‖fm‖1,∞,r ≤ L−d.(3.52)
In short the set Q(r) gathers Grassmann data bounded by L−d.
Next we define the subset R(r) of Map(D(r),∧even V) as follows. f belongs to
R(r) if and only if the following statements hold.
• f ∈ Map
(
D(r),
∧
even
V
)
.
• u 7→ f(u)(ψ) : D(r)→ ∧V is continuous in D(r) and analytic in D(r).
• There exist fp,q ∈ Map(D(r),Map(Ip × Iq,C)) (p, q ∈ {2, 4, · · · , N/2}) such
that for any u ∈ D(r), p, q ∈ {2, 4, · · · , N/2}, fp,q(u) : Ip × Iq → C is
bi-anti-symmetric and satisfies (3.13), (3.23) and
f(u)(ψ) =
N/2∑
p,q=2
1p,q∈2N
(
1
h
)p+q ∑
X∈Ip
Y∈Iq
fp,q(u)(X,Y)ψXψY,
N/2∑
p,q=2
1p,q∈2Nc
1
2
(p+q)
0 α
p+q‖fp,q‖1,∞,r ≤ 1.(3.53)
In short the setR(r) collects Grassmann data whose kernels have the good property
(3.23).
With fixed r ∈ R>0 let us define V 0−1,1, V 0−2,1, V 0,1 ∈ Map(D(r),
∧
even V) as
follows.
V 0−1,1(u)(ψ) :=
(
1
h
)2 ∑
X∈I2
V 0−1,12 (u)(X)ψX,
V 0−2,1(u)(ψ) :=
(
1
h
)4 ∑
X,Y∈I2
V 0−2,12,2 (u)(X,Y)ψXψY,
V 0,1(u)(ψ) := V 0−1,1(u)(ψ) + V 0−2,1(u)(ψ), (u ∈ D(r)),
where
V 0−1,12 (u)(ρ1x1s1ξ1, ρ2x2s2ξ2)(3.54)
:= −1
2
uL−dh1(ρ1,x1,s1)=(ρ2,x2,s2)1ρ1=1(1(ξ1,ξ2)=(1,−1) − 1(ξ1,ξ2)=(−1,1)),
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V 0−2,12,2 (u)(ρ1x1s1ξ1, ρ2x2s2ξ2, η1y1t1ζ1, η2y2t2ζ2)(3.55)
:= −1
4
uL−dh21(x1,s1,y1,t1)=(x2,s2,y2,t2)(h1s1=t1 − β−1)
·
∑
σ,τ∈S2
sgn(σ) sgn(τ)1(ρσ(1),ρσ(2),ητ(1),ητ(2))=(1,2,2,1)
· 1(ξσ(1),ξσ(2),ζτ(1),ζτ(2))=(1,−1,1,−1).
One can check that V 0−1,12 (u) : I
2 → C is anti-symmetric, V 0−2,12,2 (u) : I2×I2 → C is
bi-anti-symmetric and V 0,1(u)(ψ) is equal to the initial data −V (u)(ψ)+W (u)(ψ).
Then, we define V 0−1−1,0, V 0−1−2,0, V 0−2,0 ∈ Map(D(r),∧even V) as follows. For
any n ∈ N, u ∈ D(r),
V 0−1−1,0,(n)(u)(ψ)
:=
1
n!
Tree({1, 2, · · · , n}, C1)
n∏
j=1

 ∑
bj∈{1,2}
V 0−bj ,1(u)(ψj + ψ)


∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
1∃j(bj=1),
V 0−1−2,0,(n)(u)(ψ)
:=
(
1
h
)4 ∑
X,Y∈I2
V 0−2,12,2 (u)(X,Y)
1
n!
Tree({1, 2, · · · , n+ 1}, C1)
· (ψ1 + ψ)X(ψ2 + ψ)Y
n+1∏
j=3
V 0−2,1(u)(ψj + ψ)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n+1})
,
V 0−2,0,(n)(u)(ψ)
:=
1
n!
n−1∑
m=0
∑
({sj}
m+1
j=1 ,{tk}
n−m
k=1 )∈S(n,m)
(
1
h
)4 ∑
X,Y∈I2
V 0−2,12,2 (u)(X,Y)
· Tree({sj}m+1j=1 , C1)(ψs1 + ψ)X
m+1∏
j=2
V 0−2,1(u)(ψsj + ψ)
∣∣∣∣∣
ψ
sj=0
(∀j∈{1,2,··· ,m+1})
· Tree({tk}n−mk=1 , C1)(ψt1 + ψ)Y
n−m∏
k=2
V 0−2,1(u)(ψtk + ψ)
∣∣∣∣∣
ψtk=0
(∀j∈{1,2,··· ,n−m})
,
where
S(n,m) :=

({sj}
m+1
j=1 , {tk}n−mk=1 )
∣∣∣∣∣
1 = s1 < s2 < · · · < sm+1 ≤ n,
1 = t1 < t2 < · · · < tn−m ≤ n,
{sj}m+1j=2 ∪ {tk}n−mk=2 = {2, 3, · · · , n},
{sj}m+1j=2 ∩ {tk}n−mk=2 = ∅.

 .
Then, set
V 0−1−j,0(u)(ψ) :=
∞∑
n=1
V 0−1−j,0,(n)(u)(ψ), (j = 1, 2),
V 0−1,0(u)(ψ) := V 0−1−1,0(u)(ψ) + V 0−1−2,0(u)(ψ),
V 0−2,0(u)(ψ) :=
∞∑
n=1
V 0−2,0,(n)(u)(ψ),
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on the assumption that these series converge in
∧V. The reason why we use the
label 0−1, 0−2 as the 1st superscript is that these Grassmann data are independent
of the artificial parameters λ1, λ2 and thus are classified as the data of degree 0
with λ1, λ2. In the next subsection we will introduce the data V
1−j (j = 1, 2, 3)
and V 2 which are of degree 1 and of degree at least 2 with the parameters λ1, λ2
respectively. The 2nd superscripts 1, 0 indicate the scale of integration. The data
being integrated with the covariance C1 have the 2nd superscript 1, while the data
to be integrated with the covariance C0 have the 2nd superscript 0. Thus, it can
be read that V 0,1 is independent of λ1, λ2 and to be integrated with C1, V 0−1,0 is
independent of λ1, λ2 and to be integrated with C0 and so on.
We should explain the structure of the above definitions. The idea of the fol-
lowing transformation is essentially same as the equalities [16, (3.38)], [15, (IV.15)].
It follows from the general formulas (3.6), (3.7) that
1
n!
(
d
dz
)n
log
(∫
ezV
0,1(u)(ψ1+ψ)dµC1(ψ
1)
) ∣∣∣∣∣
z=0
(3.56)
= V 0−1−1,0,(n)(u)(ψ)
+
(
1
h
)4 ∑
X,Y∈I2
V 0−2,12,2 (u)(X,Y)
1
n!
Tree({1, 2, · · · , n}, C1)
· (ψ1 + ψ)X(ψ1 + ψ)Y
n∏
j=2
V 0−2,1(u)(ψj + ψ)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
= V 0−1−1,0,(n)(u)(ψ)
+
(
1
h
)4 ∑
X,Y∈I2
V 0−2,12,2 (u)(X,Y)
1
n!
n∏
j=1
(
∂
∂zj
)
· log
(∫
ez1(ψ
1+ψ)X(ψ
1+ψ)Y+
∑n
j=2 zjV
0−2,1(u)(ψ1+ψ)dµC1(ψ
1)
) ∣∣∣∣∣
zj=0
(∀j∈{1,2,··· ,n})
= V 0−1−1,0,(n)(u)(ψ)
+
(
1
h
)4 ∑
X,Y∈I2
V 0−2,12,2 (u)(X,Y)
· 1
n!
n∏
j=2
(
∂
∂zj
)∫
(ψ1 + ψ)X(ψ
1 + ψ)Ye
∑n
j=2 zjV
0−2,1(u)(ψ1+ψ)dµC1(ψ
1)
·
(∫
e
∑n
j=2 zjV
0−2,1(u)(ψ1+ψ)dµC1(ψ
1)
)−1 ∣∣∣∣∣
zj=0
(∀j∈{2,3,··· ,n})
= V 0−1−1,0,(n)(u)(ψ)
+
(
1
h
)4 ∑
X,Y∈I2
V 0−2,12,2 (u)(X,Y)
1
n!
n∏
j=0
(
∂
∂zj
)
·
(
log
(∫
ez0(ψ
1+ψ)X+z1(ψ
1+ψ)Y+
∑n
j=2 zjV
0−2,1(u)(ψ1+ψ)dµC1(ψ
1)
)
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+ log
(∫
ez0(ψ
1+ψ)X+
∑n
j=2 zjV
0−2,1(u)(ψ1+ψ)dµC1(ψ
1)
)
· log
(∫
ez1(ψ
1+ψ)Y+
∑n
j=2 zjV
0−2,1(u)(ψ1+ψ)dµC1(ψ
1)
))∣∣∣∣∣
zj=0
(∀j∈{0,1,··· ,n})
= V 0−1−1,0,(n)(u)(ψ) + V 0−1−2,0,(n)(u)(ψ) + V 0−2,0,(n)(u)(ψ).
Remark that for any f j(ψ) ∈ ∧even V (j = 1, 2, · · · , n) the maps
(z1, z2, · · · , zn) 7→ log
(∫
e
∑n
j=1 zjf
j(ψ1+ψ)dµC1(ψ
1)
)
,
(z1, z2, · · · , zn) 7→
(∫
e
∑n
j=1 zjf
j(ψ1+ψ)dµC1(ψ
1)
)−1
are analytic in a neighborhood of the origin and thus the above transformation
holds true. See e.g. [7] for properties of inverse and logarithm of even Grassmann
polynomials.
In the rest of this subsection we prove the following lemma.
Lemma 3.4. For any α ∈ [23,∞),
V 0−1,0 ∈ Q(2−9c−20 α−4), V 0−2,0 ∈ R(2−9c−20 α−4).
Remark 3.5. The reason why we introduce the norm ‖ · ‖1,∞,r is that we want to
make use of the following fact. If fn ∈ Map(D(r),∧even V) (n ∈ N) satisfy that u 7→
fn(u)(ψ) is continuous inD(r), analytic inD(r) (∀n ∈ N) and∑∞n=1 ‖fnm‖1,∞,r <∞
(∀m ∈ {0, 2, · · · , N}), then ∑∞n=1 fn(u)(ψ) converges for any u ∈ D(r). Moreover,
u 7→∑∞n=1 fn(u)(ψ) is continuous in D(r) and analytic in D(r).
Proof of Lemma 3.4. We can derive from (3.50), (3.54), (3.55) and the uniqueness
of anti-symmetric kernel that
‖V 0−1,12 ‖1,∞,r ≤ rL−d,
(3.57)
‖V 0−2,14 ‖1,∞,r ≤ ‖V 0−2,12,2 ‖1,∞,r ≤ r,
(3.58)
sup
u∈D(r)
[V 0−2,12,2 (u), C˜1]1,∞ ≤ sup
s∈[0,β)h
sup
Y0∈I
1
h
∑
(η,y,t,ζ)∈I
rL−d(h1s=t + β
−1)|C˜1(Y0, ηytζ)|
(3.59)
≤ rL−d‖C˜1‖ ≤ c0rL−d.
In the following we assume that α ≥ 23 and
29c20α
4r ≤ 1.(3.60)
We can use Lemma 3.1 to estimate V 0−1−1,0,(n). The lemma ensures that the
anti-symmetric kernel V (u)
0−1−1,0,(n)
m (·) satisfies (3.13). Moreover, by using (3.14),
(3.48), (3.57) we have that
‖V 0−1−1,0,(1)m ‖1,∞,r ≤
(
N
h
)1m=0
c
1−m
2
0 rL
−d12≥m.
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Thus,
‖V 0−1−1,0,(1)0 ‖1,∞,r ≤
N
h
c0rL
−d,(3.61)
N∑
m=2
c
m
2
0 α
m‖V 0−1−1,0,(1)m ‖1,∞,r ≤ c0α2rL−d.(3.62)
Also, by (3.16), (3.48), (3.49), (3.57), (3.58), for any n ∈ N≥2, m ∈ {0, 2, · · · , N},
‖V 0−1−1,0,(n)m ‖1,∞,r
≤
(
N
h
)1m=0
2−2mc
−m
2
0
n∏
j=1

 ∑
bj∈{1,2}
4∑
pj=2
23pjc
pj
2
0 ‖V 0−bj ,1pj ‖1,∞,r


· 1∑n
j=1 pj−2(n−1)≥m
1∃j(bj=1)
≤
(
N
h
)1m=0
2−2mc
−m
2
0
n∑
l=1
(
n
l
)
(26c0‖V 0−1,12 ‖1,∞,r)l(212c20‖V 0−2,14 ‖1,∞,r)n−l
· 12l+4(n−l)−2(n−1)≥m
≤
(
N
h
)1m=0
2−2mc
−m
2
0
n∑
l=1
(
n
l
)
(26c0rL
−d)l(212c20r)
n−l12n−2l+2≥m.
Therefore, by c0 ≥ 1,
‖V 0−1−1,0,(n)0 ‖1,∞,r ≤
N
h
(213c20r)
nL−d,(3.63)
N∑
m=2
c
m
2
0 α
m‖V 0−1−1,0,(n)m ‖1,∞,r(3.64)
≤
n∑
l=1
(
n
l
)
(26c0rL
−d)l(212c20r)
n−l2(2−2α)2n−2l+2
≤ 2(2−2α)2
n∑
l=1
(
n
l
)
(26c0rL
−d)l(28c20α
2r)n−l
≤ α2(29c20α2r)nL−d,
where we used α ≥ 23 so that 2−2α/(2−2α− 1) ≤ 2.
Lemma 3.2 is the tool to estimate V 0−1−2,0,(n). According to the lemma, the
anti-symmetric kernel V (u)
0−1−2,0,(n)
m (·) satisfies (3.13). By substituting (3.48),
(3.59) into (3.24) we obtain that
‖V 0−1−2,0,(1)m ‖1,∞,r ≤ 28
(
N
h
)1m=0
c
2−m
2
0 rL
−d12≥m,
or
‖V 0−1−2,0,(1)0 ‖1,∞,r ≤ 28
N
h
c20rL
−d,(3.65)
N∑
m=2
c
m
2
0 α
m‖V 0−1−2,0,(1)m ‖1,∞,r ≤ 28c20α2rL−d.(3.66)
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Also, by (3.26), (3.48), (3.49), (3.58) and (3.59), for n ∈ N≥2, m ∈ {0, 2, · · · , N},
‖V 0−1−2,0,(n)m ‖1,∞,r ≤
(
N
h
)1m=0
2−2mc
−m
2
0 (2
12c20r)
nL−d12n≥m.
Thus,
‖V 0−1−2,0,(n)0 ‖1,∞,r ≤
N
h
(212c20r)
nL−d,(3.67)
N∑
m=2
c
m
2
0 α
m‖V 0−1−2,0,(n)m ‖1,∞,r ≤ 2(28c20α2r)nL−d,(3.68)
where we used α ≥ 23 so that 2−2α/(2−2α − 1) ≤ 2. Then, we see from (3.60),
(3.61), (3.62), (3.63), (3.64), (3.65), (3.66), (3.67), (3.68) and α ≥ 23 that
h
N
α2
∞∑
n=1
2∑
j=1
‖V 0−1−j,0,(n)0 ‖1,∞,r
≤
(
2−9α−2 + α2
∞∑
n=2
(24α−4)n + 2−1α−2 + α2
∞∑
n=2
(23α−4)n
)
L−d ≤ L−d,
N∑
m=2
c
m
2
0 α
m
∞∑
n=1
2∑
j=1
‖V 0−1−j,0,(n)m ‖1,∞,r
≤
(
2−9α−2 + α2
∞∑
n=2
α−2n + 2−1α−2 + 2
∞∑
n=2
(2−1α−2)n
)
L−d ≤ L−d.
This implies that V 0−1,0 ∈ Q(2−9c−20 α−4).
Let us consider V 0−2,0,(n). By Lemma 3.3, for n ∈ N, m ∈ {0, 1, · · · , n −
1}, (S, T ) ∈ S(n,m), a, b ∈ {2, 4, · · · , N/2}, u ∈ D(r) there exists a function
E
(n,m,S,T )
a,b (u) : I
a × Ib → C such that E(n,m,S,T )a,b (u) is bi-anti-symmetric, satisfies
(3.13), (3.23) and
V 0−2,0,(n)(u)(ψ)
=
1
n!
n−1∑
m=0
∑
(S,T )∈S(n,m)
N/2∑
a,b=2
1a,b∈2N
(
1
h
)a+b ∑
X∈Ia
Y∈Ib
E
(n,m,S,T )
a,b (u)(X,Y)ψXψY.
Define the function V
0−2,0,(n)
a,b (u) : I
a × Ib → C by
V
0−2,0,(n)
a,b (u)(·, ·) :=
1
n!
n−1∑
m=0
∑
(S,T )∈S(n,m)
E
(n,m,S,T )
a,b (u)(·, ·).
Then, V
0−2,0,(n)
a,b (u)(·, ·) is bi-anti-symmetric, satisfies (3.13), (3.23) and
V 0−2,0,(n)(u)(ψ) =
N/2∑
a,b=2
1a,b∈2N
(
1
h
)a+b ∑
X∈Ia
Y∈Ib
V
0−2,0,(n)
a,b (u)(X,Y)ψXψY.
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It is also clear from the construction that u 7→ V 0−2,0,(n)a,b (u)(X,Y) is continuous
in D(r) and analytic in D(r), (∀X ∈ Ia,Y ∈ Ib). Let us prove bound properties
of V
0−2,0,(n)
a,b (u). The inequalities proved in Lemma 3.3 support our analysis. Note
that
♯S(n,m) =
(
n− 1
m
)
.(3.69)
By (3.34), (3.58),
‖V 0−2,0,(1)2,2 ‖1,∞,r ≤ r.(3.70)
Combination of (3.36), (3.48), (3.49), (3.58), (3.69) yields that for n ∈ N≥2, a, b ∈
{2, 4, · · · , N/2},
‖V 0−2,0,(n)a,b ‖1,∞,r
≤ 1
n!
n−1∑
m=0
(
n− 1
m
)
(1m6=0(m− 1)! + 1m=0)(1m6=n−1(n−m− 2)! + 1m=n−1)
· 2−2a−2bc−
1
2
(a+b)
0 (2
12c20r)
n12+2m≥a12n−2m≥b.
Note that
n−1∑
m=0
(
n− 1
m
)
(1m6=0(m− 1)! + 1m=0)(1m6=n−1(n−m− 2)! + 1m=n−1) ≤ n!.
(3.71)
By using (3.71) and 2−2α/(2−2α− 1) ≤ 2 we can derive that
N/2∑
a,b=2
1a,b∈2Nc
1
2
(a+b)
0 α
a+b‖V 0−2,0,(n)a,b ‖1,∞,r ≤ α2(28c20α2r)n.(3.72)
It follows from (3.60), (3.70), (3.72) and α ≥ 23 that
N/2∑
a,b=2
1a,b∈2Nc
1
2
(a+b)
0 α
a+b
∞∑
n=1
‖V 0−2,0,(n)a,b ‖1,∞,r ≤ 2−9 + 2−1α−2 ≤ 1.
Thus we conclude that V 0−2,0 ∈ R(2−9c−20 α−4).
3.5 The first integration with the artificial term
In this subsection we perform a single-scale integration where Grassmann polyno-
mials are dependent on the artificial parameter λ = (λ1, λ2). To be specific, we are
going to analyze an analytic continuation of the Grassmann polynomial
log
(∫
e−V (u)(ψ+ψ
1)+W (u)(ψ+ψ1)−A(ψ+ψ1)dµC1(ψ
1)
)
.
For this purpose we need to introduce sets of Grassmann polynomials parameterized
by (u,λ). Bound properties of these Grassmann polynomials are measured in a vari-
ant of the L1-norm ‖·‖1, while polynomials belonging to Q(r), R(r) were measured
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in the norm ‖ · ‖1,∞,r. To prove uniform bounds with (u,λ), we modify the norm
‖·‖1 defined in Subsection 3.1 as follows. For f ∈ Map(D(r)×D(r′)2,Map(Im,C))
let
‖f‖1,r,r′ := sup
u∈D(r)
λ∈D(r′)2
‖f(u,λ)‖1.
Also for f ∈ Map(D(r)×D(r′)2,C) we set
‖f‖1,r,r′ := sup
u∈D(r)
λ∈D(r′)2
|f(u,λ)|
for notational consistency.
For r, r′ ∈ R>0 we define the subset Q′(r, r′) of Map(D(r) × C2,
∧
even V) as
follows. f belongs to Q′(r, r′) if and only if
•
f ∈ Map
(
D(r)× C2,
∧
even
V
)
.
• For any u ∈ D(r), λ 7→ f(u,λ)(ψ) : C2 → ∧V is linear.
• For any λ ∈ C2, u 7→ f(u,λ)(ψ) : D(r) → ∧V is continuous in D(r) and
analytic in D(r).
• For any (u,λ) ∈ D(r) × C2 the anti-symmetric kernels f(u,λ)m : Im → C
(m = 2, 4, · · · , N) satisfy (3.13) and
α2‖f0‖1,r,r′ ≤ L−d,
N∑
m=2
c
m
2
0 α
m‖fm‖1,r,r′ ≤ L−d.(3.73)
In other words the set Q′(r, r′) contains Grassmann polynomials which are linearly
dependent on λ and become negligibly small as L→∞.
We also need a set containing Grassmann polynomials with bi-anti-symmetric
kernels linearly depending on λ. For r, r′ ∈ R>0 the subset R′(r, r′) of Map(D(r)×
C2,
∧
even V) is defined as follows. f belongs to R′(r, r′) if and only if
•
f ∈ Map
(
D(r)× C2,
∧
even
V
)
.
• For any u ∈ D(r), λ 7→ f(u,λ)(ψ) : C2 → ∧V is linear.
• For any λ ∈ C2, u 7→ f(u,λ)(ψ) : D(r) → ∧V is continuous in D(r) and
analytic in D(r).
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• There exist fp,q ∈ Map(D(r)×C2,Map(Ip×Iq,C)) (p, q = 2, 4, · · · , N/2) such
that for any (u,λ) ∈ D(r)×C2, p, q ∈ {2, 4, · · · , N/2}, fp,q(u,λ) : Ip×Iq → C
is bi-anti-symmetric, satisfies (3.13), (3.23) and
f(u,λ)(ψ) =
N/2∑
p,q=2
1p,q∈2N
(
1
h
)p+q ∑
X∈Ip
Y∈Iq
fp,q(u,λ)(X,Y)ψXψY,
N/2∑
p,q=2
1p,q∈2Nc
1
2
(p+q)
0 α
p+q‖fp,q‖1,r,r′ ≤ 1.(3.74)
We introduce another set of Grassmann polynomials with linear dependence on
λ, which is used to contain the offspring of the artificial term A(ψ). For r, r′ ∈ R>0,
f belongs to S(r, r′) if and only if
•
f ∈ Map
(
D(r)× C2,
∧
even
V
)
.
• For any u ∈ D(r), λ 7→ f(u,λ)(ψ) : C2 → ∧V is linear.
• For any λ ∈ C2, u 7→ f(u,λ)(ψ) : D(r) → ∧V is continuous in D(r) and
analytic in D(r).
• For any (u,λ) ∈ D(r) × C2 the anti-symmetric kernels f(u,λ)m : Im → C
(m = 2, 4, · · · , N) satisfy (3.13) and
α2‖f0‖1,r,r′ ≤ 1,
N∑
m=2
c
m
2
0 α
m‖fm‖1,r,r′ ≤ 1.(3.75)
Finally we introduce a set of Grassmann polynomials whose degree with λ is
more than 1. For r, r′ ∈ R>0, f belongs to W(r, r′) if and only if
•
f ∈ Map
(
D(r)×D(r′)2,
∧
even
V
)
.
• (u,λ) 7→ f(u,λ)(ψ) is continuous in D(r) × D(r′)2 and analytic in D(r) ×
D(r′)2.
• For any u ∈ D(r), j ∈ {1, 2},
f(u, 0)(ψ) =
∂
∂λj
f(u, 0)(ψ) = 0.
• For any (u,λ) ∈ D(r)×D(r′)2 the anti-symmetric kernels f(u,λ)m : Im → C
(m = 2, 4, · · · , N) satisfy (3.13) and
α2‖f0‖1,r,r′ ≤ 1,
N∑
m=2
c
m
2
0 α
m‖fm‖1,r,r′ ≤ 1.(3.76)
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Here let us systematically define the input and the output of the single-scale
integration. We admit the results of Lemma 3.4 claiming that
V 0−1,0 ∈ Q(2−9c−20 α−4), V 0−2,0 ∈ R(2−9c−20 α−4)
and define V 0,0 ∈ Map
(
D(2−9c−20 α
−4),
∧
even V
)
by
V 0,0 := V 0−1,0 + V 0−2,0.
We define V 1,1 ∈ Map(C2,∧even V) by
V 1,1(λ)(ψ) := −A(ψ),
where A(ψ) is the Grassmann polynomial defined in (2.14). Then, by recalling the
formula (3.7) let us observe the following expansion.
1
n!
(
d
dz
)n
log
(∫
ez(V
0,1(u)(ψ1+ψ)+V 1,1(λ)(ψ1+ψ))dµC1(ψ
1)
) ∣∣∣∣∣
z=0
(3.77)
=
1
n!
Tree({1, 2, · · · , n}, C1)
n∏
j=1
(
1∑
b=0
V b,1(ψj + ψ)
) ∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
=
1
n!
Tree({1, 2, · · · , n}, C1)
n∏
j=1
V 0,1(ψj + ψ)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
+ 1n=1Tree({1}, C1)V 1,1(ψ1 + ψ)
∣∣∣
ψ1=0
+ 1n≥2
1
(n− 1)!Tree({1, 2, · · · , n}, C1)
· V 1,1(ψ1 + ψ)
n∏
j=2
V 0,1(ψj + ψ)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
+
1
n!
Tree({1, 2, · · · , n}, C1)
n∏
j=1

 1∑
bj=0
V bj ,1(ψj + ψ)


∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
1∑n
j=1 bj≥2
.
We further decompose or rename each term of this expansion from top to bottom.
It follows from (3.56) that if we set for n ∈ N
V 0,0,(n)(ψ) :=
1
n!
Tree({1, 2, · · · , n}, C1)
n∏
j=1
V 0,1(ψj + ψ)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
,
then V 0,0(ψ) =
∑∞
n=1 V
0,0,(n)(ψ). Let us set
V 1−3,0(ψ) := Tree({1}, C1)V 1,1(ψ1 + ψ)
∣∣∣
ψ1=0
.
For n ∈ N≥2 we set
V 1−1−1,0,(n)(ψ)
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:=
1
(n− 1)!Tree({1, 2, · · · , n}, C1)
·
n−1∏
j=1
(
2∑
bj=1
V 0−bj ,1(ψj + ψ)
)
V 1,1(ψn + ψ)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
1∃j(bj=1),
V 1−1−2,0,(n)(ψ)
:=
1
(n− 1)!Tree({1, 2, · · · , n+ 1}, C1)
(
1
h
)4 ∑
X,Y∈I2
V 0−2,12,2 (X,Y)
· (ψ1 + ψ)X(ψ2 + ψ)Y
n∏
j=3
V 0−2,1(ψj + ψ) · V 1,1(ψn+1 + ψ)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n+1})
,
V 1−2,0,(n)(ψ)
:=
1
(n− 1)!
n−1∑
m=0
∑
({sj}
m+1
j=1 ,{tk}
n−m
k=1 )∈S(n,m)
(
1
h
)4 ∑
X,Y∈I2
V 0−2,12,2 (X,Y)
· Tree({sj}m+1j=1 , C1)(ψs1 + ψ)X
·
m+1∏
j=2
(1sj 6=nV
0−2,1(ψsj + ψ) + 1sj=nV
1,1(ψsj + ψ))
∣∣∣∣∣
ψ
sj=0
(∀j∈{1,2,··· ,m+1})
· Tree({tk}n−mk=1 , C1)(ψt1 + ψ)Y
·
n−m∏
k=2
(1tk 6=nV
0−2,1(ψtk + ψ) + 1tk=nV
1,1(ψtk + ψ))
∣∣∣∣∣
ψtk=0
(∀k∈{1,2,··· ,n−m})
.
By the same argument as in (3.56) we can derive that
1
(n− 1)!Tree({1, 2, · · · , n}, C1)V
1,1(ψ1 + ψ)
n∏
j=2
V 0,1(ψj + ψ)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
=
1
(n− 1)!Tree({1, 2, · · · , n}, C1)
·
n−1∏
j=1
V 0,1(ψj + ψ) · V 1,1(ψn + ψ)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
= V 1−1−1,0,(n)(ψ) + V 1−1−2,0,(n)(ψ) + V 1−2,0,(n)(ψ).
Finally we set for n ∈ N≥2,
V 2,0,(n)(ψ)
:=
1
n!
Tree({1, 2, · · · , n}, C1)
n∏
j=1

 1∑
bj=0
V bj ,1(ψj + ψ)


∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
1∑n
j=1 bj≥2
.
Then, the expansion (3.77) can be equivalently written as follows.
1
n!
(
d
dz
)n
log
(∫
ez(V
0,1(u)(ψ1+ψ)+V 1,1(λ)(ψ1+ψ))dµC1(ψ
1)
) ∣∣∣∣∣
z=0
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= V 0,0,(n)(ψ) + 1n=1V
1−3,0(ψ)
+ 1n≥2(V
1−1−1,0,(n)(ψ) + V 1−1−2,0,(n)(ψ) + V 1−2,0,(n)(ψ) + V 2,0,(n)(ψ)).
By assuming their convergence let us set
V 1−1−j,0(ψ) :=
∞∑
n=2
V 1−1−j,0,(n)(ψ), (j = 1, 2), V 1−1,0(ψ) :=
2∑
j=1
V 1−1−j,0(ψ),
V 1−2,0(ψ) :=
∞∑
n=2
V 1−2,0,(n)(ψ), V 2,0(ψ) :=
∞∑
n=2
V 2,0,(n)(ψ).
Then, it follows that
∞∑
n=1
1
n!
(
d
dz
)n
log
(∫
ez(V
0,1(u)(ψ1+ψ)+V 1,1(λ)(ψ1+ψ))dµC1(ψ
1)
) ∣∣∣∣∣
z=0
= V 0,0(ψ) +
3∑
j=1
V 1−j,0(ψ) + V 2,0(ψ).
Our purpose is to prove that these Grassmann polynomials are indeed convergent
and they have desired invariant and bound properties. Not to confuse, we should
keep in mind that the data V 0,j (j ∈ {0, 1}) are independent of the artificial pa-
rameter λ, the data V 1,1, V 1−j,0 (j ∈ {1, 2, 3}) are linearly dependent on λ and
the data V 2,0 depends on λ at least quadratically. The input have the 2nd super-
script 1 and the output have the 2nd superscript 0 in this single-scale integration.
More detailed properties of these Grassmann data are summarized in the following
lemma.
Lemma 3.6. For any α ∈ [23,∞),
V 1−1,0 ∈ Q′(2−9c−20 α−4, 2−9β−1c−20 α−4),
V 1−2,0 ∈ R′(2−9c−20 α−4, 2−9β−1c−20 α−4),
V 1−3,0 ∈ S(2−9c−20 α−4, 2−9β−1c−20 α−4),
V 2,0 ∈ W(2−9c−20 α−4, 2−9min{1, β}β−1c−20 α−4).
Remark 3.7. It is clear from the definition that V 1−3,0 is independent of the
parameter u. The condition on the first variable assumed in the set S(r, r′) is in
fact unnecessary. However, we define the set in this way in accordance with the
other sets.
Proof of Lemma 3.6. During the proof we often hide the sign of dependency on the
parameter (u,λ) for conciseness. In the following we always assume that α ≥ 23,
(3.60) and
29βc20α
4r′ ≤ 1.(3.78)
Let us start by estimating V 1,1 and V 1−3,0. Since V 1,14 (ψ) = −λ2A2(ψ),
V 1,14 (ρ1x1s1ξ1, ρ2x2s2ξ2, ρ3x3s3ξ3, ρ4x4s4ξ4)
= −λ2h
3
4!
1s1=s2=s3=s4
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·
∑
σ∈S4
sgn(σ)1 ((ρσ(1),xσ(1),ξσ(1)),(ρσ(2),xσ(2),ξσ(2)),(ρσ(3),xσ(3),ξσ(3)),(ρσ(4),xσ(4),ξσ(4)))
=((1,rL(xˆ),1),(2,rL(xˆ),−1),(2,rL(yˆ),1),(1,rL(yˆ),−1))
,
(∀(ρj ,xj , sj, ξj) ∈ I (j = 1, 2, 3, 4)).
Thus,
‖V 1,14 ‖1,r,r′ = ‖V 1−3,04 ‖1,r,r′ ≤ βr′.(3.79)
Also,
V 1,12 (ρ1x1s1ξ1, ρ2x2s2ξ2)
= −λ1h
2
1s1=s2
∑
σ∈S2
sgn(σ)1((ρσ(1),xσ(1),ξσ(1)),(ρσ(2),xσ(2),ξσ(2)))=((1,rL(xˆ),1),(2,rL(xˆ),−1)),
(∀(ρj ,xj, sj, ξj) ∈ I (j = 1, 2)).
Thus,
‖V 1,12 ‖1,r,r′ ≤ βr′.(3.80)
We can derive from the definition that
V 1−3,02 (ψ)
= V 1,12 (ψ)
+
(
1
h
)2 ∑
X∈I2
((
4
2
)(
1
h
)2 ∑
Y∈I2
V 1,14 (Y,X)Tree({1}, C1)ψ1Y
∣∣∣
ψ1=0
)
ψX.
By using (3.48), (3.79), (3.80) and c0 ≥ 1 we have
‖V 1−3,02 ‖1,r,r′ ≤ ‖V 1,12 ‖1,r,r′ +
(
4
2
)
c0‖V 1,14 ‖1,r,r′ ≤ 7βc0r′.(3.81)
It also follows from (3.48), (3.79), (3.80), c0 ≥ 1 and the definition that
‖V 1−3,00 ‖1,r,r′ ≤ c0‖V 1,12 ‖1,r,r′ + c20‖V 1,14 ‖1,r,r′ ≤ 2βc20r′.(3.82)
The inequalities (3.79), (3.81), (3.82) result in
α2‖V 1−3,00 ‖1,r,r′ ≤ 2βc20α2r′,
N∑
m=2
c
m
2
0 α
m‖V 1−3,0m ‖1,r,r′ ≤ 23βc20α4r′.
Though we can see from the explicit characterization of the kernels, the statement
of Lemma 3.1 ensures that V 1−3,0m : I
m → C (m = 2, 4) satisfy (3.13). It is also
clear from the definition that λ 7→ V 1−3,0(λ)(ψ) is linear. Combined with these
basic properties, the above inequalities and (3.78) imply that
V 1−3,0 ∈ S(2−9c−20 α−4, 2−9β−1c−20 α−4).(3.83)
Let us consider V 1−1−1,0,(n)(ψ). Here we use Lemma 3.1. The lemma states that
the anti-symmetric kernels of V 1−1−1,0,(n)(ψ) satisfy (3.13). By definition, λ 7→
V 1−1−1,0,(n)(λ)(ψ) is linear. Thus,
∑∞
n=2 V
1−1−1,0,(n) must satisfy these properties
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if it is convergent. Let us establish bound properties of the kernels. By applying
(3.17) together with (3.48), (3.49), (3.57), (3.58), (3.79), (3.80) we observe that for
any n ∈ N≥2, m ∈ {0, 2, · · · , N},
‖V 1−1−1,0,(n)m ‖1,r,r′
≤ 2−2mc−
m
2
0
n−1∏
j=1
(
2∑
bj=1
∑
pj∈{2,4}
23pjc
pj
2
0 ‖V 0−bj ,1pj ‖1,∞,r
)
·
∑
pn∈{2,4}
23pnc
pn
2
0 ‖V 1,1pn ‖1,r,r′1∑nj=1 pj−2(n−1)≥m1∃j(bj=1)
≤ 2−2mc−
m
2
0
n−1∑
l=1
(
n− 1
l
)
(26c0‖V 0−1,12 ‖1,∞,r)l(212c20‖V 0−2,14 ‖1,∞,r)n−1−l
·
∑
pn∈{2,4}
23pnc
pn
2
0 ‖V 1,1pn ‖1,r,r′12l+4(n−1−l)+pn−2(n−1)≥m
≤ 2−2m+13c−
m
2
0
n−1∑
l=1
(
n− 1
l
)
(26c0rL
−d)l(212c20r)
n−1−lc20βr
′
· 12(n−1−l)+4≥m.
Then, by (3.60), (3.78) and α ≥ 23,
‖V 1−1−1,0,(n)0 ‖1,r,r′(3.84)
≤ 24
n−1∑
l=1
(
n− 1
l
)
(2−3α−4)l(23α−4)n−1−lL−dα−4 ≤ (24α−4)nL−d,
N∑
m=2
c
m
2
0 α
m‖V 1−1−1,0,(n)m ‖1,r,r′(3.85)
≤ 26
n−1∑
l=1
(
n− 1
l
)
(26c0rL
−d)l(28c20α
2r)n−1−lc20α
4βr′
≤
n−1∑
l=1
(
n− 1
l
)
(2−3α−4)l(2−1α−2)n−1−lL−d ≤ α−2(n−1)L−d.
Let us study properties of V 1−1−2,0. By Lemma 3.2 the anti-symmetric kernels
of V 1−1−2,0,(n)(ψ) satisfy (3.13). Thus, if
∑∞
n=2 V
1−1−2,0,(n)(ψ) converges, the anti-
symmetric kernels of V 1−1−2,0(ψ) must satisfy (3.13) as well. We can see from the
definition that λ 7→ V 1−1−2,0,(n)(λ)(ψ) is linear and thus so must be V 1−1−2,0(ψ) if it
converges. Let us find upper bounds on the norms of the kernels of V 1−1−2,0,(n)(ψ).
By substituting (3.48), (3.49), (3.58), (3.59), (3.79), (3.80) into (3.27) we have that
for any m ∈ {0, 2, · · · , N}, n ∈ N≥2,
‖V 1−1−2,0,(n)m ‖1,r,r′ ≤ 2−2mc−
m
2
0 L
−d(212c20r)
n−1
∑
p∈{2,4}
23pc
p
2
0 βr
′12n−4+p≥m
≤ 2−2m+1c−
m
2
0 L
−d(212c20r)
n−1(212c20βr
′)12n≥m.
Thus, by (3.60), (3.78) and the assumption α ≥ 23,
‖V 1−1−2,0,(n)0 ‖1,r,r′ ≤ 2L−d(23α−4)n,
(3.86)
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N∑
m=2
c
m
2
0 α
m‖V 1−1−2,0,(n)m ‖1,r,r′ ≤ 22(28c20α2r)n−1(28c20α2βr′)L−d ≤ 22(2−1α−2)nL−d.
(3.87)
It follows from (3.84), (3.85), (3.86), (3.87) and α ≥ 23 that
α2
∞∑
n=2
2∑
j=1
‖V 1−1−j,0,(n)0 ‖1,r,r′ ≤ L−d,
N∑
m=2
c
m
2
0 α
m
∞∑
n=2
2∑
j=1
‖V 1−1−j,0,(n)m ‖1,r,r′ ≤ L−d.
These uniform convergence properties imply the well-definedness of V 1−1,0 and its
regularity with (u,λ). Therefore, V 1−1,0 ∈ Q′(r, r′).
Next let us consider V 1−2,0. An application of Lemma 3.3 ensures that there
exist bi-anti-symmetric functions V
1−2,0,(n)
a,b : I
a × Ib → C (a, b ∈ {2, 4, · · · , N/2})
satisfying (3.13), (3.23) such that
V 1−2,0,(n)(ψ) =
N/2∑
a,b=2
1a,b∈2N
(
1
h
)a+b ∑
X∈Ia
Y∈Ib
V
1−2,0,(n)
a,b (X,Y)ψXψY.
By definition, λ 7→ V 1−2,0,(n)(u,λ)(ψ) is linear for any u ∈ D(r). Moreover, by
construction, (u,λ) 7→ V 1−2,0,(n)a,b (u,λ)(X,Y) is continuous in D(r) × D(r′)
2
and
analytic in D(r)×D(r′)2, (∀X ∈ Ia,Y ∈ Ib). Let us establish bound properties of
the bi-anti-symmetric kernels. By combining (3.48), (3.49), (3.58), (3.69), (3.79),
(3.80) with (3.37) and using c0 ≥ 1 we observe that for any a, b ∈ {2, 4, · · · , N/2},
n ∈ N≥2,
‖V 1−2,0,(n)a,b ‖1,r,r′
≤ 1
(n− 1)!
n−1∑
m=0
(
n− 1
m
)
(1m6=0(m− 1)! + 1m=0)(1m6=n−1(n−m− 2)! + 1m=n−1)
· 2−2a−2bc−
1
2
(a+b)
0 (2
12c20r)
n−1(26c0βr
′ + 212c20βr
′)12+2m≥a12n−2m≥b
≤ 1
(n− 1)!
n−1∑
m=0
(
n− 1
m
)
(1m6=0(m− 1)! + 1m=0)(1m6=n−1(n−m− 2)! + 1m=n−1)
· 2−2a−2b+13c−
1
2
(a+b)
0 (2
12c20r)
n−1c20βr
′12+2m≥a12n−2m≥b.
Thus, by (3.60), (3.71), (3.78) and α ≥ 23,
N/2∑
a,b=2
1a,b∈2Nc
1
2
(a+b)
0 α
a+b‖V 1−2,0,(n)a,b ‖1,r,r′ ≤ 23n(2−2α)2(2−1α−2)n ≤ α2−2n,
or
N/2∑
a,b=2
1a,b∈2Nc
1
2
(a+b)
0 α
a+b
∞∑
n=2
‖V 1−2,0,(n)a,b ‖1,r,r′ ≤ 2α−2 ≤ 1.
This means that V 1−2,0 ∈ R′(r, r′).
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It remains to analyze V 2,0. By Lemma 3.1 the anti-symmetric kernels of
V 2,0,(n)(ψ) (n ∈ N≥2) satisfy (3.13). The constraint 1∑nj=1 bj≥2 implies that V 2,0,(n)(ψ)
is of degree at least 2 with λ1, λ2. Thus,
V 2,0,(n)(u, 0)(ψ) =
∂
∂λj
V 2,0,(n)(u, 0)(ψ) = 0, (∀u ∈ D(r), j ∈ {1, 2}).
Let us prove uniform bound properties of the anti-symmetric kernels. Here we need
to measure V 1,1 with the ‖ · ‖1,∞-norm as well. We can see from the definition that
for m ∈ {2, 4}
sup
λ∈D(βr′)
‖V 1,1m (λ)‖1,∞ ≤ βr′.(3.88)
By definition,
V 2,0,(n)(ψ) =
1
n!
n∑
l=2
(
n
l
)
Tree({1, 2, · · · , n}, C1)
l∏
j=1
V 1,1(ψj + ψ)
·
n∏
k=l+1
V 0,1(ψk + ψ)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
.
Then, it follows from (3.17), (3.48), (3.49), (3.57), (3.58), (3.79), (3.80), (3.88) and
c0 ≥ 1 that for any m ∈ {0, 2, · · · , N}, n ∈ N≥2,
‖V 2,0,(n)m ‖1,r,min{1,β}r′
≤ (n− 2)!
n!
n∑
l=2
(
n
l
)
c
−m
2
0 2
−2m
∑
p1∈{2,4}
23p1c
p1
2
0 ‖V 1,1p1 ‖1,r,r′
·
l∏
j=2
( ∑
pj∈{2,4}
23pjc
pj
2
0 sup
λ∈D(βr′)
‖V 1,1pj (λ)‖1,∞
)
(26c0‖V 0,12 ‖1,∞,r + 212c20‖V 0,14 ‖1,∞,r)n−l
· 1∑l
j=1 pj+4(n−l)−2(n−1)≥m
≤ (n− 2)!
n!
n∑
l=2
(
n
l
)
c
−m
2
0 2
−2m(213c20βr
′)l(213c20r)
n−l12n+2≥m.
Moreover by (3.60), (3.78),
‖V 2,0,(n)m ‖1,r,min{1,β}r′ ≤
(n− 2)!
n!
n∑
l=2
(
n
l
)
c
−m
2
0 2
−2m(24α−4)l(24α−4)n−l12n+2≥m
≤ c−
m
2
0 2
−2m(25α−4)n12n+2≥m.
Thus by α ≥ 23,
α2
∞∑
n=2
‖V 2,0,(n)0 ‖1,r,min{1,β}r′ ≤ 2α2(25α−4)2 ≤ 1,
N∑
m=2
c
m
2
0 α
m‖V 2,0,(n)m ‖1,r,min{1,β}r′ ≤ 2(2−2α)2(2α−2)n,
N∑
m=2
c
m
2
0 α
m
∞∑
n=2
‖V 2,0,(n)m ‖1,r,min{1,β}r′ ≤ 22(2−2α)2(2α−2)2 ≤ 1.
This implies that V 2,0 ∈ W(r,min{1, β}r′). The proof is complete.
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3.6 The second integration
Here we establish bound properties of the output of the single-scale integration
with the covariance C0. The input to the integration is the Grassmann polynomials
V 0−j,0(ψ) (j = 1, 2), V 1−k,0(ψ) (k = 1, 2, 3), V 2,0(ψ) whose properties were studied
in Lemma 3.4 and Lemma 3.6. In fact the object we are going to analyze is an
analytic continuation of
log
(∫
e
∑2
j=1 V
0−j,0(ψ)+
∑3
k=1 V
1−k,0(ψ)+V 2,0(ψ)dµC0(ψ)
)
,
which is also an analytic continuation of
log
(∫
e−V (u)(ψ)+W (u)(ψ)−A(ψ)dµC0+C1(ψ)
)
.
Set
r := 2−9c−20 α
−4, r′ := β−1r, r′′ := min{1, β}r′.
We define V end, V 1−3,end ∈ Map(D(r)×D(r′′)2,C) by
V end,(n) :=
1
n!
Tree({1, 2, · · · , n}, C0)
·
n∏
j=1
(
2∑
m=1
V 0−m,0(ψj) +
3∑
k=1
V 1−k,0(ψj) + V 2,0(ψj)
)∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
.
V end :=
∞∑
n=1
V end,(n),
V 1−3,end := Tree({1}, C0)V 1−3,0(ψ1)
∣∣∣
ψ1=0
by assuming its convergence. Our purpose here is to prove the following lemma.
Lemma 3.8. Assume that h ≥ 1. Then, the following statements hold for any
α ∈ [23,∞), L ∈ N with Ld ≥ 22Dc.
• V end is continuous in D(2−9c−20 α−4)×D(2−11L−dh−1β−1min{1, β}c−20 α−4)
2
,
analytic in D(2−9c−20 α
−4)×D(2−11L−dh−1β−1min{1, β}c−20 α−4)2.
•
h
N
|V end(u, 0)| ≤ 28α−2L−d, (∀u ∈ D(2−9c−20 α−4)).(3.89)
• ∣∣∣∣ ∂∂λj V end(u, 0)−
∂
∂λj
V 1−3,end(u, 0)
∣∣∣∣ ≤ 210βc20α4(1 + 2Dc)L−d,(3.90)
(∀u ∈ D(2−9c−20 α−4), j ∈ {1, 2}).
69
Proof. First let us observe that V 0−2,0(ψ), V 1−2,0(ψ) do not contribute to the value
of the integration. With the aim of proving this, let us take f(ψ) ∈ ∧V, p, q ∈
{2, 4, · · · , N/2}, X ∈ (I0)p, Y ∈ Iq. If we define the function g : [0, β)ph → C by
g(s1, s2, · · · , sp) :=
∫ p∏
j=1
(ψXj+sj)ψYf(ψ)dµC0(ψ),
the property (3.47) ensures that the function g satisfies (3.22). If we expand∫
V j−2,0(ψ)f(ψ)dµC0(ψ) (j = 0, 1), we see that each kernel of V
j−2,0 is multiplied
by a function of the same form as g and is integrated with respect to the time-
variables. Thus, the property (3.23) of the bi-anti-symmetric kernels of V j−2,0(ψ)
(j = 0, 1) implies that∫
V j−2,0(ψ)f(ψ)dµC0(ψ) = 0, (j = 0, 1).
Arbitrariness of f(ψ) implies that for any z ∈ C∫
ez(
∑2
k=1 V
0−k,0(ψ)+
∑3
k=1 V
1−k,0(ψ)+V 2,0(ψ))dµC0(ψ)
=
∫
ez(V
0−1,0(ψ)+V 1−1,0(ψ)+V 1−3,0(ψ)+V 2,0(ψ))dµC0(ψ).
Therefore,
V end,(n) =
1
n!
Tree({1, 2, · · · , n}, C0)
·
n∏
j=1
(V 0−1,0(ψj) + V 1−1,0(ψj) + V 1−3,0(ψj) + V 2,0(ψj))
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
.
Note that
‖V a,0m (u, ελ)‖1 ≤ ε‖V a,0m ‖1,r,r′′,(3.91)
‖V a,0m (u, ελ)‖1,∞ ≤ hε‖V a,0m ‖1,r,r′′,(3.92)
(∀u ∈ D(r), λ ∈ D(r′′)2, ε ∈ [0, 1/2], a ∈ {1− 1, 1− 3, 2}).
For a = 1−1, 1−3, (3.91) and (3.92) are clear. For a = 2 we can use the following
equality based on Cauchy’s integral formula to derive (3.91), (3.92).
V 2,0m (u, ελ) =
∞∑
n=2
1
2πi
∮
|z|=δ
dz
V 2,0m (u, zλ)
zn+1
εn =
1
2πi
∮
|z|=δ
dzV 2,0m (u, zλ)
ε2
z2(z − ε) ,
(∀u ∈ D(r), λ ∈ D(r′′)2, ε ∈ [0, 1/2], δ ∈ (1/2, 1)).
In the following we let ε = 1
3
L−dh−1, α ≥ 23. The assumption h ≥ 1 implies that
ε ∈ (0, 1/2]. Take any u ∈ D(r), λ ∈ D(r′′)2. By (3.15), (3.48), (3.52), (3.73),
(3.75), (3.76), (3.91) we have that
|V end,(1)(u, ελ)|
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≤ N
h
L−dα−2 + 3εα−2 +
N∑
m=2
c
m
2
0

N
h
‖V 0−1,0m ‖1,∞,r + ε
∑
a∈{1−1,1−3,2}
‖V a,0m ‖1,r,r′′


≤ 2
(
N
h
L−d + 3ε
)
α−2 = 2(N + 1)h−1L−dα−2.
Also by (3.17), (3.48), (3.51), (3.52), (3.73), (3.75), (3.76), (3.91), (3.92) and α ≥
23, for n ∈ N≥2
|V end,(n)(u, ελ)|
≤ Dn−1c

 N∑
p=2
23pc
p
2
0

N
h
‖V 0−1,0p ‖1,∞,r + ε
∑
a∈{1−1,1−3,2}
‖V a,0p ‖1,r,r′′




·

 N∑
q=2
23qc
q
2
0

‖V 0−1,0q ‖1,∞,r + hε ∑
a∈{1−1,1−3,2}
‖V a,0q ‖1,r,r′′




n−1
≤ Dn−1c
(
N
h
L−d + 3ε
)
(L−d + 3hε)n−1(26α−2)n
= (N + 1)h−1L−d(2DcL
−d)n−1(26α−2)n.
Thus, if 2DcL
−d ≤ 1/2,
∞∑
n=1
sup
u∈D(r)
λ∈D(εr′′)2
|V end,(n)(u,λ)| ≤ 2(N + 1)h−1L−dα−2 + 212(N + 1)h−1L−dα−4
≤ 27(N + 1)h−1L−dα−2 ≤ 28Nh−1L−dα−2.
This estimation implies that V end is continuous in D(r) × D(εr′′)2, analytic in
D(r)×D(εr′′)2 and
h
N
|V end(u, 0)| ≤ 28L−dα−2, (∀u ∈ D(r)).
Moreover, observe that for any u ∈ D(r), j ∈ {1, 2},
∂
∂λj
V end(u, 0) =
1
r′
∞∑
n=1
1
(n− 1)!Tree({1, 2, · · · , n}, C0)
·
∑
a∈{1−1,1−3}
V a,0(u, r′ej)(ψ
1)
n∏
k=2
V 0−1,0(u)(ψk)
∣∣∣∣∣
ψk=0
(∀k∈{1,2,··· ,n})
.
Thus, by (3.15), (3.17), (3.48), (3.51), (3.52), (3.73), (3.75) and the assumptions
α ≥ 23, 22DcL−d ≤ 1,∣∣∣∣ ∂∂λj V end(u, 0)−
∂
∂λj
V 1−3,end(u, 0)
∣∣∣∣
≤ 1
r′
∣∣∣∣Tree({1}, C0)V 1−1,0(u, r′ej)(ψ1)
∣∣∣
ψ1=0
∣∣∣∣
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+
1
r′
∣∣∣∣∣
∞∑
n=2
1
(n− 1)!Tree({1, 2, · · · , n}, C0)
·
∑
a∈{1−1,1−3}
V a,0(u, r′ej)(ψ
1)
n∏
k=2
V 0−1,0(u)(ψk)
∣∣∣∣∣
ψk=0
(∀k∈{1,2,··· ,n})
∣∣∣∣∣
≤ 1
r′
N∑
m=0
c
m
2
0 ‖V 1−1,0m ‖1,r,r′
+
1
r′
∞∑
n=2
Dn−1c
N∑
m=2
23mc
m
2
0
∑
a∈{1−1,1−3}
‖V a,0m ‖1,r,r′
(
N∑
p=2
23pc
p
2
0 ‖V 0−1,0p ‖1,∞,r
)n−1
≤ 2
r′
L−d +
2
r′
∞∑
n=2
(DcL
−d)n−1 ≤ 2
r′
(1 + 2Dc)L
−d.
We can see from above that the claims of the lemma have been proved.
Remark 3.9. There is no essential necessity to complete the generalized double-
scale integration by explicitly estimating the combinatorial factors as in Lemma
3.4, Lemma 3.6, Lemma 3.8. We did so only to feature the explicitness of our con-
struction. In fact the following statements, which are less explicit but are sufficient
to achieve the main goal of this paper, can be proved by shorter arguments. There
exists a positive constant c independent of any parameter such that if h ≥ 1, α ≥ c,
Ld ≥ cDc,
•
V 0−1,0 ∈ Q(c−1c−20 α−4), V 0−2,0 ∈ R(c−1c−20 α−4),
V 1−1,0 ∈ Q′(c−1c−20 α−4, c−1β−1c−20 α−4),
V 1−2,0 ∈ R′(c−1c−20 α−4, c−1β−1c−20 α−4),
V 1−3,0 ∈ S(c−1c−20 α−4, c−1β−1c−20 α−4),
V 2,0 ∈ W(c−1c−20 α−4, c−1β−1min{1, β}c−20 α−4).
• V end is continuous in D(c−1c−20 α−4) × D(c−1L−dh−1β−1min{1, β}c−20 α−4)
2
and analytic in D(c−1c−20 α
−4)×D(c−1L−dh−1β−1min{1, β}c−20 α−4)2.
•
h
N
|V end(u, 0)| ≤ cα−2L−d, (∀u ∈ D(c−1c−20 α−4)).
• ∣∣∣∣ ∂∂λj V end(u, 0)−
∂
∂λj
V 1−3,end(u, 0)
∣∣∣∣ ≤ cβc20α4(1 +Dc)L−d,
(∀u ∈ D(c−1c−20 α−4), j ∈ {1, 2}).
Remark 3.10. In practice Dc will be the biggest parameter as θ approaches to
2π/β. The essential benefit of Lemma 3.8 is that the parameter Dc does not affect
the domain of analyticity with the extended coupling constant u. This is because
the heavy contribution from Dc was absorbed by the inverse of the volume factor.
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4 Proof of the theorem
In this section we will prove Theorem 1.3. In view of the formulation (2.25),
(2.26) we must know to what the Grassmann Gaussian integrals converge inside
the normal Gaussian integral as h → ∞, L → ∞. One part of this question
will be answered by realizing the general results of the double-scale integration
prepared in the previous section. To do so, we need to confirm that the actual
covariances satisfy the properties required in the previous section. It follows from
the double-scale integration, especially from the bound (3.89) that the spatial mean
of logarithm of the Grassmann Gaussian integral converges to zero in the infinite-
volume limit. However, it will turn out necessary to make sure that the Grassmann
Gaussian integral itself, not the spatial mean, converges in the time-continuum,
infinite-volume limit. To prove this, which cannot be deduced from the results
of the previous section, we will study detailed convergent properties of each term
of the perturbative expansion of logarithm of the Grassmann Gaussian integral.
After these preparations we will move on to the proof of Theorem 1.3. To shorten
formulas, we set
Θ :=
∣∣∣∣θ2 − πβ
∣∣∣∣
throughout this section.
4.1 Application of Pedra-Salmhofer’s determinant bound
Here we derive a uniform bound on the determinant of C(φ) by applying Pedra-
Salmhofer’s determinant bound ([17]). We especially use the general theorem [17,
Theorem 1.3] which is a generalization of Gram’s inequality to covariances with
time-discontinuity typically caused by time-ordering. We restrict our attention to
what is sufficient to solve the current problem. The following proposition, which is
a specific version of [17, Theorem 1.3], is in fact sufficient.
Proposition 4.1. Let C : ({1, 2} × Γ × [0, β))2 → C. Assume that there is a
complex Hilbert space H and f≥j , g≥j , f<j , g<j ∈ Map({1, 2} × Γ × R,H) (j = 1, 2)
such that
C(ρxs, ηyt) = 1s≥t
∑
j∈{1,2}
〈f≥j (ρxs), g≥j (ηyt)〉H + 1s<t
∑
j∈{1,2}
〈f<j (ρxs), g<j (ηyt)〉H,
(4.1)
(∀(ρ,x, s), (η,y, t) ∈ {1, 2} × Γ× [0, β)),
where 〈·, ·〉H is the inner product of H. Moreover, assume that there exists D ∈ R>0
such that
‖f≥j (X)‖H, ‖g≥j (X)‖H, ‖f<j (X)‖H, ‖g<j (X)‖H ≤ D,
(∀X ∈ {1, 2} × Γ× R, j ∈ {1, 2})
and the maps s 7→ f≥j (ρxs), s 7→ g≥j (ρxs), s 7→ f<j (ρxs), s 7→ g<j (ρxs) (j = 1, 2)
are continuous in R for any ρ ∈ {1, 2}, x ∈ Γ. Then,
| det(〈ui,vj〉CmC(Xi, Yj))1≤i,j≤n| ≤ (4D)2n,
(∀m,n ∈ N, ui,vi ∈ Cm with ‖ui‖Cm, ‖vi‖Cm ≤ 1,
Xi, Yi ∈ {1, 2} × Γ× [0, β) (i = 1, 2, · · · , n)).
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Proposition 4.1 is a direct implication of [17, Theorem 1.3]. For readers’ con-
venience we provide a proof for this proposition in Appendix A. In fact we added
the continuity condition of f≥j , g
≥
j , f
<
j , g
<
j with the time variable, which is not
assumed in the original [17, Theorem 1.3], to shorten the proof. By applying this
proposition we obtain the following.
Proposition 4.2.
| det(〈ui,vj〉CmC(φ)(Xi, Yj))1≤i,j≤n|(4.2)
≤
(
24
Ld
∑
k∈Γ∗
(
1 + 2 cos
(
βθ
2
)
e−β
√
e(k)2+|φ|2 + e−2β
√
e(k)2+|φ|2
)− 1
2
)n
,
(∀m,n ∈ N, ui,vi ∈ Cm with ‖ui‖Cm, ‖vi‖Cm ≤ 1,
Xi, Yi ∈ {1, 2} × Γ× [0, β) (i = 1, 2, · · · , n), φ ∈ C).
Remark 4.3. In the next subsection we will derive a φ-independent upper bound
on
1
Ld
∑
k∈Γ∗
(
1 + 2 cos
(
βθ
2
)
e−β
√
e(k)2+|φ|2 + e−2β
√
e(k)2+|φ|2
)− 1
2
.
See (4.21).
Remark 4.4. We need to find a representation of the form (4.1). Such a repre-
sentation was constructed for one-band models with a real-valued dispersion re-
lation in [17, Subsection 4.1]. It is straightforward to modify the construction of
[17, Subsection 4.1] to fit in our 2-band model with the complex-valued dispersion
relation. We should also mention that an extension of the construction of [17,
Subsection 4.1] to one-band models with a complex-valued dispersion relation was
reported in [10, Subsection V.A]. Though it is close to both [17, Subsection 4.1]
and [10, Subsection V.A], we will provide a concrete representation of the form
(4.1) for our 2-band model for completeness of the paper.
Proof of Proposition 4.2. Define the functions ej : Γ
∗ → C (j = 1, 2) by ej(k) :=
iθ
2
+ (−1)1j=2e(φ)(k), where e(φ)(·) is the function defined in (2.20). Since Γ∗ is
the finite set, for any sufficiently small ε ∈ R>0, ej(k) + ε 6= 0 (∀k ∈ Γ∗). Set
ej,ε(k) := ej(k) + ε and
Cε(ρxs, ηyt) :=
1
Ld
∑
k∈Γ∗
∑
j∈{1,2}
ei〈k,x−y〉U(φ)(k)(ρ, j)U(φ)(k)∗(j, η)(4.3)
· e(s−t)ej,ε(k)
(
1s≥t
1 + eβej,ε(k)
− 1s<t
1 + e−βej,ε(k)
)
,
where U(φ)(k) is the 2×2 matrix defined in (2.19). Let us find a determinant bound
of Cε and send ε ց 0 afterward. We can see from (2.24) that limεց0Cε(X) =
C(φ)(X) (∀X ∈ I20 ).
Remark that L2(Γ∗ × R) is the Hilbert space whose inner product 〈·, ·〉L2(Γ∗×R)
is defined by
〈f, g〉L2(Γ∗×R) :=
1
Ld
∑
k∈Γ∗
∫
R
dvf(k, v)g(k, v).
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For (ρ,x, s) ∈ {1, 2}×Γ×R, j ∈ {1, 2}, a ∈ {1,−1} we define f j,aρxs, gj,aρxs ∈ L2(Γ∗×R)
by
f j,aρxs(k, v) :=1aRe ej,ε(k)>0U(φ)(k)(ρ, j)e
−i〈k,x〉−is(a Im ej,ε(k)−v)
· 1 + e
−βaej,ε(k)
|1 + e−βaej,ε(k)| 32
√
|Re ej,ε(k)|
π
1
iv + Re ej,ε(k)
,
gj,aρxs(k, v) :=1aRe ej,ε(k)>0U(φ)(k)(ρ, j)e
−i〈k,x〉−is(a Im ej,ε(k)−v)
· 1|1 + e−βaej,ε(k)| 12
√
|Re ej,ε(k)|
π
1
iv + Re ej,ε(k)
.
Then, let us define the maps f≥j , g
≥
j , f
<
j , g
<
j ∈ Map({1, 2} × Γ × R, L2(Γ∗ × R))
(j = 1, 2) by
f≥j (ρ,x, s) = f
<
j (ρ,x, s) := f
j,1
ρxs + f
j,−1
ρx(−s),
g≥j (ρ,x, s) := g
j,1
ρx(β+s) + g
j,−1
ρx(−s), g
<
j (ρ,x, s) := −gj,1ρxs − gj,−1ρx(β−s),
(∀j ∈ {1, 2}, (ρ,x, s) ∈ {1, 2} × Γ× R).
By using the formula
e−tA =
A
π
∫
R
dv
eitv
v2 + A2
, (∀t ∈ R≥0, A ∈ R>0)
and the uniform bound |U(φ)(k)(ρ, η)| ≤ 1 (∀k ∈ Γ∗, ρ, η ∈ {1, 2}) one can check
that
Cε(ρxs, ηyt) = 1s≥t
∑
j∈{1,2}
〈f≥j (ρxs), g≥j (ηyt)〉L2(Γ∗×R)
(4.4)
+ 1s<t
∑
j∈{1,2}
〈f<j (ρxs), g<j (ηyt)〉L2(Γ∗×R),
(∀(ρ,x, s), (η,y, t) ∈ {1, 2} × Γ× [0, β)),
‖f≥j (X)‖L2(Γ∗×R), ‖g≥j (X)‖L2(Γ∗×R), ‖f<j (X)‖L2(Γ∗×R), ‖g<j (X)‖L2(Γ∗×R)
(4.5)
≤
(
1
Ld
∑
k∈Γ∗
(
1 + 2 cos
(
βθ
2
)
e−β|(−1)
1j=2e(φ)(k)+ε| + e−2β|(−1)
1j=2e(φ)(k)+ε|
)− 1
2
) 1
2
,
(∀X ∈ {1, 2} × Γ× R).
It is clear that f≥j , g
≥
j , f
<
j , g
<
j (j = 1, 2) are continuous with respect to the time
variable as the maps from R to L2(Γ∗×R). Here we can apply Proposition 4.1 to the
perturbed matrix Cε. Then, by sending εց 0 we obtain the claimed bound.
4.2 Completion of the double-scale integration
The analysis of the previous section was constructed on the basic assumptions
on the two generalized covariances. We have to demonstrate that the actual full
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covariance can be decomposed into a sum of 2 covariances and each of them satisfies
the required bound properties. Our plan is to reformulate the full covariance into
a sum over the Matsubara frequency and let C0 be one portion with only one
Matsubara frequency closest to θ/2 and let C1 be the one with the rest of the
Matsubara frequencies. Concerning the determinant bound, Gram’s inequality
applies to C0, while it does not to C1. However, since the Pedra-Salmhofer’s type
determinant bound obtained in the previous subsection applies to C0 + C1, we can
derive the determinant bound on C1 by decomposing C1 as (C0+C1)−C0. In order to
derive the L1-type norm bounds, we introduce a family of scale-dependent UV cut-
off and estimate the norm of scale-dependent covariances with the Matsubara UV
cut-off. This is a normal technique used in multi-scale analysis over the Matsubara
frequency. Since the L1-type norm bound of the covariance with UV cut-off is
summable with the scale index, we can obtain an upper bound on the norm of C1.
The momentum variable dual to the time variable is the Matsubara frequency
π
β
(2Z+ 1). Since we discretized [0, β) by the step size 1
h
, we automatically have a
cut-off in the infinite set π
β
(2Z+ 1). Set
Mh :=
{
ω ∈ π
β
(2Z+ 1)
∣∣ |ω| < πh} .
To begin with, let us reformulate the restriction of C(φ)(·) into a sum over Mh.
Lemma 4.5.
C(φ)(ρxs, ηyt)(4.6)
=
1
βLd
∑
k∈Γ∗
∑
ω∈Mh
ei〈k,x−y〉+iω(s−t)h−1(I2 − e− ih (ω− θ2 )I2+ 1hE(φ)(k))−1(ρ, η),
(∀(ρ,x, s), (η,y, t) ∈ {1, 2} × Γ× [0, β)h).
Proof. One can derive (4.6) by using (2.21), (2.24) and the equality
esA
(
1s≥0
1 + eβA
− 1s<0
1 + e−βA
)
=
1
β
∑
ω∈Mh
eiωs
h(1− e−iωh+Ah )
,
(
∀s ∈
{
−β,−β + 1
h
, · · · , β − 1
h
}
, A ∈ C∖iπ
β
(2Z+ 1)
)
.
See [9, Appendix C] for the proof of the above formula.
Let us take a function χ ∈ C∞(R) satisfying that
χ(x) = 1, (∀x ∈ (−∞, 1]),
χ(x) = 0, (∀x ∈ [2,∞)),
χ(x) ∈ (0, 1), (∀x ∈ (1, 2)),
d
dx
χ(x) ≤ 0, (∀x ∈ R).
We do not need more detailed information on the function χ. See e.g.
[7, Problem II.6. Solution] for an explicit construction of cut-off functions of this
type. Let us take the parameter M from [2π,∞). With the aim of dealing with
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small as well as large β at the same time, we set the smallest scale of cut-off to
be β-dependent, which is the idea implemented in [11, Section 3]. We define the
function χM : R→ R by
χM(x) := χ
(
x−M
M2 −M + 1
)
.
Note that
χM(x) = 1, (∀x ∈ (−∞,M ]),
χM(x) = 0, (∀x ∈ [M2,∞)),
χM(x) ∈ (0, 1), (∀x ∈ (M,M2)),
d
dx
χM(x) ≤ 0, (∀x ∈ R).
For h ∈ 2
β
N, set
Nh :=
⌊
log(2h)
logM
⌋
, Nβ := max
{⌊
log(1/β)
logM
⌋
+ 1, 1
}
,
where ⌊x⌋ denotes the largest integer which does not exceed x for x ∈ R. We want
Nh to be larger than Nβ. One can find a sufficient condition as follows.
Lemma 4.6. If h ≥ 1
2
max{1, β−1}M2, Nh ≥ Nβ + 1.
Since we will need the condition h ≥ 4d later, let us assume from now that
h ≥ max
{
1
2
max{1, β−1}M2, 4d
}
.(4.7)
It follows that
1β≥1M + 1β<1β
−1 ≤ MNβ ≤ max{1, β−1}M.(4.8)
M l ≤ 2h, (∀l ∈ {Nβ, Nβ + 1, · · · , Nh}).(4.9)
Then, let us define the cut-off functions χl ∈ C∞(R) (l = Nβ, Nβ + 1, · · · , Nh) by
χNβ(ω) := χ
M(M−Nβh|1− eiωh |),
χl(ω) := χ
M(M−lh|1− eiωh |)− χM(M−(l−1)h|1− eiωh |),
(∀l ∈ {Nβ + 1, Nβ + 2, · · · , Nh}).
It follows from the inequalities h|1−eiωh | ≤ 2h ≤ MNh+1 that χM (M−Nhh|1−eiωh |) =
1 (∀ω ∈ R). Thus,
Nh∑
l=Nβ
χl(ω) = 1, (∀ω ∈ R).(4.10)
The values of the cut-off functions are summarized as follows.
χNβ(ω) =


1 if h|1− eiωh | ≤MNβ+1,
∈ (0, 1) if MNβ+1 < h|1− eiωh | < MNβ+2,
0 if h|1− eiωh | ≥MNβ+2,
(4.11)
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χl(ω) =


0 if h|1− eiωh | ≤ M l,
∈ (0, 1] if M l < h|1− eiωh | < M l+2,
0 if h|1− eiωh | ≥ M l+2,
(∀ω ∈ R, l ∈ {Nβ + 1, Nβ + 2, · · · , Nh}).
We show a couple of necessary properties in the following lemma. To be correct,
we should remark that the lemma holds for any β ∈ R>0.
Lemma 4.7. (i) There exists a positive constant c independent of any parameter
such that
1
β
∑
ω∈Mh
1χl(ω+x)6=0 ≤ cM l+2, (∀l ∈ {Nβ, Nβ + 1, · · · , Nh}, x ∈ R).
(ii) If ω ∈ [−πh, πh] ∩ suppχl(·) for some l ∈ {Nβ + 1, Nβ + 2, · · · , Nh}, then
|ω − θ
2
| ≥ 1
2
|ω|, (∀θ ∈ [0, 2π
β
)).
Proof. (i): By the periodicity that χl(x+2πh) = χl(x) (∀x ∈ R), (4.8) and (4.11),
1
β
∑
ω∈Mh
1χl(ω+x)6=0 ≤ sup
r∈[0, 2pi
β
)
(
1
β
βh
2
−1∑
m=−βh
2
1χl( 2piβ m+r)6=0
)
≤ sup
r∈[0, 2pi
β
)
(
1
β
βh
2
−1∑
m=−βh
2
1| 2pi
β
m+r|≤cM l+2
)
≤ cM l+2.
(ii): It follows from the assumption M ≥ 2π and (4.8), (4.11) that |ω| ≥
h|1− eiωh | ≥MNβ+1 ≥ 2π
β
, which implies the result.
Here we introduce the covariances with scale-dependent UV cut-off. In the
following we fix φ ∈ C unless otherwise stated. For (ρ,x, s), (η,y, t) ∈ I0, set
Cl(ρxs, ηyt)
:=
1
βLd
∑
k∈Γ∗
∑
ω∈Mh
ei〈k,x−y〉+i(s−t)(ω−
pi
β
)
· χl+Nβ−1(ω)h−1(I2 − e−
i
h
(ω− θ
2
)I2+
1
h
E(φ)(k))−1(ρ, η),
(l ∈ {2, 3, · · · , Nh −Nβ + 1}).
C1(ρxs, ηyt)
:=
1
βLd
∑
k∈Γ∗
∑
ω∈Mh\{
pi
β
}
ei〈k,x−y〉+i(s−t)(ω−
pi
β
)
· χNβ(ω)h−1(I2 − e−
i
h
(ω− θ
2
)I2+
1
h
E(φ)(k))−1(ρ, η),
C0(ρxs, ηyt)
:=
1
βLd
∑
k∈Γ∗
ei〈k,x−y〉h−1(I2 − e−
i
h
(pi
β
− θ
2
)I2+
1
h
E(φ)(k))−1(ρ, η).
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We can deduce from (4.6), (4.10), (4.11) and the inequality h|1−ei piβh | ≤ π
β
≤MNβ+1
that
Nh−Nβ+1∑
l=0
Cl(ρxs, ηyt) = e
−ipi
β
(s−t)C(φ)(ρxs, ηyt), (∀(ρ,x, s), (η,y, t) ∈ I0).
(4.12)
We want to consider
∑Nh−Nβ+1
l=1 Cl, C0 as C1, C0 introduced in Subsection 3.3 respec-
tively. For this purpose we are going to study properties of Cl (l = 0, 1, · · · , Nh −
Nβ + 1).
Let us make an inequality which will be used in the estimation of Cl. Recall
the function gd : (0,∞)→ R defined in (1.1).
Lemma 4.8. Let K ∈ R>0. There exists a positive constant c(d) depending only
on d such that for any L ∈ N satisfying L ≥ K−3gd(K)−1,
1
Ld
∑
k∈Γ∗
1√
K2 + e(k)2
≤ c(d)gd(K).
Remark 4.9. The claimed inequality crucially affects the possible magnitude of
the coupling constant in our double-scale integration process. In terms of the order
with K as K ց 0, the claimed upper bound is better than the crude upper bound
K−1, which is out of use for our purpose of proving SSB and ODLRO. However,
it is unlikely to be optimal especially in the case d ≥ 2. More delicate analysis
specifying d and µ can improve the result. In this paper we prefer to obtain
an order with which the coupling constant can satisfy both the condition for the
convergence of the Grassmann integration and the condition for the solvability of
the gap equation under the minimum assumption on d and µ, rather than to obtain
the optimal order with some complication.
Proof of Lemma 4.8. Note that for any k′ ∈ {0, 2π
L
, 2π
L
· 2, · · · , 2π − 2π
L
}d−1,∣∣∣∣∣∣
1
2π
∫ 2π
0
dk
1√
K2 + e(k,k′)2
− 1
L
L−1∑
l=0
1√
K2 + e(2π
L
l,k′)2
∣∣∣∣∣∣ ≤ c(d)K−3L−1,
where we used the assumption |µ| ≤ 2d to suppress the dependency of the error on
µ. By repeating this estimation for each coordinate we obtain that∣∣∣∣∣ 1(2π)d
∫
[0,2π]d
dk
1√
K2 + e(k)2
− 1
Ld
∑
k∈Γ∗
1√
K2 + e(k)2
∣∣∣∣∣ ≤ c(d)K−3L−1.(4.13)
Take any ε ∈ (0, π
2
) and set Iε := [0, ε] ∪ [π − ε, π + ε] ∪ [2π − ε, 2π]. Note that
infk∈[0,2π]d\Idε ‖∇e(k)‖Rd ≥ cε. It follows from the coarea formula and this inequality
that
∫
[0,2π]d
dk
1√
K2 + e(k)2
(4.14)
79
≤ cε−1
∫
[0,2π]d\Idε
dk
‖∇e(k)‖Rd√
K2 + e(k)2
+ c(d)εdK−1
≤ cε−1
∫ 2d−µ
−2d−µ
dη
Hd−1({k ∈ [0, 2π]d | e(k) = η})√
K2 + η2
+ c(d)εdK−1
≤ cε−1 sup
r∈R
Hd−1
({
k ∈ [0, 2π]d
∣∣∣ d∑
j=1
cos kj = r
})∫ 4d
−4d
dη
1√
K2 + η2
+ c(d)εdK−1
≤ c(d)(ε−1 log(K−1 + 1) + εdK−1),
where Hd−1 denotes the d− 1 dimensional Hausdorff measure. One can check that
the function x 7→ x−1 log(K−1 + 1) + xdK−1 : (0,∞)→ R attains its minimum at
x0 = (d
−1 log(K−1 + 1) ·K) 1d+1
and the minimum value is
(d
1
d+1 + d−
d
d+1 )(log(K−1 + 1))
d
d+1K−
1
d+1 .
Since log(K−1 + 1) ≤ K−1, x0 ∈ (0, π2 ). By taking ε to be x0 we have from (4.14)
that ∫
[0,2π]d
dk
1√
K2 + e(k)2
≤ c(d)(log(K−1 + 1)) dd+1K− 1d+1 .(4.15)
Let us improve the upper bound in the case d = 1.∫
[0,2π]
dk
1√
K2 + e(k)2
≤ c
∫ pi
2
0
dk
1√
K2 + (2 cos k − |µ|)2 .
Let arccos : (−1, 1) → (0, π) be the inverse function of cos |(0,π). Note that for
k ∈ [0, π
2
], ∣∣∣∣cos k − |µ|2
∣∣∣∣ =
∣∣∣∣
∫ k
arccos(|µ|/2)
dp sin p
∣∣∣∣ ≥ 2π
∣∣∣∣
∫ k
arccos(|µ|/2)
dpp
∣∣∣∣
≥ 1
π
arccos
( |µ|
2
) ∣∣∣∣k − arccos
( |µ|
2
)∣∣∣∣ .
By substituting this inequality we have
∫
[0,2π]
dk
1√
K2 + e(k)2
≤ c
arccos( |µ|
2
)
∫ pi
2
0
dk
1√
K2 + k2
≤ c
arccos( |µ|
2
)
log(K−1 + 1).
(4.16)
The claim follows from (4.13), (4.15), (4.16).
In the following, unless otherwise stated, we assume that
L ≥ Θ−3gd(Θ)−1(4.17)
so that Lemma 4.8 holds forK = Θ. In the next lemma we collect bound properties
of Cl. We should emphasize that the constant c(d,M, χ) appearing in the lemma
is independent of φ.
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Lemma 4.10. There exists a positive constant c(d,M, χ) depending only on d,M, χ
such that the following statements hold.
(i)
| det(〈ui,vj〉CmC0(Xi, Yj))1≤i,j≤n|,
∣∣∣∣∣∣det

〈ui,vj〉Cm
Nh−Nβ+1∑
l=1
Cl(Xi, Yj)


1≤i,j≤n
∣∣∣∣∣∣
≤ (c(d,M, χ)(1 + β−1gd(Θ)))n,
(∀m,n ∈ N, ui,vi ∈ Cm with ‖ui‖Cm, ‖vi‖Cm ≤ 1, Xi, Yi ∈ I0 (i = 1, 2, · · · , n)).
(ii)
‖C˜l‖1,∞ ≤ c(d,M, χ)min{1, β}M−l, (∀l ∈ {2, 3, · · · , Nh −Nβ + 1}),
‖C˜1‖1,∞ ≤ c(d,M, χ)β(1 + β)d+1,
‖C˜0‖1,∞ ≤ c(d,M, χ)Θ−1(1 + Θ−1)d.
(iii) ∥∥∥∥∥∥
Nh−Nβ+1∑
l=1
C˜l
∥∥∥∥∥∥
′
1,∞
≤ c(d,M, χ)(β−1gd(Θ) + (1 + β)d+1).
Here C˜l : I
2 → C is the anti-symmetric extension of Cl defined as in (3.5).
Proof. In the following ‘c’ denotes a generic positive constant and ‘c(a1, a2, · · · , an)’
denotes a positive constant depending only on parameters a1, a2, · · · , an. First of
all let us make some inequalities concerning the integrand inside the covariances.
For x ∈ [−πh, πh], δ ∈ {1,−1},
|h(1− e−i xh+ δh
√
e(k)2+|φ|2)|2
≥ h2(1− e− 1h
√
e(k)2+|φ|2)2 + 4h2e−
1
h
√
e(k)2+|φ|2 sin2
( x
2h
)
≥ 1√
e(k)2+|φ|2>h
h2(1− e−1)2 + 1√
e(k)2+|φ|2≤h
(
e−2e(k)2 + 4h2e−1 sin2
( x
2h
))
≥ c(e(k)2 + x2),
where we used that h ≥ 4d ≥ supk∈Rd |e(k)|. Since the eigen values of E(φ)(k) are
±√e(k)2 + |φ|2, this implies that
‖h−1(I2 − e−i xh I2+ 1hE(φ)(k))−1‖2×2 ≤ c√
x2 + e(k)2
, (∀x ∈ [−πh, πh]\{0}, k ∈ Rd),
(4.18)
where ‖ · ‖2×2 is the operator norm for 2× 2 matrices. Similarly we can prove that
‖h−1(I2 − e−i xh I2+ 1hE(φ)(k))−1e 1hE(φ)(k)‖2×2 ≤ c|x| , (∀x ∈ [−πh, πh]\{0}, k ∈ R
d).
(4.19)
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(i): We derive the claimed determinant bound on C0 by means of Gram’s
inequality. Set H := L2({1, 2} × Γ∗ × Mh), which is a Hilbert space endowed
with the inner product 〈·, ·〉H defined by
〈f, g〉H :=
1
βLd
∑
K∈{1,2}×Γ∗×Mh
f(K)g(K).
Let us define vectors fX , gX ∈ H (X ∈ I0) by
fρxs(η,k, ω) := e
−i〈k,x〉−is(ω−pi
β
)1ω=pi
β
δρ,η
((
ω − θ
2
)2
+ e(k)2
)− 1
4
,
gρxs(η,k, ω) := e
−i〈k,x〉−is(ω−pi
β
)1ω=pi
β
((
ω − θ
2
)2
+ e(k)2
) 1
4
· h−1(I2 − e− ih (ω− θ2 )I2+ 1hE(φ)(k))−1(η, ρ).
We can deduce from Lemma 4.8 and (4.18) that
‖fX‖H, ‖gX‖H ≤ c(d)(β−1gd(Θ)) 12 , (∀X ∈ I0).
Since C0(X, Y ) = 〈fX , gY 〉H (∀X, Y ∈ I0), Gram’s inequality in the Hilbert space
Cm ×H ensures that
| det(〈ui,vj〉CmC0(Xi, Yj))1≤i,j≤n| ≤
n∏
j=1
‖fXj‖H‖gYj‖H ≤ (c(d)β−1gd(Θ))n,
(4.20)
(∀m,n ∈ N, ui,vi ∈ Cm with ‖ui‖Cm , ‖vi‖Cm ≤ 1, Xi, Yi ∈ I0 (i = 1, 2, · · · , n)),
which implies that C0 satisfies the claimed determinant bound.
To derive the determinant bound on
∑Nh−Nβ+1
l=1 Cl we use Proposition 4.2. Note
that by Lemma 4.8
1
Ld
∑
k∈Γ∗
(
1 + 2 cos
(
βθ
2
)
e−β
√
e(k)2+|φ|2 + e−2β
√
e(k)2+|φ|2
)− 1
2
(4.21)
≤ c
Ld
∑
k∈Γ∗
(
1
β
√
e(k)2+|φ|2>1
+ 1
β
√
e(k)2+|φ|2≤1
β−1(Θ2 + e(k)2)−
1
2
)
≤ c(d)(1 + β−1gd(Θ)).
Thus, by (4.2) and (4.12)
∣∣∣∣∣∣det

〈ui,vj〉Cm
Nh−Nβ+1∑
l=0
Cl(Xi, Yj)


1≤i,j≤n
∣∣∣∣∣∣ ≤ (c(d)(1 + β−1gd(Θ)))n,
(4.22)
(∀m,n ∈ N, ui,vi ∈ Cm with ‖ui‖Cm , ‖vi‖Cm ≤ 1, Xi, Yi ∈ I0 (i = 1, 2, · · · , n)).
Here we can apply Lemma A.1 with (4.20), (4.22) to derive the claimed determinant
bound on
∑Nh−Nβ+1
l=1 Cl.
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(ii): We can deduce from (4.11), Lemma 4.7 (i), (ii) and (4.18) that
|Cl(X)| ≤ cM2, |C1(X)| ≤ cMNβ+2β, |C0(X)| ≤ cβ−1Θ−1,(4.23)
(∀l ∈ {2, 3, · · · , Nh −Nβ + 1}, X ∈ I20 ).
Let n ∈ N, j ∈ {1, 2, · · · , d}. Note that by periodicity,(
L
2π
(
e−i
2pi
L
〈x−y,ej〉 − 1
))n
Cl(·xs, ·yt)
=
1
βLd
∑
k∈Γ∗
∑
ω∈Mh
ei〈x−y,k〉+i(s−t)(ω−
pi
β
)
(
χl+Nβ−1(ω)(1l≥2 + 1l=11ω 6=piβ ) + 1l=01ω=
pi
β
)
·
n∏
m=1
(
L
2π
∫ 2pi
L
0
dpm
)(
∂
∂qj
)n
h−1(I2 − e− ih (ω− θ2 )I2+ 1hE(φ)(q))−1
∣∣∣
q=k+
∑n
m=1 pmej
.
We need to find a φ-independent upper bound on∥∥∥∥
(
∂
∂kj
)n
h−1(I2 − e− ih (ω− θ2 )I2+ 1hE(φ)(k))−1
∥∥∥∥
2×2
for ω ∈ Mh, k ∈ Rd. First let us consider the case that
√
e(k)2 + |φ|2 ≤ h.
Observe that∥∥∥∥
(
∂
∂kj
)n
h−1(I2 − e− ih (ω− θ2 )I2+ 1hE(φ)(k))−1
∥∥∥∥
2×2
≤ c(n)h−1
n∑
m=1
m∏
u=1
(
n∑
lu=1
)
1∑m
u=1 lu=n
·
m∏
u=1
∥∥∥∥∥(I2 − e− ih (ω− θ2 )I2+ 1hE(φ)(k))−1
(
∂
∂kj
)lu
e
1
h
E(φ)(k)
∥∥∥∥∥
2×2
· ‖(I2 − e− ih (ω− θ2 )I2+ 1hE(φ)(k))−1‖2×2.
See e.g. the formula [12, (C.1)] for derivatives of inverse of a matrix-valued function.
Since ∥∥∥∥
(
∂
∂kj
)n
e
1
h
E(φ)(k)
∥∥∥∥
2×2
≤ c(n)h−1
in this case, we deduce from (4.18) and the above inequality that
∥∥∥∥
(
∂
∂kj
)n
h−1(I2 − e− ih (ω− θ2 )I2+ 1hE(φ)(k))−1
∥∥∥∥
2×2
≤ c(n)
(∣∣∣∣ω − θ2
∣∣∣∣
−2
+
∣∣∣∣ω − θ2
∣∣∣∣
−n−1
)
.
(4.24)
Next let us consider the case that
√
e(k)2 + |φ|2 > h. It is convenient to use the
equality
(I2 − e− ih (ω− θ2 )I2+ 1hE(φ)(k))−1(4.25)
=
∏
δ∈{1,−1}
(1− e− ih (ω− θ2 )+ δh
√
e(k)2+|φ|2)−1
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·
(
1− e− ih (ω− θ2 )e 1hE(φ)(k)(2, 2) e− ih (ω− θ2 )e 1hE(φ)(k)(1, 2)
e−
i
h
(ω− θ
2
)e
1
h
E(φ)(k)(2, 1) 1− e− ih (ω− θ2 )e 1hE(φ)(k)(1, 1)
)
.
Let us estimate derivatives of each component. Remark that
|(1− e− ih (ω− θ2 )− 1h
√
e(k)2+|φ|2)−1| = |(1− e− ih (ω− θ2 )+ 1h
√
e(k)2+|φ|2)−1e
1
h
√
e(k)2+|φ|2| ≤ c.
(4.26)
Moreover, for any m ∈ N ∪ {0}, δ ∈ {1,−1},∣∣∣∣
(
∂
∂kj
)m
e
δ
h
√
e(k)2+|φ|2
∣∣∣∣ ≤ c(m)(1m=0 + 1m≥1h−2)e δh√e(k)2+|φ|2,(4.27) ∥∥∥∥
(
∂
∂kj
)m
e
1
h
E(φ)(k)
∥∥∥∥
2×2
≤ c(m)(1m=0 + 1m≥1h−1)e 1h
√
e(k)2+|φ|2.(4.28)
To derive (4.28), the following formula can be repeatedly used.
∂
∂kj
e
1
h
E(φ)(k) =
1
h
∫ 1
0
dse
1−s
h
E(φ)(k) ∂
∂kj
E(φ)(k)e
s
h
E(φ)(k).
By (4.26) and (4.27)∣∣∣∣
(
∂
∂kj
)m
(1− e− ih (ω− θ2 )− 1h
√
e(k)2+|φ|2)−1
∣∣∣∣ ≤ c(m)(1m=0 + 1m≥1h−2),(4.29) ∣∣∣∣
(
∂
∂kj
)m
(1− e− ih (ω− θ2 )+ 1h
√
e(k)2+|φ|2)−1
∣∣∣∣(4.30)
≤ c(m)(1m=0 + 1m≥1h−2)|1− e− ih (ω− θ2 )+ 1h
√
e(k)2+|φ|2|−1.
Thus, we have that∣∣∣∣∣∣
(
∂
∂kj
)n ∏
δ∈{1,−1}
(1− e− ih (ω− θ2 )+ δh
√
e(k)2+|φ|2)−1
∣∣∣∣∣∣ ≤ c(n)h−2.(4.31)
Also, by (4.26), (4.28), (4.30)∥∥∥∥
(
∂
∂kj
)m
(1− e− ih (ω− θ2 )+ 1h
√
e(k)2+|φ|2)−1e
1
h
E(φ)(k)
∥∥∥∥
2×2
≤ c(m)(1m=0 + 1m≥1h−1),
which combined with (4.29) implies that∥∥∥∥∥∥
(
∂
∂kj
)n ∏
δ∈{1,−1}
(1− e− ih (ω− θ2 )+ δh
√
e(k)2+|φ|2)−1e
1
h
E(φ)(k)
∥∥∥∥∥∥
2×2
≤ c(n)h−1.(4.32)
We can see from (4.25), (4.31), (4.32) and πh ≥ |ω − θ/2| that∥∥∥∥
(
∂
∂kj
)n
h−1(I2 − e− ih (ω− θ2 )I2+ 1hE(φ)(k))−1
∥∥∥∥
2×2
(4.33)
≤ c(n)h−2 ≤ c(n)
(∣∣∣∣ω − θ2
∣∣∣∣
−2
+
∣∣∣∣ω − θ2
∣∣∣∣
−n−1
)
.
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By using (4.11), Lemma 4.7 (i), (ii), (4.24) and (4.33) we can derive that
∥∥∥∥
(
L
2π
(e−i
2pi
L
〈x−y,ej〉 − 1)
)n
Cl(·xs, ·yt)
∥∥∥∥
2×2
(4.34)
≤ c(n)
β
∑
ω∈Mh
(
χl+Nβ−1(ω)(1l≥2 + 1l=11ω 6=piβ ) + 1l=01ω=
pi
β
)
·
(∣∣∣∣ω − θ2
∣∣∣∣
−2
+
∣∣∣∣ω − θ2
∣∣∣∣
−n−1
)
≤ c(n) (1l≥2M−l−Nβ+3 + 1l=1MNβ+2(β2 + βn+1) + 1l=0β−1(Θ−2 +Θ−n−1)) .
The inequality (4.34) coupled with (4.23) yields that
|C1(ρxs, ηyt)| ≤ c(d,M)M
Nββ
1 + (1 + β)−d−1
∑d
j=1(
L
2π
|ei 2piL 〈x−y,ej〉 − 1|)d+1 ,(4.35)
|C0(ρxs, ηyt)| ≤ c(d)β
−1Θ−1
1 + (1 + Θ−1)−d−1
∑d
j=1(
L
2π
|ei 2piL 〈x−y,ej〉 − 1|)d+1 ,
(∀(ρ,x, s), (η,y, t) ∈ I0).
Thus, by using (4.8),
‖C˜1‖1,∞ ≤ c(d,M)MNββ2(1 + β)d ≤ c(d,M)β(1 + β)d+1,
‖C˜0‖1,∞ ≤ c(d)Θ−1(1 + Θ−1)d.
Let l ∈ {2, 3, · · · , Nh −Nβ + 1}. Let us estimate decay of the covariances with
the time variable. By periodicity,(
β
2π
(
e−i
2pi
β
(s−t) − 1
))n
Cl(·xs, ·yt)
=
1
βLd
∑
k∈Γ∗
∑
ω∈Mh
ei〈x−y,k〉+i(s−t)(ω−
pi
β
)
n∏
m=1
(
β
2π
∫ 2pi
β
0
drm
∂
∂rm
)
· χl+Nβ−1
(
ω +
n∑
m=1
rm
)
h−1(I2 − e− ih (ω− θ2+
∑n
m=1 rm)I2+
1
h
E(φ)(k))−1.
Thus, ∥∥∥∥
(
β
2π
(e−i
2pi
β
(s−t) − 1)
)n
Cl(·xs, ·yt)
∥∥∥∥
2×2
≤ sup
x∈R
(
1
β
∑
ω∈Mh
1χl+Nβ−1(ω+x)6=0
)
· sup
ω∈[−pih,pih]
k∈Rd
∥∥∥∥
(
∂
∂ω
)n
χl+Nβ−1(ω)h
−1(I2 − e− ih (ω− θ2 )I2+ 1hE(φ)(k))−1
∥∥∥∥
2×2
.
Note that ∥∥∥∥
(
∂
∂ω
)n
h−1(I2 − e− ih (ω− θ2 )I2+ 1hE(φ)(k))−1
∥∥∥∥
2×2
(4.36)
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≤ c(n)h−1
n∑
m=1
m∏
u=1
(
n∑
lu=1
)
1∑m
u=1 lu=n
·
m∏
u=1
∥∥∥∥∥(I2 − e− ih (ω− θ2 )I2+ 1hE(φ)(k))−1
(
∂
∂ω
)lu
e−
i
h
(ω− θ
2
)I2+
1
h
E(φ)(k)
∥∥∥∥∥
2×2
· ‖(I2 − e− ih (ω− θ2 )I2+ 1hE(φ)(k))−1‖2×2
≤ c(n)h−1−n
n∑
m=1
‖(I2 − e− ih (ω− θ2 )I2+ 1hE(φ)(k))−1e 1hE(φ)(k)‖m2×2
· ‖(I2 − e− ih (ω− θ2 )I2+ 1hE(φ)(k))−1‖2×2.
Then by using (4.9), (4.11), Lemma 4.7 (i), (ii), (4.18), (4.19), (4.36) and the fact
that ∣∣∣∣
(
d
dω
)n
χl+Nβ−1(ω)
∣∣∣∣ ≤ c(n,M, χ)M−(l+Nβ)n, (∀ω ∈ R, n ∈ N),
we have that
∥∥∥∥
(
β
2π
(e−i
2pi
β
(s−t) − 1)
)n
Cl(·xs, ·yt)
∥∥∥∥
2×2
(4.37)
≤ c(n,M)M l+Nβ
·
(
sup
ω∈[−pih,pih]
k∈Rd
∣∣∣∣
(
d
dω
)n
χl+Nβ−1(ω)
∣∣∣∣ ‖h−1(I2 − e− ih (ω− θ2 )I2+ 1hE(φ)(k))−1‖2×2
+
n−1∑
m=0
sup
ω∈[−pih,pih]
k∈Rd
∣∣∣∣
(
d
dω
)m
χl+Nβ−1(ω)
∣∣∣∣
·
∥∥∥∥∥
(
∂
∂ω
)n−m
h−1(I2 − e− ih (ω− θ2 )I2+ 1hE(φ)(k))−1
∥∥∥∥∥
2×2
)
≤ c(n,M, χ)M l+Nβ
·
(
M−(l+Nβ)n−(l+Nβ) +
n−1∑
m=0
M−(l+Nβ)mh−1−(n−m)
n−m∑
u=1
hu+1M−(l+Nβ)(u+1)
)
≤ c(n,M, χ)M−(l+Nβ)n.
By combining (4.23), (4.34) with (4.37) we reach the inequality
|Cl(ρxs, ηyt)|(4.38)
≤ c(n,M, χ)
1 +Mn(l+Nβ)| β
2π
(ei
2pi
β
(s−t) − 1)|n +M l+Nβ∑dj=1 | L2π (ei 2piL 〈x−y,ej〉 − 1)|n ,
(∀(ρ,x, s), (η,y, t) ∈ I0, n ∈ N).
From (4.8), (4.9) and (4.38) we can deduce that
‖C˜l‖1,∞ ≤ c(d,M, χ)M−l−Nβ ≤ c(d,M, χ)min{1, β}M−l.
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(iii): By using the result of (i) for n = 1, (4.35), (4.38) and (4.8) we have that
for any ρ, η ∈ {1, 2}, s, t ∈ [0, β)h, y ∈ Γ,
∑
x∈Γ
∣∣∣∣∣∣
Nh−Nβ+1∑
l=1
Cl(ρxs, ηyt)
∣∣∣∣∣∣ =
∑
x∈Γ
∣∣∣∣∣∣
Nh−Nβ+1∑
l=1
Cl(ρys, ηxt)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Nh−Nβ+1∑
l=1
Cl(ρ0s, η0t)
∣∣∣∣∣∣+
∑
x∈Γ
x6=0
∣∣∣∣∣∣
Nh−Nβ+1∑
l=1
Cl(ρxs, η0t)
∣∣∣∣∣∣
≤ c(d,M, χ)(1 + β−1gd(Θ)) +
∑
x∈Γ
x6=0
c(d,M)MNββ
1 + (1 + β)−d−1
∑d
j=1 | L2π (ei
2pi
L
〈x,ej〉 − 1)|d+1
+
Nh−Nβ+1∑
l=2
∑
x∈Γ
x6=0
c(d,M, χ)M−l−Nβ∑d
j=1 | L2π (ei
2pi
L
〈x,ej〉 − 1)|d+1
≤ c(d,M, χ)(1 + β−1gd(Θ) +MNββ(1 + β)d)
≤ c(d,M, χ)(β−1gd(Θ) + (1 + β)d+1),
which implies the result.
By summarizing the results of Lemma 4.10 we can reach the following conclu-
sion.
Corollary 4.11. Set C1 :=
∑Nh−Nβ+1
l=1 Cl, C0 := C0. There exists a constant
c(d,M, χ) ∈ R≥1 depending only on d, M , χ such that the following statements
hold with c0, Dc defined by
c0 := c(d,M, χ)(1 + β
d+2 + β−1gd(Θ)), Dc := Θ
−1(1 + Θ−1)d.
• C1 satisfies (3.10), (3.48), (3.49), (3.50) with c0.
• C0 satisfies (3.47), (3.48), (3.51) with c0 and Dc.
Proof. The claims directly follow from Lemma 4.10. Since Mh − πβ ⊂ 2πβ Z, C1
satisfies (3.10). Let us only show how to derive the claimed upper bounds on
‖C˜1‖1,∞, ‖C˜1‖ from the results of Lemma 4.10.
‖C˜1‖1,∞ ≤ ‖C˜1‖1,∞ +
Nh−Nβ+1∑
l=2
‖C˜l‖1,∞
≤ c(d,M, χ)β(1 + β)d+1 + c(d,M, χ)min{1, β}
Nh−Nβ+1∑
l=2
M−l ≤ c0,
‖C˜1‖ ≤
∥∥∥∥∥∥
Nh−Nβ+1∑
l=1
C˜l
∥∥∥∥∥∥
′
1,∞
+ β−1
Nh−Nβ+1∑
l=1
‖C˜l‖1,∞
≤ c(d,M, χ)(β−1gd(Θ) + (1 + β)d+1) + c(d,M, χ)(1 + β)d+1
+ c(d,M, χ)
Nh−Nβ+1∑
l=2
M−l
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≤ c0.
Remark 4.12. Since we assumed the simple conditions on C0, C1 in Subsection 3.3,
it became necessary to overestimate the covariances’ bounds in terms of the order
with β, Θ−1 in the derivation of Corollary 4.11 from Lemma 4.10. In this paper
we choose to simplify the Grassmann integration process at the expense of the
order with these parameters. The most important information in the statements
of Corollary 4.11 is the dependency of c0 on Θ, which ultimately decides whether
SSB and ODLRO can be proven.
Since we have verified the necessary properties of the real covariances, we can
apply the general results in the previous section to our model problem.
Lemma 4.13. There exists a positive constant c(d) depending only on d such
that the following statements hold with any a ∈ R≥1, h ∈ 2βN satisfying h ≥
c(d)max{1, β−1}, L ∈ N satisfying
Ld ≥ c(d)max{Θ−3dgd(Θ)−d,Θ−1(1 + Θ−1)d}(4.39)
and r, r′ ∈ R>0 defined by
r := c(d)−1(1 + βd+2 + β−1gd(Θ))
−2a−4,
r′ := c(d)−1L−dh−1β−1min{1, β}(1 + βd+2 + β−1gd(Θ))−2a−4.
There exists a function V end : C×D(2r)×D(2r′)2 → C such that for any φ ∈ C,
(u,λ) 7→ V end(φ, u,λ) is continuous in D(2r) × D(2r′)2 and analytic in D(2r) ×
D(2r′)2. Moreover, for any (φ, u,λ) ∈ C×D(r)×D(r′)2, j = 1, 2,
h
N
|V end(φ, u, 0)| ≤ a−2L−d,(4.40) ∣∣∣∣ ∂∂λj V end(φ, u, 0) +
∫
Aj(ψ)dµC(φ)(ψ)
∣∣∣∣(4.41)
≤ c(d)β(1 + βd+2 + β−1gd(Θ))2(1 + Θ−1(1 + Θ−1)d)a4L−d,
eV
end(φ,u,λ) =
∫
e−V (u)(ψ)+W (u)(ψ)−A(ψ)dµC(φ)(ψ).(4.42)
Proof. By the division formula of Grassmann Gaussian integral (see e.g.
[7, Proposition I.21]),
−
∫
A(ψ)dµC1+C0(ψ) =
∫ ∫
V 1,1(ψ + ψ1)dµC1(ψ
1)dµC0(ψ)
=
∫
V 1−3,0(ψ)dµC0(ψ) = V
1−3,end.
As in Corollary 4.11 we set C1 =
∑Nh−Nβ+1
l=1 Cl, C0 = C0. Then, by (4.12) and the
fact that A(ψ) is invariant under the transform ψρxsξ 7→ e−iξ
pi
β
sψρxsξ ((ρ,x, s, ξ) ∈
I), ∫
A(ψ)dµC1+C0(ψ) =
∫
A(ψ)dµC(φ)(ψ).
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Thus, V 1−3,end = − ∫ A(ψ)dµC(φ)(ψ). By substituting this equality, c0, Dc defined
in Corollary 4.11 and α = 24a we see that Lemma 3.8 implies the existence of the
function V end satisfying the claimed regularity and (4.40), (4.41).
The equality (4.42) can be derived by a basic argument close to
[12, Proposition 6.4 (3)]. However, we provide the proof for completeness. We
fix φ ∈ C and hide the dependency on φ in the following. Since the expansion of
e−V (u)(ψ)+W (u)(ψ)−A(ψ) terminates at a finite order, there exists a (β, L, h)-dependent
positive constant r(β, L, h) such that
Re
∫
e−V (u)(ψ)+W (u)(ψ)−A(ψ)dµC0+C1(ψ) > 0, (∀(u,λ) ∈ D(r(β, L, h))
3
).(4.43)
Let us set
V 1(ψ) :=
1∑
j=0
V j,1(ψ), V 0(ψ) :=
2∑
j=1
V 0−j,0(ψ) +
3∑
j=1
V 1−j,0(ψ) + V 2,0(ψ).
By the results of Lemma 3.4, Lemma 3.6 and (3.57), (3.58), (3.79), (3.80) there
exists a (β, L, h)-dependent positive constant c(β, L, h) such that
N∑
m=0
‖V lm(u,λ)‖1 ≤ c(β, L, h)α−2,
(∀(u,λ) ∈ D(c(β, L, h)−1α−4)3, α ∈ [23,∞), l ∈ {0, 1}).
This implies that we can choose a (β, L, h)-dependent positive constant c(β, L, h)′
such that if α ≥ c(β, L, h)′,
Re
∫
ezV
l(u,λ)(ψ)dµCl(ψ) > 0,(4.44)
(∀(u,λ) ∈ D(c(β, L, h)−1α−4)3, z ∈ D(2), l ∈ {0, 1}).
Let us take α0 ∈ [c(β, L, h)′,∞) satisfying that c(β, L, h)−1α−40 ≤ r(β, L, h) and fix
(u,λ) ∈ D(c(β, L, h)−1α−40 )
3
so that both (4.43) and (4.44) hold for this (u,λ). By
(4.44), for l ∈ {0, 1},
z 7→ log
(∫
ezV
l(u,λ)(ψ+ψ1)dµCl(ψ
1)
)
is analytic in D(2) and thus
log
(∫
eV
1(u,λ)(ψ+ψ1)dµC1(ψ
1)
)
(4.45)
=
∞∑
n=1
1
n!
(
d
dz
)n
log
(∫
ezV
1(u,λ)(ψ+ψ1)dµC1(ψ
1)
) ∣∣∣∣∣
z=0
= V 0(u,λ)(ψ).
Similarly,
log
(∫
eV
0(u,λ)(ψ)dµC0(ψ)
)
= V end(u,λ).(4.46)
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By (4.44) for l = 1, z = 1 and (4.45) we can apply the basic lemma [11, Lemma C.2]
to ensure that
eV
0(u,λ)(ψ) =
∫
eV
1(u,λ)(ψ+ψ1)dµC1(ψ
1).
By substituting this equality into (4.46) and using the division formula again,
V end(u,λ) = log
(∫
eV
1(u,λ)(ψ)dµC0+C1(ψ)
)
.(4.47)
Moreover, by (4.43),
eV
end(u,λ) =
∫
eV
1(u,λ)(ψ)dµC0+C1(ψ).
By the identity theorem, this equality must hold for any (u,λ) ∈ D(r) × D(r′)2.
By the gauge transform ψρxsξ 7→ e−iξ
pi
β
sψρxsξ ((ρ,x, s, ξ) ∈ I) the right-hand side of
the above equality becomes that of (4.42).
Lemma 4.13 can be reduced to the following explicit statements.
Proposition 4.14. There exists a positive constant c(d) ∈ R≥1 depending only
on d such that the following statements hold with any h ∈ 2
β
N satisfying h ≥
c(d)max{1, β−1}, L ∈ N satisfying (4.39) and r ∈ R>0 defined by
r := c(d)−1(1 + βd+3 + (1 + β−1)gd(Θ))
−2.
∣∣∣∣
∫
e−V (u)(ψ)+W (u)(ψ)dµC(φ)(ψ)− 1
∣∣∣∣ ≤ 12 , (∀(φ, u) ∈ C×D(r)).(4.48) ∣∣∣∣
∫
e−V (u)(ψ)+W (u)(ψ)Aj(ψ)dµC(φ)(ψ)∫
e−V (u)(ψ)+W (u)(ψ)dµC(φ)(ψ)
−
∫
Aj(ψ)dµC(φ)(ψ)
∣∣∣∣(4.49)
≤ c(d)β(1 + βd+3 + (1 + β−1)gd(Θ))2(1 + Θ−1(1 + Θ−1)d)L−d,
(∀(φ, u) ∈ C×D(r), j ∈ {1, 2}).
Proof. Take a to be
2
(
log
(
3
2
))− 1
2
(1 + β)
1
2 ,
which is larger than 1. Then, the r in Lemma 4.13 and the right-hand side of
(4.41) are rescaled to be the r in this proposition and the right-hand side of (4.49)
respectively. Moreover, (4.40) implies that
|V end(φ, u, 0)| ≤ log
(
3
2
)
, (∀(φ, u) ∈ C×D(r)).
By combining this inequality with (4.42) we obtain (4.48). Also, by differentiating
(4.42) the left-hand side of (4.41) is proved to be equal to that of (4.49).
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4.3 Existence of the infinite-volume limit of the correction
term
According to (4.40), (4.47), (4.48), we know that
lim
L→∞
L∈N
lim sup
h→∞
h∈ 2
β
N
sup
(φ,u)∈C×D(r)
h
N
∣∣∣∣log
(∫
e−V (u)(ψ)+W (u)(ψ)dµC(φ)(ψ)
)∣∣∣∣ = 0.
However, this property does not imply a uniform convergence of∫
e−V (u)(ψ)+W (u)(ψ)dµC(φ)(ψ)
with (φ, u) as h →∞, L→ ∞. As we need such a stronger convergence property
to complete the proof of the main theorem, let us prove it beforehand. Let us start
by confirming spatial decay properties of C(φ).
Lemma 4.15. There exists a positive constant c(d, β, θ) depending only on d, β, θ
such that
|C(φ)(ρxs, ηyt)| ≤ c(d, β, θ)
1 +
∑d
j=1 | L2π (ei
2pi
L
〈x−y,ej〉 − 1)|d+1 ,
(4.50)
(∀(ρ,x, s), (η,y, t) ∈ {1, 2} × Zd × [0, β), φ ∈ C).
|C(φ)(ρxs, ηyt)| ≤ c(d, β, θ)
1 + ( 2
π
)d+1
∑d
j=1 |〈x− y, ej〉|d+1
,
(4.51)
(∀(ρ,x, s), (η,y, t) ∈ {1, 2} × Zd × [0, β) with x− y ∈ [−L/2, L/2]d, φ ∈ C).
Proof. It follows from Lemma 4.10 (i) for n = 1, (4.12) and (4.34) that the in-
equality (4.50) holds for any (ρ,x, s), (η,y, t) ∈ {1, 2} × Zd × [0, β)h, φ ∈ C.
Since (s, t) 7→ C(φ)(ρxs, ηyt) is continuous in {(s, t) ∈ [0, β)2 | s 6= t}, (4.50)
can be claimed for any s, t ∈ [0, β) with s 6= t by approximating s, t by con-
verging sequences. The inequality (4.50) also holds in the case s = t, since
C(φ)(ρxs, ηys) = C(φ)(ρx0, ηy0). The inequality (4.51) follows from (4.50).
By definition, φ 7→ C(φ)(X) is continuous in C for anyX ∈ ({1, 2}×Zd×[0, β))2
and thus
(φ, u) 7→
∫
e−V (u)(ψ)+W (u)(ψ)dµC(φ)(ψ)
is continuous in C2. In the rest of this subsection we prove the following proposi-
tion, which requires deeper analysis of the tree expansion than that performed in
Subsection 3.2.
Proposition 4.16. Let r be the radius set in Proposition 4.14. For any non-empty
compact set Q of C,
lim
h→∞
h∈ 2
β
N
∫
e−V (u)(ψ)+W (u)(ψ)dµC(φ)(ψ), lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
∫
e−V (u)(ψ)+W (u)(ψ)dµC(φ)(ψ)
converge in C(Q×D(r/2),C) as sequences of function with the variable (φ, u).
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Proof. Recalling the definition (3.54), (3.55), let us define the anti-symmetric func-
tion V2 : I
2 → C and the bi-anti-symmetric function V2,2 : I2 × I2 → C by
V2(X) := V
0−1,1
2 (1)(X), V2,2(X,Y) := V
0−2,1
2,2 (1)(X,Y) and set
Vˆ2(ψ) :=
(
1
h
)2 ∑
X∈I2
V2(X)ψX, Vˆ4(ψ) :=
(
1
h
)4 ∑
X,Y∈I2
V2,2(X,Y)ψXψY,
Vˆ (ψ) := Vˆ2(ψ) + Vˆ4(ψ).
It follows that uVˆ (ψ) = −V (u)(ψ) +W (u)(ψ). For φ ∈ C we define the function
G(φ) : ({1, 2} × Zd × [0, β))2 → C by G(φ)(ρxs, ηyt) := e−ipiβ (s−t)C(φ)(ρxs, ηyt).
By the gauge transform ψρxsξ → eiξ
pi
β
sψρxsξ ((ρ,x, s, ξ) ∈ I),∫
euVˆ (ψ)dµG(φ)(ψ) =
∫
euVˆ (ψ)dµC(φ)(ψ).
Though we often drop the sign of φ-dependency from G(φ) for simplicity in the
following, the dependency on φ should be reminded especially when we establish
uniform bounds with φ. By (4.48),
(φ, u) 7→ log
(∫
euVˆ (ψ)dµG(φ)(ψ)
)
is continuous in C×D(r) and
u 7→ log
(∫
euVˆ (ψ)dµG(φ)(ψ)
)
is analytic in D(r) for any φ ∈ C. Take a non-empty compact set Q of C. For
n ∈ N, φ ∈ Q, set
αn,L,h(φ) :=
1
n!
(
d
du
)n
log
(∫
euVˆ (ψ)dµG(ψ)
)∣∣∣∣∣
u=0
.
Let us prove that αn,L,h converges in C(Q,C) as a function of φ in the limit h→∞,
L→∞. By the transformation close to (3.56) we have
αn,L,h =
1
n!
Tree({1, 2, · · · , n},G)
n∏
j=1
Vˆ2(ψ
j)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
+
n∑
l=1
(
n
l
)
1
n!
Tree({1, 2, · · · , n},G)
l∏
j=1
Vˆ4(ψ
j)
n∏
k=l+1
Vˆ2(ψ
k)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
=
1
n!
Tree({1, 2, · · · , n},G)
n∏
j=1
Vˆ2(ψ
j)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
+
n∑
l=1
(
n
l
)(
1
h
)4 ∑
X,Y∈I2
V2,2(X,Y)
· 1
n!
Tree({1, 2, · · · , n+ 1},G)ψ1Xψ2Y
l+1∏
j=3
Vˆ4(ψ
j)
n+1∏
k=l+2
Vˆ2(ψ
k)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n+1})
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+
n∑
l=1
(
n
l
)
1
n!
n−1∑
m=0
∑
({sj}
m+1
j=1 ,{tk}
n−m
k=1 )∈S(n,m)
(
1
h
)4 ∑
X,Y∈I2
V2,2(X,Y)
· Tree({sj}m+1j=1 ,G)ψs1X
m+1∏
j=2
(1sj≤lVˆ4(ψ
sj) + 1sj>lVˆ2(ψ
sj))
∣∣∣∣∣
ψ
sj=0
(∀j∈{1,2,··· ,m+1})
· Tree({tk}n−mk=1 ,G)ψt1Y
n−m∏
k=2
(1tk≤lVˆ4(ψ
tk) + 1tk>lVˆ2(ψ
tk))
∣∣∣∣∣
ψtk=0
(∀k∈{1,2,··· ,n−m})
.
Note that the translation invariances (3.10), (3.13) are satisfied by G and the kernels
of Vˆ2, Vˆ4. This implies that for any bj ∈ {2, 4} (j = 2, 3, · · · , m+ 1),
∑
X∈I2
V2,2(X,Y)Tree({sj}m+1j=1 ,G)ψs1X
m+1∏
j=2
Vˆbj (ψ
sj)
∣∣∣∣∣
ψ
sj=0
(∀j∈{1,2,··· ,m+1})
=
∑
X∈(I0)2
s∈[0,β)h
V2,2(X+ s,Y)Tree({sj}m+1j=1 ,G)ψs1X
m+1∏
j=2
Vˆbj (ψ
sj)
∣∣∣∣∣
ψ
sj=0
(∀j∈{1,2,··· ,m+1})
= 0.
Thus,
αn,L,h = α
′
n,L,h + an,L,h,
where
α′n,L,h
:=
1
n!
Tree({1, 2, · · · , n},G)
n∏
j=1
Vˆ2(ψ
j)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n})
+ 1n≥2
n−1∑
l=1
(
n
l
)(
1
h
)4 ∑
X,Y∈I2
V2,2(X,Y)
· 1
n!
Tree({1, 2, · · · , n+ 1},G)ψ1Xψ2Y
l+1∏
j=3
Vˆ4(ψ
j)
n+1∏
k=l+2
Vˆ2(ψ
k)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n+1})
,
an,L,h
:=
(
1
h
)4 ∑
X,Y∈I2
V2,2(X,Y)
· 1
n!
Tree({1, 2, · · · , n+ 1},G)ψ1Xψ2Y
n+1∏
j=3
Vˆ4(ψ
j)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n+1})
.
Let us show that an,L,h converges in C(Q,C) as h→∞. Let us set
ν(s, t) :=
1
β
− h1s=t, (s, t ∈ [0, β)h),
Vxs1(ψ) := ψ1xs1ψ2xs−1, Vxs−1(ψ) := ψ2xs1ψ1xs−1, (x ∈ Γ, s ∈ [0, β)h).
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Then, by the periodicity and the translation invariance with the spatial variable
we observe that
an,L,h
(4.52)
=
(
1
h
)2 ∑
x∈Γ
s,t∈[0,β)h
ν(s, t)
· 1
n!
Tree({1, 2, · · · , n+ 1},G)V0s1(ψ1)Vxt−1(ψ2)
n+1∏
j=3
Vˆ4(ψ
j)
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n+1})
= L−d(n−1)
∑
a1∈{1,2}
∑
x2∈Γ
n+1∏
j=3

 ∑
xj ,yj∈Γ
∑
aj∈{1,2}


·
n+1∏
j=1
j 6=2

1aj=2 1βh2
∑
sj∈[0,β)
aj
h
−1aj=1
1
h
∑
sj∈[0,β)
aj
h


· f(φ)((a1, (aj)n+1j=3 ), (s1, (sj)n+1j=3 ), (x2, (xj,yj)n+1j=3 )),
where we set
f(φ)((a1, (aj)
n+1
j=3 ), (s1, (sj)
n+1
j=3 ), (x2, (xj,yj)
n+1
j=3 ))
:=
1
n!
Tree({1, 2, · · · , n+ 1},G(φ))
· (1a1=1V0s11(ψ1)Vx2s1−1(ψ2) + 1a1=2V0s1,11(ψ1)Vx2s1,2−1(ψ2))
·
n+1∏
j=3
(1aj=1Vxjsj1(ψ
j)Vyjsj−1(ψ
j) + 1aj=2Vxjsj,11(ψ
j)Vyjsj,2−1(ψ
j))
∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n+1})
.
By recalling the definition of Tree({1, 2, · · · , n + 1},G(φ)) we see that f consists
of a finite sum of products of G(φ) and thus the domain of the function s 7→
f(φ)(a, s,X) is naturally extended to be [0, β)a1 ×∏n+1j=3 [0, β)aj . For simplicity, set
[0, β)a := [0, β)a1 × ∏n+1j=3 [0, β)aj , |a| := a1 +∑n+1j=3 aj for a = (a1, (aj)n+1j=3 ). We
can see from the definition that for any s0, t0 ∈ [0, β) with s0 6= t0, ρ, η ∈ {1, 2},
x,y ∈ Zd,
lim
(s,t)→(s0,t0)
sup
φ∈Q
|G(φ)(ρxs, ηyt)− G(φ)(ρxs0, ηyt0)| = 0.(4.53)
Define the subset S of [0, β)a by
S := {s ∈ [0, β)a | s = (s1, s2, · · · , s|a|), (i, j ∈ {1, · · · , |a|}) ∧ i 6= j → si 6= sj}.
Note that the Lebesgue measure of [0, β)a\S is zero. It follows from the properties
(3.2), (3.4), (4.50), (4.53) that
lim
s→s0
s∈[0,β)a
sup
φ∈Q
|f(φ)(a, s,X)− f(φ)(a, s0,X)| = 0, (∀s0 ∈ S),(4.54)
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sup
s∈[0,β)a
sup
φ∈Q
|f(φ)(a, s,X)| <∞.(4.55)
We can consider f(·)(a, ·,X) as an element of L1([0, β)a, C(Q,C)). For any s ∈
[0, β) there uniquely exists s′ ∈ [0, β)h such that s ∈ [s′, s′ + 1h). Let us define the
map ph : [0, β)→ [0, β)h by ph(s) := s′. Then, define the map Ph : [0, β)n → [0, β)nh
by Ph(s1, · · · , sn) := (ph(s1), · · · , ph(sn)). It follows from (4.54) that
lim
h→∞
h∈ 2
β
N
sup
φ∈Q
|f(φ)(a, Ph(s),X)− f(φ)(a, s,X)| = 0, (∀s ∈ S).(4.56)
By (4.55), (4.56) we can apply the dominated convergence theorem in L1([0, β)a,
C(Q,C)) to ensure that
lim
h→∞
h∈ 2
β
N
∫
[0,β)a
dsf(·)(a, Ph(s),X) =
∫
[0,β)a
dsf(·)(a, s,X) in C(Q,C).
By using this convergence property in (4.52) we can reach the conclusion that
an,L,h(·) converges in C(Q,C) as h →∞. In the same way as above we can prove
that α′n,L,h(·) converges in C(Q,C) as h→∞.
Next we will prove the convergence property as L → ∞. Let us prove the
convergence of an,L,h first. The proof for the convergence of α
′
n,L,h is much simpler
because of the presence of the term Vˆ2. We will see it after completing the proof for
an,L,h. For this purpose we need to disclose the operator Tree({1, 2, · · · , n+1},G).
For p, q ∈ {1, 2, · · · , n + 1} set
B{p,q} :=
∑
X∈I2
G˜(X) ∂
∂ψpX1
∂
∂ψqX2
,
where G˜ is the anti-symmetric extension of G defined as in (3.5). Note that by
anti-symmetry B{p,q} = B{q,p}. We can rewrite an,L,h as follows.
an,L,h =
2n
(n!)2
∑
T∈T({1,2,··· ,n+1})
an,L,h(T ),
where
an,L,h(T )
(4.57)
:= L−d(n−1)
∫
[0,1]n
ds
∑
σ∈Sn+1(T )
ϕ(T, σ, s)
(
n+1∑
p,q=1
M(T, σ, s)p,qB{p,q}
)n ∏
{p,q}∈T
B{p,q}
·
(
1
h
)2 ∑
x∈Γ
s,t∈[0,β)h
ν(s, t)V0s1(ψ
1)Vxt−1(ψ
2)
·
n+1∏
j=3
((
1
h
)2 ∑
x,y∈Γ
s,t∈[0,β)h
ν(s, t)Vxs1(ψ
j)Vyt−1(ψ
j)
)∣∣∣∣∣
ψj=0
(∀j∈{1,2,··· ,n+1})
.
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We have to study case by case depending on the tree’s configuration. Let us begin
with the simplest case n = 1. Set
ΓL :=
{
−
⌊
L
2
⌋
,−
⌊
L
2
⌋
+ 1, · · · ,−
⌊
L
2
⌋
+ L− 1
}d
.
Since T({1, 2}) = {1, 2} and M(T, σ, s) is symmetric,
a1,L,h(T ) =
∫
[0,1]
ds
∑
σ∈S2(T )
ϕ(T, σ, s)2M(T, σ, s)1,2B
2
{1,2}
·
(
1
h
)2 ∑
x∈Γ
u,t∈[0,β)h
ν(u, t)V0u1(ψ
1)Vxt−1(ψ
2)
∣∣∣∣∣
ψ1=ψ2=0
=
∫
[0,1]
ds
∑
σ∈S2(T )
ϕ(T, σ, s)4M(T, σ, s)1,2
∑
x∈Zd
1x∈ΓL
·
(
1
β
∫ β
0
du
∫ β
0
dtG˜(20ph(u)(−1), 2xph(t)1)G˜(10ph(u)1, 1xph(t)(−1))
− βG˜(200(−1), 2x01)G˜(1001, 1x0(−1))
)
.
Thus,
lim
h→∞
h∈ 2
β
N
a1,L,h(T )
=
∫
[0,1]
ds
∑
σ∈S2(T )
ϕ(T, σ, s)4M(T, σ, s)1,2
∑
x∈Zd
1x∈ΓL
1
β
∫ β
0
du
∫ β
0
dt
·
(
G˜(20u(−1), 2xt1)G˜(10u1, 1xt(−1))− G˜(200(−1), 2x01)G˜(1001, 1x0(−1))
)
.
We can deduce from the definition that for any X ∈ ({1, 2}×Zd×[0, β)×{1,−1})2,
limL→∞ G˜(X) converges in C(Q,C). Moreover by (4.51),
sup
φ∈Q
1x∈ΓL |G˜(20u(−1), 2xt1)G˜(10u1, 1xt(−1))− G˜(200(−1), 2x01)G˜(1001, 1x0(−1))|
≤ c · c(d, β, θ)
2
(1 + ( 2
π
)d+1
∑d
j=1 |〈x, ej〉|d+1)2
.
Therefore, the dominated convergence theorem in L1(Zd × [0, β)2, C(Q,C)) guar-
antees that limL→∞,L∈N limh→∞,h∈ 2
β
N
a1,L,h converges in C(Q,C).
Let us consider the case n ∈ N≥2. To make clear the structure, let us add the
superscript 1,−1 to the Grassmann variables and rewrite the formula (4.57) as
follows.
an,L,h(T ) =
(
1
h
)2 ∑
s1,t2∈[0,β)h
ν(s1, t2)
n+1∏
j=3

(1
h
)2 ∑
sj ,tj∈[0,β)h
ν(sj , tj)

L−d(n−1)ERn
·
∏
{p,q}∈T

 ∑
f,g∈{1,−1}
B(p,f),(q,g)

∑
x∈Γ
V0s11(ψ
1,1)Vxt2−1(ψ
2,−1)
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·
n+1∏
j=3
( ∑
x,y∈Γ
Vxsj1(ψ
j,1)Vytj−1(ψ
j,−1)
)∣∣∣∣∣
ψj,δ=0
(∀j∈{1,2,··· ,n+1},δ∈{1,−1})
,
where
E :=
∫
[0,1]n
ds
∑
σ∈Sn+1(T )
ϕ(T, σ, s),
B(p,f),(q,g) :=
∑
X∈I2
G˜(X) ∂
∂ψp,fX1
∂
∂ψq,gX2
,
R :=
∑
a,b∈{1,−1}
n+1∑
p,q=1
M(T, σ, s)p,qB(p,a),(q,b).
Since the integration and the summation with s, σ are irrelevant in the following
argument, we do not indicate the dependency of R on these variables. For T ∈
T({1, 2, · · · , n+1}) we consider the vertex 1 as the root of T . For j ∈ {1, 2, · · · , n+
1} let disT (1, j) denote the length of the shortest path between 1 and j in T . Let
us consider the case that
∃v ∈ {3, 4, · · · , n+ 1}({j, v} ∈ T → disT (j, 1) + 1 = disT (v, 1)).(4.58)
In this case v is the terminal of a branch of T and thus there uniquely exists
v′ ∈ {1, 2, · · · , n + 1}\{v} such that {v′, v} ∈ T . The operator B(v,a),(v′ ,b) erases
one Grassmann variable from Vxsv1(ψ
v,1)Vytv−1(ψ
v,−1). The remaining 2 variables
with the superscript ‘v,−a′ must be erased by Rn. Thus, there is at least one
operator, at most two operators among n of R such that they are to act on the
Grassmann variables with the superscript ‘v,−a′. By decomposing these operators
we have that
an,L,h(T )
=
(
1
h
)2 ∑
s1,t2∈[0,β)h
ν(s1, t2)
n+1∏
j=3

(1
h
)2 ∑
sj ,tj∈[0,β)h
ν(sj , tj)

L−d(n−1)E
·
∏
{p,q}∈T\{{v,v′}}

 ∑
f,g∈{1,−1}
B(p,f),(q,g)

 ∑
a,b∈{1,−1}
B(v,a),(v′ ,b)
·
(
nRn−1B(v,−a),(v,−a)
+
(
n
2
)
Rn−2
(
2
∑
c∈{1,−1}
n+1∑
p=1
1(p,c)6=(v,−a)M(T, σ, s)p,vB(p,c),(v,−a)
)2)
·
∑
x∈Γ
V0s11(ψ
1,1)Vxt2−1(ψ
2,−1)
·
n+1∏
j=3
( ∑
x,y∈Γ
Vxsj1(ψ
j,1)Vytj−1(ψ
j,−1)
)∣∣∣∣∣
ψj,δ=0
(∀j∈{1,2,··· ,n+1},δ∈{1,−1})
= n
(
1
h
)2 ∑
s1,t2∈[0,β)h
ν(s1, t2)
n+1∏
j=3

(1
h
)2 ∑
sj ,tj∈[0,β)h
ν(sj , tj)

L−d(n−1)ERn−1
97
·
∏
{p,q}∈T\{{v,v′}}

 ∑
f,g∈{1,−1}
B(p,f),(q,g)

 ∑
a,b∈{1,−1}
B(v,a),(v′ ,b)
·
∑
c∈{1,−1}
n+1∑
p=1
M(T, σ, s)p,vB(p,c),(v,−a)
·
∑
x∈Γ
V0s11(ψ
1,1)Vxt2−1(ψ
2,−1)
·
n+1∏
j=3
( ∑
x,y∈Γ
Vxsj1(ψ
j,1)Vytj−1(ψ
j,−1)
)∣∣∣∣∣
ψj,δ=0
(∀j∈{1,2,··· ,n+1},δ∈{1,−1})
,
where we used that
M(T, σ, s)p,q =M(T, σ, s)q,p, M(T, σ, s)p,p = 1, B(p,f),(q,g) = B(q,g),(p,f).
Remark that
∑
s∈[0,β)h
ν(s, t)B(v,1),(v,1)Vxs1(ψ
v,1) =
∑
t∈[0,β)h
ν(s, t)B(v,−1),(v,−1)Vyt−1(ψ
v,−1) = 0.
(4.59)
Thus, the operator B(v,−a),(v,−a) in the above expansion can be eliminated. As the
result,
an,L,h(T )
= n
(
1
h
)2 ∑
s1,t2∈[0,β)h
ν(s1, t2)
n+1∏
j=3

(1
h
)2 ∑
sj ,tj∈[0,β)h
ν(sj , tj)

L−d(n−1)ERn−1
·
∑
a∈{1,−1}
(( ∑
c∈{1,−1}
n+1∑
p=1
p 6=v
M(T, σ, s)p,vB(p,c),(v,−a) +B(v,1),(v,−1)
)
·
∏
{p,q}∈T\{{v,v′}}
( ∑
f,g∈{1,−1}
B(p,f),(q,g)
) ∑
b∈{1,−1}
B(v,a),(v′ ,b)
)
·
∑
x∈Γ
V0s11(ψ
1,1)Vxt2−1(ψ
2,−1)
·
n+1∏
j=3
( ∑
x,y∈Γ
Vxsj1(ψ
j,1)Vytj−1(ψ
j,−1)
)∣∣∣∣∣
ψj,δ=0
(∀j∈{1,2,··· ,n+1},δ∈{1,−1})
.
Set for a ∈ {1,−1}
R(a) :=
∑
c∈{1,−1}
n+1∑
p=1
p 6=v
M(T, σ, s)p,vB(p,c),(v,−a) +B(v,1),(v,−1),
B(a) :=
∏
{p,q}∈T\{{v,v′}}
( ∑
f,g∈{1,−1}
B(p,f),(q,g)
) ∑
b∈{1,−1}
B(v,a),(v′ ,b)
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to simplify the following explanation. We carry out a recursive estimation along
the tree lines from younger branches to the root 1. Here we need to estimate along
the straight line whose terminal is the vertex v first of all. We apply B(a) and then
R(a) to the given Grassmann polynomial. The rest of the Grassmann variables are
erased by Rn−1. The application of R(a) yields another G˜(·) which together with
G˜(·) created by B(a) are integrated with respect to the variables at the vertex v.
The application of B(a) combinatorially yields at most
2∏
j=1
(
2
dj(T )
)
dj(T )! ·
n+1∏
k=3
(
4
dk(T )
)
dk(T )!
factors, which is bounded by cn with a generic positive constant c. Recall that
dj(T ) is the degree of the vertex j in T . After applying B(a) and R(a) we have
Grassmann monomials of degree 2(n−1). Applying Rn−1 to each of the remaining
monomials combinatorially gives at most (2(n − 1))! factors. By performing the
recursive estimation as described above and using (3.2), (3.4), (4.50) we observe
that
|an,L,h(T )|
(4.60)
≤ L−d(n−1)(2(n− 1))!cnc(d, β, θ)n−1
· 1
h
∑
s∈[0,β)h
sup
X∈I,η∈{1,2}
ζ∈{1,−1}
(
1
h
∑
y∈Γ
t∈[0,β)h
|G˜(X, ηytζ)||ν(s, t)|
)
·
(
sup
X∈I,η∈{1,2}
ζ∈{1,−1}
(
1
h2
∑
x,y∈Γ
s,t∈[0,β)h
|G˜(X, ηytζ)||ν(s, t)|
))n−2
·
(
sup
X,Z∈I,ρ,η∈{1,2}
ξ,ζ∈{1,−1}
(
1
h2
∑
x,y∈Γ
s,t∈[0,β)h
|G˜(X, ρxsξ)||G˜(Z, ηytζ)||ν(s, t)|
)
+ sup
X∈I,ρ,ρ′,η∈{1,2}
ξ,ξ′ ,ζ∈{1,−1}
(
1
h2
∑
x,y∈Γ
s,t∈[0,β)h
|G˜(X, ρxsξ)||G˜(ρ′xsξ′, ηytζ)||ν(s, t)|
))
≤ L−d(n−1)(2(n− 1))!cnc(d, β, θ)2nβ
∑
x∈Γ
1
1 +
∑d
j=1 | L2π (ei
2pi
L
〈x,ej〉 − 1)|d+1
·
(
βLd
∑
x∈Γ
1
1 +
∑d
j=1 | L2π (ei
2pi
L
〈x,ej〉 − 1)|d+1
)n−2
· β
(∑
x∈Γ
1
1 +
∑d
j=1 | L2π (ei
2pi
L
〈x,ej〉 − 1)|d+1
)2
≤ cn(2n)!c(d, β, θ)2nβnL−d.
Next let us consider the case that (4.58) does not hold. In this case the tree
T is one straight line whose terminal is the vertex 2. By changing the numbers if
necessary we may assume that
T = {{1, n+ 1}, {n+ 1, n}, · · · , {4, 3}, {3, 2}}.
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The term an,L,h(T ) can be further decomposed as follows.
an,L,h(T ) =
∑
a,b,c,d∈{1,−1}
a
(a,b,c,d)
n,L,h (T ),
where
a
(a,b,c,d)
n,L,h (T ) :=
(
1
h
)2 ∑
s1,t2∈[0,β)h
ν(s1, t2)
n+1∏
j=3

(1
h
)2 ∑
sj ,tj∈[0,β)h
ν(sj , tj)

L−d(n−1)ERn
·
∏
{p,q}∈T\{{2,3},{3,4}}

 ∑
f,g∈{1,−1}
B(p,f),(q,g)

B(2,a),(3,b)B(3,c),(4,d)
·
∑
x∈Γ
V0s11(ψ
1,1)Vxt2−1(ψ
2,−1)
·
n+1∏
j=3
(∑
x,y∈Γ
Vxsj1(ψ
j,1)Vytj−1(ψ
j,−1)
) ∣∣∣∣∣
ψj,δ=0
(∀j∈{1,2,··· ,n+1},δ∈{1,−1})
.
Let us consider a
(a,1,1,d)
n,L,h (T ). In this case one Grassmann variable with the
superscript ‘2,−1′ and two Grassmann variables with the superscript ‘3,−1′ are
untouched by the derivatives along the tree lines and thus must be erased by the
operator Rn. Set
R′ := 22M(T, σ, s)3,2B(3,−1),(2,−1) + 2
∑
δ∈{1,−1}
n+1∑
p=1
1(p,δ)6=(3,−1)M(T, σ, s)p,2B(p,δ),(2,−1),
R′′ :=
∑
δ∈{1,−1}
n+1∑
p=1
1(p,δ)6=(2,−1),(3,−1)M(T, σ, s)p,3B(p,δ),(3,−1),
B(a,1,1,d) :=
∏
{p,q}∈T\{{2,3},{3,4}}

 ∑
f,g∈{1,−1}
B(p,f),(q,g)

B(2,a),(3,1)B(3,1),(4,d)
·
∑
x∈Γ
V0s11(ψ
1,1)Vxt2−1(ψ
2,−1)
n+1∏
j=3
(∑
x,y∈Γ
Vxsj1(ψ
j,1)Vytj−1(ψ
j,−1)
)
.
Let us observe that
a
(a,1,1,d)
n,L,h (T )
=
(
1
h
)2 ∑
s1,t2∈[0,β)h
ν(s1, t2)
n+1∏
j=3

(1
h
)2 ∑
sj ,tj∈[0,β)h
ν(sj , tj)

L−d(n−1)E
· nRn−1

2 ∑
δ∈{1,−1}
n+1∑
p=1
M(T, σ, s)p,2B(p,δ),(2,−1)

B(a,1,1,d)
∣∣∣∣∣
ψj,δ=0
(∀j∈{1,2,··· ,n+1},δ∈{1,−1})
= n
(
1
h
)2 ∑
s1,t2∈[0,β)h
ν(s1, t2)
n+1∏
j=3

(1
h
)2 ∑
sj ,tj∈[0,β)h
ν(sj , tj)

L−d(n−1)E
100
·
(
(n− 1)Rn−2
(
2
∑
η∈{1,−1}
n+1∑
q=1
1(q,η)6=(3,−1)M(T, σ, s)q,3B(q,η),(3,−1)
)
· 2M(T, σ, s)3,2B(3,−1),(2,−1)
+
(
(n− 1)Rn−2B(3,−1),(3,−1)
+ 1n≥3
(
n− 1
2
)
Rn−3
(
2
∑
η∈{1,−1}
n+1∑
q=1
1(q,η)6=(3,−1)M(T, σ, s)q,3B(q,η),(3,−1)
)2)
·
(
2
∑
δ∈{1,−1}
n+1∑
p=1
1(p,δ)6=(3,−1)M(T, σ, s)p,2B(p,δ),(2,−1)
))
· B(a,1,1,d)
∣∣∣∣∣
ψj,δ=0
(∀j∈{1,2,··· ,n+1},δ∈{1,−1})
= n
(
1
h
)2 ∑
s1,t2∈[0,β)h
ν(s1, t2)
n+1∏
j=3

(1
h
)2 ∑
sj ,tj∈[0,β)h
ν(sj , tj)

L−d(n−1)E
·
(
(n− 1)Rn−2
(
2
∑
η∈{1,−1}
n+1∑
q=1
1(q,η)6=(3,−1)M(T, σ, s)q,3B(q,η),(3,−1)
)
· 2M(T, σ, s)3,2B(3,−1),(2,−1)
+ (n− 1)Rn−2
( ∑
η∈{1,−1}
n+1∑
q=1
M(T, σ, s)q,3B(q,η),(3,−1)
)
·
(
2
∑
δ∈{1,−1}
n+1∑
p=1
1(p,δ)6=(3,−1)M(T, σ, s)p,2B(q,δ),(2,−1)
))
· B(a,1,1,d)
∣∣∣∣∣
ψj,δ=0
(∀j∈{1,2,··· ,n+1},δ∈{1,−1})
= n(n− 1)
(
1
h
)2 ∑
s1,t2∈[0,β)h
ν(s1, t2)
n+1∏
j=3

(1
h
)2 ∑
sj ,tj∈[0,β)h
ν(sj , tj)

L−d(n−1)E
· Rn−2R′R′′B(a,1,1,d)
∣∣∣∣∣
ψj,δ=0
(∀j∈{1,2,··· ,n+1},δ∈{1,−1})
.
In the derivation of the last equality we used the fact that since (4.59) with v = 3
holds, the term with B(3,−1),(3,−1) does not contribute to the result. It is important
that there is no link between the vertex 2 and the vertex 3 in the operator R′′. By
using (3.2), (3.4), (4.50) we perform the recursive estimation from the terminal 2
to the root 1. The important point is that the extra G˜(·) produced by R′′ is added
to the integration on the vertex 3. We uniformly bound all the G˜(·)s produced by
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Rn−2R′, not integrating them. As the result,
|a(a,1,1,d)n,L,h (T )| ≤ L−d(n−1)(2(n− 1))!cnc(d, β, θ)n−1
(4.61)
· 1
h
∑
s∈[0,β)h
sup
X∈I,η∈{1,2}
ζ∈{1,−1}
(
1
h
∑
y∈Γ
t∈[0,β)h
|G˜(X, ηytζ)||v(s, t)|
)
·
(
sup
X∈I,η∈{1,2}
ζ∈{1,−1}
(
1
h2
∑
x,y∈Γ
s,t∈[0,β)h
|G˜(X, ηytζ)||v(s, t)|
))n−2
·
(
sup
X,Z∈I,ρ,η∈{1,2}
ξ,ζ∈{1,−1}
(
1
h2
∑
x,y∈Γ
s,t∈[0,β)h
|G˜(X, ρxsξ)||G˜(Z, ηytζ)||v(s, t)|
))
≤ (2n)!cnc(d, β, θ)2nβnL−d
(∑
x∈Γ
1
1 +
∑d
j=1 | L2π (ei
2pi
L
〈x,ej〉 − 1)|d+1
)n+1
≤ (2n)!cnc(d, β, θ)2nβnL−d.
The same argument as above shows that
|a(a,−1,−1,d)n,L,h (T )| ≤ (2n)!cnc(d, β, θ)2nβnL−d.
Next let us consider a
(a,1,−1,d)
n,L,h (T ). In this case one Grassmann variable, which
originally belongs to Vxs1(ψ
3,1), remains after applying the operators along the tree
lines. This Grassmann variable must be erased by Rn. Thus, inside a
(a,1,−1,d)
n,L,h (T ),
the operator Rn can be decomposed as follows.
2nRn−1M(T, σ, s)2,3B(2,a),(3,1) + 2nR
n−1B(3,−1),(3,1)
+ 2nRn−1
n+1∑
p=4
∑
δ∈{1,−1}
M(T, σ, s)p,3B(p,δ),(3,1).
Let a˜
(a,1,−1,d)
n,L,h (T ) denote the following.
(
1
h
)2 ∑
s1,t2∈[0,β)h
ν(s1, t2)
n+1∏
j=3

(1
h
)2 ∑
sj ,tj∈[0,β)h
ν(sj , tj)

L−d(n−1)E
· 2nRn−1M(T, σ, s)2,3B(2,a),(3,1)
·
∏
{p,q}∈T\{{2,3},{3,4}}

 ∑
f,g∈{1,−1}
B(p,f),(q,g)

B(2,a),(3,1)B(3,−1),(4,d)
·
∑
x∈Γ
V0s11(ψ
1,1)Vxt2−1(ψ
2,−1)
·
n+1∏
j=3
(∑
x,y∈Γ
Vxsj1(ψ
j,1)Vytj−1(ψ
j,−1)
)∣∣∣∣∣
ψj,δ=0
(∀j∈{1,2,··· ,n+1},δ∈{1,−1})
.
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In fact a˜
(a,1,−1,d)
n,L,h (T ) is derived by replacing R
n by 2nRn−1M(T, σ, s)2,3B(2,a),(3,1) in-
side a
(a,1,−1,d)
n,L,h (T ). Since the application of B(3,−1),(3,1), B(p,δ),(3,1) (p ∈ {4, 5, · · · , n+
1}, δ ∈ {1,−1}) gives an additional free propagator at the vertex 3, the same
calculation as that leading to (4.61) yields that
|a(a,1,−1,d)n,L,h (T )− a˜(a,1,−1,d)n,L,h (T )| ≤ (2n)!cnc(d, β, θ)2nβnL−d.
The term a
(a,−1,1,d)
n,L,h (T ) can be analyzed in the same way as above. The result is
that
|a(a,−1,1,d)n,L,h (T )− a˜(a,−1,1,d)n,L,h (T )| ≤ (2n)!cnc(d, β, θ)2nβnL−d,
where
a˜
(a,−1,1,d)
n,L,h (T ) :=
(
1
h
)2 ∑
s1,t2∈[0,β)h
ν(s1, t2)
n+1∏
j=3

(1
h
)2 ∑
sj ,tj∈[0,β)h
ν(sj , tj)

L−d(n−1)E
· 2nRn−1M(T, σ, s)2,3B(2,a),(3,−1)
·
∏
{p,q}∈T\{{2,3},{3,4}}

 ∑
f,g∈{1,−1}
B(p,f),(q,g)

B(2,a),(3,−1)B(3,1),(4,d)
·
∑
x∈Γ
V0s11(ψ
1,1)Vxt2−1(ψ
2,−1)
·
n+1∏
j=3
(∑
x,y∈Γ
Vxsj1(ψ
j,1)Vytj−1(ψ
j,−1)
) ∣∣∣∣∣
ψj,δ=0
(∀j∈{1,2,··· ,n+1},δ∈{1,−1})
.
By combining these results we conclude that
|an,L,h(T )− a˜n,L,h(T )| ≤ (2n)!cnc(d, β, θ)2nβnL−d,
where
a˜n,L,h(T ) :=
∑
a,d∈{1,−1}
(a˜
(a,1,−1,d)
n,L,h (T ) + a˜
(a,−1,1,d)
n,L,h (T )).
We can reform a˜n,L,h(T ) as follows.
a˜n,L,h(T ) =
(
1
h
)2 ∑
s1,t2∈[0,β)h
ν(s1, t2)
n+1∏
j=3

(1
h
)2 ∑
sj ,tj∈[0,β)h
ν(sj , tj)


·
∑
b∈{1,−1}
∑
x∈Γ
B(2,−1),(3,b)B(2,−1),(3,b)
· Vxt2−1(ψ2,−1)(1b=1V0s31(ψ3,1) + 1b=−1V0t3−1(ψ3,−1))
· 2nL−d(n−2)EM(T, σ, s)2,3Rn−1
∏
{p,q}∈T\{{2,3}}

 ∑
f,g∈{1,−1}
B(p,f),(q,g)


·
∑
z∈Γ
V0s11(ψ
1,1)(1b=1Vzt3−1(ψ
3,−1) + 1b=−1Vzs31(ψ
3,1))
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·
n+1∏
j=4
(∑
x,y∈Γ
Vxsj1(ψ
j,1)Vytj−1(ψ
j,−1)
)∣∣∣∣∣
ψj,δ=0
(∀j∈{1,2,··· ,n+1},δ∈{1,−1})
.
Let us observe that there is a recursive structure here. We can repeat the same
procedure as above on the tree T\{{2, 3}}. The result is that∣∣an,L,h(T )− ˜˜an,L,h(T )∣∣ ≤ (2n)!cnc(d, β, θ)2nβnL−d,
where
˜˜an,L,h(T )
:=
(
1
h
)2 ∑
s1,t2∈[0,β)h
ν(s1, t2)
n+1∏
j=3

(1
h
)2 ∑
sj ,tj∈[0,β)h
ν(sj , tj)


·
∑
b∈{1,−1}
∑
x∈Γ
B(2,−1),(3,b)B(2,−1),(3,b)
· Vxt2−1(ψ2,−1)(1b=1V0s31(ψ3,1) + 1b=−1V0t3−1(ψ3,−1))
·
∑
c∈{1,−1}
∑
z∈Γ
B(3,−b),(4,c)B(3,−b),(4,c)
· (1b=1Vzt3−1(ψ3,−1) + 1b=−1Vzs31(ψ3,1))(1c=1V0s41(ψ4,1) + 1c=−1V0t4−1(ψ4,−1))
· 22n(n− 1)L−d(n−3)EM(T, σ, s)2,3M(T, σ, s)3,4Rn−2
·
∏
{p,q}∈T\{{2,3},{3,4}}

 ∑
f,g∈{1,−1}
B(p,f),(q,g)


·
∑
w∈Γ
V0s11(ψ
1,1)(1c=1Vwt4−1(ψ
4,−1) + 1c=−1Vws41(ψ
4,1))
·
n+1∏
j=5
(∑
x,y∈Γ
Vxsj1(ψ
j,1)Vytj−1(ψ
j,−1)
)∣∣∣∣∣
ψj,δ=0
(∀j∈{1,2,··· ,n+1},δ∈{1,−1})
.
By repeating this procedure we eventually have
|an,L,h(T )− bn,L,h(T )| ≤ (2n)!cnc(d, β, θ)2nβnL−d,(4.62)
where
bn,L,h(T ) :=
n+1∏
j=2
(∑
xj∈Γ
)
gL,h(φ)(x2,x3, · · · ,xn+1),
gL,h(φ)(x2,x3, · · · ,xn+1)
:=
(
1
h
)2 ∑
s1,s
−1
2 ∈[0,β)h
ν(s1, s
−1
2 )
n+1∏
j=3
((
1
h
)2 ∑
s1j ,s
−1
j ∈[0,β)h
ν(s1j , s
−1
j )
)
·
∑
b3∈{1,−1}
B2(2,−1),(3,b3)Vx2s−12 −1(ψ
2,−1)V
0s
b3
3 b3
(ψ3,b3)
·
∑
b4∈{1,−1}
B2(3,−b3),(4,b4)Vx3s−b33 −b3
(ψ3,−b3)V
0s
b4
4 b4
(ψ4,b4)
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...
· B2(n+1,−bn+1),(1,1)Vxn+1s−bn+1n+1 −bn+1(ψ
n+1,−bn+1)V0s11(ψ
1,1)
· 2nn!E
∏
{p,q}∈T
M(T, σ, s)p,q.
Since gL,h(φ)(X) is a finite sum of products of G˜, we can naturally define gL,h as a
map from (Zd)n to C(Q,C). By the same argument as the proof of the convergence
limh→∞,h∈ 2
β
N
an,L,h in C(Q,C) we can prove that limh→∞,h∈ 2
β
N
gL,h(·)(X) converges
in C(Q,C) for any X ∈ (Zd)n and so does limh→∞,h∈ 2
β
N
bn,L,h(T ). We can also
deduce from the definition of G˜ and gL,h that limL→∞,L∈N limh→∞,h∈ 2
β
N
gL,h(·)(X)
converges in C(Q,C) for any X ∈ (Zd)n. It follows from (3.2), (3.4), (4.51) that
sup
φ∈Q
|gL,h(φ)(x2,x3, · · · ,xn+1)|1xj∈ΓL (j=2,3,··· ,n+1)
≤ n!cnc(d, β, θ)2nβn
n+1∏
l=2
1
1 + ( 2
π
)d+1
∑d
j=1 |〈xl, ej〉|d+1
,
(∀xj ∈ Zd (j = 2, 3, · · · , n+ 1)).
The right-hand side of the above inequality is summable over (Zd)n. Since
bn,L,h(T ) =
n+1∏
j=2
( ∑
xj∈Zd
)
1xj∈ΓL(j=2,3,··· ,n+1)gL,h(φ)(x2,x3, · · · ,xn+1),
We can apply the dominated convergence theorem in L1((Zd)n, C(Q,C)) to con-
clude that limL→∞,L∈N limh→∞,h∈ 2
β
N
bn,L,h(T ) converges in C(Q,C). Observe that
an,L,h =
2n
(n!)2
∑
T∈T({1,2,··· ,n+1})
1(4.58)an,L,h(T )
+
2n
(n!)2
∑
T∈T({1,2,··· ,n+1})
1¬(4.58)(an,L,h(T )− bn,L,h(T ))
+
2n
(n!)2
∑
T∈T({1,2,··· ,n+1})
1¬(4.58)bn,L,h(T ).
By (4.60), (4.62) and the fact that ♯T({1, 2, · · · , n+ 1}) ≤ cnn!,
sup
φ∈Q
∣∣∣∣∣∣an,L,h(φ)−
2n
(n!)2
∑
T∈T({1,2,··· ,n+1})
1¬(4.58)bn,L,h(T )(φ)
∣∣∣∣∣∣
≤ (2n)!
n!
cnc(d, β, θ)2nβnL−d.
Since we have checked that limh→∞,h∈ 2
β
N
an,L,h, limh→∞,h∈ 2
β
N
bn,L,h(T ),
limL→∞,L∈N limh→∞,h∈ 2
β
N
bn,L,h(T ) converge in C(Q,C), we can deduce from this
inequality that limL→∞,L∈N limh→∞,h∈ 2
β
N
an,L,h converges in C(Q,C).
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Let us confirm the convergence of α′n,L,h. By definition,
α′1,L,h = −βG(φ)(100, 100),
which converges in C(Q,C) as h → ∞, L → ∞. Assume that n ≥ 2. Let us
estimate |α′n,L,h| by using the general lemmas Lemma 3.1, Lemma 3.2, which is
a simpler way than decomposing the operator Tree({1, · · · , n},G) as above. By
(4.12), G(φ)(X) =∑Nh−Nβ+1l=0 Cl(X), (∀X ∈ I20 ). Thus, by (4.22)
| det(〈ui,vj〉CmG(φ)(Xi, Yj))1≤i,j≤n| ≤ (c(d)(1 + β−1gd(Θ)))n ≤ c′(d, β, θ)n,
(∀m,n ∈ N,ui,vi ∈ Cm with ‖ui‖Cm , ‖vi‖Cm ≤ 1, Xi, Yi ∈ I0 (i = 1, 2, · · · , n)),
where c′(d, β, θ)(∈ R≥1) is a positive constant depending only on d, β, θ. Moreover,
by Lemma 4.15
‖G˜(φ)‖1,∞, ‖G˜(φ)‖ ≤
∑
x∈Γ
c′(d, β, θ)
1 +
∑d
j=1 | L2π (ei
2pi
L
〈x,ej〉 − 1)|d+1 .
Also, by definition
‖V2‖1,∞ ≤ L−d, ‖V2,2‖1,∞ ≤ 1,
[V2,2, G˜(φ)]1,∞ ≤ L−d‖G˜(φ)‖ ≤ L−d
∑
x∈Γ
c′(d, β, θ)
1 +
∑d
j=1 | L2π (ei
2pi
L
〈x,ej〉 − 1)|d+1 .
With these inequalities and the fact that the ‖ · ‖1,∞-norm of the anti-symmetric
kernel of Vˆ4 is bounded by ‖V2,2‖1,∞ we can apply (3.16), (3.26) to derive that
|α′n,L,h|
≤ N
h
(∑
x∈Γ
1
1 +
∑d
j=1 | L2π (ei
2pi
L
〈x,ej〉 − 1)|d+1
)n−1
(26c′(d, β, θ)L−d)n
+
n−1∑
l=1
(
n
l
)
N
h
212c′(d, β, θ)2
(∑
x∈Γ
1
1 +
∑d
j=1 | L2π (ei
2pi
L
〈x,ej〉 − 1)|d+1
)n
· L−d(212c′(d, β, θ)2)l−1(26c′(d, β, θ)L−d)n−l
≤ N
h
L−2dcnc′(d, β, θ)2n
1∑
a=0
(∑
x∈Γ
1
1 +
∑d
j=1 | L2π (ei
2pi
L
〈x,ej〉 − 1)|d+1
)n−a
,
which implies that limL→∞,L∈N limh→∞,h∈ 2
β
N
α′n,L,h = 0 in C(Q,C). Thus, we have
seen that αn,L,h converges in C(Q,C) as h→∞(h ∈ 2βN), L→∞(L ∈ N) for any
n ∈ N.
Let us complete the proof of the proposition. The inequality (4.48) implies that
u 7→ log
(∫
e−V (u)(ψ)+W (u)(ψ)dµC(φ)(ψ)
)
is analytic in D(r) for any φ ∈ C and
sup
(φ,u)∈C×D(r)
∣∣∣∣log
(∫
e−V (u)(ψ)+W (u)(ψ)dµC(φ)(ψ)
)∣∣∣∣ ≤ 1.
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Thus,
log
(∫
e−V (u)(ψ)+W (u)(ψ)dµC(φ)(ψ)
)
=
∞∑
n=1
αn,L,h(φ)u
n, (∀(φ, u) ∈ Q×D(r/2)),
sup
(φ,u)∈Q×D( r
2
)
|αn,L,h(φ)un|
≤ sup
φ∈Q
∣∣∣∣∣ 12πi
∮
|z|=(1+ε) r
2
dz
1
zn+1
log
(∫
e−V (z)(ψ)+W (z)(ψ)dµC(φ)(ψ)
)∣∣∣∣∣
(r
2
)n
≤ 1
(1 + ε)n
, (∀ε ∈ (0, 1)).
Therefore we can use the dominated convergence theorem in l1(N, C(Q×D(r/2)))
to ensure that
lim
h→∞
h∈ 2
β
N
log
(∫
e−V (u)(ψ)+W (u)(ψ)dµC(φ)(ψ)
)
,
lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
log
(∫
e−V (u)(ψ)+W (u)(ψ)dµC(φ)(ψ)
)
converge in C(Q×D(r/2)). Since∫
e−V (u)(ψ)+W (u)(ψ)dµC(φ)(ψ) = e
log(
∫
e−V (u)(ψ)+W (u)(ψ)dµC(φ)(ψ)),
(∀(φ, u) ∈ Q×D(r/2)),
the claims of the proposition follow.
4.4 Completion of the proof of the main theorem
In this subsection we will complete the proof of Theorem 1.3. The main necessary
tools have already been prepared. It remains to study the solvability of the gap
equation which is different from the conventional BCS gap equation due to the
presence of the imaginary magnetic field. Let us start by showing an inequality
which will be used to give a sufficient condition for the solvability of our gap
equation.
Lemma 4.17. Set K := 1
2
(2d− |µ|). Then,
inf
η∈[−K,K]
Hd−1({k ∈ [0, 2π]d | e(k) = η}) ≥ 1d=1 + 1d≥2
(
2d− |µ|
10(d− 1)d
)d−1
.
Proof. Since |µ+ η| < 2d,
{k ∈ [0, 2π]d | e(k) = η} 6= ∅, (∀η ∈ [−K,K]).
This implies the lower bound for d = 1. Let us assume that d ≥ 2. Note that
Hd−1({k ∈ [0, 2π]d | e(k) = η})
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≥ Hd−1
({
k ∈
[
0,
π
2
]d−1
× [0, π]
∣∣∣ d∑
j=1
cos kj =
1
2
|η + µ|
})
.
In the following we assume that k ∈ [0, π
2
]d−1 × [0, π]. Set
ε :=
min{1, 2d− |µ|}
5(d− 1) .
Assume that 1
2
|η + µ| ∈ [l, l + 1
2
) for some l ∈ {0, 1, · · · , d− 1}. If
kj ∈ [0, ε] (∀j ∈ {1, 2, · · · , l}), kj ∈
[π
2
− ε, π
2
]
(∀j ∈ {l + 1, · · · , d− 1}),
(4.63)
then
d−1∑
j=1
cos kj ∈ [l(1− ε), l + (d− 1− l)ε] ⊂
[
l − 1
5
, l +
1
5
]
.
Thus,
1
2
|η + µ| −
d−1∑
j=1
cos kj ∈
[
−1
5
,
7
10
]
.
Recall that we defined arccos as a map from (−1, 1) to (0, π) in the proof of Lemma
4.8. Then, we see that if (4.63) holds and kd ∈ [0, π], the equality
∑d
j=1 cos kj =
1
2
|η + µ| is equivalent to
kd = arccos
(
1
2
|η + µ| −
d−1∑
j=1
cos kj
)
.
Thus,
Hd−1
({
k ∈
[
0,
π
2
]d−1
× [0, π]
∣∣∣ d∑
j=1
cos kj =
1
2
|η + µ|
})
≥
l∏
i=1
(∫ ε
0
dki
) d−1∏
j=l+1
(∫ pi
2
pi
2
−ε
dkj
)(
1 +
d−1∑
j=1
sin2 kj
1− (1
2
|η + µ| −∑d−1m=1 cos km)2
) 1
2
≥ εd−1.
Assume that 1
2
|η + µ| ∈ [l + 1
2
, l + 1) for some l ∈ {0, 1, · · · , d− 2}. If
kj ∈ [0, ε] (∀j ∈ {1, 2, · · · , l + 1}), kj ∈
[π
2
− ε, π
2
]
(∀j ∈ {l + 2, · · · , d− 1}),
(4.64)
then
d−1∑
j=1
cos kj ∈ [(l + 1)(1− ε), l + 1 + (d− l − 2)ε] ⊂
[
l +
4
5
, l +
6
5
]
.
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Thus,
1
2
|η + µ| −
d−1∑
j=1
cos kj ∈
[
− 7
10
,
1
5
]
.
Therefore, if (4.64) and kd ∈ [0, π] hold, the equality
∑d
j=1 cos kj =
1
2
|η + µ| is
equivalently written as
kd = arccos
(
1
2
|η + µ| −
d−1∑
j=1
cos kj
)
.
Thus, by the same calculation as above we have that
Hd−1
({
k ∈
[
0,
π
2
]d−1
× [0, π]
∣∣∣ d∑
j=1
cos kj =
1
2
|η + µ|
})
≥ εd−1.(4.65)
Assume that 1
2
|η + µ| ∈ [d− 1
2
, d). If kj ∈ [0, ε] (∀j ∈ {1, 2, · · · , d− 1}), then
d−1∑
j=1
cos kj ∈ [(d− 1)(1− ε), d− 1] ⊂
[
d− 1− 1
5
(2d− |µ|), d− 1
]
.
By assumption, 1
2
|η + µ| ≤ 1
2
|µ|+ 1
4
(2d− |µ|). Thus,
1
2
|η + µ| −
d−1∑
j=1
cos kj ∈
[
1
2
, 1− 1
20
(2d− |µ|)
]
⊂
[
1
2
, 1
)
.
Therefore, the same argument as above yields the estimate (4.65). Since min{1, 2d−
|µ|} ≥ (2d− |µ|)/(2d), the claimed inequality has been derived.
Using Lemma 4.17, let us give a sufficient condition for the solvability and the
non-solvability of the gap equation (1.3).
Lemma 4.18. The following statements hold true.
(i) There exists a positive constant c(d) depending only on d such that if
|U | > c(d)(2d− |µ|)1−dβΘ
(
1Θ≤ 1
2
(2d−|µ|) + 1Θ> 1
2
(2d−|µ|)(2d− |µ|)−1Θ
)
,
− 2|U | +
1
(2π)d
∫
[0,2π]d
dk
sinh(β|e(k)|)
(cos(βθ/2) + cosh(βe(k)))|e(k)| > 0.
(ii) Assume that θ ∈ [0, π
β
]. If |U | < 2β−1,
− 2|U | +
1
(2π)d
∫
[0,2π]d
dk
sinh(β|e(k)|)
(cos(βθ/2) + cosh(βe(k)))|e(k)| < 0.
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Proof. Set K := 1
2
(2d− |µ|).
(i): Let us define the function f : R→ R by
f(x) :=
sinh(β|x|)
(cos(βθ/2) + cosh(βx))|x| .
We can see from the definition that f ∈ C∞(R). Moreover, by the coarea formula
and Lemma 4.17,∫
[0,2π]d
dkf(e(k)) ≥ 1
2
√
d
∫
[0,2π]d
dkf(e(k))‖∇e(k)‖Rd
=
1
2
√
d
∫ ∞
−∞
dηf(η)Hd−1({k ∈ [0, 2π]d | e(k) = η})
≥ 1
2
√
d
(
1d=1 + 1d≥2
(
2d− |µ|
10(d− 1)d
)d−1)∫ K
−K
dηf(η).
Note that∫ K
−K
dηf(η) ≥
∫ K
−K
dη
β
cosh(βη)− 1 + 2 sin2(βΘ/2)
≥ cβ−1
∫ min{Θ,K}
0
dη
1
η2 +Θ2
= cβ−1Θ−1 arctan(min{1, KΘ−1})
≥ cβ−1Θ−1(1Θ≤K + 1Θ>KKΘ−1).
By combining this inequality with the above inequality we obtain∫
[0,2π]d
dkf(e(k)) ≥ c(d)(2d− |µ|)d−1β−1Θ−1(1Θ≤K + 1Θ>KKΘ−1),
which implies the claim (i).
(ii): By the assumption on θ, f(x) ≤ tanh(β|x|)/|x| ≤ β for any x ∈ R. The
claim follows from this inequality.
Before giving the proof of the main theorem, let us confirm a few more simple
facts.
Lemma 4.19. Let ε ∈ (−1, 1]. The function
x 7→ sinh(x)
x(ε+ cosh(x))
: [0,∞)→ R
is strictly monotone decreasing and converges to 0 as x→∞.
Proof. Observe that
sinh(x)
x(ε+ cosh(x))
=
tanh(x/2)
x
· 1 + cosh(x)
ε+ cosh(x)
.
One can check that the derivative of tanh(x/2)/x, (1 + cosh(x))/(ε + cosh(x))
(ε ∈ (−1, 1)) are negative in (0,∞), which implies the strict monotone decreasing
property of the function. The convergence property is clear.
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Lemma 4.20. For any x,y ∈ Γ, φ ∈ C, ρ, η ∈ {1, 2}, ρ 6= η,
C(φ)(ρx0, ρy0)
=
1
Ld
∑
k∈Γ∗
ei〈x−y,k〉
(
e−i
βθ
2 + cosh(β
√
e(k)2 + |φ|2)
2(cos(βθ/2) + cosh(β
√
e(k)2 + |φ|2))
+
(−1)ρ sinh(β√e(k)2 + |φ|2)e(k)
2
√
e(k)2 + |φ|2(cos(βθ/2) + cosh(β√e(k)2 + |φ|2))
)
,
C(φ)(ρx0, ηy0)
=
1
Ld
∑
k∈Γ∗
ei〈x−y,k〉
−(1(ρ,η)=(1,2)φ+ 1(ρ,η)=(2,1)φ) sinh(β
√
e(k)2 + |φ|2)
2
√
e(k)2 + |φ|2(cos(βθ/2) + cosh(β√e(k)2 + |φ|2)) .
Proof. By using the unitary matrix U(φ)(k) defined in (2.19), which diagonalizes
E(φ)(k) as shown in (2.21), we can derive the claimed equalities.
We are ready to prove Theorem 1.3.
Proof of Theorem 1.3. The claims (iv), (v) have been proved right after the state-
ment of Theorem 1.3. Let us prove the claims (i), (ii), (iii). With the constant
c(d)(∈ R≥1) introduced in Proposition 4.14, set c2(d) := (2c(d))−1 and assume that
|U | < c2(d)(1 + βd+3 + (1 + β−1)gd(Θ))−2
throughout the proof. By assuming so the coupling constant U is inside a disk on
which all the results of Proposition 4.14 and Proposition 4.16 hold. The inequality
(4.48) implies that
Re lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)dµC(φ)(ψ) ≥ 1
2
,
(∀φ ∈ C, L ∈ N satisfying (4.39)).
Then, it follows from Lemma 2.1 and (2.25) that
ReTr e−β(H+iθSz+F) > 0, (∀L ∈ N satisfying (4.39), γ ∈ [0, 1]).
Then, by taking into account Lemma 1.1 we observe that the claim (i) holds.
By considering Lemma 4.19 we see that the following statements hold. If
− 2|U | +
1
(2π)d
∫
[0,2π]d
dk
sinh(β|e(k)|)
(cos(βθ/2) + cosh(βe(k)))|e(k)| > 0,(4.66)
there uniquely exists ∆ ∈ (0,∞) such that
− 2|U | +
1
(2π)d
∫
[0,2π]d
dk
sinh(β
√
e(k)2 +∆2)
(cos(βθ/2) + cosh(β
√
e(k)2 +∆2))
√
e(k)2 +∆2
= 0.
(4.67)
If
− 2|U | +
1
(2π)d
∫
[0,2π]d
dk
sinh(β|e(k)|)
(cos(βθ/2) + cosh(βe(k)))|e(k)| < 0,(4.68)
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there is no positive solution to the equation (4.67). In this case we set ∆ := 0.
During the proof we assume that either (4.66) or (4.68) occurs and ∆(∈ R≥0) is
defined as above.
Let us prove the claims concerning SSB. We assume that γ ∈ (0, 1] unless
otherwise stated. Then, there uniquely exists a(γ) ∈ (∆,∞) such that
a(γ)
(
− 2|U |
(4.69)
+
1
(2π)d
∫
[0,2π]d
dk
sinh(β
√
e(k)2 + a(γ)2)
(cos(βθ/2) + cosh(β
√
e(k)2 + a(γ)2))
√
e(k)2 + a(γ)2
)
= − 2γ|U |
and limγց0 a(γ) = ∆. Let us set a := (a(γ), 0). Here we define the function
F : R2 → R by
F (x) := − 1|U |((x1 − γ)
2 + x22)
+
1
β(2π)d
∫
[0,2π]d
dk log
(
cos
(
βθ
2
)
+ cosh
(
β
√
e(k)2 + ‖x‖2
R2
))
− 1
β(2π)d
∫
[0,2π]d
dk log
(
cos
(
βθ
2
)
+ cosh(βe(k))
)
.
For r ∈ R>0, b ∈ R2 we set Br(b) := {x ∈ R2 | ‖x − b‖R2 < r}. Some remarks
concerning the function F are in order.
• F ∈ C∞(R2).
• F takes its global maximum at and only at x = a.
•
∂2F
∂x21
(a) ≤ − 2γ|U |a(γ) ,
∂2F
∂x1∂x2
(a) = 0,
∂2F
∂x22
(a) = − 2γ|U |a(γ) .(4.70)
• For any r ∈ R>0,
−∞ < sup
x∈R2\Br(a)
(F (x)− F (a)) < 0.
Since these are the properties of the explicitly defined function, we omit the proof.
It is also necessary to deal with the discrete analogue FL of F . Set for x ∈ R2
FL(x) := − 1|U |((x1 − γ)
2 + x22)
+
1
βLd
∑
k∈Γ∗
log
(
cos
(
βθ
2
)
+ cosh
(
β
√
e(k)2 + ‖x‖2
R2
))
− 1
βLd
∑
k∈Γ∗
log
(
cos
(
βθ
2
)
+ cosh(βe(k))
)
.
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For sufficiently large L we can assume that
− 2|U | +
1
Ld
∑
k∈Γ∗
sinh(β|e(k)|)
(cos(βθ/2) + cosh(βe(k)))|e(k)| 6= 0.(4.71)
Since the situation is parallel to that of F (x), it follows that
• FL ∈ C∞(R2).
• FL takes its global maximum at and only at x = aL = (aL(γ), 0), where
aL(γ) ∈ (0,∞) and
aL(γ)
(
− 2|U |
+
1
Ld
∑
k∈Γ∗
sinh(β
√
e(k)2 + aL(γ)2)
(cos(βθ/2) + cosh(β
√
e(k)2 + aL(γ)2))
√
e(k)2 + aL(γ)2
)
= − 2γ|U | .
Moreover, we observe that
• There exists a positive constant c(β, d, θ, |U |) depending only on β, d, θ, |U |
such that
FL(x) ≤ −‖x‖
2
R2
|U | +
(
2
|U | + 1
)
‖x‖R2 + c(β, d, θ, |U |), (∀x ∈ R2, L ∈ N).
(4.72)
• For any compact set Q of R2 and i, j ∈ N ∪ {0} with i+ j ≤ 2,
lim
L→∞
L∈N
sup
x∈Q
∣∣∣∣ ∂i+j∂xi1∂xj2FL(x)−
∂i+j
∂xi1∂x
j
2
F (x)
∣∣∣∣ = 0.(4.73)
By making use of the properties (4.72), (4.73) we can prove that
lim
L→∞
L∈N
aL = a.(4.74)
Let H(F )(x), H(FL)(x) denote the Hessian of F , FL respectively. The property
(4.70) implies that
H(F )(a) ≤ − 2γ|U |a(γ) .
By applying (4.72), (4.73), (4.74) we can establish necessary basic properties as
follows. There exist δ ∈ R>0 and L0 ∈ N such that the following statements hold
true for any L ∈ N with L ≥ L0.
• For any x ∈ Bδ(aL),
FL(x) = FL(aL) +
∫ 1
0
dt(1− t)〈x− aL, H(FL)(t(x− aL) + aL)(x− aL)〉,
(4.75)
H(FL)(t(x− aL) + aL) ≤ 1
2
H(F )(a) < 0, (∀t ∈ [0, 1]).
(4.76)
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• For any x ∈ R2\Bδ(aL),
FL(x)− FL(aL) ≤ 1
2
sup
x∈R2\Bδ/2(a)
(F (x)− F (a)) < 0.(4.77)
At this point we go back to the Grassmann integral formulations. By Proposi-
tion 4.14 and (4.22),
sup
L∈N
satisfying (4.39)
sup
h∈ 2
β
N
h≥c(d)max{1,β−1}
sup
φ∈C
( ∣∣∣∣
∫
e−V (ψ)+W (ψ)dµC(φ)(ψ)
∣∣∣∣
(4.78)
+
∑
j∈{1,2}
∣∣∣∣
∫
e−V (ψ)+W (ψ)Aj(ψ)dµC(φ)(ψ)
∣∣∣∣+ ∑
j∈{1,2}
∣∣∣∣
∫
Aj(ψ)dµC(φ)(ψ)
∣∣∣∣
)
<∞.
Since the functions inside the modulus above are continuous with φ over C, the
following transformation is justified.
∫
R2
dφ1dφ2e
−βL
d
|U|
|φ−γ|2
∏
k∈Γ∗(cos(βθ/2) + cosh(β
√
e(k)2 + |φ|2))∏
k∈Γ∗(cos(βθ/2) + cosh(βe(k)))
(4.79)
·
∫
e−V (ψ)+W (ψ)A1(ψ)dµC(φ)(ψ)
=
∫
R2
dφ1dφ2e
βLdFL(φ)
∫
e−V (ψ)+W (ψ)dµC(φ)(ψ)
∫
A1(ψ)dµC(φ)(ψ)
+
∫
R2
dφ1dφ2e
βLdFL(φ)
(∫
e−V (ψ)+W (ψ)A1(ψ)dµC(φ)(ψ)
−
∫
e−V (ψ)+W (ψ)dµC(φ)(ψ)
∫
A1(ψ)dµC(φ)(ψ)
)
= eβL
dFL(aL)L−d
∫
R2
dφ1dφ21
‖φ‖
R2≤L
d
2 δ
eβ
∫ 1
0 dt(1−t)〈φ,H(FL)(tL
− d2φ+aL)φ〉
·
∫
e−V (ψ)+W (ψ)dµ
C(L−
d
2 φ+aL(γ))
(ψ)
∫
A1(ψ)dµ
C(L−
d
2 φ+aL(γ))
(ψ)
+ eβL
dFL(aL)
∫
R2
dφ1dφ21φ/∈Bδ(aL)e
βLd(FL(φ)−FL(aL))
·
∫
e−V (ψ)+W (ψ)dµC(φ)(ψ)
∫
A1(ψ)dµC(φ)(ψ)
+ eβL
dFL(aL)L−d
∫
R2
dφ1dφ21
‖φ‖
R2≤L
d
2 δ
eβ
∫ 1
0 dt(1−t)〈φ,H(FL)(tL
− d2φ+aL)φ〉
·
(∫
e−V (ψ)+W (ψ)A1(ψ)dµ
C(L−
d
2 φ+aL(γ))
(ψ)
−
∫
e−V (ψ)+W (ψ)dµ
C(L−
d
2 φ+aL(γ))
(ψ)
∫
A1(ψ)dµ
C(L−
d
2 φ+aL(γ))
(ψ)
)
+ eβL
dFL(aL)
∫
R2
dφ1dφ21φ/∈Bδ(aL)e
βLd(FL(φ)−FL(aL))
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·
(∫
e−V (ψ)+W (ψ)A1(ψ)dµC(φ)(ψ)
−
∫
e−V (ψ)+W (ψ)dµC(φ)(ψ)
∫
A1(ψ)dµC(φ)(ψ)
)
,
where φ = (φ1, φ2), φ = φ1 + iφ2 and δ(∈ R>0) is the parameter appearing in
(4.75), (4.76), (4.77). It follows from Lemma 2.5 (i), (4.49), (4.72), (4.76), (4.77),
(4.78) that
lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
Ld
∫
R2
dφ1dφ21φ/∈Bδ(aL)e
βLd(FL(φ)−FL(aL))
(4.80)
·
∫
e−V (ψ)+W (ψ)dµC(φ)(ψ)
∫
A1(ψ)dµC(φ)(ψ) = 0,
lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
∫
R2
dφ1dφ21
‖φ‖
R2≤L
d
2 δ
eβ
∫ 1
0 dt(1−t)〈φ,H(FL)(tL
− d2φ+aL)φ〉
·
(∫
e−V (ψ)+W (ψ)A1(ψ)dµ
C(L−
d
2 φ+aL(γ))
(ψ)
−
∫
e−V (ψ)+W (ψ)dµ
C(L−
d
2 φ+aL(γ))
(ψ)
∫
A1(ψ)dµ
C(L−
d
2 φ+aL(γ))
(ψ)
)
= 0,
lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
Ld
∫
R2
dφ1dφ21φ/∈Bδ(aL)e
βLd(FL(φ)−FL(aL))
·
(∫
e−V (ψ)+W (ψ)A1(ψ)dµC(φ)(ψ)−
∫
e−V (ψ)+W (ψ)dµC(φ)(ψ)
∫
A1(ψ)dµC(φ)(ψ)
)
= 0.
Moreover, we can apply Proposition 4.16, (4.73), (4.74), (4.76), (4.78) to conclude
that
lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
∫
R2
dφ1dφ21
‖φ‖
R2≤L
d
2 δ
eβ
∫ 1
0 dt(1−t)〈φ,H(FL)(tL
− d2φ+aL)φ〉(4.81)
·
∫
e−V (ψ)+W (ψ)dµ
C(L−
d
2 φ+aL(γ))
(ψ)
∫
A1(ψ)dµ
C(L−
d
2 φ+aL(γ))
(ψ)
=
∫
R2
dφ1dφ2e
β
2
〈φ,H(F )(a)φ〉 lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)dµC(a(γ))(ψ)
· β lim
L→∞
L∈N
C(a(γ))(100, 200).
Similarly we have that
∫
R2
dφ1dφ2e
βLdFL(φ)
∫
e−V (ψ)+W (ψ)dµC(φ)(ψ)
(4.82)
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= eβL
dFL(aL)L−d
∫
R2
dφ1dφ21
‖φ‖
R2≤L
d
2 δ
eβ
∫ 1
0
dt(1−t)〈φ,H(FL)(tL−
d
2φ+aL)φ〉
·
∫
e−V (ψ)+W (ψ)dµ
C(L−
d
2 φ+aL(γ))
(ψ)
+ eβL
dFL(aL)
∫
R2
dφ1dφ21φ/∈Bδ(aL)e
βLd(FL(φ)−FL(aL))
∫
e−V (ψ)+W (ψ)dµC(φ)(ψ).
lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
∫
R2
dφ1dφ21
‖φ‖
R2≤L
d
2 δ
eβ
∫ 1
0 dt(1−t)〈φ,H(FL)(tL
− d2φ+aL)φ〉
(4.83)
·
∫
e−V (ψ)+W (ψ)dµ
C(L−
d
2 φ+aL(γ))
(ψ)
=
∫
R2
dφ1dφ2e
β
2
〈φ,H(F )(a)φ〉 lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)dµC(a(γ))(ψ),
lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
Ld
∫
R2
dφ1dφ21φ/∈Bδ(aL)e
βLd(FL(φ)−FL(aL))
∫
e−V (ψ)+W (ψ)dµC(φ)(ψ) = 0.
The inequality (4.48) implies that
lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)dµC(a(γ))(ψ) 6= 0.(4.84)
Note that by Lemma 2.5 (i) and (4.78) we can change the order of the integral over
R2 and the limit operation with h in (2.25) with λ = (0, 0) and (2.26). Then, by
using (4.79), (4.80), (4.81), (4.82), (4.83), (4.84) and (4.69), Lemma 4.20 we can
derive from (2.25), (2.26) that
lim
L→∞
L∈N
Tr(e−β(H+iθSz+F)A1)
Tr e−β(H+iθSz+F)
= lim
L→∞
L∈N
lim h→∞
h∈ 2
β
N
∫
R2
dφ1dφ2e
βLdFL(φ)
∫
e−V (ψ)+W (ψ)A1(ψ)dµC(φ)(ψ)
lim h→∞
h∈ 2
β
N
β
∫
R2
dφ1dφ2eβL
dFL(φ)
∫
e−V (ψ)+W (ψ)dµC(φ)(ψ)
=
∫
R2
dφ1dφ2e
β
2
〈φ,H(F )(a)φ〉 lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)dµC(a(γ))(ψ)
· lim
L→∞
L∈N
C(a(γ))(100, 200)
·
/∫
R2
dφ1dφ2e
β
2
〈φ,H(F )(a)φ〉 lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)dµC(a(γ))(ψ)
= −a(γ)|U | +
γ
|U | .
Thus,
lim
γց0
γ∈(0,1]
lim
L→∞
L∈N
Tr(e−β(H+iθSz+F)A1)
Tr e−β(H+iθSz+F)
= − ∆|U | .
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We let c1(d) be the constant c(d) appearing in Lemma 4.18 (i). Then, if
|U | > c1(d)(2d− |µ|)1−dβΘ
(
1Θ≤ 1
2
(2d−|µ|) + 1Θ> 1
2
(2d−|µ|)(2d− |µ|)−1Θ
)
,
(4.66) holds and thus ∆ > 0. This proves the claims (1.3), (1.5). Note that
c2(d)(1 + β
d+3 + (1 + β−1)gd(Θ))
−2 ≤ (1 + βd+3)−2 ≤ 2β−1, (∀β ∈ R>0).
Thus, if θ ∈ [0, π/β], Lemma 4.18 (ii) implies that (4.68) holds and thus ∆ = 0.
Therefore, the first statement of (iii) and the claim concerning SSB in (iii) hold
true.
Next let us prove the claim (1.6) and the claim concerning ODLRO in (iii).
The proof is in fact close to the proof of SSB above. However we present it for
completeness. Let us define the function f : R→ R by
f(x) :=− x
2
|U | +
1
β(2π)d
∫
[0,2π]d
dk log
(
cos
(
βθ
2
)
+ cosh(β
√
e(k)2 + x2)
)
− 1
β(2π)d
∫
[0,2π]d
dk log
(
cos
(
βθ
2
)
+ cosh(βe(k))
)
.
Then, we see that
• f ∈ C∞(R).
• f |[0,∞) : [0,∞) → R takes its global maximum at and only at x = ∆, where
f |[0,∞) denotes the restriction of f on [0,∞).
•
d2f
dx2
(∆) < 0.
The third statement above can be confirmed as follows.
d2f
dx2
(∆)
≤ 1∆=0
(
− 2|U | +
1
(2π)d
∫
[0,2π]d
dk
sinh(β|e(k)|)
(cos(βθ/2) + cosh(βe(k)))|e(k)|
)
+ 1∆>0∆ sup
η∈[−2d−|µ|,2d+|µ|]
(
d
dx
(
sinh(β
√
η2 + x2)
(cos(βθ/2) + cosh(β
√
η2 + x2))
√
η2 + x2
) ∣∣∣∣∣
x=∆
)
< 0.
Again we need to introduce the L-dependent version of f as follows.
fL(x) :=− x
2
|U | +
1
βLd
∑
k∈Γ∗
log
(
cos
(
βθ
2
)
+ cosh(β
√
e(k)2 + x2)
)
− 1
βLd
∑
k∈Γ∗
log
(
cos
(
βθ
2
)
+ cosh(βe(k))
)
.
We may assume that (4.71) holds. When the left-hand side of (4.71) is positive,
there uniquely exists ∆L ∈ (0,∞) such that
− 2|U | +
1
Ld
∑
k∈Γ∗
sinh(β
√
e(k)2 +∆2L)
(cos(βθ/2) + cosh(β
√
e(k)2 +∆2L))
√
e(k)2 +∆2L
= 0.
If the left-hand side of (4.71) is negative, we set ∆L := 0. It follows that
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• fL|[0,∞) : [0,∞)→ R takes its global maximum at and only at x = ∆L, where
fL|[0,∞) is the restriction of fL on [0,∞).
Based on this fact and that fL and the derivatives of fL locally uniformly converge
to f and those of f respectively as L→∞, we can prove that
lim
L→∞
L∈N
∆L = ∆.(4.85)
Moreover, there exist δ ∈ R>0 and L0 ∈ N such that the following statements hold
true for any L ∈ N with L ≥ L0.
• For any x ∈ [∆L − δ,∆L + δ],
fL(x) = fL(∆L) +
∫ 1
0
dt(1− t)d
2fL
dx2
(t(x−∆L) + ∆L)(x−∆L)2,(4.86)
d2fL
dx2
(t(x−∆L) + ∆L) ≤ 1
2
d2f
dx2
(∆) < 0, (∀t ∈ [0, 1]).(4.87)
• For any x ∈ [0,∞)\[∆L − δ,∆L + δ],
fL(x)− fL(∆L) ≤ 1
2
sup
x∈[0,∞)\[∆− δ
2
,∆+ δ
2
]
(f(x)− f(∆)) < 0.(4.88)
Observe that
∫
R2
dφ1dφ2e
−βL
d
|U|
|φ|2
∏
k∈Γ∗(cos(βθ/2) + cosh(β
√
e(k)2 + |φ|2))∏
k∈Γ∗(cos(βθ/2) + cosh(βe(k)))
(4.89)
·
∫
e−V (ψ)+W (ψ)A2(ψ)dµC(φ)(ψ)
=
∫ 2π
0
dξ
∫ ∞
0
drreβL
dfL(r)
∫
e−V (ψ)+W (ψ)dµC(reiξ)(ψ)
∫
A2(ψ)dµC(reiξ)(ψ)
+
∫ 2π
0
dξ
∫ ∞
0
drreβL
dfL(r)
(∫
e−V (ψ)+W (ψ)A2(ψ)dµC(reiξ)(ψ)
−
∫
e−V (ψ)+W (ψ)dµC(reiξ)(ψ)
∫
A2(ψ)dµC(reiξ)(ψ)
)
= eβL
dfL(∆L)L−
d
2
∫ 2π
0
dξ
∫ Ld/2δ
−Ld/2min{δ,∆L}
dr(L−
d
2 r +∆L)e
β
∫ 1
0 dt(1−t)f
′′
L(tL
− d2 r+∆L)r
2
·
∫
e−V (ψ)+W (ψ)dµ
C((L−
d
2 r+∆L)eiξ)
(ψ)
∫
A2(ψ)dµ
C((L−
d
2 r+∆L)eiξ)
(ψ)
+ eβL
dfL(∆L)
∫ 2π
0
dξ
∫
[0,∞)\[∆L−δ,∆L+δ]
drreβL
d(fL(r)−fL(∆L))
·
∫
e−V (ψ)+W (ψ)dµC(reiξ)(ψ)
∫
A2(ψ)dµC(reiξ)(ψ)
+ eβL
dfL(∆L)L−
d
2
∫ 2π
0
dξ
∫ Ld/2δ
−Ld/2min{δ,∆L}
dr(L−
d
2 r +∆L)e
β
∫ 1
0 dt(1−t)f
′′
L(tL
− d2 r+∆L)r
2
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·
(∫
e−V (ψ)+W (ψ)A2(ψ)dµ
C((L−
d
2 r+∆L)eiξ)
(ψ)
−
∫
e−V (ψ)+W (ψ)dµ
C((L−
d
2 r+∆L)eiξ)
(ψ)
∫
A2(ψ)dµ
C((L−
d
2 r+∆L)eiξ)
(ψ)
)
+ eβL
dfL(∆L)
∫ 2π
0
dξ
∫
[0,∞)\[∆L−δ,∆L+δ]
drreβL
d(fL(r)−fL(∆L))
·
(∫
e−V (ψ)+W (ψ)A2(ψ)dµC(reiξ)(ψ)
−
∫
e−V (ψ)+W (ψ)dµC(reiξ)(ψ)
∫
A2(ψ)dµC(reiξ)(ψ)
)
,
where δ(∈ R>0) is that appearing in (4.86), (4.87), (4.88). To prove convergent
properties, we need to multiply different volume factors depending on whether
∆ > 0 or ∆ = 0. Lemma 2.5 (i), the inequalities (4.78), (4.88) and a variant of the
inequality (4.72) ensure that
lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
(1∆>0L
d
2 + 1∆=0L
d)
∫ 2π
0
dξ
∫
[0,∞)\[∆L−δ,∆L+δ]
drreβL
d(fL(r)−fL(∆L))(4.90)
·
∫
e−V (ψ)+W (ψ)dµC(reiξ)(ψ)
∫
A2(ψ)dµC(reiξ)(ψ) = 0,
lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
(1∆>0L
d
2 + 1∆=0L
d)
∫ 2π
0
dξ
∫
[0,∞)\[∆L−δ,∆L+δ]
drreβL
d(fL(r)−fL(∆L))
·
(∫
e−V (ψ)+W (ψ)A2(ψ)dµC(reiξ)(ψ)
−
∫
e−V (ψ)+W (ψ)dµC(reiξ)(ψ)
∫
A2(ψ)dµC(reiξ)(ψ)
)
= 0.
Moreover, it follows from Lemma 2.5 (i), (4.49), Proposition 4.16, (4.78), (4.85),
(4.87) and a variant of (4.73) that
lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
∫ 2π
0
dξ
∫ Ld/2δ
−Ld/2min{δ,∆L}
dr(1∆>0(L
− d
2 r +∆L) + 1∆=0r)e
β
∫ 1
0 dt(1−t)f
′′
L(tL
− d2 r+∆L)r
2
(4.91)
·
∫
e−V (ψ)+W (ψ)dµ
C((L−
d
2 r+∆L)eiξ)
(ψ)
∫
A2(ψ)dµ
C((L−
d
2 r+∆L)eiξ)
(ψ)
=
(
1∆>0
∫ ∞
−∞
dr∆+ 1∆=0
∫ ∞
0
drr
)
e
β
2
f ′′(∆)r2
∫ 2π
0
dξ
· lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)dµC(∆eiξ)(ψ)
· (−β) lim
L→∞
L∈N
det
(
C(∆)(1xˆ0, 1yˆ0) C(∆)(100, 200)
C(∆)(200, 100) C(∆)(2yˆ0, 2xˆ0)
)
,
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lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
∫ 2π
0
dξ
∫ Ld/2δ
−Ld/2min{δ,∆L}
dr(1∆>0(L
− d
2 r +∆L) + 1∆=0r)e
β
∫ 1
0 dt(1−t)f
′′
L(tL
− d2 r+∆L)r
2
·
(∫
e−V (ψ)+W (ψ)A2(ψ)dµ
C((L−
d
2 r+∆L)eiξ)
(ψ)
−
∫
e−V (ψ)+W (ψ)dµ
C((L−
d
2 r+∆L)eiξ)
(ψ)
∫
A2(ψ)dµ
C((L−
d
2 r+∆L)eiξ)
(ψ)
)
= 0.
For the same reason as above we have that
∫
R2
dφ1dφ2e
βLdfL(|φ|)
∫
e−V (ψ)+W (ψ)dµC(φ)(ψ)
(4.92)
= eβL
dfL(∆L)L−
d
2
∫ 2π
0
dξ
∫ Ld/2δ
−Ld/2min{δ,∆L}
dr(L−
d
2 r +∆L)e
β
∫ 1
0 dt(1−t)f
′′
L (tL
− d2 r+∆L)r
2
·
∫
e−V (ψ)+W (ψ)dµ
C((L−
d
2 r+∆L)eiξ)
(ψ)
+ eβL
dfL(∆L)
∫ 2π
0
dξ
∫
[0,∞)\[∆L−δ,∆L+δ]
drreβL
d(fL(r)−fL(∆L))
·
∫
e−V (ψ)+W (ψ)dµC(reiξ)(ψ)
and
lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
∫ 2π
0
dξ
∫ Ld/2δ
−Ld/2min{δ,∆L}
dr(1∆>0(L
− d
2 r +∆L) + 1∆=0r)e
β
∫ 1
0
dt(1−t)f ′′L(tL
− d2 r+∆L)r
2
(4.93)
·
∫
e−V (ψ)+W (ψ)dµ
C((L−
d
2 r+∆L)eiξ)
(ψ)
=
(
1∆>0
∫ ∞
−∞
dr∆+ 1∆=0
∫ ∞
0
drr
)
e
β
2
f ′′(∆)r2
∫ 2π
0
dξ
· lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)dµC(∆eiξ)(ψ),
lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
(1∆>0L
d
2 + 1∆=0L
d)
∫ 2π
0
dξ
∫
[0,∞)\[∆L−δ,∆L+δ]
drreβL
d(fL(r)−fL(∆L))
·
∫
e−V (ψ)+W (ψ)dµC(reiξ)(ψ) = 0.
Furthermore, by (4.48)∫ 2π
0
dξ lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)dµC(∆eiξ)(ψ) 6= 0.(4.94)
To prove the claim (1.6), we first change the order of the integration over R2 and the
limit operation h → ∞ in (2.25), (2.26), which is justified by the uniform bound
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(4.78) and the dominated convergence theorem, and then apply (4.89), (4.90),
(4.91), (4.92), (4.93), (4.94). As the result,
lim
L→∞
L∈N
Tr(e−β(H+iθSz)A2)
Tr e−β(H+iθSz)
= −
(
1∆>0
∫ ∞
−∞
dr∆+ 1∆=0
∫ ∞
0
drr
)
e
β
2
f ′′(∆)r2
∫ 2π
0
dξ
· lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)dµC(∆eiξ)(ψ)
· lim
L→∞
L∈N
det
(
C(∆)(1xˆ0, 1yˆ0) C(∆)(100, 200)
C(∆)(200, 100) C(∆)(2yˆ0, 2xˆ0)
)
·
/((
1∆>0
∫ ∞
−∞
dr∆+ 1∆=0
∫ ∞
0
drr
)
e
β
2
f ′′(∆)r2
∫ 2π
0
dξ
· lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
∫
e−V (ψ)+W (ψ)dµC(∆eiξ)(ψ)
)
= − lim
L→∞
L∈N
det
(
C(∆)(1xˆ0, 1yˆ0) C(∆)(100, 200)
C(∆)(200, 100) C(∆)(2yˆ0, 2xˆ0)
)
,
or by Lemma 4.20 and (4.67),
lim
‖xˆ−yˆ‖
Rd
→∞
lim
L→∞
L∈N
Tr(e−β(H+iθSz)A2)
Tr e−β(H+iθSz)
= lim
L→∞
L∈N
C(∆)(100, 200)C(∆)(200, 100) =
∆2
U2
.
After reaching this equality we only need to repeat the same argument as in the
end of the proof for SSB to complete the proof of the claim (1.6) and the claim
concerning ODLRO in (iii).
It remains to prove the claim (1.4). Remark that by (4.48)
Re
∫ 2π
0
dξ
∫ Ld/2δ
−Ld/2min{δ,∆L}
dr(1∆>0(L
− d
2 r +∆L) + 1∆=0r)e
β
∫ 1
0 dt(1−t)f
′′
L(tL
− d2 r+∆L)r
2
·
∫
e−V (ψ)+W (ψ)dµ
C((L−
d
2 r+∆L)eiξ)
(ψ)
≥ π
∫ Ld/2δ
−Ld/2 min{δ,∆L}
dr(1∆>0(L
− d
2 r +∆L) + 1∆=0r)e
β
∫ 1
0
dt(1−t)f ′′L(tL
− d2 r+∆L)r
2
> 0,
Re
∫ 2π
0
dξ
∫
[0,∞)\[∆L−δ,∆L+δ]
drreβL
d(fL(r)−fL(∆L))
∫
e−V (ψ)+W (ψ)dµC(reiξ)(ψ)
≥ π
∫
[0,∞)\[∆L−δ,∆L+δ]
drreβL
d(fL(r)−fL(∆L)) > 0
for sufficiently large L, h. The following transformation based on (4.92) is justified.
− 1
βLd
log
(
βLd
π|U |
∫
R2
dφ1dφ2e
β
2
fL(|φ|)
∫
e−V (ψ)+W (ψ)dµC(φ)(ψ)
)
= − 1
βLd
log
(
βLd
π|U |e
βLdfL(∆L)(1∆>0L
− d
2 + 1∆=0L
−d)
)
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− 1
βLd
log
(∫ 2π
0
dξ
∫ Ld/2δ
−Ld/2min{δ,∆L}
dr(1∆>0(L
− d
2 r +∆L) + 1∆=0r)
· eβ
∫ 1
0
dt(1−t)f ′′L(tL
− d2 r+∆L)r
2
∫
e−V (ψ)+W (ψ)dµ
C((L−
d
2 r+∆L)eiξ)
(ψ)
+ (1∆>0L
d
2 + 1∆=0L
d)
∫ 2π
0
dξ
∫
[0,∞)\[∆L−δ,∆L+δ]
drreβL
d(fL(r)−fL(∆L))
·
∫
e−V (ψ)+W (ψ)dµC(reiξ)(ψ)
)
.
Then, by (2.25), (4.93) and a variant of (4.73), (4.85),
lim
L→∞
L∈N
(
− 1
βLd
log
(
Tr e−β(H+iθSz)
Tr e−β(H0+iθSz)
))
= lim
L→∞
L∈N
lim
h→∞
h∈ 2
β
N
(
− 1
βLd
log
(
βLd
π|U |
∫
R2
dφ1dφ2e
β
2
fL(|φ|)
∫
e−V (ψ)+W (ψ)dµC(φ)(ψ)
))
= − lim
L→∞
L∈N
fL(∆L) = −f(∆).
By combining this with (2.2) we finally obtain the equality (1.4).
A Proof of Proposition 4.1
Here we provide a short proof of Proposition 4.1 for readers’ convenience. We should
remark that the proof below is essentially a digest of the general construction of
[17]. First let us recall a simple fact based on the Cauchy-Binet formula.
Lemma A.1. Assume that n×n matrices A = (A(i, j))1≤i,j≤n, B = (B(i, j))1≤i,j≤n
satisfy that
| det(A(ki, lj))1≤i,j≤m| ≤ D2mA , | det(B(ki, lj))1≤i,j≤m| ≤ D2mB
with DA, DB ∈ R≥0 for any {ki}mi=1, {li}mi=1 ⊂ {1, 2, · · · , n} satisfying k1 < · · · <
km, l1 < · · · < lm. Then,
| det(A+ B)| ≤ (DA +DB)2n.
Proof. By applying the Cauchy-Binet formula to the decomposition
A+B = ( A In )
(
In
B
)
we observe that
| det(A+B)|
≤
∑
γ:{1,··· ,n}→{1,··· ,2n}
with γ(1)<···<γ(n)
| det(( A In )(i, γ(j)))1≤i,j≤n|
∣∣∣∣∣det
((
In
B
)
(γ(i), j)
)
1≤i,j≤n
∣∣∣∣∣
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≤
n∑
m=0
∑
γ:{1,··· ,n}→{1,··· ,2n}
with γ(1)<···<γ(n)
1γ(m)≤n<γ(m+1)D
2m
A D
2(n−m)
B =
n∑
m=0
(
n
m
)2
D2mA D
2(n−m)
B
≤
n∑
m=0
(
2n
2m
)
D2mA D
2(n−m)
B ≤ (DA +DB)2n,
where we set γ(0) := 0, γ(n + 1) := n+ 1.
Proof of Proposition 4.1. Take any m,n ∈ N, ui,vi ∈ Cm with ‖ui‖Cm, ‖vi‖Cm ≤
1, (ρi,xi, si), (ηi,yi, ti) ∈ {1, 2}× Γ× [0, β) (i = 1, 2, · · · , n), j ∈ {1, 2}. Define the
n× n matrix M = (Mk,l)1≤k,l≤n by
Mk,l := 〈uk,vl〉Cm1sk≥tl〈f≥j (ρkxksk), g≥j (ηlyltl)〉H, (l, k = 1, 2, · · · , n).
Let us prove that | detM | ≤ D2n. By permutating rows and columns if necessary
we may assume that s1 ≥ · · · ≥ sn, t1 ≥ · · · ≥ tn. By the assumption of continuity
the function
(ε1, · · · , εn, δ1, · · · , δn) 7→
| det(〈uk,vl〉Cm1sk+εk≥tl−δl〈f≥j (ρkxk(sk + εk)), g≥j (ηlyl(tl − δl))〉H)1≤k,l≤n|
: R2n≥0 → R
is continuous at 0. Thus, we can choose real sequences (spk)
∞
p=1, (t
p
k)
∞
p=1 (k =
1, 2, · · · , n) such that sp1 > · · · > spn, tp1 > · · · > tpn, {spk}nk=1 ∩ {tpk}nk=1 = ∅ for any
p ∈ N and
lim
p→∞
| det(〈uk,vl〉Cm1spk≥tpl 〈f
≥
j (ρkxks
p
k), g
≥
j (ηlylt
p
l )〉H)1≤k,l≤n| = | detM |.
Thus, by keeping in mind that we perform the limit operation in the end we may
also assume that s1 > · · · > sn, t1 > · · · > tn, {sk}nk=1 ∩ {tk}nk=1 = ∅.
Define the vectors f(sk), g(tk) (k = 1, 2, · · · , n) of Cm ⊗ H by f(sk) := uk ⊗
f≥j (ρkxksk), g(tk) := vk ⊗ g≥j (ηkyktk). Let Hˆ be the finite-dimensional subspace
of Cm ⊗ H spanned by f(sk), g(tk) (k = 1, 2, · · · , n). For f ∈ Hˆ let a(f) (a(f)∗)
be the annihilation (creation) operator on the Fermionic Fock space Ff (Hˆ). It is
well-known (see e.g. [2, Subsection 5.2.1]) that
{a(f), a(g)∗} = 〈f, g〉Hˆ,(A.1)
‖a(f)‖B(Ff (Hˆ)) = ‖a(f)∗‖B(Ff (Hˆ)) = ‖f‖Hˆ, (∀f, g ∈ Hˆ),(A.2)
where ‖ · ‖B(Ff (Hˆ)) is the operator norm for operators on Ff(Hˆ). For (b, ξ) ∈
({sk}nk=1×{−1})∪({tk}nk=1×{1}) we set a(b,ξ) := a(f(b)) if ξ = −1, a(g(b))∗ if ξ = 1.
Let l ∈ {1, · · · , 2n}. For any distinct (b1, ξ1), · · · , (bl, ξl) ∈ ({sk}nk=1 × {−1}) ∪
({tk}nk=1 × {1}) there uniquely exists σ ∈ Sl such that bσ(1) > bσ(2) > · · · > bσ(l).
Then, we set
T(a(b1,ξ1) · · · a(bl,ξl)) := sgn(σ)a(bσ(1),ξσ(1)) · · · a(bσ(l),ξσ(l)).
Let us prove that
detM = (−1)n(n−1)2 〈Ωˆ,T(a(f(s1)) · · ·a(f(sn))a(g(t1))∗ · · · a(g(tn))∗)Ωˆ〉Ff (Hˆ)
(A.3)
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by induction with n, where Ωˆ denotes the vacuum and 〈·, ·〉Ff (Hˆ) is the inner product
of Ff (Hˆ). It clearly holds for n = 1. Let us assume that it holds for n − 1 with
n ≥ 2. If t1 > s1,
(R.H.S of (A.3))
= (−1)n(n−1)2 +n〈Ωˆ, a(g(t1))∗T(a(f(s1)) · · ·a(f(sn))a(g(t2))∗ · · · a(g(tn))∗)Ωˆ〉Ff (Hˆ)
= 0 = detM.
Consider the case that t1 ≤ s1. Then, there exists k ∈ {1, 2, · · · , n} such that
(k ≤ n − 1) ∧ (sk > t1 > sk+1) or (k = n) ∧ (sk > t1). Then, by (A.1) and the
induction hypothesis,
(R.H.S of (A.3))
= (−1)n(n−1)2 +n−k〈Ωˆ, a(f(s1)) · · ·a(f(sk))a(g(t1))∗
·T(a(f(sk+1)) · · ·a(f(sn))a(g(t2))∗ · · · a(g(tn))∗)Ωˆ〉Ff (Hˆ)
=
k∑
l=1
(−1)n(n−1)2 +n+l〈f(sl), g(t1)〉Hˆ
· 〈Ωˆ, a(f(s1)) · · ·a(f(sl−1))a(f(sl+1)) · · ·a(f(sk))
·T(a(f(sk+1)) · · · a(f(sn))a(g(t2))∗ · · · a(g(tn))∗)Ωˆ〉Ff (Hˆ)
=
k∑
l=1
(−1)n(n−1)2 +n+l〈f(sl), g(t1)〉Hˆ
· 〈Ωˆ,T(a(f(s1)) · · ·a(f(sl−1))a(f(sl+1)) · · ·a(f(sn))a(g(t2))∗ · · ·a(g(tn))∗)Ωˆ〉Ff (Hˆ)
=
k∑
l=1
(−1)l+1Ml,1 det(Mp,q) 1≤p≤n,p 6=l
2≤q≤n
= detM.
Here we used that
(−1)n(n−1)2 +n+l+ (n−1)(n−2)2 = (−1)l+1.
Thus, by induction (A.3) holds for any n ∈ N.
Then, by using (A.2) we can derive from (A.3) that
| detM | ≤
n∏
k=1
‖f≥j (ρkxksk)‖H‖g≥j (ηkyktk)‖H ≤ D2n.
A parallel argument shows that
| det(〈uk,vl〉Cm1sk<tl〈f<j (ρkxksk), g<j (ηlyltl)〉H)1≤k,l≤n| ≤ D2n.
In fact in this case we may assume that s1 < · · · < sn, t1 < · · · < tn, {sk}nk=1 ∩
{tk}nk=1 = ∅ by the continuity argument. Then we only need to define T to ar-
range in the opposite order. Now coming back to the decomposition (4.1), we can
repeatedly apply Lemma A.1 to derive the claimed inequality.
Acknowledgments
This work was supported by JSPS KAKENHI Grant Number 26870110.
124
Notation
Parameters and constants
Notation Description Reference
d spatial dimension Subsection 1.2
L size of the spatial lattice Subsection 1.2
hop 0 or 1, parameter to determine sign of hopping Subsection 1.2
µ chemical potential Subsection 1.2
U negative coupling constant Subsection 1.2
γ magnitude of symmetry breaking external field Subsection 1.2
β inverse temperature Subsection 1.2
θ magnitude of imaginary magnetic field Subsection 1.2
λ1, λ2 artificial parameters Subsection 2.2
h inverse step size of time-discretization Subsection 2.2
N 4βhLd, cardinality of I Subsection 2.2
Θ |θ/2− π/β| beginning of Section 4
Sets and spaces
Notation Description Reference
Γ {0, 1, · · · , L− 1}d Subsection 1.2
Γ∗ {0, 2π
L
, 2π
L
· 2, · · · , 2π
L
(L− 1)}d Subsection 2.2
[0, β)h {0, 1h , 2h , · · · , β − 1h} Subsection 2.2
D(r) {z ∈ C | |z| < r} Subsection 2.2
I0 {1, 2} × Γ× [0, β)h Subsection 2.3
I I0 × {1,−1} Subsection 2.3
V complex vector space spanned by {ψX}X∈I Subsection 2.3∧V Grassmann algebra generated by {ψX}X∈I Subsection 2.3
I0 {1, 2} × Γ× {0} × {1,−1} Subsection 3.1∧
even V Subspace of
∧V consisting of even polynomials Subsection 3.1
Map(A,B) set of maps from A to B Subsection 3.4
Functions and maps
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Notation Description Reference
rL map from Z
d to Γ Subsection 1.2
H0
∑
x∈Γ,σ∈{↑,↓}((−1)hop
∑d
j=1(ψ
∗
xσψx+ejσ + ψ
∗
xσψx−ejσ) Subsection 1.2
−µψ∗xσψxσ)
V
U
Ld
∑
x,y∈Γ ψ
∗
x↑ψ
∗
x↓ψy↓ψy↑ Subsection 1.2
H H0 + V Subsection 1.2
F γ
∑
x∈Γ(ψ
∗
x↑ψ
∗
x↓ + ψx↓ψx↑) Subsection 1.2
Sz
1
2
∑
x∈Γ(ψ
∗
x↑ψx↑ − ψ∗x↓ψx↓) Subsection 1.2
A1 ψ
∗
xˆ↑ψ
∗
xˆ↓ Subsection 1.2
A2 ψ
∗
xˆ↑ψ
∗
xˆ↓ψyˆ↓ψyˆ↑ Subsection 1.2
e(·) (−1)hop2∑dj=1 cos kj − µ, free dispersion relation Subsection 1.2
gd function to control possible magnitude of Equation (1.1)
coupling constant
C(φ) 2-band free covariance parameterized by φ ∈ C Equation (2.17)
E(φ) (2× 2)-matrix-valued function parameterized Equation (2.18)
by φ ∈ C
Tree(S, C) operator consisting of Grassmann left-derivatives Subsection 3.1
rβ map from
1
h
Z to [0, β)h Subsection 3.2
Rβ map from ({1, 2} × Γ× 1hZ× {1,−1})n to In Subsection 3.2
or from ({1, 2} × Γ× 1
h
Z)n to In0
Norms and semi-norms
Notation Description Reference
‖ · ‖1,∞ integrating with all but one fixed variable Subsection 3.1
‖ · ‖1 integrating with all variables Subsection 3.1
‖ · ‖′1,∞ norm defined on anti-symmetric function on I2 Subsection 3.1
‖ · ‖ ‖ · ‖′1,∞ + β−1‖ · ‖1,∞ Subsection 3.1
[·, ·]1,∞ measurement of function on Im × In Subsection 3.1
coupled with a function on I2
[·, ·]1 measurement of function on Im × In Subsection 3.1
coupled with a function on I2
‖ · ‖1,∞,r supu∈D(r) ‖f(u)‖1,∞ Subsection 3.4
‖ · ‖1,r,r′ supu∈D(r),λ∈D(r′)2 ‖f(u,λ)‖1 Subsection 3.5
Other notations
Notation Description Reference
ej (j = 1, · · · , d) standard basis of Rd Subsection 1.2
V (ψ) sum of quadratic and quartic polynomials Equation (2.11)
of
∧V
W (ψ) quartic polynomial of
∧V Equation (2.12)
A1(ψ) quadratic polynomial of
∧V Equation (2.13)
A2(ψ) quartic polynomial of
∧V Equation (2.13)
A(ψ) λ1A
1(ψ) + λ2A
2(ψ) Equation (2.14)
dj(T ) degree of vertex j in tree T Subsection 3.2
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