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1. Einleitung und Vberblick 
Eines der Hauptprobleme , welche die Beschleunigung einer 
Rechenanlage erschweren, ist die gegenuber der Geschwin-
digkeit' moderner Rechenwerke relativ lange Speicherzugriffs-
zeit. Zwar gib t es Ansatze fur neue Speichermedien, die 
mit den h eutigen arithmetischen Einheiten mithalten konn-
ten, doch sind solche Speicher zur Zeit noch unerschwing-
lich und werden auch auf lange Sicht wesentlich t eurer 
bleiben als konventionelle Kernspeicher. AuBerdem wird 
gleichzeitig mit der Entwicklung neuer Speichermedien 
die Beschleunigung der arithmetischen Einheit betrieben, 
so daB die Spe icherzugriffszeit auf Dauer ein EngpaB blei-
ben wird, den man auch durch Verwendung von Look-ahead-
und Streaming-Prinzipien hochstens abschwachen kann. 
Aus KostengrUnden ist es deshalb bei einer real en Rechen-
mas chine notwendig, die Kapazitat des relativ teuren 
Kernspeichers kle i n gegenuber dem praktisch unbegrenzten 
Fassungsvermogen der billigeren Hintergrundspeichermedien 
(Platte, Band, Trommel) zu halten. 
Die Motivation dafur ist neben technischen Restriktionen 
die Tatsache , daB Hintergrundinformationen im Vergleich 
zur Gesamtzahl der wahrend des Programmlaufs angeforder-
ten Daten relativ selten benotigt werden, wodurch bei 
gee~gneter Programmierung der Zeitverlust durch die lan-
gere Zugriffszeit zum Hintergrund im Mittel nicht sehr 
stark zu Buche schlagto 
Eine Erweiterung dieses Prinz ips bietet sich durch Aus-
dehnung dieser Speicherhierarchie mittels Einfugen von 
weiteren Stufen an. Man bezeichnet die neu hinzukommenden 
inneren Stufen der Hierarchie als Pufferspeicher (PSP)o 
Je weiter eine Stufe vom eigentlichen Rechenwerk (C entral 
Processing Unit , CPU) entfernt steht , desto groBer muB 
i hr Fassungsvermogen sein , wenn das Prinzip SiWlvoll an-
gewandt werden solI; gle ichzeitig wird die Zugriffszeit 
mit dem Abstand vom Rechenwerk anwachsen. 
I 
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Das Prinzip arbeitet in 
der Weise, daB die als 
nachste benotigte Infor-
mation (d.h. der Inhalt 
der Adresse eines Befehls 
oder eines Rechendatums) 
in der nachsthoheren Stufe 
gesucht wird, sofern sie 
in der niedrigeren nicht 
vorhanden ist. 
Wird die Adresse, welche 
die gewlinschte Information 
enthalt, erst auf der Stufe 
i > 1 gefunden, so wird sie 
nicht nur in die CPU, son-
dern auch in die Stufen 
i-1, ••• ,1 ubertragen; damit 
ist, wenn die Pufferspei-
cher mit aktuellen Dat en 
gefullt sind, jede Stufe 
in der nachsthohere~ ent-
halten; (dies gilt noch 
nicht bei einem Kontext-
wechsel, d.h. etwa beim 
Beginn eines neuen Pro-
gramms. In diesem Fall 
enthalten alle PSP wert-
l ose Informationen, die 
zunachst durch aktuelle 
Daten zu ersetzen sind; 
dies wird als Einschwing-
vorgang bezeichnet.) 
Der Transpor~ von Informat i on ist wahrend des Einschwing-
vorgangs kein Problem , danach muB j edoch ein Teil der 
Information eines oder mehrerer PSP niedrigerer Stufe 
durch die neue verdrangt werden , genauer gesagt: mit der 
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neuen Information ausgetauseht werden. Von der Art die se s 
Naehladeprozesses hangt die mittler e Gesehwindigkeit der 
Reehenanlage entseheidend ab, da gro Be Fehlraten (Wahr-
seheinliehkeit dafur, daB die benotigte Adresse nieht i m 
PSP naehsthoherer Stufe zu finden ist) zu einer groBen 
Zahl von langsameren Naehladeoperationen fUhren. 
Dureh ungesehiektes Naehladen kann es vorkommen, daB gerade 
die Information wieder benotigt wird, die erst lrurz zuvor 
aufgrund der Austausehkriterien der gew8.hl ten Naehlade-
strategie v erdrangt wurde . ,redoeh ist man ge gen solehe 
Effekte aueh bei Verwendung der bestmoglichen Strategi en 
nicht gefeit. Mit Leichtigkeit l assen sich Programme an-
geben, die eine beliebig vorgegebene Nachladestrategie 
als katastrophal erscheinen l assen. Die Frage ist , was man 
im Mittel bei "sinnvollen" Programmen erre ich en kann, 
sofern sich uberhaupt definieren laBt, was unter "sinn-
voll" zu verstehen ist. 
Der Grund fur die EinfUhrung einer Pufferspeicherhierar-
chie ist i n erst er Linie darin zu sehen, daB erfahrungs-
gemaB die meisten Programme akt ive und weniger ructive 
Bereiehe (sowohl der Reehendaten als aueh der Befehle) 
haben ; die aktiven Bereiehe (Denning [~ spricht von 
"working set") andern sieh w8.hrend des Programmlaufs , 
naeh Denning relativ langsam. 
Dieser Effekt ist auf die Sehleifenstruktur der rneisten 
Programme sowie auf andere Programmiergewohnheiten zuruek-
zufUhren. Man hofft deshal b auf eine relativ geringe Fehl-
rate, sobald die Pufferspeicher mit relevanten Informa-
tionen gefullt sind. 
Ber eits hie r sei b emerkt , daB man unter Verwen dung auf-
wendiger Prinzip i en die Fehlrate bei f estern Nachl ade -
prozeB weiter verringern kann , beisp i el sweise durch eine 
Reihe vorau sschauende r Zugriffe (Look-ahead-Prinzipien) 
oder dureh gleichzeit i ge s Suchen in all en hoheren Stufen 
der PSP-Hierar chie. Solehe Var i anten andern j edoch an den 
qualitativen Aussagen nur wenig . 
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In der vorliegenden Arbeit lassen wir solche Varianten 
auEer acht und beschaftigen uns nur mit der Struktur 
eines einzigen PSP; ferner wird praktisch unbegrenzte 
Kernspeicherkapazitat vorausgesetzt, so daB die Probl eme 
mit dem Nachladen von Hint ergrundinformationen, wofur im 
Gegensatz zu KSP und PSP nur mittler e Zugriffszeiten 
angegeben werden konnen, entfallen. 
Entscheidend fur den ZeitgeVlinn , der sich durch die Ver-
wendung eines Pufferspeichers erzielen laBt, sind in er-
ster Linie zwei Punkte: 
a. das Verhaltnis der Zugriffs zeiten von PSP und KSP 
b. die (mittlere) Fehlrate P. 
Die GeEchwindigkeit des Pufferspeichers gegenuber dem 
Kernspeicher hangt neben t echnischen Restriktionen im 
wesentlichen von dem vertretbaren Kostenaufwand abo 
Wir berucksichtigen diesen Faktor nicht, da sein EinfluB 
leicht zu iiberschauen ist. 
Die Fehlrate hangt ihrerseits von verschiedenen GraBen 
ab und zwar von: 
1. der GroBe des Pufferspeichers 
2. der GroBe der Nachladeeinheit 
(das Nachladen erfolgt blockweise, da der Zugriff zu 
e inem Block praktisch ebensoschnell vollzogen werden 
kann Vlie zu einer einzelnen Adresse; f erner b efinden 
sich wegen der vorausgesetzten Existenz von aktiven 
undinaktiven Bereichen mit hoher i.Jahrscheinlichkeit 
in der Nahe eines gerade benotigten Datums weitere 
Daten, auf die in nahe r Zulrnnft zugegriffen wird. Wir 
denken uns daher PSP und KSP als in gleichgroBe Blocke 
eingeteilt und t auschen nur ganze Blocke aus). 
3. der Art des Nachladeprozesses 
4. der Struktur des durchschnittlichen Programms, 
d. h. von den Eigenschaften der zeitlichen Folge der 
Zugriffe zu Daten und Befehl en . Diese Zugriffsfalgen 
hangen wesentlich davon ab , ab es sich um Zugriffe auf 
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Daten (in den Akkumulator) oder Befehle (ins Befehls-
r egister) handelt. Die Trennung von Programm- und 
Rechenspeicher wie in (8) und entsprechende Auft e ilung 
de s Pufferspe ichers ist deshalb s innvoll o 
Von besonderer Bedeutung ist der letzte Punkt, der alle 
anderen (insbesondere die Gtite der Nachladestrategie) 
in starkem MaBe beeinfluBt. Trot zdem ist gerade dieser 
Punkt bei fas t a llen bisher veroffentlichten einschla-
gigen Arbeit en (vgl. z. B. (1] und das dort angegebene 
umfassende Lit er aturverzeichnis) entweder unberiicks ich-
tigt geblieben oder nur angedeut e t worden. 
Das Problem liegt darin, daB Aussagen tiber die Programm-
struktur sehr schwi erig s ind und sich ftir spezielle Pro-
gramme sofort durch Gegenbeispiele widerle gen lassen. 
Unter Vernachlassigung dieses Punktes ist es gelungen , 
eine Reihe von mehr oder ,veniger einleuchtenden Strate-
gien herzuleiten bzw. nachtraglich zu motivieren. Bei-
spiel swe ise wird haufig (etwa in Gelenbe [3J ) angenom-
men, daB ein Programm in Datenblocke 11 , 12 , ••• eingeteilt 
werden kann, auf die mit - wahrelld des Rechenlaufs kon-
stanten - Wahrsche inlichkeiten B1 , B2 , ••• unabhangige 
Zugriffe ausgeflihrt werden. Der Existenz von aktiven und 
inaktiven Bereichen wird dadurch Rechnullg getragen, daB 
die Bi verschieden sein konnen, doch bleibt durch die 
vorausgesetzte KOllstanz dieser Werte jede zeitliche 
Anderung unberticksichtigt. 
Unter diesen Voraussetzungen ist die Optimalit a t der Aus-
taus chstrategie Ao (alle Blocke bis auf einen werden fest 
mit den Programmb l ocken besetzt, denen die hochsten Wahr-
scheinlichkeiten Bi zugeordnet sind; alle Austauschpro-
zes se beziehen sich auf einen einzigen Block des Puffer-
speichers) intuitiv s ofort einleuchtend, da das Verdran-
gen eines der m-1 fe st b esetzten PSP-Blocke zu einer 
Erhohung der mittleren Fehl rate im nachsten Schritt ftihrt ; 
vorausgesetzt ist hierbei o. B. d. A. B1~B2 .• • ~Bm_1>Bm~ Bm+1~ •• •• 
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Aueh das Vlorking--Set-Model von Denning (2] und andere 
Arbeiten (z. B. Belady [4] , Aho und Ullman [5J ' 
Kilburn [6]) sowie Strategien wie FIFO (first in, first 
Qut: Austausch des altesten Blocks) und LRU (leas t 
recently ~sed: Austausch des zeitlich am langsten nicht 
benutzen Pufferspeicherblocks) versu chen die unter schied-
liehe Aktivitat von einzelnen Programmteilen zu bertick-
sichtigen. Die Bedeutung di eser Strategien liegt vor allem 
in ihrer einfachen Realisierbarkeit, wodurch sie Uber-
legenheit tiber viel e spezielle Austauschverfahren gewin-
nen, die zu einer geringeren Fehlrate ftihren, aber kom-
plizierter und daher wesentlich schwerer zu impl emen-
tieren sind. 
Di e Nichtberticksichtigung von programmstrukturen und 
zei tlichen Anderungen der Zugriffswahrscheinlichkei ten 
zu den Programmadressen und -blocken ist jedoch sicher 
eine zu starke Vereinfachung, wie zum Beispiel das 
Ergebnis von Gelenbe zeigt, wonach die Fehlraten ftir 
FIFO und RAND (random-Nachladen) unter den oben ange-
gebenen Vorausse tzungen gleich sind. 
In der vorliegenden Arbeit versuchen wir, das Programm-
verhalten mehr als in den Vorgangerarbeit en zu bertick-
sichtigen. Auf dieser Basis wird zunachst eine Formel 
fUr die GroBe der Fehlrate hergeleitet. Duich Minimi-
sieren dieses Wertes ergeben sich optimale Austausch-
kriterien. Dies geht natUrlich nicht ohne einschrankende 
Voraussetzungen. Die wichtigste davon ist, daB die Ver-
teilung der CroBe der DatensprUnge (Differenz der Adresse 
de s aktuellen Da tums und der Adresse des zugehorigen 
Vorgangerdatums, vgl. Abschnitt 2) sowohl fUr den Pro-
gr amm- als auc h ftir den Rechenspeicher bestimmte charak-
t eristische Eigenschaften hat, die im Laufe der Rechnung 
erhalten bleiben. Weiter mUssen wir for dern, daB aufein-
anderfolgende DatensprUnge voneinander unabhangig sind 
und einer Art von Markow-Eigenschaft genUgen. Wir legen 
also andere Voraussetzungen zugrunde als Denning , Gelenbe 
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und ander e . Entsprech end unterschiedlich sind auch die 
re sulti er enden optimalen Strategien. 
1m Gegensatz etwa zu der Strategie AO wird in di eser 
Arbei t gezeigt , daB unter relativ schwachen Voraussetzun-
gen tiber die Gestalt der Datensprungvert ei lungen der 
fol gende AustauGc hprozeB zu einer minimal en Fehlrate 
ftihrt, also in unserem Sinne optimal ist: 
1st ein Datum nicht im Pufferspeicher zu 
finden, so sind aIle Blocke a us der Nach-
barscha ft dieses Datums im Kernspeicher 
in den Pufferspeicher zu laden, s ofern 
sie sich nicht bereits im Pufferspeicher 
be find en. 
Abschnitt 3 der vorliegenden Arbeit enthtilt die exakte 
mathematische Yormulierung dieser Nachladestrategie. 
Ein wesentlicher Unterschied zwi sc hen dieser s trategie 
und AO liegt berei ts darin, daB der AustauschprozeB 
sich auf mehrere Blocke gleichzeitig (im Extremfall auf 
den gesamten Pufferspeicher) erstr ecken kann. 
Intuitiv laBt sich unsere Optimalstrategie dadurch moti-
vier en, daB durch das starke Uberwiegen kleinerer Daten-
sprtinge mit hoher Wahrscheinlichkeit ein groBerer Teil 
des Pufferspeichers inaktiv geworden ist, wenn ein Datum 
nicht im PSP zu finden ist. 
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2. Die Ver t eilung der Da tensprUnge in Pr ogramm- und 
Rechenspeicher 
2. 1. Grund lagen 
Wie bereits in der Einlei. tung erwahnt , beschranken wi r 
un s in der vorliegenden Arbeit a uf eine PSP- Stufe zwischen 
Kernspeicher und Rechenwerk . Programm- urid Rechenspeicher 
werden wegen der vollig unter schiedlichen Struktur von 
Befehls- und Rechendatenfol gen voneinander getrennt . 
[ Pr ogrammspeicher IT I Rechen s peic her R , 
I PSP 1 I PSP 2 
Akkumulator 
CPU 
Befehl srep;ister 
Vi ele Untersuc hungen ha ben fU r beide PSP-Typen Gill tigl{e i t . 
Wir wer den deshalb al l gemein voraussetzen , da B jeder der 
beiden Pufferspeicher aus n Blocken der GroEe k besteht 
und daE ein Programm jeweils a > n Blocke (von Tr bz,w. R) 
fUr Befehle bzw . Rec hendaten benotigt. In speziellen 
Fallen vlird der Speichertyp zur Kennzeichnung als Index 
verwandt. 
Als erst es defini er en \Vir den Begri ff der Fehlrate : 
Definition 1: 
Sei x_r ••• •• x_ 1.x •••• die Folge der Adressen von Be f ehlen 
bzw. von Rech endat en, die ein Prograrum nacheinander 
benotigt. B_r , •• •• B_1. B ••• • s eien die zugehorigen Kern-
s peicherblocil:e . 
- 9 -
x bezeichne das Datum. auf da s als n 3chstes zugegriffen 
werden s oIl (d.h. Zugriffe a uf x , .•• ,x 1 ber eits aus-
-r -
gefiihrt). x heifl,t a ktuelles Da tum. 
X B_
r
, •••• B_ 1 sei der Inhalt des PSP beim Aufruf von xi 
wir setzen hier wie im folgenden voraus. dar.. der Puff er-
speicher mit Dat en des gerade laufend en Programms gefiillt ist. 
z = z(x) € X heir..t zugehoriges Vorgangerdatum von x, 
'" wenn gilt: Iz - xl lu - xl fiir aIle u £ X. 
Gibt es mehrere El emente mit dieser Eigenschaft, wird 
eines davon durch einen Zufallszahlengenerator ausgewahlt. 
P : = PC x cf PSP I z E PSP ) heir..t Fehlrate. 
Q := 1 - P bezeichnen wir alB Vorhandenrate. 
Bemerkung : 
a. Wir n ehmen generell an, daB der Speicherbereich fiir 
Befehle bzw. Daten eines Programms zusammenhangend ist. 
b. Beim PSP des Programmspeichers setzen wir immer 
z = x_ 1 , wir verzichten hier also auf eine eventuell 
mogliche andere Wahl mittels eines Zufallszahlen-
generators. 
c. Die Differenzen x - z der Adressen von aktuellen Daten 
und zugehorigen Vorgangerdaten bezeichnen wir als 
Datenspriinge. 
Wir beschaftigen uns nun mit Modellen fiir die Verteilung 
der Datenspriinge in Programm- bzw. Rechenspeicher und mit 
hieraus r esultierenden Strategien, die zu moglichst groBen 
Werten fiir die Vorhandenrate Q fiihren. 
Definition 2: 
y 7T bzw •. yR bezeichne die Verteilung der Datenspriinge 
von Programm- bzw. Rechenspeich er. 
Yi := p(x - z = i) i E 2 
In Abschnitt 2 .2. Vlird die Gest a lt von y 7T bzlV. yR naher 
di skutiert. Vlir kommen nun zu den fiir di e folgend en Unter-
suchungen ent s cheidende n Voraussetzungen: 
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Vorau ss~tzungen Uber di e Gestalt del' Datensprungver tei-
l un gen : 
1. Die Da tensprUnge v/erden als unabhangige Zufallsvariable 
interpre tiert, die aus einer diskreten Vertei lung y 
stammen, welche die in Abschnitt 2.2. angegebenen 
charakteristi schen Eigenschaften wahl' end de s Programm-
l aufs beibehalt j aUs di esem Grund verzicht en VIiI' bei 
den Verteilungen y17 und yR auf einen Zeitindex. 
2. Q := Q(k,z ,x,y) 
Di es i st eine Art Marko w-Eigenschaft , die strenggen ommen 
nicht erfUllt ist. 
2. 2 . Diskussion del' Vertei lungen y 7T und yR 
VIiI' vers uchen im folgenden einige Charak teristika del' 
Verteilung del' Da ten sprUnge in Programm- bzw. Rechen-
speicher anzug eben, die erfahrungsgema~ bei del' Mehr-
zahl del' Programme in ahnli cher Form zu beobachten sind. 
2.2. 1. Rechenspeicherver teilung yR 
Es darf bei vielen Programmen angenommen werden, da~ 
VorwartssprUnge im Mittel etwa ebenso wahrscheinlich 
sind wie gl eichgro~e RUcksprUnge. FUr einfache Variablen 
ist di ese Forderung weitgehend erfUllt; bei anderen 
Gro~en, z . B. bei Feldelementen , hangt die GUltigkeit 
di esel' Annahme auch davon ab, ob es sich urn ein Ub ersetz-
tes od eI' um ein han dgeschneider tes Programm handelt. 
Compilierte Programme bearbeiten Schleifen ofter von 
unten nac h oben (za hlreiche kleinere VorwartssprUnge, 
ansc hli e~end gro ~er RUcksprung) , bei l1aschinenprogrammen 
ist es oft umgekehrt wegen del' in vi el en Fallen einfach e-
r en Endab fr age (durch das Progra mmieren einer Schleife 
in del' Form , da~ di e Abfrage auf Null erfol g t, spar t man 
eine Reihe von Maschinenbefehlen pro Zyklus; bei in prob-
lemori enti erton Sprachen geschriebenen Progr ammen werd en 
Schleifen meist nicht in di esel' Weis e progr ammiert " da man 
hier nul' einen unwesentlichen Zeitgewinn erzielt, del' zud em 
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noch in den mei s t en Fal l en auf Kos ten der Ubersichtlich-
keit des Programms geht). 
Mit Abst and am haufigsten sind SprUnge der Langen:!: 1 
und OJ erstere entst ehen zum Beispiel als Folge der 
linear en Fortschaltung in Aufvlarts - bzw. Abwiirtss chleifen. 
Letztere treten dann auf, wenn eine Adresse zweimal beno-
tigt wird und der diese Adresse enthaltende Block des 
Pufferspeichers nicht zwischen dem ers ten und dem zwei ten 
Aufruf des Datums aufgrund der Kriterien der Nachlade-
strategie ausgetauscht wurde . 
Weiter darf angenommen wer den, dar.. die Wahrscheinlichkeit 
fUr einen Sprung , der Uber eine - pr ogrammabhangige -
Gror..e hinausgeht, mit wachsender Sprunggror..e abnimmt. 
Gror..e SprUnge werden hauptsachlich durch die Schleifen-
struktur des Progr amma und die Indexanderungen der darin 
vorkommend en ~elder verursac ht, und wir nehmen an, dar.. 
Schleifen mit wachsender Gr or..e immer seltener werden 
abgesehen von den Unregelmar..igkeiten, die dadurch ver-
ursacht werden, dar.. als Laufgrenzen von Schleifen "runde " 
Zahlen bevorzugt werden. 
FUr sehr kleine Werte der Sprunggr or..e gilt diese Ar gumen-
tation nicht mehr, da so kleine Sc hleifen selt en vorkommen, 
doch wird diese LUcke dur ch die erfahrungsgemar.. sehr hau-
fige Verwendung von einfachen Variablen, die etwa als 
r eal- oder integer-Block zusummenhangend abgespeichert 
sind, weitgehend ausgeglichen. 
Steht das zugehorige Vorgangerdatum z in der Nahe des 
Randes des fUr die Daten des Programms reservi erten Spei-
cherbereichs, so ist die Symmetriebeziehung (Yi"'" Y-i) 
mehr oder weniger stark verle tzt. 1m Ex tremfall (z steht 
ganz am .Rand) s ind nur Vorwarts- bzw. nur RUc ksprlinge 
moglich. Erhal ten bleibt a ber di e Eigensc haft Y~ ~ Yi~l 
. R ~ R f" . > 1 so~~e Y-i = Y-i-l ur ~ = • 
Bei vi elen unter s uchungen i s t nur die Verteilung des 
Sprungbetrags h von Bedeu t ung . (hi := p( Ix - z l = i ). 
Die Bezi ehu ng h~ ~ hi~l fU r i ~ 1 i st fUr den gesamten 
Bereich, den ein Progr amm im Rechenspeicher belegt, gut 
gesichert. 
Wir 
fUr 
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setzen deshalb im folgend en voraus, daP.. di e Werte 
i ~ 1 monoton fallen und daP.. die Verteilung yR im 
h~ 
l 
wesen tlichen symmetrisch ist, so fern das Vorgingerdatum Z 
des aktuellen Datums x nicht zu nahe am Rand des fUr die 
Rechendaten des Programms re servierten Speicherbereichs steht. 
2.2.2. Progr ammspeicherver teilung y7r 
Unabhi ngig davon , ob es sich urn ein Ubersetztes oder ein 
handgeschneidertes Maschinenprogramm handelt , sind hier 
die SprUnge der Linge +1 mit weitem Abstand dominierend. 
GroP..ere VorwirtssprUnge sind sehr selten; sie kommen 
praktisch nur zu Beginn und am Ende von bedingten AnlVei-
sungen in der zweiseitigen Form vor. Die Linge dieser 
SprUnge hing t YOm Umfang der bedingten Anweisung ab; 
kUrzere SprUnge sollten erfahrungsgemiP.. etwas hiufiger 
sein als lingere. 
RUckwirtssprUnge sind nur nach Beendigung eines Schlei -
fendurchlaufs odeI' als Polge eines goto - Befehls zu 
erwarten ; RUcksprUnge unterhalb einer programmabhangigen 
GroP..e sind praktisch ausgeschlossen, da derart kleine 
Schleifen im allgemeinen sinnlos sind. 
SprUnge der Linge Null sind selten ; sie sind nur dann 
moglich, wenn ein Befehl des Programms mehrmals benotigt 
wird und der alte Block noch im PSP des Programmspeichers 
steht. 
Wir setzen fUr die untersuchungen des nichs ten Abschnitts 
der Arbeit voraus, daP.. die oben skizzierten charakteristi-
schen Eigenschaften der Verteilung y7T (Dorninanz der 
SprUnge der Lange +1, aIle anderen Sprlinge dem gegenliber 
praktisch vernachUiss igbar) wahrend des gesamten Pro-
grammla.ufs in gleicher Form zu beobachten sind. 
Bernerkung : 
In einem einzigen Fall (das Vorgangerdatum z steht am r ech-
t en Rand de s flir die Befehle des Programms reservierten 
Speicher bereich) ergi bt sich ein abweichendes Bild (nur 
RlicksprUnge rnoglich). Wir lassen diesen Fal l auP..er acht, 
verzichten also auf eine eventu ell bessere Nachladestra-
t egie , da er auP..erordentlich selten vork ommt. 
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3. Bestimmung von optimal en Naehlad es trategien 
Wir bereehnen zuniehst die Vorhandenrate Q, d.h. die 
Wahrseheinliehkeit dafUr, daB sieh das aktuelle Datum 
im Pufferspej.eher befindet ; wir konnen davon ausgehen, 
daB das zugehorige VorgEingerdatum noeh im Pufferspeicher 
steht (vgl. Definition , ). Dureh Maximieren des Ausdrucks 
fUr Q = Q(k,z,x,y) erhalten wir optimale Nachladestra-
tegien. 
Die Urbilder von x und z im Kernspeicher seien f-'(x) 
bzw. c' (z). Bezei ehnen \Vir die Bloeke des Kernspeiehers 
der Reihe naeh mit B" ••• ,Ba sowie den aktuellen Inhal t 
des Pufferspeiehers mit C = {c" • .• ,Cn}(es ist 
Ci € {B , •••• ,Ba} fUr aIle i, da wir den Einsehwingvor-
gang als beendet vorausgesetzt haben) , so gilt : 
Q = P( x E C I Z. € C ) 
= t p( C' (x) E Bi A Bi G C I z E C ) 
i =' 
a a 
= L:> ,'P(f-'(X)EBi /\ BtEC A f- '(z)E Bm I z E C ) 
i=' m= ' 
a a 
= > ) P(EtE" C I f-'(X)EBi /\ C'(Z)EBmAzeC) • 
i=' m= ' 
pcc' (x) E Bi 
P(f- '(Z)E B
m 
Zur AbkUrzung setzen wir : 
C'(Z)E B A zE C) • 
m 
Z E C) 
Wm,i : = PCBtEcl r-'CX)EBiAC'(Z)EBmAzE' C) 
~,j · - p( C'Cx)EB ,+, C 'Cz)€ Bj '" zEC ) · - J J. 
rm · - P( r-' (Z )E Bm zEC ) · -
Die Gr or.,en Q' , ~,J geben die Wahrschein lichkeit dafUr 
daB das aktuelle Da tum im Kernspeieher i Bloeke vom 
an, 
zuge-
hHrigen Vorg~ngerdatum ( dieses st eh t in Bl ock Bj ) ent-
fernt ist. 
Unt er e t was sUirkeren Vorausse t zungen Ub er die Vertej_lung 
y l assen sich die GrHB en Q:L , j in gesc hlossener For m an-
geben, doc h i st eine solche Dars t ellung fUr die Herlei-
tung einer optimal en Nachladestrat egie nicht erforderlich. 
Insbesondere spielt di e BlockgrHBe k hier keine wesentliche 
Rolle mehr; sie beeinfluBt zwar die Zahl enwerte der ~,j' 
nicht aber di e GrHBen or dnungsrelationen , di e zwisch en den 
einzelnen Q. . bestehen ; die GrHBe von khat daher hHc h-l,J 
s t ens geringen Einflu B auf die Wahl der Nachladestrategie. 
Die Werte rm geben den Belegungsgr ad der einzeln en Karn-
speicherblHcke an ; wir setzen rm> 0 fUr m = 1, ••• ,a 
voraus (das Progr amm solI also keine UberflUssigen BIHcke 
reservi eren), doch sind di e von uns angegebenen Strate-
gien auch dann optimal, wenn einer oder mehrer e der Werte 
rm Null sind. Da wir verlangt haben , daB die Datenspr ung-
vert eilungen ihren Typ w~hrend des Programmlaufs nicht 
~ndern, s ind Werte rm = 0 hHchstens an den Randern des 
fUr das Progr amm r eservierten Kerns pei cherbereichs zu 
erwarten. Am ein fach sten i st es, di e rm als gl eic hver-
teilt (rm = l/a fUr aIle m) anzunehmen; diese Bedingung 
ist fUr eine zwar s t ark eingeschrankte , aber j edenfa lls 
nichtleere Klasse von Progr ammen erfUllt. 
Hit den oben eingefUhrten Bezeichnungen erhalten wir 
fUr Q die Bezi ehung: 
Q=tt 
i= 1 III = 1 
Wir werden zeigen, dar, die optimale strategie unabhiingig 
von den Wert en rill ist (rm > 0 vorausgese tzt). Di e Bestim-
mung einer optimalen Nac hladestr a t egie l~uft im wesentlichen 
auf die Fes tlegung dar El emen te der /-1a trix IV = ( Wm,i) hin-
aus. Diese Wahrscheinlichkei t en charakteri s i er en den Nach-
l adeprozer, entscheidend. 
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Lemma 1: 
Vor: CiG fB 1 ••••• BaI fUr i = 1 ••••• n 
(d.h. Einsc hwingvorgang beendet) 
a 
Beh: )' wr i = 
G1 •• 
n fUr r = 1 , ••• , a 
Bew: 
a 
L wr.i 
i .=1 
a 
(Summenbedingung ) 
= ) : p( I\(i C I f- 1 (x) ~ Bi A r 1 (z) E Br '" z E C ) 
i=1 
a n 
= L 'L P(Bi = 
i=1 j=1 
n a 
= L L P(C j = j=1 i=1 
n 
= L 1 = n j=, 
Gesucht sind nun Strategien. die unter BerUcksichtigung 
der Formel fUr Q. der Summenbedingung und der zusa tzlichen 
<: <: Restriktionen 0 = wm•i • rm = 1 fUr aIle i,m = , " ••• a 
zu einer maximal en Vorhandenra te fUhren. 
Block von r' (z) 
I 
B1 Bm Ba 
wm• 1 • • • w • wm a m,m , 
.JJ 
I PSP ~ (C 1 ' •••• Cn ) 
Kern-
speicher 
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Aus der Formel fUr die Vorhandenrate Q wird ersiehtlieh , 
da~ die Teilsummen 
a 
I ) I wl,i '~_l)'rl l~=l L) fUr 1 = 1, ••• , a 
unabhangig voneinander maximier t werden konnen. Hieraus 
ergibt sieh, da~ die Gro~e der Koeffizienten rm f 0 
keinen Einflu~ auf die optimale Strategie hat. 
Die Wahl der KoefHzienten wm i hangt von der Gro~e der 
, 
Zahlen Qi-m,m in der Weise ab , da~ gro~eren ~.-m,m aueh 
gro~ere Werte wm i zuzuordnen sind (bei optimaler Stra-
, 
tegie). Unter BerUeksiehtigung der Summenbedingung und 
der Restriktionen 0 ~ wm,i ~ 1 ergibt sieh damit das 
folgende Ergebnis: 
Satz 1: 
a. Die Zeilen der I'latrix W = (wm,i) konnen unabhangig 
voneinander optimiert werden. 
Ist fUr Zeile m' die Belegungsrate rm' = 0, so konnen 
die Werte wm' 1".o,wm, a beliebig gewahlt werden, , , 
ohne da~ die Vorhandenrate Q sieh and ert. 
b. 1st 
der 
mit 
dann erhalt man eine maximale Vorhandenrate 
~ax = Q(wm: i ' Qi:m ' rm) dureh die folgende Wahl 
der Elemente der Matrix W: 
fUr i = 1, ••• , n 
n ..; == n+ 1 a 
..I... , ~ •• , 
1st %:m > Qn+l,m fUr m = 1, ••• ,a , dann ist die 
Matrix W bei optimaler Strategie eindeutig bestimmt. 
1m Falle 
mehr.er e 
Q ' - 0 ' 
n,m - "'n+ 1, m 
Strategien , die 
denra te Q fUhren. 
fUr mindestens ein m gibt es 
zur gleiehen optimal en Vorhan-
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Unter etwas starker en Voraussetzungen (deren Reali t at 
im Anschlu[, an Satz 3 di skutiert wi rd) ergibt sich die 
fo l gende Aussage: 
Satz 2: 
Vor: :> d Q > Q fUr 0 ~ i <. j < a Qi, r Qj,r un - i, r -j, r 
r = 1 , • •• , a 
Sei wei ter Q = Q(Wm,i,Qi-m,m , r m) 
Q' = Q(wm:i'Qi_rn , m, rrn) mit: 
Wm i falls rn f rnO , 
w . " m = mO i f b , c , , mO'l. 
wm,i = 
+ d } falls ..:; b <: c W mO = mO,b > und d > 0 IV 
- d oder rnO = b > c mO , e 
Beh : Q' > Q 
Beweis : 
Der Beweis dieser Aussage ist eigentlich bereits i n 
Satz 1 enthalten. Trotzdem flihren wir ihn hier durch : 
a 
Q' = L 
m= 1 
mfm O 
= Q + r m • (Qb-m m - Qc -lD m) • d o 0' 0 0' 0 
Wegen d > 0 er gibt sich damit: 
> v 
Di ese Bedingung i st aufgrund der Voraussetzungen g erade 
erfiill t. 
Unter denselben Voraussetzungen wie in Satz 2 ist die Ko ef-
fizientenmatrix VI bereits in weiten Gr enzen festgelegt , wie 
der folgende Satz zeigt : 
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Satz 3: 
> > fUr 0 ~ . <: . <: Vor: Qi,r Qj,r und Q-i , r = Q-j ,r = ~ J = a 
r = 1, •••• ,a 
Beh: 
FUr die optimale Stra tegie Qmax 
a. Vim = 1 fUr m = 1, ...... , a 
,m 
b. ( 1 ~ j <II: " a ) VI. • = wi,k = = = ~,J 
~ w. 1 = 1 fUr 1 = j+1, ••• ,k-l ~, 
c. { w 1 = 0 fUr 1 = m+ 1 , ••• ,a falls r.<: m r, Vir m = 0 ~ , 
VIr 1 0 " 1 = 1, •• o,m-l " r> m = , 
d. Hochst ens zwei El emente der Matrix W sind pro Zeile von 
Null bzw. Eins versc hieden , und zVlar stehen diese , wenn 
vorhanden, zwischen den beiden Nullblocken (von denell 
einer l eer sein lI:ann) und dem Einsblock. 
e. Die Lange LE des Einsblocks ist entweder n-1 oder n. 
f. 
g. 
r
es gi bt genau zwei von Null und Eins ver-
LE = n-l ~) schiedene Elemente in der betrach t e ten 
Zeile von W, die sich zu 1 addier en. 
n <~ [Alle Elemente der betrachte ten Matrix-
zeil e sind entweder Eins oder Null. 
AuC,erhal b eines Streifens der Br ei t e 2n+ 1 um die Haupt-
diagonale s tehen in j edem Fall nur Nul len. 
w .. 
~,J = 1 fUr di e Paare (i,j) mit: 
1 ~ i <:: j < oder a - n+l .c: j <. i L = :'!:.. = n :: = = a 
Beweis : 
g . ergibt sich aus c. und der Summenbedi llgung. Di e Ubri-
gen Aussagen folgen sofort aus Satz 1 und Satz 2. 
Bemerkun g : 
a. Es kann in Ausnahmefallen (rm = 0 fUr mindestens ein m 
oder bei Glei chheit von mehreren Qi,r) mehr ere Matri zen 
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W geben , fUr die man dieselbe optimal e Vorhandenrat e 
Qmax wie fUr die Matrix W von Satz 3 erhiu t. Wir be -
trachten di ese jedoch nicht, da di e hi er aus resul tie-
renden Strategien wesen tlich schwerer zu realisi er en 
sind. 
b. Es gibt in jedem Fall eine optimal e Strategie, bel der 
aIle El emente von W Null oder Eins sind. Ist namlich 
LE := n- 1 fUr eine Zeile von W, so kann man die beiden 
von Null und Eins verschiedenen Element e a und b di eser 
Zeile (a+ b = 1 naeh Satz 3.e.) beliebig wahlen (ins be-
sondere also als Null bzw. Eins) , ohne Qmax zu andern. 
e. Di e Matrix W hat folgende schematisehe Ges talt: 
1 1 · . . . . . 1 1 0 o ••••• 0 . . . ,. . . . 0 
1 0 • • 
1 0 0 
• 
• 
0 • 
• 0 
• • 
1 1 
0 1 1 (,,) • 0 0 
• 
• • 
• ( .) • 1,1 = 
• 
• • • 
• 
• 
0 0 
1 0 
1 
1 . 
0 • 
• • 
0 1 • • • 
0 1 
0 . . . . . . . · ...... 0 1 1 . . . . . 1 1 
Die Elemente wm i in den Bereichen (. ) lassen sieh mit den 
, 
bisher .ge troffenen Voraussetzungen noch nieht eindeutig 
festlegen, da ihre Wahl von der GroBe der Werte Qi r im 
, 
Vergleich zu den Werten Q-j,r (i , j ~ 0) abhangt. 
Bevor wir Voraussetzungen angeben, durch di e aIl e Elemente 
von W f estgelegt werden, diskutier en wir die Voraussetzun-
gen der SEi tze 2 und 3. 
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Di skussion del' Vor aussetzun gen del' s~tze 2 und 3: 
Wir ze i gen, daB eine ger i ng fU gi ge Verschar fun g der von 
un s angenommenen Ei genschaft en del' Da t ens prungvert eilungen 
yTi und yR au sreic ht,~um die Bedingungen Qi,s ~ Qj , s und 
Q-i, s ~ Q- j, s f Ur 0 = i ~ j und s = 1, •• • ,a zu verifi-
zi eren. 
Wir for men zunachs t den Ausdru ck fU r Qi s e t was urn : 
, 
Da bei uns er er s trategie s te ts das ak tu e l le Datum in den 
Pufferspeicher geladen wird, wenn es nich t schon dort 
st eht , ist p( z€ C) = 1. Damit wird: 
~ , s = P (f -1 (x ) E Bi + s , C 1 (z) ~ B s ) 
k 
= [p(f-l(x)~B'+ /I. C 1(z) =b EB ) / P(C 1 (Z) E B~ ) 
_ 1 S r s " 
r=l 
k 
= LP(f-l(X)~Bi+s lcl(Z) = brEBs)' Pr 
r=l 
k 
= ;-'P( ik- r+l ~ y --; (i+l )k- r ) • Pr 
r=l 
mit Pi = p( r 1 ( z) = b1, € B ) / p( r 1 (z) E B ) c:: c:: s s 
Es ist a lso 0 = p, = 1 und PI + ••• + Pk =: 1. 
1 . 
Vorall.sgesetzt wu r de f erner P(f-J( Z)EBs ) :} 0 (sonst t r i via l); 
weit er ha ben wir der Ub er s ichtlichkeit hal ber auf den an 
sich notwendi gen Index s bei den Werten Pi verzichtet . 
k (i+l )k-r 
Qi,s = > i L---,' Yj·Pr 
r=l j=ik-r+l 
k-i k 
= Yik + > : [Yik- k+j' r 
j =l I' =k-j +l 
j 
Pr + Yik+k-jo) :Pr J 
r =1 
Unt er der Vor ausse t zungcn , da B di e Blocke des Programms 
" symmetrisc h" beleg t s i nd und daB gr oBere SprU nge nicht 
wahrsc heinli cher s ind als klei ner e , kann man nun zeigen , 
daB die Vor aussct zungen del' s~tz e 2 und 3 erfUll t sind . 
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Lemma 2 : 
a. Vor: Pr = Pk-r+ l fUr r = 1 , •• • ,k 
> und > fU r i > Yi = 1i+l 1-i Y-i- l 
Beh: Qi , s > Qi+l,s und Q-i , s > Q-i- l ,s fUr i = = 
b. Vor: wie in a. 
zusatzlich : > sowie YO = Yk 
> fUr j 1, • • ,k-l Y . = Yk+ j = 
- J 
Beh : QO s > Q1 , s fUr 2 , • •• ,a = s = , 
c. Vor: wi e in a. 
zusatzlich: > sOVlie YO 1-k 
Yj ~ 1-k-j f Ur j = 1, • • ,k- 1 
Beh : QO,s > Q- 1 , s fUr 1, • •• , a - 1 = s = 
d. Vor: wie in a . k+ LCk-1 )/2J 
zusatzl ich > > YO = Yi i=k 
> Beh : QO ,l = Q1, 1 
k+ l Ck-1 )/2J e . Vor : wie in a. 
zusa tzlich YO ~ > ' 
'~~ 
1-i 
Beh: Q > Q O, a = - l ,a 
Bel'leis : 
Na ch Voraussetzung gilt : 
Dami t wird : 
%, s - Qi +1, s 
k -1 
It 
.> Pr 
r =k- j+ 1 
j 
=;- Pr 
'r =l 
> 0 
( s 
( s 
=.> ~(Y(i- 1 )k+j 
j= l 
+ Y(i+ 1)k-j - Yik+j - Y(i+2)k-j)·T j 
+ Yil~ - Y(i+ l)k 
of 1 ) 
'" 
a ) 
Teil a . des Hilfssatzes ist damit aufgrund der Voraus se t-
zungen bewiesen . 
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k-1 L( k- 1 )/2j 
= )/-----;--;---« y. -
_ • J 
k-' 
Yk-j)·E. 
i=j+1 
p. + ~(y . 
1.. L--- -J 
j=l j = 1 
+ YO - Yk 
Sind di e Vor aussetzungen von b. erfUllt (der Fall s = 1 
muB gesondert behande lt werden), so s ind aIle 3 Hauptt erme 
dieser Differenz nichtnegativ . Die s beweist b o • 
FUr die Aussage c. l auft der Be wei s analog . 
Bei d. i st die f Ur b. geforderte Voraussetzung nicht zu 
erfUllen , da mindest ens einer der Werte Y_j den Wert 
Null hat. Entsprechendes ist bei e . der Fall. Da der erste 
der 3 Hauptterme in der obigen 
negativ ist , ist di e Bezi ehung 
wenn gilt: k-1 k 
YO - Yk ~ ) Yk- j''> : Pi • 
j=l i=j+1 
Summe auf j eden Fall nicht-
> QO 1 = Q1 1 aber erfUllt, , , 
Diese Ungl eic hung is t insbesonder e im FaIle 
k+ lC k -1 )/2J 
YO "' :> I Yi erfUllt. 
i=k 
Bei e. i s t di e Argumentati on ents pr ec hend. 
Bemerkung: 
a. Die in Lemma 2 getroffenen Vorau sset zungen sin d in den 
meisten Fallen sowohl fUr di e Rechenspeicherverteilung yR 
als auc h fU r die Verteilung y Tf der Dat ensprUnge im Pro-
grammspeic her erfUl lt . Bei yTf ist allerdings die fUr d. 
und e . zusatzlich 
k+Lc k-1)/2J . 
YO { > Yi 
vorausgesetz t e Bezi eh ung 
k+ l(k- 1 ) /2J 
bzw . YO ~ > . Y sehr fraglieh . 
-i 
i=1I: 
> . 
QO, 1 = Q1, 1 
sprechen den 
> und ~ , a " Q-1, a gi lt t rotzdem , da in den ent -
Dif f erenzen jeweils der Summand Y1 (Tk _1 - '1' 1) 
auf tritt, der nac h unseren Voraussetzungen Uber die Gestalt 
von yT alle anderen Summand en erschlag t . 
b. Da sieh die mei sten UnregelmaBi gkeiten , di e dadurch ent-
stehen, daB die Vorausse tzung Uber das monotone Abkli ngen 
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del' Verteilungen yrrbZw• yR nicht fUr alle Yi exakt erfUllt 
sind (vgl. dazu aueh die Diskussion in Absehnitt 2.2 .), 
dureh die Summationen wieder aufheben, kann man einen gror.,en 
~eil del' Vorausset zungen im Spezialfall erheblieh absehw~­
chen odeI' sogar ganz weglassen. Dies gilt nicht zuletzt fUr 
die Voraus se tzung PI' = Pk-r+l' die zwar intuitiv einl euehtend 
ist, abel' nieht leieht UberprUft werden kann. ~lan beaehte 
aueh, dar., die Abseh~tzungen im Beweis von Lemma 2 bei vielen 
speziellen Verteilungen y sehr grob sind . In diesen Fallen 
ist es nieht gravierend, wenn die gefordertenvoraussetzungen 
nieht in al len Einzelheiten erfUllt sind. 
Wir unt ersuehen jetzt, unt er we lchen zusatzliehen Voraus-
setzungen an die Struktur del' Datensprungverteilungen sieh 
die dureh Satz 3 noeh nicht festgelegten El emente del' 
Matrix W in del' Weise eindeutig bestimmen l assen , dar., sieh 
eine optimale Naehladestrategie ergibt: 
Sind die Adressen des (Programlll- bzw. Reehen-) Speieher s 
fortlaufend mit l, ••• ,a·k durehnullleriert und ist z = b.k+r 
bE:{O, ••• ,a-1J, ° ~ r ;; k-l (d.h. steht z in Block Bb+1 des 
Kernspeiehers), so ist die Beziehung Yi ~ Y -i fUr die Werte 
i ~ min (a.k-z , z-l) im FaIle der Reehenspeicherverteilung 
reeht gut erf~ llt. Aue h fUr den Programmspeieher ist sie 
mit Einsehrankungen vertretbar, abgesehen davon , dar., hier 
y 1 » L 1 gi It • 
Legt man diese zusatzliehe Voraussetzung zugrunde, so gilt 
Qj, b+l -:::=. Q_j. b+l fUr 2 ; j ~ min (b.a-b) • 
Lemma 3: 
< Vor: z = b·k+r " y. = y fUr i = min ( a'k-z,z-l ) wie eben l -i 
Pr = Pk-r+l fUr r = 1 •••• ,k (ebenao vlie in Lemma 2) • 
Beh : Qj ,b+l = Q-j,b+l fUr I ~ j ~ min (b,a-b) 
BeV/eis: j 
+ Y -ik+k-j '2 ' Pr ] 
r=1 
k- 1 k 
= Y+ik + > '[ Yik+k-j· r 
j =l r =k- j+1 
k 
+ Y • \ i k-k+j I I 
r=k-j +1 
= Q. l,S 
Di ese Bezi ehung gilt, solange der Sprung nieht von Block 
s = b+1 auf einen Bloc k erfolg t, der aUBerhalb des r eser-
vi erten Speic herber eiehs liegt , also fUr 1 ~ i ~ mi n(b , a-b) . 
Di e dureh Verbindung der Au ssagen von Lemma 2 und Lemma 3 
zu gewinnende Beziehung 
CJ. > Q fUr 0 <: IiI ~ I j I ~ min ( s -l , a-6+1 ) 
''i,s = j, s 
i s t fUr die Verteilung yR der Da t ensprUnge des Re eh en-
speichers gut erfUllt , da yR den Vorausse tzungen der beiden 
Hilf s s a tz e weitgehend genUgt. 
F" 7T'. It ur Y gl. zwar Q1 s of Q- 1 s aufgrund der von un s voraus -, , 
gesetz ten Struktur dieser Vert eilung , doch gilt au e h hier 
wegen 
sowi e 
der Dominanz von 
> Q_1 s = Q+2 s· , - , 
> Y1 im a l lgemeinen Q1, s = Q+2 ,s 
Wir dU r fen daher annehmen , daB di e obige Beziehung fUr 
bei de Speieh ertypen (eventuell mit relativ gering fU gigen 
"Sehmutzecken") erfUllt ist. 
Unt er dieser Vorausse tzung sind wir nun in der Lage , a Ile 
Elemente der Ma trix W in der Weise f estzul egen , daB s ieh 
eine optimal e Vorhandenrate Q = Qmax ergibt. DarU ber hinaus 
werd en wir z e i gen , daB man wi, j E {o; 1} fUr alI e i und a Ile j 
wahl en kann ; di es ist von gr oBer Be deutung fUr di e Imple-
ment i erung der hierau6 r esulti erend en Na chl adestrategie. 
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Satz 4 : 
Vor : Qi ,s > Qj,s fUr 0 <. Ii I ~ Ijl ~ min ( 6-1 , a - s+ 1 ) 
S€ {l , . .. ,a} 
Beh : Die durch fol gende Matri x W beschriebene Strategie 
i s t optimal: 
a . n = 2t+ 1 fUr t E lNO (n = Blockzahl des PSP ) : 
fUr j = i , i (!) 1 I • •• , i 0 t Go: { G) , 8 } 
sonst 
Dabei sind die Operationen (0 und 8 wi e folgt 
defini ert : 
falls i+m <: { wi,i+m = a 
wi,i (2) m = VI . . 
" 
i+m > a l,l+m-n 
~ w . . falls i - m > 
w· . e l,l-m = l , l - m LVI. . 
" 
i-m <. l , l-m+n 
b. n = 2t+2 fUr t E lNO : 
1 falls j = i , i GJ 1, • • • , i @ t ® E { 8 , G } 
" 
j = i+t+1 und i-t- 1 < 1 
" 
j = i - t-1 und i+t+ 1 > a 
Vi· • = l,J <:: i-t-1 i+ t +1 u . t falls j = i+t +1 und = < l+ +1 
" 
j i-t-1 und i: i - t- 1 
-< i +t+ 1 v · = = l - t -1 
o sons t 
Di e Werte ui +t +1 und vi _t _1 sind nicht frei wahlbar, 
sondern an folgende Bedingungen gebunden : 
ui +t +1 = 0 v . t = falls Q- t- 1 ,i> Qt+ 1 i l- -1 I 
ui +t +1 = Vi_ t_ 1 = 0 " Q- t - 1, i ~ Qt+1 , i 
ui +t +1 + Vi_ t_ 1 = " Q-t- 1 , i = Qt+ 1 , i 
Es gibt also ein e optima le Nachlades trategie mit 
der Eigensc haf t wi I /' {O; 1} f Ur i I j = 1, • •• , a • 
<:: 
= a 
..:: 
= a 
Der BeViei s di eses Satzes fol g t unmittelbar aus den Aussagen 
der Satze 1 - 3. 
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Beispiel e : 
a. a = 16 , n = 7 
1 1 1 1 1 1 1 
1 1 1 1 1 1 1 
1 1 1 1 1 1 1 
1 1 1 1 1 1 1 
1 1 1 1 1 1 1 
1 1 1 1 1 1 1 0 
1 1 1 1 1 1 1 
1 1 1 1 1 1 1 
W = 1 1 1 1 1 1 1 
1 1 1 1 1 A 1 , 
1 1 1 1 1 1 1 
1 1 1 1 1 1 1 
0 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 
1 1 1 1 1 1 1 
1 1 1 1 1 1 1 
bo a = 16 , n = 8 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 0 
* 
1 1 1 1 1 1 1 * 
• 1 1 1 1 1 1 1 • 
* 1 1 1 1 1 1 1 • vi 
'" 1 1 1 1 1 1 1 
"' "' 
• 1 1 1 1 1 1 1 "' 
• 1 1 1 1 1 1 1 • 
• 1 1 'I 1 1 1 1 "' 
"' 
1 1 1 1 1 1 1 "' 
0 1 1 1 1 1 1 1 'I 
1 1 1 1 1 1 1 1 
1 1 1 1 'I 1 1 1 
1 1 1 1 1 1 1 1 
Die durch * geken nzeichn e t en Matrix elemente s i nd nach 
Sat z If. b . in Abhangigkeit v on den entsprec h enden Wahr-
scheinlichkeiten ~ . 
, J zu besetzen. 
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