At high magnetic field, B þ 1 non-uniformity causes undesired inhomogeneity in SNR and image contrast. Parallel RF transmission using tailored 3D k-space trajectory design has been shown to correct for this problem and produce highly uniform in-plane magnetization with good slice selection profile within a relatively short excitation duration. However, at large flip angles the excitation k-space based design method fails. Consequently, several large-flip-angle parallel transmission designs have recently been suggested. In this work, we propose and demonstrate a large-flip-angle parallel excitation design for 90°and 180°spin-echo slice-selective excitations that mitigate severe B þ 1 inhomogeneity. The method was validated on an 8-channel transmit array at 7 T using a water phantom with B þ 1 inhomogeneity similar to that seen in human brain in vivo. Slice-selective excitations with parallel RF systems offer means to implement conventional high-flip excitation sequences without a severe pulse-duration penalty, even at very high B 0 field strengths where large B þ 1 inhomogeneity is present.
Introduction
The presence of severe RF excitation field (B þ 1 ) inhomogeneity at high magnetic field strength [1, 2] poses a serious challenge for the use of standard slice-selective excitation. The B þ 1 inhomogeneity leads to non-uniform in-plane excitations resulting in an undesirable inhomogeneity for both Signal-to-Noise Ratio (SNR) and image contrast. Several RF design approaches have been suggested to mitigate this inhomogeneity, including excitation k-space design [3] [4] [5] , RF-shimming [6] [7] [8] , and adiabatic pulses [9, 10] . In this work, the focus is on extending the current excitation k-space design to higher flip angle, particularly in the context of parallel transmission where significant reduction in RF waveform duration can be achieved compared to conventional single-channel systems.
RF waveforms designed based on the Small-Tip-Angle approximation (STA) [11] , along with the appropriate 3D k-space trajectories termed either ''fast-k z " or ''spokes" trajectories [3] [4] [5] , have been shown to be effective in correcting for mild B þ 1 inhomogeneity, such as that observed at 3T for brain imaging. With these trajectories, slice selection is achieved with a conventional sinc-like RF pulse during each k z traversal (a ''spoke"), and in-plane flip-angle inhomogeneity is mitigated by the appropriate choice of the complex-valued amplitude that modulates the RF waveform of the spokes which are positioned at an appropriately chosen set of k x -k y positions. However, with a more severe B þ 1 field variation, e.g., as observed in brain imaging at 7 T, the resulting RF waveform from this design method becomes too lengthy for practical use in conventional sequences with single-channel excitation. For example, in [12] , an optimized 30-spoke excitation was designed for slice-selective B þ 1 mitigation at 7 T, resulting in a time-penalty of approximately 30-fold compared to a conventional sinc excitation.
Parallel transmission systems with simultaneous independent control of RF waveforms from multiple channels [13] [14] [15] [16] offer means to accelerate k-space based RF waveforms resulting in shorter excitation duration. With parallel transmission, ''spoke"-based trajectories can be use to mitigate highly inhomogeneous B þ 1 fields, such as are observed in brain imaging at 7 T, to produce highly uniform slice-selective excitation with relatively short excitation durations [17] [18] [19] [20] . Nonetheless, a major drawback for the k-space based parallel transmission design is its reliance on the STA approximation, and its failure to adequately perform at large flip angles.
Recently, several promising large-flip-angle design methods for parallel transmission have been proposed [21] [22] [23] [24] [25] [26] , with experimental verification performed for 2D spiral excitation in [26] , and for spoke-based B þ 1 mitigation design in [24] . Nonetheless, the spokebased experiment was only performed under a relatively mild B þ 1 inhomogeneity constraint with a brain imaging setup at 3T using an oil phantom. In the current work, we describe a new design method for large-flip-angle, spoke-based B þ 1 mitigation. The method draws on our earlier work [20, 24] and on the work by Xu et al. [26] to provide a much improved B þ 1 mitigation capability using short duration RF waveforms. The new design method was demonstrated with large-flip-angle parallel excitation for 90°pulses and 180°spin-echo slice-selective pulses on an 8-channel transmit array at 7 T in the presence of B þ 1 inhomogeneity that matches the typical worst-case 3:1 range seen in human brain in vivo.
Theory

Parallel transmission RF design overview
Our goal is to design slice-selective 90°and 180°spin-echo excitations which produce a spatially uniform within-slice flip angle distribution using a highly inhomogeneous multi-channel parallel transmission system designed for the head at 7 T. We propose a two-stage design to achieve this goal: an initial (linear) approximation design and a (nonlinear) Bloch equation based iterative optimization design. In the initial approximation, the RF and gradient waveforms are designed based on the linear class of largetip-angle (LCLTA) method [26, 27] with the incorporation of a magnitude least square optimization (MLS) criterion [20, 28] that substantially improves the excitation profile performance. This design method provides a fast algorithm to create large-flip-angle excitation that yields superior performance to the standard STA design. Nonetheless, the LCLTA design utilizes a linear approximation of the nonlinear Bloch equation, resulting in expected imperfections in the excitation profile when the pulses are driven to yield large flip angles. In the second part of the design, a Bloch equation based iterative optimization [24] is used to achieve the ultimate performance through a refinement of the first-stage design. In this optimization, the solution from the initial approximation process is used as an initial guess for an iterative optimization process that loops through a numerical solution of the Bloch equation to provide improvement to the excitation profile. Substantial reduction in computation time during the second design stage is achieved by the application of a local cost function evaluation combined with a spinor-domain based Bloch equation simulation [29] .
Initial approximation design
The initial approximation design step utilizes the LCLTA design for parallel transmission proposed Xu et al. [26] , with an extension of MLS optimization from [20] . Briefly, and following the notation in [26] , the multidimensional excitation calculated for L coils using the LCLTA design is written as
where S Ã l and B ðlÞÃ 1 are the spatial transmit sensitivity profiles and the RF voltage waveforms for coils indexed by l, with * denoting complex conjugation, r the spatial variable, and h(r) the target flip angle about the x axis after excitation. The term k(t) represents the excitation k-space trajectory defined as kðtÞ ¼ Àc
GðsÞ ds, where c is the gyromagnetic ratio, and G is the gradient, and T is the duration of the gradient waveform. After discretization in space and time, this expression can be written as a matrix equation, h = Sb, where the matrix S contains (the complex conjugate of) the transmit sensitivity profiles modulated by the Fourier kernel due to the k-space traversal, h is the target flip angle in space, and the vector b contains (the complex conjugate of) the RF waveforms. With this formulation, the RF pulses can be designed by solving the MLS optimization
Here, the optimization is performed over the region of interest (ROI) implied by a weighting, w, and the term bkbk 2 2 embodies the Tikhonov regularization that is used to control the integr ated RF power. The MLS optimization, as represented by jSbj in Eq. (2), is used instead of the standard Least Square (LS) optimization to limit the optimization to the magnitude of the flip-angle, allowing for flipangle phase variation (i.e., variation in the axis of rotation). This has been found to achieve substantial gains in excitation magnitude performance over conventional LS optimization with little penalty in the image phase [20] .
An inherently refocused spoke-based k-space trajectory similar to the ones described in [30] was used in this work to satisfy the ''linear class" assumption for LCLTA design. In designing the spokes trajectory, we made use of the fact that the profiles of the coils do not differ from each other much along the z direction. As a result, we do not expect to achieve any excitation variation or acceleration in z, and simplified the design by restricting the RF pulse shape of all coils to a Hanning-windowed sinc in k z . Consequently we only needed to calculate the amplitude and phase modulation for each of the sinc spokes. This design method have been demonstrated to perform well for low-flip-angle B 
Bloch equation iterative optimization design
The aim of the iterative optimization is to improve on the excitation profile resulting from the initial linear approximation. The iterative optimization problem is stated as where m actual is the actual transverse magnetization profile created by the RF pulses obtained via Bloch equation simulation, and m desired represents the desired transverse magnetization profile. Similar to the initial approximation design, an MLS condition is used to allow spatially-varying in-plane phase and to improve the magnitude design. To simplify the calculation the optimization is again limited to the complex amplitude of the sinc spokes. Furthermore, in this design stage, as part of Eq. (3) a hard limit on the maximum RF voltage is specified to accommodate hardware limits on the maximum voltage amplitude. Powell optimization [31] is chosen as the method for the iterative optimization of Eq. (3). Similar to Conjugate-gradient methods, the Powell method is a direction-set method where line minimizations are performed successively along a set of directions [31] . However, unlike the conjugate-gradient methods, the gradient or derivative of the cost function is not used in updating this set of directions during the optimization. Without the gradient information, more iterations may be required for the algorithm to converge. Nonetheless, in cases where gradient evaluation is expensive, such as here, Powell optimization can be more efficient than conjugate-gradient search. In using Powell optimization to solve Eq. (3), the initial bases at the start of the optimization are set to be either the real or imaginary part of the amplitude of the sinc spokes, and the line minimizations are performed along the bases in a bounded region that is within the maximum RF voltage constraint.
To improve computational speed, the optimization is tailored to take advantage of the spin domain representation of the RF excitation [29] , where ''partial" Bloch simulation method is used. The spin domain formulation and the partial Bloch simulation are described below.
In [29] , Pauly et al. provide a derivation for the spin domain Bloch simulation where the spin domain matrices, Q i (r), representing the rotation at different excitation time samples are multiplied together to obtain the total rotation, Q(r), due to the applied RF and gradient waveforms. For n time points, the total rotation is represented as Q ðrÞ ¼ Q n ðrÞQ nÀ1 ðrÞ Á Á Á Q 1 ðrÞ: ð4Þ
The final magnetization is then calculated by applying the total rotation, Q(r), to the initial magnetization vector. For parallel transmission, an additional step is required during simulation, whereby the contributions from the different RF transmission channels are added vectorially prior to the spin domain matrices calculation.
In deriving the partial Bloch simulation for Powell optimization, the spin domain representation is used to describe the spoke excitation. The total rotation in the spoke excitation can be represented as the product of the spin domain matrices from the various spokes of the RF waveform, or 
In Powell optimization, during a line minimization along a particular direction set, the complex amplitudes of only a limited subset of the spokes are allowed to change. Therefore, only the spin domain matrices associated with these spokes will be updated. This observation allows for an efficient calculation of the new total rotation during the line minimization, in which only the spin domain matrices of the modified spokes are recalculated. Once recalculated, these matrices are multiplied together with the matrices from the unchanged spokes to create the new total rotation. This partial Bloch simulation method substantially reduces the calculation time of the line minimization, especially in cases where a large number of spokes are present in the RF waveform. For a Matlab implementation of the line minimization, the standard 'fminbnd' function, which utilizes the golden section algorithm, can be employed. With this function, it was noted that by restricting the number of iterations to approximately five, the calculation time can be reduced significantly without noticeable increase in excitation profile error of the resulting RF pulse.
Further reduction in computation time can be achieved via the appropriate selection of the spatial points to be included in the optimization. Since the time to perform the Bloch simulation scales linearly with the number of spatial points simulated, computation time for the optimization can be minimized by limiting the number of spatial points used in the cost function (Eq. (3)). Nonetheless, with highly inhomogeneous excitation coil profiles in a parallel transmission setup, a dense sample of simulated points are required to provide good control of the resulting inplane and slice-selection profiles. Empirically, we found that for our eight transmission coil setup with a 17 cm FOV, using a grid of points spaced uniformly 0.8 cm apart in the transverse plane, three equally spaced sections along z within the excited slice provides a good compromise between computation cost and acceptable convergence to the desired profile. In evaluating the cost function (Eq. (3)), the target excitation (m desired ) for the center transverse section is specified to have a value of 1, while for the peripheral sections the average excitation magnitude across the section (at the current state in the optimization) is used. With these target excitation values, excitation inhomogeneity is penalized while allowing for homogenous excitation of a lower value at the peripheral sections to account for sliceselection transition along z.
Variable-rate selective excitation (VERSE)
Variable-rate selective excitation (VERSE) [32] has been widely used to effectively reduce SAR and limit peak RF voltage. In [3] , VERSE was used in a single-channel spokes RF design. In [33, 34] , extensions of VERSE to multi-channel RF design were proposed for 2D spiral excitation. In this work, VERSE is employed for multi-channel spoke RF design to satisfy system peak RF voltage limitation of 130 V.
When VERSE is employed for parallel transmission it is important that the VERSEd RF waveforms from all the transmission coils are synchronous. To achieve this while avoiding unnecessary increase in pulse duration, each spoke of the RF waveform is VERSEd separately. For each spoke, the sinc pulse with the largest RF voltage is VERSEd to the system peak voltage limit. Subsequently, the other sinc pulses are then VERSEd such that their durations match with that of the first VERSEd sinc pulse.
B 0 inhomogeneity correction
The narrow-band nature of the spatially tailored parallel excitation pulses was apparent in [16, 35] , where it was shown that B 0 inhomogeneity present in standard in vivo brain imaging can have a detrimental effect on the excitation profile. In this work, B 0 inhomogeneity correction has been incorporated into the RF design, both in the initial approximation design, and in the Bloch equation iterative optimization design. For the initial approximation design, a procedure similar to [16, 35] is used. For the Bloch iterative optimization design, the B 0 inhomogeneity is accounted for by directly incorporating it into the Bloch equation simulation.
Additionally, when the VERSE algorithm is employed, an extra B 0 compensation step should be applied to the RF waveforms. In the presence of B 0 inhomogeneity, the effect of VERSE on the RF waveforms' off-resonance behavior can lead to significant excitation artifact. To mitigate this VERSE-induced excitation artifact, the RF waveforms are re-optimized via the Bloch iterative optimization (post-VERSE). To ensure good convergence of this re-optimization, the RF waveforms should initially be VERSEd to a voltage level below that of the system limit (we used a margin of $10% in this work). This will provide the re-optimization with a better working voltage range (up to the system voltage limit).
Methods
System hardware
Experiments were performed on a Siemens prototype 7T Magnetom scanner (Erlangen, Germany), equipped with an 8-channel transmit system, with maximum gradient amplitude of 40 mT/m and slew rate of 200 T/m/s. An 8-channel stripline coil array was used for transmit and receive [36] . The RF array was built around a 28-cm diameter acrylic tube (Fig. 1a) and was driven through a transmit-receive switch at each of the 8 rungs. All measurements were performed in a 17-cm diameter doped water phantom, containing 1.25 g/l of Nickel Sulfate and 5 g/l of sodium chloride. The Birdcage reception mode of the RF array was used for all image acquisitions, whereby the complex data from the eight individual receive channels were phased with an incremental phase of 45°a nd were added to mimic reception with the traditional birdcage coil. A cylindrical loading ring was used to reduce the amount of B 1 inhomogeneity observed in the spherical water phantom to a similar level observed in human in vivo imaging. Fig. 1b) , shows the transmit-receive (TX-RX) birdcage image for in vivo and for the water phantom with loading ring, where the peak-to-trough signal ratio is $9 and $8.5 for in vivo and water phantom respectively (this includes a transmit-side magnitude inhomogeneity of $3:1). Analogous to the Birdcage reception, the Birdcage transmission employed for the excitation was created by driving the coil elements of the RF array with the same magnitude but with a fixed phase relationship of 45°increment from one element to the next.
RF design
To demonstrate the capability of the proposed high-flip-angle design method, the technique was used to obtain parallel RF waveforms for 1-cm thick slice-selective 90°and 180°spin-echo excitation sequences that mitigate for B þ 1 inhomogeneity at 7 T. In the spin-echo sequence, to create a sharp slice selection, a 90°e xcitation with a 2-cm slice thickness, followed by a spin-echo pulse with a 1-cm slice thickness was used to ensure full excitation of the ±0.5 cm slice prior to the application of the 180°spin-echo excitation. Due to the design improvement from the MLS criteria, RF waveforms containing only three spokes were adequate for both the 90°and 180°excitations to achieve excellent B þ 1 mitigation. Sinc sub-pulses with time-bandwidth-product of 4 were used, and the gradient trajectories were designed for maximum gradient amplitude and slew rate limits of 15 and 150 T/m/s, resulting in pre-VERSE pulse durations of 3.31 and 2.06 ms for 1-cm and 2-cm thick excitations, respectively. The post-VERSE pulse durations for the 1-cm thick 90°and 180°excitations were 4.4 and 5.6 ms while the duration for the 2-cm thick 90°excitation was 3.26 ms. The maximum voltage level used for VERSEing was 120 V, whereas the system voltage limit used for the RF waveforms re-optimization was 130 V.
For each RF pulse design, the appropriate Tikhonov regularization parameter value (b) providing a good tradeoff between excitation error and RF power was empirically determined via the L-curve plot [37] .
Simulation comparison of RF design methods
To compare the performance of the proposed RF design method with other design techniques, simulation results of the 1-cm thick 180°spin-echo excitation profile achieved via the proposed method is judged against those obtained via the LCLTA design [26] , and the modified LCLTA design with the MLS optimization criterion (i.e., the initial approximation design in our proposed method). Comparison of the required RF energy and maximum RF voltage for these designs are also provided. RXðx; yÞ, is also obtained. This is shown as part of Fig. 1b . This receive profile estimation is used in dividing the reconstructed image in the parallel excitation experiments to obtain the excitation profiles.
Experiments and quantification
For high-flip-angle excitations both the spatial uniformity and the flip-angle of the excitation pulses were quantified. The uniformity of the excitation profiles was quantified by the normalized standard deviation, r, of the pixels in the field of excitation (FOX), as well as by the fraction of pixels in the FOX that are within +/À10% and +/À20% ranges around the mean in-slice signal value. In quantifying the flip-angle, different methods were used for the 90°and the 180°spin-echo excitations.
For the 90°excitation, the RF waveforms were transmitted at a series of RF voltage levels, and the average in-plane excitation intensity at each level was recorded and compared against those predicted by simulation. The simulated intensities used for the comparison were obtained by first performing the Bloch simulation on the RF waveforms at a series of voltages to acquire the flip-angle distribution, h(x, y, V). This distribution is then use to calculate the image intensity (inside the FOX) via the standard GRE signal equation
Iðx; y; VÞ / ½1 À e ÀTR=T 1 ðx;yÞ sin hðx; y; VÞ 1 À e ÀTR=T 1 ðx;yÞ cos hðx; y; VÞ :
The image intensity inside the FOX is then averaged to create the average excitation intensities used for the comparison.
To validate the 180°pulse in the spin-echo sequence, we measured the performance of the phase reversal effect of the pulse. For this task, data acquired with two spin-echo sequences where the 90°excitation pulses differed in phase by 90°were compared. The phase shift in the excitation pulse should cause the excited transverse magnetization to be shifted in phase by the same amount (i.e., 90°. With the proper application of the 180°pulse, this phase shift should reverse from 90°to À90°. Therefore, by comparing the excitation phase images produced by the two sequences, the efficiency of the phase reversal and echo effect of the 180°pulse can be determined. (The relative phase different between the two images should be À90°.)
The transverse magnetization due to all of the excitation sequences was encoded with a 3D gradient-recalled echo sequence with receive matrix size of 128 Â 128 Â 32 voxels, FOV = 256 mm Â 256 mm Â 160 mm, spatial resolution = 2 mm Â2 mm Â 5 mm, and TR, TE, BW = 1000 ms, 20 ms, 260 Hz/pixel. The excitation profiles were then inferred by dividing the reconstructed image by the estimated spin-density weighted birdcage receive profile, e qðx; yÞ f RX ðx; yÞ (obtained during the B þ 1 mapping process). Fig. 2 shows the excitation profiles from the 90°excitation, with the in-plane and the slice-selection profiles on the left and the 1D through-slice profiles (A-F) on the right. Excellent in-plane B þ 1 mitigation and slice selection can be observed. To quantify the performance of the excitation, we note that 96% of the in-slice pixels deviate by less than 10% from the flat magnitude target profile, whereas all in-slice pixels are contained within the 20% bracket. The normalized standard deviation of the in-slice pixels for this excitation is 5.1%. Fig. 3 shows the normalized average in-plane intensity as a function of peak RF excitation voltage for both simulation and experimental data. Good agreement between the two data sets can be observed, validating the expected flip-angle behavior of the 90°excitation pulse. Fig. 4(a) illustrates the 3-spokes k-space trajectory employed for both the 90°and the 180°excitations. In this design, the spokes are placed at the center of k-space and at two locations with a distance of 1/FOV in the transverse plane from the center of k-space (where FOV was 20 cm). Fig. 4(b) shows the sequence diagram for the VERSEd spin-echo sequence which consist of a 3-spoke 90°and a 3-spoke 180°spin-echo excitation (TE = 20 ms). Shown are the G z and G y gradient and RF waveform from one of the transmission coils (coil 1). Also shown are the crusher gradients surrounding the 180°spin-echo. Fig. 5 shows the excitation profiles for this spin-echo sequence. Again, excellent in-plane B þ 1 mitigation and slice selection can be observed. To quantify the performance of this excitation, 92% of the inslice pixels deviate by less than 10% from the flat target profile, whereas all pixels are contained within the 20% bracket. The standard deviation of the in-plane pixels for this excitation is 6.2%. Fig. 6 provides a validation of the phase reversal effect of the 180°spin-echo excitation. The phase image obtained from the standard and the modified spin-echo sequences are shown on the top left and right respectively. The relative phase difference image is shown at the bottom of the figure. As expected, a relative phase difference of À90°can be observed throughout the image. Fig. 7 shows simulated excitation profiles of the 180°spin-echo excitation at three z positions (0, ±0.33 cm) along the excited slice for various design techniques. Clearly, the profiles resulting from the LCLTA design (top row) do not provide adequate excitation homogeneity. The profiles from the initial approximation design (second row), which combines the LCLTA design with the MLS criterion, are an improvement on this but still contain significant excitation error. With the addition of the Powell iterative optimization step to the design (third row), profiles with excellent excitation performance can be achieved. The fourth row of the figure illustrates the effect of B 0 inhomogeneity on the excitation profile due to VERSEing of the RF pulses. On the left, is the B 0 map which ranges from À80 to +20 Hz. In the center is the excitation profile of the VERSEd RF pulse at z = À0.33 cm, illustrating deterioration in the excitation performance when compared to the pre-VERSE profile at the same z position (left of the third row). With application of the re-optimization step via Powell optimization, the excitation homogeneity is returned to the pre-VERSE level (right of fourth row). Table 1 provides a quantitative comparison of the performance of the various RF design techniques. In the first column, the excitation performance is compared using the normalized standard deviation value. Comparison of the total RF energy (J) and maximum RF voltage (V) are provided in the second and third column, respectively. From the table it is clear that the excitation performance of the proposed method significantly outperformed that of the standard LCLTA design, providing a reduction in excitation error of $60%. In addition, as a result of VERSEing and constraining the maximum RF voltage, both the total RF energy and maximum RF voltage are also significantly lowered. Note that with our proposed design, in the first round of the Powell optimization the maximum RF voltage was limited to be 800 V ($2/3 of the maximum voltage pre-optimization) to reduce the subsequence increase in pulse duration resulting from VERSEing. Nonetheless, with this constraint, the optimization still converged to a solution that provides good excitation performance.
Results
Experimental 90°excitation
Experimental spin-echo excitation
Simulation comparison
Discussion and conclusions
In this work, we outlined a design method for slice-selective large-flip-angle parallel RF excitation and provided the first experimental demonstration of slice-selective high-flip-angle B þ 1 mitigation at 7 T using parallel transmission. The method was used to design both 90°and spin-echo slice-selective excitations that mitigate severe B þ 1 inhomogeneity at a level similar to that observed in human in vivo imaging at 7 T.
The RF excitations were experimentally tested via an 8-channel parallel transmission system, with experimental results providing validation for both the B þ 1 inhomogeneity mitigation performance as well as the flip-angle accuracy of the excitations. Slice-selective excitations with parallel RF systems offer means to implement conventional high-flip excitation sequences without severe pulse-duration penalty, even at very high B 0 field strengths where large B þ 1 inhomogeneity is present.
Based on the performance of the RF pulse design computation performed entirely in Matlab on a Linux Intel Ò Xeon 3 GHz server, the initial approximation design calculation time was in the range of 5-8 s and the Bloch iterative optimization calculation time was in the range of 20-30 s, resulting in an overall design time of around 1 min for each RF excitation. (Note that the Bloch iterative optimization has to be performed twice, i.e., both before and after the VERSE step.)
It is clear from Fig. 7 and Table 1 that the Powell optimization is crucial for the 180°excitation design. However, the Powell optimization was not critical to the 90°excitation design. For the 90°excitation, the initial approximation design provides excellent excitation that performed well even after the application of VERSE. This is likely due to the fact that the 90°excitation requires a lower flip-angle and consequently the linear class assumption in the LCLTA design is better preserved. Furthermore, the 90°excitation requires relatively low peak RF voltage, and hence the increase in pulse duration due to VERSE is relatively small. With this observation, the 90°excitation can be rapidly created using only the initial approximation design. 
