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In the context of inhomogeneous one-dimensional finite systems, recent numerical advances
[Phys. Rev. B 103, 125155 (2021)] allow us to compute the exact coupling-constant dependent
exchange-correlation kernel fλxc(x, x
′, ω) within linear response time-dependent density functional
theory. This permits an improved understanding of ground-state total energies derived from the
adiabatic-connection fluctuation-dissipation theorem (ACFDT). We consider both ‘one-shot’ and
‘self-consistent’ ACFDT calculations, and demonstrate that chemical accuracy is reliably preserved
when the frequency dependence in the exact functional fxc[n](ω = 0) is neglected. This perfor-
mance is understood on the grounds that the exact fxc[n] varies slowly over the most relevant
ω range (but not in general), and hence the spatial structure in fxc[n](ω = 0) is able to largely
remedy the principal issue in the present context: self-interaction (examined from the perspective
of the exchange-correlation hole). Moreover, we find that the implicit orbitals contained within a
self-consistent ACFDT calculation utilizing the adiabatic exact kernel fxc[n](ω = 0) are remarkably
similar to the exact Kohn-Sham orbitals, thus further establishing that the majority of the physics
required to capture the ground-state total energy resides in the spatial dependence of fxc[n] at
ω = 0.
I. INTRODUCTION
The adiabatic-connection fluctuation-dissipation theo-
rem (ACFDT) [1–6] formalism is a distinctive, powerful
approach to calculating ground-state energies of molec-
ular and solid-state systems. The underlying theory,
which centers around the density-density linear response
function χ across a range of electron-electron interaction
strengths, is exact, but practical implementations uti-
lize approximations within time-dependent density func-
tional theory (DFT), resulting in imperfect ACFDT total
energies.
Our strategy in this paper is to use recently developed
techniques [7] for obtaining the exact linear response
time-dependent DFT kernel fxc(x, x
′, ω) and ground-
state xc potential vxc(x) to examine in depth the re-
lationship between approximate kernels/potentials and
their corresponding inexact ACFDT energies, indicat-
ing routes toward more accurate practical versions of the
ACFDT scheme.
The ACFDT total energy method occupies the ‘fifth
rung’ on ‘Jacob’s ladder of approximate density func-
tionals’ [8, 9] – above local and semi-local approxima-
tions to the xc energy Exc[n], since ACFDT-based calcu-
lations involve a full set of Kohn-Sham orbitals and en-
ergies {|φi〉, εi} in order to construct the non-interacting
response function χ0 which is in turn used to solve
the equations of linear response time-dependent DFT.
Present-day practical implementations scale somewhere
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betweenO(N3) andO(N5) [10–17] depending on the pre-
ferred approximate fxc[n] and whether one performs a so-
called ‘one-shot’ or ‘self-consistent’ ACFDT calculation
(see Section II), where N can be taken as the number of
constituent particles involved in the calculation.
The most striking successes of published ACFDT cal-
culations have been in describing long-range correlations,
e.g. van der Waals correlations between two disjoint
subsystems within a larger system [4, 6, 18]. Such cor-
relations evade capture within Kohn-Sham DFT using
local or semi-local xc approximations [19–21], whereas
the ACFDT correlation functional includes inherent non-
locality even at the lowest level of approximate fxc[n], the
so-called random phase approximation (RPA) fRPAxc = 0.
For example, ACFDT calculations utilizing the RPA
are able to properly describe the dissociation limit of
molecules such as N2 [14] – a notorious challenge for con-
ventional Kohn-Sham DFT [19, 22]. Furthermore, the
ACFDT framework in general is central to the develop-
ment of systematic van der Waals functionals [23, 24],
which have been successful not just in determining dis-
sociation curves, but also in computing van der Waals
coefficients, bond lengths, bond energies, and so on.
On the other hand, ACFDT approximations such as
the RPA-ACFDT are known to be deficient in regard
to absolute total energies, owing to weaknesses in their
treatment of short-range correlations [16, 25], e.g. in the
case of the homogeneous electron gas (HEG) [26, 27].
Indeed, individual RPA-ACFDT energies are often less
accurate than those calculated using direct application
of local/semi-local approximations to the correlation en-




























of spurious self-interaction in the Hartree kernel [28, 29].
A host of ACFDT approximations that venture be-
yond the RPA have been considered as possible reme-
dies to this issue. Two such examples include the self-
interaction-free exact-exchange kernel fx [6, 30–40] and
approaches that separate treatment of long-range and
short-range contributions to the correlation energy, and
use the RPA approximation for the former [41–48]. These
improvements contribute toward alleviating some of the
fundamental issues in the present context, e.g. in the
calculation of atomization energies, and thus advance the
ongoing effort to further establish the ACFDT approach
as a total energy method, an effort with which this work
is also concerned.
Although the RPA approximation within the ACFDT
framework is amenable to a term-by-term analysis in the
context of many-body perturbation theory [28, 49, 50],
this connection is lost when moving beyond the RPA
approximation, and as such so is a certain degree of
transparency. Since fxc implicitly contains all correlated
many-body effects, including those required to describe
excited-state phenomena such as the optical spectrum,
it is imperative to better understand the connection be-
tween the various aspects of fxc and the ACFDT corre-
lation energy. For example, a major consideration is the
extent to which the frequency dependence in fxc is im-
portant here [51, 52] – the exact fxc includes a drastic de-
pendence on ω whereby singularities exist along the real
ω-axis that are critical for recovering the optical spec-
trum [7].
In the context of finite one-dimensional systems we
compute the exact fλxc(x, x
′, ω) in order to elaborate
and elucidate the connection between its spatial non-
locality/frequency dependence and the ACFDT total en-
ergy. In particular, the so-called adiabatic exact (AE)
kernel [53] fλxc[n](x, x
′, ω = 0), i.e. the zero-frequency
component of the exact fλxc[n] functional, is explored in





The origin of the ACFDT in the context of inhomoge-
nous systems dates back around five decades to the series
of articles given in Refs. [54–56]. Since then, a number
of resources have covered the derivation of the ACFDT
[1, 4, 5, 28, 57–60], a brief review is given here. The
adiabatic connection establishes a link between the in-
teracting many-body system and its corresponding non-
interacting Kohn-Sham system, ultimately leading to an
alternate expression for the xc energy. Toward this end,
a one-parameter family of many-body Hamiltonians is
defined,
H(λ) = T̂ + λv̂ee + v̂ext + v̂dxm(λ), (1)
such that the deus ex machina potential [61] v̂dxm(λ) is
the unique [62] potential that ensures the ground-state
density at all values of λ ∈ [0, 1] is equal to the ground-
state electron density at λ = 1, labeled n(x) – this is
the adiabatic connection. Hence, v̂dxm(λ = 1) = 0 and
v̂dxm(λ = 0) = v̂H+v̂xc where v̂H is the Hartree potential.
The λ-interacting ground state of H(λ) is denoted |Ψλ〉,
allowing the total energy to be expressed as such,
E = 〈Ψλ=1|H(1)|Ψλ=1〉
= 〈Ψλ=0|H(0)|Ψλ=0〉
= T0 + EH + Eext + Exc, (2)
where the latter two formulae constitute the conventional
definition of the Kohn-Sham system [63], i.e. T0 is the
non-interacting kinetic energy, EH is the Hartree energy,
Eext is the external energy, and Exc is the xc energy.
Moreover, |Ψλ=0〉 represents the Kohn-Sham Slater de-
terminant ground state.
Rearrangement of the above expressions yields an al-
ternate form for the Hxc energy EHxc = EH + Exc,
EHxc = 〈Ψλ=1|H(1)|Ψλ=1〉 − 〈Ψλ=0|H(0)|Ψλ=0〉
− 〈Ψλ=1|v̂dxm(1)|Ψλ=1〉+ 〈Ψλ=0|v̂dxm(0)|Ψλ=0〉,
which becomes, upon use of the fundamental theorem of














The expression in Eq. (3) contrasts with the conventional
one Eq. (2) as it does not involve the kinetic operator
at the seemingly steep price of having to know the xc
potential energy [5],
Uxc(λ) = 〈Ψλ|λv̂ee|Ψλ〉 − λEH, (4)
at each value of λ along the adiabatic connection [64].
However, knowledge of the challenging expectation
value in Eq. (3) is tantamount to knowledge of the static
(equal-time) two-point correlator 〈Ψλ|n̂(x)n̂(x′)|Ψλ〉,
which describes quantum statistical fluctuations in the
density inherent to the state |Ψλ〉 [65]. The fluctuation-
dissipation theorem [66] provides a relationship between
the response of a system to these spontaneous internal
changes (fluctuations) in its density, and the response of
that same system to external perturbations in its density.
The latter is described with the density-density linear re-
sponse function,










i.e. the first-order change in the density due to a per-
turbation in the external potential within a system of
λ-interacting particles described by H(λ) in Eq. (1). In
the present context, the fluctuation-dissipation theorem
takes the form [67]





χλ(x, x′, iω) dω,
thus connecting the ground-state xc energy with linear
response theory.
The above derivation outlines an in principle exact re-
formulation of conventional Kohn-Sham DFT [5], mean-
ing the total energy functional
EACFD[n] := T0[n] + Eext[n] + EH[n] + E
ACFD
xc [n] (6)
has the correct minimum, i.e. the exact ground-state
energy, and this minimum is attained at the interact-
ing ground-state density. Having performed the rear-
rangements given from the fluctuation-dissipation the-
orem, the ACFDT xc energy functional EACFDxc [n] =
EACFDx [n] + E
ACFD
c [n] becomes














′)[χλ[n](x, x′, iω)− χ0[n](x, x′, iω)],
where Ex[{|φi〉}] is the exact-exchange functional eval-
uated at the Kohn-Sham orbitals {|φi〉}, and χ0[n] =
δn/δvKS is the associated response function of the Kohn-
Sham system. These are the central expressions around
which the remainder of this paper is based. Namely, we
evaluate the total energy functional Eq. (6) with its ex-
act definition, and then introduce approximations into
the functional through fλxc[n] (i.e. χ
λ[n]).
Linear response time-dependent DFT establishes a
unique map [68, 69] from a tractable non-interacting
(Kohn-Sham) response function χ0[n] to an otherwise in-












i.e. the first-order change in the λ-dependent xc poten-
tial due to a perturbation in the density oscillating in
time with frequency ω. This map constitutes the Dyson
equation of linear response time-dependent DFT,
χλ[n] = χ0[n] + χ0[n] ∗ (λfH + fλxc[n]) ∗ χ[n], (10)
where A ∗ B =
∫
A(x, x′)B(x′, x′′)dx′, and fH = δvH/δn
is the Hartree kernel (the electron-electron interaction).
The xc kernel fλxc[n] is the central subject of approxi-
mation in linear response time-dependent DFT [1], and
therefore the principal ingredients in an ACFDT total
energy calculation are an approximation to the xc kernel
functional fλxc[n] together with a prescription for deter-
mining the density n at which to evaluate the ACFDT
total energy functional EACFD[n]. In regard to the latter
concern: there are two main approaches that are applied
in practice to determine this density. The first is the most
common, and is often referred to as a one-shot ACFDT
calculation, wherein the density n is obtained from a self-
consistent solution of the ground-state Kohn-Sham equa-
tions with an approximate xc potential vxc[n] (see Ref.
[2] for a recent review). The second, often referred to as





where the equations that yield a stationary (presumed to
be minimizing) density are known [16, 32, 70, 74]. In the
instance that both vxc[n] and f
λ
xc[n] are exact, the out-
put of a one-shot and self-consistent ACFDT calculation
coincide, however this is not true when approximations
are involved, as we shall explore in Section III.
In practice, an approximate xc kernel functional fλxc[n]
that is also parameterized with respect to λ is not re-
quired as it is possible to exploit a curious relation-
ship between ground-state wavefunctions along the adi-
abatic connection and ground-state wavefunctions with
scaled spatial coordinates, see Refs. [5, 52]. This rela-
tionship permits us to specify a conventional functional
fxc[n] := f
λ=1
xc [n] and obtain its λ dependence with little-
to-no additional expense. Such an observation is central
to practical ACFDT calculations, although we are un-
able to exploit it here due to using the softened Coulomb
interaction.
B. Implementation
This work involves finite systems in one dimension in-





|x− x′|+ α, (12)
where α is the softening parameter; α = 1 a.u. is used in
this work. A real-space grid of dimension N discretizes
the spatial domain [−L,L] subject to Dirichlet boundary
conditions. We consider four prototype systems, each of
which include two like-spin electrons [75] in the external
potentials described below.
The central complication when implementing the ex-
act ACFDT total energy functional is evaluation of the
ACFDT correlation functional Eq. (8), which we now
proceed to elaborate, see also Fig. 1.
Having chosen some external potential vext(x), the ex-
act interacting density n(x) is obtained through solu-
tion of the time-independent Schrödinger equation. The
corresponding unique Kohn-Sham potential vKS(x) is
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FIG. 1. A flow chart depicting the course of action taken
to evaluate the exact ACFDT total energy EACFD[n] at the
exact interacting ground-state density n. This procedure is
modified in order to investigate approximate ACFDT ap-
proaches as follows: (∗) a non-interacting Kohn-Sham calcu-
lation is performed with some approximate vxc[n], and then
the algorithm proceeds with the corresponding approximate
non-interacting response function, (†) rather than calculate
and utilize the exact fλxc[n], an approximate functional f
λ
xc[n]
is chosen and used alongside χ0[n] to solve the Dyson equa-
tion Eq. (10), ultimately yielding an approximate many-body
response function χλ[n].
then reverse-engineered by applying preconditioned root-
finding techniques to an appropriate fixed-point map [76].
The Kohn-Sham orbitals and energies {|φi〉, εi} are used
to construct the non-interacting response function χ0
along iω in the Lehmann representation [1].
In order to calculate the final ingredient χλ[n], we
first obtain the λ-dependent wavefunctions {|Ψλi 〉} along
the adiabatic connection, as defined in Section IIA –
this grossly impractical step is performed for investiga-
tive reasons, and constitutes the primary computational
expense. For each value of the coupling constant on
some discrete grid, the potential vdxm(λ, x) is obtained
by yet again using root-finding techniques to target the
λ = 1 interacting density, n(x) (see supplemental ma-
terial for an example vdxm(λ, x) [77]). The full set of λ-
dependent wavefunctions and energies {|Ψλi 〉, Eλi } is then
used to calculate the λ-interacting response functions in
the Lehmann representation,










× 〈Ψλ0 |n̂(x)|Ψλn〉〈Ψλn|n̂(x′)|Ψλ0 〉,
where Ωλn = E
λ
n − Eλ0 is the n−th excitation energy of
the λ-interacting Hamiltonian along the adiabatic con-
nection.
At this stage it is possible to construct the exact λ-
dependent xc kernel using the expression
fλxc(ω) = χ
−1
0 (iω)− (χλ)−1(iω)− λfH, (14)
which comes from inspection of the Dyson equation
Eq. (10) (note that superscript −1 signifies the matrix
inverse in a finite spatial basis). Construction of fλxc in
this fashion is an intricate matter that has been dealt
with in prior work [7]. For our purposes, it suffices to
observe that in all the cases presented below the exact
λ-dependent response function is reconstructed to within
machine precision when the exact fλxc and exact χ0 are
used to solve the Dyson equation. This step is critical as
ultimately we shall isolate certain features of the exact
fλxc in order to examine their impact on the correlation
energy, for example utilizing only the ω = 0 component
of fλxc here defines the AE approximation.
The final step toward obtaining EACFDc involves eval-
uating the coupling constant and frequency integrals in
Eq. (8). For the systems presented in Section III, the
λ-dependent integrand does not deviate much from a lin-
ear form, and thus Gauss-Legendre integration is able
to reach machine precision with Nλ = 10 grid points.
However, the ω-dependent integrand is not suited to the
traditional Gauss-Legendre scheme, and so it is conven-
tion to utilize a change of coordinates in order to reduce
the number of frequency grid points required to reach a
desired accuracy [78]. Upon careful comparison with a
variety of methods from literature [60], we find the novel
substitution






performs best, where a is a numerical parameter and ω̃
is the new coordinate. (The traditional Gauss-Legendre
scheme is then applied to the transformed ω̃-dependent
integral.) This approach is able to reach more than
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sufficient accuracies with Nω = 30 grid points – a
comprehensive motivation and derivation can be found
in the supplemental material.
The algorithm that has just been outlined captures the
exact correlation energy to within O(10−10) a.u. across
the systems studied in this work. This procedure can be
suitably adapted, see Fig. 1, to include an approximate
fxc[n] and/or an approximate vxc[n], where we recall the
latter is used to determine the density at which EACFD[n]
is evaluated in a one-shot calculation (rather than eval-
uating EACFD[n] at the exact interacting density as is
done in the first and second panels of Fig. 1).
On the other hand, a self-consistent ACFDT total en-
ergy calculation comprises first specifying an initial guess
Kohn-Sham potential vKS(x) in place of the first and sec-
ond panels in Fig. 1. Note that since there is a one-to-one
correspondence between the density and the Kohn-Sham
potential, it is sufficient to minimize over variations in
vKS in order to minimize the ACFDT total energy func-
tional as in Eq. (11). We are then able to iterate the
initial guess toward the minimizing Kohn-Sham poten-
tial by utilizing the BFGS optimization algorithm – this
involves looping over the flow chart in Fig. 1. In the
event that the ACFDT total energy functional is spec-
ified with the exact fxc[n], the minimization procedure
terminates at the exact Kohn-Sham potential vKS(x)/the
exact interacting density n(x) without their explicit inclu-
sion. In general, iterations are terminated when the Ja-
cobian norm is O(10−6), meaning the BFGS algorithm is
making energy variations O(10−8) a.u. The calculations
are parallelized over λ grid points using dask [79].
Minimizing the ACFDT total energy functional is able
to circumvent the troublesome ‘starting-point depen-
dence’ inherent to a one-shot calculation. In practice,
the minimization is accomplished by solving a set of op-
timized effective potential equations in order to gener-
ate the minimizing density [16, 36, 40, 70–73], rather
than direct minimization of the functional as is consid-
ered in this work. Despite the latter being much more
expensive, we are required to take these measures as
the AE kernel fxc[n](ω = 0) has no analytic represen-
tation in terms of the density/orbitals. In either case,
self-consistent calculations are more computationally de-
manding than one-shot calculations. However, the accu-
racy of self-consistent ACFDT total energies is entirely
determined by the approximate fxc[n], which in certain
circumstances can be advantageous, as we shall examine
in Section III.
III. RESULTS
Let us begin by first examining one-shot and self-
consistent ACFDT total energies in order to explore
the significance of the spatial/frequency dependence in
fxc(x, x
′, iω) and the influence of the density n at which
EACFD[n] is evaluated. An atomic system is used to il-
lustrate the results concerning short-ranged correlations,
whereas a double well system is used in the subsequent
section on long-ranged correlations. A system with a
flat slab-like density profile assists in determining various
sources of error in Section III C. Finally, all four systems,
including the infinite potential well, enable us to ensure
sufficient generality in the conclusions drawn.
This work focuses on three approximations to the xc
kernel: the RPA fRPAxc [n] = 0, an adiabatic local density
approximation (LDA) fALDAxc [n](x, x
′, ω = 0) ∝ δ(x−x′),
and the AE xc kernel fxc[n](x, x
′, ω = 0). Since this work
utilizes the softened Coulomb interaction, we are prohib-
ited from using the scaling relationship to obtain fλxc[n]
from fxc[n], and therefore our LDA energy functional
from which fALDA,λxc [n] is constructed is parameterized
at each value of λ with reference to both the HEG and
one-dimensional slab systems [80] (see supplemental ma-
terial for details regarding this parameterization).
A. Short-Range Correlations
We shall now consider two like-spin electrons confined
in an atom-like potential vext = −1/(|0.05x| + 1) within
the domain [−15, 15] a.u. which is discretized over Nx =
121 grid points – see upper panel of Fig. 2. The so-
called exact adiabatic connection curve [5, 81] is given
in the lower panel of Fig. 2 which provides a geometric
interpretation of the λ-dependent ACFDT integrand,






i.e. the λ-dependent xc potential energy, see Eq. (3) and
Eq. (4). The slight convex bend in the adiabatic connec-
tion curve that is observed here implies a modest static
correlation [5]. In this instance, the correlation energy is
1.3% of the xc energy, and the xc energy is 24% of the
total energy, Etot = −1.510 a.u.
The relative error in the atomic total energy is il-
lustrated in Fig. 3 across the whole range of approxi-
mate ground-state xc potentials and xc kernels consid-
ered herein.
With the exception of the energies calculated utiliz-
ing the notoriously poor Hartree orbitals, the predomi-
nant clustering in error appears to be according to the
approximate fxc[n], rather than the approximate vxc[n]
used to generate the input density. This suggests that
there is a fairly general insensitivity to the density at
which EACFD[n] is evaluated after having been specified
with some fxc[n]. Arguments have been made that this
must be the case in the context of the RPA [6], and we are
now able to demonstrate that it is also the case when us-
ing the adiabatic LDA and the AE approximations. This
conclusion translates to all other systems studied here as
can be seen in the supplemental material, wherein simi-
lar figures can be found for each of the three remaining
systems: an infinite potential well, a slab, and a double
well.
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FIG. 2. (Upper) The ground-state density, external potential,
and reverse-engineered Kohn-Sham potential for the atomic
system. The external and Kohn-Sham potentials have been
shifted for illustrative purposes. (Lower) The exact adia-
batic connection curve, i.e. the λ-dependent integrand of the
ACFDT formula Eq. (16), where the exchange energy (area
of shaded region A) and correlation energy (area of shaded
region B) are given geometric context. The white region that
compliments the shaded regions has area equal to minus the
kinetic correlation energy, Tc.
Secondly, the AE kernel, i.e. ignoring the fre-
quency dependence in the otherwise exact functional
fxc[n](x, x
′, ω = 0), reduces the error in the total energy
by orders of magnitude when compared to the RPA and
adiabatic LDA kernels. For example, the absolute error in
the AE-ACFDT total energy is 0.0006 a.u. when ground-
state LDA density/orbitals are used in a one-shot calcu-
lation – significantly better than the usual measure of
chemical accuracy, 0.0016 a.u. (1 kcal/mol). Moreover,
we find that this level of accuracy is reliably achieved
across differing ground-state orbitals (with the exception
of the Hartree orbitals) and differing systems.
There is a sense in which this performance can
be said to be inherent to the AE approximation
fxc[n](x, x
′, ω = 0). Namely, in using the exact
Kohn-Sham potential vKS(x) to generate the one-shot
ground-state orbitals, we are able to isolate error coming
FIG. 3. Absolute error in the atomic total energy across a
variety of approximate ACFDT total energies. Each of the
first four groups of colored bars is labeled with the approx-
imate fxc[n] used to specify E
ACFD[n], while the fifth group
(‘No ACFDT’) denotes a conventional ground-state Kohn-
Sham calculation, for comparison. The first four bars of each
group indicate the approximate vxc[n] used to generate the
density (and orbitals) at which EACFD[n] is evaluated, while
the fifth bar (cyan) indicates that the input density was de-
termined self-consistently (i.e. it minimizes the applicable
ACFDT total energy functional). The lower bar chart en-
larges the outlined region in the upper bar chart. (†) At this
position, there are two bars of zero height, i.e. the exact in-
teracting ground-state density coincides with the density that
minimizes the energy functional, both of which return the ex-
act ground-state energy.
solely from the fact that the approximate xc kernel is
not exact. Furthermore, minimizing the ACFDT total
energy functional serves a similar purpose, i.e. error
is entirely due to the approximate fxc[n]. It can be
observed in Fig. 3 and in its corresponding tabulated
data (see supplemental material) that these two methods
produce relative errors in the total energy to within
O(10−6) of each other. In other words, the implicit
(minimizing) potential/orbitals that are contained
within the self-consistent AE-ACFDT calculation are
close to the exact Kohn-Sham potential/orbitals, both of
which yield ACFDT total energies well below chemical
accuracy.
This similarity between the self-consistent AE-ACFDT
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orbitals and the exact Kohn-Sham orbitals is manifest
when comparing the associated minimizing density with
the exact interacting density, Fig. 4. These observations
point toward a central conclusion of this work: the spa-
tial structure in the exact xc kernel at ω = 0, see Fig.
5, is sufficient to almost entirely determine the exact to-
tal/correlation energy, and in turn the exact interacting
density and exact Kohn-Sham potential. Hence, the in-
tricate difference between the non-local spatial structure
in Fig. 5 versus the local spatial structure in, for exam-
ple, an adiabatic LDA kernel gives rise to a significant
difference in the respective total energies, the reasons for
which we shall now explore.
FIG. 4. (Upper panel) The density n that minimizes the
atomic ACFDT energy functional EACFD[n] specified with
some approximate fxc[n]. The minimizing density when the
exact fxc[n] is used is the interacting ground-state density
(black solid). (Lower panel) Zooming in such that the subtle
difference between the minimizing densities that comes from
ignoring the frequency dependence in the exact fxc[n] can be
seen.
Turning now toward the RPA and adiabatic LDA ker-
nels, inspection of Fig. 3 and Fig. 4 leads one to con-
jecture that these approximate kernels share the same
fundamental issues, with the adiabatic LDA suffering
slightly less. Both approximations are in serious error
when it comes to the correlation energy: an order of mag-
nitude too negative in the case of the atom, and more so
in the case of the infinite potential well and double well.
Therefore, minimizing the corresponding ACFDT total
FIG. 5. The AE fλxc(x, x
′, ω = 0) for the atomic system at
λ = 0.98, i.e. at a discrete value of λ that is sampled along
the adiabatic connection.
energy functionals necessarily makes matters worse – the
RPA and adiabatic LDAminimizing densities deviate sig-
nificantly from the interacting ground-state density, and
even deviate from most approximations to it, Fig. 4.
The source of this error is understood here in the con-
text of the so-called λ-averaged xc hole. In conven-
tional wavefunction-based theories, the statistical hole
nhole(x, x′) describes how the probability distribution of
particle positions n(x) changes upon measurement of a
particle at x′ [82]. In density-based theories, however,
the xc hole is redefined and is the object with which the
density undergoes Coulomb interaction to produce the xc












where nhole,λ is the traditional statistical hole of the
λ-interacting systems along the adiabatic connection.
Comparing Eq. (18) with the ACFDT xc energy ex-
pression provides a unique definition of the xc hole in
the present context, and moreover it defines an approx-
imate xc hole in terms of fxc[n] [54]. Nevertheless, the
two definitions are closely related, and it is instructive
to view the λ-averaged xc hole in both contexts, not
least because certain important sum rules are shared, e.g.
∫
nholexc (x, x
′) dx = −1.
As discussed above, in order to isolate deficiencies in
the approximate fxc[n], we shall hereafter consider xc
holes that utilize the exact Kohn-Sham orbitals and den-
sity in the corresponding one-shot ACFDT calculations
[84]. The upper panel in Fig. 6 demonstrates that the
so-called on-top xc hole is far too deep in the case of the
RPA and the adiabatic LDA. This can be interpreted
as the second particle having negative probability to be
measured at the position of the first – an artifact due to
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the original particle interacting with itself at x′ = 2.5 a.u.
This self-interaction at the level of the xc kernel plagues
both the RPA and adiabatic LDA similarly, which can be
seen more clearly in the correlation hole [5] (lower panel
of Fig. 6). In fact, the RPA and adiabatic LDA correla-
tion holes reach a minimum at x = 2.5 a.u. where they
should be identically zero, that is to say, exchange is en-
tirely responsible for the fact that two fermions cannot be
measured at the same position. Minimizing the ACFDT
energy functional defined with fALDAxc or f
RPA
xc = 0 ac-
centuates the self-interaction thereby making the on-top
correlation hole even deeper.
Note that the traditional on-top LDA xc hole, that
is, the on-top hole defined with the exact LDA pair-
correlation function [54], is known to be accurate and
therefore central to the success of conventional ground-
state LDA calculations [19]. However, the ALDA-
ACFDT approximate xc hole, which utilizes an adiabatic
xc kernel derived from an LDA functional, is distinct from
the traditional LDA xc hole, leading to errors of the kind
discussed in the previous paragraph.
A simple quantitative measure of self-interaction is
given using one-particle calculations, wherein any cor-
relation present is necessarily due to self-interaction. For
the atomic system, the one-particle adiabatic LDA corre-
lation energy is −0.016 a.u., whereas the corresponding
adiabatic LDA two-particle correlation energy is −0.05
a.u. Doubling the spurious one-particle energy reveals
that the majority of the two-particle correlation energy
constitutes self-interaction. The AE approximation has
no spurious one-particle correlation energy, because the
exact one-particle fxc[n] is itself adiabatic. Whilst this
line of reasoning suggests that the AE approximation is
self-interaction free, this is not quite the case: the exact
exchange kernel fx[n](x, x
′, ω) provides a more rigorous
definition of a self-interaction-free kernel, and this in-
cludes an ω dependence [31, 35]. Nonetheless, it can be
seen in Fig. 6 that the non-local spatial structure in the
exact fxc[n] at ω = 0 is able to largely remedy the de-
ficiencies due to self-interaction – Section III C provides
more insight on this matter.
B. Long-Range Correlations
We now examine a system containing long-range cor-
relations, i.e. van der Waals correlations [67]: a double
well, see Fig. 7. This system is also known to exhibit a
step-like feature in the Kohn-Sham potential [85–87] in
order to localize one electron in each well – without such
a step, the non-interacting particles would spuriously col-
lapse into the same well, as is the case in Hartree theory.
The wells are separated at distance R = 14 a.u., mean-
ing the correlation energy is low O(10−6) a.u., and as
such the RPA and adiabatic LDA suffer even more as a
result of self-interaction: the relative error in Ec is now
O(105). However, one might expect such error is allevi-
ated to a degree when computing quantities that involve
FIG. 6. (Upper panel) The atomic xc hole at x′ = 2.5 a.u.
derived using the approximate xc kernels considered in this
work. (Note that in all cases the exchange hole is exact be-
cause the exact ground-state Kohn-Sham orbitals were used
to evaluate the ACFDT functional.) The density at x′ = 2.5
a.u. (purple) and the xc hole should satisfy the following rela-
tion: nholexc (x = 2.5, x
′ = 2.5) = −n(x = 2.5), i.e. there is zero
chance the second particle is at the same position as the first.
(Lower panel) The correlation hole at x′ = 2.5 a.u., where it
can be seen that the adiabatic LDA and RPA on-top corre-
lation holes are much too deep, giving rise to the excessively
negative energies seen in Fig. 3.
energy differences, e.g. dissociation curves. In the con-
text of dissociation curves, it is imperative that the total
energy method in question provides at least some account
of long-range correlations, and it is this phenomenon to-
ward which we now focus our attention.
The correlation hole for the double well is given in Fig.
8. As expected, upon measuring an electron in the right-
hand well at x′ = 8 a.u., there is a strong erroneous con-
tribution to RPA and adiabatic LDA correlation holes in
the same well where the electron was measured due to the
electron Coulomb interacting with itself – the correlation
hole should largely reside in the opposite well. Inclusion
of the non-local spatial structure in the exact xc kernel
at ω = 0 is able to almost entirely correct this issue, as
discussed in the previous section.
On the other hand, it can also be observed in the lower
panel of Fig. 8 that the correlation hole in the opposing
well, a necessarily long-range feature, is modeled suc-
cessfully in all three of the approximations considered.
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FIG. 7. The ground-state density, external potential, and
reverse-engineered Kohn-Sham potential for the double well
system. The external and Kohn-Sham potentials have been
shifted for illustrative purposes.
This observation represents the systematic non-locality
introduced via the Dyson equation, and constitutes the
principal advantage of the ACFDT formalism over con-
ventional Kohn-Sham calculations. We expect that these
considerations account for the fact that, even in the case
of the RPA, the limit of large separation in molecules can
be described [14]. We further note that the AE approx-
imation fxc[n](ω = 0) is able to quantitatively capture
the long-range correlation hole, thus further establish-
ing the notion that the majority of both short-range and
long-range correlations reside in the spatial dependence
of fxc[n](x, x
′, ω = 0) when using the ACFDT framework.
Despite self-consistent RPA-ACFDT and adiabatic
LDA-ACFDT calculations accentuating self-interaction
error by making the on-top correlation hole even deeper,
we find that the long-range correlation hole is improved
by minimizing the ACFDT functional. Therefore, even
though these approximate self-consistent ACFDT calcu-
lations yield poorer absolute energies than their one-shot
counterparts, it appears that the long-range properties
are improved.
The exact double well fxc computed here contains the
step-like features discussed in [88–90] that relate to the
derivative discontinuity (see supplemental material). In
fact, all three approximations to fxc[n] recover the step
in the Kohn-Sham potential when minimizing the corre-
sponding ACFDT energy functional. This is due to the
fact that the exact-exchange optimized effective potential
contains the step, and the ACFDT total energy function-
als comprise in large part the Hartree-Fock functional.
FIG. 8. The double well correlation hole nholec (x, x
′ = 8)
derived using the approximate xc kernels considered in this
work. A particle is measured in the right-hand well, see Fig.
7, at x′ = 8 a.u., in which a significant spurious correlation
hole emerges due to self-interaction when using the adiabatic
LDA and RPA approximations. The physical correlation is
entirely long range here, and the lower panel zooms in on
the long-range contribution from the upper panel in order to
demonstrate that all three approximations are indeed able to
capture this long-range correlation hole.
C. Sources of Error Explained
The central aim of this section is to carefully exam-
ine the reasons behind the exceptional performance of
the AE approximation fxc[n](ω = 0) as demonstrated in
the previous sections. The slab system, see supplemen-
tal material, is used to illustrate the forthcoming con-
clusions. First, it is possible to observe that the exact
fxc[n](x, x
′, iω) along iω undergoes considerable change
away from its adiabatic ω = 0 limit, see Fig. 9. (Note,
however, that this change is much more regular than
along the real ω-axis due to circumventing the singu-
larities described in [7]). Therefore, the performance of
the AE approximation cannot be attributed to xc kernels
generally possessing modest frequency dependence along
iω.
Since we have access to the exact λ-interacting
adiabatic connection wavefunctions/energies {|Ψλi 〉, Eλi }
and the exact Kohn-Sham single-particle wavefunc-
tions/energies {|Φi〉, εi}, the ω-dependent integral in
EACFDc [n] can be evaluated analytically up to some arbi-
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FIG. 9. The exact numerical xc kernel fλxc(x, x
′, iω) for the
slab system at λ = 0.98 along the adiabatic connection. The
xc kernel is depicted at different stages along the iω axis,
demonstrating that there is little frequency dependence below
ω = 1 a.u., whereupon the xc kernel then deviates from its
adiabatic form.
trary ωmax, see supplemental material. It is thus possible
to isolate error whose exclusive source is a finite ωmax, as
depicted in Fig. 10 – another perspective on this is that
the exact fxc[n] is used for ω ≤ ωmax, and fxc[n] = −λfH,
i.e. χ = χ0, is used for ω > ωmax.
FIG. 10. The exact ω-dependent integrand g(ω) of the
ACFDT correlation energy expression is depicted for the slab
system. Analytic integration allows us to terminate the inte-
gration at some finite ωmax in order to determine the amount
of correlation energy contained in the curve at frequencies
ω ≤ ωmax.
The absolute error in the correlation energy is defined,
∆Ec(ωmax) = |EACFDc (∞)− EACFDc (ωmax)|, (19)
where EACFDc (ωmax) is the ACFDT correlation energy
whose analytic ω integration has been terminated at ωmax
(EACFDc (∞) is therefore the exact correlation energy).
We find that chemical accuracy is surpassed prior to ω =
1 a.u., i.e. the capacity for an approximate fxc[n] to
yield accurate correlation energies predominantly resides
in its structure below some characteristic ωmax (ωmax ≈ 1
in this case) – see supplemental material for a plot. In
fact, beyond this ωmax, the AE approximation fxc[n](ω =
0) produces approximate interacting response functions
upon solution of the Dyson equation that are as poor as
the RPA, adiabatic LDA, or simply setting χλ = χ0.
In all systems studied here, whilst the exact fxc[n] is
not adiabatic in general, it is adiabatic over the most
relevant ω range, and therefore the AE approximation
performs accordingly. Such an observation is commensu-
rate with prior findings [7]: in the context of the optical
spectrum, fxc[n](ω) is required at the ω corresponding to
a transition energy, and thus at frequencies beyond the
lowest lying excitations, the AE approximation ceases to
perform.
In light of these observations, it is imperative that
practical approximate integration schemes target the rel-
evant ω region, whereas the long-range tail of the ω-
dependent integrand is less important. Whilst the inte-
gration scheme proposed in this work Eq. (15) compresses
the domain [0,∞] to [0,
√
π/a], thus allowing us to cap-
ture the tail, its central advantage instead comes from an
explicit treatment of the terms responsible for the low-ω
structure in g(ω), see Fig. 10. Namely, the scheme defines
an integral change of coordinates such that a single term
in the Lehmann representation of χ (or χ0) Eq. (13) is
linear, meaning Gauss-Legendre quadrature is exact with
just one ω grid point, see supplemental material. The
characteristic range ωmax within which most of the cor-
relation energy resides will depend on a number of factors
in practice, such as the size of the interacting and Kohn-
Sham gap, and number of excitations clustered around
this gap [60].
IV. CONCLUSION
The exact coupling constant-dependent xc kernel
fλxc[n](x, x
′, iω) for four prototype one-dimensional finite
systems has been calculated [7] and utilized to better un-
derstand the sources of error in practical ACFDT total
energy calculations.
Whilst the frequency-dependence in the exact fxc[n]
along the real ω-axis is critical for recovering the opti-
cal spectrum [7, 91, 92], this is not the case for ACFDT
total energies, where it is demonstrated that chemical ac-
curacy can be consistently attained using the AE kernel
fxc[n](ω = 0), i.e. neglecting the frequency dependence
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in the exact xc kernel, but otherwise retaining its non-
local spatial structure when solving the Dyson equation
of linear response time-dependent DFT (this was also
the case for the HEG in Refs. [52, 93]). The exact ker-
nel fxc[n] is shown to exhibit little change within the ω
interval that contains the majority of the ground-state
correlation energy. Therefore, it is crucial that approx-
imate kernels are accurate within this interval, as is the
case for the AE kernel, thereby explaining its success. In
light of these findings, a novel change of coordinates is
proposed for the ACFDT ω-dependent integral that di-
rectly targets the relevant term(s) in the Lehmann rep-
resentation of the response function in order to reduce
the number of Gauss-Legendre grid points required. An
interesting course for future work would involve testing
this integration scheme in practical settings.
The coupling-constant averaged correlation hole is
used, alongside one-particle calculations, to illustrate
that strong self-interaction is present in the RPA and
adiabatic LDA kernels – in both cases, the on-top corre-
lation hole is far too deep, and the two-particle correla-
tion energy differs little from the twice the spurious one-
particle correlation energy. Due to the observations out-
lined in the previous paragraph, the spatial non-locality
in the AE kernel almost entirely remedies the problem
of self-interaction, despite the self-interaction-free exact-
exchange kernel fx possessing a frequency dependence.
In the case of a double-well system, we show that all
three of the approximate kernels considered in this work
– the RPA, adiabatic LDA, and AE kernels – are able to
capture the long-range correlation hole. This observation
further evidences the central advantage of ACFDT calcu-
lations, i.e. in describing long-range van der Waals corre-
lations. Moreover, we find that minimizing the ACFDT
total energy functional, while yielding less accurate abso-
lute energies in the case of the RPA and adiabatic LDA,
is able to improve the description of long-range correla-
tions.
The distinction between one-shot and self-consistent
ACFDT total energies is considered in depth, where we
recall that the latter minimizes the ACFDT total energy
functional, whereas the former evaluates the ACFDT to-
tal energy functional at some density n obtained from an
approximate ground-state Kohn-Sham calculation. The
ACFDT total energy functional is found to be somewhat
insensitive to the density at which the functional is eval-
uated (within reason), meaning the dominant factor that
dictates the effectiveness of an ACFDT calculation is
the approximate fxc[n] with which E
ACFD[n] is defined.
Where self-interaction is present, minimizing the ACFDT
functional accentuates issues, thus making the erroneous
on-top correlation hole even deeper. However, in the con-
text of self-consistent AE-ACFDT calculations, the exact
Kohn-Sham potential is faithfully recovered as the im-
plicit optimized effective potential contained within the
calculation, and therefore so are chemically accurate to-
tal energies.
The scope for obtaining both improved total energies
and improved Kohn-Sham potentials using the ACFDT
approach appears to be significant, and depends criti-
cally on capturing the spatial non-locality present in the
AE kernel. For example, the energies and potentials that
would result from combining modern adiabatic non-local
kernels [2, 3] with self-consistent ACFDT calculations
[16, 17, 36, 40, 70–73] offer an interesting prospect.
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[21] E. Engel, A. Höck, and R. M. Dreizler, Physical Review
A - Atomic, Molecular, and Optical Physics 61, 5 (2000).
[22] J. P. Perdew, International Journal of Quantum Chem-
istry 48, 93 (1993).
[23] J. T. Krogel, S. F. Yuk, P. R. C. Kent, and V. R. Cooper,
The Journal of Physical Chemistry A 124, 9867 (2020).
[24] K. Berland, V. R. Cooper, K. Lee, E. Schröder, T. Thon-
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I. THE FREQUENCY INTEGRATION SCHEME
The ω-dependent ACFDT correlation energy integrand






where the full expression can be found in the second sec-
tion of the main text. We now seek a change of coordi-











is more suited to the traditional Gauss-Legendre integra-
tion scheme. Inspection of the ACFDT correlation en-
ergy functional defined in the main text demonstrates
that the ω-dependence arises through χλ[n](iω) (and
χ0[n](iω)). Therefore, it is sufficient to seek an accu-




χλ(iω) dω, which will
ultimately yield an accurate integration scheme for the
original integral Eq. (1).

















where fn(x) = 〈Ψ0|n̂(x)|Ψn〉 is the so-called excitation
function and Ωn is the n−th excitation energy. This inte-
gral has an analytic solution: π/2 regardless of Ωn, but to
utilize this fact requires us to be in possession of the exact
excitation functions, and therefore the exact many-body
wavefunctions. In practice, only an approximate form
of the curve g(ω) is attained, the integral of which has
no analytic solution, meaning we must construct some
accurate and efficient approximate integration scheme.
Gauss-Legendre quadrature is able to exactly integrate
a polynomial of degree less than or equal to 2N +1 using
justN samples of the function to be integrated. However,
the integrand g(ω) is far from polynomial. With this in
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mind, we propose a scheme that performs a change of
coordinates such that one term in the Lehmann repre-
sentation of χ(iω) is linear, i.e. integrated exactly with






where a is a parameter related to the excitation energies.
Solution of this differential equation yields






meaning the integration limits are compressed [0,∞] →
[0,
√
π/a]. Given an even sampling for ω̃ ∈ [0,
√
π/a],
this scheme heavily biases the low-ω region of g(ω), the
importance of which is discussed in the final section of
the main text. Applying this coordinate transform to the












We find that the parameter a should be chosen as the
average of the excitation energies ‘close to’ the first ex-
citation energy (i.e. the gap), and, in case an estimate
for this is not available, it is better to err on the side of
larger rather than smaller a. As stated in the main text,
this scheme outperforms certain other methods from lit-
erature for our systems, and it would be an interesting
exercise to examine how this approach performs in prac-
tice.
II. LDA PARAMETERIZATION
In a previous paper [1] we constructed a HEG-based
LDA appropriate for our one-dimensional systems of like-
spin electrons, within the framework of ground-state
DFT. We now extend this HEG LDA by parameteriz-





























In Ref. [1] we parameterized the exchange energy per
electron using a seven-parameter fit [2]:
εx(n) = (A+Bn+ Cn
2 +Dn3 + En4 + Fn5)nG. (7)
In ACFDT the λ dependence of εx is trivial (linear) [3]
and so we easily obtain a λ-dependent parameterization
from Eq. (7):
ελx(n) = λ εx(n), (8)
with the exchange part of the xc kernel following by tak-
ing the second derivative with respect to the density.
B. Correlation functional
In Ref. [1] we found the HEG LDA to be remarkably
similar in many regards to a set of LDAs constructed
from finite locally homogeneous systems (which we refer
to as ‘slabs’). One such similarity is the nature of electron
correlation across systems of different densities (see Fig.
4 in Ref. [1]). We now utilize this: by analyzing how
electron correlation varies with λ ∈ [0, 1] in these finite
systems, for which we can obtain results close to machine
precision, we are able to parameterize ελc (n) in the HEG
LDA.
To do so we define our λ-dependent many-body Hamil-
tonian as
H(λ) = T̂ + λv̂ee + v̂ext + v̂dxm(λ), (9)
where v̂dxm(λ) is the unique potential that ensures the
ground-state density at all values of λ ∈ [0, 1] is equal to
the ground-state electron density at λ = 1 (as discussed
in the main text of the current paper).
For each value of λ, given by the Gauss-Legendre
method, we generate a set of two-electron slab systems
over a typical density range (in the same spirit as we did
in Ref. [1]) and calculate the correlation energy per elec-
tron εc for each. We thus obtain a series of data points
at each λ, n, and find the following parameterization to
work well:
ελc (n) = λ
h(n) ελ=1c (n), (10)
where h(n) = − exp(−{θn− ln(2)})+2, with θ = 17.39±
0.53.
The high-density limit (infinitely-weak correlation) of
the parameterization is
ελc (n → ∞) = λ2 ελ=1c (n → ∞), (11)
and its low-density limit (infinitely-strong correlation) is
ελc (n → 0) = ελ=1c (n → 0), (12)
as expected.
In Ref. [1] we parameterized the correlation energy per
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where rs is the Wigner-Seitz radius and is related to the
density (in 1D) by 2rs = 1/n. We parameterize this
with respect to lambda using Eq. (10), with the correla-
tion part of the xc kernel following by taking the second
derivative with respect to the density.
III. PROTOTYPE SYSTEMS
Across all systems Nx = 121, Nω = 30, and Nλ = 10
grid points are used. The frequency integration parame-
ter is set to a = 1.
A. Atom
The atom is defined with vext = −1/(|0.05x|+1) inside
the domain [−15, 15] a.u., see main text. The potential
vdxm(x, λ) at all points λ along the adiabatic connection















FIG. 1. The potential vdxm(x, λ) that ensures the λ-
interacting system shares the same atomic density n(x) as
the λ = 1 interacting system for λ ∈ [0, 1]. Note that
vdxm(x, λ = 1) = vxc(x) + vH(x), and vdxm(x, λ = 0) = 0.
The data used to generate the main-text figure con-
taining the absolute errors in the total energy across a
range of approximate ACFDT calculations is given in
Table I. It can be observed that the exact total energy
calculated via conventional means and the exact ACFDT
total energy calculated using the algorithm presented in
the main text agree to within O(10−10), thus verifying
the numerical methods.
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TABLE I. Absolute error in the atomic total energy (a.u.) across a variety of approximate ACFDT total energies. It is
clear that the exact fxc[n] in conjunction with the exact vxc[n] produces a total energy equal to within O(10
−10) to the one








fxc[n] RPA ALDA AE fxc[n](ω = 0) Exact No ACFDT
Hartree 0.049 0.037 0.0225 0.0226 0.34
Hartree-Fock 0.024 0.017 0.0024 0.0021 0.0034
LDA 0.052 0.043 0.00064 0.00061 0.0034
Exact KS 0.047 0.039 0.00018 0.0 8.1 ×10−10
Self-consistent 0.056 0.046 0.00018 2.22 ×10−16 –
B. Infinite Potential Well
The infinite potential well is defined with vext = 0
inside the domain [−15, 15] a.u., see Fig. 2.
FIG. 2. The ground-state density, external potential, and
reverse-engineered Kohn-Sham potential for the infinite po-
tential well system. The external and Kohn-Sham potentials
have been shifted for illustrative purposes.
This system has total energy Etot = 0.100 a.u., corre-
lation energy Ec = −0.00086 a.u., and exchange energy
Ex = −0.326 a.u. The relative errors in the ACFDT to-
tal energy across the range of approximate xc potentials
and xc kernels considered in this work are given in Fig.
3.
C. Slab
The slab system has an external potential that has
been reverse-engineered in order to produce a slab-like
density [1] inside the domain [−17, 17] a.u., see Fig. 4.
This system has total energy Etot = 0.221 a.u., corre-
lation energy Ec = −0.00535 a.u., and exchange energy
Ex = −0.277 a.u. The relative errors in the ACFDT
FIG. 3. Absolute error in the infinite potential well total
energy across a variety of approximate ACFDT total energies,
see caption of Figure 3 in the main text.
correlation energy across the range of approximate xc
potentials and xc kernels considered in this work is given
in Fig. 5.
The slab is a delicate system: small changes in the ex-
ternal potential yield large (qualitative) changes in the
density. As such, the densities that minimize a given
approximate ACFDT total energy functional and the in-
teracting density differ the most in the case of the slab,
see Fig. 6. This also manifests in the ‘self-consistent’
errors from Fig. 5.
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FIG. 4. The ground-state density, reverse-engineered exter-
nal potential, and reverse-engineered Kohn-Sham potential
for the slab system. The external and Kohn-Sham potentials
have been shifted for illustrative purposes.
D. Double Well













inside the domain [−12, 12] a.u., see main text. This
system has total energy Etot = −1.71 a.u., correlation
energy Ec = −1.33 × 10−6 a.u., and exchange energy
Ex = −0.506 a.u.
In similar fashion to the Kohn-Sham potential, the ex-
act fxc[n] contains a discontinuous step feature, see Fig.
7, that has been studied in [7–9]. The magnitude of the
step here is large, as can be seen in the labeled color bar
in Fig. 7. One approach to understanding this behavior
is that fxc must be able to capture charge-transfer ex-
citations [10, 11] within the Casida equation. A simple
expression derived from the Casida approximation is ob-
tained by invoking the single-pole approximation, which
shows that fxc must diverge in proportion to the increas-
ing separation between the two subsystems.
IV. ANALYTIC FREQUENCY INTEGRATION
Evaluating the ω-dependent integral in EACFDc [n] is
tantamount to evaluating the integral in Eq. (3) from
Section I. Since we have access to the interacting wave-
functions and energies along the adiabatic connection, we
also have access to the exact excitation functions fλn (x).
The integral in Eq. (3) can therefore be evaluated up to
FIG. 5. Absolute error in the slab correlation energy across a
variety of approximate ACFDT correlation energies, see cap-
tion of Figure 3 in the main text.



















This allows us to isolate error coming solely from the
finite upper limit ωmax in the ω-dependent integral. The
error in the correlation energy as a function of ωmax can
be seen in Fig. 8.
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