The construction spectrum is a useful tool to investigate the network reliability, which only depends on network structure and is called structure invariant. Importance measures are efficient tools to quantify and rank the impact of edges within a network. This study considers the K-terminal network with n edges and assumes that edges fail with an equal probability. The article focuses on investigating the importance measures of individual edge for the K-terminal network, including reliability achievement worth and reliability reduction worth, via the construction spectrum-based method. Generally, we establish the equations for reliability achievement worth and reliability reduction worth using the construction spectrum and determine the conditions under which the importance rankings generated by reliability achievement worth and reliability reduction worth only depend on the network structure through the construction spectrum. Similar results are obtained with reliability achievement worth and reliability reduction worth for pair of edges. A construction spectrum-based Monte-Carlo simulation is used to estimate reliability achievement worth and reliability reduction worth. Finally, a numerical example is presented to illustrate the application of these measures.
Introduction
Networks play an important role in our daily activities. Consequently, their reliability and sensitivity analysis attracted much attention from different researchers. The network is composed of a collection of nodes and edges, in which some special nodes are named terminals. In practical engineering, the nodes denote road intersections, control centers, and communication/computer centers, while the edges denote the power lines, communications and supply channels, and road segments.
In the network of communication or transportation system, we are more concerned about the edge failure. For example, in a road network, the roads are denoted by the network edges and they may fail due to an earthquake. Thus, this article assumes that all the nodes are absolutely reliable, while all the edges are subjected to failure with identical probability. An edge failure implies that the edge is eliminated from the network.
This fact may result in the down state for the network. The network is in down state if and only if there exists at least a pair of terminals such that they are disconnected. Conversely, the network is up if and only if any pair of terminals is connected by the edges in the working state. The network reliability is defined as the probability that the network is in the up state. 1, 2 The network reliability analysis can discriminate the bottleneck in a network and quantify the effect of the edge failure on the network failure. To this aim, the concept of importance measure (IM) is proposed and applied. The IMs produce numerical indexes to determine which edges are more critical for network failure or more important with respect to network reliability improvement. Many different IMs are proposed and investigated by researchers, including Birnbaum IM, [3] [4] [5] Fussell-Vesely (FV) IM, [6] [7] [8] Bayesian IM, 9,10 reliability achievement worth (RAW), 11 and reliability reduction worth (RRW). 12 Furthermore, Page and Perry 13 exploited the reliability polynomial to quantify the importance of individual edge based on its impact on network reliability. Hong and Lie 14 established the joint IM of two edges, which considered the interaction of two edges in a network. As a result, the network edges can be ranked depending on their impact on network reliability according to a given IM.
From the definition of the above-mentioned IMs, the calculation of these measures relies on the reliability of network and sub-network. The network reliability evaluation has received considerable attention from many researchers. There are three elementary approaches to evaluate the network reliability. The first approach is to enumerate all the minimal paths (cuts) for the network, and then a probability computing is applied according to inclusion-exclusion method. [15] [16] [17] [18] The second approach evaluates the network reliability using the factoring algorithm. [19] [20] [21] This algorithm chooses an edge of the network and decomposes the network into two sub-networks. For one, we assume that the edge is down, while for the other, we assume that the edge is up. Thus, the reliability evaluation of the original network boils down to the reliability evaluation of the two sub-networks. The third approach uses the binary decision diagrams (BDDs) to determine the network reliability. [22] [23] [24] [25] The BDD structure gives a directed acyclic network based on Shannon's decomposition and provides compact expressions of the Boolean expressions.
However, for general network structure, the evaluations of network reliability and IMs are NP-hard. 26, 27 Therefore, there exists a significant distance between the theoretical analysis and the ability to compute them for moderate or large network. Thus, Monte-Carlo (MC) approaches are extensively applied to estimate the reliability and IMs for the K-terminal network. 28, 29 Gertsbakh and Shpungin 30,31 and Vaisman et al. 32 designed the MC method based on destruction spectrum (D-spectrum) to estimate the Birnbaum IM, FV IM, and joint IM for K-terminal network when the edges have common reliabilities. The spectrum is usually classified into D-spectrum and construction spectrum (C-spectrum), which all depend only on the network structure and hence are called structure invariants. 32 The D-spectrum is defined from the network destruction standpoint and is closely related to network cut. The C-spectrum is derived from the network construction standpoint and is closely related to network path. When considering the IM of K-terminal network, previous works have focused on using the method of the D-spectrum. However, for some K-terminal networks (e.g. a two-terminal network which is a parallel connection of some small networks), in contrast to D-spectrum, the C-spectrum is more easily obtained. Thus, an alternative method based on the C-spectrum should be adopted to investigate the IMs for K-terminal network. The contributions of this work include two aspects: (1) extend the traditional RRW and RAW to K-terminal network context and (2) provide a C-spectrum-based method to evaluate the RAW and RRW. Note that the RAW and RRW can be applied to evaluate the importance of pairs of edges. [33] [34] [35] Thus, the RAW and RRW of a pair of edges for Kterminal network are also investigated via the C-spectrum-based method in this article.
This article is structured as follows. Section ''Basic notions and definitions'' gives the basic definitions and notations, as well as some relationships between the Cspectrum and path. Section ''Spectrum representation for network IMs'' derives equations for RAW and RRW of individual edge via the C-spectrum and establishes some properties concerning the rankings under these measures. Moreover, a similar method is presented for RAW and RRW with a pair of edges. In section ''Algorithm and example,'' an algorithm and a numerical example are given to demonstrate the application of these measures. Finally, section ''Conclusion'' gives the conclusion. All proofs are given in Appendix 1.
Basic notions and definitions
Based on different network performance and reliability definitions, many types of networks have been investigated. This article considers the K-terminal network, which is an undirected graph, N(V, E, K), where V is the node set, E is the edge set, | E | = n, and K is the set of special nodes (which are called terminals, K 4 V). We consider binary network consisting of binary edges and assume that all the nodes are absolutely reliable, while all the edges are subjected to failure with identical failure probability. When an edge fails, it is in the down state and can be erased from the network. Otherwise, it is in the up state. The binary variable x i = 1(0) denotes that the edge i is in up (down) state. The probability p i is the reliability of edge i, that is, p i = P(x i = 1). The structure function f(x) determines the state of the network, where x = (x 1 , x 2 , ., x n ). The f(x) = 1(0) denotes the up (down) state of the network. The network is up if and only if all the terminals are connected to each other by a path consisting of operational edges. The path is a set of operational edges which connects all terminals in K. The cut is a set of edges whose failures result in the down state for the network, that is, at least two terminals are disconnected in K. The reliability of the network is defined as the probability that the network is in the up state, that is,
This article investigates the K-terminal network and assumes that the edge failures are mutually independent with identical failure probability. For this simplified setting, the network reliability and IMs can be estimated through the combinatorial spectrum method. In the following sections, we will investigate the network IM based on the C-spectrum. Therefore, we focus on stating the definition of C-spectrum as follows.
Let p = (i 1 , i 2 , ., i n ) be a random permutation of edge number and assume that all edges are down in the beginning. Then, moving along p from left to right, we turn up the edge one by one. Let f x denote the probability that the network is up by turning up the edge i x (i.e. on the xth step for this construction process). The discrete probability vector f = (f 1 , f 2 , ., f n ) is called the C-spectrum. Let Y be the number of edges needed to be turned from down to up causing the network to be in the up state. Then, f x = P(Y = x), and the cumulative C-spectrum is defined as
where B(x) is the number of paths of size x. Thus, F(x) can be interpreted as the probability that the network is up if exactly x randomly chosen edges are up.
To investigate the importance for individual edge i, B(x) can be split into two parts, as
where B(x, 1 i ) is the number of paths that (1) exactly has x up edges and (2) edge i is among the up edges; B(x, 0 i ) is the number of paths that (1) exactly has x up edges and (2) edge i is not among the up edges. According to equations (1) and (2), F(x) can also be split into two parts, as
where
and
Hence, F(x, 1 i ) can be explained as the probability that the network is up and edge i is up if x randomly chosen edges are up, while F(x, 0 i ) is the probability that the network is up and edge i is down if x randomly chosen edges are up.
The individual edge IM does not tell the information about how the edges affect each other. To quantify the interaction between edges, the concept of IMs for a pair of edges has been introduced. According to the definitions of RRW and RAW, we introduce B(x, 1 i , 1 j ) and B(x, 0 i , 0 j ) for the pair of edges (i, j) as follows.
B(x, 1 i , 1 j ) is the number of paths that (1) has exactly x up edges and (2) edges i and j are among the up edges. B(x, 0 i , 0 j ) is the number of paths that (1) has exactly x up edges and (2) edges i and j are not among the up edges.
Similar to equations (4) and (5), let
Hence, F(x, 1 i , 1 j ) can be explained as the probability that the network is up and the pair (i, j) is up if x randomly chosen edges are up from n edges. F(x, 0 i , 0 j ) is the probability that the network is up and the pair (i, j) is down if x randomly chosen edges are up from n edges.
The following example illustrates the definitions of Tables 1 and 2, where ( 
Finally, based on Figure 1 , one sees that
Hence, we can write
Spectrum representation for network IMs
Suppose that all these edges in a network have independent and identically distributed reliability p (i.e. all the edges have identical failure probability q = 1 2 p). This section establishes equations for network IM via the C-spectrum, including RAW and RRW for an individual edge and a pair of edges.
Spectrum representation for RAW and RRW of an individual edge
From the definition of B(k) and the law of total probability, we have
Similarly, based on the definitions B(k, 1 i ) and B(k, 0 i ), we can write
In equation (11), since the state of a particular edge i is known in the up state, the summation for k is from 0 to n 2 1. Then B(k, 1 i ) should be substituted with B(k + 1, 1 i ). Similarly, the summation for k is from 1 to n 2 1 in equation (12) since the state of a particular edge i is known in the down state.
The RAW evaluates the percentage increase in system reliability generated by a given component. Mathematically, it can be written as
In the context of K-terminal network reliability, from equations (10) and (11), we have
Finally, based on equations (1) and (4), the spectrum representation for RAW(i) is obtained as Table 1 . Values of F(k), F(k, 1 i ), and F(k, 0 i ) for example 1. Figure 1 . Example of network with four edges and two terminals {s, t}.
Comparing equation (15) for different edges i and j, we can establish the following proposition. Proposition 1. Consider a network that has n edges. For two fixed edges i and j and the corresponding {F(k, 1 i ), 1 ł k ł n} and {F(k, 1 j ), 1 ł k ł n}, the following assertions hold:
The Proposition 1 is illustrated by the following example.
Example 2. Let us compare the RAW of edges 1 and 2 in the network depicted in Figure 1 . According to Table 1 , we obtain m = max{k:F(k, 1 1 ) 6 ¼ F(k, 1 2 )} = 3 and F(3, 1 2 ) = 3/4 . F(3, 1 1 ) = 1/2. Thus, the result of RAW(2) . RAW(1) for sufficiently large p follows part 2 of Proposition 1. In fact, Table 1 . Thus, by part 1 of Proposition 1, RAW(2) ø RAW(1) ø RAW(3) ø RAW(4) for all the 0 \ p \ 1.
The RRW quantifies the potential damage caused to the system by a given component. Mathematically, it can be written as
In the context of K-terminal network reliability, applying equations (10) and (12) to equation (16), we have
Finally, substituting equations (1) and (5) into equation (17), the spectrum representation for RRW(i) is derived as
Based on equation (18), we can derive the following proposition.
Proposition 2. Consider a network with n edges. For two fixed edges i and j and the corresponding {F(k, 0 i ), 1 ł k ł n 2 1} and {F(k, 0 j ), 1 ł k ł n 2 1}, the following assertions hold:
The following example demonstrates the application of Proposition 2.
Example 3. Consider the network depicted in Figure 1 . Let us compare RRW of edges 1 and 3. According to Table 1 , we have m = max{k:F(k, 0 1 ) 6 ¼ F(k, 0 3 )} = 2 and F(2, 0 3 ) = 1/6 . F(2, 0 1 ) = 0. Thus, the result of RRW(1) Table 1 .
This is to say that the conditions of part 1 of Propositions 1 and 2 are equivalent. Hence, when one of the two conditions holds, the rankings generated by RAW and RRW are consistent for all ps.
Spectrum representation for RAW and RRW with pair of edges
The RAW(i, j) evaluates the importance for the pair of components i and j on the basis of their potential to improve the system reliability generated by the pair of components (i, j) as
where P(f = 1|x i = x j = 1) is the system reliability given that components i and j are up. By the definition of B(k, 1 i , 1 j ) and the law of total probability, for K-terminal network, we can write
In equation (20) , note that the state of the pair of edges (i, j) is known and they are up. Hence, the summation for k is from 0 to n 2 2 and B(k + 2, 1 i , 1 j ) will substitute for B(k, 1 i , 1 j ). Moreover, in the context of K-terminal network reliability, by substituting equations (20) and (10) into equation (19) , we can write
Finally, combining equations (6) and (1), the following equation is derived
Considering equation (22), we have the following proposition.
Proposition 3. Consider a network with n edges. For the two pairs of edges (i, j), (h, s), and the corresponding {F(k, 1 i , 1 j ), 2 ł k ł n} and {F(k, 1 h , 1 s ), 2 ł k ł n}, the following assertions hold:
Next, we will illustrate Proposition 3 with the following example. Figure 1 , let us calculate the RAW rankings applied to the pairs of edges. According to Table 2 , one can see RRW(i, j) evaluates the importance of the pair of components (i, j) in the light of their potential to reduce the system reliability caused by the pair of components (i, j). Mathematically, we have
Example 4. Considering the network depicted in
where P(u = 1|x i =x j = 0) is the system reliability given that components i and j are down. By the definition of B(k, 0 i , 0 j ) and the law of total probability, for K-terminal network, we can write
In equation (24) , since the state of the pair of edges (i, j) is known and they are down, the summation for k is from 1 to n 2 2. Moreover, by substituting equations (10) and (24) into equation (23) , under the context of Kterminal network reliability, we can get
Finally, applying equations (7) and (1) to equation (25) , the following equation is derived
To compare the importance of the pair edges based on RAW(i, j), the following proposition is established.
Proposition 4. Consider a network with n edges. For the two pairs of edges (i, j), (h, s), and the corresponding values {F(k, 0 i , 0 j ), 2 ł k ł n} and {F(k, 0 h , 0 s ), 2 ł k ł n}, the following assertions hold:
Proposition 4 is illustrated by the following example.
Example 5. Consider the network depicted in Figure 1 . Let us consider the RRW rankings applied to the pairs of edges. According to Table 2 Remark 2. In the above four propositions, the conditions of part 1 imply that the rankings provided by these measures do not depend on edge reliability p. However, except for the networks with good structure, these conditions do not always hold (e.g. for some k,
Therefore, in general, these rankings depend on not only the network structure but also the edge reliability p. This fact will be illustrated in the numerical example in the next section. Furthermore, the conditions of part 2 in these propositions always hold and imply that these rankings are structural rankings when p is sufficiently large. (i.e. these rankings depend only on the network structure through the Cspectrum when p is large enough). From the practical standpoint, the edge reliability is not easy to obtain if the sample size or testing time is limited. In real life, the edge reliability is usually regarded as high. But in the phase of network design, using the highly reliable edge may not produce a high level of network reliability. Thus, redundancy is commonly used in network design to enhance network reliability. Incorporating redundancy will result in the network with complex structure function. Propositions 1-4 can be applied to compare the edges of such network with complex structure and largely reliable edge. According to Propositions 1-4, there is no need to compute the RRW and RAW to compare the importance of the edges. We only need to compare the C-spectra of the corresponding edges. Thus, this fact contributes to the reduction of computing time.
Algorithm and example
This section gives an algorithm and an example to explain how we can rank the individual edge (the pair of edges) based on the RAW and RRW. These measures have been estimated with the MC approach based on C-spectrum.
Algorithm
Vaisman et al. 32 have designed an MC algorithm for estimating the network C-spectrum as follows. Considering a network that has n edges, we first simulate M random edge permutations p = (i 1 , i 2 , ., i n ) for approximating F(x). Then, moving along an edge permutation from left to right, a sequential edge construction process is imitated. One counts the number N j of edge permutations for which the network went into up state at the jth step of the construction process. Finally, we takeF(x) = (N 1 + N 2 + Á Á Á + N x )=M as the estimation of F(x).
To estimate F(x, 1 j ), one can revise the procedure which is described above. Specifically, the summation ( 1 j ) is the number of edge permutations such that the network went to up state when the first x edges including edge j are up, while the second term M(x, 0 j ) does not include edge j. We can writeF(x, 1 j ) = M(x, 1 j )=M and F(x, 0 j ) = M(x, 0 j )=M as the estimation of F(x, 1 j ) and F(x, 0 j ) respectively.
Similarly, one counts the number of edge permutations (M(x, 1 i , 1 j ) (M(x, 0 i , 0 j )) such that the network went to up state when the first x edges including (not) edges i and j are up. Thus, M(x, 1 i , 1 j )/M and M(x, 0 i , 0 j )/M are used to estimate F(x, 1 i , 1 j ) and F(x, 0 i , 0 j )) respectively.
Examples
Consider the hypercube network H 3 depicted in Figure 2 . All the edges are subjected to failure and independent with common reliability p. All the nodes are absolutely reliable and nodes 1, 3, and 6 are terminals. The network is in the up state if all the terminals are connected to each other. In computer networks, the hypercube network configurations have wide application. 36 Tables 3 and 4 present the estimations of F(k, 1 i ) and F(k, 0 i ) respectively. The rankings for the pairs of edges (2, j) (j = 1, 3, 4, ., 12) are presented in Tables 5 and 6 according to the RAW and RRW for various ps, respectively. The values of RAW and RRW are evaluated by equations (22) and (26), respectively. Moreover,
, and F(k, 0 i , 0 j ) are estimated by the MC algorithm 32 with M = 10,000. Note that for RAW (RRW) rankings, it is only needed to compare the C-spectra of the corresponding edges according to propositions 1-2. We can observe from Table 3 that, 1 12 ) . Thus, we arrive at RAW(1)=RAW(4)=RAW(5) ø RAW(2)=RAW(3) =RAW(6) = RAW(7)=RAW(9)=RAW(11) ø RAW (8) ø RAW(10) = RAW(12) for all ps. Similarly, from Table 4 and Proposition 2, we can find that the rankings produced by RRW and RAW are consistent. This consistency is associated with the equivalent of the conditions of part 1 of Propositions 1 and 2, as discussed in Remark 1.
However, by comparing Tables 5 and 6 , the rankings generated by RAW and RRW for the pairs of edges are not consistent. For example, the edge pair (2, 6) is the most important according to the RAW for all ps. However, based on the RRW, the edge pair (2, 1) is the most important for all ps. This fact is related to the different importance of perspectives. The greatest improvement to the network reliability is given by the pair (2, 6) for all various ps, which is measured by RAW. However, the greatest damage to the network reliability is caused by the pair (2, 1) for all ps, which is measured by RRW.
According to Table 5 , the edge pair (2, 6) is the most important pair of edges regardless of the edge reliability p based on the RAW. However, in general, the rankings generated by RAW depend on the network structure and edge reliability p. For example, according to the RAW, the pair (2, 4) is more important than the pair (2, 7) for small p (p = 0.1), whereas for large p (p = 0.9), the pair (2, 7) is more important than the pair Table 3 . Estimation of F(k, 1 i ) for all the edges in the H 3 network. Table 4 . Estimation of F(k, 0 i ) for all the edges in the H 3 network. Table 5 . Rankings of the pairs (2, j) for various ps based on RAW. (2, 4). Similar results can be found based on the RRW for the pairs of edges in Table 6 . From Tables 3 and 5 , based on the RAW, it is interesting to note that edge 1 is more important than edge 6 for all ps, whereas the pair (2, 6) is more important than the pair (2, 1) for all ps. This result illustrates that the measure RAW(i, j) is not directly related to the measures at the individual edge level of RAW(i) and RAW(j). Similar observation can be made for the measure RRW(i, j), which also cannot be directly related to the individual edge level of RRW(i) and RRW(j) by comparing Tables 4 and 6 .
Conclusion
This article considers binary K-terminal network consisting of binary edges. Under the assumption that all the edges in the K-terminal network have identical failure probability, we develop equations expressing RAW and RRW for individual edges based on the C-spectrum. When the network has special structure or the edge reliability is high enough, it is shown that the rankings provided by these measures only depend on network structure through the C-spectrum, regardless of the failure probability of edges. Similar results are obtained for RAW and RRW with a pair of edges. An MC simulation based on the C-spectrum is applied for computing the RAW and RRW. Experimental results show that the RAW and RRW can effectively quantify the impact of edges with respect to K-terminal network reliability. Our results provide more information for understanding the K-terminal network and can serve as a basis for optimal design of K-terminal network.
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RRW(i) À RRW(j) =
Thus, RRW(i) 2 RRW(j) ø 0 if and only if P(u = 1|x j = 0) 2 P(u = 1|x i = 0) ø 0. Equivalently, from equations (12) and (5), it is only to show that
Thus, F(k, 0 j ) ø F(k, 0 i ) for all 1 ł k ł n -1 implies RRW(i) ø RRW(j) for all 0 \ p \ 1. Hence, F(m, 0 j ) . F(m, 0 i ) implies RRW(i) . RRW(j) for sufficiently large p.
Proof of Proposition 3
The proof is similar to Proposition 1, and hence is omitted.
Proof of Proposition 4
The proof is similar to Proposition 2, and hence is omitted.
