Abstract: Density functional theory based calculations are commonly employed to complement experimental high pressure research. Here, a brief overview of the underlying theory and available codes is provided, followed by some applications. The influence of the choice of the exchange-correlation functional on predicted structural parameters and physical properties is discussed.
Introduction
Density functional theory-based atomistic model calculations are currently the most widely employed approaches to study structure-property relations of inorganic crystalline compounds. The underlying formalism was established by Hohenberg and Kohn (1964) , who showed that the total energy of electrons moving in an external potential is a unique functional of the electron density. Hence, the ground state of the quantum mechanical system of electrons in a solid can be found by minimizing the total energy with respect to the electron density. A practical scheme for DFT calculations has then been proposed by Kohn and Sham (1965) , where the so-called Kohn-Sham (KS) (1) and (2) is the electron density, and V xc is the exchange-correlation potential. The first term in Eq.
(1) corresponds to the kinetic energy of the electrons, the second one describes the external potential they experience due to the nuclei, the third is the Hartree potential which describes the interaction of the i-th electron with the average electron density, while the last term contains all those interelectronic interactions which have not been included in the previous terms, thus making DFT exact. This last term in the Hamiltonian of Eq.
(1), the exchange-correlation potential, can formally be written as the derivative of the exchange-correlation energy, which is a functional of the electron density (Eq. (3)). This term needs to be approximated (see below). In effect, the KS equations describe a system of n interacting electrons in an external potential by mapping this on a system of n noninteracting electrons in an effective potential. In most implementations the Born-Oppenheimer approximation is employed, which separates the dynamics of the electrons from that of the much heavier nuclei. The background of this theory and its very many applications have been described in numerous text books, e.g. (Parr and Yang, 1989; Kryachko and Ludena, 1990; Koch and Holthausen, 1999; Martin, 2008; Engel and Dreizler, 2011) . The success of this computational approach is based on two factors. Firstly, a significant number of codes with differing implementations of DFT have been developed, so that for a very broad range of scientific questions a reliable modeling tool is readily available. This is in contrast, for example, to force-field models, where computationally extremely efficient codes, such as GULP (Gale and Rohl, 2003) , are also readily available, but where the development and testing of a specific description of interatomic interactions may take several months and the transferability of that description to a new problem is not guaranteed. Secondly, the computational effort required is, for most problems, moderate, so that a few days of cpu time on a moderately sized cluster are sufficient to solve a problem. Of course, there are numerous questions, such as large scale molecular dynamics simulations to understand melting which require extre-mely powerful supercomputers, but the overwhelming number of studies is currently performed on clusters with no more than a few hundred cores.
Numerous DFT-based codes are available to reseachers. The codes can be most easily classified according to the basis set they employ. Often used "planewave" codes, such as ABINIT (Gonze et al., 2002) , CASTEP Segall et al., 2002; Clark et al., 2005) , Quantum Espresso (Giannozzi et al., 2009), or VASP Kresse and Furthmüller, 1996) , are computationally efficient as the states of the electrons in the ionic core are not explicitly computed, but instead pseudopotentials or the projector augmented wave (PAW) method (Blöchl, 1994) are employed. The pseudopotentials were introduced for solving scattering problems as far back as 1930s, but their use in solid state physics truly exploded from 1980s (Bachelet et al., 1982; Vanderbilt, 1990 ) when reliable computational solutions based on the density functional theory became available. Pseudopotentials are designed to reproduce electron scattering by atoms in such a way that only valence electrons become relevant. Pseudopotential approximation generates pseudo-wavefunctions and hence a pseudo electron density which mimics the all-electron result where it matters -between atoms, where chemical bonds are formed. This approximation is similar to the well-known frozen core approximation which assumes that core electrons are strongly bound to the nucleus and are unchanged by the formation of molecules or solids. It shoud be noted that the accuracy of pseudopotential based calculations does depend on the quality of the pseudopotential itself. Simulations of systems in high-pressure conditions have to be checked carefully in this respect since interatomic distances can get much shorter than at ambient conditions; hence it is often necessary to reflect this in the pseudopotential design (Pickard and Needs, 2011) .
The codes listed above are mature and easy to use, and allow the computation of a very broad range of properties. For these codes, there are typically only a few parameters which control the convergence behavior (such as the so-called kinetic cut-off energy and the k-space sampling), and hence it is straightforward to ensure that the results are well-converged. Databases of pseudo-potentials or PAW parameters are available for all elements, or can be generated using programs like OPIUM (OPIUM, 2011) . Other codes employ atomic-centered basis set, such as the LCAO-code CRYSTAL (Dovesi et al., 2005) , DMol 3 (Delley, 2000) , FHI-aims (Blum et al. 2009 ) or the order-N code SIESTA (Soler et al., 2002) , which makes them computationally very efficient, but requires greater care and expertise to ensure numerical convergence. Still other codes, such as the "all electron" code WIEN2k (Schwarz et al., 2002) , have more complex basis sets, which allow to achieve high numerical accuracy, but may lead to a restricted functionality, for example with respect to full geometry optimization of low symmetry compounds, for which the stress tensor is required. Some codes allow a fully relativistic treatment and incorporation of the effect of spin-orbit coupling, while others are restricted to a scalar relativistic description. While some codes allow to use clusters or 2-dimensional slabs, in the context of high pressure research all codes employ periodic boundary conditions, which implies the use of super-cells for structures which have defects or where there is no long-range translational periodicity.
As has been mentioned above, currently DFT calculations require the use of an approximate description of the exchange-correlation, xc, interaction. Most codes allow the user a choice of exchange-correlation functionals beyond the local density approximation, LDA. The shortcomings of the LDA are very well established. LDA binding energies sometimes predict an incorrect ground state structure, and usually result in "overbinding", i.e. consistently too small lattice parameters. LDA as well as other DFT approximations can severely underestimate electron band gaps. A later DFT development was generalized gradient approximation, GGA, of which several variants have been proposed, such as the PBE formulation (Perdew et al., 1996) , revised version, RPBE, (Hammer et al., 1999) , PBE version for solids, PBESOL, (Perdew et al., 2008) and the Wu-Cohen approximation, WC, (Wu and Cohen, 2006) . GGA calculations are known to typically "underbind", i.e. the lattice constants are slightly too large and the band gaps are still underestimated, but GGA does give improved binding energies.
LDA and GGA represent only the rungs 1 and 2 on the so-called Jacob's ladder of exchange correlation functionals (Perdew and Schmidt, 2001) . Further developments such as meta-GGA (Tao et al., 2003; Zhao and Truhlar, 2006) produce more accurate descriptions of thermochemistry and ground state structures. A slightly different evolution branch of exchange-correlation potentials resulted in the number of hybrid functionals that combine LDA or GGA description with Hartree-Fock level of theory. The main area of application of such popular hybrid functionals as B3LYP (Becke, 1993) or HSE (Heyd et al., 2003 (Heyd et al., , 2006 ) is mostly in thermochemistry or in physics of semiconductors. These functionals are more accurate for such properties as reaction energies and electron band gaps which are fundamental for these types of applications. There is at the moment a relatively small body of work where such advanced functionals would be applied for studies of lattice properties, especially at high pressure conditions. This situation may change as calculations with hybrid functionals become computationally less expensive; e.g., Ottonello et al. (2009) showed that B3LYP provides a rather accurate description of lattice parameters and elastic stiffness coefficients of stishovite.
However, as the level of sophistication increases the computations become more demanding in terms of computing resources.
A comparison of lattice parameters, atomic coordinates and interatomic distances obtained with different exchange-correlation functionals for stishovite is given in Table 1 .
This comparison shows the typical relation between structural parameters and xc-functional, i.e. the LDA gives too short lattice parameters and interatomic distances, while the GGA in the PBE or RPBE form yields too large values. The results obtained with PBESOL and WC xc-functionals are in very good agreement with the experimental data.
In order to overcome the failure of DFT-LDA/GGA calculations to correctly reproduce the insulating ground-state of transition metal oxides, extensions such as a "Hubbard U" (Anisimov et al., 1991; Dudarev et al., 1998; Cococcioni and de Gironcoli, 2005) , which adds an on-site Coulomb repulsion for the 3d-or f -electrons, have been introduced. Other "post-GGA" approaches include already mentioned hybrid functionals, such as B3LYP (Becke, 1993) , "screened exchange" (Seidl et al., 1996; Clark and Robertson, 2010) , "self interaction correction" (Perdew and Zunger, 1981) , addition of a semi-empirical dispersion term (Grimme, 2006; Grimme et al., 2010; Jurecka et al., 2007) and many others. The development of improved xc-functionals is a very active area of research.
Applications
Extensive reviews of DFT-based model calculations for high pressure research in the Earth Sciences have been given by Gillan et al. (2006) , Wentzcovitch et al. (2010a) , and Wentzcovitch et al. (2010b) . Here, some general aspects and some recent developments will be described.
Structures at high pressures
In a typical calculation the ground state structure of a compound is obtained in the athermal limit (i.e. neglecting zero point motion) and at 0 GPa by minimizing the total energy with respect to the positions of the atoms and the lattice parameters. This is called a "full geometry optimisation". For cubic structures, where all atoms are located on special Wyckoff positions without any degree of freedom, this reduces to the computation of the volume-dependence of the total energy. A typical example of a high pressure study of a high symmetry compound is the computation of the behaviour of Ta up to 200 GPa (Söderling and Moriarty, 1998) . This study compared fully relativistic and scalar relativistic models and derived equation of states from energy-volume curves. For the hypothetical hcp phase, Söderlind and Moriarty (1998) fixed the c=a-ratio. Today, most codes, with the exception of some which employ a complex basis set, provide the option to simultaneously optimize the lattice parameters and the internal coordinates, and hence it is now straightforward to obtain the total energy of forceand stress-free low symmetry compounds.
The computation of structures at high pressure (but still in the athermal limit) is then based on minimizing the enthalpy with respect to a non-zero stress tensor. There are numerous studies comparing experimentally determined pressure-induced changes of lattice parameters to theoretical data. Usually, equations of state are Tab. 1: Comparison of structural parameters of stishovite from experiment (Baur and Khan, 1971) and DFT-based models. The difference between the models is the choice of the xc-functional. As is typically observed, the LDA leads to an overbinding, giving too small lattice parameters, while the GGA-PBE and RPBE underbinds. The PBESOL and WC xc-functionals reproduce the experimental data best.
exp. (Baur and Khan, 1971) There are still comparatively few experimental structure refinements of low symmetry compounds at high pressures, and hence there are few detailed comparisons of pressure-induced changes of structural parameters of low symmetry compounds. However, in those cases were a detailed comparison has been made, such as in the investigation of the pressure-dependence of the stereochemical activity of lone electron pairs in Bi 2 Ga 4 O 9 (Friedrich et al., 2010) , the agreement is generally very good, with deviations of typically less than a few percent. DFTmodels provide, however, more insight than is currently available from single crystal high pressure studies. In the study mentioned above, Friedrich et al. (2010) analyzed the theoretical electron density distribution, which is, due to the restricted access to reciprocal space in DAC based studies, not available in any detail experimentally. Also, there is still no experimental X-ray diffraction study in which the position of hydrogen atoms in a low-symmetry compound have been determined at high pressures, while it is well established that hydrogen positions are well reproduced by DFT calculations ). For example, in a recent study, Alvaro et al. (2012) presented a diffraction study of the pressure dependence of atomic positions in zoisite, but were unable to determine the hydrogen positions. A prior DFTbased study (Winkler et al., 2008a) had predicted the pressure-induced structural changes of zoisite and had also analysed the change in the lattice dynamics. The theoretical study correctly predicted the axial compressibilities, where the a-axis is significantly less compressible than the b-axis, which, in turn is less compressible than the c-axis, and also correctly predicted the decrease of the d(O-H Á Á Á O) distance from 2.78 Å at ambient pressure to 2.6 Å at 10 GPa. In addition, the theoretical study (Winkler et al., 2008a) gave the positions of the hydrogen atom and correctly reproduced the pressure-induced changes in the IR spectrum.
In summary, in those cases where the supercell approach provides a reasonable description of the structure, the compression behavior at ambient or low temperatures will be reliably modelled by DFT-calculations. Structures in which Wyckoff positions are partially occupied, or where there is dynamic disorder, often cannot be satisfactorily described and will give an incorrect compression behaviour. A conventional GGA/LDA calculation will not work reliably for structures in which strong electronic correlation influences the compression behavior.
There are several methods to incorporate the effect of temperature in the model calculations, all of which require significant computational resources. The quasi-harmonic approximation, in which phonons don't interact with each other, but where the phonon frequencies depend on the volume, provides an expression for the free energy of crystalline solids. The theory of the QHA and many examples have been reviewed by Baroni et al. (2010) and Wentzcovitch et al. (2010a) . The QHA allows us to compute thermal expansion coefficients and also the difference between the heat capacity at constant volume and at constant pressure, but cannot be used to study melts at high pressures and temperatures.
An alternative approach to QHA that produces properties beyond the harmonic approximation is molecular dynamics simulations. Conceptually, DFT-based molecular dynamics are the same as MD simulations based on forcefields, in that for a given configuration forces acting on the atoms are computed, the atom positions are then updated according to the chosen time-step, and this process is repeated over and over again. However, while force field-based calculations with ensembles of many thousand atoms (and nowadays millions of atoms) have been technically feasible for a long time (e.g., Winkler and Dove (1992) ) DFT-based MD simulations are typically still limited to a few hundred atoms, as larger ensembles require enormous computational resources. However, some properties, like thermal expansion coefficients, can be obtained from very small ensembles (Milman et al., 2005) .
Pressure-induced structural phase transitions
For those calculations where the energies are computed as a function of the unit cell volume, phase transitions can be obtained from the "common tangent" construction, where the slope of a tangent common to two E(V) curves gives the transition pressure (e.g. Winkler et al. (2000) ). An example of such construction is shown in Fig. 1 where the energy-volume curves are calculated for silica polytypes, stishovite and α-quartz. Calculations were carried out with the WC xc-functional, and the points were obtained from geometry optimization calculations at fixed values of external pressure. The transition pressure can be calculated as the slope of the tangent in the E-V curve, although it is more convenient to compare enthalpies, H ¼ E þ PV. The plot of the enthalpy difference allows one to identify the transition pressure rather more easily. The two charts are complementary since the energy-volume curve provides additional information about the volume change associated with the transition. It is not always straightforward to compare experimental and theoretical transition pressures. Most modelling studies predicting pressure-induced phase transitions are restricted to the athermal limit, and hence neglect the influence of temperature. In many experiments, the samples are compressed at ambient temperature, and hence reconstructive structural phase transitions may be kinetically hindered. The only way to demonstrate the absence of kinetic hindrance is to cross the phase boundary from both sides, but there are only few properly bracketed in situ studies of phase transitions in the diamond anvil cell. The use of non-hydrostatic pressure media may lead to pressure-induced amorphization, or lead to a significant lowering of the transition pressure (e.g. Bayarjargal et al. (2012) ).
In a bracketed study of the pressure-induced B1-B2 transition of NaCl, Li and Jeanloz (1987) reported an ambient temperature transition pressure of 26.8 GPa, and a 0 K transition pressure of 28.2 GPa. The influence of the xc-correlation functional on the computed transition pressure was first investigated by , where it was found that the LDA gave a transition pressure of 24.0 GPa, while the GGA-PBE gave a transition pressure of 24.6 GPa. A deviation between experimentally determined and theoretical transition pressures of a few GPa is typical for high pressured DFT-based model calculations.
A major recent achievement demonstrating the capabilities of DFT models was the computation of the high pressure/high temperature phase diagram of the α-, β-, and γ-phases in the system Mg 2 SiO 4 -Fe 2 SiO 4 , where LDAþ"self-consistent"-U calculations were combined with the QHA and the virtual crystal approximation to obtain the relatively complex phase diagram of geophysically important transition metal containing solid solutions (Yu et al., 2013) . However, the computational effort required for this study was significant.
An example where both experiment and theory have not yet come to an unambiguous conclusion is the case of pressure-induced changes in Cr 2 O 3 , which crystallizes in the corundum structure type at ambient conditions. The antiferromagnetic phase transition in Cr 2 O 3 at %308 K at ambient pressure has attracted significant attention for a long time (Greenwald, 1951; Volger, 1952) . However, there is an open controversy with respect to the pressure dependence of the Néel temperature, dT N /dP, where from neutron diffraction dT N =dP ¼ À16(3) K/GPa (Worlton et al., 1968) , while another experimental study found dT N /dP ¼ þ15.0(5) K/GPa from magnetoelectric susceptibility measurements (Gorodetsky et al., 1973) . Recently, second harmonic measurements indicated that dT N /dP ¼ À1.0(5) K/GPa and that this slightly negative pressure dependence of the Néel temperature leads to a magnetic phase transition at around 10 GPa (Bayarjargal and Winkler, 2013) . Recent X-ray diffraction experimental single crystal structure determinations at pressures up to 55 GPa and at ambient temperature have unambiguously shown that there is no pressure-induced structural phase transition (Dera et al., 2011) and hence it seems that earlier findings of a pressure-induced structural phase transformation around 10-15 GPa during compression at ambient temperature were either due to non-hydrostatic conditions or due to a misinterpretation of Raman measurements (Bayarjargal and Winkler, 2013) . Laser-heating experiments, however, have indicated a reconstructive phase transition at 30 GPa, but the structure of the new compound remained unsolved (Shim et al., 2004) . DFTmodels have not helped clarifying the situation up to now. Dobin et al. (2000) predicted a phase transition of Cr 2 O 3 into a Rh 2 O 3 (II) structure at 15 GPa, but didn't investigate a pressure-induced change in the magnetic structure of Cr 2 O 3 . Similarly, Wessel and Dronskowski (2013) predicted a phase transition of Cr 2 O 3 into a Rh 2 O 3 (II) structure at %14 GPa, but also seem not to have considered the possibility of a pressure-induced change in the magnetic structure. The benchmark, which would reliably confirm whether or not a structural model is correct, would be the reproduction of the Raman spectrum of the unknown high pressure phase recorded at 37 GPa by Shim et al. (2004) .
Elasticity
A detailed comparison of experimentally determined and computed elastic stiffness coefficients of high pressure minerals has been given by Karki et al. (2001) . The commonly used approach to obtain elastic stiffness coefficients is from stress-strain relations. There is a variety of tools available for automated calculations of elastic stiffness coefficients, e.g. (Perger et al., 2009; Golesorkhtabar et al., 2013; Accelrys, 2013) . The accuracy of DFT-based model calculations is about 5% for the diagonal coefficients, and about 10% for the off-diagonal coefficients. The choice of the xc-functional influences the results significantly, where the LDA gives an upper bound to the elastic stiffness coefficients, while the GGA-PBE provides a lower bound. An extensive comparison of elastic stiffness coefficients computed with LDA, GGA-PBE, PBESOL and WC-xc functionals (Milman, in prep.) has shown that the latter two outperform the first two approximations and this is also obvious from a comparison of the elastic stiffness coefficients of stishovite in Table 2 .
Representation surfaces of the longitudinal elasticity (for a definition see Arbeck et al. (2012) ) are given in Fig. 2 .
Tab. 2: Elastic stiffness coefficients c ij of stishovite. The first four data sets have been determined experimentally from Brillouin light scattering (Weidner et al., 1982; Brazhkin et al., 2005; Jiang et al., 2009 ) and from high frequency ultrasound resonance spectroscopy (Yoneda et al., 2012) . Bosak et al. (2009) employed inelastic X-ray scattering data to rescale DFT-GGA results. The DFT-based data with different xc-functionals confirm the often made observations that LDA gives an upper bound for the tensor components, GGA-PBE or RPBE a lower bound and that the results of PBESOL and WC-based calculations are in between the two extremes. et al. (1982) 453 (4) 776 (5) 211 (5) 203 (4) 252 (2) 302(3) Brazhkin et al. (2005) 466 (3) 775 (4) 207 (8) 204 (4) 258(2) 310(6) Jiang et al. (2009) 455 (1) 762 (1) 199 (2) 192 (1) 258 (1) 321(1) Yoneda et al. (2012) 443 (3) 781 (4) 193 (2) 199 (2) 256 (2) 316 (2) exp. average 454(6) 774 (8) 203 (9) 200 (6) 256 (4) 312 (7) Bosak et al. (2009) (3) 128 (5) 169 (1) 223 (1) 271 (1) The differences between the representation surfaces obtained from the experimental data are small, while it is clear that the LDA yields a too isotropic tensor, while the PBE exaggerates the anisotropy. The PBESOL results are intermediate and agree well with the experimental data sets. In addition to often studied high symmetry crystals relevant to geophysics (see reviews by Karki et al. (2001) and Wentzcovitch et al. (2012b) ) or materials science (e.g. TaC (Lopez-de-la Torre et al., 2005)), the reliability of the stress-strain approach has also been well established for low symmetry silicates (e.g. triclinic kyanite ), organic crystals such as aspirin (Bauer et al., 2010) , and inorganic compressible compounds such as thenardite (Arbeck et al., 2012) .
As the predictive power of DFT calculations is independent of the applied stress (as long as e.g. an overlap of the core regions of the pseudoatoms in pseudopotential calculations is avoided) it is to be expected that the accuracy of the prediction of elastic stiffness coefficients at high pressures will be similar to those at ambient conditions. For high pressures, only few experimental data of low-symmetry compounds are available (Karki et al., 2001) . Table 3 and Fig. 3 give a comparison of experimentally determined and computed elastic stiffness values of forsterite, Mg 2 SiO 4 at 3.1 GPa and 16.2 GPa. The experimental data are from Zha et al. (1996) .
Here, the results of the PBESOL calculation are in very good agreement at low pressure, and show a slight underestimation of the elastic tensor components with Weidner et al. (1982) , and Yoneda et al. (2012) , while the bottom row are results of model calculations based on the LDA, the GGA-PBE and the PBESOL xc-functional. In comparison to the experimental data, the LDA result is too isotropic, the PBE results too anisotropic while the PBESOL results are in good agreement with experiment.
Tab. 3: Experimentally determined (Zha et al., 1996) (Zha et al., 1996) and computed elastic stiffness coefficients of forsterite, Mg 2 SiO 4 at 3.1 GPa (squares) and 16.2 GPa (crosses). The model calculations are based on the PBESOL xc-functional.
respect to the experimental data at higher pressures. However, the effort required for the experimental determination is significant, and increases dramatically for compounds of lower symmetry or at higher pressures, while the calculations take about two days on a small compute cluster. For comparatively low pressures and a rather compressible compound, the reliability of the calculation of piezoelastic coefficients has been demonstrated by a comparison of experimental and theoretical data for thenardite, Na 2 SO 4 (Arbeck et al., 2012) . Here, it was found that for a low-symmetry compound with an experimentally determined bulk modulus of 38.2 GPa the piezoelastic coefficients were within 30% of the experimental values, but while the relative error is rather large, the absolute errors were always <6 GPa and, with two exceptions, smaller than 3 GPa.
Of geophysical interest is the thermoelasticity of mantle minerals. The state of the art of their computational determination has been recently reviewed by Wentzcovitch et al. (2010b) with an extensive comparison of experimental and theoretical studies. There are only few experimental data, but for example for MgO, the pressure and temperature derivatives of the elastic stiffness coefficients computed with the LDAþQHA are only in moderate agreement with experimental data.
Lattice dynamics
Phonon frequencies and the corresponding eigenvectors describing the displacement patterns for a specific mode can be obtained either by density functional perturbation theory (Baroni et al., 2001; , which is also called "linear response" theory, or by a finite displacement approach, where the dynamical matrix is constructed by computation of forces acting on atoms when a specific atom is displaced. Both methods yield the same results. For example, in a theoretical study of the compression behavior of zoisite Winkler et al. (2008a) employed both a plane wave/pseudopotential linear response based calculation and a calculation where the valence electron wavefunction was expanded as a linear combination of localised pseudo-atomic orbitals and a finite displacement approach was employed for the phonon calculations. There was a very good agreement between the two approaches, independent of the pressure for which the structure and properties were calculated. The linear response approach allows one to compute LO/ TO splitting. With DFT-based models, it is possible to compute frequencies and intensities of Raman (Porezag and Pederson, 1996; Milman et al., 2009), infrared (Porezag and Pederson, 1996; , inelastic neutron scattering (Ryan et al., 2011) and inelastic X-ray scattering (Winkler et al., 2008b; Bosak et al., 2009 ) spectra. Commonly, the IR absorption spectrum of a powder is obtained from samples embedded in a matrix such as KBr. This can be included in the model (Balan et al., 2001 ).
An example where the pressure-induced intensity changes in Raman spectra was computed and compared to experiment is the study of ZrO 2 by Milman et al. (2009) . In that study a pressure-induced transition into a fluorite-type cubic structure at 37 GPa was predicted, where the calculations indicated that the onset of the phase transition would manifest itself in a notable decrease in intensity and frequency of a Raman active mode. Up to 31 GPa, experimental data were available and the pressure-dependencies of the theoretical intensities are in good agreement with the corresponding experimental data .
If the phonon dispersion curves are known, it is possible to compute further properties, such as the heat capacity, Debye temperature, thermal diffuse scattering, or anisotropic displacement parameters. As the reliability with which these properties are computed is independent of an applied stress, DFT models can be used to predict these properties with the same accuracy as at ambient conditions. As has been mentioned above, the computation of phonon dispersion curves and of the phonon density of states is a prerequisite for the free energy calculations within the QHA. This then allows to introduce the effect of temperature into the calculations, albeit at a significant computational cost.
The accuracy of lattice dynamical properties depends on the level of theory employed, i.e. on the description chosen to represent exchange-correlation effects, in essentially the same way as ground state structures and elastic properties discussed above. More accurate hybrid functionals such as B3LYP can reduce the mean-square error of calculated phonon frequencies by a factor of two, as has been shown in the case of diopside (Prencipe et al., 2012) . Unfortunately such efforts are often based on a rather empirical approach that modifies parameters of a hybrid functional to achieve good agreement with experiment (e.g., Többens and Kahlenberg (2011) ).
Discussion and conclusion
In addition to the modeling studies of high pressure structures and their properties mentioned above, DFT based model calculations are extensively used to study melting under high pressure (see review by Gillan et al. (2006) ), and they are routinely employed for the prediction of novel high pressure phases (e.g. Needs (2011), Lyakhov et al. (2013) ). Several phases have been successfully predicted, but typically the predictions yield several polymorphs which are very close in energy and neglect the influence of temperature, which complicates comparisons with experiments. In experiments, on the other hand, it is often not even possible to index powder patterns unambiguously, as, for example in laser heated diamond anvil cell experiments the pattern of the new phase may overlap with the pattern of the pressure medium, of the thermal insulation and of the starting materials. The data evaluation becomes even more complicated if reactions instead of transitions between polymorphs are considered.
The rapid evolution of DFT-based model calculations will continue for some time. There are continuous ongoing developments to obtain improved exchange-correlation functionals and to extend the properties which can be computed. With respect to high pressure studies, this will be most relevant for structures and properties which depend on an accurate description of the d-and f -electrons and for those studies, where an accurate description of the band gap is required, such as in studies of pressure-induced metal-insulator transitions.
Other significant developments include more fundamental extensions, such as the development of time-dependent density functional theory (Gross et al., 1996) , which will allow to model the response of structures to an extremely strong incident electromagnetic wave. Hence, it will be possible to model time resolved studies on the ps-and ns-time scale, such as are envisaged for experiments using X-ray free electron lasers. One group of model calculations which currently pose a severe challenge are those calculations which address problems where the structure can only be represented by a very large super cell. These include statically or dynamically disordered materials, or defect structures, or studies aimed at understanding transport properties, e.g. across an interface in semiconductors. For such calculations the efficient parallelization of the computations is important. Currently most codes parallelize well for a few hundred to a few thousand cores, depending on the calculation and a comparison of several codes has shown that it is not straightforward to adopt the programs to very large computers (Plummer et al., 2006) . It requires a significant effort to port these codes to new hardware with tens of thousands or possibly millions of cores (Jia et al., 2013) , and this has not happened yet for the codes which are currently widely used.
In summary, DFT-based calculations are now an established tool for high pressure research, and ideally complement experimental approaches. A quantitative interpretation of spectra recorded at high pressures is generally possible, and the pressure-induced changes to structural parameters, the electron density, and physical properties can be obtained with a similar or higher accuracy than is possible by experiments. The main fundamental short-comings of the method are due to the difficulties in achieving a sufficiently accurate description of the exchange-correlation energy, and due to problems encountered when the supercell approach is providing an inadequate description of the real structure. The introduction of temperature is possible, but always increases the computational costs substantially.
