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Resumen
A partir de la aparicio´n de la te´cnica de proteccio´n NX (Non eXecutable), la inyeccio´n
de co´digo como me´todo de ejecucio´n de payloads se vio seriamente limitada. Como conse-
cuencia, los atacantes desarrollaron nuevas estrategias para explotar las vulnerabilidades
de los procesos remotos. Una de las te´cnicas ma´s importantes es ROP (Return Oriented
Programming), la cual permite “reorganizar” el co´digo del propio proceso que esta´ en
ejecucio´n para ejecutar lo que el atacante desea.
El presente trabajo aborda la implementacio´n de un programa en lenguaje C que, dado
un fichero ejecutable ELF de la arquitectura ARM, localice, en el mismo, todos aquellos
fragmentos de co´digo (denominados Gadgets en ROP) que pueden ser utilizados para
elaborar un payload. El objetivo, por tanto, es ofrecer una herramienta que muestre los
gadgets disponibles para la elaboracio´n de payloads, as´ı como la automatizacio´n de un
payload espec´ıfico que ejecute un shell de Linux.
Se ponen en pra´ctica conocimientos avanzados de los sistemas operativos (convenio de
llamadas a funciones), el lenguaje ensamblador de la arquitectura ARM, la explotacio´n
de fallos de programacio´n (buffer overflow) y la estructura de los ficheros ejecutables ELF.
Palabras clave:
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Resum
A partir de l’aparicio´ de la te`cnica de proteccio´ NX (Non eXecutable), la injeccio´ de
codi com a me`tode d’execucio´ de payloads va resultar seriosament limitada. Com a con-
sequ¨e`ncia, els atacants van desenvolupar noves estrate`gies per a explotar les vulnerabili-
tats dels procesos remots. Una de les te`cniques me´s importants es ROP (Return Oriented
Programming), la qual permet “reorganitzar” el codi del propi proce´s que esta` en execu-
cio´ per a executar allo` que l’atacant desitge.
El present treball aborda la implementacio´ d’un programa en llenguaje C que, donat un
fitxer executable ELF de l’arquitectura ARM, localitze, en el mateix, tots aquells frag-
ments de codi (denominats Gadgets en ROP) que puguen ser utilitzats per a elaborar un
payload. L’objectiu, per tant, e´s oferir una ferramenta que mostre els gadgets disponibles
per a l’elaboracio´ de payloads, aix´ı com l’automatitzacio´ d’un payload espec´ıfic que exe-
cute un shell de Linux.
Es posen en pra`ctica coneixements avanc¸ats dels sistemes operatius (conveni de crida
de funcions), el llenguatge d’assemblador de l’arquitectura ARM, l’explotacio´ d’errors de
programari (buffer overflow) i l’estructura dels fitxers executables ELF.
Paraules clau:
ARM, ROP, Return, Oriented, Programming, ELF, Overflow, Exploit
Abstract
From the appearance of protection technique NX (Non eXecutable), code injection as a
method of payloads execution was seriously limited. As a consequence, attackers deve-
loped new strategies to exploit the vulnerabilities of remote processes. One of the most
important techniques is ROP (Return Oriented Programming), which allows attackers
to reorganize the code of the process itself that is running in order to execute what the
attacker wants.
This paper deals with the implementation of a program written in C language that, gi-
ven a ELF executable file of the ARM architecture, locates in it all those code snippets
(called Gadgets in ROP) which can be used to prepare a payload. The goal, therefore,
is to provide a tool which shows all available gadgets for the production of payloads, as
well as the automation of an specific payload which executes a Linux shell.
Advanced knowledge of operating systems (calling convention), the assembly language
of the ARM architecture, exploitation of programming errors (buffer overflow), and the
ELF executable files structure are put into practice.
Key words:
ARM, ROP, Return, Oriented, Programming, ELF, Overflow, Exploit
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Hoy en dia dependemos de la tecnolog´ıa de una manera extrema, pudiendo llegar a ser
preocupante. La mayor parte de nuestra actividad no se podr´ıa entender sin un ordenador
personal y, sobretodo, sin internet. Una consecuencia que se deriva de esta dependencia es
la pe´rdida del control de nuestra informacio´n y los problemas de privacidad que sufrimos
hoy en dia. Es raro el caso de la persona que no tiene su tele´fono mo´vil encima en
todo momento, o que no tenga datos suyos en servidores alrededor de todo el mundo.
Obviamente esto aporta muchas ventajas, pero a la par y unido a ello, nos hace vulnerables
tanto cuando el sistema deja de funcionar como cuando es utilizado como medio para
atacarnos.
Durante la corta vida de la informa´tica, sobretodo desde la proliferacio´n de internet,
se han atacado los sistemas informa´ticos con distintos fines. Como en todos los a´mbitos,
algunas personas desean atacar los sistemas para detectar sus puntos de´biles y mejorarlos
mientras que otras los atacan para su propio intere´s. Actualmente hay toda una industria
underground que se encarga de vender exploits, los cuales aprovechan vulnerabilidades
que au´n no son conocidas pu´blicamente o, al menos, no han sido arregladas, para tomar
el control de ma´quinas que ofrecen algu´n servicio en internet. En contraposicio´n, existe
toda una legio´n de personas brillantes con una e´tica admirable que se dedican a buscar
brechas, de entre las entran˜as de las ma´quinas, que los atacantes pueden utilizar o utilizan
para fines interesados. Evidentemente esto tiene un impacto tremendo en la sociedad dada
la infinidad de ma´quinas visibles en internet y la informacio´n sensible que algunas de ellas
pueden contener. Imag´ınese las consecuencias que puede tener si determinada informacio´n
importante cae en las manos equivocadas de una mente mezquina.
Curiosamente, el error de software que con ma´s frecuencia se presenta hoy en dia perdura
desde los inicios de la programacio´n. A grosso modo, un atacante puede llegar a ser capaz
de ‘reordenar’ el co´digo de un programa que ofrece un servicio en internet cambiando su
comportamiento de forma totalmente radical, consiguiendo que la ma´quina que lo ejecuta
realice las acciones que el atacante desee. No importa la ı´ndole del servicio que ofrezca
dicha ma´quina, puede pertenecer al banco ma´s importante de un pa´ıs; o incluso, puede
pertenecer a una red de una infraestructura importante, como una central nuclear, etc.
O, simplemente, puede que esa ma´quina sea su propio tele´fono mo´vil, dispositivo que
contiene su vida cotidiana y sus movimientos almacenados en e´l.
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En este trabajo se estudiara´ el funcionamiento de una de las te´cnicas que se esta´ usando
a fecha en la que se escribe el propio documento por los atacantes para tener el control
sobre ma´quinas remotas. La intencio´n subyacente no es estimular el uso de la te´cnica
para fines malignos, ma´s bien conocer los mecanismos que la hacen posible para, por una
parte, ser conscientes de los peligros que existen y el alcance de estos; y por otra, poder
pensar o, incluso, crear mecanismos que impidan que los atacantes puedan conseguir su
cometido.
1.1. Motivacio´n
La arquitectura de computadores ARM esta´ ampliamente extendida, hasta tal punto que
supera a la arquitectura Intel, siendo el juego de instrucciones de ARM el ma´s utilizado
globalmente, en teminos de produccio´n[20]. En los u´ltimos an˜os, pra´cticamente desde que
Apple lanzo´ su primer iPhone a finales de 2007, las ventas de tele´fonos inteligentes han
ido creciendo exponencialmente. Muchas personas han sustituido todo tipo de aparatos
(ya sean ele´ctricos o no) tales como el despertador, la agenda, la calculadora, etce´tera,
por un dispositivo de este tipo. Pra´cticamente tenemos anotada nuestra vida y nuestros
planes en ellos; pero no solamente los smartphones, tambie´n las tablets esta´n gana´ndole
terreno al computador personal tradicional.
Figura 1.1: Env´ıos de dispositivos en todo el mundo
Una de las caracter´ısticas que tienen estos dispositivos en comu´n es la arquitectura del
procesador. Aunque los u´ltimos modelos van equipados con procesadores ARM de 64 bits,
la inmensa mayor´ıa de estos funcionan con arquitecturas ARM de 32 bits [6]. Y no esta´n
solos, todo tipo de computadores pequen˜os (e.g. Raspberry Pi o BeagleBone) junto con
computadores empotrados o incluso electrodome´sticos usan este tipo de procesadores.
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Obviamente, hablando desde el punto de vista de la seguridad, es interesante conocer las
capacidades y/o limitaciones de estos procesadores.
En cuanto a la te´cnica ROP (Return Oriented Programming), como hemos comentado
brevemente en la introduccio´n, es una te´cnica novedosa que se sigue usando a d´ıa de hoy
por atacantes, los cuales aprovechan vulnerabilidades de ma´quinas visibles en internet
para hacerse con el control de estas. En estos casos, dependiendo del proceso vulnerable
en ejecucio´n, el atacante podra´ realizar todas las acciones que desee con la ma´quina, o
bien, intentar una escalada de privilegios. No obstante, no vamos a adentrarnos en esos
terrenos ya que esta´n fuera del a´mbito de nuestro trabajo.
Para el tema que nos concierne, la te´cnica es muy interesante puesto que nos permite
‘recompilar’ el co´digo del programa en tiempo de ejecucio´n. La caracter´ıstica peculiar de
la te´cnica es que, a la hora de escribir un programa ROP, a priori el set de instrucciones
es desconocido; var´ıa en funcio´n de las instrucciones ma´quina que este´n contenidas en el
archivo binario que analicemos. Todo esto lo veremos mas detalladamente en las secciones
2.4.3 y 3.3.
En el momento en el que se escribe este documento, ROP es la te´cnica de ataque utilizada
en el 99 % de los exploits de ejecucio´n de co´digo remoto, ya sea aplica´ndola directamente
o en combinacio´n con otras te´cnicas. Como instancia destacable, nos remitimos a una
vulnerabilidad de ‘Adobe Flash’ publicada recientemente (CVE-2015-3113) que, usando
la te´cnica ROP, permite a un atacante tomar el control de las ma´quinas afectadas[2]. Se
conoce que el grupo APT3 (UPS) ha aprovechado el fallo para realizar una campan˜a de
phishing dirigida a organizaciones de la industria aeroespacial y de defensa, construccio´n
e ingenier´ıa, telecomunicaciones, alta tecnolog´ıa y a industrias de transporte en distinstos
pa´ıses[12].
1.2. Objetivos
El objetivo del presente trabajo es desarrollar una herramienta que nos brinde un conjunto
de funcionalidades en el a´mbito de ROP.
Fijaremos dos funcionalidades concretas que nos proporcionara´n un amplio abanico para
implementar programas de este tipo: mostrar un listado de todas las operaciones dis-
ponibles en la entrada proporcionada y la habilidad de generar un programa ROP, que
nos proporcione un inte´rprete de comandos, de manera semiautoma´tica.
Para entender co´mo ser´ıa una ejecucio´n de un programa ROP y lo que queremos conse-
guir, imaginemos que conocemos cierta vulnerabilidad en un programa que acepta datos
del usuario. Si le proporcionamos, como entrada, una cadena de bytes concreta, podre-
mos alterar su comportamiento. La cadena que provoca la alteracio´n del flujo de ejecucio´n
corresponde con el programa ROP: una secuencia de bytes especialmente disen˜ada para
que el proceso, que esta´ en ejecucio´n, realice aquellas operaciones que nosotros progra-
memos previamente en base al juego de instrucciones que podamos obtener del programa
vulnerable.
Por tanto, nuestros objetivos son los siguientes:
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1. Estudiar la tecnica ROP.
2. Estudiar todos los aspectos de bajo nivel tales como la arquitectura ARM, opcodes
y lenguaje ensamblador, el ABI de llamadas a funciones, etc.
3. Estudiar y comprender el formato de ficheros ELF de ARM.
4. Construir una herramienta para localizar en un ejecutable fragmentos ROP (gad-
gets).
5. Construir una herramienta semiautoma´tica de generacio´n de programas ROP.
1.3. Organizacio´n de la tesis
El tema que abordamos en este trabajo goza de una complejidad te´cnica elevada; por
consiguiente, nos encontramos con la necesidad de introducir una serie de conceptos
teo´ricos que sustentan la te´cnica ROP. Estos conceptos los explicaremos en el cap´ıtulo 2.
Tras explorar distintas herramientas que ofrecen funcionalidades similares en la seccio´n
2.1, veremos el formato de los ficheros ELF en la seccio´n 2.2, la arquitectura ARM en la
seccio´n 2.3. Al final del cap´ıtulo, en la seccio´n 2.4, veremos la evolucio´n de las te´cnicas
de ataque ma´s importantes a lo largo de la historia.
En el cap´ıtulo 3 veremos co´mo se ha realizado la imlpementacio´n de nuestra herramienta;
desde la descodificacio´n de instrucciones a partir de un archivo binario en la seccio´n 3.1,
pasando por la obtencio´n de gadgets en las secciones 3.2 y 3.3, hasta la construccio´n del
mecanismo para generar un programa ROP de manera semiautoma´tica en la seccio´n 3.4.
Para finalizar, en el ca´ıtulo 4 realizaremos la evaluacio´n de la herramienta que hemos desa-
rrollado, realizando pruebas contra una ma´quina real ejecutando un proceso vulnerable




En este cap´ıtulo, tras contemplar algunas herramientas que existen actualmente en el
a´mbito del Return Oriented Programming, explicaremos todos aquellos conceptos que
son necesarios para el completo entendimiento del problema que se plantea, empezando
por el formato que utilizan los archivos ejecutables ELF, pasando por la arquitectura
ARM y acabando por la propia te´cnica ROP.
2.1. Estado del arte
En el momento en el que se escribe este documento, existen sendos programas que ofrecen
este tipo de funcionalidad (y muchas ma´s). No obstante, hay muy pocos que ofrecen la
funcionalidad de generacio´n automa´tica de un payload para la arquitectura ARM; la gran
mayor´ıa solamente lo ofrecen para la arquitectura x86.
Estos son algunos ejemplos:
ROPgadget: Herramienta la cual nos hemos inspirado en este trabajo. Desarro-
llada en Python y basada en la libreria Capstone para des-ensamblar instrucciones,
busca gadgets en binarios de varias arquitecturas (x86, x64, ARM, ARM64, Po-




ROPchain: Esta herramienta trabaja u´nicamente sobre la arquitectura x86, tam-
bie´n basada en la librer´ıa Capstone, pero ofrece una caracter´ıstica importante: pro-
vee una API para programar payloads.
URL: github.com/SQLab/ropchain
(U´ltimo acceso: 10/06/2015).
Ropc: Otra herramienta que trabaja sobre arquitecturas de Intel. Tambie´n ofrece
una API y asegura ofrecer un lenguaje turing completo de alto nivel para imple-
mentar programas ROP. Da soporte a saltos condicionales, funciones recursivas,




Ropper: Esta herramienta s´ı es capaz de producir un payload automatizado para
la arquitectura ARM, adema´s de x86, x86 64, MIPS y PowerPC. Ofrece tambie´n
payloads para ARM en modo thumb. De entre los payloads que ofrece esta´ la llama-
da al sistema execve() y mprotect. Adicionalmente proporciona otras utilidades




ELF es el acro´nimo de Executable and Linkable Format ; es decir, es un formato que
se utiliza tanto en archivos ejecutables como en archivos de co´digo objeto, entre otros.
Necesitamos conocer dicho formato puesto que de estos ficheros leeremos los opcodes para
descodificar las instrucciones, adema´s de otros datos que veremos a continuacio´n. Para
la extraccio´n de informacio´n de los ficheros binarios ELF se ha utilizado la especificacio´n
1.2 [10]. A continuacio´n explicaremos las distintas partes de las que consta un archivo
ELF.
2.2.1. Formato
Estos archivos tienen una estructura tal que se puede ver desde dos puntos de vista
diferentes: la vista de enlace (Linking View) y la vista de ejecucio´n (Execution View).
Figura 2.1: Formato de un binario ELF
Desde la perspectiva de enlace, el archivo esta´ estructurado en secciones (Section Hea-
der), todas ellas indexadas desde una tabla llamada Section Header Table; contienen
informacio´n relevante para el enlazado y relocalizacio´n. Algunos ejemplos de secciones
son las siguientes:
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.plt: Tabla de saltos que se utiliza al llamar a las funciones de la biblioteca com-
partida.
.text: Co´digo (instrucciones) del programa.
.dynamic: Informacio´n de enlace dina´mica.
.data: Contiene variables inicializadas que contribuyen a la imagen de la memoria
del programa.
.strtab: Cadenas de cara´cteres utilizados por los s´ımbolos del programa.
Si vemos el archivo desde la perspectiva de ejecucio´n, este se compone de segmentos
(Program Header), indexados desde la tabla Program Header Table, que sera´n cargados
en la memoria del proceso en tiempo de ejecucio´n. Un segmento puede contener varias
secciones.
Dependiendo del archivo, es posible que tenga Section Header Table sin Program Header
Table, o viceversa; la u´nica parte que siempre debe estar presente es la cabecera ELF
Header, la cual explicaremos en la siguiente seccio´n. Para lo que a nosotros nos con-
cierne, obviaremos la vista de enlace por dos razones: por una parte, queremos extraer
instrucciones de ficheros binarios que contengan algu´n segmento ejecutable, por lo que
si se proporciona como entrada algu´n fichero que no contenga segmentos cargables en
memoria (es decir, que no tenga Program Header Table) no nos intersa. Por otra parte,
recientemente se ha demostrado[19] que se puede manipular la Section Header Table de
modo que herramientas como objdump o gdb muestren informacio´n falseada acerca de
s´ımbolos tales como nombres de funciones. Por estas razones, solamente analizaremos la
vista de ejecucio´n y sus segmentos.
2.2.2. ELF Header
La cabecera ELF Header reside al principio del archivo y describe una especie de mapa
del contenido. La estructura que representa los datos de esta cabecera es Elf32 Ehdr.
En ella se almacenan taman˜os y desplazamientos (offsets) relativos al inicio del archivo
para acceder a las tablas. Adema´s, contiene informacio´n acerca de la arquitectura para
la cual esta´ compilado el binario (e machine), la direccio´n de entrada (e entry), y otros
datos u´tiles. El vector e ident[EI NIDENT] contiene informacio´n independiente de la
arquitectura, entre ellos el magic number, si es little-endian o big-endian, etc.
Dado que queremos leer la Program Header Table, debemos desplazarnos por el archivo
tantos bytes como nos indique el campo e phoff. El nu´mero de entradas en esta y el
taman˜o en bytes de cada entrada viene indicado en los campos e phnum y e phentsize,
respect´ıvamente.
2.2.3. Program Header Table
El Program Header Table de un ejecutable o de un objeto compartido es un vector de
estructuras del tipo Elf32 Phdr, cada una de las cuales describe un segmento que el
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cargador de programa necesitara´ para crear el programa y lanzarlo a ejecucio´n.
Nos interesan especialmente los siguientes campos:
p flags: Nos permite conocer atributos del segmento; de este modo podemos ex-
traer segmentos ejecutables y segmentos de datos con permiso de escritura.
p memsz: Nu´mero de bytes que ocupa el segmento en la imagen de memoria.
Por una parte, nos guardaremos aquellos segmentos que contengan instrucciones y, por
otra, de los segmentos que tengan permiso de lectura y escritura, nos quedaremos con
el de mayor longitud; esto nos servira´ para escribir cadenas de cara´cteres, tales como
‘/bin/sh’, teniendo referencia a ellas.
2.3. Arquitectura ARM
ARM ha crecido vertiginosamente[4] en pocos an˜os, hasta convertirse en la arquitectura
de facto cuando se quiere potencia a un coste energe´tico bajo. Se trata de una arquitectura
‘RISC’ (Computador con Conjunto de Instrucciones Reducidas); de hecho, en sus inicios,
ARM fueron las siglas de Advanced RISC Machines [3].
Antes de proseguir, debemos aclarar que ARM no es una u´nica arquitectura en s´ı; es
ma´s bien un conjunto de microarquitecturas que se agrupan por familias (e.g. ARM1,
ARM11, Cortex-A), cada una de las cuales puede contener una o ma´s microarquitecturas
(e.g. ARMv1, ARMv6, ARMv7-A). Adema´s, cada una de estas u´ltimas, puede contener
uno o ma´s cores (e.g. ARM1, ARM1176JZF-S, Cortex-A7)[21].
La empresa ‘ARM Holdings’ es quien disen˜a estas arquitecturas; no obstante, no fabrica
los chips, si no que proporciona el disen˜o de la arquitectura y el juego de instruccio-
nes a empresas que fabrican y/o disen˜an sus propios productos y que implementara´n la
arquitectura comprada.
Este tipo de procesadores tienen distintos ‘estados de operacio´n’[7]:
ARM: Set tradicional con instrucciones de 32 bits.
Thumb: Set ma´s compacto, de 16 bits, orientado a dispositivos pequen˜os (permite
mayor densidad de co´digo).
Jazelle: El procesador es capaz de ejecutar java bytecode.
El estado esta´ marcado con un flag (espec´ıficamente, el ‘T’) en el registro ‘CPSR’. Nosotros
nos centraremos u´nicamente en el primer estado, con instrucciones de 32 bits, ya que los
dema´s quedan fuera del alcance del trabajo.
2.3.1. Juego de instrucciones ARM
Somos conscientes de que hay distintas familias, con distintas arquitecturas y distintos
cores en cada una. Dos implementaciones diferentes de la misma arquitectura pueden va-
riar en detalles, tales como las extensiones que ofrecen, distinto pipeline, etc; pero todas
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ellas respetan el juego de instrucciones de la arquitectura, es ma´s, todas las arquitecturas
parten de un set ba´sico (primera implementacio´n, ARMv1) de modo que cada arquitectu-
ra posterior soporta (o contiene) las instrucciones de la anterior, pudiendo an˜adir mejoras
o incluso instrucciones nuevas.
En el cap´ıtulo 4 veremos que disponemos de un procesador ARM1176JZF-S (de la fa-
milia ARM11 y arquitectura ARMv7) para realizar pruebas; podr´ıamos utilizar el juego
de instrucciones ARMv7, pero para aumentar la compatibilidad utilizaremos el juego
de instrucciones ARMv6; el manual te´cnico de referencia de esta arquitectura se puede
consultar en la documentacio´n oficial[5].
Como inciso adicional, aunque no entremos en detalle, a partir de la arquitectura ARMv7




Esto es debido a que una u´nica arquitectura no es capaz de satisfacer las necesidades de
la amplia gama de dispositivos, todos ellos diferentes, que implementan ARM[18].
2.3.2. Subconjunto de instrucciones para programacio´n ROP
Para alcanzar nuestro objetivo, tenemos distintas opciones a la hora de disen˜ar una
solucio´n para construir el payload en base a las instrucciones que contenga el ejecutable
recibido a trave´s de la entrada. Para una primera aproximacio´n, limitaremos el juego
de instrucciones; de este modo, si no se presentan dichas instrucciones en la entrada,
el programa no sera´ capaz de construir el payload. Para que esto no limite demasiado
nuestras opciones, hemos analizado varios binarios del sistema ‘raspbian’ [15] (entre ellos:
bash, dash, cat, netstat, etc), obteniendo as´ı una cuenta global de cada instruccio´n. Esto
nos servira´ para decidir que´ instrucciones sera´n necesarias y cuales no.
Podemos observar en la Figura 2.2 que la instruccio´n que ma´s se repite es ldr, instruccio´n
de carga de memoria en registro, la cual, para nuestro propo´sito, no nos interesa porque,
a priori, no tenemos control de toda la memoria mapeada por el proceso que ejecutara´
el binario que estamos analizando, solamente tenemos acceso a la pila, as´ı que si usamos
esta instruccio´n corremos el grave riesgo de leer una zona de memoria que no pertenece
al propio proceso, resultando el final de este con un precioso segfault.
La instruccio´n pop no esta´ entre las ma´s comunes y esto podr´ıa parecernos un problema.
No obstante, hay que tener en cuenta que estas instrucciones, a la par que las push,
escriben (o leen) en una serie de registros, que son la lista finita de entre r0 y r15
(pc), por tanto, dada una lista de registros, solamente hay una combinacio´n posible.
En otro caso, no es as´ı. Como instancia, con la instruccio´n sub y los tres registros r4,
r5 y r6 tenemos seis posibles combinaciones; en el caso de la instruccio´n pop solamente
tenemos una posible combinacio´n: pop {r4, r5, r6}. Por esta razo´n, si necesitamos una
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Figura 2.2: Frecuencia de aparicio´n por instruccio´n
instruccio´n que cargue una palabra de la pila en el registro rX y tenemos una instruccio´n
pop que escriba en este registro, no necesitamos nada ma´s.
Continuando con el ana´lisis, la instruccio´n mov esta´ en segunda posicio´n y la frecuencia
de aparicio´n no es nada despreciable. Esto nos brindara´ un gran abanico de posibilidades
y combinaciones entre registros y valores inmediatos, as´ı que la utilizaremos para copiar
datos de un registro a otro. Esto podr´ıa parecer poco u´til, pero sera´ de gran ayuda dado
que los registros de propo´sito general (r4 – r12) son muy comunes en instrucciones pop.
Teniendo estas instrucciones en nuestro set particular, solamente nos quedar´ıa ser capaces
de escribir en una zona de memoria controlada y para ello tenemos la instruccio´n str.
El problema que se nos plantea en las instrucciones de almacenamiento es similar al
que hemos comentado anteriormente en las instrucciones de carga: el acceso a zonas de
memoria prohibidas. Para que esto no ocurra, antes de ejecutar una instruccio´n de almace-
namiento deberemos asegurarnos de que el registro situado en el para´metro de direccio´n
(entre corchetes) este´ bajo nuestro control y este contenga una direccio´n de memoria
va´lida. Para la eleccio´n de estas instrucciones se ha seguido el mismo procedimiento:
se ha analizado el flujo de instrucciones, filtrando aquellas que son de almacenamiento,
observando cua´les se repiten ma´s veces.
Si observamos la Figura 2.3, nos percatamos de que la instruccio´n ‘str r2, [r3]’ pre-
pondera de entre las dema´s combinaciones. A pesar de ello, hemos notado que el registro
r2 es muy poco comu´n e incluso en muchos binarios no aparece instruccio´n que escriba
en e´l, asi que nos quedaremos con la siguiente ma´s comu´n para conseguir nuestro fin. Con
esto, tenemos todas las acciones necesarias para escribir en registros y en memoria.
Cabe destacar que en esta arquitectura no existe como tal la instruccio´n ‘ret’ (x86); no
obstante, disponemos de instrucciones equivalentes, como ‘pop {pc}’, que nos permiten
escribir la direccio´n de la nueva instruccio´n directamente en el contador de programa. A
lo largo del documento nos referiremos a este tipo de instrucciones como return .
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Figura 2.3: Frecuencia de aparicio´n de la instruccio´n de almacenamiento
2.3.3. Convenio de llamada a funcio´n
En los lenguajes de alto nivel es comu´n utilizar funciones que realicen ciertas operaciones
finitas. Es posible que nos devuelvan un resultado esperado o que, simplemente, realicen
algu´n trabajo sin ofrecer feedback. Incluso si nos vamos hasta un nivel ma´s bajo, el propio
lenguaje ensamblador nos permite utilizar subrutinas.
El mecanismo que subyace es el siguiente: cuando realizamos una llamada a una funcio´n,
el procesador guarda el valor del contador de programa correspondiente a la siguiente
instruccio´n, de forma que, cuando la funcio´n termine y ejecute la instruccio´n “return”,
el programa pueda seguir por su flujo de ejecucio´n. En cuanto a los argumentos, pueden
ser transferidos mediante los registros del procesador o mediante la memoria; quie´n hace
que´ depende del convenio de llamada a funcio´n.
En nuestro caso (ARM) sigue un convenio semejante al fastcall : el invocante es el en-
cargado de transferir los argumentos al invocado mediante los registros r0 – r3; si la
funcio´n requiere ma´s de cuatro argumentos, podemos transferir los adicionales a trave´s de
la pila. El invocado es responsable de devolver un co´digo de salida mediante los registros
r0 – r3 (segu´n los bytes que requiera), as´ı como de devolver el flujo de ejecucio´n a la
direccio´n guardada. Este u´ltimo paso, puede realizarse de distintas formas:
Si la direccio´n de retorno se encuentra en el registro lr (link register):
• Copiando el contenido directamente al contador de programa: mov pc, lr
• Realizando un salto indirecto: bx lr
Si la direccio´n de retorno se encuentra en la pila:
• pop {pc}
• ldr pc, [sp], #4 (Ambas son equivalentes)
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Siguiendo los esta´ndares de esta arquitectura, el registro lr sirve para almacenar la
direccio´n de retorno justo antes de invocar a una subrutina, pero... ¿Que´ ocurre si dentro
de la subrutina se llama a otra subrutina?; en este caso la primera debera´ guardar el valor
de lr en la pila antes de invocar a la segunda.
Figura 2.4: Estado de la pila tras invocar una subrutina
En la figura 2.4 podemos ver un ejemplo de estos casos; representa el estado de la pila
(stack) tras invocar una subrutina, quedando la direccio´n de retorno de lr almacenada
en la primera posicio´n del marco de pila (stack frame) de la subrutina.
2.4. Evolucio´n de las te´cnicas de ataque
A continuacio´n vamos a realizar un pequen˜o recorrido histo´rico para contemplar la evo-
lucio´n que han experimentado las te´cnicas de ataque ma´s importantes a ra´ız de las con-
tramedidas disen˜adas por los profesionales de la seguridad.
2.4.1. Buffer Overflow
Tal y como hemos dicho en la introduccio´n, desde los inicios de la propia informa´tica la
acompan˜an los errores de software. En la jerga, a un error se le suele llamar bug (bicho en
castellano) por razones histo´ricas; existe la leyenda del primer error de programacio´n, el
9 de septiembre del an˜o 1947, en el ordenador ‘Mark II’ del Laboratorio de Computacio´n
de la Universidad de Harvard, el cual tuvo un fallo en un rele´ electromagne´tico debido a
que una polilla se hab´ıa enganchado a e´l[1].
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Hay distintos tipos (divisio´n por cero, deadlock, etc), pero nosotros nos vamos a centrar
en un error espec´ıfico muy cometido por los programadores: el desbordamiento de buffer
(buffer overflow). Dicho error se produce cuando en un programa se escribe en un buffer
local sin comprobar previamente si la longitud del contenido a escribir es mayor que la
capacidad del buffer. Si esto ocurre y la entrada es proporcionada por el usuario, puede
desencadenar en fatales consecuencias, como veremos en la siguiente seccio´n.
Para entender las consecuencias de un desbordamiento es necesario entender el funciona-
miento de la ABI de llamada a funcio´n, explicado en la seccio´n 2.3.3. Haciendo referencia
a lo comentado en los dos u´ltimos pa´rrafos de dicha seccio´n, vamos a asumir que la di-
reccio´n de retorno esta´ guardada en la pila (en la pra´ctica, es muy probable que esto
ocurra).
Lo curioso de este asunto se debe a la naturaleza de dos elementos: el buffer y la propia
pila. La pila se situ´a en direcciones altas del proceso y crece hacia direcciones ma´s bajas;
esto es, cada vez que insertamos un elemento en la pila (push), la direccio´n apuntada
por el registro sp se decrementa en cuatro unidades (la pila aumenta), mientras que si
extraemos un elemento, a sp se le suma cuatro. Por el contrario, el primer elemento de
un buffer que se encuentra en la pila esta´ situado en la direccio´n ma´s baja de este, y crece
hacia direcciones ma´s altas.
Figura 2.5: Ejemplo de desbordamiento de buffer
Como podemos apreciar en la figura 2.5, si sobrepasamos los l´ımites del buffer local, se
sobreescribe todo aquello que este´ en direcciones ma´s altas de la memoria del proceso.
Ya sabemos que la funcio´n carga el valor almacenado correspondiente en el contador de
programa cuando realiza el ep´ılogo; ahora bien, si este valor corresponde con una direccio´n
va´lida del proceso, el procesador tratara´, como instruccio´n, el opcode almacenado en
esa direccio´n y continuara´ su ejecucio´n; si, por el contrario, no es va´lida, el programa
terminara´ por ‘violacio´n del segmento’. Desde el punto de vista de la seguridad, si ya
se ha dado el caso en el que la direccio´n de retorno se ha sobreescrito, obviamente
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es preferible que este valor no sea una direccio´n va´lida ya que, en ese caso, el error
se transforma en un una simple denegacio´n de servicio (DOS ). El peligro real esta´ en la
posibilidad de escribir una direccio´n va´lida que, adema´s, corresponda con una instruccio´n
real, controlada por el atacante.
En un desbordamiento de buffer ‘clasico’, adema´s de sobreescribir concienzudamente la
direccio´n de retorno, se disen˜a un shellcode que se inserta en el buffer local, de modo
que la direccio´n de retorno apunta a una zona del buffer, ejecuta´ndose as´ı la secuencia
de instrucciones insertada por el atacante. Para que esto sea posible, la zona de memoria
correspondiente a la pila debe tener permiso de ejecucio´n. Afortunadamente, los proce-
sadores actuales gozan de una extensio´n llamada ‘NX’ (Non eXecutable) la cual impide
que se ejecuten instrucciones en zonas de memoria determinadas (a.k.a. el stack). Cabe
destacar que incluso si el procesador no provee esta caracter´ıstica, el parche de Linux
‘PaX’ implementa mecanismos que emulan muy bien esta proteccio´n.
2.4.2. Return-into-library
En aquellos casos en los que la proteccio´n NX esta´ presente, aunque sea posible insertar
un shellcode y redireccionar el flujo de ejecucio´n hacia e´l, el programa finalizara´, frustando
los intentos del atacante. La te´cnica return-into-library consiste en redireccionar el flujo de
ejecucio´n a funciones presentes en el propio ejecutable (obviamente en zonas de memoria
con permisos de ejecucio´n). Estas funciones suelen pertenecer a la libreria del sistema,
como system() o execve(), situando los argumentos convenientemente (dependiendo del
convenio de llamada), de forma que el atacante puede ejecutar comandos arbitrarios.
En este caso, la primera limitacio´n que se puede encontrar una persona que realice este
ataque es la proteccio´n ASLR (Address space layout randomization). ASLR se encarga
de que las librerias dina´micas (e.g. libc) se carguen en una direccio´n aleatoria en cada
ejecucio´n; de este modo, por cada vez distinta que se lance el programa, una funcio´n
determinada se situa en distintas posiciones de la memoria, dificultando la te´cnica return-
into-library ya que, a priori, no se conoce do´nde estara´ la funcio´n que se desee ejecutar.
2.4.3. Return Oriented Programming
Llegamos a la te´cnica ROP (tambie´n conocida como borrowed code chunks), la cual es la
clave de este trabajo. Esta te´cnica es u´til si tanto NX como ASLR esta´n habilitados ya
que, si un binario ha sido compilado sin opciones especiales, el co´digo de este se situ´a en
posiciones esta´ticas.
Esta te´cnica es una generalizacio´n de return-into-library; en lugar de ejecutar funciones
enteras, se ejecutan trozos (chunk) de estas (generalmente correspondientes a los ep´ılogos
de las funciones) los cuales esta´n situados en el propio co´digo del proceso. En la literatura,
la arquitectura ma´s comu´nmente utilizada para estudiar esta te´cnica es x86. De hecho, tal
y como hemos visto en la seccio´n 2.1, existen pocas herramientas pu´blicas que trabajen
sobre la arquitectura ARM y construyan un payload; la mayor´ıa trabajan sobre x86.
Esta es una arquitectura CISC con una gran densidad de co´digo, adema´s de tener una
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‘geometr´ıa asime´trica’: no todas las instrucciones constan de un nu´mero fijo de bytes.
Esto permite much´ısimas posibilidades ya que una instruccio´n leg´ıtima e inofensiva puede
convertirse en una ido´nea para un atacante. Veamos un ejemplo[16]:
Dado este programa en C:
void main(){
int i = 58623;
}
Una vez compilado, si des-ensamblamos la instruccio´n correspondiente con la asignacio´n
de la variable i, tenemos:
c7 45 fc ff e4 00 00 movl $0xe4ff, -0x4( %ebp)
Podemos observar que el opcode de la instruccio´n movl contiene los bytes 0xff y 0xe4
que corresponden con otra instruccio´n:
$ rasm2 -d ‘ff e4’
jmp esp
Para lo que a nosotros nos concierne, todas las instrucciones ocupan 4 bytes. No obstante,
esto no es una limitacio´n, porque au´n as´ı podemos aprovechar instrucciones existentes.
Volviendo a la te´cnica ROP, el objetivo de un atacante, en este caso, es conseguir secuen-
cias de instrucciones seguidas que acaban en una instruccio´n de retorno. Estas secuencias
de instrucciones son los gadgets. La ‘magia’ de esta te´cnica es la posibilidad de encadenar
gadgets, puesto que todos ellos terminan con una instruccio´n de retorno y se tiene control
de la pila. Veamos un ejemplo.
Supongamos que tenemos un programa cuyo fichero binario ha sido compilado sin op-
ciones especiales y tiene contenidas las siguientes instrucciones: en la direccio´n 0x81b4,
mov r0, r4; en la direccio´n 0x81b8, pop {r5, pc}; y en la direccio´n 0x82a0, pop {r4,
pc}. Nuestro objetivo, para ilustrar el funcionamiento del encadenamiento de gadgets, es
conseguir escribir el valor 0x7a69 en el registro r0. La figura 2.6 muestra el estado del
stack justo antes de restaurar la direccio´n de retorno guardada por la funcio´n que invoca
a la subrutina vulnerable. Como podemos observar, sp apunta a dicho valor, que ha sido
sobreescrito con el fin de secuestrar el flujo del programa hacia otro punto distinto al
original.
Cuando este valor (correspondiente con el primer gadget) sea desapilado al contador
de programa, empezara´ a ejecutarse el programa ROP disen˜ado (payload). La primera
instruccio´n que se ejecuta es pop {r4, pc}, que esta´ situada en la direccio´n 0x82a0. Al
tratarse de una instruccio´n pop, por cada registro que aparece en ella se incrementa en
cuatro unidades el valor de sp, volcando el valor en el respectivo registro; en este caso, el
siguiente valor que se encuentra en el stack, 0x7a69, se desapila copia´ndose en el registro
r4 y, seguidamente, se desapila el siguiente (0x81b4) en el contador de programa. Por
esta razo´n, tal y como apunta´bamos en la seccio´n 2.3.2, estas instrucciones son nuestras
‘return’ (la arquitectura x86 dispone de la instruccio´n ret que se encarga, prec´ısamente,
de desapilar una palabra del stack en el contador de programa).
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Figura 2.6: Ejemplo de encadenamiento de gadgets
El co´digo de colores es tal que cada color representa el frame de un determinado gadget;
esto es, la direccio´n de la cabeza junto a las salidas (valores que se desapilaran con la
instruccio´n pop excepto el que se escribira´ en pc). Nos damos cuenta de que tras la
ejecucio´n del primer gadget, se encadena el segundo, consiguiendo mover el valor escrito
en el registro r4 al registro r0. Tras la instruccio´n mov, el return del gadget es pop {r5,
pc}. Si necesita´ramos realizar ma´s operaciones, tan solo hay que seguir encadenando mas
gadgets hasta conseguir el estado deseado. El valor que se escribe en el registro r5 es el
valor ASCII correspondiente con la letra ‘A’, representando un relleno puesto que r5 no
nos es u´til.
Una vez entendido el mecanismo, nos damos cuenta que los gadgets son unidades ope-
racionales (a.k.a. instrucciones) que realizan unos efectos determinados. El conjunto de
gadgets que consigamos reunir sera´ nuestro juego de instrucciones que nos permitira´ es-
cribir un programa ROP. Es importante percatarse de que hay distintos tipos de efectos.
Tomando como referencia el ejemplo que acabamos de ver, la instruccio´n pop {r4, pc}
genera un output de una palabra, mientras que la instruccio´n mov r0, r4 requiere el
registro r4 como input. Esto lo veremos ma´s adelante en la seccio´n 3.3.1.
Esta te´cnica no solo consigue burlar las protecciones comentadas al principio de la
seccio´n... Si un atacante consigue ejecutar un payload ROP en un programa firmado
electro´nicamente, las acciones que se realicen estara´n firmadas a los ojos de cualquier
sistema puesto que el ejecutable lo esta´. No obstante, si durante la compilacio´n, se ha
usado la opcio´n PIE (Position Independent Executables), el co´digo del programa residira´
en posiciones aleatorias, dificultando as´ı la ejecucio´n exitosa de un payload ROP.
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2.4.4. Otras variaciones de ROP
En el mundo de la seguridad nada es esta´tico... Cuando empezo´ a conocerse pu´blica-
mente la te´cnica ROP, aparecieron tambie´n varias te´cnicas de prevencio´n: StackGuard,
limitacio´n de instrucciones return, etc. No obstante, tal y como sabiamente dice el refra´n
popular, ‘hecha la ley, hecha la trampa’. En esta seccio´n vamos a ver otras te´cnicas deri-
vadas del Return Oriented Programming que surgen a partir de limitaciones que se van
imponiendo a lo largo del tiempo.
Una de las contraofensivas que se pensaron fue limitar el nu´mero de instrucciones return
(en el caso de ARM, pop {pc}). Evidentemente, si no hay instrucciones que carguen di-
rectamente una palabra de la pila al contador de programa, es imposible para un atacante
encadenar instrucciones como lo hac´ıamos con ROP; as´ı que a ra´ız del problema, surgio´
la solucio´n: JOP (Jump Oriented Programming). La idea es muy similar, pero en lugar
de desapilar directamente desde el stack hasta el contador de programa, lo que trama es
modificar un registro de propo´sito general del cual se disponga una instruccio´n de salto
indirecto a dicho registro. Por poner un ejemplo, si disponemos de la instruccio´n bx r5
podemos almacenar la direccio´n del gadget en el registro r5 y saltar a e´l. La figura 2.7
[13] muestra de manera gra´fica la diferencia entre las dos te´cnicas.
Figura 2.7: Diferencia entre las te´cnicas ROP y JOP
Ahora bien, si el escenario al que nos enfrentamos es totalmente oscuro, esto es, si un
atacante trata de (valga la redundancia) atacar un software cerrado del que no se conoce
ni el co´digo ni se tiene el binario, utilizar la te´cnica ROP es dificil de imaginar. Aqu´ı
aparece BROP (Blind Return Oriented Programming)[17]. Para realizar este ataque,
solamente es necesario que el servicio remoto vulnerable a desbordamiento de pila se
reinicie tras el propio desbordamiento (forking server) y que e´ste contenga un gadget
mı´nimo que permita escribir sobre un descriptor de fichero. De este modo, el atacante
puede ser capaz de recolectar suficiente informacio´n en la memoria a trave´s del socket y,
posteriormente, realizar un ataque ROP. Es simplemente soberbio.
Hay otras ma´s, entre ellas SROP, el cual aprovecha las sen˜ales del propio sistema opera-
tivo para tener control de absolutamente todo el estado del procesador en un solo gadget,
etc. En definitiva, el apasionante mundo de la seguridad es como la t´ıpica analog´ıa del





A continuacio´n explicaremos el procedimiento que se ha seguido para implementar la
herramienta a la que hemos bautizado como frop.
3.1. Descodificacio´n de instrucciones
A lo largo de nuestra tarea trabajaremos sobre las instrucciones ma´quina; son la base de
todo nuestro trabajo, as´ı que tras leer el fichero binario, obteniendo palabras de 32 bits co-
dificadas, deberemos descodificarlas para poder extraer gadgets. Para ello, seguiremos los
siguientes dos pasos: conocer que´ instruccio´n es, mediante una tabla proporcionada por
Imran Nazar[14]; y des-ensamblarlas adecuadamente, siguiendo el manual de referencia
oficial (tal y como hemos comentado en la seccio´n 2.3.1).
Para ello, hemos creado un tipo de datos que representa una u´nica instruccio´n ma´quina
de 32 bits:
typedef struct {
uint32_t addr; // Instruction address //
uint32_t opcode; // Instruction opcode //
uint32_t regs; // Registers=>High: Write|Low: Read //
op_t operation; // Operation with registers //
instr_type_t instr_type; // Instruction type //
uint8_t use_inmediate; // Check if it use inm. value //
uint8_t use_shift; // Check if it use a shift //
uint8_t reg_shift; // Register to shift //
int inmediate; // Inmediate Value //
Shift_t shift_type; // What kind of shift //
char string[200]; // Disassembled Instruction //
} instr_obj_32;
Listing 3.1: Estructura ‘instr obj 32’
En la seccio´n 2.2.3 hemos visto co´mo obtener los distintos segmentos dependiendo de
su contenido o los permisos que este tenga en la imagen de la memoria del programa;
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as´ı que almacenaremos todos los segmentos con permisos de lectura y ejecucio´n en una
lista de segmentos. A medida que vamos recorriendo todos los segmentos ejecutables,
vamos almacenando una instruccio´n del tipo ‘instr obj 32’ por cada cuatro bytes que nos
encontremos. Todas estas instrucciones las iremos an˜adiendo a otra lista, en este caso de
instrucciones, de modo que al finalizar todos los segmentos tendremos una lista completa
de todas las instrucciones disponibles en el binario e informacio´n que nos sera´ u´til y
accesible eficientemente.
Figura 3.1: Obtencio´n de instrucciones a partir del archivo binario
En la figura 3.1 se muestra como, a partir del archivo binario, se descodifican las ins-
trucciones an˜adie´ndolas a la lista correspondiente. Cada nodo de esta lista apunta a una
estructura del tipo ‘instr obj 32’ (representadas por los recta´ngulos redondeados de la
parte derecha).
De entre los atributos de la estructura ‘instr obj 32’, hay tres tipos de datos que hemos
creado para la ocasio´n:
typedef enum {
OP_AND, OP_EOR,
OP_SUB, OP_RSB, OP_ADD, OP_ADC, OP_SBC,
OP_RSC, OP_TST, OP_TEQ, OP_CMP, OP_CMN,
OP_ORR, OP_MOV, OP_BIC, OP_MVN, OP_POP,
} op_t;
Listing 3.2: Distintos tipos de operaciones existentes en ARM
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typedef enum {
INS_RET, INS_DATA, INS_MEM, INS_STR, INS_MUL, INS_INT, INS_NOP,
INS_SWP, INS_BKT, INS_PSR, INS_BR, INS_COP, INS_CLZ, INS_UNDEF
} instr_type_t;








Listing 3.4: Distintos tipos de desplazamientos existentes en ARM
3.2. Recoleccio´n de Gadgets
El siguiente paso, una vez tenemos una lista con todas las instrucciones, es recolectar los
posibles gadgets que contenga. A lo largo de la presente seccio´n vamos a explicar co´mo
obtenemos otra lista, en este caso, de gadgets.
Se ha seguido un algoritmo que recorre la lista de instrucciones desde la cola hasta la
cabeza, buscando instrucciones return (pop {..., pc}). Cuando encuentra una instruc-
cio´n de este tipo crea un gadget y sigue an˜adiendo instrucciones a e´l siempre que sean
va´lidas y no se alcance la longitud ma´xima de instrucciones por gadget1. Una instruccio´n
es va´lida siempre y cuando sea una de las siguientes instrucciones:
Instruccio´n de procesamiento de datos (del tipo INS DATA)
Instruccio´n de almacenamiento con Pre-Indexing y offset de valor inmediato
Return (pop..., pc)
Una vez se cumple alguna de estas condiciones, se finaliza la construccio´n de este y
se an˜ade a la lista de gadgets. Si se encuentra una instruccio´n return mientras se esta´
construyendo un gadget, es necesario retroceder un paso tras an˜adirlo a la lista, ya que
la instruccio´n que estamos procesando sera´ la cola de un nuevo gadget. El pseudo-co´digo
del algoritmo es el siguiente:
1La longitud por defecto es de tres instrucciones por gadget, pero el usuario lo puede modificar
mediante argumento
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building <- 0 ## Indica si estamos construyendo un gadget
for u´ltima_instruccio´n -> primera do
if !building then ## Buscando instrucciones return
if instruccio´n_es_return then
Crear nuevo gadget
a~nadir instruccio´n a gadget
if MAX_LENGTH == 1 then





else ## Estamos construyendo un gadget
if instruccio´n_es_return || instruccio´n_no_valida then
building <- 0 ## Fin del gadget




else if instruccio´n_valida then
a~nadir instruccio´n a gadget
if longitud(gadget) == MAX_LENGTH then
building <- 0 ## Fin del gadget




Listing 3.5: Pseudo-co´digo del algoritmo de recoleccio´n de gadgets
La lista de gadgets es en realidad una lista de listas, cada sublista de la cual corresponde
con un gadget del algoritmo (cuando creamos un nuevo gadget, en realidad, estamos
creando una sublista). Al salir del bucle tendremos la lista de gadgets construida. La figura
3.2 muestra un pequen˜o ejemplo del resultado del algoritmo. Las flechas grises sombreadas
representan las cargas u´tiles de cada nodo de una lista; aunque, en realidad, cada nodo
de cada sublista de ‘Gadgets’ tiene una carga u´til del tipo ‘Gadget t’, no obstante, hemos
preferido representarlo as´ı en la figura 3.2 puesto que el atributo importante es el puntero
a ‘instr obj 32’ de la lista de instrucciones, representado por las flechas negras. En cuanto
al co´digo de colores de las instrucciones, aquellas coloreadas de verde sera´n las incluidas





// ‘return’ node (tail) of each sublist in ‘gadgets’ //
struct list *effects_list;






Listing 3.6: Estructura ‘Gadget t’
Gadget t: Representa un gadget. El puntero ‘instruction’ hace referencia a la instruc-
cio´n de la cabeza del gadget; la unio´n ‘pointer’ hace referencia a una lista, si ‘instruction’
apunta a una instruccio´n return, o a un nodo de la lista ‘effects list’, en caso contrario.
Figura 3.2: Recoleccio´n de gadgets a partir de la lista de instrucciones
Cuando tenemos la lista de gadgets completa tenemos tantos gadgets como nodos totales
dentro de todas las sublistas de la lista ‘Gadgets’. Poniendo como ejemplo el mostrado en
la figura 3.2, la secuencia mov r0, r4; pop {r5, pc} son dos gadgets funcionales: por
un lado, la propia secuencia mov r0, r4; pop {r5, pc}; por otro, pop {r5, pc}. As´ı
que, si las instrucciones mostradas en la figura fueran las u´nicas disponibles, tendr´ıamos
tres gadgets funcionales.
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Llegados a este punto, tenemos todo lo necesario para mostrar por pantalla todos los
gadgets disponibles; lo u´nico que tenemos que hacer es recorrer la lista de gadgets impri-
miendo, por cada elemento, toda la lista de instrucciones que lo conforman. En el cap´ıtulo
4 podemos ver un ejemplo de la salida del programa.
3.3. Obtencio´n del juego de instrucciones ROP
Uno de nuestros objetivos principales es generar un juego de instrucciones en base a
las operaciones disponibles para poder recompilar el co´digo del programa en tiempo de
ejecucio´n. Adema´s de que nuestro juego de instrucciones es desconocido, no siempre es el
mismo ya que, evidentemente, var´ıa para dos archivos binarios distintos.
A lo largo de esta seccio´n vamos a ver co´mo conocer las operaciones que tenemos dispo-
nibles tras obtener la lista de gadgets.
3.3.1. Operaciones y efectos
Ya sabemos que cuando implementamos un programa ROP (payload) nuestras ‘instruc-
ciones’ son aquellos gadgets que este´n disponibles en el binario. Es evidente que se puede
presentar el caso en el cual un gadget realice acciones que ‘contaminen’ el estado; en otras
palabras, puede que un determinado gadget deshaga acciones realizadas previamente por-
que entre la instruccio´n de nuestro intere´s y el return hay otra instruccio´n que escribe en
un registro que ten´ıamos escrito previamente.
Es interesante abstraer la unidad de gadget y determinar los efectos sobre los registros
y la memoria que producen el conjunto de instrucciones que lo conforman. Tim Kornau
realizo´ un estudio[11] muy teo´rico acerca de la abstraccio´n de operaciones de los gadgets,
usando REIL (The Reverse Engineering Intermediate Language)[8], un lenguaje interme-
dio independiente de la plataforma que tiene como objetivo simplificar los algoritmos de
ana´lisis de co´digo esta´tico, como el de la bu´squeda de gadgets para ROP[9].
Nosotros hemos determinado tres campos:
Entradas: Registros (normalmente de propo´sito general) que el gadget copiara´ a
otros, por tanto, se debe escribir el contenido previamente.
Salidas: Registros sobrescritos por el gadget.
Efectos: Relaciones de escrituras. Pueden ser de varios tipos:
• Registro a Registro.
• Valor Inmediato a Registro.
• Registro a Memoria.
• Valor Inmediato a Memoria.
Con estas tres caracter´ısticas tenemos toda la informacio´n necesaria queda´ndonos con un
juego de instrucciones representado, por una parte, por efectos en registros y memoria;
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y por otra, por entradas que un gadget necesita que se cumplan a priori para que pueda
ejercer su funcio´n. En la figura 4.1 podemos ver dos ejemplos.
Figura 3.3: Entradas, Salidas y Efectos
Si, como instancia, queremos escribir en el registro rX, tan solo necesitamos buscar entre
aquellos gadgets que lo tengan como salida. Si rX se encuentra en la lista de la instruccio´n
pop del return, no necesitaremos ma´s gadgets; si no, deberemos buscar en los efectos para
conocer que´ se escribe en e´l: si se escribe un valor inmediato, podemos aceptar el gadget
(si el valor es el deseado) o descartarlo; si, por el contrario, se transfiere el valor desde
otro registro, sabremos que´ entrada le transfrira´ el valor a rX.
Como hemos visto en la seccio´n 2.3.2 usualmente tenemos suficientes instrucciones return
que contienen registros de propo´sito general, as´ı que no tendremos problemas en encontrar
este tipo de operaciones, las cuales solamente tienen salidas, no requieren entradas y
carecen de efectos colaterales. Estas sera´n las primeras en aparecer en nuestro programa
ROP, como veremos en la seccio´n 3.4.2.
3.3.2. Seleccio´n de gadgets
Una vez identificadas las operaciones que realiza cada gadget, deberemos evaluarlos y
catalogarlos en funcio´n de las salidas. Para ello hemos disen˜ado dos elementos, donde
almacenaremos gadgets en bruto y gadgets usables, respectivamente.
El primero es fabricado mediante el siguiente procedimiento: recorremos la lista de gadgets
cuyas operaciones han sido previamente procesadas y los filtramos a trave´s de una funcio´n
de evaluacio´n que permite ordenar los distintos gadgets en base a los registros que tiene
como salidas y el taman˜o de frame de pila que genera, obteniendo un valor por cada
gadget. Si el gadget evaluado tiene efectos colaterales prohibitivos (escribe en sp, etc)
obtendra´ un valor negativo, por lo que se prescindira´ de e´l. En caso de obtener un valor
positivo, cuanto mayor sea, mejor sera´ el gadget.
A medida que vamos evaluando los gadgets, los iremos posicionando en los ‘gadgets en
bruto’, indexando cada uno en funcio´n de los registros que escribe. Cuando acabamos
de recorrer todos los gadgets, en esta estructura tenemos, por cada registro, una lista de
gadgets la cual primer elemento es aquel con mejor puntuacio´n. El nu´mero de elementos
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por registro es controlado por una directiva #define del preprocesador; as´ı podemos
ajustar el taman˜o de las listas.
Con este almacenamiento de gadgets en bruto accesible, ya podemos fabricar nuestro
juego de instrucciones (gadgets usables). Centra´ndonos en nuestro payload (llamada al
sistema execve()), necesitamos escribir en los registros r0, r1, r2 as´ı que tendremos
esas tres entradas junto con el gadget de almacenamiento (estos cuatro gadgets sera´n
los principales), la instruccio´n svc (para realizar la interrupcio´n) y un vector de gadgets
auxiliares. Los gadgets auxiliares son aquellos que escriben en los registros de propo´si-
to general (pueden ser entradas requeridas por los gadgets principales o registros que
necesitamos escribir por otra razo´n, como r7 para introducir el nu´mero de llamada).
Figura 3.4: Obtencio´n de nuestro set de instrucciones ROP
Puesto que nuestra instruccio´n de almacenamiento es fija, sabemos que requerimos, al
menos, de gadgets auxiliares para r3, r4 (por la str r3, [r4]) y r7. As´ı que si no
disponemos de estos, no tenemos suficientes instrucciones en nuestro set y nos sera´ im-
posible escribir un programa ROP. Lo mismo ocurre con los gadgets principales y con
la instruccio´n svc que nos permite realizar la interrupcio´n; si esta no esta´ presente, no
podemos continuar, si esta´, la an˜adimos al set que estamos elaborando.
Para finalizar esta etapa, debemos comprobar que tenemos disponibles los gadgets auxi-
liares para toda entrada requerida; para ello hemos disen˜ado un algoritmo recusivo que,
para cada registro principal junto con la instruccio´n de almacenamiento, comprueba si se
pueden abastecer las entradas. La funcio´n que se encarga de ello recibe como para´metro
una lista, correspondiente con las listas almacenadas en los gadgets en bruto; de esta
extraemos el primer elemento y verificamos si todas las entradas tienen su respectivo
gadget auxiliar de modo que, si no se cumple, se elimina el elemento de la lista y se llama
recursivamente a la funcio´n (la lista tendra´ un elemento menos). Si, por el contrario,
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tenemos disponibles los gagdets necesarios, la funcio´n devuelve el puntero al elemento
actual (gadget principal), el cual sera´ almacenado en la estructura de gadgets usables. Si
llegamos al final, devuelve NULL.
Si durante el procedimiento alguno de estos elementos es NULL, significa que las dependen-
cias de este gadget principal no se pueden cumplir. En caso contrario, cuando finalicemos
todas las comprobaciones, tendremos todos los gadgets usables, tanto principales como
auxiliares, que nos permitira´n escribir el programa ROP, conectando las salidas con las en-
tradas sin que nos falte ninguna instruccio´n. este sera´ nuestro propio set de instrucciones
ROP para el programa que vamos a automatizar.
3.4. Generacio´n del payload
Una vez tenemos disponible nuestro set de instrucciones (gadgets usables) vamos a
ver co´mo elaborar el programa ROP (o payload) para realizar la llamada al sistema
execve(‘/bin/sh’).
3.4.1. Proceso de construccio´n
Para la elaboracio´n del payload hemos implementado otra lista, cada nodo de la cual
representa una palabra de 32 bits que se situara´ en la pila del proceso. Esto nos permitira´
insertar palabras donde queramos y guardar informacio´n adicional como las cadenas de
cara´cteres correspondientes con las instrucciones de un gadget. Iremos construyendo la
lista en orden inverso, desde el final hacia el inicio, as´ı conoceremos las entradas que se
requieren por aquellos gadgets que vayamos insertando.
Hemos diferenciado los nodos que contienen gadgets (ya sean principales o auxiliares)
de los nodos que contienen valores (aquellos que se transferira´n a los registros) aunque,
evidentemente, el valor de los gadgets se tranferira´ al registro pc. La informacio´n que
contienen estos nodos son del tipo payload gadget t los cuales, si contienen un gadget,
utilizan todos los valores almacenando la direccio´n de la primera instruccio´n, un puntero
al gadget y un puntero a las cadenas de cara´cteres de estas (de cara´cter informativo); si
son datos, u´nicamente utilizan el primer campo.
typedef struct {
uint32_t value; // Address or Value to the stack //
struct Lnode *gadget; // type Gadget_t //
char *strings[MAX_GADGET_LENGTH];
} payload_gadget_t;
Listing 3.7: Estructura ‘payload gadget t’
El procedimiento que seguimos es el siguiente: se realiza una primera etapa escribiendo
la instruccio´n svc (que sera´ la u´ltima en ejecutarse) y los gadgets principales. Hay que
tener en consideracio´n dos asuntos importantes:
En primer lugar, tras estudiar las apariciones de las instrucciones que modifican los
registros r0, r1 y r2, hemos decidido establecer un orden, de modo que en primer lugar
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siempre se ejecutara´ el gadget que escribe en el registro r2. Tras e´l, se ejecutara´n los
gadgets que escriben en r0 y r1, en este orden. Por esta razo´n, tenemos en cuenta las
salidas de los dos u´ltimos ya que si, por ejemplo, el gadget de r1 escribe en los tres
registros, no necesitamos usar los otros dos.
En segundo lugar, tal y como hemos visto en la seccio´n 2.3.2, hay muchos programas que
no contienen ningun gadget u´til que modifique el registro r2. Dependiendo del programa
ROP que queramos implementar, esto sera´ un problema o no. En nuestro caso, este
registro debe contener el valor nulo o bien una direccio´n de memoria que contenga este
valor. Por tanto, si no se dispone de gadget que escriba en e´l, la ejecucio´n exitosa del
payload depende del estado en el que se encuentre el procesador en el momento en el que
se ejecuta. Si se da este caso, aunque las estad´ısticas no este´n de la parte del usuario,
hemos decidido que se continu´e con la automatizacio´n del payload avisando al usuario de
la adversidad.
A medida que vamos an˜adiendo gadgets, mantenemos el estado global anotando las en-
tradas requeridas pendientes, elimina´ndolas si algu´n gadget insertado posteriormente (de-
bemos tener claro que el orden de ejecucio´n es el inverso) las proporciona en sus salidas.
Tras esta primera etapa, en el estado global tendremos aquellas dependencias pendientes
que no se han podido aprovisionar; efectuaremos tres etapas ma´s con las que resolvere-
mos las dependencias pendientes, an˜adiremos las instrucciones de almacenamiento para
tener la cadena ‘/bin/sh’ en la memoria del proceso y an˜adiremos los datos que acabara´n
escribie´ndose en los registros.
3.4.2. Resolucio´n de dependencias
Aprovechando que tenemos aquellas dependencias que no han sido suministradas en el
estado global, nos guardaremos dichas dependencias y realizaremos otra pasada, desde
el final hasta el principio del payoad, anota´ndolas a medida que van apareciendo. Si
aparece una dependencia que esta´ en el que nos hemos guardado previamente, sabemos
con seguridad que no sera´ proporcionada por ningu´n gadget. Imaginemos que tenemos
guardado como pendiente el registro r4; si estamos procesando un gadget que utiliza este
registro y anteriormente hemos procesado un gadget que tambie´n lo utiliza (por tanto lo
tenemos marcado tanto en el estado anterior como en el nuevo) necesitamos insertar un
gadget auxiliar que escriba en r4 que se ejecute entre el gadget que estamos procesando
y el procesado previamente (por tanto, insertar´ıamos el nodo antes del nodo actual).
El propo´sito de esto es conseguir elegancia en el programa ROP ya que nos permite
posponer entradas y an˜adirlas cuando sea estr´ıctamente necesario (o bien hemos llegado
al principio del payload). Si durante la resolucio´n de otras dependencias se dota una
que hab´ıamos aplazado, nos ahorraremos insertar un nuevo gadget ganando tiempo de
co´mputo y espacio en el payload (muy importante ya que sera´ inyectado en la pila del
proceso en ejecucio´n).
En cuanto a las instrucciones de almacenamiento, hemos decidido separarlas de las dema´s;
son las primeras instrucciones que se ejecutara´n en el payload. Cuando hemos resuelto
todas las dependencias, procedemos a an˜adir las instrucciones de almacenamiento. Los
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primeros gadgets sera´n instrucciones return (gadgets auxiliares) que escriban en los re-
gistros r3 y r4.
Por u´ltimo, cuando ya tenemos todos los gadgets de instrucciones, insertamos los datos
acorde a nuestro objetivo.
3.4.3. Resultado final
Adema´s de las opciones (comentadas en el apartado anterior) que nos brinda una lista
para el almacenamiento del payload, nos permite flexibilidad para el lenguaje en el que
vamos a implementar el programa ROP. Nosotros hemos elegido el lenguaje Python; no
obstante, se puede ampliar fa´cilmente la herramienta para mostrar el payload con otros
lenguajes.
La tarea final, por tanto, es recorrer esta lista que contiene el programa ROP e imprimirla
con la sintaxis pertinente. Para Python, cada palabra va encapsulada mediante la funcio´n
struct.pack() con el formato ‘L’ (unsigned long), que nos permite almacenar el valor
en 32 bits.
Figura 3.5: Visio´n global
La sen˜al con el s´ımbolo de exclamacio´n significa que en este punto, dependiendo de la
entrada, el flujo del programa puede terminar si alguna instruccio´n necesaria no esta´ disponible.
En la figura 3.5 podemos ver como la lista que contiene el payload hace referencia a los gadgets;





Para finalizar el documento es necesario poner a prueba nuestra herramienta para comprobar
que funciona correctamente. A continuacio´n se expone, por una parte, una serie de pruebas
realizadas tanto durante el desarrollo como sobre la herramienta final; y por otra, la utilizacio´n
de la herramienta mediante capturas de pantalla.
4.1. Entorno de pruebas
Durante el desarrollo de la herramienta, se han realizado muchos tests desde la funcio´n de des-
ensamblar co´digo ma´quina hasta la correcta ejecucio´n de la llamada al sistema. Las pruebas
de desarrollo con programas de lenguaje ensamblador no se van a mostrar puesto que, adema´s
del hecho de que se han realizado incontables pruebas, durante todo el proceso se trabaja con
el resultado de dicha funcio´n (esto es, las instrucciones descodificadas) as´ı que lo podemos ver
impl´ıcitamente.
Figura 4.1: Ejemplo de Entradas, Salidas y Efectos en el desarrollo
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Para ilustrar las tres caracter´ısticas de las que hablamos en la seccio´n 3.3.1, podemos observar
la figura 4.1 donde se muestran dos gadgets de ejemplo. El operador ‘op: 4’ hace referencia
al atributo OP ADD. En resumen, la sema´ntica de los efectos del primer gadget es que tanto al
registro r4 como al r0 se va a escribir la suma de r5 y r6. En el segundo gadget, en el registro
r3 se escribe un inmediato de valor nulo, al igual que en memoria, en la posicio´n indexada por
el registro r4.
Figura 4.2: Salida del servidor de ‘echo’
Para las pruebas de los programas ROP se ha disen˜ado un programa simple en lenguaje C que
abre un socket y espera conexiones. Cuando recibe una conexio´n, simplemente retorna al cliente
la misma peticio´n recibida (servidor de echo). La parte importante es la funcio´n echo(), que
contiene una vulnerabilidad de buffer overflow.
conn_fd = accept(server_fd, (struct sockaddr*) &serv_addr, &addrlen);
bytes_read = read(conn_fd, recv_data, 1024);
echo(conn_fd, recv_data, bytes_read);
Listing 4.1: Funcionamiento ba´sico del servidor de prueba






Listing 4.2: Funcio´n vulnerable a buffer overflow
La funcio´n echo() es francamente innecesaria, al igual que la copia de los datos al buffer
local, pero nos sirve como analog´ıa de una funcio´n vulnerable real. Al fin y al cabo, lo que
verdaderamente nos interesa es lo que ocurre por debajo. En la figura 4.2 podemos ver un
ejemplo del funcionamiento, por si quedaba alguna duda.
En cuanto a los tests de nuestro programa, frop, tanto para el desarrollo como para las pruebas
finales hemos usado una Raspberry Pi, con un procesador ARM1176JZF-S a 700MHz. En la
figura 4.3 podemos ver informacio´n acerca del procesador y las extensiones que implementa.
4.2. Utilizacio´n de la herramienta
A continuacio´n se exponen las distintas opciones que proporciona la herramienta. En primer
lugar, en la figura 4.5 se muestra la salida de la funcionalidad de mostrar toda la lista de
gadgets disponibles. Recordamos que esta funcionalidad es importante ya que, para implementar
cualquier programa ROP, necesitamos conocer cuales son los gadgets que esta´n disponibles en
el co´digo de un binario.
36
Figura 4.3: Procesador de la Raspberry Pi utilizado en las pruebas
Figura 4.4: Frop. Banner de ayuda
Como podemos ver en la figura 4.6, tenemos la posibilidad de indicar la longitud ma´xima de
los gadgets por argumento. Si queremos solamente instrucciones return, simplemente hemos de
ejecutar el programa con longitud ma´xima uno.
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Figura 4.5: Frop. Salida de la opcio´n ‘Mostrar gadgets’
38
Figura 4.6: Frop. Salida de la opcio´n ‘Mostrar gadgets’ con longitud dada
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En la figura 4.7 se muestra el resultado de la funcionalidad de generar un programa ROP que
ejecute una llamada al sistema de forma automatizada.
Figura 4.7: Frop. Salida de la opcio´n ‘Generar payload’
Para comprobar la eficiencia de la herramienta, en la figura 4.8 se muestra el tiempo que invierte
una ejecucio´n de frop con la opcio´n de generacio´n del payload; vemos como apenas excede el
segundo. Cabe tener en cuenta que, a fecha en la que se escribe el documento, gran cantidad de
dispositivos mo´viles que tenemos todos en el bolsillo tienen mayor capacidad de co´mputo que
la Raspberry Pi.
Figura 4.8: Frop. Tiempo de co´mputo
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Por u´ltimo, hemos realizado una prueba de concepto, atacando al proceso de servidor de ‘echo’
mostrado anteriormente. Para ello, hemos enviado el payload generado por frop (figura 4.7) junto
con un payload implementado manualmente (se encarga de duplicar descriptores de ficheros con
dup2), mediante un exploit escrito en Python, el cual se puede leer en el anexo A.
Figura 4.9: Salida del exploit con el payload generado
La informacio´n que el exploit env´ıa al servidor (la cadena que nos devuelve por el socket hasta
encontrar un byte nulo) es el programa ROP. Vemos como, efectivamente, tras desbordar el
buffer, se encadenan los gadgets consiguiendo inyectar nuestro payload en la pila del proceso
en tiempo de ejecucio´n, ‘recompilando’ el co´digo del mismo y secuestrando el flujo de ejecucio´n




Conclusiones y trabajo futuro
A pesar de ser un campo muy novedoso y con una complejidad te´cnica elevada, se ha conseguido
abordar con e´xito todos los objetivos planteados inicialmente. Los resultados alcanzados se
pueden resumir en los siguientes puntos:
Se ha estudiado la estructura de los ficheros ELF para extraer segmentos de instrucciones
y de datos.
Se ha desarrollado un mo´dulo de descodificacio´n de instrucciones ma´quina (des-ensamblado,
sin necesidad de depender de ninguna librer´ıa externa.
A partir de las instrucciones des-ensambladas, se ha desarrollado un algoritmo de bu´sque-
da de gadgets (u´tiles para la programacio´n ROP).
Se han agrupado los gadgets encontrados en clases de equivalencia sema´ntica (efectos que
cada uno de ellos produce sobre el estado del procesador). Cada una de estas clases se
puede interpretar como una operacio´n del instruction set del procesador abstracto en el
que se basa la programacio´n ROP.
A partir de la los gadgets seleccionados (juego de instrucciones), se ha construido un
generador semiautoma´tico de un programa ROP.
Se ha preparado un programa vulnerable sinte´tico sobre el que se validara´ la generacio´n
del exploit.
Finalmente, se ha comprobado el correcto funcionamiento de la herramienta atacando el
proceso remoto vulnerable con el payload generado, consiguiendo, efectivamente, alterar
la ejecucio´n original de forma que el proceso nos brinde un inte´rprete de comandos remoto.
En todo momento se pretende concienciar de los peligros que existen detra´s de los errores
de software, los cuales afectan a todo tipo de sistemas software. Continuamente se publican
vulnerabilidades nuevas; algunas de ellas ya han sido explotadas por atacantes previamente
al momento de la publicacio´n; otras, son explotadas a posteriori, aprovechando que muchos
de los usuarios del software afectado no corrige el fallo. El consejo indispensable que dan los
profesionales de la seguridad es tener un sistema actualizado.
En cuanto al trabajo futuro; a lo largo del documento comentamos que en algunas ocasiones nos
hemos visto obligados a prescindir de soluciones ma´s eficientes o ma´s fiables por la arquitectura
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sesgada sobre la que trabajamos. Esto es debido a la enorme complejidad que supone disen˜ar
un programa ROP gene´rico a partir de los gadgets disponibles, ya que estos no son conocidos
hasta que se analiza el binario. Ana´logamente, ser´ıa como generar un compilador con un juego de
instrucciones que no es conocido a priori. Podr´ıamos an˜adir mecanismos de inteligencia artificial
que cubra toda la sema´ntica del juego de instrucciones. De este modo podr´ıamos conseguir
una generacio´n (completamente automa´tica) de programas ROP gene´ricos; esto nos permitir´ıa,
adema´s de ofrecer ma´s posibilidades en el lenguaje (bucles, subrutinas, etc), producir payloads
ma´s cortos y eficientes.
Por u´ltimo, animamos a cualquier persona que lea este documento a adentrarse (o continuar)
en el mundo de la seguridad, sea cual sea el area, del lado de los buenos con el fin de conseguir
un mundo mejor y poder disfrutar de las ventajas que nos ofrece la tecnolog´ıa de la que tan
dependientes somos.
“We’ve arranged a global civilization in which most crucial elements profoundly
depend on science and technology. We have also arranged things so that almost no




Exploit utilizado en la evaluacio´n
#!/usr/bin/python









offset = # to complete #
########################
def interact(s):
input_list = [sys.stdin, s];
while True:
try:




for i in select_res[0]:
if i is s:
# Server -> Client
readed = s.recv(4096);
if readed == "":






elif i is sys.stdin:





s = socket.socket(socket.AF_INET, socket.SOCK_STREAM);
s.connect((target, port));
except:
sys.stderr.write("[-] Sorry... I can’t connect to "\
+ target + ":" + str(port) + "\n");
exit(-3);
print "[+] Connection established";
return s;
def send2server(payload):
print "[+] Connecting to " + target + ":" + str(port) + "...";
s = getConnection();









parser = argparse.ArgumentParser(epilog = \
’Fernando Vanyo Garcia (fervagar@inf.upv.es)’, \
usage=’ %(prog)s -t Target -p Port’, \
conflict_handler=’resolve’);
parser.add_argument(’-t’, nargs = 1, type = str, required = True, \
metavar = ’Target’, help = \
’target of the %(prog)s program’);
parser.add_argument(’-p’, nargs = 1, type = int, required = True, \










sys.stderr.write("[-] Sorry... I can’t connect to " + target + "\n");
exit(-1);
if (port < 1) or (port > 65535):
sys.stderr.write("[-] " + str(port) + " is not a valid port\n");
exit(-2);
payload = "A" * offset;
## insert payload ##
s = send2server(payload);
interact(s);




ARM: Famlia de microarquitecturas de computadores de bajo coste.
Arquitectura: Estructura lo´gica y f´ısica de un sistema de computadoras.
ELF: Acro´nimo en ingle´s de “Formato Ejecutable y Vinculable”.
Exploit: Dispositivo lo´gico (software) o f´ısico (hardware) cuyo objetivo es atacar una vulnera-
bilidad dada en cierto sistema.
Gadget: Secuencia de instrucciones que actu´an como unidad operacional inherente.
Payload: Componente que se encarga de ejecutar una accio´n determinada. En te´rminos de
Return Oriented Programming, dada una vulnerabilidad, el exploit la aprovecha, ejecutando el
payload (siendo este independiente del exploit).
Root: Usuario con permisos totales sobre un sistema basado en Unix.
Shell: Inte´rprete de comandos que le permite a un usuario ejecutar o´rdenes sobre el sistema
operativo.
Shellcode: Programa software (usualmente escrito en lenguaje ensamblador) representado me-
diante los co´digos binarios de las instrucciones, inyectado por un atacante en el espacio de
direcciones de un proceso.
Vulnerabilidad: Caso particular de error de software en el cual cabe la posibilidad de apro-
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