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Introduction
The purpose of this thesis is to study the interplay between braid groups and
mapping class groups, and in particular between their homology and cohomology.
The braid group βg on g strands can be defined, for g ≥ 0, as the fundamental
group of the space Cg of configurations of g unordered points in the plane C.
Braid groups have a central role in geometry, combinatorics and group theory:
they arise naturally in knot theory and singularity theory, as well as in the study
of hyperplane arrangements; moreover βg is the Artin group associated to the Cox-
eter system Ag−1, and the associated Coxeter group is the symmetric group Sg.
The space Cg is a classifying space for βg, hence the braid group contains all the
information about the homotopy type of this space of configurations.
Mapping class groups of surfaces are among the most interesting groups arising in
low-dimensional geometry, and they are deeply related to the study of the moduli
spaces of Riemann surfaces.
We will mainly work with smooth orientable, compact surfaces F with non-empty
boundary ∂F : for such a surface the mapping class group Γ(F) is the group of con-
nected components of Diff(F) = Diff(F ; ∂F), where the last one is the topological
group of diffeomorphisms of F that fix the boundary pointwise, endowed with the
C∞ topology; in other words, Γ(F) is the group of diffeomorphisms of F that fix
∂F , considered up to isotopy.
We will use the standard notation Γh,b for the mapping class group of an orientable
surface Σh,b of genus h ≥ 0 with b ≥ 1 boundary components.
The braid groups and the mapping class groups interplay with each other in various
ways. On the one hand both the braid group β2g and the mapping class group Γg,1
are subgroups of Aut(F2g), the group of automorphisms of the free group on 2g
generators: the braid group is included through the standard Artin embedding,
while the natural action of the mapping class group on the fundamental group of
the surface gives the second inclusion.
On the other hand there are several ways to embed the braid groups as subgroups
of the mapping class groups: besides the geometric embeddings φ : β−2g → Γg−1,2
and φ : β2g+1 → Γg,1, introduced by Birman and Hilden in [3, 4], there are seve-
ral families of non-geometric embeddings, among which the operadic embeddings
ϕ+ : βg → Γg,1 and the Szepietowski embeddings Sz : βg → Γg−1,2.
A natural question is to investigate the behaviour in homology and cohomology of
all these maps: in the first case there are some results by Kawazumi describing how
cohomology classes of Aut(F2g) restrict to both β2g and Γg,1; in the second case,
which is the one on which we will focus most, we may look at the behaviour in
homology and cohomology of the embeddings of the braid groups into the mapping
class groups cited above.
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We call H the Aut(Fg)-module H1(Fg) ' Zg; by restricting H under the inclusion
Γg,1 ⊂ Aut(F2g) we recover the Γg,1-moduleH1(Σg,1). In [13] Kawazumi introduces
generalized Morita-Mumford classes mi,j ∈ H2i+j−2(Γg,1; ΛjH); for i = 0 these are
the classical Morita-Mumford classes κi−1 = mi,0, and in the stable range the ratio-
nal cohomology H∗(Γg,1; Λ∗HQ) is the graded commutative Q-algebra generated by
these classes (see [12]). In [14] some of these classes, those with i = 1, are extended
to classes h¯j ∈ Hj(Aut(F2g); ΛjH). Classes h¯i are proved to be algebraically in-
dependent in H∗(Aut(F2g; Λ∗H) in the stable range ∗ ≤ 2g by restricting them to
the braid group β2g under the Artin inclusion; stable algebraic independence holds
for these classes also when they are restricted to the the mapping class group, but
the result in this case holds only in the range ∗ ≤ 23g. In any case these generalized
Morita-Mumford classes over Aut(F2g) are fairly well detected by their restriction
to the braid group.
This somehow goes in the opposite way with respect to the homology triviality
results concerning the embeddings of the braid group into the mapping class group:
the following result is proved in [18] for geometric embeddings and in [6] for non-
geometric ones; it concerns homology with constant coefficients.
Theorem 1. Let Ψ: βg → Γ(F) be one of the embeddings ϕ+, Sz, φ, where the
surface F depends on which of the embeddings we are considering. Let G be the
genus of F . Then the map
Ψ∗ : H∗(βg)→ H∗(Γ(F))
is trivial in the range 1 ≤ ∗ ≤ 23G.
The aim of this thesis is to generalise theorem 1 to homology with twisted coeffi-
cients in H = H1(F) for the embeddings φ and ϕ+ and investigate the somewhat
more complicated behaviour of the embedding Sz. In particular we will show that
the map φ∗ is stably trivial in homology with coefficients in H (corollary 49), and
the map ϕ+ is trivial in all degrees in homology with coefficients in H (theorem
68).
Theorem 1 has a natural dual version in cohomology with constant coefficients,
stating that in the stable range the map Ψ∗ is trivial.
Similarly our results for homology with twisted coefficients in H will have dual
results for cohomology with twisted coefficients in H∗ = H1(F). It is clear that
if F has only one boundary component, the intersection form on H1(F) gives an
isomorphism between the systems of coefficients H and H∗: this happens for the
embedding ϕ+ and, for g odd, for the embedding φ.
The triviality result in cohomology with twisted coefficients will have the following
corollary: all generalised Morita-Mumford classes mi,j ∈ H∗(Γg,1,Λ∗H) with i+j ≥
2 and i ≥ 1 vanish when restricted to the braid group β2g+1 under the embedding
ϕ+ (corollary 70) and, in the odd case, under the embedding φ (corollary 50).
The thesis is structured as following. In chapter 1 we will study the homology
of the braid group β1,g, which is defined in definition 3 as a subgroup of βg+1.
The group β1,g turns out to be the Artin group associated to the Coxeter system
Cg, as proved by Chow in [8]; therefore the results of this chapter are relevant
on their own; theorem 12, that originally was proved by Vassiliev (see [20]) for
cohomology, is stated here for homology and cohomology and proved for homology.
We also define a monoidal structure on unionsqg≥0Bβ1,g, that was already introduced by
Vershinin in [21], and interpret theorem 12 in a new way.
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In chapter 2 we will define the mapping class group Γ(F) for a surface F ; over the
classifying space BΓ(F) we have a universal F-bundle EF , endowed with a global
section s : BΓ(F) → EF . This bundle, and its pullback along a map Ψ: Bβg →
BΓ(F), will allow us to translate the study of (co)homology with twisted coefficients
in H (inH∗) of Bβg and BΓ(F) into the study of (co)homology with constant
coefficients of some overlying bundles. We will also introduce the machinery of unit
vertical tangent bundles for surface bundles, which will allow us to prove the results
of chapter 3.
In chapter 3 we will prove that the geometric embeddings φ induce the trivial map
in (co)homology with twisted coefficients in H (in H∗) in a suitable stable range;
we will then show that all the homology groups H∗(βg;φ∗H) are 4-torsion for g
odd, as well as all cohomology groups H∗(βg;φ∗H∗); this result holds also for g
even in a suitable stable range.
In chapter 4 we study the non-geometric embeddings ϕ+ and Sz. We will show that
the map ϕ+∗ in homology with twisted coefficients in H is trivial in all degrees, and
an analogous result holds for the map (ϕ+)∗ in cohomology with twisted coefficients
in H∗. Conversely, we will show that the map Sz∗ : H1(βg;Sz∗H)→ H1(Γg−1,2;H)
is non-zero, by showing that, rationally, the dual map Sz∗ : H1(Γg−1,2;H∗Q) →
H1(βg;Sz
∗H∗Q) is non-zero. This will involve the study of the Euler class of the
S1-bundles EUΣg−1,2 → EΣg−1,2 and its pullback Sz∗EUΣg−1,2 → Sz∗EΣg−1,2 . Nev-
ertheless I believe that the map
Sz∗ : H∗(βg;Sz∗H)→ H∗(Γg−1,2;H)
is trivial in degrees 2 ≤ ∗ ≤ 23g − 1.

CHAPTER 1
Homology of β1,g
In this chapter we will study the relationship between the homology of the braid
group βg and the homology of the group β1,g.
Definition 2. Our model for the 2-dimensional disk D is {|z| ≤ 1}, with interior
D˚ = {|z| < 1} and boundary ∂D = S1 = {|z| = 1} ⊂ C.
Definition 3. Let F be a connected, possibly non-compact 2-manifold, without
boundary. We denote by PCg(F) the subspace of Fg consisting of g-tuples of
pairwise distinct points. We will write PCg for PCg(D˚). The last space has the
structure of a noncomptact, complex manifold.
The symmetric group Sg acts freely on PCg(F) by permuting the coordinates. We
denote by Cg(F) = PCg(F)/Sg the quotient space, that is the space of configu-
rations of g distinct and unordered points in F . We will write Cg for Cg(D˚); this
space is also a complex manifold.
For g ≥ 1, we can also let Sg−1 act on PCg(F) by permuting the last g − 1
coordinates and fixing the first one. We denote by C1,g−1(F) = PCg(F)/Sg−1
the quotient space, that is the space of configurations of g distinct and unordered
points in F , one of which is distinguished from the others: we will say that it is the
red point of the configuration, whereas the other g−1 are the black points. We will
write C1,g−1 for C1,g−1(D˚); this space is also a complex manifold. By definition,
we take C1,−1 to be the empty set.
The pure braid group of F on g strands is PβFg = pi1(PCg(F)). We denote Pβg
the group PβD˚g .
The braid group of F on g strands is βFg = pi1(Cg(F)). We denote βg the group
βD˚g . We will refer to this group simply as the braid group.
For g ≥ 1, the braid group of F on g− 1 black strands and 1 red strand is βF1,g−1 =
pi1(Cg(F)). We denote β1,g−1 the group βD˚1,g−1. As C1,−1 is the empty space, β1,−1
is not defined.
Henceforth we will assume g ≥ 1 in all results that involve the group β1,g−1, and
g ≥ 0 in all results that involve the space C1,g−1.
The following lemma shows that all the configuration spaces introduced so far, for
F = D˚, are classifying spaces of their respective fundamental groups.
Lemma 4. PCg(D˚) is a model for BPβg. Cg(D˚) is a model for Bβg. C1,g−1(D˚)
is a model for Bβ1,g−1.
Proof. We start proving the first statement. The space PC0 is by convention
only one point (there’s only one way of choosing no points in D˚), so it is a classifying
space for the trivial group. Suppose now g ≥ 0 and consider the map PCg+1 → PCg
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that forgets the last coordinate: this map is a fiber bundle with fiber homeomorphic
to D˚ \ {g points}. Since the fiber is a classifying space (for the free group on g
generators) and the base is by inductive hypothesis on g also a classifying space,
we conclude that the total space PCg+1 is a classifying space as well.
We can now quotient PCg by the free action of either Sg or Sg−1, getting Cg
or C1,g−1: in both cases we get a space covered by a classifying space, hence a
classifying space. 
The lemma holds also with D˚ replaced by any connected 2-manifold without boun-
dary F , whose universal covering is contractible (i.e., F is neither S2 nor RP2), but
we won’t need this extended version.
The covering map PCg → Cg is Galois with automorphism group isomorphic to
Sg; thus we get the standard extension of groups
1 −−−−→ Pβg −−−−→ βg −−−−→ Sg −−−−→ 1
and the last map is called the standard map from the braid group to the symmetric
group. Here we are assuming that we have fixed a basepoint in PCg, so that
also Cg (and later C1,g−1) are endowed with a basepoint. We can choose the
ordered configuration
(
0, 1g , . . . ,
k−1
g
)
as basepoint of PCg: therefore the basepoint
of Cg is
{
j
g : 0 ≤ j ≤ g − 1
}
, whereas the basepoint of C1,g−1, for g ≥ 1, is the
configuration in which 0 is the red point and
{
j
g : 1 ≤ j ≤ g − 1
}
are the black
points. Thus every based loop in Cg will induce a permutation of the g points in
the base configuration. Sg must then be seen as the group of permutations of the
points in the base configuration of Cg.
The braid group can be finitely presented as follows:
Definition 5. The standard presentation for the braid group βg is
〈h1, . . . , hg−1| hihi+1hi = hi+1hihi+1 ∀1 ≤ i ≤ g − 2;
hihj = hjhi ∀1 ≤ i, j ≤ g − 1, |i− j| ≥ 2〉 .
If we choose as basepoint ∗ of Cg the configuration
{
j
g : 0 ≤ j ≤ g − 1
}
, then hj
is represented in pi1(Cg) by a loop of configurations that fixes all points but inter-
changes points j−1g and
j
g making them slide along the circle γi with centre
2j−1
2g
and radius 12g , 180
◦ clockwise.
1. Computation of H∗(β1,g)
We want to compute the homology of the group β1,g. We introduce some systems
of coefficients over the braid group βg.
Definition 6. The standard representation of Sg is the Sg-module St ' Zg where
Sg acts by permutations of the standard generators.
This becomes a representation of the braid group through the standard map βg →
Sg; we still call it the standard representation of the braid group, and still denote
it by St.
Definition 7. For g ≥ 1 we have a map f : C1,g−1 → Cg that for any configuration
forgets the red point and colours it in black.
For g ≥ 0 we have a map r : C1,g → Cg that for any configuration forgets the red
point.
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The map f is a g-sheeted covering map; for p ∈ Cg there is a canonical bijection
between f−1(p) and p itself as a subset of D˚: each configuration over p has a red
point in p. Thus the action of βg on f
−1(∗) is the same as the action of βg on ∗,
and this is the standard map βg → Sg.
An application of Shapiro’s lemma for covering spaces gives the following result,
but we will exhibit the complete proof.
Lemma 8. For each n ∈ Z and g ≥ 1, Hn(Cg; St) = Hn(C1,g−1).
Proof. Let’s consider Serre’s spectral sequence Ef associated to the integral
homology of the covering f : C1,g−1 → Cg, where a covering is a particular kind of
bundle: we have a second page (Ef )
2
p,q = Hp(Cg;Hq(F )), where F is the fiber of
the covering, i.e., F consists of g points, and homology with twisted coefficients is
understood. Since the only nonvanishing row in the second page is the one with
q = 0, the sequence has already collapsed to H∗(C1,g−1), hence we get the result
remembering that the system of coefficients given by H0(F ) is exactly St: indeed
as βg acts by permutations on the fiber F , its action on H0(F ) is the standard
representation. 
We now consider the map r : C1,g → Cg, which is a bundle; the fiber over any
p ∈ Cg is canonically isomorphic to D˚ \ p: any configuration over p has a red point
in D˚ \ p. This fiber is homotopy equivalent to D˚ \ {g points}.
Definition 9. We define a norm function δ : Cg → R+: a configuration p =
{z1, . . . , zg} is mapped to
δ(p) =
1
3
min
{|z − w| : z ∈ p, w ∈ S1 ∪ p \ {z}} .
For g = 0 the space Cg is made of only one point and we fix δ to be equal to 1. By
a slight abuse of notation we call δ : C1,g → R+ the map δ ◦ f .
Definition 10. Given a configuration p = {z1, . . . , zg} ⊂ D˚, we can add as red
point the complex number 1 − δ(p). This defines a map s : Cg → C1,g which is a
global section of r.
We can thus see Cg as a subset of C1,g.
Lemma 11. For each n ∈ Z and g ≥ 0, Hn(Cg; St) = Hn+1(C1,g, Cg).
Proof. The proof is similar to the one above. The couple of spaces (C1,g, Cg)
fibers via r over Cg, and the fiber is the couple of spaces (D˚ \ {g points} , ∗).
Serre’s spectral sequence Er associated to this couple of bundles has second page
(Er)
2
p,q = Hp(Cg;Hq(D˚ \ {g points} , ∗)). As the reduced homology of the fiber is
non-trivial only in degree q = 1, the second page has only one non-trivial row, and
therefore the spectral sequence has already collapsed to its limit.
For any p ∈ Cg, we can choose a basis of H1(D˚ \ p, ∗) formed by g small curves
in D˚ spinning once counterclockwise around each of the g points of P . The action
of βg preserves this basis and permutes it through the standard map βg → Sg, so
(Er)
2
p,1 = Hp(Cg; St), and by the above remark this also represents Hp+1(C1,g, Cg),
the homology of the total space. 
Notice that in both cases we have used that Ep,q converges to a subquotient of the
homology group Hp+q of the total space, thus the shift in dimension in the second
case is explained.
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We now consider the long exact sequence associated to the pair of spaces (C1,g, Cg):
. . . −−−−→ Hn+1(Cg) s∗−−−−→ Hn+1(C1,g) −−−−→ Hn+1(C1,g, Cg) −−−−→ . . .
Since s is a section of r, we have that s∗ is split-injective in homology (with r∗
an associate retraction), so we can divide the long exact sequence above into split
short exact sequences
0 −−−−→ Hn+1(Cg) s∗−−−−→ Hn+1(C1,g) −−−−→ Hn+1(C1,g, Cg) −−−−→ 0.
More concisely we can write Hn+1(C1,g) = Hn+1(Cg) ⊕ Hn+1(C1,g, Cg). Using
lemmas 8 and 11 we get the following theorem.
Theorem 12. For every n ≥ 0 and g ≥ 1 we have Hn+1(β1,g) = Hn+1(βg) ⊕
Hn(β1,g−1).
This, together with the fact that β1,0, β1 and β0 are all the trivial group, gives the
following corollary
Corollary 13. For every n ≥ 0 and g ≥ 0 we have
Hn(β1,g) =
g⊕
i=0
Hn−i(βg−i)
As a consequence of corollary 13, using homological stability for braid groups, we
get homological stability for groups β1,g. Before stating the result we define a
suitable stabilisation map
Definition 14. For all g ≥ 0 we define a map µl : C1,g → C1,g+1. Given a config-
uration p ∈ C1,g we add the point 1− δ(p) as a new black point.
Corollary 15. The map (µl)∗ : Hn(β1,g) = Hn(β1,g+1) is an isomorphism for
g > 2n and surjective for g = 2n.
Proof. We observe that f ◦ s : Cg → Cg+1 is exactly the stabilisation map
for braid groups, which induces an isomorphism in homology for g > 2n and an
epimorphism for g = 2n by Arnold’s stability theorem, see [1].
The map µl behaves exactly as f ◦ s on all summands of corollary 13, as will be
clear once we will have introduced a new interpretation of theorem 12, and all
inequalities required on indices for (µl)∗ to be an isomorphism (or surjective) are
strictest for i = 0. 
We introduce another stabilisation map
Definition 16. We define a map µr : C1,g → C1,g+1. Given a configuration p
whose red point is x ∈ D˚, we add x+ δ(p) as a new black point.
To show that µr also induces homology stability in the same range as µl, we observe
that C1,g is homotopy equivalent to Cg(Σ˚0,2), the space of configurations of g points
in the open cylinder.
Let C
(0)
1,g be the subset of C1,g of configurations in which the red point is 0. This is
the fiber of a bundle map C1,g → D˚ mapping a configuration to its red point. As
D˚ is contractible, the inclusion of the fiber C
(0)
1,g ⊂ C1,g is a homotopy equivalence.
We conclude by observing that C
(0)
1,g is homeomorphic to Cg(D˚ \ {0}), and D˚ \ {0}
is diffeomorphic to Σ˚0,2.
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The reflection of the cylinder that interchanges its boundary components is a self-
diffeomorphism that induces a self-homeomorphism ρ of Cg(Σ˚0,2); the maps µr
and µl correspond to the stabilisation maps that add a new black point near the
first, respectively the second, boundary component of the cylinder; by an abuse
of notation we still call µl and µr these maps. We have a homotopy-commutative
diagram
Cg(Σ˚0,2)
ρ−−−−→' Cg(Σ˚0,2)
µl
y µry
Cg+1(Σ˚0,2)
ρ−−−−→' Cg+1(Σ˚0,2)
Hence (µl)∗ is a homology isomorphism (or epimorphism) exactly in the same de-
grees in which (µr)∗ is.
Corollary 17. The map (µr)∗ : Hn(β1,g) = Hn(β1,g+1) is an isomorphism for
g > 2n and surjective for g = 2n.
2. A Mayer-Vietoris interpretation
We want now to analyze from a closer point of view the isomorphism given by
theorem 12. We want to understand how the two groups Hn+1(βg) and Hn(β1,g−1)
are included in Hn+1(β1,g): the first inclusion comes from the map s∗, so we will
focus on the second inclusion.
Recall that Cg is a complex manifold, inheriting from PCg ⊂ D˚g local coordinates
z1, . . . , zg, which are well-defined up to permutation of the indices.
On the complex manifold D˚×Cg there is a well-defined, global holomorphic function∏g
i=1(x− zi), where x is the coordinate of the first factor D˚. The zero locus of this
function is the set of points in D˚ × Cg in which x is equal to one of the zi’s (and
exactly one, as the zi’s are distinct). This is the same as a configuration of g points,
one of which is distinguished from the others. Hence we have embedded C1,g−1 into
D˚ × Cg as a closed, smooth, complex submanifold: the function
∏g
i=1(x− zi) and
its differential never vanish together, because the zi’s are all distinct. As C1,g−1
is the zero locus of a global holomorphic function, its normal bundle in D˚ × Cg is
trivial.
The complement of C1,g−1 is the set of points of D˚×Cg in which x is distinct from
all zi’s: this is the same as a configuration in C1,g, so we have embedded C1,g as
an open submanifold of D˚ × Cg.
We remark that the trivial bundle map D˚×Cg → Cg agrees with both bundle maps
f : C1,g−1 → Cg and r : C1,g → Cg.
We can choose a small tubular neighborhood N ' D × C1,g−1 of C1,g−1, with
boundary ∂N ' S1×C1,g−1, inside D˚×Cg. Let M be the closure of the complement
of N ; then M ∩N = ∂N and the inclusion of M in C1,g is a homotopy equivalence.
The Mayer-Vietoris long exact sequence in homology for spaces M and N is
· · · → Hn+1(∂N)→ Hn+1(M)⊕Hn+1(N)→ Hn+1(D˚ × Cg)→ . . .
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This becomes the following, after substituting homotopy equivalent spaces and
using the Kunneth formula for S1 × C1,g−1
· · · → Hn+1(C1,g−1)⊕Hn(C1,g−1)⊗H1(S1)→
→ Hn+1(C1,g)⊕Hn+1(C1,g−1) r∗⊕f∗→ Hn+1(Cg)→ . . .
We know that the map r∗ : Hn+1(C1,g) → Hn+1(Cg) is split-surjective, because of
the existence of a section s∗. Hence the previous long exact sequence is made of
split short exact sequences, and in particular the map Hn(C1,g−1)→ Hn+1(C1,g)⊕
Hn+1(C1,g−1) is injective. As the projection on the second summand is the zero
map, the first projection must be injective.
Let ζ be the standard generator of H1(S1), and denote by (· ⊗ ζ) : Hn(C1,g−1) →
Hn+1(S
1 × C1,g−1) the Kunneth product. Then
Hn(C1,g−1)
(·⊗ζ)→ Hn+1(S1 × C1,g−1) '→ Hn+1(∂N) ⊆∗→ Hn+1(C1,g)
is the desired inclusion.
3. Topological monoid structure on unionsqg≥0D1,g
There is yet another way of looking at theorem 12, for which we need to introduce
other models of our classifying spaces.
Definition 18. A point in Dg is a configuration of g unordered, disjoint disks
{D1, . . . , Dg} in D˚.
Here a disk is an embedding of D in D˚ obtained by the composition of a trans-
lation anda homothety with positive parameter. Such a disk is therefore uniquely
determined by the choice of a point z ∈ D˚ (the center of the disk) and a positive
number  < 1− |z| (the radius of the disk).
Dg has the natural topology of open subset of (PCg×Rg+)/Sg: the latter space is the
set of configurations of g unordered, distinct points in D˚, each carrying a positive
radius; Dg is the open subset in which radiuses are compatible with disjointness
and inclusion in D˚ of the disks.
Similarly, a point in D1,g is the collection of the following data:
• a red disk Dx contained in D˚;
• a set of g unordered, distinct black disks {D1 . . . , Dg} in D˚ \Dx.
The topology on D1,g is the one generated by the previous data; D1,g can easily be
seen as an open subset of
(
PCg+1 × (R+)g+1
)
/Sg.
The space Dg is homotopy equivalent to Cg, and similarly D1,g is homotopy equiv-
alent to C1,g.
Definition 19. The map τ : Dg → Cg is the map that substitutes a configuration
of disks with the configuration of their centers; the same description, with the
requirement that the center of the red disk is the red point, gives a map τ1 : D1,g →
C1,g.
Both τ and τ1 are homotopy equivalence. The opposite homotopy equivalences
Cg → Dg and C1,g → D1,g can be built using the map δ: given a configuration p,
the disks with centers the points of p and radius δ(p) are disjoint and contained
in D˚; this gives a continuous way to convert a configuration of points into one of
disks, and we require each disk to have the same colour of its center.
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We still have a map r : D1,g → Dg, that forgets the red disk of a configuration; this
corresponds to the map r : C1,g → Cg through the above homotopy equivalence,
and a global section s : Dg → D1,g corresponding to s : Cg → C1,g can easily be
built.
We will now make unionsqg≥0D1,g into a strictly associative topological monoid.
Definition 20. For all g, h ≥ 0 we define a map µ : D1,g × D1,h → D1,g+h. Let
p ∈ D1,g and q ∈ D1,h be two configurations, and let Dpx be the red disk of p. There
is exactly one diffeomorphism D ' Dpx that is the composition of a translation and
a homothety with positive parameter. This diffeomorphism gives a way to embed
q inside Dpx, and we get a configuration of g + h black disks (g coming from p and
h from q) and one red disk (coming from q).
It is straightforward to check that µ makes unionsqg≥0D1,g into a strictly associative
monoid.
Theorem 12 can now be stated in the following way: Hn(D1,g) is the direct sum
of Hn(Dg), included via s∗, and Hn−1(D1,g−1), included via µ∗(·, ζ); here µ∗ is the
Pontryagin product induced by µ, and ζ ∈ H1(D1,1) ' Z is the standard generator.
The stabilisation map µl corresponds up to homotopy to the multiplication map
µ(∗, ·), where ∗ ∈ D1,1 is a point; similarly µr corresponds to the multiplication
map µ(·, ∗).
The proof of corollary 15 can now be completed by noticing that µ∗(·, ζ) and
µ∗([∗], ·) commute, were [∗] ∈ H0(D1,1) is the class of a point (the standard gener-
ator): this follows by associativity of the product µ.
We get the following theorem
Theorem 21. The homology ring H∗(unionsqg≥0D1,g) is generated over Z = H0(D1,0)
by ζ ∈ H1(D1,1) and the images s∗(H∗(Dg)) ⊂ H∗(D1,g) for all g ≥ 0.
Notice that all computations in this section can be repeated with any system of
constant coefficients M replacing Z: the system of coefficients St is replaced by
St⊗M 'Mg and all arguments go through.
4. A computation in cohomology
All the arguments and results of the first section work as well for the computation
of cohomology; in particular we get the following theorem
Theorem 22. For every n ≥ 0 and g ≥ 1 we have Hn+1(β1,g) = Hn+1(βg) ⊕
Hn(β1,g−1).
For every n ≥ 0 and g ≥ 0 we have
Hn(β1,g) =
g⊕
i=0
Hn−i(βg−i)
In particular we will explicitly compute H1(C1,g) = H
1(Cg) ⊕ H0(C1,g−1) = Z2.
We will give a description of the two generators as maps C1,g → C∗, using the fact
that for a space X, cohomology classes in Hn(X) are representable by homotopy
classes of maps X → K(n,Z), and C∗ is a K(Z, 1).
The first generator is obtained as r∗(H1(Cg)), so we can describe it as the compo-
sition of the map r with a suitable map ∆g : Cg → C∗ generating H1(Cg). This
map ∆g can be chosen as follows
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Definition 23. We define a map ∆g : Cg → C∗ by mapping a configuration p =
{z1, . . . , zg} to ∆g(p) =
∏
1≤i<j≤g(zi − zj)2.
Composing with r yields a map C1,g → C∗ that, by a slight abuse of notation, we
will still call ∆g.
To check that ∆g : Cg → C∗ is a generator, it suffices to evaluate ∆g on the gen-
erator of H1(Cg) ' Z, which is the class of h1 : S1 → Cg under the Hurewicz map
pi1(Cg)→ H1(Cg) (see definition 5), and it is immediate to see that ∆g(h1) = ∆g◦hi
is a degree 1 map S1 → S1.
The other addedum H0(C1,g−1) is indeed contained in H1(C1,g, Cg) ⊆ H1(C1,g),
so it should be represented by a map Pg : C1,g → C∗ that, when restricted to Cg,
is homotopic to the constant map.
Definition 24. We define a map Pg : C1,g → C∗ by mapping a configuration p
with red point x and black points {z1, . . . , zg} to Pg(p) =
∏g
i=1(x− zi).
We have to check that Pg is homotopic to the constant map on Cg = s(Cg). The
homotopy can be described through the formula
(Pg)t(p) =
g∏
i=1
((1− t) + tx− tzi)
We have that (Pg)0 is the constant map 1 and (Pg)1 is Pg; moreover for p ∈ Cg we
have that <(x) > <(zi) for all i, so each factor (1− t+ txi − tzi) has positive real
part at all times (and in particular never vanishes).
We have to evaluate Pg on the generator ζ of H1(C1,g, Cg) ' Z ⊂ H1(C1,g), and this
is a straightforward computation: indeed ζ can be represented by a loop S1 → C1,g
fixing all black points and making the red point x twist once around one of the black
points, say around z1; then all the factors of the formula for Pg are homotopic to
a constant map S1 → C∗, except the factor (x − z1) that induces a degree 1 map
S1 → C∗.
CHAPTER 2
Mapping class group and surface bundles
In this chapter we will define, for a surface F , the mapping class group Γ(F) and
the overlying system of cooefficients H = HF ; we will contruct some bundles over
BΓ(F), and reduce the study of homology with twisted coefficients in H to the
study of homology with non-twisted coefficients of these bundles. We will be most
interested in the mapping class group of orientable surfaces, however we will give
definitions also in the non-orientable case.
1. Basic definitions
Definition 25. Recall definition 2. The starting point of S1 is 1 ∈ S1. The com-
plex conjugation of C restricts to a self-diffeomorphism of S1 that inverts orienta-
tion: we will call this diffeomorphism the complex conjugation of S1.
Definition 26. For us, a surface F will be the set of the following data:
• a 2−manifold, also denoted F , which is compact and connected; if F is
orientable, we choose also a preferred orientation for F ;
• a splitting of the boundary components of F in two subsets, the labelled
boundary components and the unlabelled ones, with the requirement that
there is at least one labelled boundary component;
• a parametrisation of all boundary components σ of F , i.e. a diffeomor-
phism σ ' S1; if F is oriented, then we require that the orientation on σ
induced by the parametrisation is the same as the orientation induced by
F .
We will denote by Σg,(r),s the orientable surface of genus g with s labelled and r
unlabelled boundary components. Labelled boundary components are assumed to
be ordered.
Similarly Ng,(r),s is the non-orientable surface of genus g with s labelled and r
unlabelled boundary components.
A disconnected surface will be a finite, disjoint union of surfaces.
Definition 27. Given a surface F , we can construct another surface Fop in the
following way:
• we use the same underlying 2-manifold of F ;
• if F is oriented, we use the opposite orientation on Fop;
• labelled boundary components of Fop are the same as in F , and they have
the same order;
• the parametrisation in F of every boundary component σ ' S1 is com-
posed with the complex conjugation of S1.
Thus Fop is F as seen “in a mirror”, that is, all orientation-related properties of F
are reversed in Fop.
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Notice that, in the orientable case, changing orientation and conjugating parametri-
sations of boundary components at once is consistent with the requirement that
parametrisations induce on boundary components the same orientation as F does.
Notice also that there is a canonical diffeomorphism F → Fop as 2-manifolds, which
is the identity of the underlying 2-manifold: in particular there is a canonical bi-
jection between boundary components of F and of Fop, and this bijection respects
being labelled. The canonical diffeomorphism F → Fop doesn’t preserve neither
orientation, in case F and Fop are oriented, nor parametrisation of boundary com-
ponents. However F and Fop are isomorphic, that is, there is a diffeomorphism
F ' Fop, which is not canonical but respects all the structure of F and Fop.
Definition 28. A simple sewing on a disconnected surface is the result of the
following process: given a disconnected surface F , we choose two of its boundary
components σ1 ' S1 and σ2 ' S1, possibly in different connected components, and
we identify them along the diffeomorphism σ1 ' σ2 corresponding to the complex
conjugation S1 ' S1 under the two parametrisations.
Thus if σ1 and σ2 belong to oriented components of F , after the simple sewing the
component containing the curve σ1 = σ2 is orientable and has a natural orienta-
tion induced by the orientation of the component of F containing σ1 (or the one
containing σ2).
After the identification, σ and σ′ are no longer boundary components, so we forget
whether they were labelled or not.
A sewing on a disconnected surface is the result of a set of simple sewings along
some disjoint couples of parametrised boundary components.
Definition 29. For a surface F , we denote by Diff(F) the topological group of
diffeomorphisms θ : F → F such that:
• θ fixes pointwise each labelled boundary component of F
• θ interchanges unlabelled boundary components of F respecting their
parametrisations.
This is a topological group, endowed with the C∞-topology (which is the topology
of uniform convergence of all derivatives, since F is compact).
The mapping class group of F is by definition Γ(F) = pi0(Diff(F)), i.e., the group
of connected components of Diff(F).
We will use abbreviations Γg,(r),s = Γ
(
Σg,(r),s
)
and Ng,(r),s = Γ(Ng,(r),s).
Notice that since we are always assuming at least one labelled boundary component,
if F is orientable all diffeomorphisms in Diff(F) must also preserve the orientation of
F : hence our Diff corresponds to what is usually denoted by Diff+ in the orientable
case without boundary.
Notice that as F and Fop are canonically diffeomorphic, there is a canonical
isomorphism of groups Diff(F) ' Diff(Fop) and hence a canonical isomorphism
Γ(F) ' Γ(Fop).
A famous theorem by Earle and Schatz (see [9]) ensures that the quotient map
pi0 : Diff(F)→ pi0 Diff(F) is a homotopy equivalence, i.e., Diff(F) has contractible
connected components, for any surface F : again this result holds because F has at
least one labelled boundary component.
In particular this implies that BDiff(F) is a good model for BΓ(F), so the map
Bpi0 : BDiff(F)→ BΓ(F) has an homotopy-inverse BΓ(F)→ BDiff(F).
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Definition 30. The tautological F-bundle over BDiff(F) gives a tautological F-
bundle EF over BΓ(F).
F −−−−→ EF piF−−−−→ Γ(F)
Definition 31. Let σ be the first labelled boundary component of F . Then every
fiber of EF → BΓ(F) contains a parametrised S1 corresponding to σ. We define
a global section s : BΓ(F) → EF associating to each point of BΓ(F) the starting
point of the overlying copy of σ.
The global section s gives a way of seeing BΓ(F) as a subspace of EF . We can
write the long exact sequence in homology associated to this couple of spaces:
. . . −−−−→ Hn(BΓ(F )) s∗−−−−→ Hn(EF ) −−−−→ Hn(EF , BΓ(F)) −−−−→ . . .
As s∗ admits a retraction (piF )∗ : Hn(EF ) → Hn(BΓ(F)), s∗ is split-injective and
we get the following lemma
Lemma 32. There are isomorphisms Hn(EF ) ' Hn(BΓ(F))⊕Hn(EF , BΓ(F)) and
Hn(EF ) ' Hn(BΓ(F))⊕Hn(EF , BΓ(F)).
We introduce systems of coefficients H and H∗
Definition 33. The group Γ(F) acts naturally on H1(F) ' Z1−χ(F); this action
makes Z1−χ(F) into a Γ(F)-module, that we shall call H = HF .
Similarly there is an adjoint action on H1(F) = Hom(H,Z), so we get another
Γ(F)-module H∗ = H∗(F).
When F is an orientable surface with only one boundary component, the inter-
section form on H is non-degenerate and gives an Γ(F)-equivariant isomorphism
between H and H∗. In general, we will study homology with coefficients in H and
cohomology with coefficients in H∗.
Consider now the couple of bundles piF : (EF , BΓ(F)) → BΓ(F) with fiber the
couple of spaces (F , ∗). We can write Serre’s spectral sequence EF associated
to this couple of bundles, whose second page is
(
EF
)2
p,q
= Hp(BΓ(F);Hq(F , ∗)),
where homology with twisted coefficients is understood.
Since the only non-vanishing row in the second page is the row q = 1 (otherwise
Hq(F , ∗) = 0), the spectral sequence has already collapsed to its limit, which is the
homology of the couple (EF , BΓ(F)). Notice that for q = 1 the group H1(F , ∗) is
exactly H as a Γ(F)-module, and recall that (EF)2
p,q
converges to a subquotient
of Hp+q of the total space.
We get the following theorem, using also lemma 32
Theorem 34. The following isomorphisms hold
Hn(BΓ(F);H) ' Hn+1(EF , BΓ(F));
Hn(EF ) ' Hn(BΓ(F))⊕Hn−1(BΓ(F);H)
An analogous theorem holds for cohomology
Theorem 35. The following isomorphisms hold
Hn(BΓ(F);H∗) ' Hn+1(EF , BΓ(F));
Hn(EF ) ' Hn(BΓ(F))⊕Hn−1(BΓ(F);H∗)
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For any surface F , we now consider the vertical tangent bundle piT : ETF → EF
with fiber R2, associated to the F-bundle piF : EF → BΓ(F). We fix a Riemannian
metric on the vector bundle ETF
Definition 36. For a surface F , we denote by piU : EUF → EF the unitary vertical
tangent bundle, with fiber S1. By composition of bundle maps we get a bundle
piUF : EUF → BΓ(F) with fiber UF , the unitary tangent bundle of F .
Definition 37. Recall definition 31. Let σ be again the first labelled boundary
component of F . Then every fiber of EUF → BΓ(F) contains a copy of Uσ '
S1 unionsq S1. We define a global section sU : BΓ(F) → EUF by associating to each
point p ∈ BΓ(F) the unitary vector tangent to pi−1F (p) at the starting point of σ,
orthogonal to σ and pointing outwards.
By definition sU : BΓ(F)→ EUF is a lift of s : BΓ(F)→ EF through the S1-bundle
piU : EUF → EF , i.e., piU ◦ sU = s. If we see BΓ(F) also as a subspace of EUF ,
then piU becomes a map of couples (EUF , BΓ(F))→ (EF , BΓ(F)).
Here is a commutative diagram with all bundles and sections introduced so far.
EUF EF
BΓ(F)
...................................................................................................
.
piU
.....................................................................................................
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
....
piFs
.................................................................................................... .
..
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
.......
piUF
sU
2. Pulling back through a group homomorphism
For the rest of the chapter we suppose to have fixed a morphism of groups Ψ: βg →
Γ(F) with F orientable. Then all the constructions and results of the previous
section can be pulled back through Ψ.
We can make H into a βg-module Ψ∗H, by letting βg act through Ψ. In homology
there is an induced map Ψ∗ : H∗(βg; Ψ∗H)→ H∗(Γ(F);H), because by construction
the canonical map Ψ∗H → H is equivariant with respect to the actions of βg and
Γ(F) on Ψ∗H and H respectively. Similarly we can make H∗ into a βg-module
Ψ∗H∗; there is an induced map in cohomology Ψ∗ : H∗(Γ(F);H∗)→ H∗(βg; Ψ∗H∗).
Let now Ψ: Bβg → BΓ(F) denote also a classifying map for Ψ: we can pullback
along the map Ψ the bundle EF to Bβg, obtaining a F-bundle Ψ∗EF → Bβg,
endowed with a global section Ψ∗s. This global section gives a way too see Bβg as
embedded in Ψ∗EF . We have again a Serre’s spectral sequence in homology EΨ as-
sociated to this couple of bundles, whose second page
(
EΨ
)
p,q
= Hp (Bβg;Hq(F , ∗))
is nonzero only in the row q = 1, and again, on the row q = 1, we find the homo-
logy of Bβg with twisted coefficients in Ψ
∗H. An analogous argument works for
cohomology. This gives the following analogous of theorems 34 and 35.
Theorem 38. The following isomorphisms hold
Hn(Bβg; Ψ
∗H) = Hn+1(Ψ∗EF , Bβg);
2. PULLING BACK THROUGH A GROUP HOMOMORPHISM 21
Hn(Ψ
∗EF ) = Hn(Bβg)⊕Hn−1(Bβg; Ψ∗H)
Hn(Bβg; Ψ
∗H∗) = Hn+1(Ψ∗EF , Bβg);
Hn(Ψ∗EF ) = Hn(Bβg)⊕Hn−1(Bβg; Ψ∗H∗)
There is a canonical map Ψ: Ψ∗EF → EF that can be made into a map of couples
Ψ: (Ψ∗EF , Bβg)→ (EF , BΓ(F)): this is a map of couples of bundles over the map
Ψ: Bβg → BΓ(F). We get a map Ψ∗ between the second pages of the Serre’s spec-
tral sequences in homology associated to the two couples of bundles Ψ∗EF → Bβg
and EF → BΓ(F), and this map is exactly the desired map Ψ∗ : H∗(βg; Ψ∗H) →
H∗(Γ(F);H) on the row q = 1; however as the row q = 1 is equal to the limit
in both cases, the same map is also Ψ∗ : H∗(Ψ∗EF , Bβg) → H∗(EF , BΓ(F)). A
similar argument works for the natural map Ψ∗ : H∗(Γ(F);H∗) → H∗(βg; Ψ∗H∗),
which corresponds to the map Ψ∗ : H∗(EF , BΓ(F))→ H∗(Ψ∗EF , Bβg).
We also have the following commutative diagrams of split short exact sequences of
abelian groups, coming from naturality of the long exact sequences, respectively in
homology
0 −→ Hn(Bβg) −→ Hn(Ψ∗EF ) −→ Hn(Ψ∗EF , Bβg) −→ 0
Ψ∗
y Ψ∗y Ψ∗y
0 −→ Hn(BΓ(F)) −→ Hn(EF ) −→ Hn(EF , BΓ(F)) −→ 0;
and in cohomology
0 −→ Hn(BΓ(F)) −→ Hn(EF ) −→ Hn(EF , BΓ(F)) −→ 0
Ψ∗
y Ψ∗y Ψ∗y
0 −→ Hn(Bβg) −→ Hn(Ψ∗EF ) −→ Hn(Ψ∗EF , Bβg) −→ 0.
In both cases the middle vertical map is the direct sum of the left and the right
vertical maps.
We can also pullback through Ψ the bundles EUF . We get the following commuta-
tive diagram
EUF
EF
BΓ(F)
Ψ∗EUF
Ψ∗EF
Bβg
...................................................................................
.
piU
....
....
....
....
....
....
....
....
.
....
.................................
....
piF
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
.......
.......................................................................
..
Ψ∗piU
..........................
....
....
....
....
....
....
....
......
Ψ∗piF
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
.......
...................................................................................................................................................................
.Ψ
.........................................................................................................................................................................
.
Ψ
......................................................................................................................................................................
.Ψ
We can use the global sections of bundles in the above diagram to see Bβg and
BΓ(F) as subspaces of their respective bundles. We get the following commutative
diagram, in which all maps are maps of couples of spaces
(EUF , BΓ(F))
(EF , BΓ(F))
(Ψ∗EUF , Bβg)
(Ψ∗EF , Bβg)
..........................
....
piU
..........................
....
Ψ∗piU
.....................................................................................................................
.Ψ
.............................................................................................................................
.Ψ
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Recall that, by theorems 34, 35 and 38, the bottom horizontal map corresponds
in homology to the map Ψ∗ : H∗ (βg; Ψ∗H)→ H∗ (Γ(F);H), and in cohomology to
the map Ψ∗ : H∗ (Γ(F);H∗)→ H∗ (βg; Ψ∗H∗).
3. Classical results
We state two famous results, which we do not prove. The first is an interpretation
of EUF as a classifying space of some mapping class group, in the orientable case
Definition 39. Let F be a surface and σ be its first labelled boundary component.
We sew a pair of pants Σ0,3 to F , along σ and the first boundary component of
Σ0,3, obtaining a surface F ′.
There is an induced stabilisation map α : Γ(F) → Γ(F ′): we extend a diffeomor-
phism of F to a diffeomorphism of F ′ through the identity map of Σ0,3.
If we further sew a disk Σ0,1 to F ′, along the second boundary component of Σ0,3,
we get a surface F ′′.
Thus we get a map α′ : Γ(F ′)→ Γ(F ′′) by extending each diffeomorphism of F ′ to
a diffeomorphism of F ′′ through the identity of the disk.
The surface F ′′ is isomorphic to F , as it is F sewn along σ to a cylinder Σ0,2, and
the composition α′ ◦ α : Γ(F)→ Γ(F ′′) is an isomorphism.
Theorem 40. Let F be an orientable surface. The space EUF is a classifying
space for Γ(F ′); the map sU : BΓ(F) → EUF is a classifying map for α; the map
piUF : EUF → BΓ(F) is a classifying map for α′.
The second result is (co)homology stability for mapping class groups of orientable
surfaces. The case with only labelled boundary components was proved by Harer
and Ivanov (see [10], [11]) and was enhanced by Boldsen and Randal-Williams
(see [7] and [15]) to a better range. In [5] Bo¨digheimer and Tillmann generalize
these results to the case with unlabelled, parametrised boundary components.
Theorem 41. Let g be the genus of an orientable surface F ; then α∗ : Hn(Γ(F))→
Hn(Γ((F ′)) is an isomorphism for n ≤ 23g, and α∗ : Hn(Γ(F ′))→ Hn(Γ(F)) is an
isomorphism in the same range of degrees.
As straightforward corollaries of these two theorems we get the following triviality
results for (co)homology groups
Corollary 42. Let g be the genus of an orientable surface F ; then the homology
groups Hn (EUF , BΓ(F)) and the cohomology groups Hn (EUF , BΓ(F)) are trivial
for n ≤ 23g.
4. Vertical vector fields
Suppose now that Ψ: βg → Γ(F) is a morphism of groups, and F is orientable.
Consider the commutative diagram at the end of section 2, and suppose that the
map of couples
Ψ∗piU : (Ψ∗EUF , Bβg)→ (Ψ∗EF , Bβg)
admits a section (which is still a map of couples)
w : (Ψ∗EF , Bβg)→ (Ψ∗EUF , Bβg)
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Then the bottom horizontal map Ψ: (Ψ∗EF , Bβg)→ (EF , BΓ(F)) can be written
as a composition of maps, passing through the couple (EUF , BΓ(F)), as in the
following diagram
(EUF , BΓ(F))
(EF , BΓ(F))
(Ψ∗EUF , Bβg)
(Ψ∗EF , Bβg)
..........................
....
piU
...
...
...
...
...
...
........
w
.....................................................................................................................
.Ψ
.............................................................................................................................
.Ψ
By corollary 42 the couple (EUF , BΓ(F)) has trivial (co)homology groups in the
stable range, so we get the following theorem
Theorem 43. Let Ψ: βg → Γ(F) be a morphism of groups, where F is an orientable
surface of genus g. Suppose that the map Ψ∗piU : (Ψ∗EUF , Bβg) → (Ψ∗EF , Bβg)
constructed above has a section w in the category of couples of spaces. Then for
0 ≤ n ≤ 23g − 1 the following maps are trivial
Ψ∗ : Hn(βg; Ψ∗H)→ Hn(Γ(F);H)
Ψ∗ : Hn(Γ(F);H∗)→ Hn(βg; Ψ∗H∗)
We remark that such a map w is a global, unit, vertical vector field over the F-
bundle Ψ∗piF : Ψ∗EF → Bβg, i.e. w associates to every point p ∈ Ψ∗EF a unit vec-
tor tangent at p to the F-fibre containing p; moreover this vector field must extend
the vector field Ψ∗sU , which is defined only on the subspace Bβg = Ψ∗s(Bβg) ⊂
Ψ∗EF .
5. Generalised Morita-Mumford classes
In this section we assume that F is an orientable surface with only one boundary
component, so that H and H∗ are isomorphic Γ(F)-modules.
As we will see, theorem 43 has some consequences also in the study of the behaviour
of the map Ψ: βg → Γ(F) in cohomology with twisted coefficients in the exterior
algebra Λ∗H.
We recall briefly from [13, Kawazumi] the definition of the generalised Morita-
Mumford classes mi,j ∈ H2i+j−1(Γg,1; ΛjH).
First, we remark that, using the section s : BΓ(F) → EF we get a presentation
pi1(F) = pi1(F)o Γ(F), where the action of Γ(F) on pi1(F) is the standard one.
The space EF has a subspace ∂EF formed by all boundary components of fibers;
this is actually a subbundle of EF over BΓ(F), fibering trivially with fiber S1.
Consider the bundle piF : EF → BΓ(F): we pullback the system of coefficients H
to the space EF through the map piF , getting a system of coefficients pi∗FH that,
by abuse of notation, we still call H.
Kawazumi introduces a cohomology class ωl ∈ H1(EF , ∂EF ;H); this can be de-
scribed as a map pi(EF ) → H satisfying the cocycle condition and vanishing over
pi1(∂EF ): using the presentation above, we define ωl(hθ) = [h] ∈ H1(F) = H for
h ∈ pi1(F) and θ ∈ Γ(F).
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We check that ωl is a cocycle: given h1θ1 and h2θ2 in pi1(F)o Γ(F), we have
ωl(h1θ1h2θ2) = ωl(h1(θ1h2θ
−1
1 )θ1θ2)
= [h1θ1h2θ
−1
1 ]
= [h1] + θ1[h2]
= ωl(h1θ1) + (h1θ1)ωl(h2θ2)
Moreover the restriction of ωl to pi1(∂EF ) = pi1(∂F) × Γ(F) is zero because the
fundamental class of ∂(F) is zero in H = H1(F).
Recall definition 37 and consider the unit vertical tangent bundle piU : EUF → EF :
the section sU : BΓ(F) = s(BΓ(F)) → EUF can be extended in a canonical way
to a section ∂EF → EUF , that we still call sU : we assign to any point p ∈ ∂EF
the unit tangent vector tangent at p to the F-fiber to which p belongs, pointing
outwards in the fiber.
The orientable S1-bundle piU : EUF → EF with chosen section sU over ∂EF has an
associated Euler class e ∈ H2(EF , ∂EF ).
Now we recall that the couple of bundles (EF , ∂EF ) → BΓ(F) has fiber (F , ∂F),
and the cohomology of the fiber in dimension 2 is Z, whereas in higher dimension
is zero. The action of Γ(F) = pi1(BΓ(F)) on H2(F , ∂F) is trivial, therefore it is
possible to define, for any Γ(F)-module M , a Gysin map
(piF )! : H∗(EF , ∂EF ;pi∗FM)→ H∗−2(Γ(F);M).
In particular, using the standard cup product, we can consider classes eiωkl ∈
H2i+j(EF , ∂EF ; ΛjH) and map them to some classes
mi,j = (piF )!(eiω
j
l ) ∈ H2i+j−2(Γ(F); ΛjH)
and these are by definition the generalised Morita-Mumford classes.
By naturality of the cup product and of the Gysin map we can obtain the classes
Ψ∗ (mi,j) ∈ H2i+j−2
(
βg; Ψ
∗ΛjH) as follows: first we pullback classes e and ωl to
classes Ψ∗(e) ∈ H2 (Ψ∗EF ,Ψ∗∂EF ) and Ψ∗ (ωl) ∈ H1 (Ψ∗EF ,Ψ∗∂EF ; Ψ∗H); then
we use the cup-product on the couple of spaces (Ψ∗EF ,Ψ∗∂EF ) to recover the
classes Ψ∗
(
eiωjl
)
∈ H2i+j (Ψ∗EF ,Ψ∗∂EF ; ΛjH); then we use the Gysin map for
the couple of bundles (Ψ∗EF ,Ψ∗∂EF )→ Bβg to recover the classes Ψ∗ (mi,j).
We are now ready to prove the following theorem
Theorem 44. Let Ψ: βg → Γ(F) be a morphism of groups, where F is an orientable
surface with one boundary component. Suppose that there is a global, unit, vertical
vector field on the F-bundle Ψ∗EF → Bβg (this vector field is not required to extend
any vector field defined on a subspace of Ψ∗EF).
Then for all i+j ≥ 2 and i ≥ 1 the generalised Morita-Mumford classes mi,j vanish
under the natural map
Ψ∗ : H2i+j−2(Γ(F); ΛjH)→ H2i+j−2(βg; Ψ∗ΛjH)
Proof. We can choose a suitable η ∈ H2i+j−2(Ψ∗EF ,Ψ∗∂EF ; Ψ∗ΛjH) such
that Ψ∗
(
eiωjl
)
= Ψ∗(e) ·η. The crucial remark is the following fact: given a couple
of spaces (X,Y ) and two systems of coefficients M1,M2 over X, there is a well
defined cup product
Hn(X;M1)⊗Hn(X,Y ;M2) ∪→ Hm+n(X,Y ;M1 ⊗M2),
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Moreover we have a commutative diagram, where ι : Hm(X,Y ;M1)→ Hm(X;M1)
denotes the natural map appearing in the long exact sequence of the couple (X,Y ):
Hn(X,Y ;M1)⊗Hn(X,Y ;M2) ∪−−−−→ Hm+n(X,Y ;M1 ⊗M2)
ι⊗Id
y ∥∥∥
Hn(X;M1)⊗Hn(X,Y ;M2) ∪−−−−→ Hm+n(X,Y ;M1 ⊗M2)
If we apply this fact to the case X = Ψ∗EF , Y = Ψ∗∂EF , m = 2, n = 2i + j − 2,
M1 = Z, M2 = Ψ∗ΛjH, we get that Ψ∗(e) · η = ι (Ψ∗(e)) · η.
But our assumption on the bundle Ψ∗EUF → Ψ∗EF implies that ι(e) = 0; in other
words, the bundle Ψ∗EUF → Ψ∗EF has global sections, even if there might be no
global section extending Ψ∗sU : Ψ∗∂EF → EUF .
Therefore Ψ∗
(
eiωjl
)
= 0, and as a consequence also its image under the Gysin map
Ψ∗ (mi,j) = (Ψ∗piF )!
(
Ψ∗
(
eiωjl
))
vanishes. 
We remark that for i = 1 and j = 0 we recover a multiple of the generator of
H0(Γ(F)), and this class doesn’t vanish; conversely for j = 0, 1 and i = 0 the class
mi,j is already zero, since it is in negative degree.
Therefore the only generalised Morita-Mumford classes for which theorem 44 doesn’t
give an answer are m0,j for j ≥ 2.

CHAPTER 3
Geometric embeddings
In this chapter we will study a particular family of embeddings of the braid groups
into the mapping class groups. These embeddings were called geometric by Wajn-
ryb, and are characterised by the fact that the standard generators of the braid
group (see definition 5) are mapped to Dehn twists.
In [22] Wajnryb gives an explicit, finite presentation of the group Γg,1, whose
generators are suitable Dehn twists bi for i = 1, 2, ai for 1 ≤ i ≤ g and ei for
1 ≤ i ≤ g − 1.
It turns out that the sequence of 2g Dehn twists b1, a1, e1, a2, e2, a3, . . . , eg−1, ag is
the one used to define the geometric embedding φ : β2g+1 → Γg,1; in particular the
image of φ is generated by these Dehn twists. The relations of Wajnryb’s presenta-
tion are those of the braid group φ(β2g+1), plus three other relations involving also
b2. The braid group φ(β2g+1) is therefore an approximation of the mapping class
group Γg,1, and one can ask how good this approximation is in homology.
It was proved by Song and Tillmann in [18] that the embedding φ is trivial in
reduced (co)homology with constant coefficients in a suitable stable range; a simpler
proof has then been presented by Segal and Tillmann in [17]. We will now show
that the same result holds also for (co)homology with twisted coefficients in H (in
H∗), and our technique will point out an important feature of the braid group
βg = φ(βg): the existence of a nevervanishing and βg-homotopy-invariant vector
field over Fφg (see the next section for all definitions).
1. Definitions
We will give the standard definition of the geometric embeddings of the braid group
βg, and from [17] we will recall an useful description of the induced surface bundle
over Bβg.
Definition 45. Let g ≥ 1. We start with a disk Σ0,1 and choose points xi and yi
on its boundary, for 1 ≤ i ≤ g−1, such that starting from x1 and moving clockwise,
they are ordered in the following way:
x1, x2, y1, x3, y2, x4, y3, . . . , xg−1, yg−2, yg−1.
We choose segments γi joining xi to yi inside the disk, in such a way that γi and
γj are disjoint for |i− j| ≥ 2, whereas γi intersects γi+1 transversely in exactly one
point for all 1 ≤ i ≤ g − 2.
We attach a 1-handle Hi to the disk along two small segments of the boundary,
about xi and yi, in order to obtain an orientable surface that we call Fφg . We extend
the orientation of the disk to Fφg , and extend each γi to a simple closed curve γ˜i
along the core of Hi. We fix a parametrisation of the boundary components of Fφg
and state that they are labelled.
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Figure 1. This picture shows the action of β6 on Σ2,2. The latter
surface is obtained attaching 5 one-handles to a disk; the standard
generators of β6 are mapped to Dehn twists about the five dashed
curves.
We define a morphism of groups φ : βg → Γ(Fφg ) by mapping the standard generator
hi ∈ βg to the Dehn twist Dγ˜i about the curve γ˜i.
The previous is a well-defined morphism of groups in virtue of the following well-
known lemma
Lemma 46. Let γ and γ′ be simple, closed curves in an oriented surface F .
• If γ and γ′ are disjoint, then DγDγ′ = Dγ′Dγ in Γ(F).
• If γ and γ′ meet transversely in one point, then DγDγ′Dγ = Dγ′DγDγ′
in Γ(F).
It is easy to check that Fφ2g ' Σg−1,2 and Fφ2g+1 ' Σg,1. It has been proved by
Birman and Hilden (see [3], [4]) that φ is an embedding of groups in both cases.
The morphism φ can also be defined in another, geometric way (hence the name of
geometric embedding)
Definition 47. We define PC
√
(1),g to be the set of points p = (x, z1, . . . , zg, y) ∈
D × D˚g × C satisfying zi 6= zj for i 6= j and y2 =
∏g
i=1(x − zi). This space is a
smooth, non-compact, complex manifold with boundary. The group Sg acts freely
on PC
√
(1),g by permuting the zi-coordinates. The quotient is the space C
√
(1),g, which
is also a smooth, non-compact, complex manifold with boundary.
Hence a point in C
√
(1),g is the set of the following data:
• a set of g unordered, distinct black points in D˚;
• a red point x ∈ D;
• a complex number y satisfying y2 = ∏gi=1(x− zi).
Notice that the red point x may coincide with one of the black points, or may lie
on the boundary of D.
There is a bundle map r : C
√
(1),g → Cg that forgets the red point x and the complex
number y. The fiber over q = {z1, . . . , zg} ∈ Cg is the zero locus in D × C of the
equation y2 =
∏g
i=1(x − zi). This is a smooth complex 2-manifold diffeomorphic
to Fφg : the complex structure gives an orientation to r−1(q).
To get a Fφg -bundle we only need to label and parametrise, continuously in q ∈ Cg,
the boundary components of the fibers.
For any q = {z1, . . . , zg} ∈ Cg one can consider the equation y2 =
∏g
i=1(1 − tzi),
where t varies in [0, 1]. If t = 1 the two values of y give rise to two points p1, p2 ∈
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∂
(
r−1(q)
)
(we put x = 1); if t = 0 the two values of y are ±1. As ∏gi=1(1− tzi) 6= 0
for all t, the two values of y are always different and change continuously while t
ranges from 0 to 1. This gives a way to match with +1 one of p1, p2, say p1, and
to −1 the other, p2. Notice that all this construction is continuous in q ∈ Cg.
For g even, ∂
(
r−1(q)
)
has two components: one contains p1 and is the first boun-
dary component, the other contains p2 and is the second. Both components are
parametrised by x ∈ S1.
For g odd, ∂
(
r−1(q)
)
has only one component, so labelling is not a problem. To
parametrise this boundary component, we want to use the parameter
√
x ∈ S1:
this gives rise to two parametrisations, and we choose the one in which p1 ∈ r−1(q)
is the starting point.
The Fφg -bundle r : C
√
(1),g → Cg is classified by some map Cg → BDiff(Fφg ) '
BΓ(Fφg ), and this map also classifies the morphism φ: a proof of this fact can be
found in [17],
A generalisation of φ, for n ≥ 3, could be the following: we consider the surface
bundle over Cg that assigns to each point p = {z1, . . . , zg} ∈ Cg the zero locus in
D ×C of the equation yn = ∏gi=1(x− zi), which is some complex (hence oriented)
surface F = Fφng ; boundary components can be labelled and parametrised in a
similar way as in the case n = 2. There is a map φn : Cg → BΓ(F) that classifies this
bundle, and φn classifies also some morphism of groups that we still call φn : βg →
Γ(F).
2. Vertical vector fields for geometric embeddings
In this section we prove the existence of vertical vector fields for the geometric
embeddings; this fact, together with theorem 43, will imply that the geometric
embeddings induce the trivial map in stable (co)homology with coefficients in H
(in H∗):
Theorem 48. The Fφg -bundle φ∗EFφg → Bβg admits a global vertical, unit vector
field w : φ∗EFφg → φ∗EUFφg , such that, when restricted to Bβg = φ∗s(Bβg) ⊂
φ∗EFφg , w is equal to φ
∗sU .
Proof. Recall that the bundle φ∗EFφg → Bβg is homotopy equivalent to the
bundle r : C
√
(1),g → Cg; so we reduce our problem to finding a suitable vector field
on the complex manifold C
√
(1),g.
Recall that C
√
(1),g is obtained as a quotient of PC
√
(1),g by the action of Sg. The Fφg -
bundle map r : C
√
(1),g → Cg can be enhanced to a Fφg -bundle map Pr : PC
√
(1),g →
PCg: given a configuration of g ordered, distinct points z1, . . . zg ∈ D˚, a red point
x ∈ D and a complex number y satisfying y2 = ∏gi=1(x − zi), we forget x and y,
and keep track only of the ordered sequence of the zi’s.
So we can equivalently look for a Sg-equivariant, vertical unit vector field on
PC
√
(1),g. This last space is basically defined as the smooth part of the zero lo-
cus in D × D˚g × C of the holomorphic function y2 −∏gi=1(x− zi).
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Consider the following holomorphic vector field w, defined on the whole D×D˚g×C:
w(x, z1, . . . , zg, y) =
(
∂
∂x
g∏
i=1
(x− zi)
)
d
dy
+ 2y
d
dx
Our aim is to check that, restricted to PC
√
(1),g, w is a Sg-equivariant, never-
vanishing, vertical with respect to Pr, vector field tangent to PC
√
(1),g; then we
will use the canonical isomorphism between holomorphic vector fields and real vec-
tor fields, together with a renormalisation, to get a real, vertical, unit vector field
on C
√
(1),g.
When we say that w is holomorphic, we mean that it is a smooth complex vector
field obtained on every point as linear combination of ddx ,
d
dzi
’s and ddy , without
any antiholomorphic terms of the form ddx¯ ,
d
dz¯i
’s or ddy¯ .
First, we have to check that for any point p ∈ PC
√
(1),g the vector field w is actually
tangent to PC
√
(1),g: it is enough to check that the differential of the function y
2 −∏g
i=1(x− zi) vanishes on w, and this is a straightforward computation.
Second, we have to check that this vector field doesn’t vanish on points of PC
√
(1),g.
Suppose instead that p = (x, z1, . . . , zg, y) is a point of PC
√
(1),g, and w(p) = 0.
Then, using the formula above, the coefficient 2y of ddx must vanish, yielding y = 0.
Hence
∏g
i=1(x− zi) = 0, because y2 −
∏g
i=1(x− zi) = 0 as p ∈ PC
√
(1),g; so x = zj
for exactly one 1 ≤ j ≤ g, using that zi’s are all distinct. We also have that
the coefficient of ddy , which is
∂
∂x
∏g
i=1(x− zi), must vanish; using Leibnitz rule to
compute the derivative, however, we get g terms, g − 1 of which contain a factor
(x − zj) and therefore vanish, whereas one of which is
∏g
i=1,i6=j(x − zi) 6= 0, and
this is a contraddiction.
Third, we have to check that w is vertical with respect to Pr, but this is obvious
as the map Pr forgets the coordinates x and y, and w is a linear combination of
d
dx and
d
dy , so DPr(w) = 0.
Fourth, we have to check that w is Sg-equivariant on PC
√
(1),g, and this is also
evident as the definition of w uses symmetrically the variables zi’s.
There is therefore an induced global, vertical, unit vector field also on C
√
(1),g, that
we still call w. To conclude we need to show that w, when restricted to Cg =
s(Cg) ⊂ C
√
(1),g, is homotopic to sU : if we do it we can perturb w on C
√
(1),g to get a
new vector field that, restricted to Cg, is equal to φ
∗sU .
Recall now the construction used to parametrise and label boundary components
of fibers of r : C
√
(1),g → Cg. We define a section s√ : Cg → C
√
(1),g, corresponding, in
our model, to φ∗s : Bβg → φ∗EFφg .
We consider the homotopy Cg×[0, 1]→ C∗ given by the formula ({z1, . . . , zg} , t) 7→∏g
i=1(1 − tzi); at time t = 0 we have the constant function 1 over Cg; there is a
unique square root of the homotopy y˜ : Cg× [0, 1]→ C∗ such that y˜0 is the constant
function 1 over Cg. The section s√ : Cg → C
√
(1),g is then defined as p 7→ (1, p, y˜1(p))
for p ∈ Cg.
3. UNSTABLE RESULTS 31
We can define a homotopy of vertical vector fields on Cg = s√(Cg) by the formula
wt(p) =
1
y˜t(p)
w(p)
Notice that for all t the vector field wt is still vertically tangent to C
√
(1),g; moreover
w0 = w|Cg , and the coefficient of ddx in w1 is constantly equal to 2 (and 2 is, in
particular, a complex number with positive real part). Therefore the vector field
w1 corresponds to a real vector field on Cg = s(Cg), such that for all p ∈ Cg,
the vector w1(p) points outwards in the fiber r
−1(p). An application of Graham-
Schmidt method gives the final homotopy between w1 and sU . 
Using theorem 43 we get the following corollaries
Corollary 49. Let G denote the genus of Fφg . For 0 ≤ n ≤ 23G− 1 the following
map is trivial
φ∗ : Hn(βg;φ∗H)→ Hn(Γ(Fφg );H)
Using theorem 44 we get the following corollary:
Corollary 50. Let g be odd and let mi,j ∈ H2i+j−2(Γ(Fφg ); ΛjH) be the gener-
alised Morita-Mumford class. For all i+ j ≥ 2 and i ≥ 1 we have φ∗(mi,j) = 0 as
a class in H2i+j−2(βg,Λjφ∗H).
All the results of this section generalise to maps φn, but we won’t write the details.
3. Unstable results
In this section we study more carefully how non-trivial are the groups Hn(βg;φ
∗H)
themselves. We will prove the following theorem:
Theorem 51. For g odd and all n, the groups Hn(βg;φ
∗H) are 4-torsion.
We can get the same result, for g even, in a suitable stable range. In [16] Wahl and
Randal-Williams prove homology stability for a large family of sequences of groups
G0 → G1 → G2 → . . . , both with constant and with twisted coefficients.
The setup includes the sequence of braid groups with standard inclusions β0 →
β1 → β2 → . . . ; a system of coefficients on this sequence is required to give a
βg-module Fg for all g ≥ 0, together with suitable maps relating the modules Fg
for different g’s. The general setup includes the following case, which is the one we
will need.
Theorem 52. Let β = unionsqg≥0βg denote the braided monoidal groupoid, which is in
particular a monoidal category. A system of coefficients for β is a functor F : β →
ZMod of monoidal categories. The data required for such a functor are:
• A βg-module Fg for all g ≥ 0;
• Maps ιg,h : Fg ⊕ Fh → Fg+h for all g, h ≥ 0, such that ιg,h is βg × βh-
equivariant, where βg × βh ⊂ βg+h is the standard inclusion giving the
monoidal structure on β, and βg × βh acts on Fg ⊕ Fh by projection on
the two components; moreover for all g, h, l ≥ 0 we require that there is a
unique map
ιg,h,l = ιg,h+l ◦ (IdFg ⊕ιh,l) = ιg+h,l ◦ (ιg,h ⊕ IdFl) : Fg ⊕ Fh ⊕ Fl → Fg+h+l
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Let F be a system of coefficients over β and suppose that the following conditions
hold (technically, we say that F has degree 1):
• ιg,h is injective for all g, h ≥ 0;
• The action of βg on Fg+1/Fg is trivial, where βg ⊂ β1 × βg ⊂ βg+1 and
Fg ⊂ F1 ⊕ Fg ι1,g→ Fg+1 is a βg-invariant submodule;
• The right vertical map of this diagram is an isomorphism for all g ≥ 0:
Fg
ι1,g◦(0⊕IdFg )−−−−−−−−−→ Fg+1 −−−−→ Fg+1/Fg
ιg,1◦(IdFg ⊕0)
y ιg+1,1◦(IdFg+1 ⊕0)y y
Fg+1
ι1,g+1◦(0⊕IdFg+1 )−−−−−−−−−−−−→ Fg+2 −−−−→ Fg+2/Fg+1
Then the map Hn(βg;Fg) → Hn(βg+1;Fg+1) induced by the inclusions βg ⊂ βg ×
β1 ⊂ βg+1 and Fg ⊂ Fg ⊕ F1 ιg,1→ Fg+1 is an epimorphism for n ≤ g/2 − 1 an
isomorphism for n ≤ g/2− 2.
In our case Fg = φ
∗HFφg = H1(Fφg ), and maps H1(Fφg ) → H1(F
φ
g+1) are induced
by the inclusion Fφg ⊂ Fφg+1 given by attaching a 1-handle Hg (see definition 45).
The surface Fφg+h can alternatively be obtained from the surfaces Fφg and Fφh by
attaching them along the boundary and then adding a 1-handle in a suitable way
(this 1-handle corresponds to Hg ⊂ Fφg+h). The two factors of βg × βh ⊆ βg+1 act
respectively on Fφg ,Fφh , leaving the boundary and the 1-handle Hg fixed.
In homology we get an injection ιg,h : H1(Fφg )⊕H1(Fφh )→ H1(Fφg+h).
Finally, for g = 1, the surface Fφh+1 is obtained from Fh just by attaching a 1-handle
H1, so the quotient H1(Fφh+1)/H1(Fφh ) is isomorphic to Z with a trivial βh-action,
for all h ≥ 0. It is immediate to check also the last condition, that is, the sequence
Fg+1/Fg ' Z gives a constant coefficient system over β.
Therefore from theorems 51 and 52 we get the following corollary
Corollary 53. Let g be even; then for n ≤ g/2 − 2 the group Hn(βg;φ∗H) is
4-torsion.
Proof. Let n ≤ g/2 − 2 < (g − 1)/2 − 1. Then the map Hn(βg−1;φ∗H) →
Hn(βg;φ
∗H) is an epimorphism, and the first group is 4-torsion. 
The rest of this section is devoted to the proof of theorem 51.
On C
√
(1),g we have a holomorphic function y, whose zero locus is a smooth subman-
ifold: as we have already seen while constructing the vector field w in the previous
section, on every point p ∈ C
√
(1),g such that y = 0 there is a tangent vector w(p)
whose ddy -component is non-zero; so the zero locus of y is smooth in C
√
(1),g.
Moreover it coincides with the zero locus of y2 =
∏g
i=1(x−zi), so it contains points
in C1,(g) for which x = zi for some zi: the zero locus of y is therefore diffeomorphic
to C1,g−1.
For g = 0 the function y never vanishes, so its zero locus is empty; by definition
C1,−1 is also the empty space.
As this embedded C1,g−1 is the zero locus of a global homolorphic function, its
normal bundle inside C
√
(1),g must be trivial.
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Definition 54. The space C
√
1,g is the open subspace of configurations in C
√
(1),g in
which the red point x is distinguished from all black points and doesn’t lie in ∂D.
The disjoint union of C1,g−1 and C
√
1,g is homotopy equivalent to the whole space
C
√
(1),g, as it is the interior of this manifold with boundary.
Let N be a small tubular neighborhood of C1,g−1 in C
√
(1),g, and let M be the
closure of its complement in C
√
(1),g. Then M is homotopy equivalent to C
√
1,g, while
∂N = M ∩ N is homotopy equivalent to C1,g−1 × S1. Moreover, M contains the
subspace Cg = s(Cg) ⊂ C
√
(1),g. We have a Mayer-Vietoris sequence
· · · → Hn (∂N)→ Hn (N)⊕Hn (M,Cg)→
→ Hn
(
C
√
(1),g, Cg
)
→ . . .
that becomes, after substitutions of homotopy equivalent spaces and an application
of the Kunneth formula to the homology of C1,g−1 × S1, the following long exact
sequence, that we state as a lemma
Lemma 55. There is a Mayer-Vietoris homology long exact sequence
· · · → Hn (C1,g−1)⊕Hn−1 (C1,g−1)⊗H1(S1) ι→
ι→ Hn (C1,g−1)⊕Hn
(
C
√
1,g, Cg
)
→ Hn
(
C
√
(1),g, Cg
)
→ . . .
Our goal is to get information about the homology of C
√
(1),g by knowing the other
homologies and the behaviour of the maps in the previous sequence. In particular
we need some results about the space C
√
1,g.
There is a forgetful map Sq: C
√
1,g → C1,g that forgets the complex number y of a
configuration. This is a double covering, so C
√
1,g is a classifying space for a subgroup
of index 2 of β1,g, that we may call β
√
1,g. Roughly speaking, this is the subgroup
of loops of configurations in C1,g such that, overall, the black points spin an even
number of times around the red point.
The 2-covering Sq: C
√
1,g → C1,g has a nontrivial deck transformation ε : C
√
1,g →
C
√
1,g.
Lemma 56. If g is odd, then ε is homotopic to the identity.
Proof. We define a map Hε : C1,g × [0, 1] → C1,g: given a configuration p ∈
C1,g and a number t ∈ [0, 1], we map (p, t) 7→ e2piit · p, that is, we rotate the
configuration p by an angle 2pit counterclockwise. Thus Hε is an homotopy from
the identity of C1,g to itself.
We can now lift this homotopy to an homotopy H˜ε : C
√
1,g × [0, 1] → C
√
1,g, starting
from the identity of C
√
1,g at time t = 0. At time t = 1 any point p ∈ C
√
1,g is mapped
to a point p′ lying over the same point of C1,g, i.e., Sq(p) = Sq(p′). The complex
number y associated to p is multiplied by e2piigt/2 at time t, during the homotopy
H˜ε, since its square is multiplied by e
2piigt. So at time t = 1, the value of y has
been multiplied by e2piig/2 = −1, i.e., p′ = ε(p). 
We get the following corollary
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Corollary 57. If g is odd, the map Sq∗ : H∗
(
C
√
1,g
)
→ H∗ (C1,g) has the following
properties:
• every element in the kernel of Sq∗ has order 2 in H∗
(
C
√
1,g
)
;
• every element of the form 2c with c ∈ H∗ (C1,g) is in the image of Sq∗.
Proof. We know that ε∗ is the identity map on H∗
(
C
√
1,g
)
, by lemma 56.
Let Sq! : H∗ (C1,g)→ H∗
(
C
√
1,g
)
be the transfer homomorphism. Then Sq∗ ◦ Sq! is
multiplication by 2, and Sq! ◦ Sq∗ is the sum of the identity and ε∗, so it is also
multiplication by 2. The result follows immediately. 
It is evident from the proof that the map Sq! : Hn(C1,g)→ Hn(C
√
1,g) has the same
two properties, with the roles of Hn(C1,g) and Hn(C
√
1,g) interchanged.
The global section s : Cg → C1,g can be lift to a section s : Cg → C
√
1,g, with the
same argument used to define the section s√ : Cg → C
√
(1),g. Then Sq induces a map
of split short exact sequences
Hn(Cg)
s−−−−→ Hn(C
√
1,g) −−−−→ Hn(C
√
1,g, Cg)∥∥∥ Sq∗y Sq∗y
Hn(Cg)
s−−−−→ Hn(C1,g) −−−−→ Hn(C1,g, Cg)
and the statement of corollary 57 applies also to the right vertical map Sq∗.
The following lemma analyses the behaviour of the map ι appearing in the Mayer-
Vietoris sequence of lemma 55
Lemma 58. Let g be odd, and let ι be the map in the Mayer Vietoris sequence of
lemma 55. We consider the restriction of ι to the two summands of its domain,
and its projection to the two summands of its codomain:
• ι induces an isomorphism Hn(C1,g−1)→ Hn(C1,g−1);
• ι induces the zero map Hn−1(C1,g−1)⊗H1(S1)→ Hn(C1,g−1);
• ι induces the following map Hn−1(C1,g−1) ⊗ H1(S1) → Hn(C
√
1,g) (see
chapter 1, section 2):
Hn−1(C1,g−1)⊗H1(S1) µ∗−−−−→ Hn(C1,g) Sq
!
−−−−→ Hn(C
√
1,g) −−−−→ Hn(C
√
1,g, Cg)
Proof. The first two points of the statement come from the behaviour of the
map ι : Hn(C1,g−1 × S1)→ Hn(C1,g−1 ×D) on Kunneth summands.
Here (C1,g−1 × S1) is ∂N , where N is a tubular neighborhood of C1,g−1 in C
√
(1),g.
Notice that the map Sq: C
√
1,g → C1,g extends to a map (which is no longer a
covering) Sq: C
√
(1),g → Cg × D: this map is still the one that forgets y. We can
choose a tubular neighborhood N ′ of C1,g−1 in Cg ×D and take N = Sq−1(N ′) as
tubular neighborhood of C1,g−1 in C
√
(1),g.
The map Sq: ∂N → ∂N ′ is a double covering, and it respects the bundle maps
piN : ∂N → C1,g−1 and piN ′ : ∂N ′ → C1,g−1; these are trivial S1 bundles, so using for
both the fundamental class of the fiber S1, we get Gysin maps pi!N : Hn−1(C1,,g−1)→
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Hn(∂N) and pi
!
N ′ : Hn−1(C1,g−1) → Hn(∂N ′), and the relation piN ! = Sq! ◦pi!N ′
holds.
The map µ∗ : Hn−1(C1,g−1) ⊗H1(S1) → Hn(C1,g) can be identified with the map
pi!N ′ , via the inclusion ∂N
′ ⊂ C1,g; our map ι : Hn−1(C1,g−1) → Hn(C
√
1,g) instead
corresponds to pi!N via the inclusion ∂N ⊂ C
√
1,g, followed by relativisation with
respect to Cg = s(Cg) ⊂ C
√
1,g. 
We are now ready to prove theorem 51. We pick any class a ∈ Hn(C
√
(1),g, Cg), and
map it to Hn−1(∂N) along the long exact sequence of lemma 55; we get some class
b+ c, where b ∈ Hn−1(C1,g−1) and c ∈ Hn−2(C1,g−1)⊗H1(S1). Then ι(b+ c) must
be zero, hence its first component, lying in Hn−1(C1,g−1), must be zero; therefore
b = 0 by the first two points of lemma 58.
Similarly ι(c) = 0, so also Sq∗ ◦ι(c) = 0 ∈ Hn−1(C1,g); by the third point of lemma
58 this is equal to the image of c under the map
Hn−2(C1,g−1)⊗H1(S1) µ∗→ Hn−1(C1,g)→
→ Hn−1(C1,g, Cg) ·2→ Hn−1(C1,g, Cg)
As the composition of the first two maps is injective (see theorem 12) and clearly
multiplication by 2 commutes with any maps of abelian groups, we have that 2c = 0.
Therefore 2a is in the kernel of the map Hn(C
√
(1),g, Cg) → Hn−1(∂N), so it is in
the image of the map Hn(C1,g−1)⊕Hn(C
√
1,g, Cg)→ Hn(C
√
(1),g).
Let d+ e 7→ 2c, where d ∈ Hn(C1,g−1) and e ∈ Hn(C
√
1,g, Cg): we want now to show
that 2d+ 2e is in the image of ι. Since ι(d+ 0) = d+ h for some h ∈ Hn(C
√
1,g), we
have ι(2d+ 0) = 2d+ 2h so it suffices to find i ∈ Hn−1(C1,g−1)⊗H1(S1) such that
ι(i) = 2e− 2h.
As 2e− 2h = 2(e−h) is twice an element in Hn(C
√
1,g, Cg) ⊂ Hn(C
√
1,g), by corollary
57 there is an element j + i ∈ Hn(C1,g) such that Sq!(j + i) = 2e − 2h, for some
j ∈ Hn(Cg) and some i ∈ Hn−1(C1,g−1) ⊗ H1(S1) (using again theorem 12). We
now observe that the composition
Hn(Cg) −−−−→ Hn(C1,g) Sq
!
−−−−→ Hn(C
√
1,g) −−−−→ Hn(C
√
1,g, Cg)
is the zero map: indeed the covering Sq is the trivial covering over Cg ⊂ C1,g, with
sections s : Cg → C
√
1,g and ε ◦ s : Cg → C
√
1,g, and these sections are homotopic as
maps Cg → C
√
1,g.
Therefore we may assume j = 0. It follows that ι(i) = 2e−2h, so the class 2d+2e is
in the image of ι and must therefore also be in the kernel of the map Hn(C1,g−1)⊕
Hn(C
√
1,g, Cg) → Hn(C
√
(1),g): this exactly means that 4a = 0 ∈ Hn(C
√
(1),g, Cg), and
theorem 51 now follows from the isomorphism Hn(C
√
(1),g, Cg) ' Hn−1(βg;φ∗H).
This result tells us that the homology of βg with twisted coefficients in φ
∗H is
rather poor (e.g., it is rationally trivial); we will see in the next chapter that for
other, non-geometric embeddings Ψ of βg into some mapping class group Γ(F), the
homology H∗(βg; Ψ∗H) can be much more complicate.

CHAPTER 4
Non-geometric embeddings
Besides geometric embeddings, there are several families of non-geometric embed-
dings of the braid group into the mapping class group. These include the mirror
embedding R◦γ : βg → Γg−1,2 and the operadic embedding ϕ+ : βg → Γg,1, studied
by Song and Tillmann in [18] and then by Bo¨digheimer and Tillmann in [6], and
Szepietowski’s embedding Sz : βg → Γg−1,2, introduced in [19]. These embeddings
are non-geometric in the sense that the standard generators of the braid group are
not mapped to Dehn twists. As we will see, however, the mirror construction and
Szepietowski’s construction give rise to equivalent maps βg → Γg−1,2, that is, there
is a diffeomorphism θ of Σg−1,2 such that conjugation by θ converts R ◦ γ into Sz.
1. Definitions of the non-geometric embeddings
We will start from the basic definition of the morphism γ.
Definition 59. Recall the definition 18 of the space Dg. We want to define a
Σ0,(g),1-bundle pig : Eg → Dg.
As a space, Eg is the space of configurations of g disjoint disks in D˚ and one point
lying outside the interior of the disks, and the projection map pig : Eg → Dg is the
one that forgets the point of the configuration.
The fiber over p = {D1, . . . , Dg} ∈ Dg is canonically homeomorphic to the 2-
manifold D \ ∪gi=1D˚i. We give this fiber the orientation induced by its inclusion in
D, and parametrise by identity the outer boundary component S1, that will be the
labelled one.
For each disk Di there is exactly one diffeomorphism θi : D → Di obtained by
composing a translation and a homotety. Restricting θi to the boundary gives a
diffeomorphism S1 ' ∂Di: we compose this parametrisation of ∂Di with the com-
plex conjugation of S1, in order to get another parametrisation which is compatible
with the orientation of D \ ∪gi=1D˚i.
Such surface bundle must be classified by a map Bγ : Dg → BΓ(Σ0,(g),1).
Definition 60. The map Bγ : Dg → BΓ(Σ0,(g),1) is also a map between the clas-
sifying spaces of groups βg and Γ0,(g),1, hence it corresponds to some morphism of
groups that we still call γ : βg → Γ0,(g),1.
It was proved by Artin in [2] that γ is injective; actually a slightly stronger theorem
holds
Theorem 61. Fix the basepoint of Σ0,(g),1 on its labelled boundary component.
Then Γ(Σ0,(g),1) acts naturally on pi1(Σ0,(g),1), that is, we have a morphism of
groups Γ(Σ0,(g),1) → Aut(pi1(Σ0,(g),1)). Composing with γ yields a morphism of
groups βg → Aut(pi1(Σ0,(g),1)).
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Figure 1. This figure shows the action of h1 ∈ β4 on Σ0,(4),1
through γ. The first and the second hole are interchanged “coun-
terclockwise”, by a diffeomorphism supported in the pink region;
the blue and the green continuous curves are mapped repsectively
to the blue and the green dashed curves. The other standard gen-
erators behave in a similar way, interchanging two consecutive
holes.
This last map is injective, that is, the action of βg on pi1(Σ0,(g),1) through γ is
faithful.
The group Γ(Σ0,(g),1) = Γ0,(g),1 is also known as the ribbon braid group; it is
isomorphic to Zg o βg, where the action of βg on Zg is the standard action by
permutation. The map γ corresponds to the inclusion βg ⊆ Zg n βg.
As a space, Eg is homotopy equivalent to C1,g
Definition 62. Recall definition 19. We define a map τE : Eg → C1,g, as follows:
given a configuration p ∈ Eg of g black disks and a red point x, we first consider the
configuration of g black points, the centres of the disks in p, and a red point, the
red point of p; to push the red point to the interior of D, as it may lie on S1 = ∂D,
we multiply all the g + 1 points by 12 , preserving their colour.
The map τE is a homotopy equivalence: an inverse homotopy equivalence C1,g → Eg
can be defined as for τ and τ1: given p ∈ C1,g, we use the function δ (see definition
9 to pick g disks with small enough radius around the black points of p.
The map γ is the first ingredient to get many families of non-geometric embeddings
Definition 63. We take Σ0,(g),1 and g copies of the holed torus Σ1,1, and get a
surface Σg,1 by sewing each holed torus to one of the holes along its boundary. We
have a map ϕ˜+ : Γ0,(g),1 → Γg,1 defined by letting an element in Γ0,(g),1 act on
Σ0,(g),1 and interchange the holed tori according to the induced permutation of the
holes, via the identity map of Σ1,1. Composing with γ we get a homomorphism of
groups
ϕ+ = ϕ˜+ ◦ γ : βg → Γg,1.
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Figure 2. This figure shows the action of h1 ∈ β4 on Σ4,1 through
ϕ+. The continuous blue curve is mapped to the dashed blue curve.
Definition 64. We take Σ0,(g),1, Σ
op
0,(g),1 and g copies of the cylinder Σ0,2, and
get a surface Σg−1,2 by sewing each cylinder to a couple of corresponding holes in
Σ0,(g),1 and Σ
op
0,(g),1, along its two boundaries.
The map R : Γ0,(g),1 → Γg−1,2 is defined by letting a diffeomorphism of Σ0,(g),1 act
on Σ0,(g),1 and Σ
op
0,(g),1 simultaneously, and interchange the cylinders according to
the induced permutation of the holes, via the identity map of Σ0,2. Thus we get a
homomorphism of groups
R ◦ γ : βg → Γg−1,2.
Figure 3. This figure shows the action of h1 ∈ β4 on Σ3,2 through
R ◦ γ. A continuous coloured curve is mapped to the dashed curve
of the same colour.
The previous is also called the mirror construction. Indeed we can embed the above
decomposition of Σg−1,2 in R3 so that the plane z = 0 is a symmetry plane: we
embed the two copies of the disk with g holes in the planes z = 1 and z = −1,
in such a way that they are symmetric with respect to the plane z = 0, and then
connect them with vertical cylinders. The plane z = 0 is thus the mirror of the
surface, and the action of βg on the embedded Σg−1,2 is symmetric with respect to
the mirror.
Definition 65. We take Σ0,(g),1 and g copies of a Mo¨bius band N1,1, and get a
surface Ng,1 by sewing each Mo¨bius band to one of the holes along its boundary.
The map ϕ˜ : Γ0,(g),1 → Ng,1 is defined by letting a diffeomorphism of Σ0,(g),1 act on
Σ0,(g),1 and interchange the Mo¨bius bands according to the induced permutation of
the holes, via the identity map of N1,1. Composing with γ yields a a homomorphism
of groups
ϕ = ϕ˜ ◦ γ : βg → Ng,1.
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The orientable double covering of Ng,1 is Σg−1,2, and each diffeomorphism θ ∈
Diff(Ng,1) has a unique lift to a diffeomorphism θ ∈ Diff(Σg−1,2) (only one of the
two lifts fixes the boundary pointwise). This gives a map of groups L : Ng,1 →
Γg−1,2, and we can compose ϕ with L to get a morphism of groups
L ◦ ϕ : βg → Γg−1,2
This construction is due to Szepietowski. It is however easy to see that the last two
morphisms of groups are the same up to choosing the right identification of the two
surfaces Σg−1,2 constructed in the two definitions.
Consider Szepietowski’s construction: as Ng,1 is decomposed as the union of Σ0,(g),1
and g Mo¨bius bands, its orientable double covering Σg−1,2 is decomposed as the
union of the orientable double coverings of the g Mo¨bius bands, which are g cylin-
ders, and the orientable double covering of Σ0,(g),1, which is formed by two copies
of Σ0,(g),1, bearing opposite orientations in Σg−1,2; we consider these two copies
of Σ0,(g),1 as a copy of Σ0,(g),1 and a copy of Σ
op
0,(g),1. The action of βg on the
cylinders is by permutation, and on Σ0,(g),1 and Σ
op
0,(g),1 is given by γ; hence we
have recovered the mirror construction.
The morphism R ◦ γ = Sz can be defined in a simpler, equivalent way, by sewing
directly Σ0,(g),1 to Σ
op
0,(g),1, without putting the cylinders in the middle. This is the
definition that we shall use henceforth.
Definition 66. Recall that Σ0,(g),1 and Σ
op
0,(g),1 are canonically diffeomorphic, and
in particular their unlabelled boundary components are in canonical bijection. Sew
Σ0,(g),1 to Σ
op
0,(g),1 along each couple of correspondent unlabelled boundary compo-
nents to get a surface Σg−1,2; the morphism of groups Sz : βg → Γg−1,2 is obtained
by letting the braid group act simultaneously on Σ0,(g),1 and Σ
op
0,(g),1 through γ.
Both the morphism ϕ+ and Sz are non-geometric embeddings of the braid group
into the mapping class group. A proof of this can be found in [6]. These construc-
tions admit a quantity of generalisations: one could sew g copies of a surface Σh,1
to Σ0,(g),1 and get a variation of ϕ
+; or one could put surfaces Σh,2 in the middle
of Σ0,(g),1 and Σ
op
0,(g),1 to get a variation of Sz.
The following definition is very general, and serves only as an example of the variety
of different embeddings one could get:
Definition 67. Let S be a surface of type Σh,b, i.e., all boundary components of
S are labelled; let 0 ≤ a ≤ b be an integer; let g ≥ 1.
We fix an order of the unlabelled boundary components of Σ0,(g),1. It is under-
stood that this order is not preserved by the action of Diff(Σ0,(g),1). The canonical
diffeomorphism Σ0,(g),1 ' Σop0,(g),1 induces an order also on unlabelled boundary
components of Σop0,(g),1.
We take g copies of S, that we call S1, . . . ,Sg, together with a copies of Σ0,(g),1,
that we call
(
Σ0,(g),1
)
1
, . . . ,
(
Σ0,(g),1
)
a
, and b − a copies of Σop0,(g),1, that we call(
Σop0,(g),1
)
1
, . . . ,
(
Σop0,(g),1
)
b−a
.
We sew all the previous surfaces together: for 1 ≤ i ≤ g and 1 ≤ j ≤ a we sew
the j-th boundary component of Si to the i-th unlabelled boundary component of(
Σ0,(g),1
)
j
, and for 1 ≤ i ≤ g and 1 ≤ j ≤ b − a we sew the (a + j)-th boundary
component of Si to the i-th unlabelled boundary component of
(
Σop0,(g),1
)
j
. We
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call F(S, a, g) the resulting surface. All boundary components of F(S, a, g) are
labelled, and they are ordered according to the order of boundary components of
S.
We define a homomorphism ˜ϕS,a : Γ0,(g),1 → Γ(F(S, a, g)). We let a diffeomorphism
of Σ0,(g),1 act simultaneously on all copies of Σ0,(g),1 and Σ
op
0,(g),1, and interchange
the copies of S according to the permutation of unlabelled boundary components
of Σ0,(g),1 induced by the diffeomorphism; each copy of S is mapped to another
through the identity map of S.
Composing with γ : βg → Γ0,(g),1 yields a homomorphism of groups ϕS,a : βg →
Γ(F(S, a, g)).
In the next sections we will present some homology triviality and non-triviality
results, and then we will make a conjecture about a possible generalisation to the
construction ϕS,a.
2. The embedding ϕ+
For the embedding ϕ+ we will prove the following theorem
Theorem 68. The map (ϕ+)∗ : Hn(βg; (ϕ+)∗H)→ Hn(Γg−1,2;H) is trivial for any
n.
Proof. Let H = H1(Σg,1) be generated by the latitudes l1, . . . , lg and the
meridians m1, . . . ,mg of the sewn tori. The action of βg on H = H1(Σg,1 permutes
the latitudes and permutes the meridians. Therefore (ϕ+)∗H, as a βg-module, is
isomorphic to St⊕St, and we will call Stl the submodule generated by latitudes,
and Stm the submodule generated by meridians.
Figure 4. The first homology group of Σg,1 is the free abelian
group generated by the meridians (the green curves in the figure)
and the latitudes (the blue curves).
We have a splitting H∗(βg; (ϕ+)∗H) = H∗(βg; Stl) ⊕ H∗(βg; Stm), so it suffices
to show that ϕ+∗ is the trivial map on the two summands. We will prove that
ϕ+∗ : H∗(βg; Stm) → H∗(Γg,1;H) is the zero map; an analogous argument shows
triviality on H∗(βg; Stl).
We define a homomorphism ψ : Γ1,1 → Γg,1: we let a diffeomorphism of Σ1,1 act
simultaneously on the g tori and fix Σ0,(g),1. The images of ψ and ϕ
+ commute in
Γg−1,2.
Let l and m be the latitude and the meridian of Σ1,1 (hence they are elements in
H1(Σ1,1)). Pick a diffeomorphism θ ∈ Γ1,1 such that θ∗(l) = l + m as homology
classes in H1(Σ1,1).
42 4. NON-GEOMETRIC EMBEDDINGS
Consider a homology class [cm] ∈ Hn(βg; Stm) and represent it as a twisted cycle,
using the simplicial complex model of Bβg:
cm =
k∑
i=1
µix¯i ∈ Cn(βg;Zgm)
where µi ∈ Stm and x¯i = [xi,1, . . . , xi,n] for suitable xi,j ∈ βg.
The isomorphism Stm ' Stl associating to each meridian its correspondent latitude
gives an analogous twisted cycle cl =
∑k
i=1 λix¯i ∈ Cn(βg; Stl), representing some
class in Hn(βg; Stl). We have just replaced µi by its correspondent element λi ∈ Stl.
The image of cl under ϕ
+
∗ is
ϕ+∗ (cl) =
k∑
i=1
λiϕ
+
∗ (x¯i).
The conjugation by ψ(θ), denoted conjψ(θ) : Γg−1,2 → Γg−1,2, induces the identity
map on H∗(Γg−1,2;H); at the level of chains, ϕ+∗ (cl) is mapped by (conjψ(θ))∗ to
k∑
i=1
(ψ(θ) · λi)(conjψ(θ))∗ϕ+∗ (x¯i) =
k∑
i=1
(λi + µi)ϕ
+
∗ (x¯i).
We have used that for all i, the simplex ϕ+∗ (x¯i) is fixed by conjψ(θ), as this simplex is
expressed with elements in Γg−1,2 that commute with ψ(θ). The equality ψ(θ)·λi =
λi + µi follows directly from our choice of θ.
Therefore the difference between (conjψ(θ))∗ϕ
+
∗ (cl) and ϕ
+
∗ (cl) must represent the
zero homology class, and it equals exactly ϕ+∗ (cm). 
This theorem generalises easily to the variation of ϕ+ in which one sews g copies
of Σh,1 to Σ0,(g),1.
The corresponding morphism of groups βg → Γgh,1 is actually the composition
βg → βgh ϕ
+
→ Γgh,1, where the first arrow is the map given by splitting each of the g
strands into h parallel strands. So the generalisation doesn’t tell much more than
what was already known.
Theorem 68 has an analogous in cohomology
Theorem 69. The map (ϕ+)∗ : Hn(Γg,1;H∗)→ Hn(βg; (ϕ+)∗H∗) is trivial for all
n ≥ 0.
In particular the Euler class of the unit vertical tangent bundle Ψ∗EUΣg,1 →
Ψ∗EΣg,1 vanishes. Using theorem 44 we get the following corollary
Corollary 70. For all i+j ≥ 2 and i ≥ 1 the generalised Morita Mumford classes
mi,j vanish when restricted to βg through the map ϕ
+.
3. The embedding Sz
For the Szepietowski embedding Sz the strategy given by theorem 43 doesn’t work.
Theorem 71. The S1-bundle Sz∗EUΣg−1,2 → Sz∗EΣg−1,2 doesn’t have a global
section. Its Euler class has infinite order in H2(Sz∗EΣg−1,2).
3. THE EMBEDDING Sz 43
Proof. We use Dg as a model for Bβg and enhance all S1-bundles we use,
which are orientable ones, to principal S1-bundles.
Let ∂intEg → Dg be the subbundle of Eg → Dg made by the union of interior
(unlabelled) boundary components of fibers of Eg → Dg; the space ∂intEg is canon-
ically homeomorphic to S1 × D1,g−1, where the bundle map corresponds to the
composition S1 ×D1,g−1 → D1,g−1 f→ Dg.
The homeomorphism is as follows: a point in ∂intEg is a configuration of g disjoint
black disks {D1, . . . , Dg} in D˚ and a red point x on σi = ∂Di for some 1 ≤ i ≤ g;
the boundary component σi is parametrised by S
1, so x determines a point in S1;
moreover we can get a configuration of g−1 black disks and 1 red disk by colouring
in red the disk Di.
The bundle Sz∗EΣg−1,2 → Dg decomposes as the union of two copies of the bundle
Eg → Dg, that we call E1g and E2g , along their common subbundle ∂intEg → Dg.
This decomposition reflects the decomposition of Σg−1,2 as the sewing of Σ0,(g),1 and
Σop0,(g),1 along their unlabelled boundary components, and the fact that the braid
group acts separately through γ on Σ0,(g),1 and Σ
op
0,(g),1: each fiber of Sz
∗EΣg−1,2
intersects E1g in a copy of Σ0,(g),1, intersects E
2
g in a copy of Σ0,(g),1 ' Σop0,(g),1 and
intersects ∂intEg in the g circles along which the copies of Σ0,(g),1 and Σ
op
0,(g),1 are
sewn.
A remark is to be made now. In defining Σop0,(g),1, we conjugate all parametrisations
of boundary components of Σ0,(g),1; when we sew Σ0,(g),1 to Σ
op
0,(g),1, we identify
the inner boundary components in a way that corresponds to the commplex con-
jugation of S1 via their parametrisations. As a result it would be equivalent to
glue two copies of Σ0,(g),1 along their inner boundary components, respecting their
parametrisation, and therefore Sz∗EΣg−1,2 is exactly made of two copies of Eg
attached along ∂intEg through the identity map.
We can easily define a unit vertical vector field on Eg: indeed every fiber of Eg → Dg
is naturally included in D ⊂ C, so we can take the constant vector field ddz on Eg.
This gives unit vertical vector fields on E1g and E
2
g , that we call v1 and v2.
As we have found trivialisations of the principal S1-bundle Sz∗EUΣg−1,2 over E
1
g
and E2g , we can use the Mayer-Vietoris sequence in cohomology to compute the
Euler class: on the intersection we can compute the ratio v1/v2, which is a function
∂intEg → S1; such a function is classified by a cohomology class η ∈ H1(∂intEg),
and the image δ(η) in the following Mayer-Vietoris sequence is the Euler class of
Sz∗EUΣg−1,2
· · · → H1(E1g)⊕H1(E2g)→ H1(∂intEg) δ→ H2(Sz∗EUΣg−1,2)→ . . .
On ∂intEg we have another unit vertical vector field w: this is obtained by choosing,
for every point p in an interior boundary component σ of a fiber of Eg, the unit
vector tangent to σ at p and pointing counterclockwise. We will compute v1/v2 as
the product (v1/w) · (w/v2).
The ratios v1/w and v2/w give conjugate maps ∂intEg → S1. To see this con-
sider the involution of Sz∗EΣg−1,2 = E
1
g unionsq∂intEg E2g given by interchanging the two
copies of Eg and fixing ∂intEg: this involution respects the fibers of the bundle
Sz∗EΣg−1,2 → Bβg, every fiber is mapped diffeomorphically to itself, but the dif-
feomorphism of the fiber changes orientation; the vector field w is fixed by this
involution, whereas v1 and v2 interchange; therefore the ratios v1/w and v2/w
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correspond to each other, up to the fact that the principal bundle structure on
Sz∗EUΣg−1,2 is conjugated.
We will now focus on the ratio v1/w. Embedding fibers of ∂intEg in C and using
the homeomorphism ∂int ' S1×D1,g−1, it is easy to see that the ratio v1/w factors
through the projection S1 × D1,g−1 → S1: indeed v1 = ddz is constant, whereas w
factors through this projection.
Therefore is suffices to restrict the ratio v1/w to a fiber S
1 of the trivial bundle
S1 ×D1,g−1, and it is clear that here the ratio is a map of degree 1.
We call ι : S1 × D1,g−1 → S1 the projection on S1; then we have just shown that
v1/w is homotopic to ι. Similarly w/v2 is homotopic to ι, therefore the ratio v1/v2
is homotopic to the map ι2. We can see ι2 as the double of the fundamental class
of S1 lying inside H2(S1 ×D1,g−1) through the Kunneth isomorphism.
To show that δ(ι2) 6= 0, it suffices to prove that ι2 is not in the image of the
previous map in the Mayer-Vietoris sequence. Equivalently, we can show that
there are no functions η1 : E
1
g → S1 and η2 : E2g → S1 such that, when restricted
to ∂intEg ' S1 ×D1,g−1 the ratio η1/η2 is homotopic to ι2.
Recall definition 62 and the computations of section 4 of chapter 1. The group
H1(Eg) ' Z2 is generated by maps Pg ◦τE and ∆g ◦τE : Eg → C∗. We can compose
these maps with the renormalisation C∗ → S1 and by an abuse of notation we will
still denote these maps Eg → S1 by Pg and ∆g.
The group H1(S1×D1,g−1) is generated by maps ι : S1×D1,g−1 → S1, and by the
two maps Pg−1 ◦ τ1 and ∆g−1 ◦ τ1 : D1,g−1 → C∗, precomposed with the projection
S1 × D1,g−1 → D1,g−1 and postcomposed with the renormalisation C∗ → S1; by
abuse of notation we still call these compositions Pg−1 and ∆g−1 : S1×D1,g−1 → S1.
The restriction of Pg to ∂intEg is homotopic to ι · Pg−1; the restriction of ∆g
is homotopic to ∆g−1 · P 2g−1. To see this pick a configuration p ∈ ∂intEg with
red point x and centres of the black disks {z1, ·, zg}, and assume without loss of
generality that x lies on the boundary of the disk with centre z1. Then (x − z1) ·∏g
i=2(tx+ (1− t)z1 − zi) (renormalised at each time), gives an homotopy between
Pg and ι · Pg−1; similarly
∏g
i=2(tx+ (1− t)z1 − zi)2 ·
∏
2≤i<j≤g(zi − zj)2 gives an
homotopy between ∆gand ∆g−1 · P 2g−1; these are to be thought as homotopies of
maps ∂intEg → S1.
It is now clear that it is impossible to write ι2 as a composition of ratios and
products of factors of the form ι · Pg−1 and ∆g−1 · P 2g−1. Therefore the ratio v1/v2
is not in the image of the map H1(E1g) ⊕ H1(E2g) → H1(∂intEg) in the Mayer-
Vietoris sequence, and therefore it is not in the kernel of δ, showing that the Euler
class of the S1-bundle Sz∗EUΣg−1,2 is not zero.
In the same way any multiple of the Euler class (δ(ι2))k = δ(ι2k) can’t be written
in the form η1/η2, so the Euler class has infinite order. 
This theorem proves a stronger result than what what is necessary to deny the
applicability of theorem 43: indeed there are no global sections at all for the bundle
Sz∗EUΣg−1,2 → Sz∗EΣg−1,2 , so in particular there are no global sections extending
the section Sz∗sU over Bβg = Sz∗s(Bβg) ⊆ Sz∗EΣg−1,2 . A fortiori we get the
following corollary
Corollary 72. The Euler class of the bundle Sz∗EUΣg−1,2 → Sz∗EΣg−1,2 with
chosen section Sz∗sU over Bβg has infinite order in H2(Sz∗EΣg−1,2 , Bβg).
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The fact that the Euler class of Sz∗EUΣg−1,2 with section Sz
∗sU over Bβg has
infinite order implies that it is non-zero even rationally, i.e. as a cohomology class
in H2(Sz∗EΣg−1,2 , Bβg;Q) = Hom(H2(Sz∗EΣg−1,2), Bβg;Q). This means that the
homology map Sz∗ : H2(Sz∗EΣg−1,2 , Bβg) → H2(EΣg−1,2 ,Γg−1,2) is non-zero, and
this is the map Sz∗ : H1(βg;Sz∗H)→ H1(Γg−1,2;H).
This result goes in the opposite direction with respect to theorem 1 in the intro-
duction, corollary 49 in chapter 3 and theorem 68 in this chapter.
However some direct computations let me believe that the map
Sz∗ : H∗(βg;Sz∗H)→ H∗(Γg−1,2;H)
is trivial for 2 ≤ ∗ ≤ 23g− 1. I conjecture that, given S = Σh,b and 0 ≤ a ≤ b, more
in general the map
ϕS,a∗ : H∗(βg; (ϕ
S,a)∗H)→ H∗(Γ(F(S, a, g));H)
is trivial for 2 ≤ ∗ ≤ 23G−1, where G = (b−1)(g−1)+gh is the genus of F(S, a, g).
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