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COMPETING SUBCOMMUNITIES OF MUTUALISTS 
H. L. SMITH 
Department ofMathematics, Arizona State University, Tempe, AZ 85287, U.S.A. 
Ab~ract--Persistence and convergence to equilibria are established for a general system of Kolmogorov- 
type modeling an ecosystem in which two subcommunities of mutualists interact competitively. The 
equations allow for time delays in interspecies interactions. 
1. INTRODUCTION 
In an earlier work [1], the author considered a system of n differential equations 
X't=xlf l (x),  l <<.l <<.n 
xt(O) = Xot >>- O, (1.1) 
which we interpret as a model of an n-species ecosystem for which xt represents a measure of the 
lth species population density. Specifically, it was assumed that the species could be divided into 
two groups I = {1, 2 , . . . ,  k} and J = {k + 1, k + 2 , . . . ,  n}, 0 ~< k ~< n - 1, in such a way that the 
species in group I form a mutualistic or cooperative subeommunity: 
~f~>>.O, i# i ' ,  i , i '~L  (1.2a) 
~X i, 
The species in group J form a cooperative subcommunity: 
OfJ>~0 ' j# ' ,  j '  Ox/, J '  j' ~J" (1.2b) 
But species i e I and j ~ J compete: 
Of OfJ <.o, ie l ,  j e J ,  (1.2c) 
t~--~/~<0' ~xi 
thus, we say, the two communities of mutualists I and J compete. The focus of our paper [1] was 
to obtain sufficient conditions for the (uniform) persistence of the n-species ecosystem. 
Observe that equations (1.1) with conditions (1.2) is a natural generalization of the case of 
two competing species (n = 2, I - -{1} , J  = {2}) and of an n-species cooperative (mutualistic) 
community (k =0, I  ffi dp, J ffi {1, 2 . . . . .  n}). In Ref. [2], the author considered a model of n 
cooperating species and the results of that paper will be relevant here. 
Our aim in the present paper is to show that the results in Refs [1, 2] are unaffected by the 
introduction of time delays, suitably restricted, in equation (1.1). More precisely, we consider the 
system of delay differential equations. 
(S) x~(t) ffi xl(t)ft(Ltxt), 1 <<. l <<. n, 
xt ( t )= qbt(t) >tO, - z  <<. t <<. O, 
in which x, eC  •- C([ -z ,  0], R"), ~ > 0, is defined by x,(O) ~ x(t  + 0), -x  <~ 0 <~ O, and Ltx, eR"  
is defined by 
ffi J-I°, xp(t + O) de%(0), 1 #p,  (1.3a) (L,x,), 
and 
(Ltxt)t ffi xt(t). (l.3b) 
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The functions :%, l # p, satisfy 
atp( -z )  = O, atp(O)= 1, :qp(O) is nondecreasing 
(1.4) 
in 0 ~[ -z ,  0]. ~tt~ is continuous from the left on ( - z ,  0). 
We continue to assume that conditions (1.2) holds in R+- -{x  e R': xl~> 0, l = l, 2 . . . . .  n}. 
Several remarks on the form of the delay terms in (S) are appropriate. First, from equation (1.3b) 
it follows that each species, in the absence of all others, is assumed to obey the ordinary differential 
equation 
(s,) x;(t) = x,(t)f, (0, 0 . . . . .  x,(t) ,  0 . . . . .  0). 
Delays are allowed only in interspecies interactions. Secondly, the assumptions that :%( -z )= 0 
and :qp(0) = 1 are merely normalizations which, assuming :tip is nondecreasing and nontrivial, can 
be assumed without loss of generality, by suitably redefining the ft. 
If, for example, 
1, - rtp <~ O <~ 0 
cqp(O)= O, - z<~O<-Ztp ,  l#p  
then 
(Lixt)p= xp(t -- ztp), 1 # p (1.5) 
where 0 ~< rzp ~< z. In general, equations (1.3) and (1.4) allow for a quite general finite time delay 
in the effect of the density of species p on the growth rate of species/, l # p. 
An important step in our analysis of the system (S) will be to first understand the dynamics of 
each of the two cooperative subcommunities in isolation. Some notation will be useful. Write 
x = (x', x ~) e R"= R k x R "-k. The k-species ubcommunity/,  in isolation, obeys the system 
($1) x;( t )  = xi(t)~i(L)xt, 0), i eL  
xi(t)=dpi(t),  - - z~t  <~0, 
and the cooperative subcommunity J, in isolation, obeys 
(Sj) x](t)  = xj(t~(O, L2x,), j~ J ,  
X i(l ) = ¢1(I), - -? <~ I <~ 0, 
in which Lix, = (L~x,, L~x, )~R k x R "-k. Following Ref. [1] we assume that ( f=  (f~,f2)): 
O~<x'~ implies ~(x l ,  O) >t ~ (x , O), 
(c )  
of  (O, x:) (o, ). 0 ~< x: ~< 2 2 implies 
Inequalities between vectors and matrices, unless otherwise qualified, will be assumed to hold 
componentwise. The inequalities (C) are natural from a biological point of view. The first says that 
increasing the densities of species in subcommunity I has a diminishing beneficial effect on the 
growth rates as densities increase. 
In addition, we will assume that each species can survive on its own: 
(R) f(O) > O. 
This hypothesis implies that the trivial solution of system (St) is unstable, 1 ~< l ~ n: each species, 
in isolation, will increase its numbers when its density is low. Our main result for cooperative 
communities, k = 0 in system (S), is the following. Proofs of our results will be provided in the 
following section. 
Theorem 1 
Let k = 0 in system (S), i.e. let (S) consist of a purely mutualistic ommunity. Assume that (C) 
and (R) hold. Then either Ix(t)l~ ~ as t approaches the right-hand limit of its maximal interval 
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of existence for every ¢) ffi (~h . . . .  , ¢),)e C for which ¢)t(t) > 0, 1 ~< 1 ~< n, -~  ( t ( 0, or (S) has 
a unique positive equilibrium .~ > 0 which attracts all initial conditions ¢) as above. 
Since we are assuming k ffi 0 in (S), assumption (C) is to be interpreted as: 
af 
0 ~< x ~< y implies ~x (x) I> ~x (y)" 
Observe that Theorem 1 applies to any subcommunity of (S) obtained by setting to zero some 
subset of the species densities because such a subsystem also satisfies (C) and (R). Also, Theorem 
1 applies to each of the subsystems (St) and (Sj) in case 1 ~< k ~< n - 1, and (C) and (R) hold. 
Theorem 1 is a generalization f Ref. [2, Theorem 2.1]. Observe that a positive quilibrium solution 
of (S) satisfies 
= 0. 0 .6 )  
As shown in Ref. [2], a necessary and sufficient condition that equation (1.6) holds for some ~ > 0 
is that there exists v > 0 such that f(v) <<. O. 
Now assume 1 ~< k ~< n - 1. It is intuitively clear that a species should do better among its 
fellow mutualists and in the absence of any of its competitors than it does in the larger 
community. In order to state this result in a more precise fashion, given ~ = (~b ~, ff~) t> 0 we write 
x (t) = (x ~(t), x~(t)) for the corresponding solution of (S), xt(t)e R k for the corresponding solution 
of ($1) with initial data ~b ~ and x~(t)eR "-k for the solution of (Sj) with initial data ~b ~. Then 
we have 
Proposition 2 
0 <~ x(t) = (xl(t), x~(t)) <~ (xt(t), xj(t)) for all t/> 0 for which both xt(t) and xj(t) are defined. 
Let's suppose that both (St) and (S t  have positive equilibria xt and Sj. We say that species j e J  
can invade subcommunity St if 
0) > 0. 
Similarly, we say that species i e I can invade subcommunity .~j if 
A(O, > O. 
We now develop some notation which will simplify the statement of our main persistence r sult. 
Two vectors x = (x I, x 2) and y = (y~,y2) in R k x R "-k satisfy 
x<~y 
K 
if and only if x* ~< y i and x ~ I> y~. If x and y satisfy x ~< y we let [x, y] ffi {z: x ~< z ~< y} and if 
x <<.y 
K 
we let 
[x,y]x= {z: x <<.z <<.y}. 
K g 
We will write an inequality involving a vector in R n and function ~) E C with the meaning that the 
inequality is to hold for all t e [ - z ,  0]. 
Theorem 3 
Let 1 ~< k ~< n and (C) hold. Suppose (St) has the positive quilibrium ~t and (S j) has the positive 
equilibrium ~j. Suppose that each species i e I can invade the subcommunity ~ and each species 
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j E J can invade the subcommunity "~1" Then (S) has (not necessarily distinct) positive equilibria 
and )5 satisfying: 
(l) 0 < ~ ~< (~,, ~) ,  0 < )5 ~< (~,, ~). 
(2) (0, 2,) .< ~ .<)5 ~ (~,, 0). 
K K K 
(3) If~b~C, 4 )>0and 
dp <~ g, 
K 
then the corresponding solution x(t)-+g as t--.oo. If 4)~C, 4) > 0 and 
y.<~,, 
K 
then the corresponding solution x(t)--,y as t - )~.  
(4) If 4) ~ C and 4) > 0 then the corresponding solution x(t) satisfies 
dist(x(t),[£,)5]x)~0 as t~oo. 
Moreover, the set [£, Y]x is positively invariant for (S) in the sense that if 
K K 
then the corresponding solution x(t)  remains in [g, Y]x for t/> 0. 
In the event hat g = )5 in Theorem 3, then it follows that g is a global attractor for positive initial 
conditions. In Theorem 4 we will show that this is the case when f is an affine function (the 
Lotka-Volterra case). In the general case, ,/# )5, and there will exist other equilibria in [2, )5]x (see 
Ref. [1, Prop. 3.7]). In this case, the asymptotic behavior of solutions is not completely determined 
by Theorem 3 (see Fig. 1 below). 
We will show, in Theorem 5, that almost all solutions of (S) tend to equilibria under mild 
additional assumptions. 
It is worth noting that the hypothesis (R) is implies by the hypotheses of Theorem 3.1. If (S~) 
has a positive quilibrium ~ and each species j ~ J can invade the subcommunity ~(f2(~t, 0) > 0) 
then by condition (1.2c),f:(0, 0) > 0. Thus, if (C) is assumed and the existence (but not uniqueness) 
of positive equilibria gt and xs for (St) and (Ss) which can be invaded by the complementary 
subcommunity, then (R) is implied together with the uniqueness and global asymptotic stability 
of xt and gj for (St), respectively (Ss). 
Now, consider the simpler Lotka-Volterra system (S), where 
(LV) f (x )  = r + Mx 
R n-k 
. . . .  _ 
i , \ - - - _ ____  
I 
• R k 
Fig. 1. The equilibria, domains of attraction and attractor [~, f]x in Theorem 3.
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and (R) and (1.2) hold. These last two requirements become 
r >0,  
k n -k  
n -k  -C  
where B, C t> 0 and the off-diagonal elements of the square matrices A and D are nonnegative. 
Note that (C) trivially holds since 
Df(x) - M. 
Theorem 4 
In addition to the hypotheses ofTheorem 3, assumefis given by (LV). Then in Theorem 3, ~ - ], 
is globally attracting for positive initial data. 
In order to obtain stronger results on the asymptotic behavior of solutions of (S) for more general 
f, it will be necessary to reformulate (S) slightly and to make additional assumptions. As described 
in Ref. [3], it is necessary to take into account he probability that each component of x appearing 
in the right-hand side of (S) will have associated with it a particular delay which in turn will vary 
with the component of the right-hand side of (S). To be more precise, we will modify equations 
(1.3) by assuming that there are numbers {~p I> 0:1 <<.p <<. n}, where ~p represents the maximum 
length of"past history" which is required for Xp on the right-hand side of (S). Rather than working 
in the usual state space C = C([ -z ,  0], R'), we define a new state space 
C~- :I C([- ~p, O], R ), ~ =(~I ..... ~n). 
p=l 
If x(t) = (x1(t) ..... xn(t)) is such that for some o > 0, x~(t) is continuous on [-~t, o), I ~ I ~< n, 
then we define x,~C~, O<~t <o, by x,=(xl, ..... x~,) where xl,(O)=-x1(t +0), -xl~<0 ~<0. 
Reformulate equations (1.3) as: 
f_ (Ltx,)p-- xp(t+O)detp(O), lCp  i fzp~O, ~p 
(Lix,)p=xp(t), if 1 =p or xr=O. (1.7) 
We emphasize that zp = 0 is allowed for some or all p. With this possibility in mind we must modify 
expression (1.4) by replacing z with Xp in expression (1.4), for those p for which ~p # 0. 
We now require confirmation that we chose the r e in an optimal (smallest) manner: 
(H) For each 1, 1 <~ 1 ~< n, for which x~ # 0, there exists p, 1 ~< p ~< n, such that for all 
sufficiently small E > 0, u~p(-xt + E)> 0. 
Recall that ~tp(-~t) = 0 so (H) says merely that at least one of the integrators u~ "sees back to 
- z~"  ( -~t  belongs to the support of dutp; see Ref. [3] for a discussion). We regard (H) not as a 
limiting assumption but rather as asserting that C ,  ~ = (~1 . . . .  , zp), is the proper state space for (S). 
The important assumption which we require for our final result is stronger than the usual 
irreducibility assumption that af/ax(x) is irreducible for x > 0. 
(I) I f  v ~, v 2 . . . . .  v ~ are positive vectors in R ~, then 
A= v 
\ j /i,j- I 
is irreducible. 
Recall that an n × n matrix A is irreducible if it does not have any nontrivial, proper invariant 
"coordinate" subspaces. A coordinate subspace is a subspace Hkffi {xsR' :xkf f iO all k sK},  
where K is a subset of { 1, 2 . . . . .  n }. In rough terms, (I) implies that (S) cannot be decomposed 
into two subsystems, one of which does not interact with the other. In particular, if 1 < k < n 
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then neither ~f~/ax 2 nor Of 2/axt can vanish, i.e. there must be some competition between the 
subcommunities I and J. 
We are now in position to state our final result. Keep in mind that having modified (S), our state 
space is now C, so initial conditions $ = (~bl,..., gn) belong to C,. 
Theorem 5 
In addition to the hypotheses of Theorem 3, assume (H) and (I) hold. Then the assertions of 
Theorem 3 hold with C, replacing C. In addition, if :? #:  then 
K 
and for all $ belonging to an open dense subset of the positive lements of C,, the solution x(t, ~) 
tends to a stable equilibrium in [~, .v]K. 
We observe that if ~, are such that equation (1.5) holds, then (H) holds with the choice 
%=max,  o, 1 ~<p ~<n. 
I#p 
The results which we have described can be summed up succinctly as "delays have no 
destabilizing effect". The results above are essentially identical to (except for obvious modification 
to account for delay) those described in our earlier work [1, 2] on equation (1.1) where no delays 
were present. From a biological point of view, perhaps the most important conclusion is that there 
can be no stable oscillations in relative species abundance in ecosystems modeled by (S), only 
equilibrium population levels. 
Other authors have also studied systems like equation (1.1) with conditions (1.2). We mention 
particularly Refs [4-7]. These studies focused on the existence of stable equilibria rather than the 
dynamics of equation (1.1). 
A principal motivating factor in our choice of hypotheses in the above results has been to allow 
as much generality as possible, yet still be able to apply the theory of monotone dynamical systems. 
For example, this consideration motivated our restriction (1.3b) and its consequence, (St), for single 
species dynamics. It would be interesting and realistic to drop this restriction. In Theorem 1, it 
would be appropriate to drop hyothesis (R). Much recent experience shows that in real ecosystems, 
elimination of a species can bring about the extinction of others which rely on its beneficial effect. 
In the following section, proofs of the results of this section are provided. The analytical tools 
required are those from the theory of monotone dynamical systems. One cannot mention this 
theory without mention of one of its principal architects, M. W. Hirsch [1-3]. In Ref. [3], this author 
set up the necessary machinery to apply the results of Hirsch to functional (delay) differential 
systems. 
2. PROOFS 
In this section we sketch the proofs of the results of the previous ection. Generally, these proofs 
follow those in Refs [1, 2] modified by the results in Ref. [3]. The following two results are 
fundamental. Although these results are more general, we describe them in the particular context 
of our system (S). Given an initial condition $ ~C( or C,) we write x(t, $ )eR  n or x,($)6C (or 
C,) for the corresponding solution of (S). 
Lemma 1 
Let f~  C l on R~ satisfy condition 0.2). Let $, ~, ~ C satisfy 0 ~< $, 0 ~< ~/and 
K 
Then 0 ~< x,($), 0 ~< x,(~/) and 
x,(¢)<.x,(¢) 
K 
for t > 0 such that both are defined. 
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Lemma 1 asserts that R~ is positively invariant for (S) and that the partial ordering 
g 
is preserved by the map ~--+x,(O) on C (recall inequalities involving maps are assumed to hold 
pointwise). Lemma 1 follows from results in Ref. [3, e.g. Props 1.1 and 1.2] modified as in Ref. 
[1, Theorem 2.4]. 
Lemma 2 
Let the hypotheses of Lemma 1 hold and let w eR n, w > 0, be such that 
f(w) >I O(f(w) <<. 0). 
g K 
Then 
is positively invariant: 
{~b eC: ~b >10 and ~ ~>w (~ ~<w)} 
g K 
>lw implies x(t, dp)>>.w 
g K 
for t >t 0 so long as it exists. 
Proof. This is essentially a consequence of a result of Seifert [1 I]. Let D denote the set 
(with i>) 
K 
above whose invarianc¢ is asserted and write Fl(~b) = ~l(0~(Lt~), 1<~ l ~< n, ~b e C, ~b >I 0. If ~ e D 
and ~bt(0) = wl for some l, then 
F~(e: ) = w,f~(L,~ ) >I w~f,(w) >I O. 
K K 
We remark that if k = 0 in (S) then 
and Lemma 2 applies. 
~< becomes ~< 
K 
We now give an indication of the proof of Theorem 1. 
Sketch of the proof of Theorem I
In Ref. [2] we established that if (S) with k = 0 has a positive equilibrium, 2, then it is unique 
and Of/ax(~) is a stable matrix. Let 
v>0 and s=s(00~f x (2) )<0 
be the stability modulus of Of/Ox(~) (see [1, 2, 12]) such that Of/Ox(~)v ffi sv. Then for any ~ > 0 
f(:~ + t/v) -- ~0 ~ Df(~ + t~lv) dt(~/v) 
~< Df(~) (~/v) 
= ffsv < O, 
where the important first inequality follows from (C). Lemma 2 impfies that Z~+~-- 
{~: 0 ~< ~ ~<~ + ~/v} is positively invariant for (S) for every r />0.  Hence, all solutions of (S) 
with ~ >I 0 are extendible to t >I 0. The set [2, ~ + fie] is also positively invariant for (S) for every 
ff > 0. From this and Lemma 1, one shows that if x(t, dp) is the solution of (S) with ~ 5 ~ + fly 
then 0 ~< tl ~< h implies ~ <~ x, 2 ~< xt~ ~< ~ + fly. The precompactness of the orbit {xt},~,0 implies that 
xt--+~ as t~oo.  By comparison, the same holds for x,(~b) when ~ ~< ~b. Since f(0) > O,f(w) > 0 for 
small positive w, w < 2. Arguments imilar to those above, replacing ~ + fly by w, can be used to 
956 H.L. SMITH 
show that xt(d?)~ if 0 < q~ < ~. Now, if ~b > 0, w < q~ < $ + t/v for suitable w > 0 and t /> 0 
so Lemma 1 implies x , (~)~$ as t~.  
Suppose no positive equilibrium exists. Let w > 0 be sufficiently small that f (w)> 0. If x(t, dp) 
is the solution with ~b - w then x,(~b) and x(t, dp) are both increasing, the former in C, the latter 
in R" (since {~b~C: ~b >~w} is positively invariant). If {xt(cb)},>~o were bounded and hence 
precompact in C, then xt(dp)--*u as t~,  where u is an equilibrium. Since there are no positive 
equilibria the orbit is unbounded and hence [x(t, ~b)[~o~ as t approaches the right-hand limit of 
the maximal interval of existence. By a comparison argument involving Lemma 1, the same result 
must hold for x(t, dp) for every ~b > 0. This completes our sketch of the proof. 
Proposition 2 is almost immediate from our Lemma 1. Since 
Lemma 1 implies that 
(o, ~:) ~< (~', ~:) ~< (~', o), 
K K 
x,(0, ¢~) ~< x,(¢) ~< x,(4,', o) 
K K 
for t/> 0. But x(t, (0, ~b2)) = (0, xs(t)) and x(t, (~)J, 0)) = (x1(t), O) and Proposition 2 follows 
immediately. 
The proof of Theorem 3 proceeds as in Ref. [1, Prop. 3.5, Theorems 3.6 and 3.8] with only 
minor modification employing arguments imilar to those used in our sketch of the proof of 
Theorem 1. 
Theorem 4 is really only a uniqueness result for the positive equilibria. Its proof is contained 
in Ref. [2, Theorem 4.1]. 
The essential ingredients in the proof of Theorem 5 are contained in Ref. [3] (see also Ref. [13]). 
In the sketch below, we employ the ideas and notations in that work. 
Sketch of the proof of Theorem 5 
Essentially, Theorem 5 follows from Theorem 4.4 or Theorem 4.5 in Ref. [3] in which the 
compact attractor, a subset of C~, is contained in {~b e C~: )7,. ~< ~bi(0) ~< )7i, i eL  -T~ ~< 0 ~< 0, and 
fij <<. rbj(O)<<, gj, j e J, -z j  <<. 0 <<. 0}. We only need to show that (S) is cooperative and irreducible 
as defined in Ref. [3], except that the partial order 
~< 
K 
is to be used in place of ~<. Let F: C~--*R" by Ft(q~) = ~bt(0~(Ltq~) for ~b/> 0. A calculation shows 
that if ~b f> 0 and ~k belong to C~, then 
[dF~(dp)](~k)=[dp,(O)~(L, dp)+f~(L~p)]~k,(O) 
yo 
+ m,,r" 4),(o) (L,~) Ore(O) d~,m(O). 
Hence, in the notatin of Ref. [3, p. 9], the integrators that represent dF(q~), the Frechet derivative 
of F at q~ s C,, are given by 
5~,(o) ~ (L,~) +f,(L,~), o/> o, 
~l,(~), O) = ~0, GXl 0 < O, 
~bt(0) ~ (Ltc~)~ttm(O), l # m. r/tin (~b, 0) 
The irreducibility assumption (I) in Ref. [3] requires that [rhm(~b, 0)] be irreducible for 4, > 0. 
But 
[r/t,,  (~b, 0)] = diag~ (L, ~b) . . . . .  f .  (L,, ~b )] + diag[~bt (0) . . . . .  ~b,, (O)]B, 
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in which 
B __ 
• .. ~-~fxl (LI ~b) 
• .. ~fx~ (L, ~b) 
B is irreducible by (I) since Lt~ > 0 when ~ > 0 and hence [r/~(~b, 0)] is irreducible. 
Finally, (H) implies that (R) of Ref. [3] holds. Thus, the map ~b--,x,(~b), t > 0, is strongly 
monotone for ~ > 0, in the sense that if ~b > 0, ~k > 0 and 
~<$,~b#$,  then x,($)  < x,($)  
K K 
for t > 0. In particular, if $ ~)7, 
~<fi then ~<)7  
K K 
by application of the time one map. This completes our sketch. 
Acknowledgements--This material is based upon work supported by the National Science Foundation under Grant 
No. DMS-8521605. 
REFERENCES 
1. H. L. Smith, Competing subcommunities of mutualists and a generalized Kamke theorem. SIAM Jl AppL Math. 46, 
856-874 (1986). 
2. H. L. Smith, On the asymptotic behavior of a class of deterministic models of cooperating species. SIAM J! Appl. Math. 
46, 368-375 (1986). 
3. H. L. Smith, Monotone semiflows generated by functional differential equations. J. Dtff. Eqns (in press). 
4. Y. Takeuchi, N. Adachi and H. Tokumaru, Global stability of ecosystems of the generalized Volterra type. Math. 
Biosei. 42, 119-136 (1978). 
5. Y. Takenehi and N. Adachi, The existence of globally stable quilibria of ecosystems of the generalized Volterra type. 
J. Math. Biol. 10, 401-415 (1980). 
6. C. C. Travis and W. M. Post III, Dynamics and comparative statics of mutualistic communities. J. Theor. Biol. 78, 
553-571 (1979). 
7. D. L. DeAngelis, W. M. Post and C. C. Travis, Positive Feedback in Natural Systems, Biomathematics, Vol. 15. Springer, 
New York (1986). 
8. M. W. Hir~ch, Systems of differential equations which are competitive orcooperative I and II. SIAM Yl Math. Analysis 
13, 167-179 (1982) and 16, 423-439 (1985). 
9. M. W. Hirseh, The dynamical systems approach to differential equations. Bull. A.M.S. 11, 1--64 (1984). 
10. M. W. Hir~ch, Stability and convergence in strongly monotone dynamical systems. J reine angew. Math. 383, 1-53 
(1988). 
I 1. G. Seifert, Positively invariant closed sets for systems of delay differential equations. J. Diff. Eqns 22, 292-304 (1976). 
12. H. L. Smith, Systems of ordinary differential equations which generate an order-preserving flow. A survey of results. 
SIAM Rev. (in press). 
13. H. L. Smith, Monotone semiflows, LCDS Report 86-19, Brown University, Providence, R.I. (1986). 
