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CURVES GENERATING EXTREMAL RAYS IN BLOWUPS OF
WEIGHTED PROJECTIVE PLANES
JAVIER GONZA´LEZ ANAYA, JOSE´ LUIS GONZA´LEZ AND KALLE KARU
ABSTRACT. We consider blowups at a general point of weighted projective planes and,
more generally, of toric surfaces with Picard number one. We give a unifying construc-
tion of negative curves on these blowups such that all previously known families ap-
pear as boundary cases of this. The classification consists of two classes of said curves,
each depending on two parameters. Every curve in these two classes is algebraically
related to other curves in both classes; this allows us to find their defining equations
inductively. For each curve in our classification, we consider a family of blowups in
which the curve defines an extremal class in the effective cone. We give a complete clas-
sification of these blowups into Mori Dream Spaces and non-Mori Dream Spaces. Our
approach greatly simplifies previous proofs, avoiding positive characteristic methods
and higher cohomology.
1. INTRODUCTION
We work over an algebraically closed field k of characteristic zero.
Let X be the blowup of a weighted projective plane P(a, b, c) at a general point e.
More generally, we allow X to be the blowup of a projective toric surface X∆ defined
by a triangle ∆:
X = Ble X∆.
Such an X is a projective variety of Picard number 2. Its Mori cone of curves is 2-
dimensional, generated by the class of the exceptional curve E and another class γ, not
necessarily rational, of non-positive self-intersection. If γ can be chosen to be the class
of an irreducible curve C then we call this uniquely determined curve C a negative
curve in X. It is not known if every X contains a negative curve. As an example,
Kurano and Matsuoka [13] conjecture that X = Ble P(9, 10, 13) contains no negative
curve. This conjecture, if true, would imply that the Mori cone of X is not rational. The
existence and classification of negative curves is the first main topic of this article.
The existence of a negative curve is closely related to the Mori Dream Space (MDS)
property of X. Recall that a projective variety is called a MDS if its Cox ring is a finitely
generated k-algebra. Cutkosky [4] shows that X is a MDS if and only if it contains a
negative curve C and another curve D disjoint from C. There is an extensive literature
on proving that certain X is a MDS (see, for example, [3, 12, 4, 15]). There are also
many proofs of the non-MDS property (for example, [9, 14, 6, 11, 10, 8, 7]). Our second
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goal is to unify and simplify many of these results by completely classifying if X in a
family is a MDS or a non-MDS.
We let T ∼= G2m ⊂ X∆ be the torus, and without loss of generality take e = (1, 1) ∈ T .
A negative curve in X is defined by a polynomial f(x, y) ∈ k[x±1, y±1] that vanishes
to order m at e, and whose Newton polygon lies in a translation and dilation of the
triangle ∆ with area ≤ m
2
2
. By abuse of notation, we will define a negative curve to
be a curve in the torus T , defined by an irreducible polynomial f(x, y) that vanishes to
order m at e and whose Newton polygon fits into some triangle of area ≤ m
2
2
. Given
such a negative curve in the torus, its strict transform defines a negative curve in X for
suitable choices of the triangle ∆.
Having defined negative curves in the torus T , we can now try to classify them. For
each m > 0 there is, up to an automorphism of T , a finite number of negative curves.
Using computer search one can find all these curves when m is small [2]. For m = 1
there is a unique curve defined by f(x, y) = 1 − y. This curve with m = 1 appeared
in all examples of [9, 6, 11, 10]. Similarly, for m = 2 there is a unique curve defined
by f(x, y) = 3 − x − y − x−1y−1. This casem = 2 appeared in the examples of [15, 14].
For m = 3 there are two non-isomorphic negative curves and for m = 4 there are
four. In [8, 7] we constructed two infinite families of negative curves, giving two non-
isomorphic negative curves for eachm ≥ 3.
All examples of negative curves mentioned above have the property that the New-
ton polygon of f(x, y) lies in a triangle ∆ that contains exactly
(
m+1
2
)
+ 1 lattice points.
Since vanishing to orderm at e imposes
(
m+1
2
)
conditions, the existence of such f(x, y)
supported in the triangle is clear; its irreducibility still needs to be proved. There do ex-
ist negative curves whose supporting triangle ∆ contains fewer than
(
m+1
2
)
+ 1 lattice
points. Kurano and Matsuoka [13] gave two such examples. These negative curves
seem to be very exceptional and we will not have much to say about them in this arti-
cle. As an example, if Ble P(9, 10, 13) contains a negative curve, then the curve must be
of this exceptional type.
We will only consider negative curves defined by f(x, y) supported in a triangle ∆
with at least
(
m+1
2
)
+1 lattice points. It then follows from the uniqueness of the negative
curve in Ble X∆ that the number of lattice points in ∆ must be exactly
(
m+1
2
)
+ 1. This
assumption divides the problem of finding negative curves into two steps: first find a
triangle of small area and many lattice points, then prove that the polynomial f(x, y)
supported in it is irreducible.
In [8] we gave a criterion for irreducibility of f(x, y) given its Newton polygon.
Namely, if a triangle ∆ has an edge whose only lattice points are its endpoints, and the
Newton polygon of f(x, y) lies in the triangle and contains the two vertices, then f(x, y)
is irreducible. We will impose this irreducibility condition on all negative curves that
we study.
We can now state the main theorem in two parts.
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Theorem 1.1.A. LetM,N ≥ 0, K ≥ 3 be integers satisfying the equation
(1.1) (M+N)2 = KMN+ 1.
To each such triple we associate an integral triangle IT(M,N) and a rational triangle RT(M,N)
with vertices:
IT(M,N) : (0, 0), (M+N,KN), (M,0),
RT(M,N) : (0, 0), (M,M+N),
(
M−
M+N
K
, 0
)
.
Then, each of these triangles supports a polynomial f(x, y) defining a negative curve that van-
ishes at e to order m = M + N in the integral case and m = M in the rational case. The
negative curves corresponding to IT(M,N) for M ≥ N > 0 and RT(M,N) for M > N > 1
are pairwise non-isomorphic.
We omit K from the notation IT(M,N), RT(M,N). When M and N are positive
then K is determined by them. The statement about the curves being non-isomorphic
means that there is no automorphism of the torus T that carries one curve to another.
An automorphism of the torus is given by an affine linear automorphism of the lattice
Z2.
In Section 6.2 below we show that the polynomials f(x, y) defining negative curves
in IT(M,N) and RT(M,N) satisfy algebraic relations. Using these relations we can
compute the polynomials explicitly.
Theorem 1.1.B. Conversely, if a negative curve is defined by f(x, y) vanishing at e to order
m > 0 and supported in a triangle ∆ that satisfies
(a) ∆ contains at least
(
m+1
2
)
+ 1 lattice points and has area ≤ m
2
2
,
(b) ∆ has two integral vertices (0, 0) and (m,h) where m and h are relatively prime, and a
possibly nonintegral vertex (r, s) with 0 < r < m,
then the negative curve is isomorphic to one defined in Theorem 1.1.A.
The theorem classifies all negative curves where the triangles∆ satisfy conditions (a)
and (b). As explained above, condition (a) removes the negative curves of exceptional
kind. Condition (b) is used to prove irreducibility of f(x, y).
All solutions to equation (1.1) can be written down explicitly.
Theorem 1.2. Let K ≥ 3 be fixed. There are three involutions on the set of integral solutions
of (1.1):
ι0 : (M,N) 7→ (N,M),
ι1 : (M,N) 7→ (M, (K− 2)M−N)
ι2 : (M,N) 7→ ((K− 2)N−M,N).
These involutions satisfy the relation ι2 = ι0ι1ι0. See Figure 1. All integral non-negative
solutions of equation (1.1) can be obtained by starting with (0, 1) and applying ι0 and ι1 alter-
nately:
(0, 1)
ι07−→ (1, 0) ι17−→ (1, K− 2) ι07−→ (K− 2, 1) ι17−→ (K− 2, (K− 2)2 − 1) ι07−→ . . . .
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FIGURE 1. Involutions generating all integral solutions to (M + N)2 =
KMN+ 1 as described in Theorem 1.2
One can see from the previous theorem that for K = 3 there are three solutions
(0, 1), (1, 0), (1, 1). For K ≥ 4 there is an infinite sequence of solutions. The integral
and rational cases then give us two 2-parameter families of distinct negative curves.
For K ≥ 4, the solutions (M,N) can be divided into two sets, M > N and M < N.
The triangles in the two sets are isomorphic. More precisely, there exist affine linear
automorphisms of the lattice Z2 that induce isomorphisms of triangles:
IT(M,N) ∼= IT(ι0(M,N)),
RT(M,N) ∼= RT(ι1(M,N)).
Example 1.3. (1) The triples M ≥ N = 1, K = M + 2 are solutions of (1.1). The
corresponding rational triangles have vertices (0, 0), (M,M+ 1), (M − 1 + 1/K, 0).
This is the family of negative curves studied in [8].
(2) When K = 4 then M ≥ 2,N = M − 1 are solutions of (1.1). The corresponding
rational triangles have vertices (0, 0), (M,2M−1),
(
M − 2M−1
4
, 0
)
. This is the family
of negative curves studied in [7].
(3) The integral triangle corresponding to K = 4,M = 3,N = 2 is the simplest one that
does not appear in either of the two families in [8, 7]. It has vertices (0, 0), (5, 8), (0, 3)
andm = 5.
(4) Let us look for negative curves with m = 4. There is one integral triangle IT(3, 1),
K = 5, and one rational triangle RT(4, 3), K = 4. There are two additional negative
curves withm = 4, see Figure 2.
In [8, 7] we studied two families of negative curves (Example 1.3 (1), (2) ) and for
each such curve we constructed examples of MDS and non-MDS. We generalize these
results to all negative curves described above.
Let ∆ be one of the triangles IT(M,N) or RT(M,N) described in Theorem 1.1.A, and
let C0 ⊆ T be the corresponding negative curve. We consider larger triangles ∆α,β
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(4, 5)
x
y
(A) IT(3, 1)withK = 5, member of the
family from [8] with C · C = −1.
(4, 7)
(9/4, 0)
x
y
(B) RT(4, 3) with K = 4, member of
the family from [7] with C · C = − 1
4
.
(5, 7)
(11/5, 0)
x
y
(C) Negative curve in Ble P(5, 7, 11)
with C · C = − 35 .
(10/9, 0)
10
7
(3, 10)
(4, 13)
x
y
(D) Negative curve in Ble P(7, 9, 10)
with C · C = − 863 .
FIGURE 2. Every negative curve withm = 4.
obtained from ∆ by increasing its base:
IT(M,N)α,β : (−α, 0), (M+N,KN), (M+ β, 0),
RT(M,N)α,β : (−α, 0), (M,M+N),
(
M−
M+N
K
+ β, 0
)
.
Here α, β ≥ 0. Let X = Ble X∆α,β . Then, the strict transform of C
0 is a negative curve
in X if Area(∆α,β) ≤
m2
2
. This is equivalent to α + β ≤ 1/NK in the integral case and
α+ β ≤ 1/K(M+N) in the rational case.
Theorem 1.4. Let the variety X be constructed from either IT(M,N) or RT(M,N) by choos-
ing α, β ≥ 0 such that the strict transform of C0 is a negative curve in X.
(1) If α = 0 or β = 0 then X is a MDS.
(2) If α > 0 and β > 0 then X is a non-MDS when N > 1 in the integral case and
M+N > 1 in the rational case.
Remark 1.5. The theorem applies with M > N and with M < N. Even though these
triangles are isomorphic, when choosing α, β ≥ 0 we lengthen different edges of the
same triangle.
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Remark 1.6. The negative curveC is allowed to have self-intersection number zero. The
theorem gives many examples of non-MDS where C has zero self-intersection.
Remark 1.7. The triangles IT(K−2, 1) and RT(K−1, 1) support the same negative curve:
the former is the convex hull of the lattice points in the latter. When choosing a set of
non-isomorphic curves in Theorem 1.1.A we have discarded the triangles RT(K− 1, 1).
In contrast, the second part of Theorem 1.4 applies to RT(K−1, 1), but not to IT(K−2, 1).
These negative curves are studied in more detail in [8].
Remark 1.8. For small values of M and N, the possibly degenerate triangles IT(0, 1),
IT(1, 0), RT(1, 0), RT(1, 1) support the same negative curve with vanishing orderm =
1. This case has been widely studied in the literature [9, 6, 14, 10, 11]. The present
paper does not say anything more about them = 1 case.
2. EXISTENCE OF NEGATIVE CURVES
Recall that a negative curve in X = Ble X∆ is an irreducible curve C of non-positive
self-intersection, different from the exceptional curve E. If the curve C has strictly
negative self-intersection then it is unique in X.
Let us say that a triangle ∆ supports a negative curve if ∆ has area ≤ m
2
2
and there
exists a polynomial f(x, y) ∈ k[x±1, y±1] with Newton polygon in ∆ that vanishes to
order m at the point e = (1, 1). Such an f(x, y) defines a curve C in X = Ble X∆ with
self-intersection number
C · C = 2Area(∆) −m2 ≤ 0.
If ∆ supports a negative curve with strictly negative self-intersection then the polyno-
mial f(x, y) is unique up to a constant multiple. This implies that ∆ can contain at most(
m+1
2
)
+ 1 lattice points because vanishing at e imposes
(
m+1
2
)
conditions.
Let us define a form of triangles that will appear in the proofs below. The triangles
IT(M,N) and RT(M,N) are of this form.
Definition 2.1. We say that a triangle ∆ is of the form (†) if it has vertices
(0, 0), (b, 0) and (m,h),
wherem,h > 0 are relatively prime integers, 0 < b < m is a rational number, and the
slope of the right edge
K =
h
m − b
is an integer.
The main goal of this section is to give a sufficient condition for such a triangle ∆ to
support a negative curve.
Proposition 2.2. Let ∆ be a triangle of the form (†) with area ≤ m
2
2
and containing at least(
m+1
2
)
+ 1 lattice points. Then ∆ supports an irreducible negative curve vanishing to orderm
at e.
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The triangle ∆ clearly supports a polynomial f(x, y) that vanishes to order m at e.
We need to prove that this f(x, y) is irreducible. Let us recall an irreducibility criterion
proved in [8].
Lemma 2.3. Let ∆ be a triangle and f(x, y) a polynomial supported in ∆. Suppose an edge
of ∆ intersects Z2 at its endpoints only and these endpoints lie in the support of f(x, y). Then
f(x, y) is irreducible.
The lemma is proved by showing that the Newton polygon of f(x, y) cannot be
written as the Minkowski sum of two smaller polygons.
In the case of the triangle ∆ of the form (†), we wish to prove that the two vertices
(0, 0) and (m,h) lie in the Newton polygon of f(x, y). We will see below that the
triangle ∆ contains exactly
(
m+1
2
)
+1 lattice points. Thus, if one of the vertices does not
lie in the Newton polygon of f(x, y), then we are in the exceptional situation where
vanishing at e to orderm imposes
(
m+1
2
)
conditions on the same number of monomials.
It follows that one of these conditions must be trivial. This can be stated in terms of
lattice point interpolation:
Lemma 2.4. Let S be a set of
(
m+1
2
)
lattice points on the plane. Then, S supports a Laurent
polynomial vanishing to order m at e = (1, 1) if and only if there is a degree m − 1 curve
interpolating all points in S.
Proof. A polynomial f(x, y) supported on S vanishes to order m at e if all partial
derivatives up to order m − 1 vanish when applied to f(x, y) and evaluated at e.
The same is true if we replace partial derivatives with logarithmic partial derivatives
p(x∂x, y∂y) ∈ k[x∂x, y∂y]. When the number of monomials is the same as the number
of conditions given by derivatives, then a nontrivial solution f(x, y) exists if and only
if one condition is trivial, meaning some logarithmic partial derivative p vanishes on
all monomials in S when evaluated at e. Now
p(x∂x, y∂y)(x
ayb)|(x,y)=(1,1) = p(a, b).
This p is a polynomial of degree at most m − 1 that vanishes at all lattice points in
S. 
The previous lemma is well-known. See for example [5, 1, 11]. Let us use it to prove
Proposition 2.2 with some additional assumptions.
Lemma 2.5. Let ∆ be a triangle of the form (†) with area≤ m
2
2
such that the number of lattice
points in them+ 1 columns of ∆ is 1, 1, 2, 3, . . . ,m (possibly permuted). Then ∆ supports an
irreducible negative curve vanishing to orderm at e.
Proof. Notice that the number of lattice points in∆ is 1+1+2+. . .+m =
(
m+1
2
)
+1. This
implies that there exists a polynomial f(x, y) supported in ∆ and vanishing to order
m at e. If the Newton polygon of f(x, y) does not contain one of the vertices (0, 0) or
(m,h), then there must be a degree m − 1 curve through the remaining lattice points
that lie in columns of size 1, 2, 3, . . . ,m. This is not possible by Bezout’s theorem: the
curve must consist of vertical lines along the columns withm,m−1, . . . , 2 points, after
which there is still one point left over. 
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It remains to prove that a triangle as in Proposition 2.2 indeed contains the correct
number of lattice points in its columns.
Consider ∆ of the form (†). Let us divide the triangle ∆ into two smaller triangles
using the vertical line x = b. The two smaller triangles have a new common vertex(
b, b
h
m
)
.
To the right hand triangle we apply the shear transformation
(x, y) 7→ (x, y− K(x− b)).
Let ∆sh be the union of the left triangle and the sheared right triangle. Then ∆sh is
again a triangle with vertices
(0, 0), (m, 0) and
(
b, b
h
m
)
.
The shear transformation maps lattice points to lattice points and preserves columns.
Hence, ∆ and ∆sh contain the same number of lattice points column by column. See
Figure 3.
b m
(m,h)
x
y
FIGURE 3. Comparison between ∆ and ∆sh for RT(8, 3)with K = 5.
Lemma 2.6. Let ∆˜ be the triangle with vertices (0, 0), (m, 0), (b ′,m), where m > 0 is an
integer and 0 < b ′ < m is rational. If the only lattice points on the boundary of ∆˜ are on its
lower edge, then the number of lattice points in the columns of ∆˜ is 1, 1, 2, 3, . . . ,m (possibly
permuted).
Proof. By assumption, ∆˜ has both width and height equal tom. Hence the slice of the
triangle with y constant is an interval of length m − y. Since the only lattice points
on the boundary of the triangle are the points on its lower edge, then the number of
lattice points in the rows y = 0, 1, . . . ,m− 1 ism + 1,m− 1,m− 2, . . . , 1.
Consider a column of lattice points in ∆˜, (c, 0), (c, 1), . . . , (c, d). Let (c, d+ 1) be the
lattice point above the column; we count these points. When we add a row with r
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lattice points on top of a row with r + 1 lattice points, we create one such lattice point
above a column. This gives the stated number of lattice points in the columns of ∆˜. 
Proof of Proposition 2.2. If the area of ∆ is m
2
2
, then b h
m
= m and the conclusion follows
by Lemma 2.6 applied to ∆sh. To deal with the case where the area is less than m
2
2
, we
compare ∆sh with a larger triangle ∆˜sh that has area m
2
2
. Let ∆˜sh have vertices
(0, 0), (m, 0), (b ′,m)
for some rational 0 < b ′ < m such that ∆sh ⊆ ∆˜sh. We can choose b ′ so that ∆˜sh has
no lattice points on its boundary except on the lower edge. By Lemma 2.6, ∆˜sh has
columns 1, 1, 2, . . . ,m. If we now know that ∆ (and hence also ∆sh) contains at least(
m+1
2
)
+ 1 lattice points, then
∆sh ∩ Z2 = ∆˜sh ∩ Z2
and hence both ∆sh and ∆ must also have columns 1, 1, 2, . . . ,m. The claim now fol-
lows from Lemma 2.5. 
3. PROOFS OF THEOREM 1.1.A AND THEOREM 1.2
We start by proving that the triangles IT(M,N) and RT(M,N) support a negative
curve. This follows from Proposition 2.2 once we know that the triangles contain
enough lattice points because the triangles are of the form (†) defined at the begin-
ning of Section 2.
Lemma 3.1. The triangles IT(M,N) and RT(M,N) contain
(
m+1
2
)
+ 1 lattice points, where
m = M+N in the integral case andm = M in the rational case.
Proof. We apply the Pick’s Theorem to the integral triangle ∆ = IT(M,N):
|∆ ∩ Z2| = Area(∆) +
P(∆)
2
+ 1,
where P(∆) is the perimeter of ∆. The triangle has baseM and height KN, hence
2Area(∆) = KMN = (M+N)2 − 1 = m2 − 1.
The boundary of the triangle contains exactly one lattice point for every integral value
of x between 0 andM+N, hence P(∆) = M+N+ 1 = m+ 1. This gives
|∆ ∩ Z2| =
m2 − 1
2
+
m+ 1
2
+ 1 =
(
m+ 1
2
)
+ 1.
Let now ∆ = RT(M,N). We will apply Pick’s Theorem to the convex hull of the
lattice points in ∆. Let us find the lowest lattice point on the right edge of the triangle.
From equation (1.1) it follows that K divides M +N ± 1. This implies that the lowest
lattice point on the right edge of ∆ has y-coordinate 1 or K−1. In either case the convex
hull of lattice points in ∆ is a 4-gon with area
Area(∆) −
1
2
(
1−
1
K
)
=
m2 − 1
2
.
Again, the boundary of ∆ contains one lattice point for every integral value of x from
0 toM. Pick’s Theorem now says that ∆ contains
(
m+1
2
)
+ 1 lattice points. 
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This proves the first part of Theorem 1.1.A.
Next we study isomorphisms between these negative curves. Recall that two such
curves are isomorphic if there exists an automorphism of the torus T mapping one
curve to another. An automorphism of T is given by an integral affine linear automor-
phism of Z2. Two negative curves are then isomorphic only if such an integral affine
linear automorphism maps the Newton polygon of one f(x, y) to the Newton polygon
of another.
Lemma 3.2. The only integral affine linear isomorphisms between the triangles IT(M,N) and
RT(M,N) are
IT(M,N) ∼= IT(ι0(M,N)),
RT(M,N) ∼= RT(ι1(M,N)).
Proof. The first isomorphism is given by the transformation
(x, y) 7→ (M+N− x, K(M− x) + y),
the second one by
(x, y) 7→ (M− x, K(M− x) + y − (M+N)).
These two transformations map the left edge of one triangle to the left edge of the
other and exchange the other two edges.
To prove that there are no other isomorphisms we consider the normal fan of the
triangle. It has three maximal cones with integer multiplicities m1,m2,m3. This set
of multiplicities is preserved under an isomorphism. The multiplicities are NK,K and
MK in the integral case andM+N,K andMK−M−N in the rational case.
Clearly no integral triangle is isomorphic to a rational triangle. In the integral case
the set {NK,K,MK}determines K (the GCD of the triple) and the set {N,M}. Thus, only
the triangles that differ by ι0 have the same triple of multiplicities.
In the rational case, the multiplicity K corresponds to the unique non-integral vertex.
IfK is known then from the set {M+N,MK−(M+N)}we recoverM. The only triangles
with the same K andM are the two that differ by ι1. 
Let us now prove the second part of Theorem 1.1.A, showing that the negative
curves are pairwise non-isomorphic. We will restrict to the curves in the statement
of the theorem, namely those corresponding to IT(M,N) for M ≥ N > 0 and those
corresponding to RT(M,N) for M > N > 1. We will also restrict to K ≥ 4, the case
K = 3,M = N = 1 giving the unique negative curve that vanishes to order 2 at e.
To show that these curves are non-isomorphic it suffices to prove that the Newton
polygons of the defining polynomials f(x, y) are non-isomorphic. We show that the
Newton polygon determines the triangle uniquely, hence by the previous lemma, no
two Newton polygons can be isomorphic.
In Lemma 6.2 belowwe show that in the integral case the Newton polygon coincides
with the triangle. This shows that no two negative curves supported in the integral
triangles are isomorphic to each other or to a negative curve supported in a rational
triangle.
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For rational triangles the Newton polygons are harder to determine. In general they
are not equal to the convex hull of lattice points in the triangle. What follows is a proof
that the Newton polygon nevertheless uniquely determines the triangle.
In Lemma 6.3 below we show that in addition to the left edge of the triangle, the
Newton polygon also contains edges along the other two sides of the triangle. Suppose
now that theNewton polygon uniquely determines one of its edges, the one coinciding
with the left edge of the triangle. Then, it determines the triangle by extending the two
adjacent edges until they meet.
Consider the edge in the Newton polygon that coincides with the left edge of the
triangle. We will write down properties of this edge that uniquely determine it among
all edges of the Newton polygon. Consider the following properties for an edge in the
Newton polygon of f(x, y):
(1) There exists a triangle that contains the Newton polygon and shares the same
edge.
(2) The lattice length of the edge is 1.
(3) The coefficients of the two monomials in f(x, y) corresponding to the vertices
of the edge have the same absolute value.
(4) The triangle constructed from the edge by extending the two adjacent sides
must contain
(
m+1
2
)
+ 1 lattice points for somem.
The Newton polygon corresponding to RT(M,N) satisfies (1) - (4) with respect to
the edge from (0, 0) to (M,M + N). Indeed, (1) and (2) are clear, (3) is shown in Sec-
tion 6.2, and (4) is shown in Lemma 3.1. In an arbitrary convex polygon that is not a
triangle there can be at most two edges satisfying property (1), and these edges have
to be adjacent. Aside from the left hand side edge, the only other edge of the Newton
polygon of the negative curve of RT(M,N) that satisfies properties (1) and (2) is the
edge from (M,M +N) to (M − 1,M +N − K). Indeed, the other possible edge from
(0, 0) to (1, 0) does not satisfy property (1): the left edge of the triangle has larger slope
than the line segment from (1, 0) to (M− 1,M+N− K).
Now consider the edge from (M,M+N) to (M−1,M+N−K). Lemma 6.3 shows that
f(x, y) has the form f(x, y) = ±1 + bxM−1yM+NK + . . ., where b 6= ±1 when N > K− 2;
hence (3) is not satisfied. When N = K − 2 then Lemma 6.4 shows that the edge with
slope K in the Newton polygon has length K − 3, so (2) is not satisfied when K > 4.
The only case remaining to consider is K = 4,M = 3 and N = 2. The triangle that we
get from this edge contains 9 lattice points; hence (4) is not satisfied. Then, properties
(1)-(4) determine the left edge of the triangle in all cases.
This finishes the proof of Theorem 1.1.A.
3.1. Proof of Theorem 1.2. It is easy to check that the three involutions map integral
solutions of equation (1.1) to integral solutions and satisfy the given relation. It is also
clear from the equation that there is no integral solution withM < 0,N > 0.
For K = 3 one can find that the only solution is (M,N) = (1, 1). For K ≥ 4, the
solutions lie on the two branches of a hyperbola, one branch withM > N and the other
withM < N. The three involutions exchange the branches. In particular, starting from
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the branch whereM < N and applying ι1, we decreaseN and leaveM the same. Given
a positive integer solution (M,N), we apply ι1 if M < N and we apply ι0 otherwise.
A sequence of these involutions will keepM,N non-negative, and it will decrease the
sumM+N until (M,N) = (0, 1).
4. PROOF OF THEOREM 1.1.B
Let ∆ be a triangle as in Theorem 1.1.B and let Z be the convex hull of its lattice
points. Then Z is an integral polytope with top edge from (0, 0) to (m,h) and at least
two edges on the lower boundary. We will assume that ∆ is a minimal triangle contain-
ing Z, by which we mean that among the sequence of edges on the lower boundary of
Z the first and last lie on the edges on ∆.
Our main tool will be Pick’s formula applied to Z:
C = A+
P
2
+ 1,
where P is the lattice perimeter of Z, A is its area, and C is the number of lattice points
in Z.
Consider the case where ∆ is either IT(M,N) or RT(M,N). In the integral case Z
is equal to ∆ and its lower boundary consists of two edges with integral slopes 0 and
K. In the rational case Z is a 4-gon. Its lower boundary consists of three edges with
integral slopes 0, L, K, where L = 1 or L = K− 1, and the edge with slope L has lattice
length 1. Let us prove that these properties of the lower edges of Z characterize the
triangles IT(M,N) and RT(M,N).
Lemma 4.1. Let ∆ be a triangle as in Theorem 1.1.B and Z the convex hull of its lattice points.
Assume that ∆ is the minimal triangle containing Z.
(1) If Z is a triangle with lower edges having integral slopes 0 and K, then ∆ is equal to
IT(M,N) for someM,N satisfying equation (1.1).
(2) If Z has three lower edges with integral slopes 0, L and K, where L = 1 or L = K − 1
and the edge with slope L has lattice length 1, then ∆ is equal to RT(M,N) for some
M,N satisfying equation (1.1).
In both cases of the lemma, the perimeter P of Z equals m + 1. Let us first apply
Pick’s formula to this situation.
Lemma 4.2. If a lattice polygon Z contains at least
(
m+1
2
)
+ 1 lattice points, has area ≤ m
2
2
and perimeterm + 1, then the area of Z is m
2−1
2
and it contains
(
m+1
2
)
+ 1 lattice points.
Proof. Let the area of Z be m
2−ε
2
for some integer ε ≥ 0. Pick’s formula applied to Z
gives (
m+ 1
2
)
+ 1 ≤ C =
m2 − ε+m+ 1
2
+ 1 =
(
m+ 1
2
)
+ 1+
1− ε
2
,
which simplifies to ε ≤ 1. Notice that if ε = 0 then C is not an integer, hence ε = 1 is
the only possibility. 
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Proof of Lemma 4.1. In both cases equation (1.1) follows from the area of Z being m
2−1
2
.
Let us do the integral case only. Denote by M and N the lattice lengths of the two
lower edges of Z, so that m = M + N. The height of Z is NK, hence twice its area is
MNK. This must be equal to (M+N)2 − 1, giving equation (1.1). A similar argument
applies in the rational case. 
Let us now return to a general triangle as in Theorem 1.1.B. Notice that Z has perime-
ter m + 1 if and only if it contains a lattice point on its lower boundary for every
x = 0, 1, . . . ,m. This is equivalent to all lower edges having integral slopes.
Lemma 4.3. Let ∆ be a triangle as in Theorem 1.1.B. Then the perimeter P of Z is equal to
m+ 1.
Proof. We know that the perimeter of Z cannot be more than m + 1 because its top
boundary consists of one edge of lattice length 1.
By assumption, the area of Z is ≤ m
2
2
and its number of lattice points is ≥
(
m+1
2
)
+ 1.
Pick’s formula now gives that P ≥ m.
Let us rule out the case P = m. In that case, again from Pick’s formula, the area
of Z is exactly m
2
2
. Hence Z is an integral triangle. One of its lower edges must have
integral slope, the other edge has rational slope. Using a linear transformation, we
may assume that Z has vertices (0, 0), (m,h), and (m − 2, 0). We get that twice the
area of Z is m2 = (m − 2)h. This gives a contradiction to m and h being relatively
prime. 
The previous lemma shows that the lower edges of Z have integral slopes. We can
apply a shear transformation (x, y) 7→ (x, y+ax) so that the first of the lower edges has
slope 0. We need to show that these slopes are as in the case of IT(M,N) or RT(M,N).
Lemma 4.4. Let ∆ be a triangle as in Theorem 1.1.B. Then, after a shear transformation, Z
is either a triangle with lower edges having integer slopes 0 and K, or Z is a 4-gon with lower
edges having integer slopes 0, L, K, where L = 1 or L = K − 1 and the edge with slope L has
lattice length 1.
Proof. Assume that Z is not a triangle, and let its lower edges have integer slopes, with
the first edge being horizontal. Then Z cannot have more than 3 edges on its lower
boundary. Otherwise the triangle ∆ contains a lattice point on the x-axis that does not
lie in Z. Thus, Zmust be a 4-gon with lower edges having integer slopes 0, L, K.
We know that Z has area m
2−1
2
and ∆ has area ≤ m
2
2
. This implies that the edge with
slope L has lattice length 1, and the area of the small triangle removed from ∆ to obtain
Z is at most 1
2
. This small triangle has base 1− L/K and height L, giving the inequality(
1−
L
K
)
L ≤ 1.
The only integer solutions K > L > 0 to this are K > L = 1, L = K − 1 > 0 and
L = 2, K = 4. We need to rule out the last case. Here Z has vertices (0, 0), (a, 0),
(a+ 1, 2) and (m,h) = (a+ 1+ b, 2+ 4b) for some integers a, b > 0. Twice the area of
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∆ is
m2 =
(
a+
1
2
)
h.
This equality is equivalent to a = b. However, in that casem = 2a+ 1 and h = 4a+ 2
are not relatively prime. 
Combining Lemma 4.4 with Lemma 4.1, we get that the triangle ∆ has to be iso-
morphic to either IT(M,N) or RT(M,N) for some M,N. This finishes the proof of
Theorem 1.1.B.
5. MORI DREAM SPACES
In this section we will consider triangles ∆ that support a negative curve C. We start
with general triangles and then specialize to the case IT(M,N), RT(M,N).
5.1. General triangles. Consider a triangle ∆ of the form (†). We assume that ∆ sup-
ports a negative curveC0 that vanishes to orderm at e. IfC0 is defined by a polynomial
ξ, we further assume that the lattice points (0, 0) and (m,h) lie in the Newton polygon
of ξ. We make ∆ larger by increasing its base:
∆α,β : (−α, 0), (b+ β, 0), (m,h), α, β ≥ 0.
LetX = Ble X∆α,β . We assume thatα, β ≥ 0 are small enough so that the strict transform
C of C0 is a negative curve in X. This condition is equivalent to the area of ∆α,β being
≤ m
2
2
, which is the same as
α+ β ≤
m2
h
− b.
We study curve classes in X. Let D0 be in the class H
′ − hE where H ′ corresponds to
the triangle with vertices:
∆ ′α,β : (0, 0), (m, 0),
m
b+ α+ β
(m+ α, h).
Lemma 5.1. D0 · C = 0.
Proof. Let the class of C be H −mE. Here H2 equals twice the area of ∆, which is bh.
When we scale the triangle ∆ to ∆ ′ with base of length b ′, then the corresponding
classes multiply as
H ·H ′ = H ·
b ′
b
H = b ′h.
Now
C ·D0 = (H−mE)(H
′ − hE) = H ·H ′ −mh = 0.

Cutkosky [4] has proved (see also [8]) that the variety X = Ble X∆α,β is a MDS if
and only if there exists a divisor D in the class µD0 for some integer µ > 0 such that
C∩D = ∅. This intersection property is equivalent toD not having C as a component,
which can be checked by finding a vertex of the triangle ∆α,β that does not lie in the
Newton polygon of the polynomial defining C, but the corresponding vertex of ∆ ′α,β
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lies in the Newton polygon of the polynomial defining D. Then C passes through the
corresponding T -fixed point, butD does not.
Lemma 5.2. When α = 0, β ≥ 0 then X = Ble X∆0,β is a MDS.
Proof. The polynomial xm(1 − y)h is supported in ∆ ′0,β and vanishes to order h at e.
This defines the divisor D disjoint from C. 
Lemma 5.3. Assume that the slope of the right edge of ∆ is an integer K such that
h
(
b+
1
K
)
> m2.
Then X = BleX∆α,β is not a MDS for any α, β > 0 such that the curve C has non-positive
self-intersection.
Proof. Suppose we have a divisor D in the class µD0 that is disjoint from C. Let D be
defined by a polynomial ζ supported in µ∆ ′α,β. Then ζ is also supported in the larger
triangle µ∆ ′0,0 where we have set α = β = 0. The triangle µ∆
′
0,0 supports another
polynomial xµm(1− y)µh. We will use the two polynomials to get a contradiction.
Since D · C = 0, the sheaf OX(D) restricts to the trivial sheaf on C. Hence any two
global sections of the sheaf must be constant multiples of each other when restricted
to C. Let ξ be the polynomial defining C. Then
ζ ≡ cxµm(1− y)µh mod ξ
for some constant c 6= 0. Let
(5.1) ζ = cxµm(1− y)µh + ξg,
where g is a polynomial that vanishes at e to order at least µh −m and is supported
in the triangle ∆ ′′ with base µm − b and sides parallel to ∆0,0. However, since D was
assumed to exist when β > 0, the right edge of the triangle ∆ ′′ should not intersect
the Newton polygon of g. Thus, g is in fact supported in a smaller triangle, still with
sides parallel to ∆0,0. Since the right side of ∆0,0 has integer slope K, we can take the
smaller triangle by shortening the base of ∆ ′′ by 1/K. In summary, g is supported in
the triangle with base [0, µm− b− 1/K] and must vanish to order at least µh−m at e.
Consider the terms in Equation (5.1) lying on the left edge of ∆0,0. The Newton
polygon of ζ intersects the left edge only at (0, 0) because α > 0. The Newton polygon
of xµm(1 − y)µh intersect the left edge at µ(m,h) only. The Newton polygon of ξ has
two lattice points on the left edge, (0, 0) and (m,h). Equation (5.1) now implies that g
is not divisible by ξ. (By the same reason why a polynomial 1− axµ is not divisible by
(1− bx)2 when a, b 6= 0 and the characteristic is 0.)
To get a contradiction to the existence of D, we now check that D ·C < 0 in Ble X∆0,0 ,
where D is defined by the polynomial g. This implies that ξ must divide g, which is
impossible. We have
D · C ≤
(
µm− b−
1
K
)
h− (µh−m)m = −
(
b+
1
K
)
h+m2.
The last quantity is negative by assumption. 
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5.2. The triangles IT(M,N) and RT(M,N). We now specialize to the case of triangles
described in Theorem 1.1.A. Let ξintM,N and ξ
rat
M,N be the polynomials defining negative
curves in the two families of triangles, normalized to have constant term equal to 1.
The triangles IT(M,N) and RT(M,N) are of the form (†). In particular, the varieties
X are MDS when α = 0. Let us prove the same for β = 0.
Lemma 5.4. Let ∆ be either IT(M,N) with N > 0 or RT(M,N) with M > 0, and let X be
constructed by choosing α, β ≥ 0. If β = 0 then X is a MDS.
Proof. Consider the class [D0] defined in the previous subsection. In the integral case
it has the form H ′ − KNE, where H ′ corresponds to the triangle with base [0,M +N].
The polynomial (
ξratN,(K−1)N−(M+N)
)K
=
(
ξratι1ι0(M,N)
)K
defines a divisor D in the class [D0], disjoint from C.
In the rational case the class [D0] has the formH
′−(M+N)E, whereH ′ corresponds
to the triangle with baseM. The polynomial ξintM,N defines a divisor D in the class [D0]
that is disjoint from C. 
Let us now check when Lemma 5.3 applies.
Lemma 5.5. Let X be defined by choosing α, β > 0. Then X is not a MDS whenN > 1 in the
integral case andM+N > 1 in the rational case.
Proof. In the integral case m = M + N, h = NK and b = M. The inequality in
Lemma 5.3 becomes
NK
(
M+
1
K
)
> (M+N)2 = MNK+ 1.
This is equivalent to N > 1.
In the rational casem = M, h = M+N and b = M− M+N
K
. The inequality now is
(M+N)
(
M−
M+N− 1
K
)
> M2.
This is equivalent toM+N > 1. 
This finishes the proof of Theorem 1.4.
6. RECURRENCE RELATIONS
In this section we give explicit computations of the pairs (M,N) satisfying equation
(1.1). We then show how to find the polynomials ξintM,N and ξ
rat
M,N inductively.
We will consider K ≥ 4 and pairs M > N. The other pairs can be obtained by
switching M and N. Let τ be the transformation τ(M,N) = ι1ι0(M,N) = (N, (K −
1)N−(M+N)). Recall from Theorem 1.2 that, for a fixed K, all (M,N) can be obtained
by starting with (1, 0) and applying ι1, ι0 alternately. Hence all solutions M > N can
be reduced to (1, 0) by applying τ:
(1, 0)
τ←−[ (K− 2, 1) τ←− [ ((K− 2)2 − 1, K− 2) τ←− [ . . . .
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6.1. Finding (M,N). When K = 4 then all solutionsM > N have the formM = N+ 1.
We fix K > 4. Let
(M0, N0) = (1, 0), (Mn, Nn) = τ
−n(M0, N0), n > 0.
This sequence of pairs can be written in terms of a sequence of numbers:
(Mn, Nn) = (Fn+1, Fn),
Where F0 = 0, F1 = 1 and
Fn+2 = (K− 2)Fn+1 − Fn, n ≥ 0.
We can solve for Fn using eigenvalues. Let
λ± =
K− 2±
√
(K− 2)2 − 4
2
.
Then, for n ≥ 0,
Fn =
λn+ − λ
n
−
λ+ − λ−
.
More concretely, for n > 0,
Fn =
n−1∑
i=0
(−1)i
(
2n − 1− i
i
)
Kn−1−i.
From this, one can easily write polynomial expressions for the vertices of all the trian-
gles IT(M,N) and RT(M,N).
Another way to findMn, Nn is to use the continued fractions expression of λ+:
λ+ = (K− 2) −
1
(K− 2) − 1
(K−2)−...
.
ThenMn/Nn is the truncation of this continued fraction. For example,
M2
N2
= (K− 2) −
1
(K− 2)
=
(K− 2)2 − 1
K− 2
.
6.2. Finding ξintM,N and ξ
rat
M,N. Recall that these polynomials are normalized to have
constant term 1. Let us denote by εintM,N and ε
rat
M,N the coefficient of the highest degree
term in ξintM,N and ξ
rat
M,N, respectively. We will see below that these coefficients are equal
to ±1.
Lemma 6.1. The polynomials ξintM,N and ξ
rat
M,N satisfy the relations
ξintM,N = ξ
rat
M,Nξ
rat
τ(M,N) − ε
rat
M,Nx
M(y− 1)M+N,(
ξratτ(M,N)
)K
= ξintM,Nξ
int
τ(M,N) − ε
int
M,Nx
M+N(y− 1)KN.
The first equality holds whenM > 0, the second one whenN > 0.
Proof. Consider the rational triangle ∆ = RT(M,N), withM > 0. We let α = β = 0 and
consider the class [D0] = H
′ − (M + N)E, where H ′ corresponds to the triangle with
base [0,M]. We know two divisors in the class [D0], defined by x
M(1− y)M+N from the
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case α = 0 and ξintM,N from the case β = 0. These two polynomials must be constant
multiples of each other modulo ξratM,N. Write
ξintM,N = ξ
rat
M,Ng− ε
rat
M,Nx
M(y− 1)M+N
for some gwith constant term 1, supported in RT(N, (K−1)N−(M+N)) = RT(τ(M,N))
and vanishing to order at leastN at e. There is only one such polynomial, g = ξratτ(M,N).
Now consider the integral triangle ∆ = IT(M,N), with N > 0. Again let α =
β = 0 and consider the class [D0] = H
′ − KNE, where H ′ corresponds to the triangle
with base [0,M+N]. There are two divisors in the class [D0], defined by polynomials
xM+N(1− y)KN and
(
ξratτ(M,N)
)K
. Write
(
ξratτ(M,N)
)K
= ξintM,Ng− ε
int
M,Nx
M+N(y− 1)KN
where g is a polynomial with constant term 1, supported in IT(τ(M,N)), and vanish-
ing to order at least KN− (M+N). Again, g has to be equal to ξintτ(M,N). 
One can use the two formulas to compute the polynomials ξM,N inductively for all
M > N. Assume that we know the coefficients εM,N. Start with
ξint1,0 = 1− x, ξ
rat
1,0 = 1− xy.
Then use the second equation to solve for ξintM,N from ξ
int
τ(M,N), ξ
rat
τ(M,N), and the first equa-
tion to find ξratM,N from ξ
int
M,N, ξ
rat
τ(M,N).
One can also determine the coefficients εM,N explicitly in the case M > N. The two
equations give us the relations
εintM,N = ε
rat
M,Nε
rat
τ(M,N),(
εratτ(M,N)
)K
= εintM,Nε
int
τ(M,N).
Starting with
εint1,0 = ε
rat
1,0 = −1,
one can compute these coefficients inductively. Let (Mn, Nn) = τ
−n(1, 0). Then for K
even, εintMn,Nn = −1 and ε
rat
Mn ,Nn
= (−1)n+1. When K is odd then
εintMn ,Nn =
{
1 if n ≡ 1 mod 3,
−1 otherwise.
εratMn ,Nn =
{
1 if n ≡ 2 mod 3,
−1 otherwise.
6.3. Newton polygons of ξintM,N and ξ
rat
M,N. When proving in Section 3 that the negative
curves in Theorem 1.1.A are pairwise not isomorphic, we used some facts about the
Newton polygons of their defining equations. Let us prove these facts.
Lemma 6.2. The Newton polygon of ξintM,N is IT(M,N).
Proof. By the discussion above it’s enough to show that the monomial xM appears in
ξintM,N with a nonzero coefficient. The bases of the triangles RT(M,N) and RT(τ(M,N))
add up exactly to M. These two triangles don’t have a monomial in their bottom
right vertices, so the product of these two polynomials cannot contain the monomial
xM. Then, by Lemma 6.1, the only contribution to this monomial in ξintM,N comes from
xM(1− y)M+N. 
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The Newton polygon of ξratM,N may be smaller than the convex hull of lattice points in
RT(M,N). For example, the Newton polygon of ξrat8,3 does not contain the point (5, 0).
We know that the Newton polygons contain the left edge of the corresponding triangle.
We want to show that the two adjacent edges lie on the other two edges of the triangle.
Let us write the polynomials as
ξratM,N = 1+ a
rat
M,Nx+ . . .+ b
rat
M,Nx
M−1yM+N−K ± xMyM+N,
ξintM,N = 1+ a
int
M,Nx+ . . .+ b
int
M,Nx
M+N−1yNK−K ± xM+NyNK.
Lemma 6.3. Let (Mn, Nn) = τ
−n(1, 0).
(1) The coefficients aintMn,Nn , b
int
Mn,Nn
are nonzero when n > 0. They are not equal to ±1
when n > 1.
(2) The coefficients aratMn,Nn , b
rat
Mn,Nn
are nonzero when n > 1. They are not equal to ±1
when n > 2.
Proof. Let us start with the coefficients aratM,N and a
int
M,N. The linear terms of the equa-
tions in Lemma 6.1 give the relations
aintM,N = a
rat
M,N + a
rat
τ(M,N),
Karatτ(M,N) = a
int
M,N + a
int
τ(M,N).
Starting with aint1,0 = −1 and a
rat
1,0 = 0, one can inductively find all these coefficients.
The two equations above can be written in the form
aratM,N = (K− 1)a
rat
τ(M,N) − a
int
τ(M,N),
aintM,N = Ka
rat
τ(M,N) − a
int
τ(M,N).
Let us take new variables xn = a
rat
Mn,Nn
, yn = a
int
Mn,Nn
− aratMn,Nn , where (Mn, Nn) =
τ−n(1, 0). Then the equations have the form
xn+1 = (K− 2)xn − yn,
yn+1 = xn,
with initial condition x0 = 0, y0 = −1. This is the same recurrence relation that we saw
above when computing (M,N). The solutions are xn = Fn, yn = Fn−1. Going back to
the original variables,
aratMn,Nn = Fn, a
int
Mn,Nn
= Fn + Fn−1.
From Fn > 0 when n > 0 and Fn > 1 when n > 1 we get the statements about a
rat
Mn,Nn
and aintMn,Nn .
For the coefficients bratM,N and b
int
M,N we can use the same argument as above. It is best
to normalize the polynomials ξintM,N and ξ
rat
M,N so that their highest degree terms have
coefficient 1. Then bratM,N, b
int
M,N satisfy the same recurrence relations as a
rat
M,N, a
int
M,N, but
with different initial values. We need to make sure that the last terms in the equations
of Lemma 6.1 do not affect the relations. This is true when (M,N) = (Mn, Nn) with
n ≥ 2. Thus, given bratM1,N1 and b
int
M1,N1
, we can compute all these numbers for n ≥ 2. We
have bratM1,N1 = 0 because the right edge of the triangle contains only one lattice point.
To find bintM1,N1 , we apply the first equation in Lemma 6.1 in the case (M,N) = (M1, N1),
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taking into account the last term of the equation. Since we normalized ξintM,N so that its
highest degree coefficient is 1, we get
bintM1,N1 = −ε
int
M1 ,N1
εratM1,N1(−1)
M1+N1 = −εratM0,N0(−1)
K−1 = (−1)K−1.
The same computation as above now gives bratM1,N1 = 0, b
int
M1,N1
= (−1)K−1,
bratMn,Nn = (−1)
KFn−1, b
int
Mn,Nn
= (−1)K(Fn−1 + Fn−2), n ≥ 2.
The statements about bratMn,Nn and b
int
Mn,Nn
now follow from the properties of Fn. 
The previous lemma shows that the Newton polygon of ξratMn,Nn when n > 1 contains
the left edge of the corresponding triangle, and in addition edges of nonzero length
along the other two sides of the triangle. For n = 2 we can compute the lattice length
of the edge with slope K:
Lemma 6.4. The Newton polygon of ξratM2,N2 has an edge of lattice length K − 3 with vertices
(M2,M2 +N2) and (M2 − (K− 3), 1).
Proof. We compute ξratM2,N2 using the equations in Lemma 6.1. Let us change scaling and
coordinates so that the top vertex of each triangle corresponds to the constant term 1
in all polynomials ξ, and the next lattice point on the edge with slope K corresponds
to monomial z. Then, working modulo all monomials that do not lie on right edge of
the triangle, we find:
ξintM1,N1 ≡
(ξratM0,N0)
K ± xM1+N1
ξintM0,N0
≡
1± z
1
,
ξintM2,N2 ≡
(ξratM1,N1)
K ± xM2+N2
ξintM1,N1
≡
1± zK−1
1± z
≡ 1± z± z2 ± . . .± zK−2,
ξratM2,N2 ≡
ξintM2,N2 ± x
M2
ξratM1,N1
≡
ξintM2,N2 ± z
K−2
1
≡ 1± z± z2 ± . . .± zK−3.
Notice that in the numerator on the last line the term zK−2 must cancel as it is not
supported in the triangle. 
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