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sequence, several convergence theorems for quasi-nonexpansive mappings and asymptot-
ically κ-strict pseudo-contractions are deduced. We also establish strong convergence of
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tions of an equilibrium problem, and the set of solutions of a variational inequality. With
an appropriate setting, we obtain the corresponding results due to Tada–Takahashi and
Nakajo–Shimoji–Takahashi.
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1. Introduction
Let C be a nonempty closed convex subset of a real Hilbert space H . A mapping T : C → H is said to be Lipschitzian if
there exists a positive constant L such that
‖T x− T y‖ L‖x− y‖ for all x, y ∈ C .
In this case, T is also said to be L-Lipschitzian. We denote by F (T ) the set of ﬁxed points of T . A mapping T is said to be
quasi-Lipschitzian if F (T ) = ∅ and there exists a positive constant L such that
‖T x− y‖ L‖x− y‖ for all x ∈ C and y ∈ F (T ).
In this case we say that T is quasi-L-Lipschitzian.
Remark 1.1. It follows directly from the deﬁnitions above that:
(1) If T is L-Lipschitzian with F (T ) = ∅, then T is quasi-L-Lipschitzian.
(2) If T is quasi-L1-Lipschitzian and L1 < L2, then T is quasi-L2-Lipschitzian.
(3) T is (quasi-) 1-Lipschitzian if and only if T is (quasi-) nonexpansive.
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points of a nonexpansive mapping. In 1953, Mann [10] introduced the iteration as follows: a sequence {xn} deﬁned by
xn+1 = αnxn + (1− αn)T xn (1.1)
where x1 ∈ C and {αn} is a sequence in [0,1]. Mann iteration has been extensively investigated for nonexpansive mappings.
One of the fundamental convergence results is proved by Reich [16]. In an inﬁnite-dimensional Hilbert space, strong con-
vergence of Mann iteration is not guaranteed [5]. To obtain strong convergence results, Nakajo and Takahashi [13] proposed
the following modiﬁcation of Mann iteration method (1.1):⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
x1 ∈ C is arbitrary,
yn = αnxn + (1− αn)T xn,
Cn =
{
z ∈ C : ‖yn − z‖ ‖xn − z‖
}
,
Qn =
{
z ∈ C : 〈xn − z, x1 − xn〉 0
}
,
xn+1 = PCn∩Qn x1, n = 1,2,3, . . . ,
(1.2)
where PK denotes the metric projection from H onto a closed convex subset K of H . Recently, the present authors [14] ex-
tended iteration (1.2) to obtain strong convergence to a common ﬁxed point of a countable family of Lipschitzian mappings
{Tn}∞n=1 by the following iteration:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
x1 ∈ C is arbitrary,
yn = αnxn + (1− αn)Tnxn,
Cn =
{
z ∈ C : ‖yn − z‖2  ‖xn − z‖2 + θn
}
,
Qn =
{
z ∈ C : 〈xn − z, x1 − xn〉 0
}
,
xn+1 = PCn∩Qn x1, n = 1,2,3, . . . ,
(1.3)
where
θn = (1− αn)
(
L2n − 1
)
(diam C)2 → 0 as n → ∞.
The main result of [14] is based on the condition introduced by Aoyama et al. [1].
In this paper we introduce a new condition, so-called the NST∗-condition, for a class of mappings and use this condi-
tion to obtain strong convergence theorem for ﬁnding common ﬁxed points of a countable family of quasi-Ln-Lipschitzian
mappings in a real Hilbert space. As a consequence, several convergence theorems for quasi-nonexpansive mappings and
asymptotically κ-strict pseudo-contractions are deduced. We also establish strong convergence of iterative sequences for
ﬁnding a common element of the set of ﬁxed point, the set of solutions of an equilibrium problem, and the set of solutions
of a variational inequality. With an appropriate setting, we obtain the corresponding results due to Tada and Takahashi [18]
and Nakajo, Shimoji, and Takahashi [11].
2. Preliminaries
Let H be a real Hilbert space with inner product 〈·,·〉 and norm ‖ · ‖. Then
‖x− y‖2 = ‖x‖2 − ‖y‖2 − 2〈x− y, y〉 (2.1)
and
∥∥λx+ (1− λ)y∥∥2 = λ‖x‖2 + (1− λ)‖y‖2 − λ(1− λ)‖x− y‖2 (2.2)
for all x, y ∈ H and λ ∈ [0,1]. We write xn → x (xn ⇀ x, resp.) if {xn} converges strongly (weakly, resp.) to x. It is also known
that H satisﬁes:
(1) The Opial’s condition [15], that is, for any sequence {xn} with xn ⇀ x, the inequality
lim inf
n→∞ ‖xn − x‖ < lim infn→∞ ‖xn − y‖
holds for every y ∈ H with y = x.
(2) The Kadec–Klee property [7,19], that is, for any sequence {xn} with xn ⇀ x and ‖xn‖ → ‖x‖ together imply xn → x.
Let C be a nonempty closed convex subset of H . Then, for any x ∈ H , there exists a unique nearest point in C , denoted by
PC x, such that
‖x− PC x‖ ‖x− y‖ for all y ∈ C .
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and z ∈ C ,
z = PC x if and only if 〈x− z, z − y〉 0 for all y ∈ C .
To deal with a family of mappings, the following conditions are introduced: Let C be a subset of a Banach space, let {Tn}
be a family of mappings of C into H with
⋂∞
n=1 F (Tn) = ∅ and ωw{zn} denotes the set of all weak subsequential limits of a
bounded sequence {zn} in C . {Tn} is said to satisfy:
(a) The AKTT-condition [1] if for each bounded subset B of C ,
∞∑
n=1
sup
{‖Tn+1z − Tnz‖: z ∈ B}< ∞.
(b) The NST-condition [11] if for each bounded sequence {zn} in C ,
lim
n→∞‖zn − Tnzn‖ = 0 ⇒ ωw{zn} ⊂
∞⋂
n=1
F (Tn).
Inspired by conditions above, we introduce the following one:
(c) {Tn} is said to satisfy the NST∗-condition [12] if for each bounded sequence {zn} in C ,
lim
n→∞‖zn − Tnzn‖ = limn→∞‖zn − zn+1‖ = 0 ⇒ ωw{zn} ⊂
∞⋂
n=1
F (Tn).
Remark 2.1. It follows directly from the deﬁnitions above that:
(i) If {Tn} satisﬁes the NST-condition, then {Tn} satisﬁes the NST∗-condition.
(ii) If {Tn} satisﬁes the NST∗-condition and Tnz → z ∈ C , then z ∈⋂∞n=1 F (Tn).
Lemma 2.2. Let C be a nonempty closed convex subset of a real Banach space and let {Tn} be a family of mappings of C into itself with⋂∞
n=1 F (Tn) = ∅. Let {Sn} be a family of mappings of C into itself deﬁned by
Sn = βn I + (1− βn)Tn,
for all n ∈N, where {βn} is a sequence in [0,b] ⊂ [0,1). Then⋂∞n=1 F (Tn) =⋂∞n=1 F (Sn) and the following statements hold:
(i) If {Tn} satisﬁes the NST-condition, then {Sn} satisﬁes the NST-condition.
(ii) If {Tn} satisﬁes the NST∗-condition, then {Sn} satisﬁes the NST∗-condition.
Proof. It is easy to see that
⋂∞
n=1 F (Tn) =
⋂∞
n=1 F (Sn). To see (i), let {zn} be a bounded sequence in C such that
limn→∞‖zn − Snzn‖ = 0. It follows from βn  b < 1 that
lim
n→∞‖zn − Tnzn‖ = limn→∞
1
1− βn ‖zn − Snzn‖ = 0.
Since {Tn} satisﬁes the NST-condition, we have ωw{zn} ⊂ ⋂∞n=1 F (Tn) = ⋂∞n=1 F (Sn). This implies that {Sn} satisﬁes the
NST-condition.
(ii) Since the proof is almost the same as (i), it is omitted. 
Lemma 2.3. Let C and K be nonempty closed convex subsets of a real Banach space. Let {Sn} be a family of Ln-Lipschitzian mappings
of C into K with Ln  1, Ln → 1 and F (S) :=⋂∞n=1 F (Sn) = ∅ and let {Wn} be a family of mappings of K into C with F (W) :=⋂∞
n=1 F (Wn) = ∅ and
‖Wnx− u‖2  ‖x− u‖2 − an‖Wnx− x‖2 for all x ∈ K , u ∈ F (W) and n ∈ N,
where {an} is a sequence in [a,∞) ⊂ (0,∞). Let {Tn} be a family of mappings deﬁned by
Tn = SnWn for all n ∈N.
Then the following statements hold:
(i) If F :=⋂∞n=1 F (Tn) = F (S)∩ F (W) = ∅, then {Tn} is a family of quasi-Ln-Lipschitzian mappings of K into itself, that is, for every
n ∈ N, x ∈ K and u ∈ F , ‖Tnx− u‖ Ln‖x− u‖ holds.
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F (W).
(iii) If {Sn} and {Wn} satisfy NST∗-condition and F (S) ∩ F (W) = ∅, then {Tn} satisﬁes NST∗-condition and⋂∞n=1 F (Tn) = F (S) ∩
F (W).
Proof. (i) is obvious.
(ii) Let {zn} be a bounded sequence in K such that
lim
n→∞‖zn − Tnzn‖ = 0.
Let u ∈ F (S) ∩ F (W) be given. Then
‖Tnzn − u‖2 = ‖SnWnzn − u‖2  L2n‖Wnzn − u‖2
 L2n‖zn − u‖2 − anL2n‖Wnzn − zn‖2  L2n‖zn − u‖2 − a‖Wnzn − zn‖2.
This implies that
a‖Wnzn − zn‖2 
(
L2n − 1
)‖zn − u‖2 + (‖zn − u‖2 − ‖Tnzn − u‖2)
= (L2n − 1)‖zn − u‖2 + (‖zn − u‖ − ‖Tnzn − u‖)(‖zn − u‖ + ‖Tnzn − u‖)

(
L2n − 1
)‖zn − u‖2 + ‖zn − Tnzn‖(‖zn − u‖ + ‖Tnzn − u‖).
Since {zn − u} and {Tnzn − u} are bounded,
lim
n→∞‖Wnzn − zn‖ = 0.
So, we get
‖SnWnzn − Wnzn‖ ‖SnWnzn − zn‖ + ‖Wnzn − zn‖ = ‖Tnzn − zn‖ + ‖Wnzn − zn‖ → 0.
Since {Sn} and {Wn} satisfy the NST-condition, we have ωw{zn} ⊂ F (S) ∩ F (W). It easy to see that F (S) ∩ F (W) ⊂⋂∞
n=1 F (Tn). To see the reverse inclusion, let z ∈
⋂∞
n=1 F (Tn). Follow the ﬁrst part of the proof above but now let zn ≡ z.
Then z ∈ F (S) ∩ F (W). This implies that {Tn} satisﬁes the NST-condition.
The proof above does not invoke condition limn→∞‖zn+1 − zn‖ at all. So assertion (iii) holds for the NST∗-condition as
well. This completes the proof. 
Lemma 2.4. (See [1, Lemma 3.2].) Let C be a nonempty closed subset of a Banach space and let {Tn} be a family of mappings of C into
itself which satisﬁes the AKTT-condition, then the mapping T : C → C deﬁned by
T x = lim
n→∞ Tnx for all x ∈ C, (2.3)
satisﬁes
lim
n→∞ sup
{‖T z − Tnz‖: z ∈ B}= 0
for each bounded subset B of C .
From now on, we will write ({Tn}, T ) satisﬁes AKTT-condition if {Tn} satisﬁes AKTT-condition and T is deﬁned by (2.3).
Recall that a mapping T is demi-closed at y, if xn ⇀ x and T xn → y, then T x = y.
Lemma 2.5. Let C be a nonempty closed convex subset of a Banach space and let {Tn} be a family of quasi-Ln-Lipschitzian mappings
of C into itself with Ln → 1 and⋂∞n=1 F (Tn) = ∅. Suppose that ({Tn}, T ) satisﬁes AKTT-condition, F (T ) =⋂∞n=1 F (Tn) and I − T is
demi-closed at 0. Then {Tn} satisﬁes the NST-condition. Consequently, {Tn} satisﬁes the NST∗-condition.
Proof. Let {zn} be a bounded sequence in C such that limn→∞‖zn − Tnzn‖ = 0. We apply Lemma 2.4 to get
‖zn − T zn‖ ‖zn − Tnzn‖ + ‖Tnzn − T zn‖ ‖zn − Tnzn‖ + sup
{‖Tnz − T z‖: z ∈ {zn}}→ 0.
Since I − T is demi-closed at 0, ωw{zn} ⊂ F (T ). This implies that {Tn} satisﬁes the NST-condition. 
Lemma 2.6. (See [7, Theorem 10.3].) Let C be a nonempty closed convex subset of a reﬂexive Banach space which satisﬁes Opial’s
condition and let T be a nonexpansive mapping of C into itself. Then I − T is demi-closed at 0.
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family of Ln-Lipschitzian mappings of C into itself with Ln → 1 and⋂∞n=1 F (Tn) = ∅. Suppose that ({Tn}, T ) satisﬁes AKTT-condition
and F (T ) =⋂∞n=1 F (Tn). Then {Tn} satisﬁes the NST-condition.
Proof. From the deﬁnition of T , we have T is nonexpansive. By Lemma 2.6, we have I − T is demi-closed at 0. Applying
Lemma 2.5, {Tn} satisﬁes the NST-condition. 
Lemma 2.8. Let C be a nonempty closed convex subset of a real Hilbert space H. Let {Tn} be a family of quasi-Ln-Lipschitzian mappings
of C into itself with Ln → 1 and⋂∞n=1 F (Tn) = ∅. If {Tn} satisﬁes the NST∗-condition, then⋂∞n=1 F (Tn) is closed and convex.
Proof. To see that
⋂∞
n=1 F (Tn) is closed, let {zn} be a sequence in
⋂∞
n=1 F (Tn) with zn → z. Since
‖Tnz − z‖ ‖Tnz − zn‖ + ‖zn − z‖ (Ln + 1)‖zn − z‖,
we get
lim
n→∞‖Tnz − z‖ = 0.
By Remark 2.1(ii), we have z ∈⋂∞n=1 F (Tn) and hence ⋂∞n=1 F (Tn) is closed. Now we prove that ⋂∞n=1 F (Tn) is convex. To
this end, let x, y ∈⋂∞n=1 F (Tn). Put z = tx+ (1− t)y, where t ∈ (0,1). From (2.2), we have
‖Tnz − z‖2 =
∥∥t(Tnz − x) + (1− t)(Tnz − y)∥∥2
= t‖Tnz − x‖2 + (1− t)‖Tnz − y‖2 − t(1− t)‖x− y‖2
 tL2n‖z − x‖2 + (1− t)L2n‖z − y‖2 − t(1− t)‖x− y‖2
= t(1− t)2L2n‖x− y‖2 + t2(1− t)L2n‖x− y‖2 − t(1− t)‖x− y‖2
= t(1− t)(L2n − 1)‖x− y‖2.
This together with Ln → 1 gives
lim
n→∞‖Tnz − z‖ = 0.
Then z ∈⋂∞n=1 F (Tn) and hence ⋂∞n=1 F (Tn) is convex. This completes the proof. 
We also need the following lemma:
Lemma 2.9. (See [9, Lemma 2.2].) Let C be a nonempty closed convex subset of a real Hilbert space H. Given x, y, z ∈ H and also given
a ∈R, the set{
v ∈ C : ‖y − v‖2  ‖x− v‖2 + 〈z, v〉 + a}
is convex (and closed).
3. Strong convergence theorems
Theorem 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H. Let {Tn} be a family of quasi-Ln-Lipschitzian
mappings of C into itself with Ln  1 and F := ⋂∞n=1 F (Tn) is nonempty and bounded (that is, for every n ∈ N, x ∈ C and u ∈ F ,‖Tnx− u‖ Ln‖x− u‖ holds). Assume that {αn} is a sequence in [0,1). Let {xn} be a sequence in C deﬁned as follows:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
x1 ∈ C is arbitrary,
yn = αnxn + (1− αn)Tnxn,
Cn =
{
z ∈ C : ‖yn − z‖2  ‖xn − z‖2 − αn(1− αn)‖xn − Tnxn‖2 + (1− αn)θn
}
,
Qn =
{
z ∈ C : 〈xn − z, x1 − xn〉 0
}
,
xn+1 = PCn∩Qn x1, n = 1,2,3, . . . ,
(3.1)
where
θn = 	2n
(
L2n − 1
)→ 0, 	n = sup{‖xn − z‖: z ∈ F}< ∞.
If {Tn} satisﬁes the NST∗-condition, then {xn} converges strongly to P F x1 .
W. Nilsrakoo, S. Saejung / J. Math. Anal. Appl. 356 (2009) 154–167 159Proof. We ﬁrst prove that Cn and Qn are closed and convex for each n ∈ N. From the deﬁnition of Cn and Qn , it is obvious
that Cn is closed and Qn is closed and convex for each n ∈ N. It follows from Lemma 2.9 that Cn is convex. Next, we prove
that
F ⊂ Cn for all n ∈ N. (3.2)
Let p ∈ F . Then
‖yn − p‖2 =
∥∥αnxn + (1− αn)Tnxn − p∥∥2
 αn‖xn − p‖2 + (1− αn)‖Tnxn − p‖2 − αn(1− αn)‖xn − Tnxn‖2
 αn‖xn − p‖2 + (1− αn)L2n‖xn − p‖2 − αn(1− αn)‖xn − Tnxn‖2
= ‖xn − p‖2 − αn(1− αn)‖xn − Tnxn‖2 + (1− αn)
(
L2n − 1
)‖xn − p‖2
 ‖xn − p‖2 − αn(1− αn)‖xn − Tnxn‖2 + (1− αn)θn,
from which p ∈ Cn and hence (3.2) holds. Next, we show that F ⊂ Qn for all n ∈ N. For n = 1, we have F ⊂ C = Q 1.
Suppose that F ⊂ Qk for some k ∈ N. Then ∅ = F ⊂ Ck ∩ Qk and there exists a unique element xk+1 ∈ Ck ∩ Qk such that
xk+1 = PCk∩Qk x1. Then
〈xk+1 − z, x1 − xk+1〉 0
for each z ∈ Ck ∩ Qk . In particular,
〈xk+1 − p, x1 − xk+1〉 0
for each p ∈ F . It follows that F ⊂ Qk+1 and hence, by induction,
F ⊂ Qn for all n ∈ N. (3.3)
Now, from (3.2) and (3.3), we have
F ⊂ Cn ∩ Qn for all n ∈N.
This implies that the sequence {xn} is well deﬁned. It follows from xn = P Qn x1 that
‖xn − x1‖ ‖z − x1‖ for all z ∈ Qn and all n ∈ N.
Let z ∈ F ⊂ Qn for all n ∈ N. Then
‖xn − x1‖ ‖z − x1‖ for all n ∈N.
On the other hand, from xn+1 = PCn∩Qn x1 ∈ Qn , we have
‖xn − x1‖ ‖xn+1 − x1‖ for all n ∈N.
Therefore, {‖xn − x1‖} is nondecreasing and bounded. So limn→∞‖xn − x1‖ exists and {xn} is bounded. Since xn+1 =
PCn∩Qn x1 ∈ Qn , we have
〈xn − xn+1, x1 − xn〉 0.
It follows from (2.1) that
‖xn+1 − xn‖2 =
∥∥(xn+1 − x1) − (xn − x1)∥∥2
= ‖xn+1 − x1‖2 − ‖xn − x1‖2 − 2〈xn+1 − xn, xn − x1〉
 ‖xn+1 − x1‖2 − ‖xn − x1‖2
for all n ∈N. This implies that
lim
n→∞‖xn+1 − xn‖ = 0. (3.4)
Since xn+1 ∈ Cn , it follows that
‖yn − xn+1‖2  ‖xn − xn+1‖2 − αn(1− αn)‖xn − Tnxn‖2 + (1− αn)θn. (3.5)
Moreover, since yn = αnxn + (1− αn)Tnxn , we have
‖yn − xn+1‖2 = αn‖xn − xn+1‖2 + (1− αn)‖Tnxn − xn+1‖2 − αn(1− αn)‖xn − Tnxn‖2. (3.6)
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‖Tnxn − xn+1‖2  ‖xn − xn+1‖2 + θn → 0.
This together with (3.4) gives
lim
n→∞‖xn − Tnxn‖ = 0.
Finally, we show that xn → w , where w = P F x1. Let {xnk } be a subsequence of {xn} such that xnk ⇀ w ′ . It follows from the
NST∗-condition of {Tn} that w ′ ∈ F . Since xn = P Qn x1 and w ∈ F ⊂ Qn , we have
‖xn − x1‖ ‖w − x1‖.
It follows from w = P F x1 and the lower semi-continuity of the norm that
‖w − x1‖ ‖w ′ − x1‖ lim inf
k→∞
‖xnk − x1‖ limsup
k→∞
‖xnk − x1‖ ‖w − x1‖.
That is,
lim
k→∞
‖xnk − x1‖ = ‖w ′ − x1‖ = ‖w − x1‖.
Using the Kadec–Klee property of H , we obtain that
lim
k→∞
xnk = w ′ = w.
Since {xnk } is an arbitrary subsequence of {xn}, we can conclude that {xn} converges strongly to P F x1. 
Corollary 3.2. Let C be a nonempty closed convex subset of a real Hilbert space H. Let {Tn} be a family of quasi-Ln-Lipschitzian
mappings of C into itself with Ln  1 and F := ⋂∞n=1 F (Tn) is nonempty and bounded (that is, for every n ∈ N, x ∈ C and u ∈ F ,‖Tnx− u‖ Ln‖x− u‖ holds). Assume that {βn} is a sequence in [0,b] ⊂ [0,1). Let {xn} be a sequence in C deﬁned as follows:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
x1 ∈ C is arbitrary,
yn = βnxn + (1− βn)Tnxn,
Cn =
{
z ∈ C : ‖yn − z‖2  ‖xn − z‖2 + θn
}
,
Qn =
{
z ∈ C : 〈xn − z, x1 − xn〉 0
}
,
xn+1 = PCn∩Qn x1, n = 1,2,3, . . . ,
(3.7)
where
θn = 	2n
(
L2n − 1
)→ 0, 	n = sup{‖xn − z‖: z ∈ F } < ∞.
If {Tn} satisﬁes the NST∗-condition, then {xn} converges strongly to P F x1 .
Proof. Let Sn be a mapping deﬁned by
Sn = βn I + (1− βn)Tn for all n ∈N.
It is clear that Sn is quasi-Ln-Lipschitzian and
⋂∞
n=1 F (Tn) =
⋂∞
n=1 F (Sn). By Lemma 2.2(ii), we have {Sn} satisﬁes the NST∗-
condition. Applying Theorem 3.1 for the case αn ≡ 0, we have {xn} converges strongly to P F x1. 
Corollary 3.3. Let C be a nonempty closed convex subset of a real Hilbert space H. Let {Tn} be a family of Ln-Lipschitzian mappings of
C into itself with Ln  1 and
⋂∞
n=1 F (Tn) is nonempty and bounded. Suppose that {Tn} satisﬁes the NST∗-condition. Then the following
statements hold:
(i) If {αn} is a sequence in [0,1), then {xn} deﬁned by (3.1) converges strongly to P⋂∞n=1 F (Tn)x1 .
(ii) If {βn} is a sequence in [0,b] ⊂ [0,1), then {xn} deﬁned by (3.7) converges strongly to P⋂∞n=1 F (Tn)x1 .
Remark 3.4. Corollary 3.3(ii) includes [14, Theorem 10] as a special case since the AKTT-condition implies the NST∗-condition
(see Lemma 2.7).
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4.1. Convergence theorems for a countable family of quasi-nonexpansive mappings
It is not diﬃcult to see from the proof of the preceding theorems in Section 3 that the boundedness of a common ﬁxed
point set can be discarded if {Tn} is a sequence of quasi-nonexpansive mappings. So, from Theorem 3.1, we immediately
obtain the following theorem.
Theorem 4.1. Let C be a nonempty closed convex subset of a real Hilbert space H. Let {Tn} be a family of quasi-nonexpansive mappings
of C into itself with a nonempty common ﬁxed point set. Let {xn} be a sequence in C deﬁned as follows:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
x1 ∈ C is arbitrary,
yn = αnxn + (1− αn)Tnxn,
Cn =
{
z ∈ C : ‖yn − z‖2  ‖xn − z‖2 − αn(1− αn)‖xn − Tnxn‖2
}
,
Qn =
{
z ∈ C : 〈xn − z, x1 − xn〉 0
}
,
xn+1 = PCn∩Qn x1, n = 1,2,3, . . . ,
where {αn} is a sequence in [0,1). If {Tn} satisﬁes the NST∗-condition, then {xn} converges strongly to P⋂∞n=1 F (Tn)x1 .
Corollary 4.2. Let C be a nonempty closed convex subset of a real Hilbert space H. Let {Tn} be a family of quasi-nonexpansive mappings
of C into itself with a nonempty common ﬁxed point set. Let {xn} be a sequence in C deﬁned as follows:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
x1 ∈ C is arbitrary,
yn = βnxn + (1− βn)Tnxn,
Cn =
{
z ∈ C : ‖yn − z‖ ‖xn − z‖
}
,
Qn =
{
z ∈ C : 〈xn − z, x1 − xn〉 0
}
,
xn+1 = PCn∩Qn x1, n = 1,2,3, . . . ,
where {βn} is a sequence in [0,b] ⊂ [0,1). If {Tn} satisﬁes the NST∗-condition, then {xn} converges strongly to P⋂∞n=1 F (Tn)x1 .
4.2. Strong convergence theorems for an asymptotically κ-strict pseudo-contraction
Let C be a subset of a real Hilbert space H and κ ∈ [0,1). A mapping T : C → C is said to be an asymptotically κ-strict
pseudo-contraction if there exists a sequence {kn} of real numbers such that kn  1, kn → 1, and
∥∥Tnx− Tn y∥∥2  kn‖x− y‖2 + κ∥∥(I − Tn)x− (I − Tn)y∥∥2
for all x, y ∈ C and n ∈ N. Note that the class of asymptotically κ-strict pseudo-contractions strictly includes the class of
asymptotically nonexpansive mappings, a concept introduced by Goebel and Kirk [6] in 1972. We note that T is asymptoti-
cally nonexpansive if and only if T is asymptotically 0-strict pseudo-contraction. In 1991, Schu [17] introduced the modiﬁed
Mann iteration: a sequence {xn} deﬁned by
xn+1 = αnxn + (1− αn)Tnxn for all n ∈ N,
where x1 ∈ C and {αn} is a sequence in [0,1]. In 2008, Kim and Xu [9] introduced the hybrid method as follows:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
x1 ∈ C is arbitrary,
yn = αnxn + (1− αn)Tnxn,
Cn =
{
z ∈ C : ‖yn − z‖2  ‖xn − z‖2 +
(
κ − αn(1− αn)
)∥∥xn − Tnxn∥∥2 + θ˜n},
Qn =
{
z ∈ C : 〈xn − z, x1 − xn〉 0
}
,
xn+1 = PCn∩Qn x1, n = 1,2,3, . . . ,
(4.1)
where
θ˜n = 	2n(1− αn)(kn − 1) → 0 (n → ∞), 	n = sup
{‖xn − z‖: z ∈ F (T )}< ∞
and proved that if {αn} is a sequence in [0,b] ⊂ [0,1 − κ) and F (T ) is nonempty and bounded, then {xn} deﬁned by (4.1)
converges strongly to P F (T )x1.
We present a convergence theorem for an asymptotically κ-strict pseudo-contraction with a new control parameter
which is complementary to Kim and Xu’s result [9, Theorem 4.1]. Let us start with some auxiliary lemmas.
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κ-strict pseudo-contraction of C into itself with 0 κ < 1 and a sequence {kn} ⊂ [1,∞) satisfying kn → 1.
(i) For each n ∈ N, T n satisﬁes the Lipschitz condition:∥∥Tnx− Tn y∥∥ 
n‖x− y‖ for all x, y ∈ C,
where 
n := κ+
√
1+(1−κ)(kn−1)
1−κ .
(ii) I − T is demi-closed at 0.
Lemma 4.4. Let C be a nonempty closed convex subset of a real Hilbert space H. Let T be an asymptotically κ-strict pseudo-contraction
of C into itself for some 0 κ < 1 and a sequence {kn} ⊂ [1,∞) such that kn → 1. Assume that F (T ) = ∅. Let Sn be a mapping deﬁned
by
Sn = λn I + (1− λn)Tn for all n ∈N,
where κ  λn  b < 1. Then {Sn} is a family of
√
kn-Lipschitzian mappings of C into itself satisﬁes the NST∗-condition and⋂∞
n=1 F (Sn) = F (T ).
Proof. We ﬁrst observe that, since κ  λn ,
‖Snx− Sn y‖2 =
∥∥λn(x− y) + (1− λn)(Tnx− Tn y)∥∥2
= λn‖x− y‖2 + (1− λn)
∥∥Tnx− Tn y∥∥2 − λn(1− λn)∥∥(I − Tn)x− (I − Tn)y∥∥2
 λn‖x− y‖2 + (1− λn)
(
kn‖x− y‖2 + κ
∥∥(I − Tn)x− (I − Tn)y∥∥2)
− λn(1− λn)
∥∥(I − Tn)x− (I − Tn)y∥∥2
= (λn + (1− λn)kn)‖x− y‖2 − (1− λn)(λn − κ)∥∥(I − Tn)x− (I − Tn)y∥∥2
 kn‖x− y‖2,
for all x, y ∈ C . That is, Sn is
√
kn-Lipschitzian. We now prove that {Sn} satisﬁes the NST∗-condition, let {zn} be a bounded
sequence in C such that
lim
n→∞‖zn − Snzn‖ = 0 and limn→∞‖zn − zn+1‖ = 0.
Since zn − Snzn = (1− λn)(zn − Tnzn) and λn  b < 1,
lim
n→∞‖zn − T
nzn‖ = 0.
Note that {
n} deﬁned in Lemma 4.3(i) is bounded and
‖zn+1 − T zn+1‖
∥∥zn+1 − Tn+1zn+1∥∥+ ∥∥Tn+1zn+1 − T zn+1∥∥

∥∥zn+1 − Tn+1zn+1∥∥+ 
1∥∥Tnzn+1 − zn+1∥∥

∥∥zn+1 − Tn+1zn+1∥∥+ 
1(∥∥Tnzn+1 − Tnzn∥∥+ ∥∥Tnzn − zn∥∥+ ‖zn − zn+1‖)

∥∥zn+1 − Tn+1zn+1∥∥+ 
1(
n + 1)‖zn+1 − zn‖ + 
1∥∥Tnzn − zn∥∥.
Then
lim
n→∞‖zn − T zn‖ = 0.
By Lemma 4.3(ii), we have ωw{zn} ⊂ F (T ). It is easy to see that F (T ) =⋂∞n=1 F (Sn). It follows that {Sn} satisﬁes the NST∗-
condition. 
Theorem 4.5. Let C be a nonempty closed convex subset of a real Hilbert space H. Let T be an asymptotically κ-strict pseudo-
contraction of C into itself for some 0 κ < 1 and a sequence {kn} ⊂ [1,∞) with kn → 1. Assume that {αn} is a sequence in [κ,1)
and F (T ) is nonempty and bounded. Let {xn} be a sequence generated by⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
x1 ∈ C is arbitrary,
yn = αnxn + (1− αn)Tnxn,
Cn =
{
z ∈ C : ‖yn − z‖2  ‖xn − z‖2 + (κ − αn)(1− αn)
∥∥xn − Tnxn∥∥2 + θ˜n},
Qn =
{
z ∈ C : 〈xn − z, x1 − xn〉 0
}
,
x = P x , n = 1,2,3, . . . ,
(4.2)n+1 Cn∩Qn 1
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θ˜n = 	2n
(
1− αn
1− κ
)
(kn − 1) → 0 (n → ∞), 	n = sup
{‖xn − z‖: z ∈ F (T )}< ∞.
Then the sequence {xn} deﬁned by (4.2) converges strongly to P F (T )x1 .
Proof. Let Sn be a mapping deﬁned by
Sn = κ I + (1− κ)Tn for all n ∈N.
By Lemma 4.4, we have {Sn} is a family of
√
kn-Lipschitzian mappings of C into itself satisﬁes the NST∗-condition and
F (T ) =⋂∞n=1 F (Sn). For a given sequence {αn} in [κ,1), we deﬁne βn ≡ αn−κ1−κ ∈ [0,1). Then
yn = αnxn + (1− αn)Tnxn =
(
βn + (1− βn)κ
)
xn + (1− βn)(1− κ)Tnxn
= βnxn + (1− βn)
(
κxn + (1− κ)Tnxn
)= βnxn + (1− βn)Snxn,
and
(κ − αn)(1− αn)
∥∥xn − Tnxn∥∥2 = −βn(1− βn)‖xn − Snxn‖2.
Applying Theorem 3.1, we have {xn} converges strongly to P F (T )x1 as desired. 
Setting κ = 0, we have the following.
Corollary 4.6. Let C be a nonempty closed convex subset of a real Hilbert space H. Let T be an asymptotically nonexpansive mapping
with a sequence {kn} ⊂ [1,∞) and kn → 1. Assume that {αn} is a sequence in [0,1) and F (T ) is nonempty and bounded. Let {xn} be
a sequence generated by⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
x1 ∈ C is arbitrary,
yn = αnxn + (1− αn)Tnxn,
Cn =
{
z ∈ C : ‖yn − z‖2  ‖xn − z‖2 − αn(1− αn)
∥∥xn − Tnxn∥∥2 + θ˜n},
Qn =
{
z ∈ C : 〈xn − z, x1 − xn〉 0
}
,
xn+1 = PCn∩Qn x1, n = 1,2,3, . . . ,
(4.3)
where
θ˜n = 	2n(1− αn)(kn − 1) → 0 (n → ∞), 	n = sup
{‖xn − z‖: z ∈ F (T )}< ∞.
Then the sequence {xn} deﬁned by (4.3) converges strongly to P F (T )x1 .
Remark 4.7. Corollary 4.6 is an improvement of [9, Corollary 4.3]. More precisely, the condition limsupn→∞ αn < 1 is
dropped away.
4.3. Common solutions of a ﬁxed point problem and an equilibrium problem
Let C be a nonempty closed convex subset of a real Hilbert space H . Let f be a bifunction of C × C into R, where R is
the set of real numbers. The equilibrium problem for f : C × C →R is to ﬁnd x ∈ C such that
f (x, y) 0 for all y ∈ C . (4.4)
Numerous problems in physics, optimization, and economics reduce to ﬁnd a solution of (4.4). The set of solutions of (4.4)
is denoted by EP( f ). Some methods have been proposed to solve the equilibrium problem (see [2–4,14,18]). In 2005, Com-
bettes and Hirstoaga [3] introduced an iterative scheme of ﬁnding the best approximation to the initial data when EP( f ) is
nonempty and they also proved a strong convergence theorem.
For solving the equilibrium problem, let us assume that the bifunction f satisﬁes the following conditions (see [2]):
(A1) f (x, x) = 0 for all x ∈ C ;
(A2) f is monotone, i.e., f (x, y) + f (y, x) 0 for any x, y ∈ C ;
(A3) f is upper-hemicontinuous, i.e., for each x, y, z ∈ C ,
limsup
t→0+
f
(
tz + (1− t)x, y) f (x, y);
(A4) f (x, ·) is convex and lower semicontinuous for each x ∈ C .
By [2, Corollary 1] and [3, Lemma 2.12], we have the following lemma.
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(A1)–(A4) and let r > 0 and x ∈ H. Then there exists unique x∗ ∈ C such that
f
(
x∗, y
)+ 1
r
〈
y − x∗, x∗ − x〉 0 for all y ∈ C .
Let Tr be a mapping of H into C deﬁned by
Tr(x) = x∗
for all x ∈ H. Then, the following hold:
(i) Tr is ﬁrmly nonexpansive, i.e., for any x, y ∈ H,
‖Trx− Tr y‖2  ‖x− y‖2 −
∥∥(Trx− x) − (Tr y − y)∥∥2;
(ii) F (Tr) = EP( f );
(iii) EP( f ) is closed and convex.
In order to apply Theorem 3.1, we ﬁrst prove the following lemmas.
Lemma 4.9. Let C be a nonempty closed convex subset of a real Hilbert space H. Let f be a bifunction from C × C into R satisfying
(A1)–(A4) and EP( f ) = ∅. If {rn} is a sequence in (0,∞) satisfying lim infn→∞ rn > 0, then {Trn } is a family of ﬁrmly nonexpansive
mappings of H into C and satisﬁes NST-condition.
Proof. It easy to see that {Trn } is a family of ﬁrmly nonexpansive mappings of H into C and
⋂∞
n=1 F (Trn ) = EP( f ). Let {zn}
be a bounded sequence in H such that limn→∞‖zn − Trn zn‖ = 0 and w ∈ ωw{zn}. Then zni ⇀ w for some subsequence {ni}
of {n}. For each n ∈ N, let wn = Trn zn . Since lim infn→∞ rn > 0, it follows that
lim
n→∞
∥∥∥∥ zn − wnrn
∥∥∥∥= limn→∞
1
rn
‖zn − Trn zn‖ = 0. (4.5)
Notice that
f (wn, y) + 1
rn
〈y − wn,wn − zn〉 0 for all y ∈ C .
So, from (A2) we have〈
y − wn, wn − zn
rn
〉
 f (y,wn) for all y ∈ C .
In particular,〈
y − wni ,
wni − zni
rni
〉
 f (y,wni ) for all y ∈ C .
This together with (4.5), (A4) and zni ⇀ w gives
0 f (y,w) for all y ∈ C .
Then, for t ∈ (0,1] and y ∈ C ,
0= f (ty + (1− t)w, ty + (1− t)w)
 t f
(
ty + (1− t)w, y)+ (1− t) f (ty + (1− t)w,w)
 t f
(
ty + (1− t)w, y)
hence
f
(
ty + (1− t)w, y) 0.
Letting t → 0+ and using (A3), we get
f (w, y) 0 for all y ∈ C,
and hence w ∈ EP( f ) =⋂∞n=1 F (Trn ). This implies that {Trn } satisﬁes the NST-condition. This completes the proof. 
Using Theorem 3.1, we have the following theorem.
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(A1)–(A4) and let {Sn} be a family of Ln-Lipschitzian mappings of C into H with Ln  1 such that F := ⋂∞n=1 F (Sn) ∩ EP( f ) is
nonempty and bounded. Assume that {αn} is a sequence in [0,1) and {rn} is a sequence in (0,∞) satisfying lim infn→∞ rn > 0. Let
{xn} and {un} be sequences generated by x1 ∈ H and⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
un ∈ C such that f (un, y) + 1
rn
〈y − un,un − xn〉 0 for all y ∈ C,
yn = αnxn + (1− αn)Snun,
Cn =
{
z ∈ C : ‖yn − z‖2  ‖xn − z‖2 − αn(1− αn)‖xn − Snun‖2 + (1− αn)θn
}
,
Qn =
{
z ∈ C : 〈xn − z, x1 − xn〉 0
}
,
xn+1 = PCn∩Qn x1, n = 1,2,3, . . . ,
where
θn = 	2n
(
L2n − 1
)→ 0, 	n = sup{‖xn − z‖: z ∈ F}< ∞.
If {Sn} satisﬁes NST∗-condition, then {xn} converges strongly to P F x1 .
Proof. For each n ∈ N, we have un = Trn xn . By Lemmas 4.9 and 2.3, we have {SnTrn } is a family of quasi-Ln-Lipschitzian
mappings of H into itself satisﬁes NST∗-condition. Applying Theorem 3.1, we have {xn} converges strongly to P F (x1). 
Using Corollary 4.2, we have the following theorem.
Theorem 4.11. Let C be a nonempty closed convex subset of a real Hilbert space H. Let f be a bifunction from C × C into R satisfying
(A1)–(A4) and let {Sn} be a family of nonexpansive mappings of C into H such that F :=⋂∞n=1 F (Sn) ∩ EP( f ) = ∅. Assume that {βn}
is a sequence in [0,b] ⊂ [0,1) and {rn} is a sequence in (0,∞) satisfying lim infn→∞ rn > 0. Let {xn} and {un} be sequences generated
by x1 ∈ H and⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
un ∈ C such that f (un, y) + 1
rn
〈y − un,un − xn〉 0 for all y ∈ C,
yn = βnxn + (1− βn)Snun,
Cn =
{
z ∈ C : ‖yn − z‖ ‖xn − z‖
}
,
Qn =
{
z ∈ C : 〈xn − z, x1 − xn〉 0
}
,
xn+1 = PCn∩Qn x1, n = 1,2,3, . . . .
If {Sn} satisﬁes NST∗-condition, then {xn} converges strongly to P F x1 .
Corollary 4.12. (See [18, Theorem 3.1].) Let C be a nonempty closed convex subset of a real Hilbert space H. Let f be a bifunction from
C × C into R satisfying (A1)–(A4) and let S be a nonexpansive mapping from C into H with F (S) ∩ EP( f ) = ∅. Assume that {βn} is a
sequence in [0,b] ⊂ [0,1) and {rn} is a sequence in (0,∞) satisfying lim infn→∞ rn > 0. Let {xn} and {un} be sequences generated by
x1 ∈ H and⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
un ∈ C such that f (un, y) + 1
rn
〈y − un,un − xn〉 0 for all y ∈ C,
yn = βnxn + (1− βn)Sun,
Cn =
{
z ∈ C : ‖yn − z‖ ‖xn − z‖
}
,
Qn =
{
z ∈ C : 〈xn − z, x1 − xn〉 0
}
,
xn+1 = PCn∩Qn x1, n = 1,2,3, . . . .
Then {xn} converges strongly to P F (S)∩EP( f )(x1).
Proof. Setting Sn ≡ S in Theorem 4.11. 
4.4. Common solutions of a ﬁxed point problem and a variational inequality problem
In this subsection, we apply Corollary 3.2 to the problem of approximating a common element of the common ﬁxed
point set for a countable family of mappings and the set of solutions of the variational inequality for an inverse strongly
monotone mapping.
Let C be a nonempty closed convex subset of a real Hilbert space H and A a mapping of C into H . The classical
variational inequality is to ﬁnd x ∈ C such that
〈Ax, y − x〉 0 for all y ∈ C .
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u ∈ VI(C, A) ⇔ u = PC (u − λAu)
for all λ > 0, where I is the identity mapping (see [8,20]). A mapping A of C into H is said to be
(1) monotone if
〈Ax− Ay, x− y〉 0 for all x, y ∈ C;
(2) α-inverse-strongly-monotone, where α > 0, if
〈Ax− Ay, x− y〉 α‖Ax− Ay‖2 for all x, y ∈ C .
Note that every α-inverse-strongly-monotone mapping is monotone and (1/α)-Lipschitzian.
We need the following lemma.
Lemma 4.13. (See [11, Lemma 2.3].) Let C be a nonempty closed convex subset of a real Hilbert space H. Let α > 0 and let A be an
α-inverse-strongly-monotone mapping of C into H with VI(C, A) = ∅, then
∥∥PC (I − λA)x− z∥∥2  ‖x− z‖2 − 2α − λ
2α
∥∥PC (I − λA)x− x∥∥2
for all λ > 0, x ∈ C and z ∈ VI(C, A). Furthermore, if 0< λ < 2α, then PC (I − λA) is a nonexpansive mapping of C into itself.
Lemma 4.14. Let C be a nonempty closed convex subset of a real Hilbert space H and let α > 0. Let A be an α-inverse-strongly-
monotone mapping of C into H such that VI(C, A) = ∅. Let {Wn} be a sequence of nonexpansive mappings of C into itself deﬁned
by
Wn = PC (I − λn A),
for all n ∈N, where {λn} is a sequence in [c,d] ⊂ (0,2α). Then {Wn} satisﬁes NST-condition.
Proof. We note that
⋂∞
n=1 F (Wn) = VI(C, A) = ∅. Let {zn} be a bounded sequence in C such that limn→∞‖zn − Wnzn‖ = 0
and w ∈ ωw{zn}. There exists a subsequence {ni} of {n} such that zni ⇀ w and λni → λ ∈ [c,d]. Then PC (I − λA) is a
nonexpansive mapping of C into itself and
F
(
PC (I − λA)
)= VI(C, A) =
∞⋂
n=1
F (Wn).
Since A is (1/α)-Lipschitzian and {zni } is bounded, let M = sup{‖Azni‖: i ∈ N}. Then∥∥PC (I − λA)zni − PC (I − λni A)zni∥∥ ∥∥(I − λA)zni − (I − λni A)zni∥∥= |λ − λni |‖Azni‖ |λ − λni |M → 0.
So, we get
∥∥PC (I − λA)zni − zni∥∥ ∥∥PC (I − λA)zni − PC (I − λni A)zni∥∥+ ‖Wni zni − zni‖ → 0.
By Lemma 2.6, we have w ∈ F (PC (I − λA)) and hence ωw{zn} ⊂ ⋂∞n=1 F (Wn). This implies that {Wn} satisﬁes the NST-
condition. 
Using Corollary 3.2, we have the following theorem.
Theorem 4.15. Let C be a nonempty closed convex subset of a real Hilbert space H and let α > 0. Let A be an α-inverse-strongly-
monotone mapping of C into H and let {Sn} be a family of Ln-Lipschitzian mappings of C into itself with Ln  1 such that F :=⋂∞
n=1 F (Sn) ∩ VI(C, A) is nonempty and bounded. Assume that {βn} is a sequence in [0,b] ⊂ [0,1) and {λn} is a sequence in [c,d] ⊂
(0,2α). Let {xn} be a sequence generated by x1 ∈ C and⎧⎪⎪⎪⎨
⎪⎪⎪⎩
yn = βnxn + (1− βn)Sn PC (xn − λn Axn),
Cn =
{
z ∈ C : ‖yn − z‖2  ‖xn − z‖2 + θn
}
,
Qn =
{
z ∈ C : 〈xn − z, x1 − xn〉 0
}
,
xn+1 = PCn∩Qn x1, n = 1,2,3, . . . ,
where
θn = 	2n
(
L2n − 1
)→ 0, 	n = sup{‖xn − z‖: z ∈ F}< ∞.
If {Sn} satisﬁes NST∗-condition, then {xn} converges strongly to P F x1 .
W. Nilsrakoo, S. Saejung / J. Math. Anal. Appl. 356 (2009) 154–167 167Proof. For each n ∈ N, let Tn = Sn PC (I − λn A). By Lemmas 4.13, 4.14 and 2.3, we have {Tn} is a family of quasi-
Ln-Lipschitzian mappings of C into itself satisfying NST∗-condition. Applying Corollary 3.2, {xn} converges strongly to
P F (x1). 
Using Corollary 4.2 and Lemmas 4.13 and 4.14, we have the following theorem.
Theorem 4.16. Let C be a nonempty closed convex subset of a real Hilbert space H and let α > 0. Let A be an α-inverse-strongly-
monotonemapping of C into H and {Sn} be a sequence of nonexpansive mappings of C into itself such that⋂∞n=1 F (Sn)∩VI(C, A) = ∅.
Let {xn} be a sequence generated by x1 ∈ C and⎧⎪⎪⎪⎨
⎪⎪⎪⎩
yn = Sn PC (xn − λn Axn),
Cn =
{
z ∈ C : ‖yn − z‖ ‖xn − z‖
}
,
Qn =
{
z ∈ C : 〈xn − z, x1 − xn〉 0
}
,
xn+1 = PCn∩Qn x1,
for every n ∈ N, where {λn} is a sequence in [c,d] ⊂ (0,2α). If {Sn} satisﬁes NST∗-condition, then {xn} converges strongly to
P⋂∞
n=1 F (Sn)∩VI(C,A)x1 .
Setting Sn ≡ S in Theorem 4.16, we have the following result.
Corollary 4.17. (See [11, Theorem 3.9].) Let C be a nonempty closed convex subset of a real Hilbert space H and let α > 0. Let A be an
α-inverse-strongly-monotone mapping of C into H and S be a nonexpansive mapping of C into itself such that F (S) ∩ VI(C, A) = ∅.
Let {xn} be a sequence generated by x1 ∈ C and⎧⎪⎪⎪⎨
⎪⎪⎪⎩
yn = S PC (xn − λn Axn),
Cn =
{
z ∈ C : ‖yn − z‖ ‖xn − z‖
}
,
Qn =
{
z ∈ C : 〈xn − z, x1 − xn〉 0
}
,
xn+1 = PCn∩Qn x1,
for every n ∈N, where {λn} is a sequence in [c,d] ⊂ (0,2α). Then {xn} converges strongly to P F (S)∩VI(C,A)(x1).
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