On the nilpotency index of the radical of a module category by Chaio, Claudia et al.
ON THE NILPOTENCY INDEX OF THE RADICAL OF A MODULE
CATEGORY
CLAUDIA CHAIO, VICTORIA GUAZZELLI, AND PAMELA SUAREZ
Abstract. Let A be a finite dimensional representation-finite algebra over an algebraically
closed field. The aim of this work is to determine which vertices of QA are sufficient to be
consider in order to compute the nilpotency index of the radical of the module category of
A. In many cases, we give a formula to compute such index taking into account the ordinary
quiver of the given algebra.
Introduction
Let A be a finite dimensional k-algebra over an algebraically closed field k, and consider
modA to be the category of finitely generated right A-modules. For X,Y indecomposable
A-modules, we denote by <(X,Y ) the set of all non-isomorphisms f : X → Y . Inductively,
the powers of <(X,Y ) are defined, see (1.2).
In case we deal with a representation-finite algebra, it is well-known by a result of M.
Auslander that there is a positive integer n such that <n(modA) = 0, see [3, p. 183]. The
minimal lower bound m ≥ 1 such that <m(modA) vanishes is called the nilpotency index of
<(modA).
In [7], the first named author studied the problem to determine the nilpotency index of the
radical of modA for A a representation-finite algebra, in case A is a finite dimensional algebra
over an algebraically closed field. She proved that the nilpotency index of <(modA) can be
obtained in terms of the left and right degrees of some particular irreducible morphisms. The
concept of degree of an irreducible morphism was introduced by S. Liu in [15] and has been
a powerful tool to solve many problems concerning the radical of a module category.
Furthermore, the first author also showed that such a bound has a close relationship with
the length of the longest non-zero path from the projective in a vertex a to the injective in
the same vertex going through the simple in a.
Later, the first and second named authors reduced the steps in order to compute such a
bound proving that if A is a finite dimensional algebra over an algebraically closed field, then
it is not necessary to analyze the vertices of the ordinary quiver which are either sinks or
sources, see [10].
Continuing with this line of research, the aim of this article is to determine the vertices of
QA that are sufficient to be consider in order to determine the nilpotency index of the radical
of the module category of an algebra.
We say that a vertex u in QA is involved in a zero-relation of an ideal IA, whenever
αm . . . α1 ∈ IA then u = s(αi) for some i = 2, . . . ,m.
Here, we solve the problem for some representation-finite algebras such that their Auslander-
Reiten quiver are components with length and we also give a solution for string algebras.
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Precisely, in case that the Auslander-Reiten quiver is a component with length, we prove
Theorem A and Theorem B.
Theorem A. Let A ' kQA/IA be a representation-finite monomial algebra where the
Auslander-Reiten quiver is a component with length. Consider (RA)0 to be the set of the
vertices u ∈ QA involved in zero-relations of IA. Then the nilpotency index of <(modA) is
determined by the length of the longest path of irreducible morphisms from the projective Pu
to the injective Iu, where u ∈ (RA)0. More precisely, it is enough to study only one vertex of
each zero-relation of A.
Theorem B. Let A ' kQA/IA be a representation-finite toupie algebra where IA has
only commutative relations. Then any vertex of QA which is in the shortest branch of QA,
not being the sink or the source of QA, is the one that we may consider to determine the
nilpotency index of the radical of modA.
As an application of Theorem A, in Theorem 3.8 we present a formula to compute the
nilpotency index of the radical of some representation-finite tree algebras with only one zero-
relation. In Proposition 3.19, Proposition 3.20 and Proposition 3.23 we present some tree
algebras satisfying such a formula. Furthermore, we also give a solution to find the bound
when the ordinary quiver of the algebra is, roughly speaking, a sequence of some particular
tree algebras glued by m zero-relations not overlapped, see Theorem 3.25.
On the other hand, applying Theorem B, we find a formula depending on the quiver of
QA, to obtain the nilpotency index of the radical of a representation-finite toupie algebra
where IA has only commutative relations, see Theorem 3.1 and Theorem 3.3.
In [9], the first and second authors showed how to read the minimal lower bound m ≥ 1,
such that the m-th power of the radical of the module category of a string algebra A vanishes,
in terms of strings of QA. Here, we concentrate to study how to reduce the steps to compute
the nilpotency index of the radical of the module category of a string algebra. Observe that
for this algebras the Auslander-Reiten quiver may be a component without length. Precisely,
we prove Theorem C.
Theorem C. Let A ' kQA/IA be a string algebra of finite representation type. Consider
(RA)0 to be the set of the vertices u ∈ (QA)0 such that they are involved in zero-relations
of IA. Then the nilpotency index of <(modA) is determined by the length of the longest
non-zero path of irreducible morphisms between indecomposable modules from the projective
Pu to the injective Iu going through the simple Su, where u ∈ (RA)0.
Pullbacks of finite dimensional algebras over an algebraically closed field and the theory of
one-point extension and one-point coextension of algebras are considered to prove the results,
see for instance [12] and [17].
This paper is organized as follows. In the first section, we state some notations and recall
some preliminaries results. Section 2 is dedicated to prove Theorem A, Theorem B, and
Theorem C. In Section 3, we apply the results of Section 2 to obtain formulas to compute
the nilpotency index of the radical of the module category of some algebras.
The authors thankfully acknowledge partial support from CONICET and from Universidad
Nacional de Mar del Plata, Argentina. The first author is a researcher from CONICET. The
authors also thank Sonia Trepode for useful conversations.
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1. preliminaries
Throughout this work, by an algebra we mean a finite dimensional k-algebra over an
algebraically closed field, k.
1.1. A quiver Q is given by a set of vertices Q0 and a set of arrows Q1, together with two
maps s, e : Q1 → Q0. Given an arrow α ∈ Q1, we write s(α) the starting vertex of α and
e(α) the ending vertex of α. By Q we denote the underlying graph of Q.
Let A be an algebra. There exists a quiver QA, called the ordinary quiver of A, such that
A is the quotient of the path algebra kQA by an admissible ideal.
We denote by modA the category of finitely generated right A-modules and by indA the
full subcategory of modA which consists of one representative of each isomorphism class of
indecomposable A-modules.
We say that an algebra A is representation-finite if there is only a finite number of isomor-
phisms classes of indecomposable A-modules.
We denote by ΓA the Auslander-Reiten quiver of modA, by τ and τ
−1 the Auslander-
Reiten translation DTr and TrD, respectively.
For unexplained notions in representation theory of algebras, we refer the reader to [1] and
[3].
1.2. Consider X,Y ∈ modA. The radical of HomA(X,Y ), denoted by <(X,Y ), is the set
of all the morphisms f : X → Y such that, for each M ∈ indA, each h : M → X and each
h′ : Y → M the composition h′fh is not an isomorphism. For n ≥ 2, the powers of the
radical are inductively defined as <n(X,Y ) = <n−1(M,Y )<(X,M) = <(M,Y )<n−1(X,M)
for some M ∈ modA.
A morphism f : X → Y , with X,Y ∈ modA, is called irreducible provided it does not
split and whenever f = gh, then either h is a split monomorphism or g is a split epimorphism.
It is well-known that an algebra A is representation-finite if and only if there is a positive
integer n such that <n(X,Y ) = 0 for each A-module X and Y . The minimal lower bound m
such that <m(modA) = 0 is called the nilpotency index of <(modA). We denote it by rA.
We denote by Pa, Ia and Sa the projective, the injective and the simple A-module corre-
sponding to the vertex a in QA, respectively. For all a ∈ (QA)0, let ra be the length of the
non-zero path of irreducible morphisms between indecomposable A-modules from Pa to Ia
going through Sa.
In [7], the first named author found the nilpotency index of a representation-finite algebra
in terms of the length of the above mentioned particular paths. Precisely, the author proved
the following result, fundamental for our purposes.
Theorem 1.3. ([7]) Let A ' kQA/IA be a finite dimensional algebra over an algebraically
closed field and assume that A is representation-finite. Then, the nilpotency index of the
radical of the module category of modA is max {ra + 1}a∈Q0.
As an immediate consequence of [10, Proposition 3.11] and its dual, to compute the nilpo-
tency index of the radical of a module category of a representation-finite algebra, it is enough
to analyze the vertices which are neither sinks nor sources in QA, as we state below.
Theorem 1.4. [10, Theorem 3.16] Let A = kQA/IA be a representation-finite algebra. Con-
sider V to be the set of vertices of QA which are neither sinks nor sources. Suppose that
V 6= ∅. Then the nilpotency index of <(modA) is max {ra + 1}a∈V .
Note that if V is empty, then the algebra is hereditary and we have the following result.
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Theorem 1.5. [18, Theorem 4.11] Let H = kQ be a representation-finite hereditary algebra
and let rH be the nilpotency index of <(modH). The following conditions hold.
(a) If Q = An, then rH = n, for n ≥ 1.
(b) If Q = Dn, then rH = 2n− 3, for n ≥ 4.
(c) If Q = E6, then rH = 11.
(d) If Q = E7, then rH = 17.
(e) If Q = E8, then rH = 29.
1.6. Let Γ be a component of ΓA. Following [11], we say that Γ is a component with length
if parallel paths in Γ have the same length. By parallel paths we mean paths of irreducible
morphisms between indecomposable A-modules having the same starting vertex and the
same ending vertex. By the arrow  we denote a path of irreducible morphisms between
indecomposable A-modules.
We say that a path Y1 → Y2 → · · · → Yn−1 → Yn in ΓA is sectional if for each i =
1, . . . , n− 1, we have that Yi+1 6' τYi−1, see [14].
Given a directed component Γ of ΓA, its orbit graph, denoted by O(Γ), has as points the
τ -orbits O(M) of the modules M in Γ. There exists an edge between O(M) and O(N) in
O(Γ) whenever there are integers m,n and an irreducible morphism from τmM to τnN or
from τnN to τmM .
We recall that if the orbit graph O(Γ) is of tree-type, then Γ is a simply connected trans-
lation quiver, and therefore, by [4], Γ is a component with length.
1.7. Let A be an algebra such that A ' kQA/IA. The algebra A is called a string algebra
provided:
(1) Any vertex of QA is the starting point of at most two arrows.
(1’) Any vertex of QA is the ending point of at most two arrows.
(2) Given an arrow β, there is at most one arrow γ with s(β) = e(γ) and βγ /∈ IA.
(2’) Given an arrow γ, there is at most one arrow β with s(β) = e(γ) and βγ /∈ IA.
(3) The ideal IA is generated by a set of paths of QA.
A string in QA is either a trivial path εv with v ∈ Q0, or a reduced walk C = cn . . . c1
of length n ≥ 1 such that no sub-walk ci+t . . . ci nor its inverse belongs to IA. We say
that a string C = cn . . . c1 is direct (inverse) provided all ci are arrows (inverse of arrows,
respectively). We consider the trivial walk εv a direct as well as an inverse string.
For general theory on string algebras, we refer the reader to [6].
1.8. Let A be an algebra and X be an A-module. The one-point extension of A by X, which
we denote by A[X], is the 2x2 matrix algebra
A[X] =
[
A 0
kXA k
]
with the ordinary addition of matrices and the multiplication induced from the usual k-A-
bimodule structure kXA of X.
The one-point coextension of A by X, which we denote by [X]A, is the 2x2 matrix algebra
[X]A =
[
k 0
DX A
]
with the ordinary addition of matrices and the multiplication induced from the usual A-k-
bimodule structure DX = Homk(kXA, k) induced by the k-A-bimodule structure of kXA.
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We recall the following useful results from [17, Chapter XV, Corollary 1.7] of one-point
extension and one-point coextension algebras.
Proposition 1.9. Let A be an algebra and X be an A-module. If 0 → L → M → N → 0
is an almost split sequence in modA such that HomA(X,L) = 0, then this sequence remains
almost split in modA[X].
A dual result holds for one-point coextension algebras.
Proposition 1.10. Let A be an algebra and Y be an A-module. If 0 → L → M → N → 0
is an almost split sequence in modA such that HomA(N,Y ) = 0, then this sequence remains
almost split in mod [Y ]A.
1.11. Let Q be a full subquiver of the quivers Q′ and Q′′ and i : Q → Q′, j : Q → Q′′ be
inclusions quivers. The pushout of i and j is the quiver where the vertices are those of Q′
and those of Q′′ which are not in j(Q), and the arrows are those of Q′ and
• for x, y ∈ Q′′0\j(Q)0 there is one arrow from x to y for each arrow from x to y in Q′′;
• for x ∈ Q′′0\j(Q)0 and y = i(z) for some z ∈ Q, there is one arrow from x to y for
each arrow from x to j(z) in Q′′;
• for x = i(z) for some z ∈ Q and y ∈ Q′′0\j(Q)0, there is one arrow from x to y for
each arrow from j(z) to y in Q′′.
Following [12], consider C ' kQC/IC and D ' kQD/ID to be algebras and QB to be a full
and convex subquiver of the quivers QC and QD such that IC∩kQB = ID∩kQB. Denote this
ideal by IB and consider the algebra B ' kQB/IB. So B ' eBCeB ' eBDeB is a common
quotient of C and D. Let fC : C  B and fD : D  B be the natural surjective morphisms
given respectively, by c 7→ eBceB and d 7→ eBdeB . The pullback of fC and fD is the algebra
A = {(c, d) ∈ C ×D | eBceB = eBdeB}.
By [12, Theorem 1], if A is the pullback of two morphisms of algebras fC : C → B and
fD : D → B, QA is the pushout of the inclusion of quivers QB → QC and QB → QD and IA
is the ideal of kQA generated by IC , ID and the paths linking (QC)0\(QB)0 and (QD)0\(QB)0
then A ' kQA/IA.
We say that A is a linearly oriented pullback of C  B and D  B if there is no path
from (QB)0 to (QC)0\(QB)0 and neither from (QD)0\(QB)0 to (QB)0.
Given M,N in indA, a path from M to N in indA is a sequence of non-zero morphisms
M = X1 → · · · → Xt = N with t ≥ 1, where Xi are indecomposable for all i = 1, . . . , t. We
say that M is a predecessor of N and that N is a successor of M .
For a module M , we denote by SuccM the full subcategory of ind A consisting of all the
successors of any indecomposable direct summand of M and by PredM the full subcategory
of indA consisting of all the predecessors of any indecomposable direct summand of M .
2. On the nilpotency index
Let A be an algebra. Throughout this work, we denote by rA the nilpotency index of the
radical of the module category of A.
The aim of this section is to find the vertices a ∈ (QA)0 where the paths from the projective
Pa to the injective Ia going through Sa are of maximal length.
2.1. Components with length. First, we study the above mentioned problem for algebras
such that their Auslander-Reiten quiver is a component with length.
Definition 2.1. Let A ' kQA/IA. We say that a vertex x in QA is involved in a zero-relation
αm . . . α1 ∈ IA if x = s(αi) for some i = 2, . . . ,m.
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We denote by (RA)0 the set of all the vertices u ∈ (QA)0 involved in zero-relations of IA.
Definition 2.2. Let A ' kQA/IA be an algebra and IA =< χ >, where χ is a minimal set
of relations. Let w be a path in kQA and χ
′ = χ |w. Two paths γ1, γ2 ∈ χ′ are said overlap
each other if s(γ1) < s(γ2) < e(γ1) or if s(γ2) < s(γ1) < e(γ2).
We start proving some lemmas.
Lemma 2.3. Let A ' kQA/IA be a representation-finite monomial algebra with r zero-
relations not overlapped, and r ≥ 2. Let ΓA be a component with length. The following
conditions hold.
(a) If a and b are vertices of (RA)0 involved in the same zero-relation of IA then ra = rb.
(b) If a and b are vertices in (QA)0\(RA)0 and there is an arrow from a to b, then ra = rb.
(c) If a is a vertex in (RA)0 and b is a vertex in (QA)0\(RA)0, then ra ≥ rb.
Proof. (a) Let a, b be two vertices involved in the same zero-relation of IA. Without loss of
generality, we may assume that there is an arrow from a to b in QA. Hence any morphism
from Pb to Pa is irreducible, since Pb is a direct summand of radPa.
On the other hand, a morphism from Ib to Ia is irreducible too. Therefore, we have the
following situation in ΓA
(1) Pa // Sa
''
Pb
77
''
Ia
Sb // Ib
γ 77
where the length of the path γ from Ib to Ia is one.
Since the Auslander-Reiten quiver of modA is a component with length, then the length
of any path from Pa to Ia is equal to the length of any path from Pb to Ib, proving the result.
(b) With similar arguments than in the proof of the above statement, we get the result.
(c) Let a ∈ (RA)0 and b ∈ (QA)0\(RA)0. Again, without loss of generality, we may assume
that there is an arrow from a to b in QA. Then any morphism from Pa to Pb is irreducible.
Moreover, there is a non-zero morphism from Ia to Ib of length greater than or equal to one.
Precisely, if αm . . . α1 is the zero-relation in IA and b is such that e(αm) = b then the length
of any path from Pa to Ia is greater than the length of any path from Pb to Ib. In any other
case, the length is equal.
Note that we have paths in ΓA as in (1), where the length of γ is equal to s, with s ≥ 1.
Assume that the length of the paths from Pa to Ia going through Sa is n and that the length
of the paths from Pb to Ib going through Sb is l. Since the Auslander-Reiten quiver is a
component with length, then 1 + n = l + s. Therefore n ≥ l. 
In case there is an overlapped relation it is sufficient to analyze the vertices that belong to
the intersection of both relations as we prove below.
Lemma 2.4. Let A ' kQA/IA be a monomial algebra where IA has two paths overlap each
other and where ΓA is a component with length. The following conditions hold.
(a) If a and b are vertices in (RA)0 involved in the intersection of the two overlapped
paths, then the length of any path from Pa to Ia is equal to the length of any path
from Pb to Ib.
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(b) If a is a vertex in (RA)0 involved in the intersection of the two overlapped paths, then
the length of the paths from Pa to Ia are greater than or equal to the length of the
paths from Pb to Ib, where b is a vertex not involved in the intersection of the two
overlapped paths.
Proof. (a) Consider the intersection of the two paths overlap each other. Let a and b be
vertices involved in such intersection. With similar arguments that in the proof of Lemma
2.3 (a), we get the result.
(b) Let a be a vertex involved in the intersection of the overlapped zero-relations, let say
a ∈ γ1 ∩ γ2. First, consider the vertex a ∈ γ1. With a similar proof that in Lemma 2.3 (b),
for any vertex b not involved in γ1 we have that the length of the paths from Pa to Ia are
greater than or equal to the length of any path from Pb to Ib.
On the other hand, if we consider a in γ2 then again with a similar proof that in Lemma
2.3 (b), for any vertex b not involved in γ2 we have that the length of the paths from Pa to
Ia are greater than or equal to the length of any path from Pb to Ib. 
Let S ⊂ (RA)0 be defined as follows:
• for each two paths γ1 and γ2 in IA overlap each other, we chose a vertex a involved
in γ1 ∩ γ2, and
• for each different not overlapped zero-relation ρ in IA, we chose a vertex b involved
in ρ.
By Theorem 1.3 and the above lemmas we precise the result state in Theorem A.
Theorem 2.5. Let A ' kQA/IA be a representation-finite monomial algebra. Assume that
ΓA is a component with length. The vertices of QA that we have to consider in order to
determine the nilpotency index of the radical of modA are the ones involved in the zero-
relations of IA. Precisely, rA = max {ra + 1}a∈S .
As an immediate consequence of Theorem 2.5 and the fact that the Auslander-Reiten
quiver of a representation-finite monomial tree algebra is with length, we have the following
corollary.
Corollary 2.6. Let A ' kQA/IA be a representation-finite algebra of tree type. The vertices
that we have to consider in order to determine the nilpotency index of the radical of the
module category of A are the ones involved in S ⊂ (RA)0.
Example 2.7. Consider the algebra A = QA/IA given by the presentation:
1 α1
// 2 α2
// 3 α3
// 4 α4
// 5 α5
// 6 7
β1
oo 8
β2
oo 9
β3
oo 10oo
where IA =< γ1, γ2, ρ >, with γ1 = α4α3α2α1, γ2 = α5α4α3α2 and ρ = β3β2β1.
We can observe that γ1 and γ2 are two path of IA overlap each other, and the vertices 3 and
4 are the ones that are involved in γ1 ∩ γ2. On the other hand, ρ is the unique zero-relation
that is not overlapped, and the vertices 7 and 8 are the ones that are involved in it. Then
we can choose, for instance, the set S = {3, 7}, and following Theorem 2.5 we have that
rA = max, {r3 + 1, r7 + 1}.
2.2. On the nilpotency index of a toupie algebra with commutative relations. A
finite non linear quiver Q is called a toupie if it has a unique source, a unique sink, and for
any other vertex x in Q there is exactly one arrow starting in x and exactly one arrow ending
in x.
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In case A ' kQA/IA is a toupie algebra with only commutative relations, then it is simply
connected and therefore the Auslander-Reiten quiver is a component with length. In addition,
if A is representation-finite then it at most three branches. We shall prove that in this case
the nilpotency index of the radical of their module category is given by the length of the path
from Px to Ix where x is a vertex in a branch of QA that has the shortest length among all
branches of the given toupie. Precisely, we prove the following result.
Theorem 2.8. Let A ' kQA/IA be the representation-finite algebra
x1 // // xn1
##
a //
;;
##
y1 // // yn2
// b
z1 // // zn3
;;
with commutative relations. Then any vertex of QA which is in the branch that has the
shortest length among all branches of QA, and that is not the sink or the source of QA, is
the one that we have to consider in order to determine the nilpotency index of the radical of
modA.
Proof. Consider all the vertices in a branch of QA, which are not the sink or the source of
QA. Without loss of generality, we may consider the vertices x1, . . . , xn1 . Then rxi = rxj ,
for i 6= j and 1 ≥ i, j ≤ n1. In fact, assume that i < j. Then there are paths of irreducible
morphisms in ΓA as follows:
Pxj
γ Ixj → Ixj−1 → · · · → Ixi
and
Pxj → Pxj−1 → · · · → Pxi
γ′ Ixi ,
where Ixj → Ixj−1 → · · · → Ixi and Pxj → Pxj−1 → · · · → Pxi are paths of irreducible
morphisms between indecomposable injective and projective A-modules, respectively, of the
same length. Since ΓA is a component with length then clearly `(γ) = `(γ
′).
On the other hand, there are paths of irreducible morphisms between indecomposable
modules in ΓA as follows:
Pb → Pxn1 → · · · → Px1  Ix1 → Ia,
Pb → Pyn2 → · · · → Py1  Iy1 → Ia,
and
Pb → Pzn3 → · · · → Pz1  Iz1 → Ia.
Since ΓA is a component with length, then the path of longest length from Pw1 to Iw1
with w ∈ {x, y, z} is the path whose vertex belongs to the shortest branch of QA, proving
the result. 
2.3. On the nilpotency index of a string algebra. In this section, we prove that it is
enough to consider the vertices involved in the zero-relations to determine the nilpotency
index of <(modA) whenever A is a representation-finite string algebra. Note that in this
algebras, the Auslander-Reiten quiver is not necessarily a component with length.
Let A = kQA/IA be a representation-finite string algebra. Following [9], for each u ∈ (QA)0
we consider the quivers Qeu and Q
s
u defined as follow:
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(a) (a) The vertices of (Qeu)0 are the strings C in QA such that e(C) = u, where C is
either the trivial walk εu or C = αC
′, with α ∈ (QA)1.
(b) If a = C and b = C ′ are two vertices of (Qeu)0, then there is an arrow a → b in
Qeu if C
′ is the reduced walk of Cβ−1, for some β ∈ (QA)1.
(b) (a) The vertices of (Qsu)0 are the strings C in QA such that s(C) = u, where C is
either the trivial walk εu or C = C
′α, with α ∈ (QA)1.
(b) If a = C and b = C ′ are two vertices of (Qsu)0, then there is an arrow a → b in
Qsu if C
′ is the reduced walk of βC, for some β ∈ (QA)1.
We recall from [9, Proposition 3.2] that ru = |(Qsu)0|+ |(Qeu)0| − 2, where |χ| denotes the
cardinal of the set χ.
Now, we are in position to prove the following result.
Proposition 2.9. Let A = kQA/IA be a representation-finite string algebra with IA 6= 0.
Assume x is a vertex in QA which is neither a sink nor a source. Moreover, assume that x
is not involved in a zero-relation of IA. Then, there is y ∈ (QA)0 involved in a zero-relation
of IA such that rx ≤ ry.
Proof. Consider x ∈ (QA)0 a vertex which is neither a sink nor a source, and such that x is
not involved in a zero-relation of IA. Since QA is connected then there is a vertex y ∈ (QA)0
which is involved in a zero-relation of IA and moreover there is a string C from y to x where
none of the vertices of C are involved in a zero-relation of IA (except for y). Note that in the
vertex x starts and ends exactly one arrow, and moreover, in all the vertices of C (except for
y) there are at most two edges.
Suppose that C starts in an arrow. Then C ∈ (Qsy)0. We have two cases to analyze; if
either C ends in an arrow or if C ends in the inverse of an arrow.
First, assume that C ends in an arrow. Let D ∈ (Qsx)0. Then DC is a string, because x
is not involved in a zero-relation of IA and DC ∈ (Qsy)0. Since the string DC 6= εy, then
card((Qsx)0) ≤ card((Qsy)0)− 1.
Now, let E ∈ (Qex)0 with εx 6= E. Then E and C end in an arrow. Hence E−1C is not
a string, but we can consider the string obtained of E−1C. Precisely, we have two possible
situations:
(1) C = EC ′, with C ′ a string, or
(2) E = CE′, with E′ a string such that E′ 6= εy.
If (1), then C ′ is a string that belongs to (Qsy)0. If (2), then E′ is a string. In case E′ ends
in an arrow then E′ ∈ (Qey)0. Otherwise, if E′ ends in the inverse of an arrow then (E′)−1
starts in an arrow δ with s(δ) = y and therefore (E′)−1 ∈ (Qsy)0.
Let (Qex)1 = {E | C = EC ′}, (Qex)2 = {E | E = CE′ whereE′ ends in an arrow} and
(Qex)3 = {E | E = CE′ whereE′ ends in the inverse of an arrow}. Then we can write Qex as
the disjoint union
(Qex)0 = (Q
e
x)1 unionsq (Qex)2 unionsq (Qex)3.
Since the strings in Qsy that come from strings in Q
s
x are different from the strings in Q
s
y
that come from strings in Qex − {εx}, then
|(Qsx)0|+ |(Qex)1| − 1 + |(Qex)3| ≤ |(Qsy)0|
|(Qex)2| ≤ |(Qey)0| − 1.
Hence,
|(Qsx)0|+ |(Qex)0| ≤ |(Qsy)0|+ |(Qey)0|
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and therefore, rx ≤ ry.
Secondly, assume that C ends in the inverse of an arrow. Let E ∈ (Qex)0. Then E ends
in an arrow and e(E) = x. Since x is not involved in a zero-relation then E−1C is a string
in (Qsy)0. Consider D ∈ (Qsx)0 − {εx}. Since x is neither a sink nor a source and it is not
involved in a zero-relation of IA, again we have two cases to analyze:
(3) C = D−1C ′ or,
(4) D = D′C−1.
If (3), then C ′ is a string that starts in an arrow δ with s(δ) = y. Then C ′ ∈ (Qsy)0. If (4),
then D′ is a string that starts in y. In case D′ starts in an arrow then D′ ∈ (Qsy)0. Otherwise,
if D′ starts in the inverse of an arrow, then (D′)−1 ∈ (Qey)0.
Let (Qsx)1 = {D | C = D−1C ′}, (Qsx)2 = {D | D = D′C−1 where D′ starts in an arrow}
and (Qsx)3 = {D | D = D′C−1 where D′ starts in the inverse of an arrow}, again we can
write (Qsx)0 as the disjoint union
(Qsx)0 = (Q
s
x)1 unionsq (Qsx)2 unionsq (Qsx)3.
Since the strings in (Qsy)0 that come from strings in (Q
e
x)0 are different from the strings in
(Qsy)0 that come from strings in (Q
s
x)0 − {εx}, then
|(Qex)0|+ |(Qsx)1| − 1 + |(Qsx)2| ≤ |(Qsy)0|
|(Qsx)3| ≤ |(Qey)0| − 1.
Hence, rx ≤ ry.
Finally, if C starts in the inverse of an arrow, with a similar analysis as above we get that
rx ≤ ry. 
Let A ' kQA/IA be a representation-finite string algebra. For γ ∈ (QA)1, we define the
sets Sγ and Eγ whose elements are the strings starting and ending in the arrow γ, respectively.
Precisely,
Sγ = {C string in QA | C = C ′γ, with C ′ a string in QA}
and
Eγ = {C string in QA | C = γC ′, with C ′ a string in QA}.
Proposition 2.10. Let A ' kQA/IA be a representation-finite string algebra and ρ =
αm . . . α1 be a non-overlapped zero-relation in IA, with r ≥ 3. Let x, y ∈ (QA)0 be two
vertices involved in ρ such that there is an arrow αi from x to y, with 2 ≤ i ≤ m− 1. Then,
rx + |Sδ| = ry + |Eβ|, where β, δ ∈ (QA)1 are such that e(β) = x with β 6= αi−1 and s(δ) = y
with δ 6= αi+1.
Proof. Consider ρ, x and y as in the statement of the proposition. Suppose that there exist
arrows β1 : w1 → x, β2 : x→ w2, δ1 : z1 → y and δ2 : y → z2 different from the arrows αj of
ρ. For the convenience of the reader, we illustrate the situation as follows:
•
αi−1 ##
z1
δ1
##
•
x
αi //
β2 ##
y
αi+1
;;
δ2
##
w1
β1
;;
w2 z2
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Since A is a string algebra, αiαi−1 and αi+1αi do not belong to IA. Hence we infer that
αiβ1, β2αi−1, αi+1δ1, and δ2αi are in IA.
Observe that Sαi = {αi}∪{C ′αi+1αi | C ′ a string in QA}∪{C ′′δ−11 αi | C ′′ a string in QA}.
Hence, there is a bijection between Sαi and {εy} ∪ Sαi+1 ∪ Eγ1 .
Similarly, we can establish a bijection between the sets Eαi and {εx} ∪ Eαi−1 ∪ Sβ2 .
By [9, Proposition 3.2], given a ∈ (QA)0 we have that ra = |(Qsa)0|+ |(Qea)0|−2. Moreover,
we have the following equalities of sets: (Qsx)0 = {εx}∪Sαi ∪Sβ2 , (Qex)0 = {εx}∪Eαi−1 ∪Eβ1,
(Qsy)0 = {εy} ∪ Sαi+1 ∪ Sγ2 and (Qey)0 = {εy} ∪ Eαi ∪ Eγ1 .
Therefore, by the above bijections we deduce that rx + |Sδ2 | = ry + |Eβ1 |, proving the
result. 
The next corollary is an immediate consequence of Proposition 2.10.
Corollary 2.11. With the above notations, let ρ be the zero-relation a
α1→ a1 α2→ . . .→am−1 αm→
b. The following conditions hold.
(i) If the vertices ai, for 1 ≤ i ≤ m − 1 are not involved in another relation of IA, then
rai = raj for all 1 ≤ i, j ≤ m− 1.
(ii) If ak, with 1 ≤ k ≤ m − 1, is a vertex which is involved in another relation of IA,
then rai ≤ rak for all vertices ai which are not involved in another relation different
from ρ.
By the above results we get Theorem C.
Theorem 2.12. Let A be a representation-finite string algebra. Then the nilpotency index of
<(modA) is determined by the length of the longest non-zero path of irreducible morphisms
between indecomposable A-modules from the projective Pu to the injective Iu going through
the simple Su, where u ∈ (RA)0.
3. Applications
3.1. Application to toupie algebras with commutative relations. Let A ' kQA/IA
be a toupie algebra with only commutative relations and with three branches. Then A is a
representation-finite algebra if and only if at least one ni = 1 for i = 1, 2, 3.
Theorem 3.1. Let A ' kQA/IA be the representation-finite algebra with three branches
x1
))a //
55
##
y1 // // yn2
// b
z1 // // zn3
;;
and commutative relations. Let B1 be the hereditary algebra obtained from QA by deleting the
source vertex and B2 be the hereditary algebra obtained from QA by deleting the sink vertex.
Then rA = 2rB1 − 1 = 2rB2 − 1.
Proof. By Theorem 2.8, we know that it is enough to study the length of a path from Px1
to Ix1 . We may consider the one going through the simple Sx1 . Consider M = radPa. Then
M = Ib in modB1 and Sx1 is a direct summand of Ib/socIb. Hence there is an irreducible
morphism from Ib to Sx1 in modB1. Moreover, Ix1 = Sx1 .
On the other hand, note that A = B1[Ib]. By Proposition 1.9, since B1 is directed and there
is a path of irreducible morphisms from Px1 to Ib in modB1 then we infer that such a path
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is also a path of irreducible morphisms in modA. Furthermore, since there is an irreducible
morphism from Ib to Sx1 in modB1 then HomB1(Ib, τSx1) = 0. Again, by Proposition 1.9,
we know that the morphism from Ib to Sx1 is irreducible in modA. Hence, `B1(Px1  Sx1) =
`A(Px1  Sx1) and since Ix1 = Sx1 in modB1 then rB1 = `A(Px1  Sx1).
Dually, with a similar argument as above and since A = [Pa]B2, we get that `B2(Sx1  
Ix1) = `A(Sx1  Ix1). Therefore rB2 = `A(Sx1  Ix1) since Px1 = Sx1 in modB2. Then
rA = rB1 + rB2 − 1. Since B1 and B2 are of the same Dynkin type then rB1 = rB2 and we
get the result. 
Using similar arguments that in the proof of Theorem 3.1, we get the following consequence.
Corollary 3.2. Let A be a toupie algebra of finite representation type with two branches and
with a commutative relation. With the above notations, assume that n1 = 1 or n2 = 1. Then
rA = 2rB1 − 1.
We observe that if n1 or n2 are not equal to one in Corollary 3.2, then the formula does
not hold. In case A is a representation-finite algebra with two branches and a commutative
relation we have the following more general result.
Theorem 3.3. Let A ' kQA/IA be the representation-finite algebra with two branches
x1 // // xn1
((a
66
((
b
y1 // // yn2
66
and a commutative relation. Assume that n2 ≥ n1. Then rA = n1 + 2n2 + 2.
Proof. By Theorem 2.8, it is enough to study the length of any path from Px1 to Ix1 . We
may consider the one going through the simple Sx1 . Observe that τIyn2 = Sx1 and that we
have the following situation in ΓA:
• // • // • // Ix1
%%•
%%
99
Ia.
Sx1
99
Iyn2
// Iyn2−1
// Iy2
// Iy1
99
Since `A(Iyn2  Ia) = n2 then `A(Sx1  Ix1) = n2 + 1.
Now, we show that `A(Px1  Sx1) = n1+n2. Note that τIyn2 = Sx1 and that τSxn1 = Py1 .
Moreover, by [16, Proposition 1.5] we have that τSxi = Sxi+1 for i = 1, . . . , n1 − 1.
First we prove that the modules τ−n1Pj for j ∈ {1, . . . , n2, b} and the modules τ−(k−1)Pk
for k ∈ {2, . . . , n1} are defined. Suppose that there exists j ∈ {1, . . . , n2, b} such that τ−kPj
is injective with k < n1. Consider j to be the less integer such that τ
−kPj is defined for all
j. We denote such injective by I. Since there is a path of irreducible morphisms between
indecomposable projective A-modules from Pb to Py1 of length n2, then there is also a path
from τ−kPb to τ−kPy1 of the same length.
On the other hand, since k < n1 then τ
−kPy1 ' Sxn1−k and therefore, I is a predecessor
of Iyn2 . Hence, I 6' Iyl with l ∈ {1, . . . , n2, b}. Thus I = Ixh for h ∈ {1, . . . , n1}. Since there
is a unique path of irreducible morphisms between indecomposable injective A-modules from
Ixnl to Ixl and there is a path between indecomposable A-modules between Ixh to τ
−kPy1
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then we infer that τ−kPy1 is injective. Moreover, Sxn−k ' τ−kPy1 getting a contradiction
because Sxn−k is not injective.
With a similar argument as above we get that the A-modules τ−(k−1)Pk for 2 ≤ k ≤ n1
are defined. By the existence of a path of irreducible morphisms from Pb to Px1 of length n1
we infer the existence of a path of irreducible morphisms from Pxn to τ
−n1Pb also of length
n1.
On the other hand, by the existence of the path of irreducible morphisms from Pb to
Py1 of length n2 we infer the existence of a path of irreducible morphisms from τ
−n1Pb to
τ−n1Py1 ' Sx1 of the same length. Hence, `A(Px1  Sx1) = n1 + n2. 
3.2. Application to monomial tree algebras. The aim of this section is to read the
nilpotency index of the radical of the module category of some representation-finite tree
monomial algebra from the bounded quiver of A = kQA/IA, in case IA has not overlapped
relations.
We shall describe an algorithm that gives a way to control the category modA when we
delete certain arrows of QA. This method allows us to analyze modA by simpler quivers
whose associated bound quiver algebra may have suitable properties such as being hereditary
algebras, where the length of certain paths are well-known.
We start by considering A to be a representation-finite algebra of tree type with only one
zero-relation, αm . . . α1. We denote by A1 the maximal connected hereditary algebra whose
quiver is obtained from QA by deleting the arrow α1, and containing the arrow αm. We
denote by A2 the maximal connected hereditary algebra whose quiver is obtained from QA
by deleting the arrow αm, and containing the arrow α1.
We observe that, with the above construction the algebra A is the linearly oriented pullback
of A1  A1 ∩A2 and A2  A1 ∩A2.
On the other hand, note that A1 and A2 can be obtained from A1∩A2 by a finite sequence
of one-point extensions or/and one-point coextensions. Precisely, the first step to get A1 is a
one-point extension of A1 ∩ A2 by the projective corresponding to the vertex e(α1) and the
first step to get A2 is a one-point coextension of A1∩A2 by the injective corresponding to the
vertex s(αm). Moreover, we can also obtain A from one-point extensions or/and one-point
coextensions of A1 and A2.
Remark 3.4. Consider A a representation-finite monomial algebra. By Theorem 2.5, to
determine rA when ΓA is with length it is enough to consider for each different zero-relation
of IA only one vertex involved in it. In case, we consider a representation-finite tree algebra
with only one zero-relation then it is not hard to see, with similar techniques as in the proof
of Lemma 2.3, that any vertex of QA1∩A2 , where A1∩A2 is the algebra constructed as above,
is sufficient to determine rA.
In all these section, we refer to the algebras A1 and A2 as we define above.
The linearly oriented pullback algebras, are those where the injective and projective A-
modules can be determined by those ones over A1 and A2. We recall the following lemma
from [12].
Lemma 3.5. [12, Lemma 2] Let A be the linearly oriented pullback of A1  A1 ∩ A2 and
A2  A1 ∩A2. Then
(1) For any x ∈ (QA2)0, Px is the projective module corresponding to the vertex x in
modA and modA2.
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(2) For any x ∈ (QA1)0\(QA1∩A2)0, Px is the projective module corresponding to the
vertex x in modA and modA1.
(3) For any x ∈ (QA1∩A2)0, Px is the projective module corresponding to the vertex x in
modA1 and mod (A1 ∩A2).
(4) For any x ∈ (QA1)0, Ix is the injective module corresponding to the vertex x in modA
and modA1.
(5) For any x ∈ (QA2)0\(QA1∩A2)0, Ix is the injective module corresponding to the vertex
x in modA and modA2.
(6) For any x ∈ (QA1∩A2)0, Ix is the injective module corresponding to the vertex x in
modA2 and mod (A1 ∩A2).
Let A be the linearly oriented pullback of A1  A1∩A2 and A2  A1∩A2. Following [12],
we denote by C ′ the direct sum of the projective A-modules Pi with i ∈ (QA1)0\(QA1∩A2)0,
and by DA′ the direct sum of the injective A-modules Ii with i ∈ (QA2)0\(QA1∩A2)0.
We also consider the following subcategories of indA; A = PredDA′; C = SuccC ′ and
B = indA\(A ∪ C), and the full subquivers of ΓA denoted by Σ′A1 , Σ′A2 and Σ′A1∩A2 whose
vertices are the objects of indA\A, indA\C and B, respectively.
Next, we recall the following result useful for our purposes.
Lemma 3.6. [12, Lemma 8] Let A be the linearly oriented pullback of A1  A1 ∩ A2 and
A2  A1∩A2. Let Σ′A1, Σ′A2 and Σ′A1∩A2 be the subquivers of ΓA defined as above. Then the
following conditions hold.
(1) Σ′A1∩A2 is a full and convex subquiver of ΓA1∩A2, ΓA1 and ΓA2.
(2) Σ′A1 is a full and convex subquiver of ΓA1.
(3) Σ′A2 is a full and convex subquiver of ΓA2.
From now on, we consider the category B 6= ∅. Moreover, we consider PB to be the
full subcategory of modA1 of the predecessors of the modules in B and SB to be the full
subcategory of mod A2 of the successors of the modules in B.
We also consider ΩA1 to be the full subquiver of ΓA1 where the vertices are the objects of
PB, and ΩA2 the full subquiver of ΓA2 where the vertices are the objects of SB.
Proposition 3.7. Let A be the linearly oriented pullback of A1  A1∩A2 and A2  A1∩A2.
Consider ΩA1 and ΩA2 as giving above. Then the following statements hold.
(a) ΩA1 is a full and convex subquiver of ΓA1∩A2.
(b) ΩA2 is a full and convex subquiver of ΓA1∩A2.
Proof. We only prove statement (a), since (b) follows similarly.
First, we prove that the A1-modules of PB, so are A1 ∩ A2-modules. In fact, let M ∈ PB,
and assume that M ∈ ind (A1)\ind (A1 ∩ A2). By [12, Lemma 5 (ii)], M ∈ C. Moreover,
since M ∈ PB there exists an indecomposable successor of M , let say N ∈ B. Since C is
closed under successors, then N ∈ C which is a contradiction. Then, all the indecomposable
modules of PB belong to ind (A1 ∩A2), and therefore (ΩA1)0 ⊂ (ΓA1∩A2)0.
Secondly, we prove that ΩA1 is a full subquiver of ΓA1∩A2 . Consider f : M → N to be
an irreducible morphism in indA1, with M,N ∈ PB. Let us prove that f is irreducible in
mod (A1∩A2). By [12, Lemma 6], f is neither a split monomorphism nor a split epimorphism
in mod (A1 ∩ A2). Suppose that f = gh with h : M → L and g : L → N morphisms in
mod (A1 ∩ A2). Then h and g so are morphisms in modA1, since mod (A1 ∩ A2) is a full
subcategory of modA1. Therefore, either h is a split monomorphism in modA1 or g is a split
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epimorphism in modA1, and by [12, Lemma 6] so they are in mod (A1 ∩ A2). Thus, every
arrow of ΩA1 is an arrow of ΓA1∩A2 , proving that ΩA1 is a subquiver of ΓA1∩A2 .
Now, we concentrate to prove that ΩA1 is a full subquiver of ΓA1∩A2 . Let f : M → N be
an irreducible morphism in mod (A1∩A2), with M,N ∈ PB. We prove that f is irreducible in
modA1. Indeed, f is neither a split monomorphism nor a split epimorphism in mod (A1∩A2),
so neither it is in modA1. Let L ∈ modA1, h : M → L and g : L → N be morphisms in
modA1 such that f = gh.
We claim that L belongs to mod (A1 ∩ A2). In fact, otherwise, by [12, Lemma 5 (ii)] we
have that L ∈ C. Moreover, since N ∈ PB there is an indecomposable A1-module X, such
that X ∈ B and X is a successor of N . Therefore, X is a successor of L and since C is closed
under successors, we infer that X ∈ C, which is a contradiction. Thus, L ∈ mod (A1 ∩A2).
On the other hand, since f is irreducible in mod (A1∩A2), then either h is a split monomor-
phism in mod (A1 ∩ A2) or g is a split epimorphism in mod (A1 ∩ A2), and hence, by [12,
Lemma 6] so they are in modA1.
Finally, the convexity of ΩA1 follows from the convexity of PB in modA1. 
Now, we are in position to prove one of the main results of this section.
Theorem 3.8. Let A be the linearly oriented pullback of A1  A1 ∩A2 and A2  A1 ∩A2,
with A1 and A2 hereditary algebras, and assume that ΓA is with length. Let A, C and B be
the subcategories of modA defined above. If B 6= ∅ then rA = rA1 + rA2 − rA1∩A2.
Proof. Let M be an indecomposable A-module in B and Pa be an indecomposable direct
summand of the projective cover of M . Then, there exist non-zero morphisms f : Pa → M
and g : M → Ia. Since A is representation-finite, there exist paths of irreducible morphisms
between indecomposable modules φ : Pa  M and ψ : M  Ia in modA. Since M ∈
mod(A1 ∩ A2), then a ∈ (QA1∩A2)0. By Remark 3.4, the nilpotency index of <(modA) is
equal to `(Pa  Sa  Ia) + 1. Moreover, since ΓA is with length, then
(2) rA = `(φ) + `(ψ) + 1.
Since M ∈ B then M ∈ (Σ′A2)0. On the other hand, Pa ∈ (Σ′A2)0, otherwise, Pa ∈ C and
since M is a successor of Pa, this implies that M ∈ C which is a contradiction. Hence, since
Σ′A2 is a convex subquiver of ΓA, then the path φ is in
∑′
A2
. By Lemma 3.6 we have that
φ : Pa  M is also a path in ΓA2 . Moreover, since a ∈ (QA2)0, by Lemma 3.5 we have that
Pa is the projective A2-module corresponding to the vertex a.
Let ρ : M  I ′a be a path of irreducible morphisms in modA2, where I ′a is the injective
A2-module corresponding to the vertex a. Since A2 is hereditary then
(3) rA2 = `(φ) + `(ρ) + 1.
By construction, ρ belongs to ΩA2 since M ∈ B, and moreover by Lemma 3.7 ρ is a path of
irreducible morphisms between indecomposable modules in mod (A1 ∩ A2). By Lemma 3.5,
the module I ′a is the injective (A1 ∩A2)-module corresponding to the vertex a.
With similar arguments as above, the path ψ : M  Ia in modA is also a path of
irreducible morphisms between indecomposable modules in modA1 and the module Ia is the
injective A1-module corresponding to the vertex a. If we consider θ : P
′
a  M a path in ΓA1 ,
where P ′a is the projective A1-module corresponding to the vertex a, we have that
(4) rA1 = `(θ) + `(ψ) + 1,
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because A1 is a hereditary algebra. Moreover, the path θ is also a path in ΓA1∩A2 and the
module P ′a is the projective (A1∩A2)-module corresponding to the vertex a. Therefore, since
the algebra A1 ∩A2 is hereditary, we also have that
(5) rA1∩A2 = `(θ) + `(ρ) + 1.
From the equalities (2), (3), (4) and (5) we obtain that rA = rA1 + rA2 − rA1∩A2 . 
Corollary 3.9. Let A be a monomial tree algebra with only one zero-relation.Let A1 and A2
be defined as in Section 3.2. If B 6= ∅, then rA = rA1 + rA2 − rA1∩A2.
The next example shows that B 6= ∅ is a necessary condition in Theorem 3.8 to be true.
Example 3.10. Consider the algebra A = kQA/IA given by the following presentation
1
α 
7 // 4 2
β
//oo 5 6oo
3
OO
where IA =< βα >. Computing the Auslander-Reiten quiver of modA one can see that
B = ∅ and that the length of any path from P2 to I2 is equal to 16. Hence rA = 17 but
rA1 + rA2 − rA1∩A2 = 13, where A1 is the hereditary algebra given by the quiver
1

7 // 4 2oo 3oo
A2 is the hereditary algebra given by the quiver
7 // 4 2 //oo 5 6oo
3
OO
and A1 ∩A2 is the algebra
7 // 4 2oo 3oo .
We dedicate the remaining part of this paper to find monomial tree algebras where B 6= ∅.
We start proving a useful relationship between the categories A ∩ C and B.
Theorem 3.11. Let A be the linearly oriented pullback of A1  A1 ∩A2 and A2  A1 ∩A2,
with A1 and A2 hereditary algebras, and assume that ΓA is with length. Let A, C and B be
the subcategories of indA defined above. If A ∩ C = ∅ then B 6= ∅.
Proof. Let P be a direct summand of C′ and I a direct summand of DA′, such that no
summand of radP is in C and no summand of I/soc I is in A. Consider radP = ⊕ri=1Ri,
where Ri is an indecomposable direct summand of radP . We prove that Ri ∈ B for some
i = 1, . . . , r. Since HomA(P, I) = 0 then HomA(radP, I) = 0.
Without loss of generality, consider that R1 ∈ A. Then there is a path of irreducible
morphisms between indecomposable modules as follows R1 → X1 → · · · → Xn → I. Note
that such a path is not sectional, since HomA(radP, I) = 0. Therefore, for some i = 1, . . . , n,
Xi+1 ' τ−1Xi−1. Consider s ∈ {1, . . . , n} to be the least integer such that R1 → X1 →
· · · → Xs is sectional. We claim that none of the Xi with i = 1, . . . , s is injective. In fact,
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otherwise, if for some i ∈ {1, . . . , n} we have that Xi = I ′, where I ′ is an indecomposable
injective then HomA(R1, I
′) 6= 0. Thus I ′ ∈ A ∩ C contradicting the hypothesis.
On the other hand, since X1 6' P the we can build the path P → τ−1R1 → τ−1X1 →
· · · → τ−1Xs−1 and in consequence τ−1Xs−1 ∈ A ∩ C contradicting the hypothesis. Hence,
R1 ∈ B, proving the result. 
Now, we prove some technical results for our further purposes.
Lemma 3.12. Let A be a representation-finite algebra and ΓA a component without cycles
(not necessarily with length). Let P and I be indecomposable projective and injective A-
modules, respectively. Let M be an indecomposable A-module. The following conditions hold.
(1) If there is an irreducible morphism from a direct summand of radP to M with M 6' P
or if M is a direct summand of radP then M is not a successor of P .
(2) If there is an irreducible morphism from M to a direct summand of I/soc I with
M 6' I or if M is a direct summand of I/soc I then M is not a predecessor of I.
Proof. We only prove (1) since (2) follows similarly. Assume there is an irreducible morphism
from R1 → M , where R1 is a direct summand radP and M is a successor of P . Then,
there is a path of irreducible morphism from P to M , and therefore from R1 to M let say
R1 → P → Y1 → · · · → Yn → M . Moreover, that path is a bypass of the arrow R1 → M ,
since by hypothesis M 6' P and Yn 6' P because ΓA is directed. By [13], Crawley-Boevey,
Happel and Ringel proved that any bypass of an arrow in a component without oriented
cycles of ΓA is sectional.
On the other hand, the mentioned authors proved that no arrow in ΓA allows any sectional
bypass in case A is representation-finite. Hence, M is not a successor of P .
Now, if M = R1 and we assume that M is a successor of P then we get to the contradiction
that there is cycle in ΓA. Hence, M is not a successor of P . 
Lemma 3.13. Let A be a representation-finite tree algebra with only one zero-relation αm . . . α1,
where s(α1) = a, e(αm) = b and m ≥ 2. Let M be an indecomposable A1 ∩A2-module.
(1) If there is a sectional path in ΓA from a direct summand of radPa to M then M /∈ C.
(2) If there is a sectional path in ΓA from M to a direct summand of Ib/soc Ib then
M /∈ A.
Proof. We only prove (1) since (2) follows with similar arguments. Let ⊕ri=1Ri be the de-
composition of radPa in indecomposable direct summands. Without loss of generality, we
may assume that the given sectional path goes from R1 to M . Consider n to be the length
of that path.
Assume thatM is a successor of Pa. Hence there is a path of irreducible morphisms between
indecomposable modules from Pa to M . We analyze the length of the given sectional path.
If n = 0 or n = 1 we get a contradiction to Lemma 3.12.
Consider n > 1. Observe that Pa does not belong to the given sectional path, since
HomA(Pa,M) = 0. By our assumption that M is a successor of Pa, then there are at least
two paths of irreducible morphism from R1 to M , the sectional one and another which we
illustrate below:
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(6) Pa

R1
##
33
X1
##
Xn−1
##
M
both of the same length. We analyze the orbit graph of the subquiver in (6) (see, 1.6). We
have the following subgraph
[Pa]
[R1]
[X1]
[Xn−1]
[M ]
Consider the path from R1 to M going through Pa as follows: R1 → Pa → Y1 → · · · →
Yn−2 → M . Note that we have exactly n − 3 vertices that we have to consider in the orbit
graph. The walk between the vertices [X1], . . . , [Xn−1] can not coincide with the one of the
vertices [Y1], . . . , [Yn−2] since the number of vertices is different. Therefore, we get that the
orbit graph is not of tree-type, a contradiction to [1, Lemma 4.3 and Lemma 4.8, Chapter
IX], since A is a tree algebra. Hence, M /∈ C. 
Our next result is fundamental to get Theorem 3.25.
Proposition 3.14. Let A be a representation-finite tree algebra with only one zero-relation
αm . . . α1, where s(α1) = a, e(αm) = b and m ≥ 2. If there is a sectional path from a direct
summand of radPa to a direct summand of Ib/soc Ib then A ∩ C = ∅.
Proof. Let R1 and J1 be direct summands of radPa and Ib/soc Ib, respectively. Assume that
there is a sectional path R1 → X1 → · · · → Xn−1 → J1 of length n. Since HomA(Pa, J1) = 0
and HomA(R1, Ib) = 0 we infer that the modules Pa and Ib do not belong to the sectional
path. Analyzing the orbit graph of ΓA we have the following subgraph:
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[Pa]
[R1]
[X1]
[Xn−1]
[J1]
[Ib]
Suppose that A ∩ C 6= ∅. Then there exists an indecomposable module M and paths
Pa  M and M  Ib. Since ΓA is a component with length, then `(Pa  M  Ib) = n− 2.
With a similar argument as in the proof of Lemma 3.13, we conclude that the orbit graph of
ΓA is not of tree type, a contradiction to [1, Lemma 4.3 and Lemma 4.8, Chapter IX], since
A is a tree algebra. Therefore, A ∩ C = ∅. 
Now, we prove that the possible algebras A1 ∩ A2 are hereditary algebras of type An, Dn
or E6. We shall consider them to find different monomial tree algebras with B 6= ∅.
Lemma 3.15. Let A be a representation-finite tree algebra with only one zero-relation, a
α1→
a1
α2→ a2 → · · · αm−1→ am−1 αm→ b, with m ≥ 2. Let A1 and A2 be algebras build as we explained
above. The following conditions hold.
(1) If A1 ∩ A2 is not of type An then the vertices a1 and am in QA1∩A2 are the starting
and the ending points of only one arrow, respectively.
(2) The algebra A1 ∩A2 is neither of type E7 nor of type E8.
(3) The algebra A1 ∩A2 is not of type Dn with n ≥ 8 and m ≥ 3.
Proof. (1) Assume that the vertex a1 in QA1∩A2 has more than one arrow. Then there is a
vertex c and an edge with end points c and a1. Since A1 ∩ A2 is not of type An, then there
is a vertex x having three edges. Hence, in the extension (A1 ∩A2)[Pa1 ] we have a subquiver
of type D˜n as follows
c
a // a1 // a2 // x //
contradicting the fact that A is representation-finite. Similarly, we can prove that am has
only one arrow in QA1∩A2 .
(2) Assume that the algebra A1 ∩A2 is of type E8. Then we have the following situation
c
x • • • • • y
.
By Statement (1), to get the algebras A1 and A2 we should extend or coextend in the
vertices x, y or c. If we add an edge in the vertex x, then the quiver will contain a subquiver
of type E˜7. Now, if we add an edge in y, then the quiver contains a subquiver of type
E˜8. Finally, if we add an edge in the vertex c, then the obtained quiver has a subquiver of
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type E˜6. Hence, in none of the cases, we can do a extension or a coextension to obtain a
representation-finite algebra.
Now, assume that A1 ∩A2 is of type E7. Then, we have a diagram as follows
c
x • • • • y.
Again, by Statement (1) to get the algebras A1 and A2 we should extend or coextend in
the vertices x, y or c. If we add an edge in the vertex x, then such a quiver will contain a
subquiver of type E˜7, which is a contradiction to the fact of being representation-finite. Now,
if we add an edge in the vertex c, then the quiver will contain a subquiver of type E˜6, getting
the same contradiction as above. Finally, the last option is to add an edge in y. If m ≥ 3,
then it is not possible to get A1 and A2 both by a one-point extension of a vertex. In case
m = 2 and if we extend or coextend in y we obtain a graph of the list stated in [6, Corollary
1], which is representation-infinite. Hence, we conclude that A1 ∩A2 can not be of type E7.
(3) Let us prove that A1 ∩ A2 is not of type Dn with n ≥ 8 and m ≥ 3. In fact, assume
that A1 ∩A2 is of type D8. Then we have a diagram as follows
c
x • • • • • y.
By Statement (1), to get the algebras A1 and A2 we have to extend or coextend in the
vertices x, y or c. Necessarily, we have to extend in x or in c. Either if we add an edge in x
or in c we obtain a subquiver of type E˜8, getting a contradiction to the assumption that A
is representation-finite. 
Remark 3.16. Note that if the first step to get A1 from A1 ∩A2 is to extend A1 ∩A2 by a
module X then the first step to get A from A2 is to extend A2 by the same module X.
On the other hand, if the first step to obtain A from A1 is a coextension by a module Y
then the first step to get A from A2 is a coextension by a module Y .
Now, we concentrate to prove some lemmas necessary to find tree algebras where B 6= ∅.
Lemma 3.17. Consider A, A1 and A1 ∩A2 defined as above.
(a) Assume that the first step to obtain A1 from A1∩A2 is a extension by an indecompos-
able module X and that there is an indecomposable module M and a path of irreducible
morphisms between indecomposable A1 ∩A2-modules as follows
(7) Z1 = X → Z2 → · · · → Zk = M
where the path from X to M is sectional. Then the path in (7) is also a path of
irreducible morphisms between indecomposable modules in modA1, and moreover it
is a sectional path in modA1.
(b) Assume that the first step to obtain A from A1 is a co-extension by a module Y
and that there is an indecomposable module M and a path of irreducible morphisms
between indecomposable A1-modules as follows
(8) M → U1 → · · · → Us = Y
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where the path from M to Y is sectional. Then the path in (8) is also a path of irre-
ducible morphisms between indecomposable A-modules, and moreover it is a sectional
path in modA.
Proof. We only prove (a) since (b) follows similarly. By construction A1 ∩ A2 is a Dynkin
algebra. Since the path from X to M is sectional then HomA1∩A2(X, τA1∩A2Zi) = 0 for
i = 1, . . . , k. By Proposition 1.9, the path in (7) is a path of irreducible morphisms between
indecomposable modules in (A1 ∩ A2)[X]. We denote (A1 ∩ A2)[X] by B1 and we have two
cases to analyze; first if we extend by a new projective X1 = PX and secondly if we coextend
by a new injective Y1 = IX .
In case we extend by the new projective X1 = PX since τB1Zi ∈ ind (A1 ∩ A2) for i =
1, . . . , n, then HomB1(PX , τB1Zi) = 0 and therefore the path in (7) is a path of irreducible
morphisms between indecomposable modules in B1[X1].
If we coextend by a new injective Y1 = IX since Zi ∈ ind (A1 ∩ A2) for i = 1, . . . , n, then
HomB1(Zi, IX) = 0. By Proposition 1.10 the almost split sequence
0→ τB1Zi → E → Zi → 0
in modB1 remains almost split in mod [Y1]B1. Therefore (7) is a path of irreducible mor-
phisms between indecomposable modules in [Y1]B1. We denote [Y1]B1 by B2.
Assume that we iterate this process n times (extending and/or coextending by an indecom-
posable new projective or by an indecomposable new injective A-module, respectively) and
that the path in (7) is a path of irreducible morphisms between indecomposable modules in
Bn. By construction we have that τBnZi = τA1∩A2Zi for i = 1, . . . , k. Now, since in the n+1-
step we extend by a new projectiveXn = PXn−1 or we coextend by a new injective Yn = IXn−1 ,
and since Zi and τBnZi are in mod (A1 ∩A2) then HomBn(Xn, τBnZi) = HomBn(Zi, Yn) = 0.
In any case we have that (7) is a path of irreducible morphisms in Bn+1, which is the ex-
tension or the coextension of Bn. Hence, the path in (7) is a path of irreducible morphisms
between indecomposable modules in A1. 
Lemma 3.18. Consider A, A2 and A1 ∩A2 defined as above.
(a) Assume that the first step to obtain A2 from A1∩A2 is a co-extension by a module Y
and that there is an indecomposable module M and a path of irreducible morphisms
between indecomposable A1 ∩A2-modules as follows
(9) M → U1 → · · · → Us = Y
where the path from M to Y is sectional. Then the path in (9) is a path of irreducible
morphisms between indecomposable A2-modules, and moreover it is also a sectional
path in modA2.
(b) Assume that the first step to obtain A from A2 is a extension by an indecomposable
module X and that there is an indecomposable module M and a path of irreducible
morphisms between indecomposable A2-modules as follows
(10) Z1 = X → Z2 → · · · → Zk = M
where the path from X to M is sectional. Then the path in (10) is a path of irreducible
morphisms between indecomposable A-modules, and moreover it is a sectional path in
modA.
Now, we are in position to show some tree algebras where B 6= ∅. We start with the ones
where A1 ∩A2 is a hereditary algebra of type An, for n ≥ 1.
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Proposition 3.19. Let A ' kQA/IA, where IA =< αm . . . α1 > with m ≥ 2 and QA is given
by the quiver
(1)
QA′ 1
α1 // 2
α2 // αm−1 // m
αm // m+ 1 QA′′
where QA′ and QA′′ are quivers of any representation-finite hereditary algebras.
(2)
QA′ 1
α1 // 2
α2 // αm−1 // m
αm // m+ 1 QA′′
QA′′′
where, QA′ and QA′′ are quivers of any representation-finite hereditary algebras and
QA′′′ is the quiver of a hereditary algebra of type An.
(3)
QA′ 1
α1 // 2
α2 // αm−1 // m
αm // m+ 1 QA′′
QA′′′
where, QA′ and QA′′ are quivers of any representation-finite hereditary algebras and
QA′′′ is the quiver of a hereditary algebra of type An.
(4)
1
α1 // 2
α2 // αm−1 // m
αm // m+ 1
m+ 2 m+ 3
Then rA = rA1 + rA2 − rA1∩A2 .
Proof. By Theorem 3.8 it is enough to prove that β 6= ∅. Statement (1) is an immediate
consequence of Lemma 3.13, since radP1 ' Im+1/soc Im+1.
(2) We prove that there is a sectional path from a direct summand of radP1 to a direct
summand of Im+1/soc Im+1. Then by Lemma 3.13, we infer that β 6= ∅.
Since QA′′′ is a hereditary algebra of type An, then A1 ∩A2 is also a hereditary algebra of
type An. It is clear that a direct summand of radP1 is isomorphic to P2 in mod (A1 ∩ A2)
and that a direct summand of Im+1/soc Im+1 is isomorphic to Im in mod (A1 ∩A2).
Since A1∩A2 is a string algebra then from [9, Proposition 2.5 (a)] there is a sectional path
from P2 to Im in mod (A1 ∩ A2). Applying Lemma 3.17 and Lemma 3.18 we get that there
is a sectional path from P2 to Im in ΓmodA, proving the result.
(3) The proof of this case is similar to Statement (2).
(4) We only analyze the case where the edges have the orientation 2→ m+2 and n→ m+3.
The other cases follow similarly.
By definition, it is not hard to see that τIm+1 ' P1. Hence there is an almost split sequence
0→ P1 →M → Im+1 → 0 where M ∈ modA. Moreover, since HomA(P1, Im+1) = 0 then M
is indecomposable. In consequence, radP1 and Im+1/soc Im+1 are indecomposable too, and
M ' τ−1radP1 ' τIm+1/soc Im+1.
Note that the almost split sequences starting in radP1 and in M have exactly two inde-
composable middle terms. In fact, assume that the almost split sequence starting in radP1 is
as follows: 0 → radP1 → N1 → M → 0. Clearly, P1 6' N1. Now, if N1 decomposes in more
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than two indecomposable summand then we infer that HomA(radP1, Im+1) 6= 0 a contradic-
tion to the fact that HomA(P1, Im+1) vanishes. Thus N1 = P1⊕X1 with X1 indecomposable.
With similar arguments we have that N2 = Im+1 ⊕X2, with X2 indecomposable.
We illustrate the situation as follows
P1
''
Im+1
''
radP1
77
''
M
77
''
Im+1/soc Im+1
X1
77
X2
77
Note that X1 is not injective, since the irreducible morphism from X1 →M is a monomor-
phism. Similarly X2 is not projective. Hence, there is an almost split sequence starting in
X1. By [8, Remark 3.5], we know that the almost split sequence starting in X1 has more than
one indecomposable middle term. Assume that the middle term of the almost split sequence
starting in X1 is M ⊕M ′, with M ′ 6= 0.
Consider N ′ an indecomposable direct summand of M ′. Following Lemma 3.13 we infer
that N ′ ∈ B. Therefore B 6= ∅. 
The next result holds when A1 ∩A2 is a hereditary algebra of type Dn.
Proposition 3.20. Let A ' kQA/IA, where QA is given by the quiver
(1)
QA′ 1
α1 // 2
α2 // 3
α3 // αm // m+ 1 QA′′
m+ 2
(2)
QA′ 1
α1 // αm−1// m− 1αm−1 // m αm // m+ 1 QA′′
m+ 2
where QA′ and QA′′ are quivers of any representation-finite hereditary algebras and IA =<
αm . . . α1 >, with m ≥ 4. Then rA = rA1 + rA2 − rA1∩A2 .
Proof. We prove that there is a sectional path in modA from a direct summand of radP1 to
a direct summand of Im+1/soc Im+1. By Lemma 3.13, we have that B 6= ∅, and therefore we
get the result.
We only prove Statement (1), and we assume that the edge has the orientation m+ 2→ 3.
The others cases, follow similarly. Note that QA1∩A2 is as follows:
2
''
3 // 4 // ... // m− 1 // m.
m+ 2
77
We claim that Pm ' τ (m−2)A1∩A2Im. In fact, it is not hard to see that τ(Im) ' S3. By [16],
we know that τ(Si) ' Si+1 for i = 3, . . . ,m. Hence, τ (m−2)Im ' Sm ' Pm. Moreover,
inductively we have that Ik ' τ−(m−2)Pk, for k = 3, . . . ,m.
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Since A1∩A2 is hereditary then there is a sectional path Pm→Pm−1→· · ·→P3→P2 between
projective A1 ∩A2-modules. Then we also have a sectional path as follows:
(11) P2→τ−1P3→· · ·→τ−(m−3)Pm−1→τ−(m−2)Pm ' Im.
Note that A can be obtained by a sequence of one-point extensions and one-point co-
extensions of A1 ∩ A2. Without loss of generality, the first extension can be done in P2
and the first coextension in Im. By Lemma 3.18, we know that (11) is a sectional path in
modA. The result follows since P2 and Im are direct summands of radP1 and Im+1\soc Im+1,
respectively. 
Remark 3.21. In Proposition 3.19 (1), (2), (3) and Proposition 3.20 we prove that there
is a sectional path from a direct summand of radP1 to a direct summand of Im+1/soc Im+1.
Therefore, by Proposition 3.14 we have that A ∩ C = ∅ and by [12, Proposition 2] we know
that these algebras are quasitilted.
The next result holds when A1 ∩A2 is a hereditary algebra of type E6.
Proposition 3.22. Let A be a representation-finite tree algebra with only one zero-relation
of length m, with m ≥ 3. Let A1 and A2 be algebras built as we explained above. Suppose
that A1 ∩A2 is a hereditary algebra of type E6. Assume that the first step to obtain A1 from
A1 ∩A2 is a extension by a module X and that the first step to obtain A2 from A1 ∩A2 is a
coextension by a module Y . Then there is an indecomposable module M and sectional paths
from X to M and from M to Y in ΓA1∩A2. Moreover, there exist sectional paths from X to
M and from M to Y in ΓA1 and in ΓA2.
Proof. By hypothesis A1 ∩A2 is a hereditary algebra of type E6. Then we have the following
subquiver
b
a a1 a2 a3 c.
By Lemma 3.15 (1), we can extend or coextend in a, b or c. If we extend or coextend in b
then we get a subgraph of type E˜6 which is a contradiction, since A is representation-finite.
Hence, the unique option is to extend in a and to coextend in c or viceversa.
Without loss of generality, assume that we extend A1 ∩ A2 in a and coextend in c. By
the possible orientation of the arrows in QA1∩A2 we have two situations to consider. First,
if in QA1∩A2 there is an arrow from a2 to b. Then for X = Pa and Y = Ib there is an
indecomposable module M whose composition factors are given by the simples
a
a1
a2 a2
a3 b
c
,
and sectional paths from Pa to M and from M to Ic.
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Secondly, if in QA1∩A2 there is an arrow from b to a2 then again for X = Pa and Y = Ic
there is an indecomposable module M whose composition factors are
a
a1 b
a2 a2
a3
c
and sectional paths from Pa to M and from M to Ic.
It is not hard to see that in both cases ΓA1∩A2 has a subquiver as follows:
X
%%
τ−1
A1∩A2
X
%%
τ−2
A1∩A2
X
%%
Y
X1
99
%%
τ−1
A1∩A2
X1
%%
99
τ−2
A1∩A2
X1
99
X2
99
//
%%
Z // τ−1
A1∩A2
X2
99
M
99
Note that we can do two consecutive extensions to get A1, such as, A1 = [(A1 ∩A2)[X]][W ].
If we do another extension we find a subquiver of type E˜8 getting a contradiction to the fact
that A is representation-finite. By the knitting technique we can obtain in Γ(A1∩A2)[X] the
following subquiver
PX
%%
τ−1
A1∩A2
X
%%
τ−2
A1∩A2
X
%%
Y
X
99
%%
τ−1
B1
X
%%
99
τ−2
B1
X
%%
99
τ−3
B1
X
99
X1
99
%%
τ−1
B1
X1
%%
99
τ−2
B1
X1
99
X2
99
//
%%
Z // τ−1
B1
X2
99
M
99
and finally, in ΓA1 = Γ(A1∩A2)[X][W ] there is a subquiver as follows
PW
%%
τ−1
A1∩A2
X
%%
τ−2
A1∩A2
X
%%
Y
PX
%%
99
τ−1
B2
X
%%
99
τ−2
B2
X
%%
99
τ−3
B2
X
99
X
99
%%
τ−1
B1
X
%%
99
τ−2
B2
X
%%
99
τ−3
B2
X
99
X1
99
%%
τ−1
B1
X1
%%
99
τ−2
B2
X1
99
X2
99
//
%%
Z // τ−1
B1
X2
99
M
99
where there is a sectional path from X to M and from M to Y , as we want to prove.
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We also can coextend (A1 ∩A2)[X] in order to get A1. Let A1 = [0][(A1 ∩A2)[X]]. Then
in ΓA1 there is a subquiver as follows
P0
%%
PX
%%
τ−1
A1∩A2
X
%%
τ−2
A1∩A2
X
%%
Y
PX
%%
99
τ−1
B3
PX
%%
99
τ−2
B3
PX
%%
99
τ−3
B3
PX
99
X
99
%%
τ−1
B3
X
%%
99
τ−2
B3
X
%%
99
τ−3
B3
X
99
X1
99
%%
τ−1
B3
X1
%%
99
τ−2
B3
X1
99
X2
99
//
%%
Z // τ−1
B3
X2
99
M
99
where there is also a sectional path from X to M and from M to Y .
With similar arguments as above we can prove that there are sectional paths from X to
M and from M to Y in ΓA2 . 
Theorem 3.23. Let A be a representation-finite monomial tree algebra with only one zero-
relation α1 . . . αm, with m ≥ 3, where s(α1) = a and e(αm) = b. Let A1 ∩A2 be a hereditary
algebra of type E6. Then rA = rA1 + rA2 − rA1∩A2 .
Proof. Note that if X ∈ mod (A1 ∩A2) is the first module that we extend A1 ∩A2 to get A1,
then X is a direct summand of radPa in modA. Similarly, if Y is the first module that we
extend A1 ∩A2 to get A2, then Y is a direct summand of Ib/soc Ib.
By Proposition 3.22 there exists a module M and sectional paths from X to M and from
M to Y en ΓA1 and in ΓA2 . Applying Lemma 3.17 and Lemma 3.18, we have that there are
sectional paths from X to M and from M to Y in ΓA.
Since X is a direct summand of radPa, by Lemma 3.13, M /∈ C. On the other hand, since
Y is a direct summand of Ib/soc Ib, again by Lemma 3.13, M /∈ A. Therefore, M ∈ B proving
that B 6= ∅. 
We show in an example how to determine the nilpotency index of the radical of a module
category.
Example 3.24. Consider the algebra A = kQA/IA given by the presentation
4

1
α // 2
β // 3
γ // 5
δ // 6
λ // 7
where IA =< λδγβα > .
If we proceed to delete the arrow λ, we get the hereditary algebra A1 whose quiver is
4

1 // 2 // 3 // 5 // 6
and by Theorem 1.5, rA1 = 11. The algebra A2 is obtained by deleting the arrow α
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4

2 // 3 // 5 // 6 // 7
where by Theorem 1.5, rA2 = 2.6− 3 = 9. Finally, the intersection algebra A1 ∩A2 is
4

2 // 3 // 5 // 6
where rA1∩A2 = 7. By Proposition 3.20, we get that rA = 11 + 9− 7 = 13.
Finally, we show how to read the nilpotency index of some tree algebras with r zero-
relations not overlapped.
Let A ' kQA/IA be a representation-finite tree algebra with r zero-relations αimi . . . αi1 for
i = 1, . . . , r, not overlapped. Assume that QA is a gluing of quivers as the ones described in
Proposition 3.19 (1), (2), (3) and in Proposition 3.20. More precisely, the quiver of QA is as
follows:
QA1 •
α11 α
1
m1 • QA2 •
α21 α
2
m2 • QA3
QAr •
αr1 α
r
mr • QAr+1
where for each i = 1, . . . , r
QAi •
αi1 α
i
mi • QAi+1
is a quiver as the ones described in Proposition 3.19 (1), (2), (3) and in Proposition 3.20 and
where the zero-relations are precisely the ones described in such propositions.
Let B1 to be the algebra where QB1 is obtained from QA by deleting the arrow αm22 , and
containing the relation α1m1 . . . α
1
1. Let Bi for i = 2, . . . , r − 1 to be the algebra where QBi
is obtained from QA by deleting the arrow α
i−1
1 and containing the relation α
i
mi . . . α
i
1 up to
the edge αi+1mi+1−1 and finally, let the algebra Br to be the one where QBr is obtained from
QA by deleting the arrow αmr−1r−1
and containing the relation αrmr . . . α
r
1.
With this notations we are in position to prove the last theorem.
Theorem 3.25. Let A ' kQA/IA be a representation-finite tree algebra with r zero-relations
not overlapped, and r ≥ 2. Consider the algebras Bi described as above, for i = 1, . . . , r.
Then rA = max{rBi}ri=1.
Proof. Let r = 2. By Corollary 2.6, if a and b are vertices involved in different zero-relations
then rA = max {`A(Pa  Ia), `A(Pb  Ib)}+1. Consider ρ1 = α1m1 . . . α11 and ρ2 = α2m2 . . . α21
the given zero-relations, not overlapped.
We consider A to be the pullback algebra of B1  B1 ∩C1 and C1  B1 ∩C1 where B1 is
the algebra whose bound quiver is obtained from QA by deleting the arrow α
1
1 and containing
the relation ρ2 and where C1 is the algebra whose quiver is obtained from QA by deleting
the arrow α1m1 and containing the arrow α
1
1.
Similarly, we consider that A is the pullback algebra of B2  B2 ∩ C2 and C2  B2 ∩ C2
where B2 is the algebra whose bound quiver is obtained from QA by deleting the arrow α
2
1
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and containing the relation ρ1 and where C2 is the algebra whose quiver is obtained from QA
by deleting the arrow α2m2 and containing the arrow α
2
1.
By Lemma 3.5, Pa and Ia in modB2 are also the projective and the injective in the vertex
a in modA.
We claim that `(Pa  Ia) in modA coincides with `(Pa  Ia) in modB2. Indeed, since
Ia is a direct summand of D(B2)
′, then Ia ∈ A2, where A2 = Pred (D(B2))′. Moreover, Pa is
also in A2 because HomA(Pa, Ia) 6= 0. Because of the zero-relations that we are considering
then by Proposition 3.14 we have that A2 ∩ C2 = ∅. Thus all the paths from Pa to Ia are in
Σ′B2 . Hence, our claim follows from Lemma 3.6. Moreover, B2 is an algebra with only one
zero-relation and therefore rB2 = `(Pa  Ia) + 1.
Similarly, we get that rB1 = `(Pb  Ib) + 1. In consequence, rA = max {rB1 , rB2}.
Iterating the above process to the algebras Bi and Ci as we defined above, we get the result
for any r ≥ 2. 
We end up this paper computing rA for two different algebras.
Example 3.26. Consider the algebra A = QA/IA given by the presentation:
1

2

α1
// 3

α2
// 4 5
β1
//oo 6

β2
// 9
β3
// 10 γ1
// 13
γ2 // 14
12 7 // 8 11
with IA =< α2α1, β3β2β1, γ2γ1 > .
Let B1 be the algebra given by the quiver
1

2

α1
// 3

α2
// 4 5 //oo 6

// 9
12 7 // 8 11
with IB1 =< α2α1 >, B2 given by the quiver
3

// 4 5
β1
//oo 6

β2
// 9
β3
// 10 // 13
7 // 8 11
with IB2 =< β3β2β1 > and B3 given by the quiver
6

β2
// 9
β3
// 10 // 13 // 14
11
with IB3 =< γ2γ1 > . Again, by Theorem 3.25, rA = max {rB1 , rB2 , rB3}. Moreover, by
Proposition 3.19, we have that rB1 = 19, rB2 = 14 and rB3 = 6, and therefore rA = 19.
ON THE NILPOTENCY INDEX OF THE RADICAL OF A MODULE CATEGORY 29
References
[1] I. Assem, D. Simson, A. Skowronski. Elements of the representation theory of associative algebras.
London Mathematical Society, Student Texts 65, Cambridge University Press, (2006).
[2] I. Assem, D. Zacharia. Full Embedding of almost split sequences over split-by-nilpotent extensions.
Colloquium Mathematicum 81, (1999), 21–31.
[3] M. Auslander, I. Reiten, S. O. Smalφ. Representation theory of artin algebras. Cambridge Studies
in Advanced Mathematics 36, Cambridge University Press, (1995).
[4] K. Bongartz, P. Gabriel. Covering Spaces in Representation-Theory. Inventiones Mathematicae 65,
Springer Verlag, (1982), 331-378.
[5] K. Bongartz, C. M. Ringel. Representation finite tree algebras. Representation of Algebras, Springer
Verlag, Berlin, Heidelberg, (1981), 39-54.
[6] M. Butler, C. Ringel. Auslander-Reiten sequences with few middle terms and applications to string
algebras. Communications in algebra, 15 (1& 2), (1987), 145-179.
[7] C. Chaio. On the Harada and Sai Bound. Bulletin of the London Mathematical Society 44, 6, (2012),
1237-1245.
[8] C. Chaio. Degrees and composition of irreducible morphisms in almost pre-sectional paths. Algebras
and Represetation Theory 17, (2), (2014), 407-432.
[9] C. Chaio, V. Guazzelli. The radical of a module category of a string algebra. Communications in
Algebra 45, (12), (2017), 5338-5354.
[10] C. Chaio, V. Guazzelli. The radical of a module category of an endomorphism algebra. To appear in
Algebras and Representation Theory, (2019).
[11] C. Chaio, M. I. Platzeck, S. Trepode. On the degree of irreducible morphisms. Journal of Algebra
281, 1, (2004), 200-224.
[12] F. U. Coelho, H. Wagner. On linearly oriented pullback and classes of algebras. Algebras and Rep-
resentation Theory, https://doi.org/10.1007/s10468-019-09870-y, (2019).
[13] W. Crawley-Boevey, D. Happel, C. M. Ringel. A bypass of an arrow is sectional, Archiv der Math-
ematik 58, (1992) 525-528.
[14] K. Igusa, G. Todorov, A characterization of finite Auslander-Reiten quivers. Journal of Algebra 89,
(1984, 148-177.
[15] S. Liu, Degree of irreducible maps and the shapes of Auslander-Reiten quivers. Journal of London
Math. Soc. 2, 45, (1992), 32-54.
[16] S. Liu, J. P. Morin. The strong no loop conjecture for special biserial algebras. Proc. American Math.
Soc 132, (2004), 3513-3523.
[17] D. Simson, A. Skowronski. Elements of the representation theory of associative algebras. London
Mathematical Society, Student Texts 72, Cambridge University Press, (2007).
[18] D. Zacharia. The preprojective partition for Hereditary artin algebras. Transactions of the American
Mathematical Society 274, 1, (1982), 327-343.
Centro marplatense de Investigaciones Matema´ticas, Facultad de Ciencias Exactas y Nat-
urales, Funes 3350, Universidad Nacional de Mar del Plata, 7600 Mar del Plata, CONICET
Argentina
E-mail address: claudia.chaio@gmail.com
Centro marplatense de Investigaciones Matema´ticas, Facultad de Ciencias Exactas y Natu-
rales, Funes 3350, Universidad Nacional de Mar del Plata, 7600 Mar del Plata, Argentina
E-mail address: victoria.guazzelli@gmail.com
Centro marplatense de Investigaciones Matema´ticas, Facultad de Ciencias Exactas y Natu-
rales, Funes 3350, Universidad Nacional de Mar del Plata, 7600 Mar del Plata, Argentina
E-mail address: pamelaysuarez@gmail.com
