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 要  旨 
量子力学において、系の状態を表す波動関数の時間発展をシュレディンガー方程式に
従って追うことは、電気伝導度の計算などで重要である。最近では新しい有機デバイスの
開発のために、大規模な時間依存シュレーディンガー方程式のより高速な求解についての
関心が高まっている。 
時間依存シュレーディンガー方程式を解くには、系を空間的に離散化した後、更に時間
離散化を行うことによって得られる方程式を解く必要がある。この時間離散化には、2次精
度であること、波動関数のノルムを厳密に保存することから、クランク・ニコルソン法が広く
用いられている。クランク・ニコルソン法では、シフト線形方程式と呼ばれる実対称+虚数シ
フトの形の係数行列を持つ連立一次方程式の求解が計算の中心となるため、その効率的
な解法が鍵となる。シフト線形方程式に対する効率的な解法としてはクリロフ部分空間法と
呼ばれる一群の解法が知られており、本論文でもこのタイプの解法を研究対象とする。 
実対称+虚数シフトの形の行列は複素対称行列の一種であり、一般の複素対称行列用
のクリロフ部分空間法である COCG法を適用することが出来る。本論文ではまず、この形
の行列に対し COCG法を適用した場合の性質について理論的解析を行い、ある条件の下
で無破綻性と誤差の準単調減少性という性質が成り立つことを示す。 
次に実対称+虚数シフトの形の行列について COCG法より優れた性質を持つクリロフ部
分空間法を検討する。シフト無しの実対称行列においてはMINRES法と呼ばれるクリロフ部
分空間法が存在し、無破綻性や残差の単調減少性といった優れた性質を持つために広く
使われている。本論文ではクリロフ部分空間のシフト不変性という性質を利用することで、
これらの性質を保ったまま、MINRES法を虚数シフトを行った行列に拡張できることを示す。 
最後に、前処理による収束加速について検討する。COCG法は複素対称不完全コレス
キー分解などの前処理手法により加速できることが知られている。一方、同前処理を行うと
実対称+虚数シフトという構造は失われてしまうため、シフト不変性に基づく拡張型 MINRES
法は適用できなくなる。そこで、前処理有り/無し COCG法と前処理無し拡張型 MINRES法
を電気伝導度計算の実問題から生じる実対称+虚数シフトの形の行列に適用し、様々な条
件下でどの解法が最も高速となるかを実験的に考察する。 
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第1章 はじめに
1.1 研究背景
量子力学では、系の状態を表す波動関数が時間依存シュレーディンガー方程式に従って時間発展する。この時
間発展を数値的に追うことは、電気伝導度の計算などで重要である [14]。特に最近では、新しい有機デバイスの
開発のためにシミュレーションによる電気伝導度の予測が重要になっており、大規模な時間依存シュレーディン
ガー方程式の求解に対する需要が増している。
時間依存シュレーディンガー方程式を解くには、まず系を何らかの方法によって空間的に離散化し、その後，時
間離散化を行って得られる方程式を解く必要がある。ここで、時間離散化には，波動関数のノルムを厳密に保存す
るクランク・ニコルソン法が用いられることが多い。クランク・ニコルソン法では、実対称+虚数シフトの形の係
数行列を持つ連立一次方程式（シフト方程式）の求解が中心的な計算となるため、この計算を効率的に行うこと
が大規模計算を高速に行うための鍵となる [11]。連立一次方程式の解法は数多く知られているが、そのうち、シ
フト方程式を効率的に解ける手法として、クリロフ部分空間法が知られている。そこで本研究では、虚数シフト
を行った実対称行列のためのクリロフ部分空間法を研究対象とする。
1.2 研究目的
実対称+虚数シフトの形の行列は、複素対称行列の一種である。そのため、一般の複素対称行列用のクリロフ部
分空間法である COCG（Conjugate Orthogonal Conjugate Gradient）法が広く用いられている。そこで、本研究では
まず、実対称+虚数シフトという形の行列に COCG法を適用した場合の解法の性質について、理論的解析を行う。
特に、一般の複素対称行列に COCG法を適用した場合には成り立たない無破綻性1や誤差の Aノルムの単調減少
性が、行列を実対称+虚数シフトの形に限った場合にどうなるかを調査する。
次に、実対称+虚数シフトの形の行列に対し、COCG法よりも優れた性質を持つクリロフ部分空間法を検討す
る。シフトなしの実対称行列に対しては、MINRES（MINimum RESidual）法と呼ばれるクリロフ部分空間法がよ
く使われる。これは、無破綻性と残差の単調減少性を併せ持つ優れた解法である。そこで、クリロフ部分空間の
シフト不変性という性質を利用することにより、MINRES法を虚数シフトを行った行列に対して拡張し、その性
質を調べる。
最後に、前処理の効果について調査する。クリロフ部分空間法は不完全コレスキー分解などの前処理手法により
収束を加速できることが知られており、複素対称行列に対しては複素対称不完全コレスキー分解前処理が適用でき
る。ただし、前処理を行った行列はもはや実対称+虚数シフトの形を持たず、一般の複素対称行列になる。そのた
め、シフト不変性に基づく拡張型のMINRES法は適用できず、COCG法のみが利用可能となる。そこで、実際の電
気伝導シミュレーションから生じる行列に対して、前処理有り／無しの COCG法と前処理無しの拡張型MINRES
法を適用し、性能を比較する。
1アルゴリズムが 0 による割り算などで途中で異常終了せずに最後まで実行できて解が求められるという性質。
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第2章 時間依存シュレディンガー方程式とその数値
解法
2.1 時間依存シュレディンガー方程式
本研究では、時間依存シュレディンガー方程式
∂ψ
∂t
= iHψ (2.1)
H ≡ − h
2
2m
∇2 + V(r) (2.2)
の数値解法を扱う。ここでH はエルミート演算子 (ハミルトニアン)である。以下では簡単のため、H が ψ及び t
に依存しない場合について考える。
式 (2.1)を差分法あるいはリッツ・ガラーキン法などで空間離散化すると、次の 1階線形連立常微分方程式が得
られる。
dx
dt
= iHx (H ∈ Rm×m, x ∈ Rm) (2.3)
ここで、Hはエルミート行列または実対称行列である。以下では、特に Hが実対称行列の場合を扱う1。
2.2 時間離散化
コンピュータ上でシミュレーションを行う場合は、さらに時間離散化を行う必要がある。いま、時刻 tでの解
x(t)が与えられたとき、時刻 t + ∆tでの解 x(t + ∆t)は、行列指数関数 exp(iH∆t)を用いて次のように表せる。
x(t + ∆t) = exp(iH∆t)x(t) (2.4)
ここで、exp(iH∆t)を近似することで、数値解法を構築できる。近似の手法としては、以下の 3つが代表的である。
陽解法
exp(x)に対する (1, 0)パデ近似 exp(x) ≈ 1 + xを用いて
exp(iH∆t) ≈ I + iH∆t (2.5)
とする。ただし、I は単位行列である。これより、時間方向に 1次精度の解法が得られる。この手法では、
連立一次方程式を解かずに時間発展を行えるが、‖I + iH∆t‖2 =
√
1 + (‖H‖2∆t)2 > 1より、時間発展に伴って
（離散化された）波動関数 x(t)のノルムが単調に増加してしまう。そのため、波動関数の時間発展の計算に
は向いていない。
陰解法
exp(x)に対する (0, 1)パデ近似 exp(x) ≈ 1/(1 − x)を用いて
exp(iH∆t) ≈ (I − iH∆t)−1 (2.6)
1係数行列 H がエルミート行列の場合、xの実部と虚部を分離して変数の数が 2倍の連立常微分方程式に変換することで、係数行列を実対
称行列にできる。そのため、H が実対称と仮定しても一般性を失わない。
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とする。この手法では、時間発展を行うために連立一次方程式を解く必要がある。この手法も時間方向に 1
次精度である。‖(I − iH∆t)−1‖2 = 1/
√
1 + (‖H‖2∆t)2 < 1であるから、この手法では陽解法とは逆に波動関数
のノルムが単調減少することになる。したがって、この手法も波動関数の時間発展の計算には不適切である。
クランク・ニコルソン法
exp(x)に対する (1, 1)パデ近似 exp(x) ≈ (1 + 12 x)/(1 − 12 x)を用いて
exp(iH∆t) ≈ (I − 1
2
iH∆t)−1(I +
1
2
iH∆t) (2.7)
とする。式 (2.7)はまた、次のように時刻 t + (1/2)∆tでの中心差分から導出することもできる。
x(t + ∆t) − x(t)
∆t
=
1
2
{iHψ(t) + iHψ(t + ∆t)}, (2.8)
x(t + ∆t) = (I − 1
2
iH∆t)−1(I − 1
2
iH∆t)x(t). (2.9)
この方法では、陰解法と同様、時間発展のために連立一次方程式を解く必要がある。この方法では、時間発展
を記述する行列が U ≡ (I − 12 iH∆t)−1(I − 12 iH∆t)となるが、U のエルミート共役 UH と U の積を計算すると、
UHU = (I − 1
2
iH∆t)H(I − 1
2
iH∆t)−H(I − 1
2
iH∆t)−1(I − 1
2
iH∆t)
= (I +
1
2
iH∆t)(I +
1
2
iH∆t)−1(I − 1
2
iH∆t)−1(I − 1
2
iH∆t)
= (I +
1
2
iH∆t)−1(I +
1
2
iH∆t)(I − 1
2
iH∆t)−1(I − 1
2
iH∆t) = I (2.10)
となり、U はユニタリ行列であることがわかる。ただし、第 3の等号では、I + 12 iH∆tと (I + 12 iH∆t)−1が交
換することを用いた。したがって、この方法では時間発展の際に波動関数のノルムが保存する。この特徴と、
時間方向に 2次精度であることから、波動関数の時間発展の計算にはクランク・ニコルソン法が広く用いら
れている。本論文においてもこの手法を対象とする。
2.3 時間離散化により生じるシフト線形方程式の解法
式 (2.9)は次のように書き直せる。
(I − 1
2
iH∆t)x(t + ∆t) = y (2.11)
y = (I +
1
2
iH∆t)x(t) (2.12)
式 (2.11)は I − 12 iH∆tを係数とする連立一次方程式である。この係数行列は、大規模でありかつ疎行列であるとい
う性質を持っている。また非エルミートであり、この行列の複素共軛を取った行列は元の行列と一致しないという
性質も持つ。
この行列は iをかけると、Aσ ≡ A + σI (A : エルミート行列、σ : 複素数)の形に変形でき、式 (2.11)の連立一次
方程式は、
(A + σI)x = b, (2.13)
または
Aσx = b (2.14)
と書ける。式 (2.13)、(2.13)のような形式の連立一次方程式をシフト線形方程式と呼ぶ。本論文では、クリロフ部
分空間に基づくシフト線形方程式の解法を取り上げる。本論文で扱う解法は次の通りである。
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COCG法
一般の複素対称行列、すなわち A⊤ = Aを満たす複素行列向けのクリロフ部分空間法である [15]。A + σIの
形の行列は複素対称行列の一種であることから、COCG法はシフト線形方程式の解法として広く使われてい
る。COCG法は複素対称 Lanczos過程に基づく手法であり、第 kステップでは、rk ⊥ Kk(Aσ;b)となるよう
に残差 rk を決定する2。COCG法をシフト線形方程式に適用した場合の性質については、後の第 4章で詳し
く述べる。
QMR SYM法
COCG法と同様に複素対称 Lanczos過程に基づく複素対称行列向けのクリロフ部分空間法であり、残差 rkを
擬似的に最小化する方法である [2][5]。
拡張型MINRES法
本論文で新しく提案する手法である。シフト無しの実対称行列に対しては、MINRES法と呼ばれる解法が知
られている [9]。MINRESは通常の Lanczos過程に基づく手法であり、各ステップにおいて、クリロフ部分
空間の中で残差 rkを最小化する。この手法は、無破綻性、残差の単調減少性などの優れた性質を持ち、広く
使われている。そこで本論文では、クリロフ部分空間のシフト不変性と呼ばれる性質を利用して、MINRES
法をシフト線形方程式に拡張する。これについては第 5章で詳細に述べる。
2Kk(Aσ;b) などの記号の意味については、次章で説明する。
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第3章 クリロフ部分空間と正規直交基底の生成
3.1 クリロフ部分空間
連立一次方程式
Ax = b (A ∈ Rn×n,b ∈ Rn) (3.1)
を解くことを考える。ただし Aは正則であるとする。この行列 Aとベクトル bから以下の空間 Kn を定義する。
Kk(A;b) = span{b, Ab, A2b, · · · , Ak−1b} (3.2)
この空間 Kk(A;b)を A、bに関する k次のクリロフ部分空間と呼ぶ [3][10]。第 kステップにおける近似解 xk をク
リロフ部分空間 Kk(A;b)内で探索する反復法を、クリロフ部分空間法と呼ぶ。K1(A;b) ⊆ K2(A;b) ⊆ . . . ⊆ Kn(A;b)
であるから、クリロフ部分空間法ではステップごとに空間を拡大しながら解を探索することになる。クリロフ部
分空間法をまとめると以下のようになる。
1. 初期値を x(0) = 0とする.
2. xk ∈ Kk(A;b)となるように近似解 xk を探索し、近似解の列 {xk}を構成する。
クリロフ部分空間は、ステップごとに真に拡大されるとは限らず、ある m < nに対して Km+1(A;b) = Km(A;b)と
なることがあり得る。すると、それ以降、空間は拡大しないため、もし真の解 x∗が Km(A;b)の外にあると、真の
解を見つけ損なうことがあるのではないかと懸念される。しかし、このようなことは起こらないことが次の定理
によって保証される。 
Aが正則行列である時、Km+1(A;b) = Km(A;b)を満たす最小の mに対して、Ax = bの真の解 x∗は Km(A;b)に
含まれる。 
定理の証明を以下に示す。 
仮定 Km+1(A;b) = Km(A;b)より、上記の mに対して
Amb = c0b + c1Ab + · · · + cm−1Am−1b (3.3)
を満たす c0、c1, · · · , cm−1が存在する。ここで c0 = 0であるとすると、A−1を両辺に左からかけることで Am−1b
を b, Ab, . . . , Am−2bの線形結合で表すことができ、mが最小であることと矛盾する。よって c0 , 0となる。そ
こで式 (3.3)の両辺を c0 で割ると
A( 1c0 A
m−1b − cm−1c0 Am−2b − · · · − c1c0 b) = b (3.4)
となる。式 (3.4)は真の解 x∗ が Km(A;b)内に存在していることを示している。 
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3.2 アーノルディ過程
Kk(A;b)の基底としては、b, Ab, . . . , Ak−1bを取ることができる。しかしこの基底は、kが増えるにつれて徐々に
線形従属に近づくため、反復計算が不安定となってしまう。そこでグラム・シュミットの正規直交化法を用いてク
リロフ部分空間上の正規直交基底を生成する。2本のベクトル a、bに対するグラム・シュミットの正規直交化法
は以下の様な手順で行われる。
1. まずベクトル aを正規化する。
q1 =
a
‖a‖2 (3.5)
2. ベクトル bから式 (3.5)で求めた q1 の成分を差し引く。
q′2 = b − (b · q1)q1 (3.6)
3. 求めたベクトルを正規化する。
q2 =
q′2
‖q′2‖2
(3.7)
空間が 3次元以上である場合も考え方は同様である。
b, Ab, . . . , Ak−1bに対してグラム・シュミットの正規直交化法を適用して得られる正規直交基底 q1,q2, . . . , qk を
列ベクトルとして持つ n行 k列の行列を Qk とする。つまり、
Qk = [q1 | q2 | · · · | qk] ∈ Rn×k (3.8)
とする。この行列を生成する過程をアーノルディ過程と呼ぶ。アーノルディ過程のアルゴリズムを以下に示す。
Algorithm 1 Arnordhi process
q1 = b/||b||
for j = 1 to n do
v = Aq j
for i = 1 to j do
hi j = qTi v
v = v − hi jqi
end for
h j+1, j = ||v||2
q j+1 = v/h j+1, j
end for
このアルゴリズム中で導出される要素 hi j を用いると,Aq j を以下のように表現できる。
Aq j =
j+1∑
i=1
hi jqi ( j = 1 . . . k) (3.9)
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ここで更に,
Qk+1 = [q1 | q2 | · · · | qk+1] (n × (k + 1)列直交行列) (3.10)
H˜k =

h11 h12 · · · h1k
h12 h22 · · · h2k
. . .
. . . . . .
hk,k−1 hkk
hk+1,k

((k + 1) × k行列) (3.11)
と定義すると次の式が成り立つ。
AQk = Qk+1H˜k (3.12)
式 (3.12)はアーノルディ過程の行列表現であり、Aの k次アーノルディ分解と呼ぶ [4]。式 (3.12)に左側から QTk
をかけると、Qk の各列が直交することから、
QTk AQk = Q
T
k Qk+1H˜k
=

1 0 · · · 0 0
0 1 · · · 0 0
. . . . . .
. . . . . . . . .
0 0 · · · 1 0

H˜k
=

h11 h12 · · · h1k
h12 h22 · · · h2k
. . .
. . . . . .
hk,k−1 hk

≡ Hk (k × kヘッセンベルグ行列) (3.13)
となる。この Hk は Aを Kk(A;b)に射影した行列と見ることが出来る。
3.3 Lanczos過程
前章で述べたアーノルディ過程のアルゴリズムには、行列 Aが実対称行列である時省略できる箇所が存在する。
式 (3.13)を以下のように書き直してみる。
QTk AQk = Q
T
kQk+1H˜k
=
[
I 0
]
H˜k
= Hk ∈ Rk×k (3.14)
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式 (3.14)の左辺は、Aが実対称行列である時必ず実対称行列となる。よって Hk も実対称行列となり、かつヘッセ
ンベルグ行列であるため、Hk は実対称三重対角行列となる。具体的には以下のような行列となる。
Hk =

h11 h12 0 · · · · · · 0
h21 h22 h23 0 · · ·
0 h32 h33 h34 · · ·
...
. . .
. . .
. . .
...
hk−1,k−2 hk−1,k−1 hk−1,k
0 · · · 0 hk,k−1 hk,k

(3.15)
よってこの時一部の要素 hi j について、
hi j = 0 (i + 1 < j⇔ i < j − 1) (3.16)
となる。アーノルディ過程のアルゴリズムの 5行目では i = 1, 2, . . . , jに対して hi jを計算しているが、式 (3.16)よ
り i = 1, 2, . . . , j − 2に対しては計算した結果の hi jは 0となることが予めわかるから、結局、i = j − 1と i = jの時
だけ計算すればいいことが分かる。
これを利用して計算量を削減したアルゴリズムが Lanczos過程である。以下にアルゴリズムを示す。
Algorithm 2 Lanczos process
q1 = b/‖b‖
β0 = 0
for j = 1 to n do
q′′j+1 = Aq j − β j−1q j−1
α j = q jTq′′j+1
q′j+1 = q
′′
j+1 − α jq j
β j = ||q′j+1||2
q j+1 = q′j+1/β j
end for
ここで、Qk を式 (3.8)の行列とし、Tk,T+k を以下のように定義する。
Tk =

α1 β1
β1
. . .
. . .
. . .
. . . βk−1
βk−1 αk

∈ Rk×k (3.17)
T+k =
 Tk
βkekT
 ∈ R(k+1)×k (3.18)
ek は第 k要素のみが 1で残りが 0の k次元ベクトルである。すると以下の等式が成立する。
AQk = Qk+1Tk+ (3.19)
QHk Qk = Ik (3.20)
式 (3.19)を行列 Aに対する k次の Lanczos分解と呼ぶ [4]。
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3.4 複素対称Lanczos過程
Aが複素対称行列、すなわち A⊤ = Aを満たす複素行列とする。このとき、初期ベクトル bから出発し、内積
< x, y >= yHxの代わりに yTxを用いて Lanczos過程を行うことで、次の複素対称 Lanczos分解を得ることが出
来る。
AQk = Qk+1T+k (3.21)
QTkQk = Ik (3.22)
ここで、
Qk = [q1,q2, . . . , qk] ∈ CN×k (3.23)
Tk =

α1 β1
β1
. . .
. . .
. . .
. . . βk−1
βk−1 αk

∈ Ck×k (3.24)
T+k =
 Tk
βkekT
 ∈ C(k+1)×k (3.25)
である。
12
第4章 シフト線形方程式に対するCOCG法の性質
COCG法は一般の複素対称行列に対するクリロフ部分空間法であり、複素対称 Lanczos過程に基づく。複素対
称 Lanczos過程では、直交化やノルムの計算において、真の内積 < x, y >= yHxの代わりに疑似的な内積 yTxを用
いる。そのため、0でないベクトルに対して（疑似的な）ノルムが 0となることがある。また、Qk の列は通常の
内積の意味での正規直交系をなさない。そのため，一般の複素対称行列 Ax = bに対する COCG法では，解に到
達する前に 0により割り算で計算が破綻することがある。また，対称正定値行列に対する CG法 [6]の特徴である
誤差の Aノルムの単調減少性は存在しない。
ところが，対象とする方程式が
(A + σIn)x = b (A ∈ Rn×n, A = A⊤,b ∈ Rn) (4.1)
の形をしているとき，すなわち，係数行列が実対称+虚数シフトの形で，かつ右辺ベクトルが実数のときは，COCG
法は他の場合に見られない優れた性質を持つ。本章では，この点を理論的に解明する。
本章では，他の章と異なり，アルゴリズムにおけるステップを上付きの添字で表す。また，fiは第 i要素のみが
1で残りが 0のベクトルを表し，その長さは文脈から決まるものとする。
4.1 COCG法の導出
COCG法の性質を理論的に調べるため，以下では，Aと A+σIの Lanczos分解に基づいて COCG法を導出する。
4.1.1 Aと A + σIの Lanczos分解
簡単のため，初期近似解を x(0) = 0とし，COCG法 [15]を導出する。
まず，b ∈ Rn を初期ベクトルとして行列 Aに対する Algorithm 2の Lanczos法を j = k − 1まで実行し，k次ク
リロフ部分空間 Kk(A;b)＝ span(b, Ab, . . . , Ak−1b)の正規直交基底 q(1),q(2), . . . , q(k) が得られたとする。
このとき，
Q(k) = [q(1),q(2), . . . , q(k)] ∈ Rn×k, (4.2)
T (k) =

a1 b1
b1
. . .
. . .
. . .
. . . bk−1
bk−1 ak

∈ Rk×k, (4.3)
T˜ (k) =
 T (k)bkf⊤k
 ∈ R(k+1)×k. (4.4)
とおくと，よく知られているように，次の式が成り立つ [4]。
AQ(k) = Q(k+1)T˜ (k). (4.5)
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ただし，bk は Lanczos法を j = kまで実行して得られる値であり，qk+1 は，bk , 0のとき，Lanczos法を j = kま
で実行して得られる正規直交ベクトル，bk = 0のとき q(1),q(2), . . . , q(k)に直交する任意のノルム 1のベクトルとす
る。式 (4.5)は Lanczos法の行列表現であり，Aの Lanczos分解と呼ぶ。式 (4.5)に左から
(
Q(k)
)⊤ をかけると，(
Q(k)
)⊤
AQ(k) = T (k). (4.6)
という式も得られる。なお，q(1),q(2), . . . , q(k) が求まったという仮定より，bi , 0（1 ≤ i ≤ k − 1）である。
クリロフ部分空間のシフト不変性 Kk(A + σIn;b) = Kk(A;b)より，q(1),q(2), . . . , q(k) は Kk(A + σI;b)の正規直交
基底にもなっている。
Aσ = A + σIn, T (k)σ = T
(k) + σIk, T˜ (k)σ = T˜
(k) + σ
 Ik0⊤
 =
 T (k)σbkf⊤k
 (4.7)
とおくと，式 (4.5),(4.6)に対応して，
AσQ(k) = Q(k+1)T˜ (k)σ , (4.8)(
Q(k)
)⊤
AσQ(k) = T (k)σ (4.9)
という式も成り立つ。
4.1.2 COCG法の行列表現
式 (4.8),(4.9)に基づき，シフト方程式 (4.1)に対する COCG法を導出する。まず，Aの正定値性より，次の命題
が成り立つことに注意する。
命題 4.1 行列 Tσは複素対称修正コレスキー分解を持つ。すなわち，ある対角要素 1の下三角行列 L(k)σ ∈ Ck×k と
正則な対角行列 D(k)σ ∈ Ck×k が存在して，
T (k)σ = L
(k)
σ D
(k)
σ
(
L(k)σ
)⊤
(4.10)
が成り立つ。
証明 Courant-Fischerの min-max定理より，実対称行列 T (k) =
(
Q(k)
)⊤
AQ(k) のすべての固有値は Aの最小固有値
と最大固有値との間にあり，したがって正である。また，T (k)の任意の首座小行列
(
T (k)
)
1:i,1:i
の固有値は T (k)の最
小固有値と最大固有値との間にあり，したがって正である。よって，T (k)σ の任意の首座小行列
(
T (k)σ
)
1:i,1:i
の固有値
は（正の実数）+（純虚数 σ）という形を持ち，したがって 0でない。これより，T (k)σ は正則であり，かつ
T (k)σ = L
(k)
σ D
(k)
σ U
(k)
σ (4.11)
と LDU分解できる。ただし，L(k)σ は対角要素が 1の下三角行列，D(k)σ は正則な対角行列，U(k)σ は対角要素が 1の
上三角行列である。この両辺の転置を取ると T (k)σ =
(
U(k)σ
)⊤
D(k)σ
(
L(k)σ
)⊤となるから，正則行列の LDU分解の一意性
より，U(k)σ =
(
L(k)σ
)⊤，したがって式 (4.10)が成り立つ。（証明終）
式 (4.9)に左から
(
L(k)σ
)−1，右から (L(k)σ )−⊤ をかけ，S (k)σ = Q(k) (L(k)σ )−⊤ とおくと，(
S (k)σ
)⊤
AσS (k)σ = D
(k)
σ . (4.12)
このとき，S (k)σ =
[
s(1)σ , s
(2)
σ , . . . , s
(k)
σ
]
とおくと，
(
L(k)σ
)−⊤ が正則であることより，s(1)σ , s(2)σ , . . . , s(k)σ も Kk(Aσ;b)の基底
となっている。したがって，Kk(Aσ;b)中での (4.1)の近似解 xk を，yk ∈ Ck を用いて xk = S (k)σ yk と書くことがで
きる。
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COCG 法では，この xk の残差 r(k)σ = b − Aσxk が内積 < ∗, ∗ > に関して Kk(A¯σ; b¯) に直交するという条件
（Petrov-Galerkin 条件の特別な場合）を課す [12]。この条件は Kk(A¯σ; b¯) の基底ベクトルを並べた行列 S¯ (k)σ を用
いて
(
S¯ (k)σ
)H
r(k)σ = 0，すなわち
(
S (k)σ
)⊤
r(k)σ = 0と書ける。これを yk に関する式として書き直し，式 (4.12)を用いて
整理すると，
D(k)σ yk =
(
S (k)σ
)⊤
b (4.13)
となる。これより直ちに，近似解を求める式
yk =
(
D(k)σ
)−1 (
S (k)σ
)⊤
b, (4.14)
xk = S (k)σ
(
D(k)σ
)−1 (
S (k)σ
)⊤
b (4.15)
が得られる。
以上より，COCG法の第 kステップにおける近似解 xk は次の手順で得られることがわかる。
1. 行列 Aに対するランチョス法を実行し，行列 Q(k) と T (k) を求める。
2. T (k)σ = T (k) + σIk の複素対称修正コレスキー分解 (4.10)を計算する。
3. S (k)σ = Q(k)
(
L(k)σ
)−⊤ を計算する。
4. 式 (4.14)により yk を計算し，式 (4.15)により xk を求める。
4.1.3 COCG法の漸化式
前節の手順では，ランチョス法で求めた基底ベクトル q(1),q(2), . . . , q(k)をすべて取っておく必要がある。また，k
を増やしつつ近似解 xkを徐々に改良できるような式になっていない。そこで，漸化式を用いた COCG法の再定式
化を行う。
いま，ランチョス法が j = k − 1まで実行でき，Kk(A;b)の正規直交基底 q(1),q(2), . . . , q(k)が得られたとする。こ
のとき，前節のように T (k)σ ，L(k)σ ，S (k)σ を定義すると，S (k)σ
(
L(k)σ
)⊤
= Q(k) であるから，両辺の第 i列を比較すると，
s(i)σ は次の漸化式を満たすことがわかる。
s(1)σ = q
(1), (4.16)
s(i)σ = q
(i) − ℓi−1s(i−1)σ (i = 2, 3, . . . , k). (4.17)
一方，式 (4.8)の両辺に左から
(
L(k)σ
)−⊤ をかけると，
AσS (k)σ = Q
(k+1)
 T (k)σbkf⊤k
 (L(k)σ )−⊤ = Q(k+1)
 L(k)σ D(k)σbkf⊤k

=
[
q(1),q(2), . . . , q(k+1)
]

d1
b1 d2
b2
. . .
. . . dk
bk

. (4.18)
ただし，di は D(k)σ の第 (i, i)要素である。ここで，第 2の等号では T (k)σ = L(k)σ D(k)σ
(
L(k)σ
)⊤ と f⊤k (L(k)σ )−⊤ = f⊤k （L(k)σ
が対角 1の下三角行列であることより）を用い，第 3の等号では式 (4.10)の第 (i + 1, i)要素（i = 1, 2, . . . , k − 1）
に着目して得られる式 diℓi = bi（i = 1, 2, . . . , k − 1）を用いた。式 (4.18) の両辺の第 i 列を比較すると，bi , 0
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（i = 1, 2, . . . , k − 1）に注意して，qi+1 は漸化式
q(i+1) =
1
bi
Aσs(i)σ −
di
bi
q(i) (i = 1, 2, . . . , k) (4.19)
を満たすことがわかる。
さて，q(i+1) は Ki+1(A;b)に属し，その中の正規直交ベクトルの組 q(1),q(2), . . . , q(i) に直交するベクトルである。
一方，残差 r(i)σ も Ki+1(Aσ;b) = Ki+1(A;b)に属し，Ki(A¯σ; b¯) = Ki(A + σ¯I;b) = Ki(A;b)の基底 q(1),q(2), . . . , q(i) に
直交するベクトルである。このようなベクトルは定数倍を除いて一意に決まるから，r(i)σ は qi+1の定数倍でなけれ
ばならない1。そこで，式 (4.19)を定数倍して r(i)σ に関する漸化式として書き直すことを考える。いま，この漸化式
の両辺を Ki+1(A;b)の基底
{
b, Ab, . . . , Aib
}
で展開し，b成分に着目すると，r(i)σ，r(i−1)σ の b成分は共に 1，As(i)σ の
b成分は 0であるから，両辺の r(i)σ，r(i−1)σ の係数は同じでなければならない。そこで，d j , 0に注意して式 (4.19)
の両辺に ‖b‖∏ij=1(−b j/d j)をかけると，
‖b‖
i∏
j=1
(
−b j
d j
)
q(i+1) = − 1
di
‖b‖
i−1∏
j=1
(
−b j
d j
)
Aσs(i)σ + ‖b‖
i−1∏
j=1
(
−b j
d j
)
q(i) (i = 1, 2, . . . , k). (4.20)
ここで，
r(i)σ ≡ ‖b‖
i∏
j=1
(
−b j
d j
)
q(i+1) (i = 0, 1, . . . , k), (4.21)
p(i)σ ≡ ‖b‖
i∏
j=1
(
−b j
d j
)
s(i+1)σ (i = 0, 1, . . . , k − 1) (4.22)
とおくと，
r(i+1)σ = r
(i)
σ −
1
di+1
Aσp(i)σ (i = 0, 1, . . . , k − 1). (4.23)
と，両辺で残差の係数が等しい式が得られる。また，式 (4.17)は，
p(0)σ = r
(0)
σ , (4.24)
p(i)σ = r
(i)
σ +
(
bi
di
)2
p(i−1)σ (i = 1, 2, . . . , k − 1) (4.25)
となる。
式 (4.19)，(eq:precursion)右辺の係数は，p(i)σ，r(i)σ を用いて表せる。実際，式 (4.12)の両辺の第 (i + 1, i + 1)要素
どうしを比較すると，
α(i)σ ≡
1
di+1
=
1(
s(i+1)σ
)⊤
Aσs(i+1)σ
=
(
q(i+1)
)⊤
q(i+1)(
s(i+1)σ
)⊤
Aσs(i+1)σ
=
(
r(i)σ
)⊤
r(i)σ(
p(i)σ
)⊤
Aσp(i)σ
(i = 0, 1, . . . , k − 1). (4.26)
ただし，2行目の等号では
(
q(i+1)
)⊤
q(i+1) = 1を用い，最後の等号では式 (4.21)，(4.22)を用いた。同様に，
(
q(i)
)⊤
q(i) = 1
（i = 1, 2, . . . , k）であることと式 (4.21)から，
β(i−1)σ ≡
(
bi
di
)2
=
(
r(i)σ
)⊤
r(i)σ(
r(i−1)σ
)⊤
r(i−1)σ
(i = 1, 2, . . . , k − 1) (4.27)
1i = k のときはこのようなベクトルがゼロベクトルしかない可能性もあるが，その場合でも r(k)σ は qk+1 の定数倍だと言える。
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が得られる。そこで，最終的に β(−1)σ ≡ 0，p(−1)σ = 0と定義すれば，式 (4.21)，(4.23)，(4.25)，(4.26)，(4.27)より
次の式が得られる。
r(0)σ = b, (4.28)
p(i)σ = r
(i)
σ + β
(i−1)
σ p
(i−1)
σ (i = 0, 1, . . . , k − 1), (4.29)
α(i)σ =
(
r(i)σ
)⊤
r(i)σ(
p(i)σ
)⊤
Aσp(i)σ
(i = 0, 1, . . . , k − 1), (4.30)
r(i+1)σ = r
(i)
σ − α(i)σ Aσp(i)σ (i = 0, 1, . . . , k − 1), (4.31)
β(i)σ =
(
r(i+1)σ
)⊤
r(i+1)σ(
r(i)σ
)⊤
r(i)σ
(i = 0, 1, . . . , k − 2) (4.32)
式 (4.28)～(4.32)は Lanczos過程から計算された r(i)σ，p(i)σ，α(i)σ，β(i)σ が満たすべき式であるが，一方では，r(0)σ = b
から始めてこれらのベクトルとスカラーを次々に計算できる自立した漸化式にもなっている。これらは COCG法
のアルゴリズム [15]をシフト方程式 (4.1)に適用した結果と一致する。したがって，COCG法をシフト方程式に適
用した場合の性質を調べるには，必ずしも漸化式を使って考える必要はなく，4.1.3項で述べた COCG法の行列表
現を使って考えてもよいことがわかった。
4.2 無破綻性
前述の通り，一般の複素対称行列に対する COCG法は，計算途中で零割りによる破綻が生じ，解が求められな
いことがある。破綻には，
• 第 1種の破綻：
(
r(k)
)⊤
r(k) = 0となる場合（複素対称 Lanczos過程における規格化失敗）
• 第 2種の破綻：
(
p(k)
)⊤
Ap(k) = 0となる場合（複素対称コレスキー分解での零ピボット）
の 2種類がある。
ところが，右辺ベクトルが実数のシフト方程式 (4.1)に COCG法を適用した場合には状況が異なり，どちらの破
綻も起こらないことが証明できた。以下では，この定理を証明する。
定理 4.2（無破綻性） 右辺ベクトルが実数のシフト方程式 (4.1)に COCG法を適用したとする．このとき，第 1
種の破綻も第 2種の破綻も起こらず，解が求められる．
証明 まず第 1種の破綻について考える。Aが実対称で bも実ベクトルのとき，COCG法における複素対称 Lanczos
過程は普通の Lanczos過程になる．そのため，q(k) は実ベクトルとなり，r(k) はそれに複素数を掛けたベクトルと
なる．そのため，
(
r(k)
)⊤
r(k) = 0となるのは r(k) = 0のとき，すなわち解に到達したときに限られる．
次に第 2種の破綻について考える。一方，
(
p(k)
)⊤
Ap(k)は 3重対角行列 T (k)σ = T (k) +σIk複素対称コレスキー分解
T (k)σ = L
(k)
σ D
(k)
σ
(
L(k)σ
)⊤の D(k)σ の (k, k)要素に等しい．ところが，命題 4.1より，この複素対称コレスキー分解が存在
し，D(k)σ が正則行列となることが保証されている。したがって，
(
p(k)
)⊤
Ap(k) = (D(k)σ )k,k , 0となる。
以上より，シフト方程式 (4.1)に適用した場合には，COCG法は破綻の起こらないアルゴリズムとなることが保
証される。ただし，bが複素数の場合は，上記の定理の前提が成り立たず，破綻が起こり得ることに注意が必要で
ある。
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4.3 誤差の準単調減少性
Aを実対称行列，bを実ベクトル，τを ‖τA‖∞ < 14 を満たす純虚数として，Aτ = I + τAとおき，連立 1次方程式
Aτx = bを COCG法で解くことを考える。この COCG法は A，bに対する複素対称 Lanczos過程に基づくが，今
の場合，A，bは実であるから，複素対称 Lanczos過程は通常の Lanczos過程になる。この Lanczos過程において，
第 kステップで初めて Kk+1(A;b) = Kk(A;b)になったとすると，Aの Lanczos分解
AQ(k) = Q(k)T (k) (4.33)
が得られる。ここで，Q(k) = [q(1),q(2), . . . , q(k)] ∈ Rn×k は列直交行列であり，T (k) ∈ Rk×k は実対称 3重対角行列で
ある。これより，Aτ の Lanczos分解
AτQ(k) = Q(k)T (k)τ (4.34)
も得られる。ただし，T (k)τ = Ik + τT (k) である。後の議論では Q(k) が正方行列であるほうが便利なため，k < n
の場合は，span(q(1),q(2), . . . , q(k)) の直交補空間の正規直交基底 q(k+1),q(k+2), . . . , q(n) を適当に 1 組定めて Q˜(k) =
[q(k+1),q(k+2), . . . , q(n)]とし，Q = [Q(k) Q˜(k)]とおく。このとき，
Q⊤AτQ =

(
Q(k)
)⊤
AτQ(k)
(
Q(k)
)⊤
AτQ˜(k)(
Q˜(k)
)⊤
AτQ(k)
(
Q˜(k)
)⊤
AτQ˜(k)

=

(
Q(k)
)⊤
Q(k)T (k)τ T
(k)
τ
(
Q(k)
)⊤
Q˜(k)(
Q˜(k)
)⊤
Q(k)T (k)τ
(
Q˜(k)
)⊤
AτQ˜(k)
 = T (k)τ ⊕ T˜ (k)τ (4.35)
が成り立つ。ただし，第 2の等号では式 (4.34)および Aτ，T (k)τ の複素対称性を用いた。また，T˜ (k)τ ≡
(
Q˜(k)
)⊤
AτQ˜(k) =
In−k + τ
(
Q˜(k)
)⊤
AQ˜(k) ∈ C(n−k)×(n−k) とおいた。T˜ (k)τ も複素対称であり，一般に密行列である。
T (k)τ ⊕ T (k)τ の任意の首座小行列は (単位行列)+τ×(実対称行列)の形を持つから，その固有値はすべて実部が 1で
あり，首座小行列は正則である。したがって，複素対称コレスキー分解
T (k)τ ⊕ T (k)τ = LτL⊤τ (4.36)
が存在する。そこで，S τ = [s(1)τ , s(2)τ , . . . , s(n)τ ] = QL−⊤τ ∈ Cn×n とおくと，式 (4.35)より，
S ⊤τ AτS τ = In (4.37)
となるから，s(1)τ , s(2)τ , . . . , s(n)τ は Aσに関して（複素共役版の）共役方向である。COCG法で生成される共役方向 p(i)τ
（0 ≤ i ≤ k − 1）は s(i)τ の定数倍となる。
COCG法の第 iステップにおける解は x(i) = ∑i−1j=0 α( j)τ p( j)τ と書けるが，これはまた，適当な複素数 y(1)τ , y(2)τ , . . . , y(i)τ
を用いて x(i) = ∑ij=1 y( j)τ s( j)τ とも書ける。したがって，各ステップにおける誤差は e(i) = ∑kj=i+1 y( j)τ s( j)τ と書ける。こ
こで，S τ = QL−⊤τ が正則であることに注意し，正定値エルミート行列 Bτ ∈ Cn×n を
Bτ = S −Hτ S
−1
τ (4.38)
により定義すると，S −1τ s( j)τ = f j より，
(
e(i)
)H
Be(i) =
k∑
j=i+1
k∑
ℓ=i+1
y( j)τ y¯(ℓ)τ
(
s( j)τ
)H
S −Hτ S
−1
τ s
(ℓ)
τ
=
k∑
j=i+1
k∑
ℓ=i+1
y( j)τ y¯(ℓ)τ f
⊤
j fℓ =
k∑
j=i+1
∣∣∣y( j)∣∣∣2 . (4.39)
これより，Bノルムで見た誤差は単調に減少することがわかる。
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この性質を使って，COCG法における誤差
∣∣∣e(i)∣∣∣2 の準単調減少性を導く。そのため，(e(i))H Be(i) と ∣∣∣e(i)∣∣∣2 がどの
くらい乖離しうるかを評価する。まず，次の式が成り立つ。
max
e(i),0
(
e(i)
)H
Be(i)∣∣∣e(i)∣∣∣2 = max|e|=1 eHBe = max|e|=1 eHQL¯τL⊤τ Q⊤e
= max
|eˆ|=1
eˆ⊤L¯τL⊤τ eˆ =
(
σmax(L⊤τ )
)2
= (σmax(Lτ))2 . (4.40)
ただし，σmax(Lτ)は Lτ の最大特異値である。同様に，σmin(Lτ)を Lτ の最小特異値とすると，
min
e(i),0
(
e(i)
)H
Be(i)∣∣∣e(i)∣∣∣2 = (σmin(Lτ))2 (4.41)
が成り立つ。そこで，Lτの最小・最大特異値を評価する。式 (4.35)，(4.36)より，Lτは Q⊤AτQ = I + τQ⊤AQの複
素対称コレスキー因子である。ここで，単位行列から少しずれた行列の複素対称コレスキー分解について成り立
つ次の定理を利用する。
定理 4.3[13] E ∈ Cn×n を複素対称行列とし，F を E = F + F⊤ なる下三角行列とする。また，以下で使うノルム
は 1ノルム，∞ノルム，フロベニウスノルムのどれかとする。このとき，‖E‖ < 14 ならば，
‖G +G⊤‖ ≤ 2‖E‖
2
1 − 2‖E‖ + √1 − 4‖E‖ (4.42)
を満たす下三角行列Gが存在して，
(I + F +G)(I + F +G)⊤ = I + E (4.43)
が成り立つ。
証明 ここで考えているノルムは 1ノルム，∞ノルム，フロベニウスノルムのいずれかであるから，任意の行列
A，Bについて，|A| ≤ |B|ならば ‖A‖ ≤ ‖B‖が成り立つ。いま，Lを任意の下三角行列とすると |L|, |L⊤| ≤ |L + L⊤|
であるから，
‖L‖, ‖L⊤‖ ≤ ‖L + L⊤‖ (4.44)
が成り立つ。
さて，式 (4.43)を展開して整理すると，
G +G⊤ = −(FF⊤ + FG⊤ +GF⊤ +GG⊤). (4.45)
いま，G0 = Oとして，下三角行列の列 {Gk}k=0,1,... を次の式により定める。
Gk+1 +G⊤k+1 = −(FF⊤ + FG⊤k +GkF⊤ +GkG⊤k ) (4.46)
より具体的に書くと，式 (4.46)右辺の複素対称行列を S k，行列の狭義下三角部分を stril(·)，対角部分を diag(·)と
するとき，
Gk+1 = stril(S k) +
1
2
diag(S k) (4.47)
である。ここで，式 (4.44)より ‖F‖, ‖F⊤‖ ≤ ‖F + F⊤‖ = ‖E‖，‖Gk‖, ‖G⊤k ‖ ≤ ‖Gk +G⊤k ‖が成り立つから，式（4.46）
の両辺のノルムを取ることにより，
‖Gk+1 +G⊤k+1‖ = ‖E‖2 + 2‖E‖‖Gk +G⊤k ‖ + ‖Gk +G⊤k ‖2. (4.48)
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そこで，φ = ‖E‖，γ0 = 0とおき，数列 {γk}を
γk+1 = φ
2 + 2φγk + γ2k , k = 0, 1, . . . (4.49)
により定義すると，‖Gk +G⊤k ‖ ≤ γkが成り立つ。[13]で示されている通り，φ ≤ 14 ならばこの数列は単調に増加し，
γ∗ =
2φ2
1 − 2φ + √1 − 4φ (4.50)
に収束する。したがって，任意の kについて，‖Gk +G⊤k ‖ ≤ γ∗ となる。
あとは，Gk +G⊤k が収束することを示せばよい。式 (4.46)より，
(Gk+1 +G⊤k+1) − (Gk +G⊤k ) = F(G⊤k−1 −G⊤k ) + (Gk−1 −Gk)F⊤
+(Gk−1 −Gk)G⊤k−1 +Gk(G⊤k−1 −G⊤k ) (4.51)
であるから，両辺のノルムを取り，F およびGk−1 −Gk が下三角行列であることに注意して式 (4.44)を用いると，
‖(Gk+1 +G⊤k+1) − (Gk +G⊤k )‖
= ‖E‖ ‖Gk−1 −Gk +G⊤k−1 −G⊤k ‖ + ‖Gk−1 −Gk +G⊤k−1 −G⊤k ‖ ‖E‖
+‖Gk−1 −Gk +G⊤k−1 −G⊤k ‖ ‖G⊤k−1‖ + ‖Gk‖ ‖Gk−1 −Gk +G⊤k−1 −G⊤k ‖
≤ 2(φ + γ∗)‖Gk‖ ‖(Gk +G⊤k ) − (Gk−1 +G⊤k−1)‖. (4.52)
ここで，φ < 14 より 0 ≤ φ+ γ∗ < 1であるから，‖(Gk+1 +G⊤k+1)− (Gk +G⊤k )‖は 0に収束する。したがって，Gk +G⊤k
は収束する。（証明終）
いま，行列 τAは複素対称であり，‖τA‖∞ < 14 であるから，定理における E として τAを取ることができる。し
たがって，F を F + F⊤ = τAを満たす下三角行列，Gを下三角行列として，Aτ の複素対称コレスキー因子 Lτ を
Lτ = I + F +G (4.53)
と書くとき，Gの∞ノルムは
‖G‖∞ ≤ ‖G +G⊤‖∞ ≤ 2‖τA‖
2∞
1 − 2‖τA‖∞ +
√
1 − 4‖τA‖∞
< 4‖τA‖2∞ (4.54)
と押さえられる。また，τAが複素対称行列であることより，‖τA‖1 = ‖τA⊤‖∞ = ‖τA‖∞ < 14 であるから，定理は 1
ノルムについても成り立ち，
‖G‖1 ≤ ‖G +G⊤‖1 ≤
2‖τA‖21
1 − 2‖τA‖1 +
√
1 − 4‖τA‖1
< 4‖τA‖21 = 4‖τA‖2∞ (4.55)
が言える。式 (4.54)，(4.54)より，
‖G‖2 ≤
√
‖G‖1‖G‖∞ < 4‖τA‖2∞ < ‖τA‖∞ (4.56)
が成り立つ。一方，‖F‖∞ ≤ ‖τA‖∞，‖F‖1 ≤ ‖τA‖1 = ‖τA‖∞ より，
‖F‖2 ≤
√
‖F‖1‖F‖∞ ≤ ‖τA‖∞ (4.57)
も成り立つ。これより，
1 − 2‖τA‖∞ < 1 − ‖F‖2 − ‖G‖2 ≤ σmin(Lτ) ≤ σmax(Lτ) ≤ 1 + ‖F‖2 + ‖G‖2 < 1 + 2‖τA‖∞, (4.58)
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すなわち，
1 − 2‖τA‖∞ <
(
e(i)
)H
Be(i)∣∣∣e(i)∣∣∣2 < 1 + 2‖τA‖∞ (4.59)
が言える。さらに，‖τA‖∞ < 14 に注意すると，
2
3
(
e(i)
)H
Be(i) <
∣∣∣e(i)∣∣∣2 < 2 (e(i))H Be(i) (4.60)
が成り立つ。さらに，式 (4.60)の最左辺は iに関して単調に減少する非負の数列であることに注意し，これを {c(i)}
とおくと，次の定理が成り立つ。
定理 4.4（誤差の準単調減少性） A を実対称行列，b を実ベクトル，τ を ‖τA‖∞ < 14 を満たす純虚数として，
Aτ = I + τAとおき，連立 1次方程式 Aτx = bを COCG法で解くことを考える。このとき，ある単調減少する非負
の数列 {c(i)}が存在して，COCG法の誤差の 2乗ノルムは
c(i) <
∣∣∣e(i)∣∣∣2 < 3c(i) (4.61)
を満たす。
この定理は，COCG法の誤差の 2乗ノルムが，単調減少はしないものの，ある単調減少する数列に対してその
3倍以内に収まることを示しており，実数の右辺ベクトルを持つシフト線型方程式に COCG法を適用した場合の，
ある種の安定性を示している。
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第5章 MINRES法のシフト線形方程式への拡張
5.1 A + σIに対するLanczos分解
よく知られているように、クリロフ部分空間にはシフト不変性と呼ばれる性質があり、行列 Aσ = A+σIに対す
る Lanczos分解の基底は行列 Aに対する Lanczos分解の基底 Qk と一致する。これは次のようにして導かれる。
AσQk = AQk + σQk = Qk+1T+k + Qk+1
σIk0⊤
 = Qk+1T+σ,k, (5.1)
T+σ,k ≡
Tk + σIk
βkek⊤.
 (5.2)
T+σ,kは (k + 1) × kの 3重対角行列であるから、式 (5.1)は Aσに対する Lanczos分解と見なせる。これより、Aに対
して Lanczos過程を実行した結果から、Aσ に対する Lanczos分解を得られることがわかる。
5.2 拡張型MINRES法の原理
5.2.1 最小残差解の導出
実対称行列 A に対する MINRES 法では、Lanczos 分解を用いて、各ステップ k において Kk(A;b) 中での最小
残差解を求める。いま、式 (5.1)により Aσ の Lanczos分解が得られているから、同じ手続きを Aσ に対して行う
ことにより、Aσx = bの最小残差解を求めることが可能である。いま、第 kステップでの近似解を xk とすると、
xk ∈ Kk(Aσ;b) = Kk(A;b)であるから、あるベクトル (yk ∈ Ck に対して xk = Qkyk とおける。このとき、xk の残差
は次のように計算される。
‖b − Axk‖ = ‖ ‖b‖q1 − AQkyk‖
= ‖ ‖b‖Qk+1e1 − Qk+1T+σ,kyk‖
= ‖Qk+1(‖b‖e1 − T+σ,kyk)‖
= ‖ ‖b‖e1 − T+σ,kyk‖ (5.3)
ただし第 4の等号では、列が正規直交系をなす行列 Qk+1 に対して ‖Qk+1x‖ = ‖x‖が成り立つことを用いた。これ
より、最小残差解 xk を求める問題は、次のような最小二乗法の問題として定式化することが出来る。
y(n) = arg min‖ ‖b‖e1 − T+σ,kyk‖ (5.4)
この解は T+σ,k の QR分解を
T+k = UkRk (Uk ∈ R(k+1)×k),Rk ∈ Rk×k) (5.5)
とする時、
yk = ‖b‖R−1k UHk e1 (5.6)
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により与えられる。こうして yk を求めた後、始めの仮定から xk = Qkyk とすれば、最小残差解 xk を得ることが出
来る。
5.2.2 ギブンス回転による行列のQR分解
式 (5.5)において行列を QR分解するという操作を行っている。QR分解の手法はハウスホルダー変換やグラム・
シュミット変換など様々存在するが、ここでは T+σ,k が 3重対角行列であることを利用し、ギブンス回転によって
QR分解を行う。
分解を行う行列 T+σ,k は、式 (3.18)より
T+σ,k =

α1 + σ β1
β1
. . .
. . .
. . .
. . . βk−1
βk−1 αk + σ
βk

(5.7)
と書ける。この行列において下側副対角要素 β1, β2, . . . , βk を消去することにより、上三角行列を得ることができ
る。ここでギブンス回転行列G j を以下のように定義する。まず、2 × 2の回転行列を
G˜ j =
 c j s j−s j c j
 =
 cos θ j sin θ j− sin θ j cos θ j
 ( j = 1, 2, . . . , k) (5.8)
と定義し、次に、( j, j), ( j, j + 1), ( j + 1, j), ( j, j)要素として式 (5.8)の要素を持ち、それ以外は単位行列となってい
る行列としてG j を定義する。ここでG j と T+σ,k の積は
G jT+σ,k =
 (α j + σ) cos θ j + β j sin θ j β j cos θ j + (α j+1 + σ) sin θ j · · ·−(α j + σ) sin θ j + β cos θ j −β j sin θ j + (α j+1 + σ) cos θ j · · ·
 (5.9)
となるので、この時
−(α j + σ) sin θ j + β j cos θ j = 0 (5.10)
となるように sin θ j と cos θ j を決定すれば、下側副対角要素 β j を消去することが出来る。以下のように決定する
ことでこの条件を満たすことが出来る。
d =
√
(α j + σ)2 + β j2 (5.11)
sin θ j =
β j
d
(5.12)
cos θ j =
(α j + σ)
d
(5.13)
この手順で決定されるギブンス回転行列をG1,G2, . . . ,Gk−1 とすると、T+σ,k は
Rk = Gk−1 · · ·G2G1T+σ,k (5.14)
のように上三角行列 Rk に変換される。そこで、
Uk = (Gk−1 · · ·G2G1)H (5.15)
とおけば、式 (5.5)の QR分解が得られる。このようにして求めた Uk、Rk を式 (5.6)に代入して連立一次方程式の
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解を求める手法が、本論文での提案手法である。
5.3 漸化式の導出
上記では、まず Aに対する Lanczos法をそのまま用いて Kk(A;b) = Kk(Aσ;b)の正規直交基底を並べた行列 Qk
と 3重対角行列 T+σ,kを計算し、最小二乗問題 (5.4)を解くという形で提案手法を説明した。しかし、この実装では、
n × k行列 Qk の全体を保持する必要があり、kとともにメモリ所要量が線形に増加してしまうため、大規模行列の
場合に非効率になってしまう。そこで、Qk 全体を保持せずに、漸化式を用いて kステップ目の近似解 xk を計算す
るようにアルゴリズムを変更する。まず式 (5.6)から
xk = Qkyk ⇒ xk = ‖b‖QkR−1k Uke1 (5.16)
である。
5.3.1 QkR−1k の計算
k − 1ステップ目のギブンス回転を T+σ,k に左からかけると、その左上ブロックは Rk−1 に変換される。更に kス
テップ目のギブンス回転は、右下の要素 βk を消去する。
Gk . . .G2G1T+σ,k =

Rk−1 rk−2,k
rk−1,k
0 rkk
0 0

(5.17)
式 (5.17)の行列の最後の行を取り除いた k × k行列が Rk となる。これを利用して、式 (5.16)中に出てくる QkR−1k
を求める。QkR−1k = [p1,p2, . . . , p] ∈ Rn×k とおくと、
Qk = [Qk−1,qk] (5.18)
であり、また
Qk = [p1,p2, . . . , pk]
= [[p1,p2, . . . , pk−1]Rk−1, rk−2,kpk−2 + rk−1,kpk−1 + rkkpk] (5.19)
であることから、
Qk−1 = [p1,p2, . . . , pk−1]Rk−1
qk = rk−2,kpk−2 + rk−1,kpk−1 + rkkpk (5.20)
となる。これより QkR−1k は、
Qk−1R−1k = [p1,p2, . . . , pk]
= [Qk−1R−1k ,
(qk − rk−2,kpk−2 + rk−1,kpk−1)
rkk
] (5.21)
として式 (5.17)中の要素を用いて求めることが出来る。
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5.3.2 UHk e1の計算
UHk e1 ∈ Rk は k + 1次元ベクトル e1 に回転行列をかけて得られる k + 1次元ベクトル f(k) の最後の行を削除した
k次元ベクトルである。ここで f(k) は f(k−1) から以下のように求めることが出来る。
f(k) =

f (k)1
...
f (k)k−1
f (k)k
f (k)k+1

= Gkf(k−1) =

Ik−1
ck sk
−sk ck


f (k−1)1
...
f (k−1)k−1
f (k−1)k
0

=

f (k−1)1
...
f (k−1)k−1
ck f
(k−1)
k
−sk f (k−1)k

(5.22)
式 (5.22)から UHk e1 は UHk−1e1 を用いて以下のように表すことが出来る。
UHk e1 =
UHk−1e1ck f k−1k
 (5.23)
5.3.3 xkの計算
式 (5.17)、(5.22)を用いると xk について、
xk = ‖b‖QkR−1k Uke1
= ‖b‖[Qk−1R−1k−1,
qk − rk−2,kpk−2 + rk−1,kpk−1
rkk
]
UHk−1e1ck f k−1k

= ‖b‖Qk−1R−1k−1UHk−1e1 +
‖b‖ck f (k−1)k
rkk
(qk − rk−2,kpk−2 + rk−1,kpk−1)
= xk−1 +
‖b‖ck f (k−1)k
rkk
pk (5.24)
pk = qk − rk−2,kpk−2 + rk−1,kpk−1 (5.25)
として漸化式で表すことが出来る。この式は基底ベクトル qk−2,qk−1,qk と補助ベクトル pk−2,pk−1を保存するだけ
で計算が可能である。
ここまでをまとめたものを、今回の提案手法のアルゴリズムとして以下に示す。
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Algorithm 3 expanded MINRES method(proposed method)
q0 = 0,q1 = b/‖b‖, β0 = 0
for k = 1 to N do
for j = 1 to k do
q′′j+1 = Aq j − β j−1q j−1
α j = q jTq′′j+1
q′j+1 = q
′′
j+1 − α jq j
β j = ||q′j+1||2
q j+1 = q′j+1/β j
end for
for j = 1 to k do
T j j = α j+1 + σ, T j, j+1 = β j+1,T j+1, j = β j
end for
for j = 2 to k do
T j−1, j = c jT j−1, j + s jT j, j, T j, j = −s jT j−1, j + c jT j, j
T j−1, j+1 = s jT j, j+1, T j, j+1 = c jT j, j+1
y j−1 = c jy j−1, y j = −s jy j−1 + cy j
end for
xk = xk−1 + ‖b‖ykpk
end for
5.4 拡張型MINRES法の性質
以上で導出した拡張型MINRES法は以下の性質を持つ。
(a) 計算途中での破綻は起こらない。
(b) 残差が単調減少する。
(c) A,bが実数の時、行列ベクトル積の計算を実数で行える。
性質 (a)は Lanczos過程の性質に基づく。提案手法で計算の破綻が起こり得るのは Lanczos過程の部分のみである。
Lanczos過程の計算を続行できなくなるのは、基底ベクトル q j+1 の計算において、規格化に用いるノルム β j が 0
になる場合であるが、このとき、新たに生成したベクトル Aq jは q,q2, . . . , q jの線形結合で書けており、したがっ
て K j+1(A;b) = K j(A;b)（すなわち K j+1(Aσ;b) = K j(Aσ;b)）となっている。これは、K j(Aσ;b)中に真の解 x∗ があ
ることを示す。真の解の残差は 0であるから、最小残差解を求めている拡張型MINRES法は、この解に到達して
いるはずである。したがって、アルゴリズムを実行できなくなるのは、既に真の解が求まった時に限られる。
性質 (b)は、探索空間がステップごとに単調に拡大することと、各ステップで最小残差解を求めていることの結
果である。
性質 (c)は、拡張型MINRES法が、A、bに対する Lanczos法に基づいていることの帰結である。
5.5 QMR SYM法との関係
QMR SYM法は、MINRES法における Lanczos過程を複素対称 Lanczos過程に置き換え、複素対称行列に適用で
きるようにした手法である。Aが実対称行列で bも実ベクトルの場合は、複素対称 Lanczos過程は通常の Lanczos
過程に帰着するから、QMR SYM法と拡張型MINRES法は同一のアルゴリズムとなる。一方、Aが実対称行列でも
26
bが複素ベクトルの場合には、複素対称 Lanczos過程は通常の Lanczos過程と一致しない。そのため、QMR SYM
法と拡張型MINRES法は異なるアルゴリズムとなる。
複素対称 Lanczos過程では、直交化やノルムの計算において、真の内積 < x, y >= yHxの代わりに疑似的な内積
yTxを用いている。そのため、0でないベクトルに対して（疑似的な）ノルムが 0となることがあり、それにより
計算が破綻することがある。また、Qk の列が通常の内積の意味での正規直交系をなさないため、残差の計算 (5.3)
において第 4の等号が成り立たず、最小二乗問題 (5.4)を解いても正確に残差を最小化したことにならない1。提案
手法と QMR SYM法を比較した表を次に示す。
手法 拡張型MINRES法 QMR SIM法
原理 Lanczos過程 複素対称 Lanczos過程
対象とする行列 実対称+虚数シフト,エルミート+虚数シフト 複素対称行列
{qk}の直交性 あり なし
残差最小性 あり なし
破綻可能性 なし (Lanczos過程が終了した時点で解が求まる) あり
計算式 3項間漸化式 3項間漸化式
表より、提案手法である拡張型MINRES法は QMR SYM法に比べて優れた特徴を有しており、実対称+虚数シ
フトの形の行列に対しては、QMR SYM法を積極的に用いるべき理由はないように思われる。そのため、後の数
値実験では QMR SYM法は対象とせず、OCCG法と拡張型MINRES法のみを用いる。
最後に、表中の「対象とする行列」の項について述べる。本論文では実対称+虚数シフトの形の行列のみを対象
としているが、本節で述べた拡張型MINRES法の導出法は、エルミート+虚数シフトの形の行列に対してもその
まま適用できる。一方、この形の行列は複素対称ではないことから、COCG法や QMR SYM法は適用できない。
エルミート+虚数シフトの形の行列に対して適用できることは、提案手法の一つの利点であると考えられる。
1これが QMR（Quasi-Mimimal Residual）という名称の由来である。
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第6章 前処理
反復法の収束速度は行列の固有値分布に依存し、分布が単位行列に近づくほど高速になる。本論文で扱ってい
る COCG法についても、行列 Aに対し前処理 [8][2][7]を適用した行列を用いることでその収束を高速化すること
が出来る。
6.1 複素対称 IC(0)前処理
複素対称 IC(0)前処理 [7]では行列 Aを A = LLTとして不完全コレスキー分解する。不完全コレスキー分解は分
解の際元がゼロ要素である部分に非ゼロ要素が現れた時、その要素を無視する。そのアルゴリズムを以下に示す。
ここで求めた行列 Lについて、以下のように式変形を行う。
Algorithm 4 Incomplete Cholosky decomposition
for k = 1, 2, . . . , n do
lkk =
√
lkk
for i = k + 1, k + 2, . . . , n do
if Aik , 0 then
lik = lik/lkk
end if
end for
for j = k + 1, k + 2, . . . , n do
for i = j, j + 1, . . . , n do
if Ai j , 0 then
li j = li j − likl jk
end if
end for
end for
end for
Ax = b⇒ L−1AL−T(LTx) = L−1b (6.1)
行列 L−1AL−Tは元の行列 Aより固有値分布が単位行列に近づいているため、収束がより高速になる。実際の計算
順序は以下のようになる。
1. b′ = L−1bを前進消去で計算する。
2. A′ = L−1AL−T, x′ = LTxとして A′x′ = b′ を反復法で計算する。
3. x = L−Tx′ を後退代入で計算する。
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6.2 シフト線形方程式と前処理
シフト線形方程式 (A + σI)x = b)に対して前処理を適用することを考える。この方程式について式 (6.1)と同様
に変形すると以下のようになる。
L−1(A + σI)L−T(LTx) = L−1b
⇒ (L−1AL−T + σL−1L−T)(LTx) = L−1b (6.2)
式 (6.2)では σがかかる行列が Iでないためシフト方程式の構造が崩れてしまっており、その構造を利用する拡張
型MINRES法は適用することが出来なくなってしまう。よって COCG法と同様の前処理を拡張型MINRES法に
適用することは出来ない。
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第7章 数値実験
ここまでの拡張型MINRES法及び COCG法、及び前処理付き COCG法を実装し、実対称+虚数シフトの形の行
列に適用して性能評価を行う。なお本章全ての実験について以下の行列、また計算機環境を用いる。
テスト行列
1次元量子系（導電性高分子）のハミルトニアン行列 (鳥取大星健夫先生作成)
行列サイズ N
3594, 7194
計算機環境
Intel Xeon E5-2660 v2
7.1 実験 1:COCG法における前処理の効果
まず元の行列と前処理を適用した行列の固有値分布を比較する。行列サイズ N は 3594, 7194のの 2通り、複素
数のシフト σは 0.0, 0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1.0の 8通りとする。次ページより結果を示す。なお横軸が実数部
分で縦軸が虚数部分である。
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(a) σ = 0.0 (b) σ = 0.01
(c) σ = 0.02 (d) σ = 0.05
(e) σ = 0.1 (f) σ = 0.2
(g) σ = 0.5 (h) σ = 1.0
図 7.1: 前処理前の行列 Aσ の固有値分布 (N = 3594)
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(a) σ = 0.0 (b) σ = 0.01
(c) σ = 0.02 (d) σ = 0.05
(e) σ = 0.1 (f) σ = 0.2
(g) σ = 0.5 (h) σ = 1.0
図 7.2: 前処理後の行列 L−1σ AσL−Tσ の固有値分布 (N = 3594)
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(a) σ = 0.0 (b) σ = 0.01
(c) σ = 0.02 (d) σ = 0.05
(e) σ = 0.1 (f) σ = 0.2
(g) σ = 0.5 (h) σ = 1.0
図 7.3: 前処理前の行列 Aσ の固有値分布 (N = 7194)
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(a) σ = 0.0 (b) σ = 0.01
(c) σ = 0.02 (d) σ = 0.05
(e) σ = 0.1 (f) σ = 0.2
(g) σ = 0.5 (h) σ = 1.0
図 7.4: 前処理後の行列 L−1σ AσL−Tσ の固有値分布 (N = 7194)
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図 (7.2), 図 (7.4) より前処理後の行列 L−1σ AσL−Tσ は σ の値が小さいとき非常に大きな値の固有値が出現するこ
とが分かる。これは σの値が 0に近いとき微小なピボットが生じ、L−1σ AσL−Tσ のノルムが大きくなることが理由
である。一方 σの値が大きくなるとその固有値分布は 1 + 0i付近に集合する。これより σの値が大きくなるほ
ど前処理を行った行列の条件が単位行列に近づくと言える。続いて前処理の有無による収束の速度を比較する。
COCG法によって近似解 xを求め、各ステップにおける相対残差 log10(‖Ax − b‖/‖b‖)の値をプロットする。σの
値は 0.0, 0.01, 0.1, 1.0を用いる。
(a) σ = 0.0 (b) σ = 0.01
(c) σ = 0.1 (d) σ = 1.0
図 7.5: COCG法と前処理付き COCG法の性能比較 (N = 3594)
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(a) σ = 0.0 (b) σ = 0.01
(c) σ = 0.1 (d) σ = 1.0
図 7.6: COCG法と前処理付き COCG法の性能比較 (N = 7194)
図 (7.5),図 (7.6)より、σの値が 0.01以下の時は前処理を行うと残差が収束しなくなってしまうことが分かる。
これは条件が悪い行列になっていることが理由であり、図 (7.2),(7.4)の固有値分布より観察することが出来る。一
方 σの値が 0.1以上の時は、前処理有りの方が残差が速く収束していることが分かる。これらの結果より、実対
称+虚数シフトの行列に COCG法を適用する際は、σの値によって前処理の効果が変化すると言える。
7.2 実験 2:拡張型MINRES法とCOCG法、及び前処理付きCOCG法の性能
比較
ここまでで比較を行った前処理付き/前処理無し COCG法と本論文で提案した拡張型MINRES法の性能比較を行
う。実験 1と同様に各ステップにおける相対残差 log10(‖Ax−b‖/‖b‖)の値をプロットし、σの値は 0.0, 0.01, 0.1, 1.0
を用いるものとする。
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(a) σ = 0.0 (b) σ = 0.01
(c) σ = 0.1 (d) σ = 1.0
図 7.7: 3手法の性能比較 (N = 3594)
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(a) σ = 0.0 (b) σ = 0.01
(c) σ = 0.1 (d) σ = 1.0
図 7.8: 3手法の性能比較 (N = 7194)
図 (7.7),(7.8)より、σの値が 0.01以下である時は提案手法である拡張型MINRES法が、σの値が 0.1以上であ
る時は前処理付き COCG法が最も早いステップで収束していることが分かる。これより σの条件次第では、提案
手法である拡張型MINRES法が前処理付き COCG法より優位であると言える。
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