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Abstract
Most of the computer simulations of molecules in Metal-Organic Frame-
works (MOFs) to be found in the literature are done with rigid frame-
work. But, Molecular Dynamics (MD) simulations of the self-diffusivity,
Ds, of ethane within the one–dimensional 4.5 Å channels of the MOF
type Zn(tbip)(H2tbip = 5-tert-butyl isophthalic acid) presented in this
work have shown not only quantitative, but also qualitative, differ-
ences in the Ds values for fixed and flexible lattices. Particularly, the
dependence of Ds upon the concentration of molecules, c, is strongly
influenced by the lattice flexibility. The reasons for this influence
are investigated with the aid of probability density plots, free energy
landscapes and barriers, along with a determination of the structural
changes accompanying increasing c. It is found that for flexible lat-
tices, the tighter, more constrained parts of the channels become wider
at higher c; this allows more molecules to diffuse in the central region
of the channels.
The investigations for Zn(tbip) have been extended to three equimo-
lar mixtures of methane/ethane, CO2/ethane and CO2/methanol. The
simulations take into account the lattice flexibility. The diffusional
characteristics are discussed in relation to molecule properties and lat-
tice geometry. The results show that Zn(tbip) may be a useful material
for separating methane/ethane and CO2/ethane mixtures at low con-
centrations, and CO2/methanol mixtures at high concentrations.
The temperature and concentration dependence of the self-diffusivity
of propane diffusion in Zn(tbip) have been investigated as well by per-
forming normal MD and hyper-MD with bias potential simulations.
The obtained temperature dependence of the self-diffusivities is ana-
lyzed using an Arrhenius relationship, yielding the activation energy
to be 9.53 kJ/mol and the pre-exponential factor to be 4.48 × 10−9
m2s−1. Using this hyper-MD method, interesting mechanisms of the
propane molecules able to pass each other and exchange their sites in
the channels can be observed. Because of mutual hindrance of propane
molecules, the propane self-diffusivities decrease with increasing con-
centration.
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Metal organic frameworks (MOFs) are a new class of porous materials that is
constructed by assembling metal ions or metal oxide clusters (also known as sec-
ondary building units; SBUs), with organic linkers (such as carboxylates, tetrazo-
lates, and sulfonates) to form one-, two-, or three-dimensional infinite networks.
The schematical structures of several MOFs, for example, are shown in Figure 1.1.
MOFs can be synthesized inexpensively, relatively easy, in high purity, highly
crystalline forms, and with high thermal and mechanical stability. Moreover, by
selecting organic linkers of specific length and metals of suitable coordination, their
pore structures can be designed and modified to yield the desired shape, size, and
surface characteristics [1–3].
From more than tens of thousands of MOFs catalogued in the Cambridge Struc-
tural Database (CSD) up to date [4], the three-dimensional MOFs with permanent
porosity are the most interesting ones because the voids inside their frameworks
can accommodate guest molecules for a number of applications. Unlike other solid
matter, e.g. zeolites, many MOFs possess soft “dynamic” frameworks whose cell
dimensions change in a reversible manner in response to external stimuli. For exam-
ple, IRMOF-1 exhibits negative thermal expansion [5]. Mesh adjustable molecular
sieves (MAMS) allow the pore size to be precisely tailored for a given separation
application by adjusting the temperature [6]. MIL-53 exhibits “breathing effects”
initiated by either temperature or adsorption of guest molecules such as CO2 and
H2O [7]. Lattice flexibility of IRMOF-1, that has large size cavities, has been
found to increase the diffusivity by about 20%-50% [8]. It is to be expected that
lattice flexibility will have a greater influence when the molecule is more tightly
constrained within a MOF framework.
In recent years there has been a significant increase in research on MOFs in
view of several potential applications in the field of gas storage, gas separation and
purification, catalysis, sensor, etc. [9–12], and further applications will be emerging
as these new materials are being discovered. In the following section, a few possible
first applications in MOFs will be shortly reviewed.
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Figure 1.1: SUBs, linkers, and structures of MOF-5 and MOF Zn(tbip).
1.2 Applications
The number of potential MOFs is virtually limitless, as changes in the organic link-
ers or SUBs will produce the novel MOF with divers properties. To our knowledge,
however, none any of MOFs have been industrially used yet. Hopefully, since the
pore sizes of MOFs can be systematically tuned and the pore walls can be func-
tionalized, the soon coming applications will probably come from gas storage, gas
separation and purification, as well as catalysis.
1.2.1 Gas storage
In this field, the MOF’s high specific surface area offers plenty of space to interact
with surface centres that can absorb large amounts of strategic gases like H2,
CO2, CH4, C2H6, etc., so that MOFs could enable higher ranges for clean energy
applications.
Recently, Furukawa and Yaghi [13] reported that porous covalent organic frame-
works (COFs) have high capacities for hydrogen, methane, and carbon dioxide.
They also showed that the 3D COFs rival the best metal-organic frameworks than
other porous materials in their uptake capacities, which is exemplified by the excess
gas uptake of COF-102 at 35 bar (72 mg g−1 at 77 K for hydrogen, 187 mg g−1 at
298 K for methane, and 1180 mg g−1 at 298 K for carbon dioxide). In case of CO2
storage capacity, however, COFs give the values lower than those for MOF-177
and NH4F-treated MIL-101(Cr) (1490 and 1760 mg g
−1, respectively) [14, 15].
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1.2.2 Gas separations and purification
MOFs not only offer high surface area, but also provide shape/size selectivity which
is important for gas separation and purification.
Couck et al. [16] reported the successful separation of CO2 and CH4 gases using
amino-functionalized MIL-53(Al) at ambient conditions. Due to CO2 possesses a
quadrupole moment, the CO2 molecules have a high affinity for the amino groups.
These experiments showed that the weakly adsorbed CH4 is able to pass through
a MOF-packed column while CO2 is adsorbed. Thus, efficient separation of the
two gases can be achieved.
Shengqian et al. [17] reported that the Isostructural MAMSs (MAMS-2, MAMS-
3, and MAMS-4, prepared with metal centers of Zn, CO, and Cu, respectively )
can give a linear relationship between mesh size and temperature, in which mesh
size exists anywhere from 2.9 to 4.6 Å when the temperature is adjusted from 77
to 273 K. Thus, adjusting temperature allows larger molecules to pass through
framework gate of MAMSs. Theoretically, this selectivity provided selective ad-
sorption of any gas that has a kinetic diameter between 2.9 to 4.6 Å, e.g., O2, N2,
CO, ethylene, and butane.
In gas purification, Muller et al. [18] reported that using Cu-EMOF one can
remove the tetrahydrothiophene (THT, odorant) from natural gas, and so make it
usable for fuel cell application.
1.2.3 Catalysis
Due to the fascinating properties of MOFs such as their shape/size selectivity,
accessible bulk volume, very porous architecture, and mass transport in the pores is
not hindered, so that they can be designed to prepare active and selective catalysts.
Zou et al. [19] reported a new route for the construction of functional MOF
by using a discrete metalorganic cubic building block [Ni8L12]
20− (H3L = 4,5-
imidazoledicarboxylic acid) bridged by different alkali-metal ions (Li+ and Na+).
This MOF exhibited not only significant gas-adsorption properties but also stable
catalytic activity for the oxidation of CO to CO2.
Horike et al. [20] reported that Mn3[(Mn4Cl)3(BTT)8(CH3OH)10]2, featuring a
high concentration of Lewis acidic Mn2+ sites on its internal surfaces, can catalyze
both the cyanosilylation of aromatic aldehydes and the Mukaiyama-aldol reaction
in a size-selective fashion.
1.3 Zn(tbip) framework
Zn(tbip) (H2tbip=5-tert-butyl isophthalic acid) [21] is a new metal-organic frame-
work where tetrahedral zinc centers are linked by tbip ligands to generate a three-
dimensional framework. Each Zn2+ cation occupies a 2-fold rotation symmetry
position. All adjacent zinc nodes are bridged, along the c axis, by two carboxylic
groups to form a 31 helical chain with a pitch of 7.977Å along the crystallographic
c axis (or z axis herein). The shortest zinc-zinc intrachain distance is 3.38Å. Each
chain connects to three identical neighboring chains through tbip giving rise to
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two interchain distances (10.825 and 7.212 Å). This results in a three-dimensional
structure containing close-packed one-dimensional open channels (or microtubes)
along the longitudinal z axis of the crystal. The channels consist of cavities with
a diameter of about 8 Å, which are formed by two cloverleaf-like segments. The
segments are twisted against each other by an angle of 60◦ and are framed by
windows of about 4.5 Å diameter (structure see Figure 1.1 and 1.2).
Zn(tbip) is one example of a MOF with narrow pores that has been suggested
for unusual gas separation applications that utilizes the narrow pore sizes to ex-
clude large bulky molecules such as aromatics and branched alkanes, while allowing
access to linear alkanes and alcohols [21–23]. Sorption experiments with short-
length alkanes, Zn(tbip) allowed the recording of transient concentration profiles
with inprecedented options for the measurement of intracrystalline diffusivities [23]







Figure 1.2: Structure and pore landscapes of Zn(tbip), Left: Head-on view of
framework; channels into the paper. Right: Side view of framework; channels
from left to right or z direction, pore landscapes of only one channel is shown.
1.4 Motivation
New materials will increase the efficiency of many industrial processes and help to
improve the use of energetic resources and environment protection. Particularly,
nanoporous materials (zeolites) are already widely used as catalysts, molecular
sieves etc. MOFs are new hopeful candidates because their centrefold allows them
to be tailored for many applications as shortly mentioned above. For the devel-
opment of separation technologies utilizing MOFs, it is essential to have data and
insights into the adsorption and diffusion of guest molecules. But, their research
is still at the beginning and many details are not yet understood. Molecular sim-
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Table 1.1: Crystal data and structure refinement for Zn(tbip) [21]
Identification code Zn(tbip)
Empirical formula C12H12O4Zn
Molar mass 285.59 g mol−1
Crystal system Trigonal
Space group R3hm






Framework density 1.483 g cm−3
µ(MoKα) 1.919 mm−1
Refinement method 97 variables refined on F2 with 1050 observed reflections
collected at 293(2) K (θmax +25.97) with I ≥ σ(I)
R indices R1=0.033, wR2=0.087
Goodness-of-fit on F2 1.047
ulations are the tool of choice to understand the interplay between effects and
properties of materials and guest molecules.
Both experimental and molecular simulation studies have shown the adsorption
characteristics of a variety of guest-MOF host combinations to be rather complex
and often exhibiting inflection characteristics in the isotherm, caused due to the
existence of different adsorption sites of significantly varying strengths [26–32].
The number of experimental studies on diffusion in MOFs is very limited, and all
published work that we are aware of emanate from Kärgers group at Leipzig [32–
34]. Particularly noteworthy is the recent work of Kärger and coworkers [32], who
investigated diffusion of a variety of alkanes in CuBTC (Cu3(BTC)2 where BTC =
benzene–1,3,5–tricarboxylate) using infrared microscopy (IRM) and showed that
the dependence of the MaxwellStefan (M–S) diffusivity, D, on the concentration
within CuBTC, c, has the same characteristics as the dependence of the 1/Γ on c,
where Γ is the thermodynamic factor defined as:
Γ ≡ d ln f
d ln c
(1.1)
The Γ is obtained by differentiation of the adsorption isotherm that relates the
concentration c on the gas phase fugacity f . In the special case of a single–site
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Figure 1.3: (a): CBMC simulations of the adsorption isotherm for ethane in
Zn(tbip) at 300 K [25]. The continuous solid line is the dual–site Langmuir fit
of the isotherm and, (b): the inverse thermodynamic factor 1/Γ obtained by dif-
ferentiation of the dual–site Langmuir fit at 300 K [25].
where Θ is the fractional occupancy. The inverse thermodynamic factor 1/Γ can be
interpreted as the generalized expression for the fractional vacancy that is available
for the molecules to hop to within the framework. A further noteworthy feature of
the work of Kärger and co-workers [32] is the demonstration that the IRM experi-
mental results could be supported, at least at a qualitative level, by a combination
CHAPTER 1. INTRODUCTION 7
of molecular simulation techniques: Configurational-Bias Monte Carlo (CBMC)
simulation of adsorption isotherms, and Molecular Dynamics (MD) simulations of
diffusivities.
Both CBMC and MD simulations were carried out assuming a rigid framework;
this assumption is probably justified for CuBTC. The link between the dependence
of D− c and 1/Γ− c has been shown in several molecular simulation studies in ze-
olites [35–38], again assuming a rigid zeolite framework. For example, for diffusion
of isobutane (iC4) in MFI zeolite, Kinetic Monte Carlo (KMC) simulations predict
a sharp minimum in both the M–S diffusivity D, as also the self-diffusivity, Ds,
at c = 4 molecules per unit cell, corresponding to the loading at which isotherm
inflection occurs [36]. In another pioneering experimental study, Kärger and co-
workers [39] have performed IRM experiments to confirm the anticipations of the
KMC simulations.
In recent MD investigations of diffusion in IRMOF-1 [40,41], it has been shown
that the framework flexibility has a profound influence on the diffusion of guest
molecules in MOFs. Amirjalayer et al. [40] have found that the self-diffusivity for
benzene in IRMOF-1 in the simulations with rigid lattice was larger than with a
flexible lattice. This finding is surprising because a rigid lattice can be expected
to restrict the motion of the guest molecule more than a flexible framework.
By using molecular simulation techniques, the major objective of this study is
to investigate the influence of framework flexibility on the dependence of the dif-
fusivity on the concentration c. For illustration purposes we have chosen Zn(tbip)
as the framework structure, in view of the high thermal stability and gas sepa-
ration capability [21, 22]. The guest molecule is chosen to be ethane because of
the inflection behavior in the isotherm, as shown in Figure 1.3a [25]. The adsorp-
tion isotherm shows an inflection at a concentration of 6 molecules per unit cell,
i.e., corresponding to a concentration of one molecule per channel segment [25].
For a good description of the complete isotherm, a dual-site Langmuir fit is re-
quired; this fit is shown by the continuous solid line in Figure 1.3a. The inverse
thermodynamic factor 1/Γ, obtained by analytic differentiation of the dual–site
Langmuir fit is shown in Figure 1.3b. The minimum of 1/Γ − c curve at c = 6 is
noteworthy, as also the near-flat maximum at c ≈ 10. In the range 0 < c < 6,
1/Γ decreases nearly linearly with c, however for 6 < c < 10, 1/Γ increases with
c. Therefore, we aim to gain better understanding of the underlying mechanism
of such inflection behavior, and we show that framework flexibility has not only a
quantitative influence on the diffusivity values, but the concentration dependence
is also qualitatively affected.
More recently, computational studies have been largely focused on self-diffusion
phenomena in pure component systems [40,42–46]. However, knowledge on the ad-
sorption and diffusion properties of pure gas and their mixtures in MOFs will be
a prerequisite for tailoring MOFs as adsorbents in real industrial application such
as in adsorption and separation processes. Therefore, in order to get better under-
standing of these processes, it is also important to simulate molecular diffusivities
in a variety of mixture guest molecules and MOFs. Consequently, we are inter-
ested to expand our studies to the mixtures of methane/ethane, CO2/ethane, and
CO2/methanol to investigate their self-diffusion phenomena.
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1.5 Scope of this dissertation
Aim of this study is to examine transport phenomena in nanoporous materials
and to find and to explain fundamental effects. First, we focused on the flexi-
bility of MOF lattices. In comparison to zeolites the lattices of most MOFs are
very flexible. This can lead to completely new transport properties. Using rigid
and flexible framework, we could show that for ethane diffusing in a MOF of type
Zn(tbip) the lattice flexibility led not only to larger self diffusion coefficients Ds
(up to one order of magnitude) but, instead also changed the concentration de-
pendence of Ds qualitatively. A maximum at intermediate concentrations of guest
molecules appeared. The reasons for these differences are investigated with the
aid of probability density plots, free energy landscapes and barriers, along with a
determination of the structural changes accompanying increasing c.
Furthermore, the transport phenomena of methane/ethane, CO2/ethane, and
CO2/methanol mixtures in Zn(tbip) flexible framework have been investigated
since the geometry of cavity and channel of framework lets us expect that molecules
with different sizes will show very different transport behaviour. The diffusional
characteristics have been discussed in relation to molecule properties and lattice
geometry. And the diffusion selectivities have been further estimated, resulting
that Zn(tbip) may be possibly useful for the separation process of those gases.
Propane in Zn(tbip) was also chosen in this study because experimental diffu-
sion data are available [23, 24] for this system. Since the pore size of Zn(tbip) is
comparable to the diameters of the propane molecules, the self–diffusion coefficient
is very difficult to calculate at 298 K by the conventional MD. Thus, the hyper-
molecular dynamics with bias potential method is used for accelerating molecular
dynamics simulations in order to estimate self-diffusion of propane at tempera-
tures of interest. Activation energy and pre-exponential factor have been derived
using an Arrhenius relationship from temperature dependent self-diffusion coeffi-
cients. The hyper-MD method has been extended to investigate the concentration
dependence of propane self-diffusion. The underlying mechanisms of propane dif-
fusion in Zn(tbip) have been discussed which are directly related to the resulting
concentration dependence.
The rest of the thesis is organized as follows. In Chapter 2 the theoretical
background in which molecular dynamics, fundamental diffusion principles, and
also statistical mechanics have been briefly reviewed. In Chapter 3, the calculation
and methodological details how to develop the guest-Zn(tbip) potential functions,
as well as to perform MD and Hyper-MD simulation have been presented. In
Chapter 4, we present the main results and its discussions. Finally, we summarize




Nowadays computer simulations are playing an important role in scientific inves-
tigation, especially they are extremely useful when the experimental procedure
is costly, time consuming or difficult to access, e.g., at extreme temperatures or
pressures. The aim of computer simulations of molecular systems is to explore
macroscopic properties of the system resulting from microscopic interactions, and
then many useful thermophysical properties of interest can be evaluated using the
results obtained from computer simulations. Density, free energy, specific heat,
viscosity, average structure, and dynamical properties like transport coefficients
which are very important for industry because they determine the speed of all in-
dustrial processes, these are some of the properties that we can evaluate by virtue
of computer simulations.
The method of molecular dynamics (MD) simulation [47, 48] is to solve New-
ton’s equations of motion for a molecular system. It results in trajectories for all
atoms in the system. In the MD simulation, a molecule is described as a series of
charged points (atoms) linked together by bond and angle elasticities of variable
strength and equilibrium distance. The force fields are referred as the interaction
potentials which describe the relation between the atoms and it depends only on
the atomic positions. These interaction potentials are usually classified into two
groups; bonded and non–bonded terms. Bonded terms include bond-stretching,
angle-bending, and torsion potentials. Non–bonded terms consist of pairwise elec-
trostatic or Coulomb and Van der Waals potentials. According to superposition
principle the total potential energy, Utotal, of a molecule is represented as the sum
of boned and non–bonded terms. Thus, it can be written approximately as
Utotal = Ubond + Uangle + Utorsion︸ ︷︷ ︸
Bonded
+UCoul + UVDW︸ ︷︷ ︸
Non−bonded
, (2.1)
where Ubond, Uangle, Utorsion, UCoul, and UVDW stand for bond-stretching, angle-
bending, torsion, coulomb and van der Waals potentials, respectively.
There are many different force fields which use different forms for the various
interactions within and between molecules, and for different MD software packages
9
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that exist. The particular form of a force field depends on the accuracy required
for its intended purpose. In this study DL POLY 2 package [49] has been used for
molecular dynamics simulations. And therefore, this section only the functional



























Figure 2.1: Typical molecular mechanics interactions used in this study.
2.1.1 Bonded potentials
The bonded or intramolecular interactions explain atoms bonded to each other
directly or linked to each other with maximum three bonds in series. There are
three main components of bonded interactions as follows.
2.1.1.1 Bond stretching
Bond stretching describes a bond between two atoms separated by one covalent
bond. A useful way of modeling the bond is to assume that two atoms are con-
nected with a spring (see Figure 2.1a). This assumption leads us to use a Hooke’s
law to evaluate the energy required to stretch bond from their ideal bond length,





kr (rij − r0)2 , (2.2)
where rij is the distance between two atoms and kr is the force constant. Both
ideal bond lengths, r0 and force constants kr are specific for each pair of bond
atoms, i.e. it depends on chemical type of atomic constituents.
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2.1.1.2 Angle bending
Angle bending is the interaction of two atoms which are bonded to a common
atom (see Figure 2.1b). This time the spring is assumed to act between two atoms
bonded to a common atom. Again, by applying Hooke’s Law we can evaluate the
energy required to bend bonds from their ideal angle, θ0. Therefore, angle bending




kθ (θijk − θ0)2 (2.3)
where θijk is the actual bond angle and kθ is the angle bending force constant.
Values of θ0 and kθ depend on the chemical types of atoms constituting the angle.
The energy needed to distort an angle away from its reference values is much lower
than that needed to distort a bond, therefore, the angle bending force constants
tend to be proportionally smaller than those for bond stretching.
2.1.1.3 Torsional terms
Torsion or dihedral angle potentials describe the interaction arising from torsional
forces in molecules. They require the specification of four atomic positions, for in-
stance, see Figure 2.1c the atomic positions and dihedral angle between two planes.
The dihedral angle potential yields a barriers to rotation around chemical bonds,
thus it plays an important role on the conformation of a molecule. The energy due




kφ [1 + cos(mφijkl − φ0)] , (2.4)
where kφ is the torsional rotation force constants or the barrier to rotation (always
positive), φijkl is the dihedral angle (angle between the ijk and jkl planes), m is
the periodicity (an integer), and φ0 is the equilibrium angle.
2.1.1.4 Improper torsions
The torsional terms can also include the so–called improper torsions that are
mainly used to maintain planarity in a molecular structure. Consider four atoms
i, j, k, l, among which i is linked covalently to j, k, l, as shown in Figure 2.1d. The
improper angle (φimpijkl) is defined as the angle between the (ij) line and the plane







1 + cos(mφImpijkl − φ0)
]
, (2.5)
where kimpφ is the improper force constants, φ
imp
ijkl the actual improper angle, φ0 is
the equilibrium angle, and and m is integer.
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2.1.2 Non–bonded potentials
The electrostatic and van der Waals interactions are known as non–bonded terms
because they include interactions between essentially all pairs of molecules in the
system. However, these terms exclude 1–2 and 1–3 interactions and often uses
separate parameters for 1–4 interactions as compared with those used for atoms
separated by more than three covalent bonds.
2.1.2.1 Electrostatic interactions
The electrostatic interactions are generated from interactions arising from the net
charge or nonuniform distribution over the molecules. A common way of repre-
senting this charge in a force field is to place point charges at each of atom site, see
Figure 2.1e. These charges are determined so that they represent the electrostatic










where ε0 is the permittivity of free space, qi, qj are atomic charges, and ri,j is
the distance between atom i and j. The accuracy of the electrostatic interaction
depends on the correct assignment of charges to individual atoms, however, charge

















Figure 2.2: The Lennard-Jones potential, the collision diameter,σij and the well
depth, εij, are labeled.
2.1.2.2 Van der Waals interactions
The van der Waals interactions describe the repulsion and attraction that are not
directly bonded. It may be interpreted as the past of the interaction which is
not related to electrostatic energy due to atomic charge. At large interatomic
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distances the van der Waals Interaction is zero, and for small distances it becomes
very repulsive. A popular potential to model the van der Waals interactions is
known as the Lennard-Jones potential, which depends only on two parameters















where εij is the minimum (well depth) of the potential for the interaction between
atom i and j, σij the collision diameter (the separation for which the energy is zero)
and rij is the distance between the atom centers. The first term of this expression
describes the repulsion at the short range as the electron clouds overlap more than
is optimal and the second term describes the long range attraction, as represented
in Figure 2.2. Generally, both εij and σij parameters depend on both atom types.
These parameters are written in all force filed in terms of individual atom types.
There are several ways of combining atomic parameters to diatomic parameters,
some of them quite complicated. In this study, Lorentz–Berthelot mixing rules are




(σii + σjj) and εij =
√
εiiεjj, (2.8)
where σii, σjj, εii and εjj are the LJ diameters for the atoms i and j and the LJ
well depths for the atoms i and j, respectively.
2.2 Molecular dynamics simulations
Molecular dynamics (MD) simulation is a powerful technique describing the molec-
ular motion by integrating Newtons equations with boundary conditions appropri-
ate for the geometry or symmetry of the system. Integration of these equations
leads to the trajectory of each atom over the time in the form of a list of posi-
tions, velocities and accelerations. This information can be used to evaluate not
only configurational properties, but also dynamic quantities of the system such as
transport coefficients and time correlation functions. Moreover, MD simulations
can also be employed as a means of sampling from a statistical mechanical en-
semble and determining equilibrium properties. These properties include average
thermodynamic quantities (pressure, volume, temperature, etc.), structure, and
even free energies along reaction paths.
In the MD simulation method, successive configuration of the molecular sys-
tem are generated by integrating Newton’s equations of motion ( Eq.(2.9) and
Eq.(2.10)), which then yields a trajectory that describes the positions, velocities,
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In Eq.(2.9) and Eq.(2.10), ~fi denotes the instantaneous forces acting on the
atom i, mi is the atomic mass of the atom i, and t is time. The force ~fi is calcu-
lated from the gradient of the potential energy, U(~r), as discussed previously, which
is a differentiable function of the atomic positions ~ri . The integration of Eq.(2.9) is
performed in small time steps ∆t, typically 1-10 fs for molecular systems. From a
given initial condition and potential energy function, a finite difference approxima-
tion is used to calculate numerically the trajectory of molecules. Many algorithms
are proposed to carry out the integration processes in molecular dynamics such
as Verlet algorithm [50], Leapfrog algorithm [51], Gear Predictor–Corrector algo-
rithm [52], etc. Each of them has own strengths and weaknesses. However, only
the algorithms used in this study will be discussed briefly in next section.
2.2.1 The velocity Verlet algorithm
The original Verlet Algorithm does not use the velocity to compute the new posi-
tion, therefore, the velocity is only derived from the old and new positions. The
velocity Verlet algorithm [53], which is the current standard for integration in MD,
utilizes the new forces to update velocities at time (t + ∆t), hence the position
and velocity are automatically synchronized. Details of this algorithm can be ex-
plained as follows. Let us start with reducing a second-order differential equation,
Eq.(2.9), to two first-order differential equations, Eq.(2.11) and Eq.(2.12) for the










Using Taylor expansions of ~r(t+ ∆t), so we have









Using Eq.(2.12) and Eq.(2.9) to eliminate the first and second derivative and ne-
glecting the high order terms, then






Also, using Taylor expansions of ~v(t+ ∆t), we get









Now we need to develop an expression for d2~vi(t)/dt
2 in term of known quantities.
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So, the Eq.(2.15) for ~v(t+ ∆t) becomes













Using the Eq.(2.12), Eq. (2.18) can finally be rewritten as




~fi(~ri(t+ ∆t)) + ~fi(~ri(t))
]
. (2.19)
Eq.(2.14) and Eq. (2.19) are the so-called velocity Verlet algorithm. The velocity-
Verlet algorithm offers stability and efficient use of computer memory and time
when the number of particles is large.
2.2.2 The Leapfrog algorithm
For the Leapfrog algorithm [51], let us start from the Taylor expansion of the




























































Using the same procedure for Taylor expansions of ~r at time point t = t + ∆t/2
and using Eq.(2.12), we get




Eq.(2.23) and Eq.(2.24) are the so-called leapfrog algorithm. In this algorithm,
the velocities are first calculated at time t+ ∆t/2. These are used to calculate the
positions of the particles at time t+ ∆t and so on. In this way the velocities leap
over the positions and then the positions leap over the velocities. The leapfrog
algorithm is reputed to be one of the most accurate and stable techniques for use
in molecular dynamics.
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2.3 Periodic boundary conditions (PBC)
The number of molecules considered in a molecular dynamic simulation is typically
of the order 102 to 103. This is a very small fraction of the 6 × 1023 molecules in
one mole of bulk fluid. Such a small sample of fluid has a large surface-to-volume
ratio and thus the bulk properties may will be disguised by the effects of surface
tension. The resolution of this dilemma is to use periodic boundary conditions
(PBC). In this method the N molecules being simulated are enclosed within the
origin cell which is then periodically replicated, by so called image cells, in all three
dimensions to form infinite lattice or supercell.
All the cells are dynamically equivalent, having the same number of molecules
within, identically distributed through the cell and with the same velocity assigned
to corresponding molecules in each cell. During the simulation the total number
of molecules in the original cell remains constant because when a molecule (m)
leaves one side of origin cell, its image (m′) will enter with identical velocity at
the opposite side (see Figure 2.3). Consequently, the origin cell is devoid of any
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origin cell image cellimage cell
cut
Figure 2.3: In a 2D system; Left: the unit cell coordinates, Middle: a 3×3 periodic
lattice built from unit cells, and Right: the contents and dynamical properties of
all cells are identical, a molecule leaving a cell is replaced by an identical molecule
entering from the opposite side.
Most MD simulations use some cutoff method for computational efficiency. In
this cutoff method each molecule interacts with the nearest images of the N − 1
molecules, or only with those minimum images contained in a sphere of radius Rcut,
cutoff radius, centered at the molecule. This method is known as the minimum
image convention. The cutoff radius should be less than or equal to half the width
of the cell. The interactions are negligible for interatomic distances greater than
the cutoff radius. Although the system being simulated is infinite, because of the
equivalence of all cells it is only necessary to calculate the dynamical properties
and to store the data for one of them.
Now suppose the origin cell consists of N charged particles with charges qi at
position ~ri in an overall neutral, i.e.
∑N
i= qi = 0, and cubic simulation box (or cell)
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of length L and volume V = L3. Our objective is to compute the total Coulomb
energy, UCoul, associated to the origin cell. Thus, the total Coulomb energy of the















where ~rij = ~rj − ~ri, ε0 = 8.854× 10−12 C2N−1m−2 is the vacuum permittivity. The
cell–coordinate vector is ~n = n1Lx̂ + n2Lŷ + n3Lẑ, where x̂, ŷ, ẑ are the cartesian
coordinate unit vectors. The origin cell is located at ~n = (0, 0, 0) with image cells
located at ~nL intervals in all three dimensions as ~n goes to infinity, see Fig2.3.
Thus, the distance between a particle in the origin cell and another one at an
image cell is |~rij + ~nL|. The ′ indicates that i = j term must be omitted for ~n = 0
to avoid to take into account the interaction of a particle with itself, and a factor
1/2 is used to cancel the double-counting.
The infinite sum in Eq.(2.25) not only converges very slowly but also is con-
ditionally convergent, which means that the result depends on the order of the
summation. In most MD simulations, long-rang interaction are the most time
consuming. Even though a number of ways of summing the long-rang interac-
tions has been proposed, the most widely used and accepted method is the Ewald
summation, which was first devised by Ewald [54]. This method exploits the pe-
riodicity of the lattice of charges, created by the PBC, to obtain an expression for
the electrostatic energy in the form of the sum of two rapidly converging series plus
a constant term. The basic idea of the Ewald method will be shortly discussed in
the next section.
2.4 Ewald summation method
Ewald summation is a faster method to compute electrostatic quantities such as
energies and forces. To overcome the conditionally and insufficient convergence
of Eq.(2.25), the Ewald method evaluates the total Coulomb energy, UCoul, by
splitting the summations into two series which can be computed much faster. The










The basic idea is to separate the fast variation part for small r and the smooth part
for large r. Particularly, the first part, f(r)/r, should decay fast and be negligible
beyond some cutoff distance rcut, whereas the second part ,[1−f(r)]/r, should be a
slowly decaying function for all r , so that its Fourier transform can be represented
by only a few terms. This is done by considering each charge to be surrounded
by a neutralizing charge distribution of equal magnitude but of opposite sign as
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An usual choice on the f(r) mentioned above is f(r) = erfc(αr), where α is the
















Ewald sum Direct sum Reciprocal sum
rrr = +
Figure 2.4: The Ewald sum components of a one–dimensional point-charge system.
The vertical lines are (+/-) unit charges, and the Gaussians are also normalized
to unity.
The sum over point charges is now converted to a sum of the interactions
between the charges plus the neutralizing distributions. The final result for the
Coulomb energy in the origin cell obtained by the Ewald method is
UCoul = U
r + Uk + U s + Ud, (2.29)
where U r is called the real space contribution, Uk is the reciprocal space contribu-
tion, U s is the self-energy , and Ud account for dipolar correction. In the case of




































cos(~k · ~rij) (2.31)



















where εs is the dielectric constant, and ~k is a reciprocal lattice vector of periodic













The Ud term include the effect of the total dipole moment of the unit cell, the
shape of macroscopic lattice, and the dielectric constant of surrounding medium.
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If modifying Ud to the geometry of a rectangle plate with no surrounding medium













In the calculation α and number of ~n and ~k vectors are adjustable parameters
and are typically chosen for the optimum computational efficiency. Detailed de-
scriptions of Ewald summation are given in the books by Leach [51], and also by
Frenkel and Smit [48].
2.5 Ensemble average
In statistical mechanics of a system at thermodynamic equilibrium the expectation
value of some quantity A can be calculated by multiplying the quantity with the
probability of finding that quantity in the appropriate thermodynamic state and














The angled bracket 〈...〉 denotes an ensemble average. Ai is the value of A in
quantum state i and it is expressed as a function of momenta ~pN and positions
~rN . ρi(~p
N , ~rN) is the probability density of observing i-th state of ensemble in
phase-space of the momenta ~pN and the position ~rN . Ei is the total energy and
β = 1/kBT , where kB is Boltzmann’s constant and T is the temperature. The sum-




A(~pN , ~rN)e−βE(~pN ,~rN )d~pNd~rN∫ ∫
e−βE(~pN ,~rN )d~pNd~rN
. (2.36)
Experimentally, the value that we measure is an average of A over the time
of the measurement and is therefore known as a time average. As the time over
which the measurement is made increased to in infinity, so the average value of







Here, A(~rN(t), ~pN(t)) is the instantaneous value of the quantity A , where ~rN(t)
and ~pN(t)) represent the N position and momenta respectively at time t.
In a molecular dynamic simulation, a trajectory in the phase space (~rN(t),~pN(t))
is generated from the initial microscopic state at time t0 to the final state at time
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trun by solving the equation of motion with external constraints, e.g. a constant
number of particles N , a constant volume V , and a constant total energy E (NV E-
MD). These dynamic informations can be used to compute the time average , or










A(~rN , ~pN), (2.38)
where M is the number of values calculated for each steps in the simulation, and
herein A(~rN , ~pN) is the instantaneous value of A. For sufficiently long averaging
times, where the time average does not depend on the initial condition, the time
averaging over an MD simulation is equivalent to the ensemble averaging over






A(~rN , ~pN) (2.39)
This equivalence is known as the ergodic hypothesis. From this hypothesis, macro-
scopic properties can be obtained either by time averaging (MD) or by ensemble
averaging (MC). The advantage of MD over MC is that it provides an exact descrip-
tion of particle dynamics. The decision which technique should be used depends
on the type of problem studied.
2.6 Diffusion
Diffusion is an omnipresent phenomenon of natural random movement of particles,
atoms, molecules or any diffusant, including animals, men and ideas [55, 56]. The
science of diffusion in liquids, gases and solids had its beginnings in the nineteenth
century. The random walk or Brownian motion of small particles, which was
revealed for the first time by Robert Brown, is closely related to diffusion. In
other words, random walk theory related the mean square displacement of atoms
to the diffusion coefficient. This provided the statistical fundamental of diffusion
and bridged the gap between mechanics and thermodynamics.
Diffusion is caused by the thermal molecular motion and subsequent collisions
of the particles in the fluids or gases. Generally, there are two different types
of diffusion that can be distinguished. First, transport diffusion results from a
concentration gradient. This process can be described by Fick’s law, as we will
discuss later in some more details. Second, tracer or self–diffusion takes place in a
system which is under equilibrium conditions, and an individual particle property
that characterizes the displacement of a labeled particle in the sea of identical
unlabeled particles. The microscopic situations of transport and self-diffusion are
presented schematically in Figure 2.5.
It is perhaps important to note that, although transport and self–diffusion gen-
erally occur by essentially the same microscopic principle, usually these transport
diffusivity and self–diffusivity are not the same. However, in the limit of dilute
concentrations, they are strictly equivalent. In following section, we will discuss
for both types of diffusion by simply considering the case of simple jump system.








Figure 2.5: Microscopic situation corresponding to the measurement of; (a): the
transport diffusivity, (b): the self-diffusivity by observing the flux of a labeled




Figure 2.6: Ethane molecules diffusion in a channel of Zn(tbip) framework.
2.6.1 Tracer or self–diffusion
The derivation follows in principle that in the book by Kärger and Ruthven [55]
p. 42. This simple derivation is only suited for illustration purposes because the
conditions for its validity are not fullfilled in many cases.
Let us start with considering the system of guest molecules diffusing in host
molecule, for instance, Figure 2.6 shows ethane molecules diffuse in a channel of
Zn(tbip) framework. A channel of the framework is divided in parallel slices with
the thickness of λ, which is also equal to the the distance between the center of
the its cavity. Some of the particles are labeled but the other ones are not. Let N






hence N = N0e
−{ tτ }, (2.40)
where τ is a characteristic time that describes the average residence time of any
molecule in the slice. In the case of tracer diffusion τ depends upon concentration
(c), but not upon the number of labeled molecules. Therefore, there is no gradient
in c and τ(c) is everywhere the same. For now, let c∗i be the number of labeled
molecules in slice i per volume V of this slice. With the area A perpendicular to
the z–direction, the volume of each slice is
V = λA. (2.41)
And let us assume that labeled particles are in all cavities and take into account
that leaving particles in half of all cases go to positive z–direction and in half to
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c∗i−1 − 2c∗i + c∗i+1
2τ
. (2.42)

















which is the tracer or self-diffusion coefficient.
In order to arrive at Fick’s first law we simply have to consider the stream of
labeled particles moving from slice i to slice i+ 1. Let J∗z be the flux density in z





















This equation can describe the microscopic situation corresponding to the mea-
surement of the tracer diffusivity by observing the flux of a labeled fraction as
illustrated Figure 2.5b as well.
2.6.2 Transport diffusion
In this case, all particles are not be labeled, but a gradient in c exists in the system
as illustrated in Figure 2.5a. Thus τ will be different for different c. Similarly, let
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which is the transport diffusion coefficient. It can easily be seen that if τ does not
depend upon c (as it will be the case for small c) then Ds = Dt. Of course Ds





























From Eq.(2.51) it follows again that for c→ 0 we find Ds → Dt.
In many cases, Ds(c) decreases with increasing loading because of the lower
mobility of the guest molecules. Therefore, its derivative in Eq.(2.51) is negative.
This means that the second term in Eq.(2.51) is negative and hence the transport
diffusivity would be smaller than the tracer diffusivity in this case. Recently,
this diffusive behavior, i.e. self–diffusivities larger than the transport diffusivities,
have been found experimentally by Chmelik at al. [57] for methanol and ethanol
molecules diffusing through a ZIF-8 framework.
2.7 Analytical theory of diffusion for MD simu-
lation
In 1905, Einstein derived the famous equation for the probability density distribu-
tion of particle by empirical considerations about Brownian motion in which the
displacement of particles obey a symmetrical distribution function. In this way,
the mean–square displacement is related to the self–diffusion coefficient and time,










< [~ri(t+ τ)− ~ri(t)]2 >eq . (2.52)
Eq.(2.52) is denoted as Einstein relation or Einstein-Smoluchowski relation, and
related to the measurement of self-diffusivity by recording the individual particle
displacements as represented in Figure 2.5c. And of course the self–diffusion coef-
ficient in Einstein relation and Eq.(2.46) are equivalent. The subscript eq on the
average, < ... >, indicates this averaging has to be done in equilibrium.
The transport diffusivity is the diffusion behavior of all diffusing particles under
the influence of their concentration gradient. If we consider the system that is
exposed to an external force Fext, the flux density of particles is caused and can be
described using the average velocity of the streaming particle 〈v〉, which is related
to their mobility B as
〈v〉 = BFext. (2.53)
The Kubo theory [58,59] relates this nonequilibrium mobility B to the equilibrium





















< ~vi(t) · ~vj(t+ τ) >eq dτ. (2.55)
To connect the mobility with the diffusion process, the so-called corrected diffu-














~vj(t+ τ) >eq . (2.56)
Then,
Dc = BkBT. (2.57)
In this case Dc is also identical with the so called Maxwell–Stefan diffusivity. And










< ~vi(t) · ~vi(t+ τ) >eq (2.58)
which is the self-diffusion coefficient which is equivalent to Eq.(2.52).
Ds and Dc do not depend upon t. Therefore, in simulations the equations
(2.56),(2.58) and (2.52) are usually additionally averaged over t in order to reduce
the statistical error.
If we now have a negative gradient of the chemical potential µ that can produce

















































Dc = ΓDc. (2.64)
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is called the thermodynamic correction factor. It splits the transport diffusiv-
ity into the Maxwell–Stefan diffusivity and the influence of thermodynamics on
diffusion.
2.8 Moments of displacement
Besides using the mean square displacement from the Einstein relation, an effective
tool that can be used to evaluate self–diffusion coefficient from the particle dis-
placement is the first four moments method [60]. This method is based on the idea
that the process of self-diffusion can be described by the moments of propagator.
The propagator P (~r, ~r0, t) represents the probability density of finding a diffusant
at position ~r at time t when it was ~r0 at t = 0. The n
th moment of the propagator
is defined by the relation
〈|~r − ~r0|n〉 =
∫
|~r − ~r0|nP (~r, ~r0, t)d~r. (2.66)
P (~r0, ~r, t) is the solution of Fick’s second law
∂
∂t
P (~r0, ~r, t) = Ds ·∆P (~r0, ~r, t), (2.67)
with the initial condition
P (~r0, ~r, 0) = δ(~r − ~r0). (2.68)
In the case of isotropic diffusion and of a homogeneous medium the propagator is









As a sufficient condition for the validity of the diffusion equation the complete space
and time dependence of Eq.(2.69) must be fulfilled. This means in particular that
the time dependence of all moments must be compatible with Eq.(2.69). With the
definition given by Eq.(2.66), the first four moment can be calculated in the case
of normal diffusion as
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Consequently, the value of Ds can be obtained from each one of these moments.






〈|~r − ~r0|〉2 , (2.74)










which is of cause equivalent to Eq.(2.52), and so on.
In case of anisotropy, we can assume again that the three components of the
propagator are uncorrelated, and hence
P (~r, ~r0, t) = Px(~x, ~x0, t)Py(~y, ~y0, t)Pz(~z, ~z0, t) (2.76)



















As r2 = x2 + y2 + z2 is a sum of three contributions with each summand only






P (~r, ~r0, t)r
2dxdydz = 2Ds,xt+ 2Ds,yt+ 2Ds,zt (2.78)






P (~r, ~r0, t)r
2dxdydz = 6Dst. (2.79)
Because of Eq.(2.78), the diffusivity Ds is connected with each element of diffusion

















where l is x, y, or z, respectively. Similarly, the diffusivity, Ds,l, can be calculated
from Eq.(2.81)- Eq.(2.84). The Ds values estimated from these four moments must
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synchronize each other in the case of normal diffusion for the observation time t.
The good agreement of the diffusivities Ds values obtained from all moments will
indicate that molecular propagation is already described by distribution curves of
the form of Eq.(2.77).
So far, we have known that using molecular dynamics simulations, it can be
possible to compute both self–diffusitvity and collected diffusivity, the later one is
related to transport diffusivity as Eq.(2.64). In experiment, there are many ways
of evaluating diffusion behavior in term of diffusion coefficient. Using macroscopic
methods like gravimetry, volumetry, chromatography, frequency response tech-
niques, and more recently infrared microscopy (IRM) [32] the transport diffusion
coefficient, Dt, can be determined [55]. In other ways, the tracer or self–diffusion
coefficient, Ds, can be measured under equilibrium conditions by using microscopic
methods, namely quasielastic neutron scattering (QENS) [61], pulsed field gradient
(PFG) NMR [62].
2.9 The Langmuir isotherm and inverse thermo-
dynamic factor
The Langmuir isotherm is used to describe adsorbate-adsorbent systems in which
the extent of adsorbate coverage is limited to one molecular layer at or before a
relative pressure of unity is reached. In any given adsorbate-adsorbent system,
dynamic equilibrium between adsorption and desorption of adsorbate, A(g), (e.g.,
gas or solute) onto an adsorbent, Bsurface, can be expressed as follows [63].
A(g) +Bsurface 
 ABsurface (2.85)
Let Θ be the fractional occupancy defined as the ratio of the number of adsorption
sites occupied to the number of available sites, and let (kads) and (kdes) be mate-
rial rate constants of the system for absorption and desorption. Based on these
parameters, the rate of change of fractional occupancy (dΘ/dt) during adsorption






where fads is an adsorption function depending on the concentration of adsorbate
(c) and the fractional occupancy. Analogous to the adsorption, the desorption step






where fdes is a desorption function. At equilibrium, (dΘ/dt)ads and (dΘ/dt)des are









Now let us consider the Langmuir isotherm that is a special form of Eq.(2.88).
Langmuir postulated [63] that the exact shapes of fads(c,Θ) and fdes(c,Θ) are
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where c is the concentration of gas molecules (i.e., pressure) and k is Langmuir con-
stant defined as kads/kdes. The Langmuir isotherm is usually based on the three key
assumptions that is monolayer coverage, sites equivalence and sites independence.
From the Langmuir isotherm Eq.(2.90), the thermodynamic correction factor












where csat is the saturation concentration. In some cases, the adsorption char-
acteristics within the porous solid is described by a two-site Langmuir (2SL)
isotherm [36]







The subscripts A and B refer to two distinct types of adsorption sites, each has its
own saturation concentration and Langmuir constant. For the 2SL isotherm, the












where ΘA and ΘB represent the fractional occupancies in the sites A and B, each
normalised with respect to its own saturation capacity, and xA and xB represent the
fractions of the total comcentration. From Eq. (2.94), the inverse thermodynamic


















The inverse thermodynamic factor 1/Γ can provide a good indicator of how the
availability of adsorption sites changes with increased concentration.
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2.10 Free energy profile or potential of mean force
(PMF)
An illustrative quantity that helps to understand structural and dynamical prop-
erties of adsorbed particles is the average reversible work to bring a particle to a
given site against the resistance of external forces (lattice) and those originating
from other particles. In generalization of the Helmholtz free energy this quantity
has been named local free energy by Chandler [64] and is now widely used [48].
The average reversible work to bring a particle to a given site and its relation to
the logarithm of the local density, Eq.(2.97), is explained e.g. in Ref. [65].
Free energy profiles were estimated from equilibrium MD simulation by using
the probability density or histogram method [48, 66]. Using this method, the
histogram is directly obtained from the particle positions according to the MD
trajectory data. First, the probability ρ(z) to find an ethane at the particular
value of the reaction coordinate z is computed, see Figure 2.7. Then the free
energy profile is obtained by using
F (z) = −kBT ln ρ(z), (2.97)




















Figure 2.7: Probability density at different loadings of ethane in Zn(tbip).
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2.11 The radial distribution function(RDF)
The radial distribution function (RDF), or pair correlation function g(r), is a math-
ematical function that is used to describe the structure of matter. Conceptually,
g(r) is defined as the observed probability of finding an atom in a given region
divided by the probability of finding an atom in that region if all the atoms were
completely distributed (i.e., an ideal gas with density N/V ). The mathematical












where n is the number of density that equal the number of atoms per unit volume,
~rij is the vector between center of atoms i and j, and the δ(x) is the delta function:










Figure 2.8: (a): Schematic , and (b): the plot of the radial distribution function of
C2-Cm, where C2 is carbon atoms of Zn(tbip) and Cm is carbon atoms of methanol.
Since MD simulation provides positions of individual atom as function of time,
g(r) can be readily computed from molecular dynamics trajectories. To compute
g(r) from the trajectory file, the general algorithm involves determining how many
atoms are within a distance of r and r + ∆r away from a particle, as shown
in Figure 2.8. More precisely, the g(r) is usually determined by calculating the
distance between all atom pairs and binning them into a histogram. The histogram
is then normalized with respect to an ideal gas. Thus, the radial distribution







Where N(r,∆r) is the number of atoms found in a spherical shell of radius r
and thickness ∆r, 4πr2∆r is the volume of spherical shell with thickness ∆r (see
Figure 2.8). Also, this expression can be physically interpreted as the ratio of a
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The knowledge of the g(r) is significant information to calculate thermodynamic
properties of the system of interest, particularly energy and pressure. In experi-
ments, the radial distribution function is the quantity that can be obtained from
an x-ray or neutron diffraction measurement.
2.12 Accelerated Molecular Dynamics
2.12.1 Transition State Theory
There are several accelerated molecular dynamics methods. All of them are based
on Transition State Theory (TST). The TST is a powerful theoretical tool avail-
able for calculating the transition (or diffusion) rate constant, kTST, of molecules
jumping from cavity to cavity in a porous material in the equilibrium state. As an
example, Figure 2.9 shows a propane molecule jumping from a cavity (or segment)
A through a bottleneck in a channel of Zn(tbip) into an adjacent segment B. The
main idea of TST is to identify a dividing surface, or a Transition State, that forms
a bottle neck for jumping from A (reaction state) to B (product state), and then,
to approximate the transition rate constant, kTSTA→ , as a product of probability of








where β = 1/(kBT ), K(~p
N) and U(~rN) are kinetic and potential energy, respec-
tively. ΘA(~r) is unity if the system is in the state A, and zero otherwise. δ
∗
A is
delta function defining the location of the dividing surface to state A, and vA is
the one-dimensional velocity normal to this dividing surface. Eq.(2.101) shows
that the kTST depends on the shape and energy of the many-dimensional basin,
and on the shape and energy of the dividing surface. Thus, a common and useful
approximation to TST can be applied if we can precisely identify a transition state
on the potential energy surface for the reaction pathway.
A significant challenge in simulating dynamics process in material is to simulate
long time and large length scale while accurately retaining atomic detail. MD
simulations can provide accurate detail at atomic detail. However, MD simulations
usually can probe the natural time evolution of the dynamics process up to the scale
of nanoseconds. In many dynamical phenomena, we can characterize dynamics as
a sequence of infrequent transitions with a long time scale. If the potential energy
surface is specified in advance, TST can access the long time scale process for
the infrequent events and actual dynamics need not to performed. In complex
situations, however, it is not possible to make an educated guess of potential
energy surface, particularly the position of the dividing surface. To simulate such


















Figure 2.9: Schematic representation of the transition state, the normal potential
U(r), the boosted potential Ub(r), and the threshold boost energy Eb.
infrequent events without any preknowledge of the potential energy surface is time
consuming and thus beyond the actual reach of the conventional MD.
In the next section, a promising new method, hyper-MD method proposed by
Voter [67,68], will be discussed. This method does not require knowing in advance
where the dividing surface will be, or even what product states might exist, and
it can probe time scales that are many orders of magnitude longer than those in
conventional MD simulations.
2.12.2 Hyper molecular dynamics with bias potential
Based on the TST, Voter has provided a hypermolecular dynamics (hyper-MD)
method which is a new technique for accelerating the progress of systems in time
in molecular dynamics (MD) simulations. The diffusing molecule spends the vast
majority of its time simply wandering around in a basin of the potential energy
surface. Occasionally, it finds an escape path, making a transition to a new po-
tential basin by passing over the dividing surface separating the two states. In
hyper-MD method, the trajectory of the diffusing molecule will find its way out of
a potential energy basin without knowing anything in advance about the possible
escape path.
Hamelberg et al. [69,70] proposed bias potential dynamics (BPD) which consists
of an all-atom molecular dynamics technique that can accelerate the simulations
without advance knowledge of the potential barrier and transition paths. Main
idea of BPD is to add the non-negative bias potential, ∆U(~rN), to the original
potential, U(~rN) in regions close to the local basin to get the a boosted potential,
Ub(~r
N), see Figure 2.9. The bias potential can reduce the depth of the potential
basin or reduce activation energy, thus the escape rate to neighboring states can
be much larger than that on the original potential. And therefore the molecular
dynamics trajectory is accelerated. This technique opens the window to the sim-
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ulations of the long-time dynamics of complex systems while maintaining some
detailed information in atomic scale and the properties of interest, e.g., the study
of molecular motion of liquid water was reported by de Oliveira et al. [71].
According to [69], the relation among the boosted potential, Ub(~r
N), original




U(~rN), U(~rN) ≥ Eb
U(~rN) + ∆U(~rN), U(~rN) < Eb
(2.102)
In [69], they also proposed a choice of the bias potential that has the form
∆U(~rN) =
[Eb − U(~rN)]2
[γ + Eb − U(~rN)]
, (2.103)
where γ is a tunable parameter that controls the depth of the energy basins on the
boosted potential. If it is set to zero then Ub(~r
N) = Eb, i.e. the boosted potential
becomes a flat surface within the basins of the original potential energy surface.
Choosing a value of Eb and γ is also important for this method, however, the only
restriction about the value of Eb is that it should be higher than the minimum
of normal potential, Umin(~r
N), for example, see Figure 2.9 where Eb should be.
If Eb less than Umin(~r
N), then the simulation will always perform on the normal
potential which is simply a normal MD simulation. And, from a suitable choice
for Eb, γ is then defined to be
γ = Eb − Umin(~rN) (2.104)
This form gives a boosted potential, Eg.(2.102), which is everywhere differentiable
(with continuous forces) and usefully retains some semblance of the shape of the
original potential energy surface.
To perform hyper-MD also requires the derivative, or force, of ∆U(~rN) with
respect to each atom position. Using the definition of the bias potential, Eq.(2.103),





γ + Eb − U(~rN)
)2
, Eb > U(~r
N). (2.105)
When Eb ≤ U(~rN) the atomic forces are the same as for the unbiased system.
As mentioned above, in the hyper-MD method the potential energy surface is
modified with a bias potential that raises the energy within the basins so that
less computer time is spent simulating the trajectories while the system is in the
basins. For a trajectory at instantaneous time step, the relationship between the
boosted time step ∆tb and MD time step ∆tMD is
∆tb = ∆tMDe
β∆U(~rN (ti)). (2.106)
Since ∆U(~rN) is positive, the ∆tb is greater than ∆tMD, leading to a boost factor
of the computational time over conventional MD simulation. And for over the long
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time of the MD simulation time in Ntot steps, an average boost factor, BF , due













BF = < eβ∆U(~r
N (ti)) > . (2.108)
The BF is a measure of the extend to which the MD simulation has been acceler-
ated, and it depends only on the bias potential so that the success of the simulation
with bias potential will essentially depend on the choice of the bias potential.
Furthermore, using the above definitions, Eq.(2.101), we can estimate the tran-








And, by using the definition of the bias potential, Eq.(2.102), that is, the bias
potential is always larger than zero except close to the transition state, ∆U∗(~rN) =
0, the Ub(~r







e−βK(~pN )e−β[U(~rN )+∆U(~rN )]d~rNd~pN
. (2.110)















With Eq.(2.101) and (2.36), the definition of the transition rate on the normal po-





β∆U(~rN ) >b, (2.112)
where < ... >b means the canonical ensemble average done on the boosted poten-
tial. Finally, Eq.(2.112) shows that using a bias potential we can accelerate the
diffusion rate constant by a boost factor.
Chapter 3
Computational details
3.1 Model and simulations of ethane diffusion in
Zn(tbip)
3.1.1 Interaction parameters
This section we outline a model of Zn(tbip) framework and simulation details that
are used further in this study. The structural information for Zn(tbip) simulations
have been taken from Pan et al. [21]. The structure data file we used is available
on the website [72]. The flexible lattice of Zn(tbip) was modeled in a similar
way to the fully bonded force field of Schmid et al. [73] where the metal–oxygen
interactions were treated as covalent bonds. The bond stretches and bond bends
were described by a simple harmonic potential function while the bond torsion and
improper torsion angles were expressed by the periodic cosine potential function.
The force constants which reproduced reasonably well the dynamic properties of
the metal organic frameworks (MOFs) in previous literature [73–76] were adopted
to be used in this study. The equilibrium bond distances and angles were assigned
by averaging from the experimental crystal data excepting the C-H bond distances,
which were taken from available standard optimized structures.
The ethane molecule was modeled as two united atoms with a fix bond length
of 1.53 Å and the LJ parameters were taken from the transferable potentials for
phase equilibria (TraPPE) model [77]. For the flexible lattice, the total potential
energy of the ethane-Zn(tbip) consists of bonded and non–bondend terms
Utotal = UBoned + UNon−bonbed, (3.1)
where UBonded is the intramolecular potential energy of Zn(tbip) framework, and
UNon−bonded is the intermolecular potential energy between the ethane–ethane
molecules as well as the ethane-Zn(tbip) molecules. The mathematical expres-
sions used in the potential functions are shown in Table 3.1.The Lorentz-Berthelot
mixing rules were applied for calculating σ and ε for guest-host interactions. Elec-
trostatic and van der Waals interactions were calculated only between atoms sep-
arated by more than three bonds. Non-bonded and bonded force field parameters
of the Zn(tbip) framework are listed in Table 3.2 and 3.3, respectively, and the
35
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nomenclature for the atoms in the Zn(tbip) framework is specified in the Table 3.2
as well.
Table 3.1: Types of interaction potentials and mathematical expression used in
the analytical potentials.
Type of term Expression Used in
Bonded
Bond stretching Ubond =
1
2
kr(r − ro)2 Zn(tbip)
Angle bending Uangle =
1
2
kθ(θ − θo)2 Zn(tbip)
Torsion Utorsion = kφ [1 + cos(mφ− φ0)] Zn(tbip)
Improper torsion Uimproper = kφ [1 + cos(mφ− φ0)] Zn(tbip)
Non-bonded




















∗The Lorenz-Borthelot mixing rules were used to obtain the cross potentials σij =




The molecular dynamics(MD) simulations have been carried out using the DL POLY
simulation package. The simulation box has the dimensions of 28.863 × 49.992 ×
39.855 Å3. This contains five unit cells of Zn(tbip) comprising of six one-dimensional
channels, and 5220 framework atoms. Each channel has five double three-leafed
clover topology segments linearly linked together through the windows having the
effective diameter of 4.5 Å. Each unit cell consists of 1044 lattice atoms with a stoi-
chiometric composition of C:H:O:Zn = 12:12:4:1. One ethane molecule per unit cell
would mean a loading of 0.0973 mmol/g of MOF. In each loading, every channel of
Zn(tbip) is firstly loaded with an equal number of ethane molecules before being
randomly added with the remainders. The periodic boundary conditions have been
applied to all three directions. The long-range electrostatic interactions between
the Zn(tbip) framework atoms have been computed using the Ewald method and
the short-range van der Waals interactions between framework atoms and between
framework and ethane molecules have been computed up to a cutoff radius of 12
Å. The equations of motion were integrated by using the leapfrog algorithm with
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Table 3.2: Non-bonded potential parameters and the definitions of different atoms
in the Zn(tbip) framework [25].































Zn 0.0035 2.70 1.200
O1 0.5862 3.11 -0.600
C1 0.3908 3.74 0.475
C2 0.3979 3.47 0.125
C3 0.3979 3.47 -0.15
C4 0.3979 3.47 -0.15
C5 0.3979 3.47 0.000
C6 0.0066 3.40 0.000
C7 0.4569 3.40 -0.30
H3 0.0636 2.85 0.150
H4 0.0636 2.85 0.150
H7 0.0656 2.65 0.100
a time step of 1 fs. All MD runs have been performed in the canonical (NV T )
ensemble at a temperature of 298 K using the Nosé-Hoover thermostat. To ensure
that the effect is not influenced by the thermostat, also MD simulations using the
NVE ensemble have been performed and gave equivalent results, see Figure 3.3 the
comparison of NVE and NVT-MD results. And in the MD simulations both with
rigid and flexible lattice the initial situation for each run has been relaxed by an
initial thermalizing part of the run of 1-2 ns before evaluations start. After that,
the production runs have been conducted for 10 ns. During the production runs,
the coordinates have been stored every 100 fs for further analyses.
3.1.3 Self–diffusion analysis
In this study, the self-diffusivities Ds for each concentration of ethane in the
Zn(tbip) have been calculated from both of the mean-squared displacement (MSD)
method and the first four moment method. In the MSD method, using Einstein’s
relation Eq.(3.3) the diffusivities can be obtained by taking the slope of the MSD
vs. time at long times, as an example see Fig.3.1.
The first four moments of the distribution curves of the molecular displacement
also have been evaluated in order to examine the validity of the diffusion equation
and to extract the self–diffusion coefficient. As an example, Figure (3.2) shows
the self–diffusivities in z-direction calculated in this way for ethane in Zn(tbip) at
298 K for a concentration of 7.2 molecules per unit cell . In this case, the self-
diffusivities were found to approach each other after about 0.3-0.5 ns. Therefore
we can conclude that for times larger than 0.3-0.5 ns molecular propagation is
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(kJ/mol·Å2) (Å) (kJ/mol· rad2) (degree)
Zn-O1 1142.041 1.941 O1-Zn-O1 132.484 104.5
O1-C1 4518.800 1.261 O1-Zn-O1 132.484 134.6
C1-C2 2939.200 1.480 Zn-O1-C1 258.946 137.0
C2-C3 4016.600 1.390 Zn-O1-C1 258.946 131.0
C2-C4 4016.600 1.390 O1-C1-O1 1213.400 125.0
C4-C5 4016.600 1.390 O1-C1-C2 456.000 118.0
C5-C6 2652.656 1.530 C1-C2-C3 290.200 120.0
C6-C7 2594.080 1.500 C1-C2-C4 290.200 120.0
C3-H3 3041.000 1.080 C2-C3-H3 309.600 120.0
C4-H4 3041.000 1.080 C2-C4-H4 309.600 120.0











kφ φ0 m i-j-k-l
kφ φ0 m
(kJ/mol) (degree) (kJ/mol) (degree)
Zn-O1-C1-O1 20.9000 180.0 2 O1-O1-C1-C2 41.84 180.0 2
Zn-O1-C1-C2 20.9000 180.0 2 C1-C2-C3-C4 41.84 180.0 2
O1-Zn-O1-C2 20.9000 180.0 2 C1-C2-C4-C3 41.84 180.0 2
O1-C1-C2-C2 10.4900 180.0 2 C2-C3-C2-H3 1.55 180.0 2
C1-C2-C3-C2 12.5520 180.0 2 C2-C4-C5-H4 1.55 180.0 2
C1-C2-C4-C5 12.5520 180.0 2 C3-C2-C4-C1 41.84 180.0 2
C1-C2-C4-H4 12.5520 180.0 2 C3-C2-C1-C4 41.84 180.0 2
C2-C3-C2-C4 12.5520 180.0 2 C4-C2-C3-C1 41.84 180.0 2
C2-C4-C5-C6 12.5520 180.0 2 C4-C2-C1-C3 41.84 180.0 2
C3-C2-C4-C5 12.5520 180.0 2 C4-C5-C4-C6 41.84 180.0 2
C3-C2-C4-H4 12.5520 180.0 2 C4-C5-C6-C4 41.84 180.0 2
C4-C2-C3-H3 12.5520 180.0 2 C5-C4-C2-H4 1.55 180.0 2
C4-C5-C4-H4 12.5520 180.0 2
C4-C5-C6-C7 0.0000 180.0 2
C5-C6-C7-H7 11.7152 0.0 3























Figure 3.1: The MSD of different concentrations of ethane in the Zn(tbip). The
















































Figure 3.2: Self–diffusivities in z-direction of ethane in Zn(tbip) framework at 298
K for a concentration of 7.2 molecules per unit cell determined from the first four
moments method.
already described by the distribution curve of the form of Eq.(2.81)-Eq.(2.84),
indicating that the kinetic state in which the diffusion equation is valid is reached.
Moreover, both used methods can be shown to be equivalent and to yield the same
self–diffusivities for the diffusion of ethane in Zn(tbip) framework.

























concentration, c / molecules per unit cell
Zn(tbip);  MD (298 K)
NVT
NVE
Figure 3.3: Comparison of self-diffusivities for ethane diffusion in Zn(tbip) flexible
framework using NVT and NVE ensemble MD.
3.2 Model and simulations of mixtures in Zn(tbip)
3.2.1 Interaction parameters
In this study, CO2 was modeled by three LJ sites with charges centered at each
atom (qc=0.6512e and qo=-0.3256e) with bonds length C–O of 1.16 Å, and the
interaction parameters were taken from the work of Krishna et al. [78,79] as listed
in Table 3.4. Using this model, they performed MD simulations to study the CO2
and CO2/methane mixture in CHA and DDR zeolite at 300 K, and reported the
CO2 self-diffusivity in the range of 0.1–5.0 ×10−9 m2s−1.
Table 3.4: LJ and Coulombic potential parameters of guest molecules used in this
study.
adsorbate site-site
ε σ charge bond
(kJ/mol) (Å) (e) (Å)
CH4 CH4 1.2305 3.730 0 -
C2H6 CH3 0.8148 3.750 0 1.53;(C–C)
CO2 C 0.2339 2.757 0.6512 1.16;(C=O)
O 0.6694 3.033 -0.3256 -
CH3OH C 0.6696 3.475 -0.0930 1.105;(C–HC)
HC 0.1592 2.450 0.100 1.420;(C–O)
O 0.9533 2.860 -0.432 0.945;(HO–O)
HO - - 0.225 -





C  H2 6 C  H3 8
Figure 3.4: Guest molecules used in this study.






C− HC 2852.11 1.105
C−O 3215.86 1.420





C−O− HO 540.318 108.32
HC − C−O 530.669 106.90
HC − C− HC 424.535 108.38
Torsion
i–j–k–l
kφ φ0 α m
[kJ/mol] [degree]
HC − C−O− HO 0.7352 180.0 1.0 3
Methane was model by the united atom model. The intermolecular potential
parameters of methane and ethane were taken from the transferable potentials for
phase equilibria (TraPPE) model [77], also given in Table 3.4. Using this model,
Krishna and van Baten [80] reported the self-diffusivity of methane in Zn(tbip) rigid
framework in the range of 10−11–10−8 m2s−1. Skoulidas and Sholl [44] reported
the values in the range of 2–3 ×10−8 m2s−1 for methane in IRMOF-1 at room
temperature. Garberoglio and Vallauri [81] reported the values in the range of
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7.7–22.5 ×10−8 m2s−1 for methane in 2D–COFs at 289 K. However, larger values
of 1.7 ×10−7 m2s−1 are reported by Stallmach et al. [62] for methane in IRMOF-1.
The flexible methanol molecule was modeled by bonding, bond-bending, and
torsion potentials, as given in Eq 3.2. Non-bonded interactions act between methanol
molecules were described by the Coulomb and Lennard-Jones potentials, as ex-
pressed in Table 3.1. Both bonded and non-bonded potential parameters were
taken from the work of Plant et al. [82] for methanol diffusion in the NaY zeolite
as listed in Tables 3.4 and 3.6. The validity of these force field parameters was
confirmed by an agreement of diffusion coefficient, 1.365 ×10−9 m2s−1, of methanol
in liquid phase obtained by simulation at an ambient temperature with the cor-
responding experimental results of 1.3 ×10−9 m2s−1 [83]. In addition, Nanok et
al. [84] also used these parameters to study the methanol in NaX zelozite. Their ad-
sorption structure results agree well with the experimental IR spectroscopic data,




kr (r − r0)2 +
1
2
kθ (θ − θ0)2 + kφ [1 + α cos(mφ− φ0)] . (3.2)
Our molecular dynamics simulations of methane/ethane, CO2/ethane and
CO2/methanol mixture in Zn(tbip) framework used similar method to our simu-
lation of single component ethane diffusion in Zn(tbip).
3.2.2 The diffusion selectivity
By using Einstein’s relation, Eq.(3.3), we calculated one-dimensional self-diffusion
coefficients for each molecule in pure and mixture components from the mean-
squared displacement (MSD) method, in which the diffusivity can be obtained by














Where Ds,i is the self-diffusivity of molecules of species i, Ni is the number of
molecules of species i, and zl,i(t) is the position of molecule l of species i at any
time t.
From the self-diffusivity of each sort of molecules, the diffusion selectivities
have been further examined. The diffusion selectivity [79]; αdiffA,B, is defined as the
ratio of the self-diffusivity of molecules of species A and of species B in a binary





where Ds,A is the self-diffusivities of molecules of species A, and Ds,B is the self-
diffusivities of molecules of species B. The values of αdiffA,B greater than unity imply
that A is more diffused than B.
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3.3 Model and simulations of propane in Zn(tbip)
Propane was modeled using a united atom model with three methylene pseu-
doatoms for CH3–CH2–CH3. Pseudoatoms are connected by bonds with a fixed
length of 1.54 Å. The interaction parameters of propane were taken from the trans-
ferable potentials for phase equilibria (TraPPE) model [77] as given in Table 3.6.











CH2 0.3821 3.95 0
CH3 0.8148 3.75 0
In this study, the simulations were performed using the DL POLY simulation
package version 2.20 [85], in which the hyper dynamics via bias potential dynamics
is built in to carry out the accelerated molecular dynamics simulation. To simulate
diffusion of propane molecules in Zn(tbip) flexible framework, we also use the
simulation box that has the dimensions of 28.863× 49.992× 39.855 Å with periodic
boundary conditions in all three dimensions. The Ewald summations were used
for the electrostatic interactions and the short-range van der Waals interactions
were computed up to a cutoff radius of 12 Å. The equations of motion have been
integrated with the time step of 1 fs.
All MD and Hyper-HD runs have been performed in the canonical (NV T ) en-
semble using the Nosé-Hoover thermostat. Firstly the system is simulated under
normal conditions ( normal MD) at the required state point with a thermalizing
part of the run of 1ns, and the average value for the system configuration energy is
determined. This average value is referred to as Umin(~r
N) and is used to represent
the minimum configuration energy. For Hyper-MD, then a value of Ebias is chosen
that is able to to provide a suitable boost factor, i.e. value Ebias > Umin(~r
N) is cho-
sen, providing the tunable parameter γ = Ebias − Umin(~rN). And then Hyper-MD
simulations were continuously performed at required temperatures with thermaliz-
ing part of the run of 1ns again before evaluations start. After that, the production
runs have been conducted for 10 ns. During the production runs, the coordinates
are stored every 100 fs for further analyses.
Chapter 4
Results and discussions
4.1 Examining the reason of the observed influ-
ence of the lattice flexibility on the diffusion
of ethane in Zn(tbip)
In our investigation using molecular dynamics (MD) using the fixed lattice assump-
tion it was found that the self-diffusivity of ethane in Zn(tbip) the self-diffusivity,
Ds, decreases monotonically with concentration, c [25]; see Figure 4.1. In sharp
contrast, MD simulations with a flexible-lattice displays a qualitatively different
characteristics. Ds, firstly decreases with c till a loading of six molecules per unit
cell is reached; this value corresponds to a loading of one molecule per channel
segment (for an indication of a channel segment see the pore potential landscape
in Figure 4.2. Interestingly, for c > 6, the Ds increases until it reaches a maximum
and then decreases thereafter. The major objective of this work is to examine in
detail the reasons behind the differences in the Ds vs. c characteristics of fixed
and flexible-lattices.
In this study, we will call the parameter set used for the flexible framework in
Ref. [25], also given in Chapter 3, flexible framework1. To eliminate some possible
reasons for the observed maximum (see Figure 4.1) we first carried out test cal-
culations without thermostat using final situations of thermalised runs as starting
situations. Of course, these runs did not proceed exactly at the temperature of
the thermalised run but, gave equivalent results, so that artefacts connected with
the thermostat could be discarded as reason for the maximum in Ds.
We made an additional trial with respect to the interaction parameters of the
metal atom in Zn(tbip) to examine whether the Zn atoms have much influence on
the self-diffusivity of ethane molecules. The interaction parameters of Zn atoms
were modified to have rather strong interaction with ethane molecules using εZn−Zn
= 0.9696 kJ/mol and σZn−Zn = 3.02 Å. The resulting self-diffusion coefficients were
found to be equivalent to the unmodified ones (see Figure 4.3), suggesting that Zn
atoms are well shielded in the lattice framework and do not interact strongly with
ethane molecules.
The size of the open channel windows connecting adjacent segments was an-
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other trial we considered since the molecules have to diffuse from segment to an-
other segment through these narrow windows (or bottlenecks). Instead of using
atomistic interactions with lattice atoms, as shown in Figure 4.4, the CH3 groups
in the lattice were modeled as spherical united atoms having interaction parame-
ters exactly the same as the CH3 groups of ethane. This modified flexible-lattice
will be called flexible framework2 in this study. By using these parameters, the
cross sections of the bottlenecks become slightly narrower as compared to the un-
modified ones leading to the significantly smaller self-diffusion coefficients. We
found that ethane molecules did not leave there initial segment when they were
confined in the rigid-lattice framework2. Using a flexible framework2 model, the
intersegment diffusion of ethane molecules could, however, be observed. The plot
of self-diffusion coefficients as a function of loading shows the same trend as found
in the unmodified flexible framework1 (see Figure 4.1). The results for all models
that we used are presented in Figure 4.1, that includes the MD results of all models
investigated.
Figure 4.1 shows that in both of the flexible framework models a maximum ap-
pears at about 7-9 molecules per unit cell and a minimum at about six molecules
per unit cell. For a loading of 6, in average each segment of framework is occu-
pied by one ethane. When the loading is more than six molecules per unit cell,
some segments will be occupied frequently by two or even more ethane molecules.
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Figure 4.1: The self-diffusion coefficients at different loadings of ethane in the
flexible and rigid framework. The self-diffusion coefficients are calculated at 298
K in the NVT ensemble [86].







Figure 4.2: Snapshots showing the location of ethane molecules within the one-
dimensional channels of Zn(tbip) at a loading of 12 molecules per unit cell. The
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Figure 4.3: Comparison of self-diffusivities for ethane diffusion in Zn(tbip) rigid
framework using the original model and modified model, in which the parameters
of Zn atoms were modified; εZn−Zn = 0.9696 kJ/mol and σZn−Zn = 3.02 Å.
to stronger forces on the flexible-lattice that can cause an enlargement of the nar-
row parts of the channel. This would explain the increase of the self-diffusion
coefficient that was observed in the simulation. At very high concentrations of
guest molecules all segments will be filled with guest molecules and, of course,
their mutual hindrance will lead to a decrease of the self-diffusion with increasing
loading.
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Figure 4.4: The two window areas in the Zn(tbip) framework which look like
triangles [86].
4.1.1 Cross section area of the windows and angle distri-
bution of ethane in Zn(tbip)
In the following we call the narrow sites (bottlenecks) in the channel “windows”.
In order to calculate the cross section area of such a window, adjacent lattice atoms
are connected by lines that form triangles as shown in Figure 4.4. The reported
cross section area of the window as a function of loading was calculated as the
triangular area shown in Figure 4.5 and averaged over 100,000 configurations of
the Zn(tbip) lattice. Note, that there are two triangles each for one of two adjacent
segments. In Figure 4.5, it can be seen that the window is noticeably opened at



















Figure 4.5: The cross section area of the window as a function of loading for ethane
in the Zn(tbip)flexible framework [86].















































Figure 4.6: Angle distribution projected in the z-axis for ethane moving about the
window in rigid and flexible (Zn(tbip) framework at different loading [86].
This is consistent with the broadening of the distribution of angles between the
molecular axis of an ethane and the channel axis at the window when the loading is
increased (Figure 4.6). The possibility to find large angles at the window increases
with increasing loading. Figure 4.5 also shows that the average cross section area
of the windows is more slightly increased with increasing temperature. These
results can emphasize that the increasing the loading in the flexible-lattice has an
important effect on the diffusion behavior of ethane in Zn(tbip) framework. The
flexibility and the dynamic behavior of the framework thus plays an important role
in increasing the self-diffusivity.
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4.1.2 The changes of the edge lengths in Zn(tbip) frame-
work
There remains one question: we have employed periodical boundary conditions
with given edge length. Could it be, that this has suppressed extension of the






 0  2  4  6  8  10  12
x 
/ Å





















Figure 4.7: Edge length of the unit cell in x, y and z direction of the framework
as a function of loading for ethane in the Zn(tbip)flexible framework. The edge
lengths are calculated at 298 K in the NPT ensemble [86].
The framework of Zn(tbip) is much more flexible than e.g. frameworks of
zeolites. Hence, the question appears whether the framework could change its size
as a result of larger numbers of guest molecules. In usual MD simulations (NVE)
the size of the simulation box is kept constant by definition via the periodical
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boundary conditions. Therefore, we carried out additional simulations at constant
pressure (NPT ensemble) that allow the MD-box size to vary.
Figure 4.7 shows the edge lengths in x, y and z directions of the flexible frame-
work as a function of loading. It can be seen that the edge lengths in x, y and z
directions slightly increase with increasing loading from 1 to 6 molecules per unit
cell. The largest increase of the edge lengths with the concentration is observed at
the interval of loadings from about 6 to 12 molecules per unit cell (high loading).
The increase of the edge lengths in x and y direction (channel radius) is larger
than in the z direction (channel axis).
Finally, it can be stated that the changes of the edge lengths are only about
0.1 Å. For the total edge length of the simulation box being of the order of 30 Å
these 0.1 Å will not affect to self-diffusion very much.
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Figure 4.8: The distribution of the center of mass of an ethane molecule projections
into the xy plane tracked every 0.5 ps during a simulation period of 10 ns [86].
The change of the average cross section area of the bottleneck which is di-
rectly connected to the moves of the particles can play a much more important
role than the change of the edge length. In order to understand the difference
between the diffusion behavior of an ethane molecule in rigid and flexible Zn(tbip)
framework we have examined the spatial density distribution by marking the site
of a selected diffusing molecule every 0.5 ps during a simulation period of 10 ns
at loadings of 2.4 and 8.4 ethane molecules per unit cell. The results of rigid and































































Figure 4.9: Free energy profiles at different loadings of ethane in rigid and flexible
Zn(tbip) framework along the channel axis in z− direction [86].
flexible framework models are shown in Figure 4.8. In the rigid framework the
molecule preferably adsorbs near the center of the channel and the middle of the
segments at low loadings. At loadings higher than 6 molecules per unit cell, they
prefer to reside locally at the leaf positions in the outer regions of the segment
center due to the intermolecular repulsion between molecules in the same segment,
leading to lower probability to occupy the sites close to the windows. Contrary,
the framework flexibility causes the adsorption at the leaf sites to be much less
favored as compared to that in the rigid framework. Molecules prefer to be located
more readily in the center region of the channel and to be adsorbed closer to the
windows. Thus, they perform hops between the segments more easily. Increased
density close to the window entrance has also been found to lead to an increase
of Ds with concentration in earlier work about the narrow-window-structure LTA
zeolite [87].
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The findings until that point rise the question how the average force field seen
by a diffusing molecule would look like.
As explained above, free energy profiles will provide the potential of the mean
force on a diffusing ethane molecule. Results for different loadings are shown in
Figure 4.9 comparing rigid and flexible Zn(tbip) framework. The results show
that at low loading, for both of rigid and flexible Zn(tbip) framework models, the
minima and maxima in the free energy profiles correspond to the segment and
the bottleneck (or window) regions within Zn(tbip) framework, respectively. In
other words, there are five minima in the profiles (at about -16, -8, 0, 8 and 16 Å)
that correspond to the position of centers of the five segments within our channel.
The height of the free energy barrier is about 9.5 kBT for the flexible framework1,
10.5 kBT for flexible framework2 and 10 kBT for rigid framework. Because a high
value of free energy corresponds to a low probability of occupying this position,
conversely, a low value of free energy correspond to a high probability of occupying
this position. From this reason and the form of the free energy profile, at low
loading, it follows that ethane molecules are preferably adsorbed near the middle
of the segments.
For comparison: at 298 K the average potential energy, which is also an estimate
for the adsorption energy, per ethane molecule at high dilution is -29.1 kJ/mol.
For the flexible models, at a loading of 7.2 molecules per unit cell, the form of
the free energy profiles changes; that is, it decreases noticeably from about 9.5 kBT
down to about 7.5 kBT for the flexible framework1 model, and from about 10.5
kBT down to 8.5 kBT for the flexible framework2 model. At this high loading it
can be seen that ethane molecules spend most of the time near the window and at
the emerging sites within the window. This leads to the larger window diameter,
i.e. the increase of the calculated cross section area of the window shown in
Figure 4.5. This significantly reduces the free energy barrier for hopping between
segments, and it causes an increase in the diffusion coefficient that is consistent
with the maximum in the self-diffusivity found in Figure 4.1. When the loading
further increases, the free energy barriers do not change much. It is also found
that smaller barriers are raised between the other barriers and they grow up as
loading increases. The minima at the splitting barriers also show that the ethane
molecules spend more time at the leaf positions in marginal regions of the channel.
For the rigid framework model at high loading, the free energy profiles remain
the same at about 10 kBT for the hight’s barrier, however, the smaller barrier and
the splitting barrier can still be observed and grow up with increasing loading.
These results show that ethane molecules preferably adsorb more and more at the
leaf positions when the loading is increased, this is the result of the intermolecular
repulsion between molecules in the same segment. All these reasons lead to an
increase of Ds with increasing concentration for the flexible framework that is
missing in the rigid framework.
For an additional, experimental confirmation of these reasons, we are presently
concerned with an enlargement of the pressure range applicable in transient in-
frared microscopy (IRM) measurements [23, 24]. In this way, the measurement of
tracer exchange and, hence, of self-diffusion, can be extended to such large con-
centrations which allow a reliable distinction between the flexible-lattice and the
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rigid-lattice patterns, namely between a minimum or a continued decay in the dif-
fusivities with further increasing loading. Further experimental studies are as well
necessitated to provide a more reliable basis for a comparison of the absolute val-
ues of the diffusivities: First measurements of the transport diffusivities of ethane
in Zn(tbip) at low loadings [23, 24] yield values which are by about one order
of magnitude exceeded by the simulated self-diffusivities though, in the limit of
sufficiently small loadings, both diffusivities should coincide. Possible reasons for
this difference could be that in simulations we use ideal crystal structures with-
out defects, whereas in the experiments there can be lattice defects slowing down
diffusion. Moreover the experimental results can sometimes vary with the sample
used. On the other hand, the interaction parameters used in simulations include
some uncertainty which can be important when the size of the diffusing molecules
is close to the bottleneck diameter. Here additional research is necessary.
4.2 Investigation of the self-diffusion of binary
mixtures in the MOF Zn(tbip) accounting
for framework flexibility
Using rigid and flexible framework, as mentioned above, the loading dependence of
the self-diffusion coefficient of ethane in the MOF Zn(tbip) shows surprising effects
arising from the lattice flexibility in comparison to the rigid model. Lattice flexi-
bility increases the self-diffusivities and also leads to a maximum at intermediate
loadings. In contrast, for IRMOF-1 it had been shown that the self-diffusivities of
several guest molecules were not much influenced by the lattice flexibility [46].
Now, we extend the investigations on methane, CO2, and methanol, which are
different in molecular sizes and charges. The surprising effect (maximum) found
for ethane does not appear for methane, CO2 and even methanol, but is obviously
connected with the special properties of the ethane molecules. Additionally, the
diffusion of mixtures of those guest molecules in Zn(tbip) have been examined as
well because the curvature of the channel walls lets us expect that molecules of
different sizes will show different diffusive behavior making Zn(tbip) possibly useful
for separation purposes. These systems are investigated in detail in this study.
4.2.1 CO2/ethane mixture in Zn(tbip)
Self-diffusivities of equimolar mixtures of CO2/ethane and of pure components in
Zn(tbip) with flexible framework as function of the total concentration are shown
in Figure 4.10. The data are also given in Table 4.1 for completenes. Both,
pure and in mixture, CO2 self-diffusivities are found to be higher than that of
C2H6 over the entire range of total concentration, ct. The CO2 self-diffusivity
decreases with increasing loading as that of many other adsorbate molecules in
many MOFs [80, 88–90]. This is the common form of loading-dependence of self-
difusivities which arises from the mutual steric hindrance of diffusing molecules.
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Table 4.1: Self-diffusivities of equimolar mixtures of CO2/ethane, methane/ethane,
CO2/methanol, and their pure components in Zn(tbip) flexible framework for the
























































Figure 4.10: The self-diffusivities of CO2 and C2H6 both for pure components and
1:1 mixture in Zn(tbip) flexible framework.
However, ethane self-diffusivity shows a maximum at intermediate loadings,
i.e. corresponding to the loading of higher than one ethane molecule per channel
segment. As mentioned above, this behavior can be explained in the following
manner. The influence of the lattice flexibility causes the adsorption at the leaf
sites to be much less favored for ethane molecules, which prefer to locate in the
center region of the channel and to adsorb closer to the windows. Thus, the hops
between segments become more readily. And the cross section area of the window
connecting adjacent segments reveals that the adsorption of molecules near the
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window and at the emerging sites within the window at loadings higher than one
molecule per channel segment lead to a larger window diameter, see Figure 4.11.
This significantly reduces the free energy barrier for hopping between segments,























Figure 4.11: The cross section area of the window as a function of concentration
for pure component of methane, CO2, methanol and ethane in Zn(tbip) flexible
framework.
Furthermore, Figure 4.10 also shows that CO2 self-diffusivity in the CO2/ethane
mixture is smaller than that of the pure component CO2 self-diffusivity at the same
loading. On the other hand, the self-diffusivity of ethane in the CO2/ethane mix-
ture is larger than the pure component ethane self-diffusivity at low loading. This
is due to the fast diffusing CO2 molecules in the mixture that drag the slowly
diffusing ethane molecules whereas, in turn, the ethane molecules decelerate the
diffusion of CO2 through the channel.
Figure 4.12 shows the center-of-mass distribution of the CO2/ethane mixture
in Zn(tbip) at different total loading. At low loading ethane molecules preferably
adsorb near the center of the channel and the middle of the segment. CO2 on
the one hand has a dipole moment and on the other hand is more slender and can
diffuse around the whole segment and can also diffuse through the window into the
adjacent segments. Because of this the self-diffusivity of CO2 is higher than that of
ethane. At high total concentrations, the mutual repulsion between molecules in
the same segment causes the ethane molecule to be significantly adsorbed within
the leaf positions. By contrast, however, CO2 is still fastly diffusing in the same
segment and hopping to the adjacent segments. In consequence, the self–diffusivity
of CO2 is still higher than that of ethane.
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Figure 4.12: The distribution of the center of mass of a CO2 and an ethane molecule
projections into the xy plane tracked every 0.5 ps during a simulation period of 10
ns for CO2:ethane=1:1 mixture in Zn(tbip) flexible framwork.
4.2.2 Methane/Ethane mixture in Zn(tbip)
Figure 4.13 shows the self-diffusivities of equimolar mixtures of methane/ethane
and pure components in Zn(tbip) with flexible framework as a function of the total
concentration. Methane and ethane self-diffusivities in mixtures also show the same
trend as found for its pure components. Methane self-diffusivities in both pure and
mixture are found to be larger than that of ethane. This is because methane is
smaller than ethane. And in both pure and mixture, the methane self-diffusivity
gradually decreases with increasing loading due to the steric hindrance between
the diffusing molecules. However, ethane self-diffusivity in mixtures still shows a
maximum at intermediate loading which is influenced by both, lattice flexibility
and the repulsive interactions between ethane molecules as mentioned above.
In addition, Figure 4.13 also shows that the self-diffusivity of methane in the
methane/ethane mixture is smaller than that of the pure component methane at
the same loading. In contrast, the self-diffusivity of ethane in mixtures is larger
than the pure component ethane self-diffusivity at low loading, which is the same
behavior as observed in CO2/ethane mixtures. This is due to the fastly diffusing
methane molecules in the mixture that drag the slowly diffusing ethane molecules
and the ethane molecules decelerate the diffusion of methane.
Figure 4.14 shows the center-of-mass distribution of the methane/ethane mix-









































Figure 4.13: The self-diffusivities of methane and ethane both for pure components
and 1:1 mixture in Zn(tbip) flexible framework.
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Figure 4.14: The distribution of the center of mass of a methane and an ethane
molecule projections into the xy plane tracked every 0.5 ps during a simulation
period of 10 ns for methane:ethane=1:1 mixture in Zn(tbip) flexible framework.
ture in Zn(tbip) at different total concentration. It can be seen that at both, low
and high concentrations the smaller and faster diffusing methane molecule, does
not only easily diffuse from one leaf site to another leaf site in the same segment
but also fastly diffuses through the ethane molecules and performs hops between
the segments. Consequently, the self-diffusivity of methane is higher than that
of ethane. In the case of the ethane molecule, which is preferably located at the
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windows, the repulsive interaction between molecules will force the space at the
window region to extend so that the diffusion of ethane will be increased and shows
a maximum at intermediate loadings. At even higher loadings the steric hindrance
effects cause a decrease for both methane and ethane diffusivity. In Figure 4.14, we
also observe that ethane molecules still prefer to locate in the center region of the
channel and to adsorb closer to the windows more than in the case of CO2/ethane
mixtures.
4.2.3 CO2/methanol mixture in Zn(tbip)
As we have mentioned above that CO2 is a polar and more slender molecule than
ethane, so that the surprising effect of flexible lattice found for ethane does not
appear for CO2. This behavior caused us to extend the investigation of Zn(tbip)
with flexible lattice to methanol as guest molecule, which is also a polar molecule







































Figure 4.15: The self-diffusivities of CO2 and methanol both for pure components
and 1:1 mixture in Zn(tbip) flexible framework.
Figure 4.15 shows the self-diffusivity of CO2 and methanol, in both the pure and
the mixture studies, as a function of total concentration. The CO2 self diffusivity
is higher than that of methanol for the entire range of total concentrations. In
contrast to the ethane self-diffusivity, both CO2 and methanol self-diffusivities,
and that for the pure and mixture systems, monotonically decrease with increasing
loadings due to the steric hindrance effect. For CO2, the presence of methanol
depresses the self-diffusivity of CO2 in the mixture. For methanol, the presence of
CO2 enhances the self-diffusivity of methanol. The same reasons described above
also can be used to explain this diffusive behavior.
Figure 4.16 shows the center-of-mass distribution of CO2 and methanol mix-
tures in Zn(tbip) at low and high total concentrations. It can be seen that methanol
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molecules prefer to be located at the leaf positions, and then preferably are ad-
sorbed and sticking together more and more when the loading increases. This
behavior is also found in case of its pure components (not shown). This is a con-
sequence of the electrostatic interactions between methanol molecules, as well as
between methanol molecules and the framework. Because methanol prefers to be
located at the leaf positions, the strong change of the framework at window regions
found in the case of ethane, cannot be found in the case of methanol, as shown in
Figure 4.11. Hence, the methanol self-diffusivity does not show a maximum when
the concentration is increased.
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Figure 4.16: The distribution of the center of mass of a CO2 and a methanol
molecule projections into the xy plane tracked every 0.5 ps during a simulation
period of 10 ns for CO2:methanol=1:1 mixture in Zn(tbip) flexible framework.
The CO2 molecule, which is more slender than methanol, can fastly diffuse
around the whole segment, and easily hop from one to other segments. Thus,
the CO2 self-diffusivity is larger than that of methanol for the full loading range
studied. With increasing concentration; however, both CO2 and methanol self-
diffusivities decrease monotonically as a consequence of the steric hindrance effect.
In addition, to gain insight into the typical locations and arrangements of
methanol inside the segment of Zn(tbip) the radial distribution functions of C2–Cm
and C6–Cm have been evaluated. C2 represents the carbon atoms in the organic
linker, or benzene groups, of Zn(tbip), C6 is the carbon atom that connects the
methyl groups at the window, and Cm is the carbon atom of methanol, for each
total concentration of the CO2/methanol mixture in Zn(tbip) that has been eval-
uated. The results are given in Figure 4.17. The radial distribution function of
C2–Cm shows the typical first peak at about 4.00 Å, and about 4.75 Å for the
C6–Cm. For both C2–Cm and C6–Cm the intensity of the first peak of g(r) gradu-
ally increases with increasing mixture loading. These positions are consistent with
the typical snapshots of the CO2/ethanol mixture in Zn(tbip) that are shown in
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Figure 4.17: The radial distribution function; g(r), for C2–Cm and C6–Cm, where
C2, C6 are carbon atoms of Zn(tbip), see Figure 4.18 for its coordinates, Cm is
carbon atoms of methanol. The data are shown for different total concentrations
of equimolar CO2/methanol mixture in Zn(tbip)flexible framework.
Figure 4.18: The typical arrangement of CO2 and methanol in a channel of Zn(tbip)
at total concentration of 24 molecules per unit cell, also the typical C2–Cm and
C6–Cm distance are presented in angstrom, giving values consistent with those
observed the the RDfs as shown in Figure 4.17.
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Figure 4.18. These snapshots show that in the CO2/methanol mixture in Zn(tbip),
methanol molecules are preferentially adsorbed in the leaf positions of the frame-
work. Simultaneously, the methanol molecules try to turn their axis perpendicular
to the benzene ring of the framework, and to put the methyl group close to this
ring.
4.2.4 Self-diffusion selectivity
The diffusion selectivities for CO2/ethane, methane/ethane and CO2/methanol
mixtures in Zn(tbip) flexible framework were calculated using Eq.(3.4), as shown
in Figure 4.19. The αdiffCO2,C2H6 values are in the range of 2-6 for the total concen-




total concentration is increased. This behavior indicates that for the CO2/ethane
mixture, diffusion is strongly selective at low loading where in average each seg-
ment of the framework is occupied by less than one ethane molecule. In the case of
methane/ethane mixtures, the αdiffCH4,C2H6 values are in the range of 6-12 and have
the same trend as αdiffCO2,C2H6 at low loading. In the case of CO2/methanol mix-
tures, it can be seen that the αdiffCO2,CH3OH values gradually increase with increasing
concentration in the range of 1.0–3.5 for the range of studied concentrations, in-
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Figure 4.19: The diffusion selectivities of CH4/C2H6, CO2/C2H6 and CO2/CH3OH
mixtures in Zn(tbip) flexible framework.
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4.3 Hyper-MD with bias potential simulations of
propane diffusion in Zn(tbip) framework
At room temperature, the jump of propane whose kinetic diameter (ca. 4.3Å) [91]
matches closely the window size of Zn(tbip)(4.5Å) can be considered as an infre-
quent event because its trajectory spends along time (compared to the vibrational
timescale) in a potential energy basin before escaping and moving on to another. In
other words, its trajectory wanders around in a segment until accidentally crosses
a dividing surface or the bottleneck, and then moving to an adjacent segment.
As an example, Figure 4.20a shows the infrequent event of two propane molecules
monitored at the concentration of 1.2 molecules per unit cell, i.e., there is only
one propane molecule in each channel of Zn(tbip) framework, during a normal
MD simulation. Thus, to simulate such infrequent phenomena is computation-
ally expensive or even prohibited to reach by using the normal MD simulation,
which usually can simulate the dynamical evolution with a time scale up to a few
nanosecconds.
As mentioned above, the framework flexibility has qualitative as well as quanti-
tative effects on the diffusivity of large molecules (ethane) in the MOF Zn(tbip), so
that the framework flexibility is taken into account to simulate diffusion of propane
molecules in the Zn(tbip) framework. And for propane diffusion in the Zn(tbip)
framework, all the framework atoms vibrate near their equilibrium positions, only
the propane molecule jumps from one potential energy basin to an adjacent one. In
the hyper-MD simulations, the bias potential can only be applied to the diffusing
molecule and its neighbors while the lattice vibrations remain unmodified. This
approximation is a compromise. It is necessary to evaluate these small diffusion
coefficients and it has been widely used in studying of surface diffusion or intersti-
tial diffusion, and also thin-film growth [92–95], i.g., the diffusion of a 10-atom Ag
cluster on the Ag(111) surface at 300 K was reported by Voter [68].
Therefore, by using hyper-MD simulation with a bias potential which raises
the potential energy surface in basins where a normal MD simulation spends many
computation steps, it can be shown that the molecular dynamics of propane dif-
fusion in Zn(tbip) framework can be accelerated with a defined boost factor and
then the trajectory can find its way out of a potential energy basin that lead to
adjacent state, as shown in Figure 4.20b, so that the ensemble average properties
can be reached by this method.
Additionally, this method is not expensive in work for constructing bias po-
tential. For example, an MD simulation on our system of propane in Zn(tbip)
framework of 5238 atoms, c=1.2 molecules per unit cell, at T=298 K carried out
on 6 CPU parallel ran for 12 hours completed about 4.00 × 105 steps. Under
the same condition, a hyper-MD simulation completed at the same 12 hours with
about 3.85 × 105 steps, showing that the CPU time for each increased only by a
few percent. Thus the resulting computational overhead of using the hyper-MD
method with bias potential is negligible.
For all hyper-MD simulations, the system is firstly simulated under normal
conditions at the required temperatures and the average value for the system con-
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Figure 4.20: The projection of the trajectory on the z− axis of two propane
molecules obtained from; (a): conventional MD, and (b): hyper-MD simulation,
at 298 K at the concentration of 1.2 molecules per unit call where each channel of




















Figure 4.21: Mean square displacements obtained by using conventional MD at
high temperatures, and by using γ = 0.5 × 105 and 1.0 × 105 kJ/mol in hyper-
MD simulations for propane diffusion in Zn(tbip) with system configuration energy
Umin(~r) = 2.0053× 105kJ/mol at T= 298 K.
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Table 4.2: Self-diffusivities of propane in Zn(tbip) framework obtained by using
conventional MD and hyper-MD simulations.
concentration T γ BF Ds
(molecules/unit cell) (K) (105kJ/mol) (10−10m2s−1)
1.2 200 1.0 36.167 0.141
298 1.0 6.818 1.030
500 − − 4.371
800 − − 9.776
1000 − − 15.340
2.4 298 1.0 7.543 0.311
3.6 298 1.0 7.484 0.200
4.8 298 1.0 7.422 0.068
figuration energy is determined. As mentioned above, this average value is referred
to as Umin and is used to represent the minimum configuration energy. Then dif-
ferent values of Ebias, which gives the tunable parameter γ = Ebias − Umin, have
been tested in order to get a suitable boost factor, which reflected by the linearity,
or good statistic, of resulting mean square displacement, as shown in Figure 4.21.
And, according to [67], and also Eq.(2.112), we can calculate the self-diffusion










where BF is the average boost factor.
At high temperature, T= 500, 800 and 1000 K, we simulate propane diffusion
in Zn(tbip) framework by using normal MD method and calculate self-diffusion
coefficients directly from the mean square displacement, while at low temperature,
T= 298 and 200 K, we perform simulations by using hyper-MD method. The
self-diffusivities are shown in Figure 4.22 and Table 4.2. With the assumption
that good statistics will give the correct ensemble properties, the self-diffusivities
calculated using γ = 1.0 × 105 kJ/mol are used in the plot. However, with poor
statistics of the mean square displacement by using γ = 0.5 × 105 kJ/mol, the
calculated self-diffusivity is still consistent after sufficiently long runs.
Figure 4.22 shows the temperature dependent self-diffusivities of propane diffu-
sion in Zn(tbip) in the temperature range of 200-1000 K obtained from normal MD
and hyper-MD simulations in an Arrhenius presentation. Both normal MD and
hyper-MD values are in good agreement with one another which means they follow
the same straight line, confirming the validity of the hyper-MD method with bias
potential for propane diffusion in one-dimensional channel of Zn(tbip) framework
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or in other ward,




we find the activation energy, Ea, to be 9.53 kJ/mol, and the pre-exponential
factor, D0, to be 4.48×10−9 m2s−1. For comparison, Ea = 6.50 kJ/mol and D0 =
2.40× 10−9 m2s−1 for the self-diffusion of propane adsorbed in MOF type CuBTC
at pore filling factor about 25% in the temperature range of 193-373 K usig PFG
NMR have been reported by Wehring et al. [96], but no experment data of those



















Figure 4.22: Arrhenius plot of the self-diffusion coefficients for propane diffusion in
Zn(tbip) framework at c = 1.2 molecules per unit cell in the temperature range of
200-1000 K . The open circle and full circle are the normal MD values and hyper-
MD values, respectively. Least-square fitting line yields the activation energy Ea =
0.0988eV=9.53 kJ/mol, and the pre-exponential factor D0 = 4.48× 10−9 m2s−1 .
Motivated by our previous studies for the concentration dependence of self-
diffusion coefficients of guest molecules in Zn(tbip), and with the assumption that
the forces from the bias potential cannot significantly influence the dynamics of
framework atoms, we extend exploiting hyper-MD method to the study of the
concentration dependence of propane diffusion in this material. And therefore, the
self-diffusivities of propane at the concentration of 2.4, 3.6 and 4.8 molecules per
unit cell (there are 2, 3, and 4 propane molecules, respectively, accommodated in
each channel Zn(bip) framework) have been investigated at 298 K.
























Figure 4.23: Mean square displacements at different concentrations of propane
























concentration, c / molecules per unit cell
Propane in Zn(tbip); 298 K 
Figure 4.24: The self-diffusion coefficients at different concentrations of propane
in Zn(tbip) at T= 298 K obtained from hyper-MD simulations using γ = 1.0 ×
105kJ/mol.
In order to achieve comparable self-diffusivity of propane diffusion in Zn(tbip)
with different concentrations, the same value of γ = 1.0×105kJ/mol has been used
in the hyper-MD simulation for all studied concentrations. And from this boosting
parameter, we obtain the mean square displacement as shown in Figure 4.23. The
resulting self-diffusivities estimated further from the mean square displacement are
shown in Figure 4.23, showing a decrease monotonically with increasing concen-
tration. This result is in agreement with the experimental observations [23,24].
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However, our simulated self-diffusivities are by about one order of magnitude
larger than that of the experimental values in the same studied concentration range.
This different order, however, is the same as the different order of the simulated
self-diffusivities for ethane diffusion in Zn(tbip) compared with the experimental
values [86], where the same force field parameters of Zn(tbip) framework have been
used.
To gain insight into molecular diffusion mechanism, the molecular positions of
propane have been monitored, showing an interesting behaviors of propane diffu-
sion in the channel of Zn(tbip). Figure 4.25 shows the trajectories of 4 propane in a
channel of Zn(tbip), i.e. at c = 4.8 molecules per unit cell, during the normal MD
and the hyper-MD simulations at 298 K. From Figure 4.25b and c, it can be ob-
served that even though the size of the one-dimensional channel of MOF Zn(tbip)
is comparable with the size of propane, the propane molecules are able to pass
each other in the channel space, as shown in Figure 4.25b two trajectories (black
and blue trajectoties) are able to pass each other to exchange their sites. And in
Figure 4.25c, it can also seen that the propane molecules not only are able to pass
each other it also has the possibility to make triple jumps (see green trajectory) in
the channel in order to get into an empty site. Such an observed kinetic behavior
is a typical behavior for one-dimensional channel systems.
Interestingly, this behavior has been found in the tracer-exchange experiments
by Heinke et al. [23]. Using Maxwell-Stefan (M-S), transport and self-diffusivity
of propane in MOF Zn(tbip) determined from the experiment data, they also
estimated the probability that two propane molecules may pass each other and
the exchange coefficient. And, the estimated probability of about 7%, and the
Dexchange value of about 3.7× 10−14 m2 s−1 have been reported [97].
Moreover, the monitored trajectories clearly indicates that in each segment
of Zn(tbip) framework more than one molecule of propane is impossible to be
occupied. This is also consistent with the experimental finding [23] according to
which the equilibrium concentrations of propane are found to follow a sigle-site-
Langmuir isotherm with a maximum concentration of one molecule per segment.
Therefore, exchange between adjacent molecules in a channel is greatly hindered.
And, since such mutual hindrance is the governing process of self-diffusion, the
self-diffusion coefficients decrease with increasing concentration as to be expected
and shown in Figure 4.24
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Figure 4.25: The projection of the trajectory on the z− axis of 4 propane molecules
in a channel of Zn(tbip) obtained from normal MD (a) and hyper-MD (b) and (c),
using γ = 1.0× 105kJ/mol and γ = 1.3× 105kJ/mol, at 298 K.
Chapter 5
Conclusion
In this study, it has been found that the framework flexibility has a significant
influence on the adsorption and diffusion behavior of ethane in Zn(tbip). It allows
the intermolecular repulsion between ethane molecules to extend the space at the
window regions available for hopping. This results in the decrease of the free energy
barrier for the intersegment hops and, hence, the self-diffusivity increases with
increasing concentration. Only at very high densities the mutual hindrance leads
to the decrease of Ds with increasing concentration as to be expected. Contrary,
the mutual hindrance with increasing concentration of guest molecules is dominant
over the whole range of concentrations for simulations with rigid lattice.
The investigations for Zn(tbip) have been extended to investigate diffusion of
three equimolar binary mixtures of CO2/ethane, methane/ethane and CO2/methanol,
as well as their pure component diffusion. The surprising effect found for ethane
does not appear for CO2, methane, and methanol, but is connected with the special
properies of the ethane molecule.
Methane is a smaller molecule than ethane, thus the methane self-diffusivities
are larger than for ethane. With increasing concentration, methane molecules
are preferably located in the leaf site. And therefore the methane self-diffusivity
decreases only monotonically.
CO2 is a polar and more slender molecule than ethane, thus the CO2 self-
diffusivities are larger than those of ethane. An increase in the CO2 self-diffusivity
is not observed.
Methanol is also a polar molecule with a slightly smaller molecular size com-
pared to ethane, thus the methanol self-diffusivities are larger than for ethane.
When the concentration increases, methanol molecules are preferably adsorbed and
sticking together at the leaf sites, and therefore an increase in its self-diffusivity is
also not observed.
In mixtures, the self-diffusivities of all diffusing molecules calculated at different
total concentrations show that the faster diffusing molecules accelerate the slower
diffusing molecules whereas, in turn, the slower molecules act to slow down the
faster molecules through the channel of the Zn(tbip) framework.
The diffusion selectivities for methane/ethane, CO2/ethane and CO2/methanol
give values in the range of 1–12, but they show different trends. For methane/ethane
and CO2/ethane mixtures, the diffusion selectivities have high values at seem-
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ingly low loadings, but high values were found at high loadings in the case of
CO2/methanol mixture. This is indicating that Zn(tbip) may be a useful material
for separating methane/ethane and CO2/ethane mixtures at low concentrations,
and CO2/methanol mixtures at high concentrations.
Finally, we have investigated the temperature and concentration dependence
of the self-diffusivity of the propane diffusion in Zn(tbip) using hyper-MD with
bias potential method. Using this method, a bias potential is used to raise the
potential energy basin, so that the dynamics is accelerated and then the satisfactory
statistical accuracy can be reached. From the simulated temperature dependent
self-diffusion coefficients, the activation energy and the pre-exponential factor can
be estimated to be 9.53 kJ/mol and 4.48 × 10−9m2s−1, respectively. Agreeing
with experiment, a detailed analysis of the molecular position reveal that the
propane molecules are able to pass each other, and make the jump, to exchange
its site in the channels. Since each segment can be occupied by only one propane
molecule, the exchange between adjacent molecules in a channel is greatly hindered.
Consequently, the propane self-diffusivity decreases with increasing concentration.
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f Gas phase fugacity
Γ Thermodynamic factor
Θ Fractional occupancy
D Maxwell-Stefan diffusion coefficient
Ds Self-diffusion coefficient
Utotal Total potential energy
Ubond Bond-stretching potential energy
Uangle Angle-bending potential energy
Utorsion Torsion potential energy
Uimproper Improper torsion potential energy
UCoul Coulomb potential energy
UVDW Van der Waals potential energy




qi Partial charge of atom i
qj Partial charge of atom j
~fi Force acting on atom i
U(~r) Potential energy
~ri Position vector of atom i
mi Mass of atom i
~ai Acceleration of atom i





~n Cell coordinate vector
α Ewald splitting parameter
N Number of atom
U r Real space contribution energy
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〈A〉ensemble Ensemble average value of property A
〈A〉time Time average of property A
Ei Total energy in quantum state i
ρ Probability density
~p Momentum
τ Average residence time
J Flux density
Dt Transport diffusion coefficient
g(r) Radial distribution function
Fext External force
B Mobility
Dc Maxwell–Stefan diffusion coefficient
P (r, t) Propagator
∆ Laplace operator
(kads) Material rate constants for absorption




F (r) Helmholtz free energy
δ(x) Delta function
g(r) Radial distribution function
n(r) Local density
n System density






~fbi Atomic forces in the biased system
∆tb Boosted time step
∆tMD MD time step
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