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ABSTRACT 
Results on the block structure of tactical decompositions are given for uniform 
normal multiplicative designs. Emphasis is placed on the case with three replications. 
Reducible uniform normal designs are shown to be degenerate. 
1. INTRODUCTION 
A multiplicative design as defined by Ryser [9] is a family of n subsets of 
an n-set whose (0,l) incidence matrix A satisfies 
A’A=D+c&, (1.1) 
where a=(a,,..., u,,)~ is a positive real vector and D = diag(k, - af, .. . , k, 
- as) with ki denoting the ith column sum of A. These designs are 
generalizations of X-designs where oi = Xi/’ for all i, and these in turn are 
generalizations of (v, k, A) designs where D is also required to be a scalar 
matrix. 
A multiplicative design is called normal if some incidence matrix is 
normal. Normality in a design is essentially equivalent to the dual whose 
incidence matrix is A’ being a design with the same properties. The relation- 
ships between designs and their duals have been studied in a number of 
contexts. In (v, k, A) designs the requirement that (Y be a constant vector and 
that D = dI force the designs to be normal [7]. For Adesigns with A > 1 
Patenaude has shown that normality is impossible and the dual cannot even 
be a multiplicative design [8]. Also, in [2], Bhagwandas and Bridges generalize 
a result of Bose [3] by linking normality with duality for weakly group 
divisible designs, structures very similar in concept to multiplicative designs 
with a less tightly structured matrix in place of c& in (1.1). 
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A uniform design is one in which D is scalar. Ryser describes duals for 
uniform designs in [9]. When (Y is not constant and the design is normal but 
not uniform, the possible designs have been completely classified [5] and are 
borderings of certain (0, k, A) designs and Hadamard matrices. This same 
paper by Bridges and Mena gives a class of examples based on projective 
planes and Hadamard matrices for the case where Q: is not constant and the 
design is uniform but not normal; however, it is not known if this is the only 
class of such designs. 
This leaves the case of uniform normal multiplicative designs where (Y is 
not constant. Here (1.1) becomes 
A’A = AAt = dI + cm’. (1.2) 
The row and column sums are given by ki = 1; = d + a;. The number of 
distinct row sums is naturally the same as the number of distinct components 
in (Y and is the number of different replications in the design. The case with 
two replications has been studied by Bridges and Mena, and much structure 
and a number of examples are known [6]. Bridges and Mena have also found 
three designs with three replications each [4]. The two more interesting 
examples are derived from the (45,12,3) and (96,20,4) designs of Ahrens and 
Szekeres [l] by manipulations of their block structures followed by a simple 
bordering produced by introducing one new element and subset. 
In this paper we concentrate on uniform normal designs having multiple 
replications, with emphasis on the case of three replications. The primary line 
of inquiry is into the block structure of these designs. It is seen that when 
there are exactly three distinct replications the design has a natural tactical 
decomposition, i.e. a partition into blocks each of whose row and column 
sums are constants. This same result has been proven for the case of two 
replications by Bridges and Mena [6]. The tactical decomposition that is used 
is the adecomposition where A is divided into blocks corresponding to the 
blocks which naturally occur in cxly’ when (Y is arranged so that the repetitions 
of each component occur consecutively in a block. We will see that when this 
cudecomposition is tactical regardless of the number of replications, then the 
pattern of row sums for the blocks is symmetric if and only if the blocks are 
all square and the row sum pattern for the blocks is the transpose of the 
column sum pattern. Feasible parameter sets for four such designs with three 
replications are given. In the smallest of these possible designs A would be 
81 x 81. 
Finally, reducible designs are those for which some incidence matrix A is 
reducible. Bridges and Mena [5] have shown that all reducible multiplicative 
designs are built from two primary blocks which are the incidence matrices of 
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a ( v, k, A) design and a X-design where )l= (k - A)/ A. Here we see that 
this implies that reducible uniform normal designs all have incidence matrices 
which are direct sums of an identity matrix with another uniform normal 
design. So reducible uniform normal designs are degenerate, since CY will have 
a block of zeros. Two families of such reducible examples are given. 
2. PRELIMINARIES 
For any multiplicative design it is not difficult to use the fact that D + (Y(Y’ 
is integral to show that D is rational and that (Y lies in a quadratic extension 
of the rational field. When the design is uniform it follows that D = dl where 
d is an integer, and that each CY~ = &m’/2 where pi and m are also integers. 
Uniformity will be assumed from here on. 
Let 
,u = (d + ~a)~‘~. (2.1) 
It is easily seen that (Y is an eigenvector of dl + acxt for the eigenvalue p2. 
The remaining R - 1 eigenvalues of dZ + act’ all equal d. Now for a real 
normal matrix A, x is an eigenvector with respect to X, Ax = XX, if and only 
if A’x =Xx. So AA’x = lX12x and IX12 is p2 or d. Thus for some X with 
1X I2 = p2, Aa = Xa. But since A and (Y are nonnegative and real, we have 
X=p and 
A~.K = A’a = pa. (2.2) 
From (1.2) we have 
(2.3) 
where 1 denotes the column vector of all ones, and R denotes the row and 
column sum vectors. Multiplying (1.2) by 1 gives 
AR=A’R=dl+(a.l)cu. (2.4) 
Using (2.2) to see that (A’l).ol = 1’Acy = 1’~” shows that 
R.cY=/J(cY.~). (2.5) 
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Combining this and (2.3) gives 
&B 
p=d+Ca,’ (2.6) 
where these and all sums in this section are over the set i E { 1,. . . , n }. 
At this point d, p, and R can all be directly calculated from the 
components of (Y. Equations (2.1) and (2.6) can be squared and combined to 
yield 
Similarly, 
l/2 
(2.7) 
From (2.3) it is clear that ri = d + a”. 
The determinant of A can also be computed at this point and has several 
significant consequences. 
LEMMA 2.1. Let A carry a uniform multiplicative design. Then: 
(i) det A = f p d(“-l)/‘. 
(ii) Zf n is even, then d is a perfect square. 
(iii) p is an integer. 
(iv) 1 + 451: - 4Caj3/Cai is an odd square. 
Proof. From previous observations on the eigenvalues of AA’, (det A)’ 
= ,a&-‘. Now (i) follows immediately. Both (ii) and (iii) are consequences of 
(i), since det A is integral. Finally (iv) follows from (iii) and (2.8). n 
Finally, let W be the vector space spanned by 1, (Y, and R, W = (1, (Y, R). 
Clearly dimW = 1 is equivalent to 1y being a constant vector, in which case 
the design is a symmetric block design. Bridges and Mena [6] have shown that 
dimW = 2 is equivalent to there being exactly two distinct components in (Y. 
Their paper investigates the structure in this case and gives some construc- 
tions and feasible parameter sets. This paper contains some results on the 
design structure when dimW = 3. 
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One immediate result is that both f d1/2 are in the spectrum of A. This 
is because 
Cu.1 
X,=R+el+Ba 
is an eigenvalue of A corresponding to 0 = 5 d ‘I2 and X, # 0, since 1, (Y, 
and R are independent. 
3. TACTICAL DECOMPOSITIONS 
Applying a permutation P to (Y changes the incidence matrix of the 
design from A to PAP’ but does not alter the properties of the design. Thus 
the components of (Y may be arranged in any convenient order. It will be 
assumed that cx has k distinct components, (or,... , ak, and that oi occurs e, 
times. Furthermore it will be assumed that all of the oi entries occur at the 
beginning of a, etc. Vector R is labeled analogously. This leads to a natural 
partitioning of A into blocks Ai j of size e, X ej. This is the a-decomposition 
of A. It is a tactical decomposition if each Aij has constant row and column 
sums, rij and k,,. 
For example, consider 
15 15 1 
A= I, (J-Z)5 : 
[ 1 1 . . . i 
This is the incidence matrix of a uniform normal design with k = 3, d = 2, 
and LY = (1, 1, 1, 1,1,2,2,2,2,2,3)‘. Clearly A is presented in the block form of 
its cudecomposition, and it is a tactical decomposition. The major blocks must 
be 5 x 5, because if they are n x n then 
i 
In 2Jn 3 
AAf=2Z+ 2J, (n-l)], n+l . 
3 n+l 2n-1 I 
This implies that (pi = 1, 0~~ = 2, (us = 3, and n = 5. 
A more interesting example is given in [4]. It is based on the (45,12,3) 
design of Ahrens and Szekeres [l]. This design has a nice block form. Certain 
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of the blocks are interchanged and complemented. Then, using graph 
terminology, one new vertex is added and joined to all of the other vertices. 
The result is a uniform normal design with or = 6, ~ys = 4, (~a = 2, and d = 9. 
The same paper of Bridges and Mena takes the (96,20,4) design, which is also 
from [l], and performs a more intricate transformation which also ends with 
one new vertex to produce a third example of a uniform normal design, this 
time with or = 4(5)‘12, a2 = 5112, (~a = 3(5)‘12. 
Bridges and Mena [6] have shown that the cudecomposition is always 
tactical when dimW = 2. The following theorem shows that this is also true 
when dimW = 3 and k = 3. Thus the two preceding examples, which are 
derived from (u, k, A) designs, also have tactical (Y decompositions. 
THEOREM 3.1. The adecomposition of A is tactical when k = 3. 
Proof. Let x, y, and z be the row sums of row j of blocks A,r, Ai2, and 
Ai3, and x’, y’, and z’ be the sums for row j’ in each block. Since Al = R 
[Equation (2.3)], x + y + z =x’+ y’+ z’= r,. So (x - x’)+(y - y’)+(z - z’) 
= 0. Similarly, Equations (2.2) and (2.4) lead to equations which can be 
combined as 
[; i il[i;]=[:]. 
Now dimW = 3, since k > 2. Thus the rows of this coefficient matrix are 
independent, and the only solution is trivial. Hence each Aij has constant 
row sums ri j, and by duality the column sums k i j are also constant. n 
When the cYdecomposition is tactical, let .4? = [r, j], Y = [kij], and 
E = diag(e,, . . . , ek). Clearly rii = kii, 1~ i < k, since Aii is square. More 
generally, E.C% = YE, since the number of ones in Ai j is e,r, j = ejki j. The 
next theorem gives another relationship between .G.@ and 2. 
THEOREM 3.2. lf k = 3 or if k = 4 and the adecomposition of A is 
tactical, then .G%? = T’. 
Proof. Let k = 3. Then the crdecomposition is tactical. Using (2.3), 
(2.2), and rii = kji on the first row of blocks gives 
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Now (Y* + (Ye, so r12 = k,, and r13 = k,,. Analogous arguments or simple 
counting finish this case. 
Now assume that k = 4 and that the odecomposition is tactical. Thus 
dimW= 3 and 
[ 
1 1 1 1 
a1 a2 a3 a4 
Tl r2 r3 r4 1 
has rank 3. There is a column which can be deleted, leaving an invertible 
submatrix. Without loss of generality, assume it is column 1. As before, 
Equations (2.3), (2.2), and (2.4) lead to the system 
Since the coefficient matrix is invertible, rij = k jl for 16 j < 4. Now ejklj = 
e,rlj = e,kjl = e.r. ) II. So klj = rjl for 1 < j < 4. Similar arguments complete 
the proof. n 
Since ri j = k i j if A i j is square, the following corollary follows immediately 
from Theorem 3.2. 
COROLLARY 3.3. Zf k < 4, E = eZ, and the adecomposition of A is 
tactical, then 92 = L%?~. 
When k >, 3 and the cxdecomposition of A is tactical, three of the 
eigenvalues of W are p and * d ‘j2. To see this, note that (Y and X0, 
8 = f d ‘12, are in block form and are eigenvectors of A. Shortening these to 
one entry per block produces eigenvectors of 9%’ with respect to the same 
eigenvalues. Call these vectors y and Ye, 8 = k d ‘12. Furthermore the 
procedure can be reversed and any eigenvector of .9 can be lengthened to an 
eigenvector of A for the same eigenvalue. So any additional eigenvalues of 9 
have modulus d 1/2. By normality, A and A’ share identical eigenvalues and 
eigenvectors, and this forces 9 and y’ to share eigenvalues and vectors as 
well. This leads to a partial converse of Corollary 3.3. 
THEOREM 3.4. Zf the adecomposition of A is tactical and 93 = Bt, then 
E=eZand .%‘=T. 
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Proof. As noted, .%‘y = ~_ly = ,Xry and EL%’ = XE. So p(Ey) = EX’y 
= WtEy = W(Ey). Now p has multiplicity one for A, so it has geometric 
multiplicity one for 6%‘. Since py = Wy, E = el. With square blocks, 9 = Y 
follows directly. n 
The only reason Corollary 3.3 was limited to k < 4 was so that Theorem 
3.2 could be used to say that 9 = Z’. If this is added to the hypothesis of 
Corollary 3.3, that corollary and Theorem 3.4 can be combined into the 
following statement. 
COROLLARY 3.5. Assuming that the adecomposition of A is tactical, 
then 9 = 9’ if and only if E = el and 9 = X’. 
4. PARAMETERS 
When the a-decomposition of A is tactical, there are an abundance of 
parameters describing the design. They are naturally interrelated in many 
ways, some of which are given in the following. 
THEOREM 4.1. lf the adecomposition of A is tactical, then 
(i) paj = Crjiai = Ckijai, 
(ii) d + aj(a~l)=~rjiri =Xkijri, 
(iii) rj = 1 +(cYjZeini - Crji$)/d, 
(iv) d + ej$ = Crijkij = Crjikjir 
1~ j < k, where these and all sums in this section are over the set i E 
{l,..., k}. 
Proof. The first two are straightforward from Equations (2.2) and (2.4). 
The third one comes from combining Equations (2.3) and (2.4) as dl + 
( LY. 1)cx = dA1 + A(aF,. . . , cxi)’ = dR + A(arT,. . . , af)‘. Part (iv) comes from 
the blocks on the diagonal of (1.2). First note that AijJjk = rijJik and 
(Aji)tJjk = kjiJik> where Jij denotes the ei X ej matrix of all ones. Now 
multiply (1.2) on the right by the direct sum of Iii,. . . , Jkk. The entries on the 
diagonal give (iv). 1 
When also 9 = at, then Theorem 3.4 allows equations such as the 
preceding to be streamlined. In particular, Theorem 4.l(iv) becomes a nice 
statement. 
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COROLLARY 4.2. When the adecomposition of A is tactical and 23’ = L%“‘, 
then d + ei$ = CT,;, 1~ j 6 k. 
It is with equations such as these and others as in Lemma 2.1 and 
Equations (2.7) and (2.8) the programs can be constructed to search for 
feasible parameter sets. In the case where k = 3 there are six basic parame- 
ters, aI, az, aa, e,, e2, and e3, which determine the rest. Section 2 showed 
how R, p, and d can be computed. To see how 9 can also be calculated 
consider parts (i) and (ii) of Theorem 4.1. Using vectors as the columns of 
matrices, we can write .%‘[l (Y R] = [R pa dl+(a.l)a]. Since [l (Y R] is 
nonsingular, 9 is determined. Then the necessary interrelations can be tested 
to see if the parameter set is feasible. 
In [6] over a third of the designs with k = 2 had E = eI, so it seemed 
reasonable to also make that assumption here, since it reduces the number of 
basic parameters by two. So with k = 3 and E = eZ the computer results are 
as follows. There are no designs with 1 < m < 50 and e < 3333. When m = 1, 
e 4 100,000, and czi < 144 there are four feasible parameter sets as given in 
Table 1. In all four cases cxi, a2, and CY~ are consecutive. With this 
assumption added to the program all remaining possibilities with m = 1 and 
e < 100,000 were checked without yielding any further sets. 
The most striking result is the scarcity of parameter sets. When k = 2 they 
are quite abundant. It is also intriguing that c~i, (Ye, and (~a are consecutive 
integers in each set that was discovered, and each d is prime. The structure of 
99 is also consistent, and it can be shown that part of this structure is 
equivalent to (pi, cxz, and a3 forming an arithmetic progression. 
TABLE 1 
FEASIBLEP ~uhmmm SETS 
&I a2 a3 e d P 92 
10 9 9 
3 4 5 27 19 37 [ 9 
9 17 
 17 18 1 
5 6 7 43 31 69 
955 954 1024 
38 39 40 1987 1489 3012 
954 1024 1032 
1024 1032 1033 1 2295 2294 2304 
58 59 60 4707 3529 7012 
2294 2304 2412 
2304 2412 2413 1 
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LEMMA 4.3. If k = 3 and E = el, then r13 = r,, = rsl if and only if 
a2 - a1 = a3 - CQ. 
Proof. By Corollary 3.3 it suffices to show that r13 = rzz. Since the 
eigenvalues of 9 are ~1 and k d ‘I’, tr.9 = p. Let a = r12 + r13 + rz3, and let 
all sums be over i E { 1,. . . , k }. By (2.7), (2.8), and (2.3) we have d + 
Caf/Cai = Xrii = 3d +&IX; - 2a. So 2d - 2a = ~c$/~ai - &I;. Now r13 = 
r,, if and only if a = r12 + rzz + r, = r, = d + ai. And this is equivalent to 
_2a2=2d-2a=Cn:-&! 
2 
Lx; *. 
After multiplying by Cai, this simplifies to 
Unfortunately this is the only progress that has been made as of this 
writing in verifying the relationships suggested by the parameter sets in Table 
1. Any proofs, if they exist, of the other observations based on these 
parameter sets must use the fact that E = eZ here. The few known examples 
when E f eZ show that d is not always prime and the components of (Y are 
not always consecutive integers. But before leaving the case where E = eZ, 
note that the smallest design indicated by Table 1 would have an 81 X 81 
incidence matrix. So far, attempts to construct this design have been unsuc- 
cessful and the others in the table have not been attempted. 
5. REDUCIBLE DESIGNS 
There are several known examples of designs with k = 3 which do not 
have all square blocks in the cudecomposition. These include two simple 
families of reducible designs. A design is reducible if some incidence matrix is 
reducible, and it is degenerate if any of the components of OL are zero. 
Reducible uniform normal multiplicative designs are all degenerate and have 
especially simple incidence matrices. 
THEOREM 5.1. Every reducible unifm normal design is carried by an 
incidence matrix which is a direct sum of an identity matrix and the 
incidence matrix of a uniform nmmal design with d = 1. 
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Proof. In [5] it was shown that nondegenerate reducible uniform designs 
must be of the form 
A= 
A, J 
[ 1 0 *a 
where A, is a (v, k, h) design and A, is a h’-design. Now A, is normal, so A 
cannot be normal. So a uniform design which is both normal and reducible 
must be degenerate, and we may let (Y, = 0. The incidence matrix is the 
direct sum of A, and A,, where A,A’i = A’iA, = dI. Since A, is a (0,l) 
matrix, this implies that d = 1 and A, is a permutation matrix. Without loss 
of generality, A, = I. n 
There are at least two simple families of degenerate reducible designs with 
k = 3. They are based on two examples of uniform normal designs with k = 2 
and d = 1 given in [6]. The incidence matrix of either example may be 
combined in a direct sum with an identity matrix of any order to form a 
simple class of degenerate reducible designs with k = 3. Both of the k = 2 
designs are isolated cases which do not themselves belong to families of 
designs. 
One example is I, bordered by a fifth row and column of ones, 
1 
1 
A= i 1, I 1 . 1 1 1 1 1 1 
If I, is replaced by I,,, we have 
AA’=z,+i+ 
I” : 
2 
2 . . . 2 fl 
Hence c~i = 1 and oy2 = 2, forcing n = 4. 
The second example is given by 
116 
where each block is n X n. Here 
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AA’=Z+ 
[ 
(n-2)J (n-l>./ 
(rz-1)1 1 2(n-l)J * 
So (Y, = (n - 2)l/‘, (Ye = [2(n - 1)]‘/2, n >, 2, and cx1a2 = [2(n - l)(n - 
211 l/2 = 12 - 1. The only solution is n = 3. 
6. CONCLUSION 
There is much work still to be done on uniform normal designs with three 
or more replications. The parameter sets in Table 1 suggest possible structure 
theorems. Naturally the construction of examples would be of great interest. 
However, there can be no small designs when k = 3 and E = eZ, so construc- 
tions may be difficult despite the information on the block structure of the 
tactical decompositions. In spite of the greater number of parameters to be 
dealt with, the case of E # eZ should be investigated. There are, after all, 
three known examples in this case, one of which is of a very reasonable size. 
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