Abstract. We propose a method to manage transmission power in nodes belonging to a wireless sensor network (WSN). The scenario contemplates uncoordinated communications using impulse radio ultra wideband (IR-UWB). Transmission power is controlled according to the statistical nature of the multiple access interference (MAI) produced by the nodes in the close vicinity of the communicating nodes. The statistical nature of the MAI is a function of the node population density within the area of coverage of the WSN. We show that when the node population density is high enough transmission power savings are possible.
Introduction.
Wireless ad hoc networks (WAHN) are flexible networks for which there is no need of a central coordinator and for which the numbers of nodes and the topology of the network are not predetermined. A WSN is a type of WAHN composed of nodes with sensing capability. There are important differences between WSN and WAHN [1] . WSAN have a larger number of nodes and are deployed in close proximity to the phenomena under study, the nodes mainly use a broadcast communication paradigm and the topology of the network can change constantly due, for example, to nodes prone to fail (usully nodes have limited power, computational capabilities and memory).
The UWB is an indoor communication technique currently under intense research activity [2] due to many attributes, 1 including its robustness against multipath conditions, its high capacity in a multiple access environment, the capability to achieve high transmission rates using a low amount of power, and, for pulse based UWB, the possibility of operating using a carrier-less modulation.
In particular, IR UWB [4] uses communications signals composed of ultra short pulses, and multiple access is achieved providing nodes with different spreading codes. The IR-UWB has been proposed for WAHN [5] . The many desirable characteristics of IR-UWB can be used in WAHN and WSN for simultaneous communication, ranging and positioning [6] .
In this work we propose a method to manage the transmission power of a transmitting node. Communication signals use binary pulse position modulated (PPM) for data modulation and time hopping (TH) for code modulation. Spread spectrum multiple access (SSMA) is achieved using different TH codes for different users. We consider a WSN where the nodes know the spreading codes of their close neighbors, and the nodes communicate with the other nodes broadcasting messages. There can be some coordination between the nodes, e.g., they know the spreading codes of their close neighbors, and they can estimate roughly how many nodes are within their own neighborhood, but transmission are uncoordinated, e.g. with asynchronous transmission times and no power control.
Multiple nodes broadcasting their messages will generate MAI to other nodes, and this MAI will degrade the performance of the communication links. To preserve battery life, transmission power is controlled according to the statistical nature of the MAI produced by the nodes in the close vicinity of the communicating nodes. The statistical nature of the MAI is a function of the node population density within the area of operation of the WSN. We show that when the node population density is high enough transmission power savings are possible.
MAI statistical nature and its impact on performance
Consider a system with k = 1, 2, 3, . . . , N u nodes, and that nodes 2, 3, . . . , N u are simultaneously broadcasting to other nodes. In particular, suppose that node 2 is attempting to transmit to node 1, while the others N u − 2 nodes are broadcasting in the vicinity of node 1. Lets denote the received signal power at node 1 as (Q k,1 )
2 P k , k = 2, 4, . . . , N u , where P k is the transmitted power of node k and (Q k,1 )
2 is a factor (that can be random) reflecting the attenuation from transmitter k to receiver 1. If we ignore the effects of the noise, the signal-tointerference-ratio (SIR) at the input of node one's correlation receiver is
The statistical nature of the MAI at the output of the correlation receiver depends on the numbers of nodes N u − 2 producing it and also on the signal structure. In our case we consider binary TH-PPM signals
where T f is the frame time, T c is the code time shift, and T d is the data time shift. The c m/Ns is the data of user k that can be 0 or 1 and changes every N s hops (see fig. 1 ). Note that the data symbol changes every N s frames, therefore the symbol duration is N s T f and the bit rate is R = We consider two forms of pulse shape, with pulse parameters shown in table 1. The first is the second derivative of a Gaussian pulse
for −T w /2 ≤ t ≤ T w /2, where t n = 0.2877 ns is a parameter that determine the pulse duration T w 0.7 ns. The second pulse shape is based on a gated sine wave
for −T w /2 ≤ t ≤ T w /2, T w = 2.0 ns, where Q = 10 is a positive integer, resulting in a signal spectrum centered at Q Tw = 5 GHz. For the signals in (2) the SIR at the output of the correlator can be written [7] [8]
where A 2,1 and C k,1 are normalized autocorrelation and cross correlation factors. The A 2,1 is produced by the desired signal and the C k,1 by the interference. Given a pulse shape, the parameters mainly determining the MAI statistical nature are the number of pulses per symbol N s , and the frame time between pulse transmissions T f . It has been verified that under certain conditions (e.g. if N s is large enough), an increase of N u will cause the statistical nature of the MAI to tend to Gaussianity [9] . However, when those conditions are not met, the MAI will have a probability density function that in general has thicker tails than the Gaussian distribution [10] , producing a higher bit error rate (BER) than the Gaussian MAI, for the same SIR value. Fig. 2 shows the difference in performance between a MAI that is not Gaussian (proposal approximation (PA)) and a MAI that is Gaussian (Gaussian approximation (GA)). Notice that as N u is increased the BER is degraded since the SIR in (5) decreases. Also notice that as N u is increased the PA tends to behave like the GA [9] [11] due to the central limit theorem in probability [12] . Fig. 2 verifies that BER for PA is higher than for GA, and shows the SIR gap between PA and GA. 3 Using the MAI statistical nature to control transmission power
Each component of the MAI at the output of the correlation receiver is a random variable (r.v.) that depends on other r.v.'s such as the transmissions delays, the spreading codes, the users data, and the channel statistics. The MAI can be written as [7] [8]
where λ
and τ k , R(·) are cross correlation terms, τ k are random transmission delays, and Φ is a r.v. that depends on the transmission delays. We notice that the r.v.'s [c
m ] for distinct values of m are conditionally independent, given the value of the time shift parameter Φ. We also notice that the r.v.'s α (k) for distinct values of k are conditionally independent, given the code {c (1) m } of user one. Given the signal structure in (2) and the channel conditions, the statistical nature of the MAI in (6) is a function of the node population density within the area of coverage of the WSN.
We now use the data in fig. 2 to illustrate how transmission power savings are possible when the node population density is high enough. Let's look at the results for SIR=12.4 dB. If MAI satisfy the GA the BER is about 10 −7 , but if MAI satisfy the PA then BER is about 10 −3 . Let's say we have a target BER of 10 −3 . If we are operating in the so called PA regime, a SIR=12.4 dB is just enough, but if we are operating in the so called GA regime, a lower SIR would be fine.
This means transmitter node 2 could reduce its power transmission and still satisfy the target BER. Hence, if node 2 somehow knows that the GA regime applies, it will proceed to reduce its transmission power. To determine if the GA regime can be applied or not, it would need to know how many nodes are in its own vicinity, i.e., it would need to know the node population density in its neighborhood.
The GA regime is reasonable for SSMA systems with both low per-user data rate and a large number of users. Since WSN transmit at low bit rate and are usually densely populated, transmission power could be controlled according the statistical nature of the MAI produced by the nodes in the close vicinity of the target node.
We now proceed to investigate what would be the critical number of nodes in the vicinity from which the GA regime can be applied.
Determining the number of nodes to apply the GA regime
To study how the domain of validity of the GA regime changes we consider 3 scenarios: An ideal propagation channel with perfect and imperfect power control, 3 as well as a multipath channel with "perfect average" power control. In our method we fix certain signal design parameters (e.g. pulse shape and duration, pulse position and frame time T f ), and find for which pairs (N s ,N u ) the Gaussian assumption can be considered valid using an entropy test to determine Gaussianity.
Gaussianity Test.
In this section we describe a procedure to determine the Gaussianity of a sample α of MAI. More specifically, we collect a sample α in (6) and calculate an entropy function which is then compared with the entropy of a Gaussian r.v.
Let's consider the following hypothesis testing
where α is assumed to have zero-mean and variance σ 2 , and N (·) is the normal distribution. H 1 say's that the distribution of α is not Gaussian. By exploiting the fundamental fact that a r.v. has maximum differential entropy if and only if its Gaussian distributed [13] , the following equivalent hypothesis testing problem can be established:
where e is the base of ln(·). An elaboration of hypothesis testing in (8) by [14] gives
where
is a normalized Gaussianity index, and where
To establish the Gaussianity test a critical value K * is proposed so that when K nm ≥ K * , with certain probability, we accept that α is a Gaussian r.v. For this purpose we use K * = 3.35 that has a 95% confidence level for n = 50 and m = 5, and was originally proposed in [14] . With these assumptions we can rewrite the final hypothesis testing problem as
For a given p(t) and T f , we can use this test to define the Gaussian regime as the set of all pair of points (N s , N u ) such that the normality index K n,m ≥ K * .
5 Simulation results. 
scenarios

Calculation of normality index
Samples of the r.v. α were generated using Matlab. The α in (6) can be seen as a double sum of i.i.d r.v.'s containing terms R(·).
Next we evaluate the normality index K n,m to obtain the region where α is considered a Gaussian r.v., i.e., K 50,5 ≥ 3.35. The boundary of the Gaussianity region is determined by those (N s , N u ) where the entropy test is satisfied.
We simulate several cases considering a large amount of permutations of (N s , N u ) . Since the entropy estimator is itself a r.v., the random boundary is actually a region determined by many random realizations. To study the boundary with a fixed T f value we generate 100 of such realizations. To study boundary changes for different T f we smooth the plots by averaging over 10 of such realizations. Fig. 4 shows how the boundary changes for different T f using the Gaussian pulse in (3). Comparing our results with previous works, we found a good match. For example, fig. 2 (a) in [11] shows that for N s = 8 and T f = 150ns about N u = 50 users are needed to be in the Gaussian region, a number that agrees with results in fig. 4 . As another example, propositions 6 and 7 in [9] shows that for a fixed N s the larger T f is the larger N u should be to reach Gaussianity, a situation that agrees with results in fig. 4 . Fig. 5 shows the range of pairs (N s , N u ) defining the random boundary using the pulsed sinusoid. We notice that there is an asymmetry on the range of values for N s and N u needed to reach Gaussianity. On one hand, it is observed that for low N s we need a large N u to reach Gaussianity. This can be explained by recalling that α (k) for k = 3, 4, . . . , N u are dependant r.v.'s trough user one's code {c (1) m }. On the other hand, it is observed that N u reaches a sort of minimum floor as N s is increased. This can be explained recalling that λ 
Ideal propagation with perfect power control
Ideal propagation with imperfect power control
Results for this case also show that the boundary with imperfect power control have a higher spread of (N s , N u ) values than the boundaries with perfect power control. This is expected since the weak components of the MAI are masked by the strong ones, hence it takes more r.v. to get to the Gaussianity region. We also notice that boundaries for NLOS have a higher spread than the boundaries for LOS. This is explained observing that the NLOS power profile in fig. 3 have a higher spread than the LOS power profile. Fig. 6 shows the random boundary using the pulsed sinusoid in (4). We notice that in this case there is also an asymmetry on the range of values for N s and N u needed to reach Gaussianity, i.e., the range of N u needed to reach Gaussianity is approximately constant for all values of N s considered, and this range contains just a few interferer users, hence, in a dense multipath Gaussianity can be reached with few values of both N s and N u . These results are consistent with previous studies where a single-user UWB signal in multipath can be modeled as a nonstationary Gaussian random process [17] . 5 6 Discussion and conclusions.
Multipath channel with perfect average power control
In this paper we propose a method to manage transmission power in nodes belonging to an IR-UWB WSN.
Transmission power is controlled according to the statistical nature of the MAI produced by interfering nodes in the close vicinity of the target node. The statistical nature of the MAI is a function of the node population density within the area of coverage of the WSN.
We established a statistical test to determine when the MAI at the output of a correlator can be considered a r.v. with a Gaussian distribution. Using an entropy point estimator we determine the minimum number of users N u and number of pulses per symbol N s necessary to consider the MAI component as a Gaussian r.v. We show that when the node population density is high enough MAI can be considered as a Gaussian random variable and in that case transmission power savings are possible. Our analysis assumes operation at low to medium SNR values.
One issue (noted by a reviewer) is the mechanism that allows a node to know the spreading code of the other nodes and to know the population density in its vicinity. This power management technique can be used during periods of stability in the network, e.g., once the topology and node population are relatively stable, and after the network initial communication set up has been completed. For the nodes to remain simple, some form of centralized control and monitoring should be used, but further research is needed to find specific protocols that can handle operation in relatively stable conditions as well as during transitions. One potential advantage of our technique relatively to other work in the literature [18] [19] is that we do not require to estimate the power of the interference but just to register the number of the interferers.
Another issue (noted by a reviewer) is whether or not the use of the proposed power-control technique could lead to 'oscillatory' behavior in which the MAI statistics switches back and for from the GA regime to the PA regime as nodes increase and decrease the power levels. Results in fig. 5 for ideal propagation with imperfect power control implicitly consider this situation, 6 showing that the GA regime is stable for N u high enough (e.g. N u ≥ 60 nodes in fig. 5 ). However, this value of N u can change with the statistics of the power profile.
