Introduction 35
Fixational Eye Motion: Even during intersaccadic periods of fixation the eye is never still; small eye 36 4 dividing each frame into strips and analyzing the movement in a strip-wise manner, eye motion traces can 103 be acquired with a much higher temporal sampling rate than the frame rate of the movie (30 Hz). The eye 104 motion sampling rate is the frame rate multiplied by the number of strips per frame, so the temporal 105 resolution of the eye motion can be adjusted by increasing or decreasing the number of strips used in the 106 cross-correlation. For the current study 64 strips were used per frame, giving an eye motion sampling rate 107 of 1920 Hz. The eye motion correction has been done in real time (Arathorn et al., 2007) and offline 108 . For all analyses in this paper, eye motion computations were done offline after 109 the videos were acquired. 110
111
For offline analysis, an oversized composite reference frame is generated for each movie by averaging 112 together and roughly aligning selected frames of the movie. The size of the composite reference is 113 dependent on the extent of eye motion during recording. Each frame of the movie is then divided into 64 114 strips that are 8 pixels in height and run the entire 512 pixels of the frame width. Each strip is cross-115 correlated against the reference frame in order to obtain vertical and horizontal offsets of the eye position 116 compared to the reference at that instance. Each strip represents 1 sample of the eye trace and the strips 117 from each frame are strung together into a continuous sequence to obtain eye traces at a rate of 1920 Hz 118 from the 30 Hz AOSLO movies. This technique is able to record eye motion with amplitudes smaller than 119 one second of arc . 120 121 Eye Movement Parsing: Once the raw eye traces were acquired, they were parsed using an automatic 122 algorithm. First, erroneous or noisy eye motion traces recorded during blinks or during periods where the 123 image quality was very poor were identified by labeling frames in the movie in which the average 124 luminance of the total frame fell below a threshold. Second, saccades were identified using a speed 125 threshold, where saccade onset was considered the point in which the eye moved above 1.5 deg/sec and 126 saccade offset was considered the point in which the eye fell below 1.5 deg/sec. Saccades falling above an 127 amplitude threshold (3 arcmin) were not considered for analysis. Drift was identified as all intersaccadic 128 periods of eye motion. Saccade detection was verified by human observers manually to identify any 129 saccades the automatic algorithm may have missed. In the data sets collected here on young healthy eyes 130 with normal fixation (see Experimental Design), the automatic algorithm captured most saccades and only 131 a small number had to be manually identified. Whenever a frame contained poor data or a saccade, the 132 entire frame was flagged and not considered in the analysis. The first sample of each drift frame was 133 repositioned to align with the last sample of the previous drift segment to eliminate discontinuous jumps 134 from saccades and blinks. This technique was used because intersaccadic periods of drift are generally 135 small (~300 ms), which poses a constraint on the resolution of the Fourier analysis. Drifts stitched 136 together in this method were cropped together using only full frames worth of samples (~33 ms periods), 137 that is, any portion of a drift that began or ended in the middle of a frame was not included. This was done 138 in order to better eliminate periodic artifacts at the frame rate of the system arising from torsion or 139 reference frame distortions (see Reference Frame & Torsion Correction). This method assumes 140 stationarity of intersaccadic drift segments (disregarding any polar bias in drift direction). 141
142
Reference Frame & Torsion Correction: Although the eye motion traces after parsing produce 143 continuous segments of isolated drift at high sampling rates, the traces still contain motion artifacts 144 caused by distortions in the reference frame as well as torsional eye movements. Torsional eye 145 movements produce a sawtooth waveform that repeats at the frame rate of the system, whereas reference 146 frame distortions present as a short random walk overlaid onto each frame's motion. Fortunately, both of 147 these artifacts are periodic and introduce peaks in the amplitude spectra that are isolated to the frame rate 148 of the system and higher harmonics only; they do not affect the underlying amplitude spectrum anywhere 149 else. In the eye motion traces from the offline processed videos, reference frame artifacts are largely 150 removed by using multiple frames to generate a composite reference frame . By 151 combining a series of frames, the distortions of the individual frames are largely averaged out (Bedggood 152 & Metha, 2017) . Torsion, however, may change over the course of a video and the periodic sawtooth 153 must be removed from each frame individually. A full description of the algorithms to measure and 154 remove reference frame distortion and torsional artifacts is part of a paper in progress. For the purposes of 155 this paper, it is sufficient to state that the sawtooth artifact was measured and removed from the eye 156 motion trace prior to further analysis. 157 158 Eye Motion Analysis: The amplitude spectra of these drift segments were then analyzed using Fourier 159 analysis, specifically using a method proposed by Welch (1967) . This method involves dividing the signal 160 into overlapping segments and calculating the amplitude spectrum for each segment which are then 161 averaged together. Each sample was weighted in such a way that its multiple inclusion in the analysis is 162 nullified and its overall contribution to the amplitude spectra was the same as any other sample. In order 163 to maximize resolution, the window size selected was equal to the sampling rate of the eye trace (1920 164 Hz), allowing for analysis of frequencies up to 960 Hz. Outputs were converted to amplitude in 165
arcminutes. 166 167
Validations: In order to validate the ability of the AOSLO system to track eye motion, two simulations 168 were conducted. The first simulation aimed to test the ability of the entire AOSLO system to record 169 motion. A model eye was attached to a galvanometer and oscillated in a diagonal sinusoidal pattern at a6 variety of frequencies (4 Hz, 16 Hz, 64 Hz, and 256 Hz) while being recorded with the AOSLO system. 171
To enable analysis of the noise floor of the system, a video was also recorded of the non-moving model 172 eye. The results of this simulation can be seen in Figure 2 . Thirty second movies were collected at each 173 frequency with an amplitude of 0.45 arcmin at an angle of ~26.6 degrees to give horizontal and vertical 174 amplitudes of ~0.4 and ~0.2 arcmin respectively. The motion from these movies was processed using the 175 same methods used for movies of human eye motion. 176
The second simulation was aimed at validating the ability of the strip-based cross correlation technique 177 for recovering motion from actual AOSLO movies. First a real AOSLO movie was manipulated digitally 178 to add a distortion consistent with independent sinusoidal motions in the vertical and horizontal directions 179 with a fixed amplitude. Following the manipulation, the movie was analyzed using the strip-based cross 180 correlation technique described above to obtain traces of eye motion at 1920 Hz. The amplitude spectra of 181 the motion trace from the manipulated movie were compared against the amplitude spectra of the motion 182 trace from the original movie. We felt that validation with an actual AOSLO video was important because 183 recover the frequency and amplitude of high frequency motion that has been added to an actual movie, 188 then we can be confident that the strip-based eye tracking algorithm would be able to detect real eye 189 motion at these frequencies. 
Results

216
The first simulation aimed to test the entire AOSLO system's ability to detect sinusoidal oscillations from 217 a moving model eye. The resultant amplitude spectra plotted in Figure 2 showed a clear peak at the 218 frequency of the sinusoidal oscillation for all input frequencies. Even though the motion of the sinusoidal 219 oscillation was just a fraction of an arcmin, the AOSLO system was able to reliably recover the amplitude 220 of the input motion. The slight reduction in measured amplitude at the higher frequencies resulted from 221 the finite width of the sampling window (8 pixels) and small shifts in frequency of the galvanometer 222 scanner over the course of the video. 
227
The second simulation aimed to test the capabilities of the strip-based cross-correlation technique to 228 recover motion from AOSLO movies. A real AOSLO movie was manipulated to add distortions 229 consistent with a sinusoidal motion of two frequencies -a horizontal frequency of 75 Hz and a vertical 230 frequency of 50 Hz -both with an amplitude of 6 arcseconds. The distorted movie was then processed 231 using the same strip-based cross correlation technique used on the human eye motion. The resultant 232 amplitude spectrum of the manipulated movie compared to the original movie plotted in Figure 3 showed 233 strong correlation except for a large peak in the manipulated movie's horizontal spectrum at 75 Hz and 234 the vertical amplitude spectrum at 50 Hz. Note that the amplitude spectra should theoretically match 235 perfectly at all other frequencies, however the inclusion of the sinusoidal oscillation subtly changed the 236 samples which were flagged as saccades, so some small discrepancy between the two is to be expected. 237
Regardless of this discrepancy, the strip-based cross correlation technique was robustly able to recover 238 the exact frequency and amplitude of the sinusoidal oscillation added. 
245
Using the technique outlined above, amplitude spectra of fixational drift for N=6 subjects were 246 calculated. Heat maps for saccade landing positions and drift are shown on Figure 4 . All subjects showed 247 normal fixational eye motion. Subjects made microsaccades roughly once per second (1.10 ± 0.57 248 microsaccades/sec) with a normal amplitude (7.5' ± 1.5'), speed (375 ± 49 arcmin/sec), and duration 249 (36.9 ± 6.9 ms). Intersaccadic periods of drift also showed relatively normal statistics. Amplitude (3.8' ± 250 0.9'), span, defined as the maximum distance from the mean location (3.2' ± 0.7'), speed (79.6 ± 15.6 251 arcmin/second) and duration (620 ± 245 ms) were all within normal parameters and were consistent with In this paper we validate and demonstrate the use of AOSLO as an eye tracker capable of recording 276 microscopic eye movements with high fidelity up to very high frequencies. The temporal sampling rate of 277 eye traces from the AOSLO system (1920 Hz) allows for analysis of frequencies up to 960 Hz, well beyond 278 the 50 Hz-100 Hz bandwidth of tremor. The noise floor in the 50-100 Hz range measured from a non-279 moving model eye is ~0.2 arcsec, which is well below the amplitude of any eye motion previously reported, 280 including tremor. The eye tracking capabilities of the AOSLO system, combined with direct retinal 281 imaging, is therefore uniquely capable of analyzing the effects of small eye movements on the retinal image. 282
We validated the technique by recovering motion from a model eye that moved with specific frequencies 283 and amplitudes and also by recovering motion that was digitally added to actual AOSLO videos. In both 284 cases the AOSLO system was effective in recovering the motion. 285
286
The measurements of retinal image motion from the 6 normal subjects during active fixation showed some 287 evidence of tremor in the frequency range of 50 to 100 Hz, but nothing with an amplitude greater than 1 288 arcsecond. Even when there was evidence of tremor, the amplitude power spectrum was monotonic 289 (continuously declining) with increasing frequencies and was little more than a slight deviation from a 1/f 290 curve. around the scale of a foveal cone. Given that tremor on the retina is much lower than this, , the possibility 296 of this movement influencing the visual percept will need to be reexamined. 297
298
Effects of Cycloplegia: 299
In the current study, it was necessary to dilate and cycloplege subjects' eyes in order to achieve the best 300 image quality for image-based eye tracking. Cycloplegia relaxes the ciliary muscle but, being that it is a 301 sphincter muscle, it actually leads to an increase in the tension on the lens. Decreasing the tension on the 302 lens is known to increase lens wobble (He, Donnelly, Stevenson, & Glasser, 2010) . How this intervention 303 might affect the magnitude and or presence of tremor is not well known. To address this question, we 304 performed similar eye-tracking measurements in a tracking scanning laser ophthalmoscope (for details on 305 that system, see Sheehy et al (2012) for subjects that had not been cyclopleged. One 1-minute video was 306 collected for 6 subjects (four of whom also participated in the previous experiment) and the 307 amplitude spectra was assessed using the same method described above. The results are shown on Figure  308 6. Compared to AOSLO, the sampling resolution was ~ 5 times lower (0.5 arcmin per pixel) and the image 309 resolution was not as high, Nevertheless, the frequency bandwidth was the same and the noise floor was 310 sufficient to detect tremor. Amplitude spectra measures without cycloplegia showed a similar lack of 311 It is important to note however, that all reports of tremor to date have relied on tracking eye motion from 327 the anterior segment of the eye, and retinal image motion has only ever been inferred. The current study is 328 based on unambiguous, high-resolution measurements of the retinal image motion directly. 329
330
Here, we describe a combination of optical and biophysical factors that may serve to reduce the amplitude 331 of tremor of the retinal image relative to entire eyeball. Some evidence indicating the presence of such 332 reduction can be found in a report where AOSLO and DPI traces were recorded simultaneously (Stevenson 333 & Roorda, 2005) . In that report, eye motion traces from the two modalities were very similar except after 334 microsaccades. However, no effort to compare estimates of tremor between the two tracking modalities 335 was attempted in that paper. They speculated that overshoots caused by lens wobble that were detected in 336 the DPI trace resulted in much smaller overshoots in movement of the retinal image as recorded in the 337 AOSLO traces. Their experimental finding confirmed predictions made by Deubel and Bridgeman (1995) . 338
339
There are two stages to modeling the differences between eye motion measured from the anterior segment 340 and eye motion measured from retinal images. First is optical modeling and second is an analysis of the 341 temporal dynamics of the lens. 342 343
Optical Modeling: 344
We used optical design software (Zemax, LLC, Kirkland Washington, USA) to model the effects of lens 345 tilt and decentration in the schematic eye model available from the Zemex website 346 (http://customers.zemax.com/os/resources/learn/knowledgebase/zemax-models-of-the-human-eye). Based 347 on the optical model, we found that lens displacements and tilts both give rise to retinal image motion 348 
377
8A and shows that the oscillation relaxes after one or two cycles. 378
The manner in which tremor affects the motion of the lens is a classic example of driven damped 379 harmonic oscillation. The eyeball rotates about its center of rotation, and how the lens reacts to this 380 motion depends on the damping constant υ and the resonant frequency ω o in the following way. = amplitude. When the driving frequency reaches the resonant frequency of the lens, the amplitude 391 oscillation increases to about 2 times. At the same time the phase of the lens movement transitions to 392 counterphase motion. When the driving frequency increases further, the motion is in counterphase and the 393 amplitude approaches zero. In the limit, the lens remains perfectly fixed in place relative to the tremoring 394 eye. The modeled behavior remains qualitatively similar with variations in the damping constant υ, which 395 were deduced from plots in He et al. (2010) . Changes in the damping coefficient by up to 40% do not 396 change the general trends in the plots. Similarly, changes in the resonant frequency will shift the curves 397 but not in a manner that would alter the main conclusion, which is that during tremor, the lens moves with 398 lower amplitude than the eyeball and it oscillates in counterphase to the eyeball. 
414
A counterphase motion of the lens relative to the eyeball would, in effect, amplify the motion that is 415 measured by the DPI eye tracker. The situation is illustrated schematically on Figure 9 . In the DPI, the 416 eye rotation is assumed to be proportional to the separation between the reflection from the cornea, P1, 417 and the reflection from the back surface of the lens, P4, which are situated approximately at the center of 418 curvatures of the surfaces that generate them (Cornsweet & Crane, 1973) . If the lens and eyeball rotate 419 together, as they would with slow rotations, then the separation between the two reflexes (assuming small 420 angles) is ~7φ, where φ is the rotation angle [in radians] (Cornsweet & Crane, 1973) . If the lens moves in 
