Phase-flip bifurcation plays an important role in the transition to synchronization state in unidirectionally coupled parametrically excited pendula. In coupled identical system it is the cause of complete synchronization whereas in case of coupled non-identical system it causes desynchronization. In coupled identical systems negativity of conditional Lyapunov exponent is not always sufficient for complete synchronization. In complete synchronization state the largest conditional Lyapunov exponent and the second largest Lyapunov exponent are equal in magnitude and slope.
It is shown that phase-flip bifurcation is a fundamental transition in time-delay coupled, phase-synchronized systems [17, 27, 28] . When the time delay is varied, the synchrony between the oscillators undergoes a phase flip, i.e., the relative phase between the oscillators changes by π. This phenomenon is of broad relevance as it has been observed in regimes of amplitude death, periodic, quasiperiodic, and chaotic dynamics. It is recently investigated in detail by Prasad et al. [17, 28] in various types of delay-coupled oscillators, in which not only the phase but also the amplitude of the oscillators are affected by the coupling.
In the present work phase-flip bifurcation is observed where the coupling is simple diffusive. We show that it plays an important role in synchronization transition. In section II we discuss synchronization in coupled identical pendula while in section III the same is discussed in non-identical pendula. We summarize the results in the section IV.
II. COUPLED IDENTICAL PENDULA
The equations of the master and slave systems are given bẏ x 1 = y 1 y 1 = −By 1 − (1 + A cos z) sin x 1 , x 2 = y 2
(1) y 2 = −By 2 − (1 + A cos z) sin x 2 + k(x 1 − x 2 ), z = ω, where the subscript 1 represents the master (drive) and 2 the slave (response). B = 1.0, A = 3.25, and ω = 2.0, are the parameters chosen to produce chaotic behavior as shown in Fig. 1 [14] . The initial conditions are taken as x 1 (0) = 0.3π, x 2 (0), y 1 (0), y 2 (0) and z(0) as zero.
At k = 0, the pendula have two positive, two negative and one zero Lyapunov exponents. That means the pendula are in hyper-chaotic state. Since the original system is non-autonomous, the zero exponent corresponds to the equationż = ω, and are insensitive to the coupling. Fig. 2(a) shows the largest Lyapunov exponent (λ 1 ) is positive for all values of coupling constant. The second largest Lyapunov exponent (λ 2 ) becomes negative at k = 0.21 and the systems become chaotic. There is a discontinuous transition in λ 2 at k = 0.25, signifying phase-flip bifurcation. The bifurcation is confirmed by linear cross-correlation coefficient.
The linear (Pearson) cross-correlation coefficient between two temporal series x 1 (t) and x 2 (t) is given by
where ... is the average over number of realization of the temporal series. The correlation coefficient takes the value between −1 and 1. If it is zero the systems are uncorrelated and negative means the systems are negatively correlated [29] . At the bifurcation point the Pearson correlation coefficient changes sign from negative to positive, shown in Fig. 2(b) . This confirms phase-flip bifurcation. The largest conditional (λ c 1 ) and λ 2 become negative for k ≥ 0.31, which shows CS. To confirm this we calculate the average distance from CS manifold |x ⊥ | rms and its maximum value |x ⊥ | max . |x ⊥ | rms for unidirectional coupling is defined as [30] |x ⊥ | rms = lim
here T is the total time of computation and T 0 is the transient time. |x ⊥ | rms determines the global stability, while the maximum value of transverse distance from CS manifold |x ⊥ | max determines local stability of the CS state. It is clear from Fig. 2(c) that |x ⊥ | max → 0 for k ≥ 0.31. These results confirm the systems are in CS for k ≥ 0.31. This is also evident from the bifurcation diagram Fig. 2(d) .
The result, CS for k ≥ 0.31 changes when different initial conditions are taken. We repeated our calculations for initial condition x 1 (0) = 0.5π, x 2 (0) = −0.5π, y 1 (0), y 2 (0) and z(0) as zero. The variation of the two largest Lyapunov exponents (λ 1 and λ 2 ) and the largest conditional Lyapunov exponent λ c 1 as a function of coupling constant are shown in Fig. 3(a) . The figure shows λ 2 is negative for k ≥ 0.21 and λ For initial condition, x 1 (0) = 0.3π, x 2 (0) = y 1 (0) = y 2 (0) = z(0) = 0, the phase-flip bifurcation occurs first as we change the coupling constant and λ c 1 becomes negative later. The CS is achieved in this case at the value where λ c 1 becomes negative. Whereas for initial condition, 
III. COUPLED NON-IDENTICAL PENDULA
The equations of the master-slave systems are given bẏ
where the subscripts 1 and 2 refer to master (drive) and slave (response) respectively, and k is the coupling constant. B = 1.0, A 1 = 3.25, A 2 = 3.55 and ω = 2.0, are the parameters chosen to produce chaotic behavior as shown in Fig. 1 and 6 [14] .
The Lyapunov spectrum have two positive, two negative, and one zero exponents at k = 0. The two largest Lyapunov exponents (λ 1 , λ 2 ), and the largest conditional Lyapunov exponent (λ c 1 ) are plotted as a function of coupling constant, shown in Fig. 7(a) . λ 2 is equal to λ 
We apply various methods to predict synchronized states and their stability. The first method is the auxiliary system approach [8] . It considers an auxiliary system identical to the response. When the drive system drives both the response and auxiliary systems, the vector fields in the respective phase spaces of the response and auxiliary are identical and the systems can evolve on identical attractors.
The equations of the auxiliary system in the present case are given bẏ
The transverse distance of auxiliary system from the response system is calculated from
where X 2 and X ′ 2 are response and auxiliary systems respectively. When D approaches zero, the state vectors of the response and auxiliary systems begin to coincide with each other. This indicates the presence of GS. D rms and its maximum observed value (D max ) are shown in Fig. 7(b) . Synchronization takes place for values of k where both D rms and D max are zero. There are two intervals of k which correspond to two synchronization regimes. The same result is also observed from λ c 1 . These intervals are separated by a region (0.58 ≤ k ≤ 0.7) of asynchronous behavior where λ c 1 is positive. It is also observed in synchronization of unidirectionally coupled electronic circuits [31, 32] .
The chaotic attractors for k = 0.57 are shown in Fig.  7(d and e) and for k = 0.58 in Fig. 7(f and g) . It is clear from the two figures that GS terminates at k = 0.58. It is due to the emergence of sporadic outbursts of non-identical behavior in the response and auxiliary systems. The reason for the outbursts is the transition of Pearson cross-correlation coefficient from negative to positive as shown in Fig. 7(c) . This transition indicates the occurrence of phase-flip bifurcation. This can also be seen in the discontinuous transition of λ 2 in Fig. 7(a) . The correlation function remains almost constant value in the regions of synchronization. The function, in the first synchronization interval, is near to −1. But it is almost equal to 1 in the second synchronization region. Therefore the synchronized state is AS instead of GS [33] . We carried out further calculations to establish GS and AS region of synchronization. For this purpose we use method based on nearest neighbor.
We select the nearest neighbor u nn of u n for n = 1, . . . , N and compute the average distance of the corresponding image points v n and v nn given by
This mean distance is normalized by the average distance δ y of randomly chosen states of the response system [34, 35] . To calculate d xy the variables x 1 and x 2 are considered for the attractor reconstruction [36] . The data is sampled at time step 45∆t. The time delays are taken to be 4 calculated from mutual information. The embedding dimension for the drive is found out to be 5. The same embedding dimension is chosen for the response. The Fig. 8 shows d xy tends to zero in the two regions of synchronization. This confirms the existence of GS in these regions. There exist a variation of false nearest neighbor method [37] [38] [39] [40] . This method considers k nearest neighbors of drive (X) and response (Y ). Based on this concept three closely related indexes S, H, and E are defined, depending on three different mean Euclidean distances R n . S is defined as
where
n (X) is the squared mean Euclidean distance to its k nearest neighbors and R (k) n (X|Y ) is the conditional mean squared Euclidean distance.
H is defined as
where R n (X) is mean squared distance to random points. E is defined as
where R
′(k)
n (X) is the squared mean distance of k + 1 to 2k nearest neighbors.
If S (k) (X|Y ) ≪ 1, X and Y are independent or unsynchronized. S (k) (X|Y ) → 1 indicates the occurrence of GS. H (k) (X|Y ) is zero if X and Y are completely independent, while it is positive if nearness in Y also implies nearness in X. It would be negative if close pairs in Y correspond mainly to distant pairs in X. This is very unlikely but not impossible. Since E is not normalized, it should be treated as a regulatory statistic or comparative measure without highlighting the absolute values.
The indexes S, H, and E are calculated from the already reconstructed attractors. S(X|Y ), S(Y |X), H(X|Y ), H(Y |X), E(X|Y ), and E(Y |X) for 10 nearest neighbors are plotted as a function of coupling constant, shown in Fig. 9 . The figure shows that the indexes do not remain constant in the first synchronization region. This means the synchronization state is not stable with respect to coupling constant. It is also evident from the bifurcation diagram, Fig. 10 . Since this state is predicted to be GS in previous two methods while the third method contradicts, therefore we call the synchronized state as "GS-like".
The indexes remain almost constant in the second region of synchronization. Both the indexes E tell us which system is drive and which one is response. The figure shows E(X|Y ) > E(Y |X), therefore the response system is more active than the drive. In case of drive-response relation the drive represents the dynamics of drive alone; but the response represents the dynamics of the drive and the response both. So the response has more information about the drive. To prove AS in the second synchronization region, we calculate the transverse distance from the CS manifold |x ⊥ | rms and its maximum value |x ⊥ | max as shown in Fig.  11(a) . It is clear that these values decrease with increase in coupling strength. This indicates the synchronized state is AS. The time series plot, Fig. 11(b) , of the variables x 1 and x 2 shows complete phase matching but the amplitudes are slightly different. The results can be seen in the bifurcation digram Fig. 10 . Onset of AS is hown in red line (circles); desynchronization regime is between green line (triangles) and red line (circles); GS-like state is between blue line (squares) and green line (triangles).
IV. CONCLUSION
Generally the negativity of largest conditional Lyapunov exponent (λ c 1 ) implies CS. This is not always true in the case of unidirectionally coupled identical parametrically excited pendula. Phase-flip bifurcation always accompanies synchronization transition. In some cases of initial conditions, phase-flip bifurcation occurs later than negativity of λ c 1 when coupling constant is increased and then the bifurcation ensures CS. In such cases there exist a synchronization manifold between the occurrence of negativity of λ c 1 and phase-flip bifurcation. The manifold is unstable with respect to coupling constant. We call this unstable synchronization as GS-like. In CS the second largest Lyapunov exponent (λ 2 ) and λ c 1 are equal and both have same slope at that coupling constant.
In case of coupled non-identical pendula, there are two intervals of coupling constant which correspond to two synchronization regimes. The transition from the first synchronized state to asynchronous state is through phase-flip bifurcation. The synchronization manifold in the first synchronization regime is unstable with respect to coupling constant. Therefore the synchronized state is GS-like. The second synchronization regime is AS. The coupling constant for transition to AS increases linearly with increase in mismatch of parametric forcing (∆A). There are no GS-like state for low ∆A (≤ 0.1) and the asynchronous state occupies very small region. The region of GS-like state increases marginally between 0.1 − 0.15 of ∆A and asynchronous state increases drastically. The region of GS-like state increases significantly beyond ∆A = 0.15 and the asynchronous state remains almost constant.
