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Dynamical quantum simulation may be one of the first applications to see quantum advantage.
However, the circuit depth of standard Trotterization methods can rapidly exceed the coherence
time of noisy quantum computers. This has led to recent proposals for variational approaches to
dynamical simulation. In this work, we aim to make variational dynamical simulation even more
practical and near-term. We propose a new algorithm called Variational Hamiltonian Diagonaliza-
tion (VHD), which approximately transforms a given Hamiltonian into a diagonal form that can be
easily exponentiated. VHD allows for fast forwarding, i.e., simulation beyond the coherence time of
the quantum computer with a fixed-depth quantum circuit. It also removes Trotterization error and
allows simulation of the entire Hilbert space. We prove an operational meaning for the VHD cost
function in terms of the average simulation fidelity. Moreover, we prove that the VHD cost function
does not exhibit a shallow-depth barren plateau, i.e., its gradient does not vanish exponentially.
Our proof relies on locality of the Hamiltonian, and hence we connect locality to trainability. Our
numerical simulations verify that VHD can be used for fast-forwarding dynamics.
I. INTRODUCTION
One of the main motivations for the development of
quantum computers has been the potential for simulat-
ing quantum systems [1]. Quantum algorithms for the
simulation of quantum systems have been shown to be
exponentially more powerful than corresponding classical
algorithms [2]. Once realized, quantum simulations are
expected to provide transformational advances in the pre-
diction of quantum dynamics with application to quan-
tum foundations [3] and to the design of novel quantum
materials [4] and, potentially, next-generation quantum
computers [5].
Dynamical simulation algorithms designed for the
fault-tolerant era, such as Trotterization methods [2, 6],
LCU methods [7], and qubitization methods [8], may lead
to prohibitively deep circuits for current quantum com-
puters. In the era of Noisy, Intermediate-Scale Quantum
(NISQ) devices, Variational Quantum Algorithms [3, 9–
22] provide a promising alternative approach. Variational
methods for dynamical simulation break down into con-
ceptually distinct approaches. Extensions of the Varia-
tional Quantum Eigensolver have been developed where
low-energy subspaces are identified, then integrated in
time by scaling their eigenenergies [18]. Other methods
are iterative in time, where state integration is learned
with a variational approach, step-by-step [20–22]. Yet
other methods attempt to approximately diagonalize an
entire Trotterized unitary, then advance simulation time
by modifying eigenenergy-related phases in the diagonal-
ization [19].
Simulation methods where a fixed circuit structure is
used to integrate quantum dynamics for arbitrary times
are called fast-forwarding methods. For instance, the
methods mentioned above for integrating a set of low-
lying states [18] and for integrating an entire Trotterized
unitary [19] are both fast forwarding methods. Fast for-
warding is of particular interest in the near term since,
if the resulting circuits are of short enough depth, then
the circuit can simulate a quantum system for an amount
of time determined by errors in the variational algorithm
used to derive it. If small enough errors may be achieved,
then significant fast forwarding is made possible, allowing
for simulation beyond the coherence time of the NISQ de-
vice. While fast-forwarding is not possible for all Hamil-
tonians [23, 24], fast-forwarding is possible for commut-
ing local Hamiltonians [23], quadratic fermionic Hamilto-
nians [23], continuous-time quantum walks on particular
graphs [25], and the transverse Ising model [26]. Hamil-
tonians that allow for approximate, rather than exact,
fast-forwarding are also of significant interest.
The work presented here is designed to make varia-
tional quantum simulation both more accurate and more
near-term. In particular, we develop a variational algo-
rithm for diagonalizing an entire simulation Hamiltonian.
Our algorithm allows for: (1) fast forwarding beyond the
coherence time of the quantum computer with a fixed-size
quantum circuit, (2) removal of the Trotter error (to the
extent possible using an optimization approach), and (3)
simulation of an entire system, not just low-lying energy
subspaces.
Our proposed algorithm for dynamical simulation is
called Variational Hamiltonian Diagonalization (VHD).
VHD employs a variational ansatz W (θ) to approxi-
mately transform a given Hamiltonian H into a diago-
nal form that can be easily exponentiated, e.g., a form
composed of local operators. Once this form is found,
dynamical simulations for long times can be performed
using the same circuit structure as dynamical simulations
for short times, simply by changing the time parameter
in the exponentiated diagonal form.
We derive two key analytical results related to our
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2variational cost function, which is based on the Hilbert-
Schmidt norm and hence is efficiently computable on a
quantum device. The first result is that our cost function
is operationally meaningful, providing a bound on the av-
erage fidelity of the simulation. This operational meaning
provides a natural termination condition for the varia-
tional portion of VHD. The second result is a theorem
that our cost function does not exhibit a shallow-depth
barren plateau, i.e., the gradient does not vanish expo-
nentially in the number of qubits. This is a non-trivial
result, as it relies on the locality of the Hamiltonian H.
Moreover, our cost function does not explicitly take the
same form as those analyzed in Ref. [27], which studied
the gradient scaling for local and global cost functions.
In addition to these analytical results, we present var-
ious numerical implementations of VHD, demonstrating
that the algorithm works as expected and that it can be
used for fast forwarding. We also discuss and implement
a method for pre-training our cost function based on uni-
tary diagonalization.
II. THE VARIATIONAL HAMILTONIAN
DIAGONALIZATION ALGORITHM
A. Overview
The overall structure of the Variational Hamiltonian
Diagonalization (VHD) algorithm is shown in Fig. 1. The
goal of VHD is to diagonalize a target Hamiltonian, and
obtain a fixed-structure quantum circuit that approxi-
mates the time evolution generated by H up to a time T .
The input to VHD is a Hamiltonian, H, on n-qubits
(dimension d = 2n). We assume that H admits an effi-
cient decomposition, with the number of non-trivial non-
zero terms being in O(poly(n)), in the Pauli basis as
H =
∑
p,q
hpqσ
pq . (1)
Here, hpq are real coefficients, σpq = (i)p·qXpZq are
Pauli strings, and p, q ∈ {0, 1}⊗n are bitstrings of length
n. In addition, we employ the notation
Xp = Xp11 ⊗ · · · ⊗Xpnn , Zq = Zq11 ⊗ · · · ⊗ Zqnn , (2)
with Xj and Zj Pauli operators acting on qubit j. We
remark that the decomposition in the Pauli basis in (1)
is taken for simplicity, and in fact the VHD algorithm
applies more generally when H can be expressed as a
sum of efficiently implementable unitaries (i.e., where the
Pauli operators are replaced by more general unitaries).
The first step of VHD is a hybrid quantum-classical
optimization loop whose input is H and whose output is
a quantum circuit, W , and a diagonal Hamiltonian, D,
such that WDW † ≈ H. This output can then be used
in the second step of VHD, which corresponds to the
approximate simulation of the time evolution operator
U(T ) = exp(−iHT ) as V (T ) = W exp(−iDT )W †. We
now give further details about the individual subroutines
in the VHD algorithm.
B. Ansatz
VHD assumes an ansatz for the diagonalization of H.
This ansatz involves two components: (1) a quantum cir-
cuit, W (θ), that approximately rotates the standard ba-
sis into the eigenbasis of H, and (2) a diagonal Hamilto-
nian, D(γ), that approximately represents the diagonal
form of H. Taken together, these two components form
the ansatz:
H˜(θ,γ) = W (θ)D(γ)W †(θ) , (3)
whose parameters are trained by the VHD algorithm so
that H˜ approximates the target Hamiltonian H. We say
that VHD can perfectly diagonalize H if there exists a
set of parameters {θ,γ} such that the training Hamilto-
nian perfectly matches the target Hamiltonian. In this
case, the diagonal elements of D(γ) correspond to the
eigenvalues of H, while W (θ) is a matrix whose columns
are the eigenvectors of H.
Here, the diagonal Hamiltonian operator is given by
D(γ) =
∑
k
γkZ
k , (4)
where γk ∈ R, and where we restrict the number of terms
in (4) to be in O(poly(n)). While the Zk in (4) could be
general, in practice it may be desirable to assume that
these are local operators. Such local operators are easily
exponentiated (in the fast-forwarding step of VHD), and
also we provide a trainability guarantee (in Theorem 1
below) in this case. We remark that it has been shown
that certain types of Hamiltonians can be diagonalized
with purely local terms in the diagonal form [28], i.e.,
where the bitstrings k are of Hamming weight one.
Regarding the quantum circuit ansatz for W (θ), keep-
ing the depth short will be important for trainability.
This is because deep ansatzes can lead to barren plateaus
(i.e., exponentially vanishing gradients), both in the ab-
sence [27, 29–31] and presence of noise [32]. Along
these lines, it is natural to propose a hardware-efficient
ansatz [33] forW (θ). Combining such an ansatz with pa-
rameter initialization strategies [34–36] has the potential
to mitigate barren plateau issues. Taking this hardware-
efficient approach, W (θ) is expressed as a product of
gates from a given alphabet A as
W (θ) =
∏
µ
exp(−iθµGµ)Wµ , (5)
where Gµ are Hermitian operators, and where Wµ are
unparametrized unitaries. When employing a quantum
hardware, A is composed of gates native to that specific
device. This choice of ansatz reduces the depth over-
head when implementing W (θ). Specifically, for the nu-
merical implementations in this work we use a layered
3Figure 1. The Variational Hamiltonian Diagonalization Algorithm. (a) The input to the VHD algorithm is a Hamilto-
nian H. (b) Optional pre-training may be performed using the Variational Fast Forwarding (VFF) algorithm of [19]. (c) The
main optimization loop is then used to train the parameters {θ,γ} in the ansatz of Eq. (3). The Hadamard test circuit shown
is used to evaluate the CVHD cost terms cpqk(θ) = Tr(σpqWZkW †)/2n, which are real numbers, via the probability of the
zero outcome on the ancillary qubit P (|0〉) = (1 + Tr(σpqWZkW †)/2n)/2. The optimization loop terminates when the cost
function reaches Cterm in (17), which guarantees that the simulation will have the desired fidelity. (d) The output from the
diagonalization step is then used to implement a fast-forwarded simulation, using Eq. (11).
hardware-efficient ansatz where the gates inW (θ) act on
neighboring qubits in a brick-like structure [27].
C. Cost Function
To quantify how well H˜(θ,γ) approximates H we
define the VHD cost function as the squared Hilbert-
Schmidt distance between the training and target Hamil-
tonians
CVHD(θ,γ) =
||H − H˜(θ,γ)||2HS
d
, (6)
where ||X||HS =
√
Tr(XX†) is the Hilbert-Schmidt
norm. Note that this cost function is faithful, vanish-
ing if and only if H˜(θ,γ) = H. Moreover, as shown in
Section IIIA, it is operationally meaningful for non-zero
values, with a small cost guaranteeing a large simulation
fidelity. It is convenient to also define a normalized ver-
sion of the VHD cost as
ĈVHD(θ,γ) =
CVHD(θ,γ)
2N . (7)
The normalization coefficient N = ∑p,q h2pq + ∑k γ2k
guarantees that 0 6 ĈVHD(θ,γ) 6 1 irrespective of the
system size, and hence is useful for assessing the VHD
performance for different problems.
D. Cost Evaluation
To measure the cost CVHD it is helpful to expand (6)
into a summation of terms that can be efficiently evalu-
ated. It is straightforward to verify that the VHD cost
function can be expressed as
CVHD(θ,γ) =
∑
p,q
h2pq +
∑
k
γ2k − 2
∑
p,q,k
hpqγkcpqk(θ) , (8)
where the cpqk(θ) are real numbers defined by
cpqk(θ) =
Tr
(
σpqW (θ)ZkW (θ)†
)
d
. (9)
Note that the first two terms in (8) can be classically
evaluated. In fact, the first term is fixed, and depends
only onH. On the other hand, each term cpqk(θ), and its
gradient with respect to any parameter θµ ∈ θ, can be
efficiently measured using the Hadamard Test depicted
in Fig. 1(c). Once all cpqk(θ) have been measured, the
third term of (8) can also be classically evaluated, and
we remark that this calculation is efficient as there are at
most O(poly(n)) terms in the summations over p, q and
k. Finally, we note that N , and therefore the normalized
cost in (7), can also be efficiently computed.
E. Optimization
As shown in Fig. 1, the parameters {θ,γ} are trained
through a hybrid quantum-classical optimization loop.
At each iteration step the cost (or its gradient) is esti-
mated for a fixed set of parameters, which are then fed
to a classical optimizer that provides updated parameters
to solve the optimization problem
{θopt,γopt} = arg min
θ,γ
C(θ,γ) . (10)
In Section IIIA we provide an operationally meaning-
ful termination condition for the optimization loop, and
in Section III B we analyze conditions under which the
trainability of CVHD is guaranteed.
4F. Fast-Forwarded Simulation
Once the parameters θopt and γopt that minimize the
cost CVHD have been obtained, VHD employs the Hamil-
tonian H˜(θopt,γopt) to approximately simulate the time
evolution unitary generated by H up to time T . That is,
the unitary U(T ) = exp(−iHT ) is approximated with
V (T ) = exp(−iH˜(θopt,γopt)T )
= W (θopt) exp(−iD(γopt)T )W (θopt)† . (11)
We note that the matrix exponential of D can be exactly
implemented since [Zk, Zk
′
] = 0 ∀k,k′, meaning that
exp(−iD(γopt)T ) =
∏
k
exp
(−γkTZk) . (12)
Here, each unitary exp
(−γkTZk) has an efficient cir-
cuit decomposition. For k with Hamming weight equal
to one, the unitary in (12) is simply given by a tensor
product of rotations around the z-axis. For larger Ham-
ming weight the exponential of Zk can be implemented
via CNOT ladders [37, 38]. In all cases, the circuit depth
of V (T ) is fixed and does not scale with the length of
time simulated, T . Therefore VHD potentially allows for
long-time simulations at constant depth.
G. Optional Pre-training
As discussed in Section IID, evaluating CVHD requires
measuring each of the cpqk(θ) terms separately. There
are NhNγ such terms, where Nh is the number of terms
in H (i.e., the number of non-zero hpq terms) and Nγ
is the number of non-zero γk terms in D. As a result,
the number of circuits (NhNγ) that need to be run on
the quantum computer is expected to scale polynomially
with the system size n, and typically this polynomial will
be super-linear.
While this scaling is efficient in the system size, one can
further reduce the resource requirements of VHD by pre-
training the parameters {θ,γ} via the Variational Fast
Forwarding algorithm (VFF) [19]. As shown in [13, 19],
the number of circuits run per optimization step in the
VFF algorithm scales linearly with the system size, i.e.,
linearly in n. Thus, this pre-training strategy reduces the
total number of calls to the quantum computer during the
early stages of the optimization.
While the goal of VHD is to diagonalize the Hamilto-
nian H, the VFF algorithm approximately diagonalizes
a Trotterized version [2, 6, 39], UTS(∆t), of the evolution
unitary for small times U(∆t) = exp(−iH∆t). The ap-
proximate diagonalization in VFF is found by compiling
UTS(∆t) into an operator of the form
VVFF = W (θVFF)G(γVFF)W (θVFF)
† . (13)
Here, W (θVFF) is a unitary matrix that ideally contains
the eigenvectors of UTS(∆t) and G(γVFF) is a diago-
nal operator that ideally represents the eigenvalues of
UTS(∆t). The compilation is performed using the lo-
cal Hilbert-Schmidt test [13] (LHST), which crucially re-
quires measuring only n terms. The LHST circuit is used
to evaluate the cost
CVFF(θVFF,γVFF) = 1− 1
n
n∑
j=1
F ej (UTS(∆t)
†VVFF) , (14)
where F ej (U) denotes the local entanglement fidelity,
with respect to qubit j, for the channel defined by
the unitary U . The optimal parameters found from
VFF, {θVFF,γVFF}, determine the pre-trained param-
eters {θpt,γpt} which are used to initialize VHD (See
Appendix C).
As noted in [19], the simulation implemented using
VFF necessarily incurs an unavoidable error due to the
Trotter-Suzuki approximation. This is not the case for
VHD, as the exact Hamiltonian is directly diagonalized.
In this manner, the combination of pre-training with
VFF followed by VHD achieves the best of both worlds:
efficient pre-training of the parameters (via VFF), and
elimination of Trotter error (via VHD). For more details
on the VFF pre-training strategy see Appendix C.
III. THEORETICAL ANALYSIS
A. Operational meaning and termination condition
Here we show that the VHD cost function is opera-
tionally meaningful, in the sense that small cost values
imply high simulation fidelity. Moreover, we derive a ter-
mination condition for the optimization stage of the VHD
algorithm.
The success of VHD in approximating the time evo-
lution unitary generated by H can be quantified by the
average fidelity [40, 41] between U(T ) = exp(−iHT ) and
V (T ) = exp(−iH˜T ), i.e., by computing
F (T ) =
∫
ψ
dψ|〈ψ|V (T )†U(T )|ψ〉|2 . (15)
Here the average is taken over the uniform Haar measure
on state space. Then, as explicitly shown in Appendix B,
the following proposition holds.
Proposition 1. Consider the VHD cost functions de-
fined in (6). Then, the following bound holds for all T ,
θ, and γ:
2
T 2
(
1−
√
1− d+ 1
d
(
1−F¯ (T )
))
6 CVHD(θ,γ) . (16)
Equation (16) confirms that the VHD cost is meaning-
ful with F¯ (T ) = 1 if CVHD = ĈVHD = 0. Moreover, it
5establishes the operational meaning of the cost for non-
zero values, with a small cost guaranteeing a large final
simulation fidelity.
We can further use Eq. (16) to derive a meaningful
termination condition for the VHD optimization loop.
Given a desired final simulation fidelity F¯term(T ), we de-
fine
Cterm =
2
T 2
(
1−
√
1− d+ 1
d
(
1− F¯term(T )
))
, (17)
such that once the cost dips below the termination value
Cterm, i.e., when CVHD(θ,γ) 6 Cterm, the simulation fi-
delity is guaranteed to be at least F¯term(T ). When this
condition is satisfied, we terminate the optimization loop
and set {θ,γ} = {θopt,γopt}.
Finally, we note that given a cost value CVHD, one can
obtain the guaranteed simulation fidelity by solving for
F¯term(T ) in (17). The latter provides a means of bounding
simulation errors.
B. Trainability of the cost
Recently, it has been shown that variational quan-
tum algorithms and quantum neural networks can ex-
hibit the so-called barren plateau phenomenon. Here, for
random parameter initialization, the gradient and higher
order derivatives of the cost function vanish exponen-
tially with n [27, 29–31]. For certain cost functions, such
barren plateaus even occur when the ansatz is shallow
in depth [27]. On a barren plateau, exponential preci-
sion is required to detect a cost minimizing direction and
therefore to navigate through the landscape. Hence, to
understand the scaling of VHD, it is paramount to in-
vestigate whether CVHD(θ,γ) exhibits a barren plateau.
The following theorem, proved in Appendix A2, guaran-
tees that the cost CVHD(θ,γ) does not exhibit a barren
plateau under certain conditions.
Theorem 1. Consider the VHD cost function defined
in (6). Then, let W (θ) be a layered hardware-efficient
ansatz with a number of layers in O(log(n)), such that
each block in the ansatz forms a local 2-design. Let the
diagonal Hamiltonian D(γ) of (4) be composed of lo-
cal operators Zk ∈ {Zj , ZjZj+1}, and let H be an a-
local Hamiltonian with a ∈ O(log(n)). If the coeffi-
cients γk and hpq vanish no faster than Ω(1/ poly(n)),
then the variance of the cost function partial derivative
∂CVHD(θ,γ)
∂θµ
= ∂µCVHD can be lower bounded as
Var[∂µCVHD] > F (n) with F (n) ∈ Ω
(
1
poly(n)
)
.
(18)
Here Var[∂θkCVHD] =
〈
(∂µCVHD)
2
〉
θ
, and we used the
fact that 〈∂µCVHD〉θ = 0. Moreover, the expectation
value is taken over the angles in W (θ) for fixed γ.
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Figure 2. Layered hardware-efficient ansatz employed
in our simulations. Here ZZ = exp(−iθ(Z⊗Z)/2) is a two
qubit entangling gate, while RX and RZ respectively denote
rotations around the x and z axes. As depicted, the ansatz is
composed of an initial layer of single qubit rotations, followed
by m internal layer, and a final layer. Shown is the case of
n = 4 qubits. In our heuristics we have m = n.
Here we recall that an a-local Hamiltonian is defined
as a Hamiltonian that can be expressed as a sum of terms
acting non-trivially on at most a neighboring qubits.
Let us discuss the implications of Theorem 1. First this
theorem shows that we can guarantee the trainability of
CVHD for Hamiltonians composed of local terms that act
non-trivially on less than log(n) neighboring qubits, and
whose associated coefficients are at most polynomially
vanishing with n. This result establishes a formal con-
nection between locality and trainability.
Consequently, Theorem 1 allows us to devise an opti-
mization strategy to avoid barren plateaus. Specifically,
the optimization is performed in an inner and an outer
loop. In the inner loop, the coefficients γ are fixed and
one optimizes over θ. From Theorem 1 we know that
there is no barren plateau with respect to θ, and hence,
that trainability is guaranteed. In the outer loop, one
trains the parameters γ, and it is clear from inspection
of Eq. (8) that the gradient with respect to γ does not
vanish exponentially in n. Hence, the trainability of the
outer loop is guaranteed from that of the inner loop.
IV. NUMERICAL IMPLEMENTATIONS
Here we present results obtained from numerically im-
plementing the VHD algorithm. Specifically, we simulate
VHD to diagonalize and approximate the time evolution
generated by a one-dimensional Heisenberg XY model
on n qubits
HXY =
n−1∑
j=1
(
XjXj+1 + YjYj+1
)
. (19)
Here we recall that the HXY can be exactly diagonalized
into a separable Hamiltonian of the form H =
∑n
j=1 ejZj
via a Jordan-Wigner transformation [42]. Hence, we take
the diagonal Hamiltonian to be composed of local Pauli
Z terms, i.e., D =
∑n
j=1 γjZj .
The VHD algorithm was implemented for n = 3, 4, 5
qubits, and for each value of n we ran 80 instances of
VHD and we picked the best one. In all cases, we em-
ployed a layered hardware-efficient ansatz as depicted
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Figure 3. VHD optimization results with VFF pre-
training for the XY Hamiltonian. The main plot (inset)
shows the cost ĈVHD(θ,γ) (CVFF(θ,γ)) a function of itera-
tion step for system sizes of 3 (red), 4 (green) and 5 (blue)
qubits. Both the pre-training with VFF and the direct VHD
optimization consisted of 320 optimization steps. The black
dotted line indicates the end of pre-training.
in Fig. 2. To optimize the parameters, we began with
VFF pre-training as described in Sec. IIG. For this pre-
training we employed a first-order Trotter-Suzuki approx-
imation UTS(∆t) of the short time evolution of HXY for
time ∆t = 0.25. After 320 iteration steps, we switched
from pre-training to optimizing the VHD cost of Eq. (6)
for an additional 320 iteration steps. The optimization
was performed using a gradient descent method, with
the gradients being computed via the parameter shift
rule [43, 44]. The cost and its gradients were evaluated
using finite sampling, with 109 shots per cost function
evaluation.
Figure 3 shows the VHD cost function versus the num-
ber of iterations for the values of n considered. Addi-
tionally, the inset depicts the VFF cost function for the
same iterations. To compare the performance for dif-
ferent system sizes we plot the normalized cost in (7).
During pre-training, the VFF cost defined in (14) was
minimized to 10−8, 10−4, and 10−3 for n = 3, 4, and
5, respectively. At each iteration we compute the VHD
cost with the parameters trained via VFF, and we see
that the cost decreases as the number of iterations in-
creases. This indicates that pre-training allows us to ob-
tain parameters that reduce the VHD cost. However, we
can also see that the pre-training does not allow us to
fully optimize CVHD, as the VHD cost function plateaus
and cannot keep decreasing. This agrees with the fact
that VFF is fundamentally limited by the initial Trotter
error of UTS(∆t). Once we switch to directly minimiz-
ing CVHD, the cost function is further reduced by several
orders of magnitude as the exact Hamiltonian is diago-
nalized, thereby eliminating the Trotter error. The cost
was successfully reduced below 10−9, 10−8, and 10−5 for
the 3, 4, and 5 qubit implementations, respectively.
Figure 4 plots the fast-forwarded simulation error as
100 101 102 103
Time, T
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10−2
100
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fi
d
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it
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1
−
F¯
VFF
VHD
n = 3
n = 4
n = 5
Figure 4. Fast forwarded quantum simulations of the
XY Hamiltonian. Average simulation infidelity 1− F¯ (with
F¯ defined in Eq. (15)) as a function of time T for systems
composed of n = 3 (red), n = 4 (green) and n = 5 (blue)
qubits. The fast forwarding is performed using the optimum
parameters found after VFF pre-training (dashed lines) and
after the full VHD optimization (solid lines) for the optimiza-
tion runs shown in Fig. 3. A dotted black horizontal line is
placed at a simulation error tolerance of 10−3.
a function of time for optimal parameters θopt and γopt
found after VHD training. As an error measure we use
the average simulation infidelity, that is 1 − F¯ where F¯
is defined in Eq. (15). The dashed lines indicate the fast-
forwarding that could be achieved using the parameters
found from pre-training with VFF and the solid lines
indicate the fast-forwarding achieved using the combina-
tion of pre-training and then VHD. The VHD algorithm
substantially out-performs VFF, with the simulation in-
fidelity remaining below 10−3 for times up to ∼ 103. In
contrast, the infidelity of VFF is greater than 10−3 by
the first time step due to inherent Trotter error.
V. DISCUSSION
We have introduced a new variational method for
quantum simulation that we call Variational Hamilto-
nian Diagonalization (VHD). This method diagonalizes a
quantum Hamiltonian, then via exponentiation, fast for-
wards the evolution of an initial state. We have demon-
strated that our method improves the fidelity of quantum
simulations relative to previous variational fast forward-
ing methods [19] by removing the Trotterization error
from the diagonalization process.
The potential for fast-forwarding with VHD could al-
low for simulation beyond the coherence time of NISQ
computers, unlike standard iterative approaches [2, 6–8]
where the circuit depth grows with simulation time. Mo-
roever, VHD is different from other variational simula-
tion algorithms based on optimization over a small set of
states [18, 20–22], in that it diagonalizes over the entire
Hilbert space [45], which allows for the fast forwarding
of higher energy states.
7While analytical results for variational quantum algo-
rithms are rare, our work is an exception. Proposition 1
gives an operational meaning for the VHD cost function
in terms of the average simulation fidelity, which pro-
vides a meaningul termination condition for the VHD
algorithm. Even more significant is Theorem 1, which
guarantees the absence of barren plateaus for the VHD
cost function under certain conditions. There are only
a handful [27, 29–31, 35] of analytical gradient scaling
results for variational quantum algorihtms. Our work
makes an important contribution to this field by estab-
lishing that local Hamiltonians can be diagonalized with
large cost-function gradients.
The connection between locality and trainability is
highly interesting at the conceptual level. Moreover, it is
likely to be practically relevant, e.g., when simulating
fermionic systems. Namely, different fermion-to-qubit
mappings, such as the Jordan-Wigner and Bravyi-Kitaev
mappings, lead to different degrees of Hamiltonian lo-
cality [46]. Our work suggests that researchers should
choose the mapping that leads to the most local Hamil-
tonian.
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Appendix A: Trainability of the VHD cost function
In this section we first recall results which allow us
to analyze the trainability of the VHD cost. We then
provide a proof for Theorem 1.
1. Theoretical Framework
To establish that CVHD is trainable, we first recall the
results of [27] where it was shown that local costs are
trainable when employing a shallow, layered hardware-
efficient ansatz. More specifically, the authors considered
cost functions of the form
CL(θ) = κTr[OLV˜ (θ)ρV˜ (θ)
†] , (A1)
where ρ is a quantum state, and where OL is a local
operator which can be expressed as
OL = c01 +
∑
k
ckOk , (A2)
with Ok acting non-trivially on a system of at most two
neighboring qubits. Moreover, the ansatz V˜ (θ) is a lay-
ered hardware-efficient ansatz of L layers, where L is at
most in O(log(n)), such that each block in V˜ (θ) forms
a local 2-design. Here we recall that this ansatz is ar-
ranged in a brick-like structure of unitary “blocks” acting
on neighboring qubits.
Let us now consider a given parameter θµ ∈ θ belong-
ing to a block B in the l-th layer of the ansatz V˜ (θ).
9Then, let us define Sµ as a subsystem of nµ = 2l ad-
jacent qubits such that the gate B acts on the middle
qubits of Sµ. Then, for any operator Ok in (A2) act-
ing non-trivially on the same qubits as B, the following
bound holds
Var[∂µCL] > Fn(l) , (A3)
where
Fn(l) =
22l+1κ2c2k
5L+l+4
DHS(ρ
µ, 1 µ/dµ)DHS(Ok,Tr[Ok]1 /4) .
(A4)
Here the variance is taken with respect to the parameters
in V˜ (θ), DHS(A,B) = ||A−B||HS is the Hilbert-Schmidt
distance, and ρµ is the reduced state of ρ in Sµ. Addi-
tionally, 1 µ denotes the identity on Sµ, and dµ = 2nµ is
the dimension of Sµ. Note that the lower bound in (A4)
is trivial if ρµ is equal to the identity on Sµ, or if the
operator Ok is equal to 1 , since in those cases the cost is
independent of θ.
Here we remark that Eqs. (A3), and (A4) are obtained
from Theorem 2 in [27], which provides a lower bound for
Var[∂µCL] in terms of a summation of positive terms, one
of which is Fn(l). Moreover, note that if Fn(l) vanishes
no faster than Ω(1/poly(n)), then so does Var[∂µCL].
2. Proof of Theorem 1
Let us now prove Theorem 1.
Proof. Let us analyze the conditions under which the
VHD cost function does not exhibit a barren plateau on
the parameters of W (θ) for fixed coefficients γ. We first
map the VHD cost function onto a cost of the form of CL
in Eq. (A1). Note that it is always possible to construct
a quantum state from the Hamiltonian H as follows
ρH =
H + λmin1
Tr[H] + dλmin
, (A5)
where λmin is the absolute value of the smallest eigenvalue
of H. Hence, CVHD can be expressed as
CVHD(θ,γ) =
1
d
(
||H||2 + ||D(γ)||2 + 2λminTr[D(γ)]
− 2(Tr[H] + dλmin)Tr[D(γ)W˜ (θ)ρHW˜ †(θ)]
)
,
where we used the cyclicity of the trace. Here we defined
W˜ (θ) = W †(θ), and it is straightforward to see that if
W †(θ) is a layered hardware-efficient ansatz where each
block forms a 2-design, then so is W˜ (θ). Since the first
three terms in (A6) are independent of θ, their partial
derivative with respect to any θµ ∈ θ will be zero. Hence,
to analyze the trainability of the cost, the relevant part
of CVHD(θ,γ) is
C˜VHD(θ,γ) = −2ηTr[D(γ)W˜ (θ)ρHW˜ †(θ)] , (A6)
where η = (Tr[H] + dλmin)/d. Equation (A6) is pre-
cisely of the form (A1), where D(γ) (given by (4)) corre-
sponds to the measurement operator. We further remark
that C˜VHD(θ,γ) and CVHD(θ,γ) have the same deriva-
tive with respect to any parameter in θ.
Given a parameter θµ ∈ θ belonging to a block B in the
l-th layer of the ansatz W˜ (θ), we now analyze the scaling
of the function Fn(l) of (A4). Hence, we have to com-
pute the Hilbert-Schmidt distances DHS(ρ
µ
H , 1 µ/dµ) and
DHS(Z
k,Tr[Zk]1 /4), where ρµH is the reduced state of ρH
in subsystem Sµ, and where Zk is an operator in D(γ)
acting on the same qubits as B does. Assuming that
D(γ) is composed of local operators Zk ∈ {Zj , ZjZj+1},
we have
DHS(Z
k,Tr[Zk]1 /4) = Tr
[
(Zk)2
]
= 4 . (A7)
Then, let us rewrite the Hamiltonian H as
H =
∑
(m,n)∈Sµ
hmn1 µ ⊗ σmn +
∑
p′,q′
hp′q′σ
p′q′ , (A8)
where (m,n) ∈ Sµ are bitstring of length nµ. Here we
define Sµ as the set composed of the bitstrings (m,n)
whose associated Pauli operators in (1) act non-trivially
only on Sµ. This allows us to calculate the reduced state
ρ
Sµ
H =
1
dµη
 ∑
(m,n)∈Sµ
hmnσ
mn + λmin1 µ
 , (A9)
and the Hilbert-Schmidt distance
DHS(ρ
µ
H , 1 µ/dµ) =
1
dµ
(∑
(m,n)∈Sµ h
2
mn + λ
2
min
η2
− 1
)
.
(A10)
Since H is traceless, then (A10) simplifies to
DHS(ρ
µ
H , 1 µ/dµ) =
1
dµ
∑
(m,n)∈Sµ h
2
mn
λ2min
. (A11)
From (A11) we can see that if Sµ = ∅, i.e., if H is
composed of operators which always act non-trivially on
more than 2l qubits, then we have DHS(ρ
µ
H , 1 µ/dµ) = 0
for all k and Sµ, and hence one cannot guarantee the
trainability of the VHD cost. Hence, assuming that Sµ 6=
∅, we find from (A4) that
Fn(l) =
25γ2k
5L+l+4
∑
(m,n)∈Sµ
h2mn . (A12)
Here we recall that L+ l is at most in O(log(n)), mean-
ing that F (n,k) is in Ω(1/ poly(n)) if
(
γ2k
∑
h2mn
)
is in
Ω(1/ poly(n)). Hence, if the previous conditions are met,
the VHD cost function does not exhibit a barren plateau
and we have that
Var[∂µCVHD] > Fn(l) , with Fn(l) ∈ Ω(1/ poly(n)) .
(A13)
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Here we remark that if the Hamiltonian H is an a-
local operator with a ∈ O(log(n)), then one can obtain a
lower bound of the form (A13) for any angle θµ. Hence,
defining F (n) = min{Fn(l)} we obtain (18) from Theo-
rem 1.
Let us further remark that Theorem 1 also allows us
to show that the γ parameters of the diagonal matrix
are also trainable. Considering the following nested opti-
mization strategy. Let us assume that the γ are randomly
initialized. Then, for fixed γ, one trains the unitaryW (θ)
in an inner optimization loop. Since the trainability of
the parameters θ is guaranteed from Theorem 1, it is
possible to minimize CVHD for fixed γ. Having found
this minimum, the γ parameters can be optimized in an
outer optimization loop. Moreover, one can see that since
CVHD is linear in γ the gradient ∂γkCVHD is simply
∂γνCVHD = 2γnu− 2
∑
p,q
hpqcpqk(θ) . (A14)
Hence, the parameters γ are trainable using, for in-
stance, a gradient descent optimization strategy.
Appendix B: Termination Condition for VHD
1. Useful Identities
To derive the termination condition for VHD, we will
make use of the following equalities and bounds.
Schatten p-norms and their inequalities. We use the
standard definition of the Schatten p-norms
||A−B||p =
(
Tr
[(
(A−B)†(A−B)
) p
2
]) 1p
, (B1)
where A and B are d-dimensional complex matrices. The
Hilbert-Schmidt norm is the Schatten norm with p = 2.
The Schatten p-norms are left P and right Q unitary
invariant
||PAQ||p = ||A||p (B2)
and satisfy the triangle inequality,
||A−B||p 6 ||A||p + ||B||p . (B3)
Linear scaling in N inequality. Let U and V be uni-
tary matrices. Then the following bound holds [19]
||UN − V N ||p 6 N ||U − V ||p , (B4)
for any N > 0.
Distance bound for linear time evolutions. Let t be a
real number, and let A and B be hermitian operators.
Then, as shown below in Section B 3, the following in-
equality holds
||eitA − eitB ||p 6 t||A−B||p . (B5)
Phase minimum Hilbert-Schmidt norm inequality.
The phase minimum Hilbert-Schmidt norm between two
unitaries A and B is defined as
||A−B||min2 = min
φ∈R
||A− eiφB||2 (B6)
=
√
2d− 2|Tr[AB†]| , (B7)
and satisfies the inequality
||A−B||min2 6 ||A−B||2 . (B8)
2. Main Proof of Termination Condition
Proposition 1 can now be derived as follows.
Proof. First, let us recall that U = exp(−iHT ), and V =
exp(−iH˜T ). We start from Eq. (B8)
||U − V ||min2 6 ||U − V ||2 , (B9)
and apply Eq. (B5) to find
||U − V ||min2 6 T ||H − H˜||2 . (B10)
We then use Eq. (B7) to express
||U − V ||min2 =
√
2d− 2|Tr[U†V ]| (B11)
which can be rewritten in terms of the average fidelity,
Eq. (15), as [40]
||U − V ||min2 =
√
2d
√
1−
√
1− d+ 1
d
(
1− F¯ (T )
)
. (B12)
Finally, recalling CVHD = ||H − H˜||22/d, and combining
equations (B10) and (B12), we obtain
√
2d
√
1−
√
1− d+ 1
d
(
1− F¯ (T )
)
6 T
√
dCVHD , (B13)
which can be rewritten as
2
T 2
(
1−
√
1− d+ 1
d
(
1− F¯ (T )
))
6 CVHD . (B14)
3. Proof of the Distance bound for linear time
evolutions
Here we provide a proof for the “Distance bound for
linear time evolution inequality”, i.e., we prove that
||eitA − eitB ||p 6 t||A−B||p . (B15)
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Proof. We start by applying Eq. (B2)
||eitA − eitB ||p = ||(eitAe−itB − I)eitB ||p (B16)
= ||eitAe−itB − I||p . (B17)
Then, let us express the unitary in integral-derivative
form
eitAe−itB − I =
∫ t
0
ds
∂
∂s
[
eisAe−isB
]
(B18)
=
∫ t
0
ds eisA(iA− iB)e−istB . (B19)
Moreover, this integral can be written as the limit of the
Riemann sum
||eitA − eitB ||p =
∣∣∣∣∣∣∣∣ ∫ t
0
ds eisA(iA− iB)e−istB
∣∣∣∣∣∣∣∣
p
(B20)
=
∣∣∣∣∣∣∣∣ lim∆sk→0∑
sk
∆sk e
iskA(iA− iB)e−isktB
∣∣∣∣∣∣∣∣
p
.
(B21)
Applying the triangle inequality from Eq. (B3) with re-
peated application across the terms of Riemann sum we
obtain
||eitA − eitB ||p 6
lim
∆sk→0
∑
sk
∣∣∣∣∣∣∣∣∆sk eiskA(iA− iB)e−isktB∣∣∣∣∣∣∣∣
p
(B22)
= lim
∆sk→0
∑
sk
∆sk
∣∣∣∣∣∣∣∣eiskA(iA− iB)e−isktB∣∣∣∣∣∣∣∣
p
. (B23)
Then, noting that the limit of the Riemann sum in (B23)
can be expressed as an integral, we find
||eitA − eitB ||p 6
∫ t
0
ds
∣∣∣∣∣∣∣∣eisA(iA− iB)e−istB∣∣∣∣∣∣∣∣
p
.
(B24)
Finally, applying Eq. (B2) and evaluating the integral
leads to
||eitA − eitB ||p 6
∫ t
0
ds
∣∣∣∣A−B∣∣∣∣
p
(B25)
= t
∣∣∣∣A−B∣∣∣∣
p
. (B26)
Appendix C: Details on Pre-training using VFF
In this section we provide further details on pre-
training using VFF. As summarized by the flow chart
in Fig. 5, VFF pre-training consists of the following
three steps: (1) An initial Trotter approximation UTS
Figure 5. The VFF Pretraining Algorithm. The input to
VFF pretraining algorithm is a Hamiltonian H. (1) The short
time evolution induced by H, i.e. U(∆t) = exp(−iH∆t), is
approximated using a Trotter approximation UTS. (2) The
Trotter unitary UTS is diagonalized using variational compi-
lation using the cost CLHST(UTS, VVFF) where VVFF is a diag-
onal ansatz defined in Eq. (C3). The Local Hilbert Schmidt
test circuit, shown here, is used to evaluate CLHST with the
probability to measure the zero-zero state across the jth pair
of qubits giving F (j)e . (3) The output parameters from the
diagonalization step {θVFF,γVFF} are finally transformed to
the parameters {θpt,γpt} used initialize VHD.
of the short time evolution under H; (2) A diagonaliza-
tion of UTS using the local Hilbert-Schmidt test; and (3)
A transfer of the optimum parameters found using the
local Hilbert-Schmidt test, {θVFF,γVFF}, to the param-
eters used to initialize VHD, {θpt,γpt}. We detail each
of these three steps below.
1. Trotter-Suzuki Approximation of Evolution
The first step of VFF pre-training is to approximate
the short-time evolution of the Hamiltonian H using a
Trotter approximation [2, 6, 39]. That is, the unitary
evolution for short times, U(∆t) = exp(−iH∆t), is ap-
proximated via a unitary UTS.
For this paper we approximate the short time evolution
using a first-order Trotter-Suzuki approximation
U(∆t) = UTS +O
(
(∆t)2
)
, (C1)
with
UTS =
∏
pq
e−ihpqσ
pq∆t , (C2)
and where hpq and σpq are the Pauli coefficients and
matrices of H, respectively.
2. Diagonalization using the Local Hilbert-Schmidt
Test
To approximately diagonalize UTS, we variationally
compile UTS into ansatz of the form
VVFF := W (θVFF)G(γVFF)W (θVFF)
† . (C3)
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Here W (θ) is a unitary matrix that ideally contains the
eigenvectors of UTS(∆t) and G(γVFF) is a diagonal oper-
ator that ideally contains the exponentiated eigenvalues
of UTS(∆t).
The compilation is performed by minimizing the cost
function CLHST which is defined as follows [13]. Let us
consider two n-qubit registers A and B and let Aj (Bj)
represent the jth qubit from the A (B) register. We then
define
CLHST(U, V ) := 1− 1
n
n∑
j=1
F (j)e (U, V ) , (C4)
where F (j)e is the entanglement fidelity across the jth pair
of qubits. Specifically, the entanglement fidelities F (j)e
are given by
F (j)e := Tr
(|Φ+〉〈Φ+|AjBj (Ej ⊗ IBj )(|Φ+〉〈Φ+|AjBj )) .
(C5)
where |Φ+〉 = (|00〉 + |11〉)/√2 denotes a Bell state and
Ej is a quantum channel that acts on qubit Aj of the
form
Ej(ρAj ) = TrAj
(
UV †
(
ρAj ⊗
1Aj
2n−1
)
V U†
)
. (C6)
Here Aj is the set of all qubits in A except for Aj . The
fidelities F (j)e can be evaluated via the Local Hilbert-
Schmidt test using the short depth circuit shown in
Fig. 5.
The parameters {θ,γ} are trained through a hybrid
optimization loop with CLHST evaluated on a quantum
computer to solve the optimization problem
{θVFF,γVFF} = arg min
θ,γ
CLHST(θ,γ) . (C7)
The parameters {θVFF,γVFF} then determine the initial
parameters {θpt,γpt} for the VHD optimization loop.
3. Transfer of Parameters
Since H and exp(−iH∆t) share the same eigenvec-
tors, one can use θVFF to initialize VHD, that is we
can set θVFF = θpt. Note, that since VFF diagonal-
izes the Trotter unitary UTS, and not the exact evolution
exp(−iH∆t), the operator W (θVFF) = W (θpt) will of
course only capture the eigenvectors of UTS and not H
itself.
However, more care needs to be taken relating γVFF
and γpt, since the diagonal operator D(γ) of the VHD
ansatz directly captures the eigenvalues of H, but the
diagonal operator G(γ) of the VFF ansatz, captures its
exponentiated eigenvalues. We can relate D and G via
D(γpt) =
1
−i∆t ln (G(γVFF)) (C8)
which can be rewritten as∑
k
γpt,kZ
k =
∑
k
ln
(
e−i∆tγVFF,kZ
k
)
. (C9)
Therefore we have that
γpt = γVFF +
pi
∆t
α , (C10)
where α is a vector of integers. To find α, we first
note that H can be decomposed in terms of the ro-
tated Pauli basis {σ˜k(θ)}, where σ˜k = W (θ)ZkW †(θ),
as H =
∑
k βk(θ)σ˜k(θ) where
βk(θ) =
1
d
Tr[Hσ˜k(θ)] =
∑
pq
hpqcpqk(θ) . (C11)
Now, for the transfer of parameters to be effective, we
want to choose the vector of integers α such that γVFF +
pi
∆t
α matches β(θVFF) as closely as possible. This is
achieved by setting
α = Round
(
(β(θVFF)− γVFF)∆t
pi
)
(C12)
where the function Round(v) finds the nearest integer to
each element of v. Thus we find that γpt and γVFF can
be related as
γpt = γVFF +
pi
∆t
Round
(
(β(θVFF)− γVFF)∆t
pi
)
.
(C13)
The parameters {θpt,γpt} can now be used to initialize
the VHD optimization algorithm.
