In classical (two-valued) logic, CNF and DNF forms of each propositional formula are equivalent to each other. In fuzzy logic, CNF and DNF forms are not equivalent, they form an interval that contains the fuzzy values of all classically equivalent propositional formulas. If we want to select a single value from this interval, then it is natural to select a linear combination of the interval's endpoints. In particular, we can do that for CNF and DNF forms of "and" and "or", thus designing natural fuzzy analogues of ciassical "and" and "or" operations. The problem with thus selected "and" and "or" operations is that, contrary to common sense expectations, they are not associative. In this paper, we show the largest possible value of the Corresponding non-associativity is reasonably small and thus, this non-associativity does not made these operations impractical.
Motivation
Fuzzy logic is a generalization of the classical 2-valued logic, where instead of two truth values "true" and "false" (corresponding to 1 and 0), we have the entire interval [0, 11 of truth values.
To get a logic, we must extend logical operations to these values. In classical logic, every logical operation can be represented as a composition of conjunction ("and", & ), disjunction ("or", V), and negation ("not", 7). Therefore, to generalize an arbitrary logical operation, it is sufficient to generalize these three basic logical operations. Thus, when a fuzzy logic is described, it is usually described in terms of these three operations: t-norm ("and"), t-conorm ("or") , and negation.
To generalize a more complex logical operation, we can: 0 represent this operation as a composition of 0 replace "and", "or", and "not" with, cmespondingly, a t-norm, a t-conorm, and a negation operation.
"and", "or", and "not", and
The main problem with this approach is that different representations of the original logical operation lead to different results -even if we use the simplest possible operations min, m a , and 1 -z.
DNF-CNF interval
Since different classically equivalent logical formulas lead to non-equivalent fuzzy expressions, it is reasoiiable, instead of considering all possible classically equivalent forms, to select some special forms.
In classical (Zvalued) logic, two forms are most frequently used:
use min, max, and 1 -2, then for all binary opera- Thus, the operation obtained by combining these expression takes the following form: 
Thus, the operation obtained by combining these expression takes the following form:
Non-associativity of the resulting operations and why it is a problem
These operations seem reasonable, but there is one problem with them. Intuitively, e.g., the conjunc- 6 Non-associativity may not be a serious problem
This problem may not be that practically serious if the degree of non-associativity, i.e., the difference be-
, is always small. Indeed, the value a, b, and c come from experts, and experts can only approximately describe their degrees of confidence. Typically, in fuzzy control, no more than 7 values are used for each variable, which shows that we can probably meaningfully distinguish no more than 7 different levels on the interval [0,1]. So, if the degree of non-associativity does not exceed 1/7, we are OK.
The main purpose of this paper is to prove that this is indeed true:
Methodological comment: DNF-CNF interval from a more general viewpoint
To better understand the problem and our result, let us recall where the DNF-CNF interval fits into the general methodology of fuzzy systems (see [7] for more details). In general, each property can be associated with a set -namely, the set of all the objects that satisfy this property.
In the classical (two-valued) propositional logic, we consider "two-valued" sets -i.e., sets A for which every element 2 either belongs to this set or does not belong to it. For these sets, we consider "two- In other words, our argument is that we are considering fuzzy sets, it makes sense to allow statements about these sets to be also fuzzy, i.e., to consider a "consistently fuzzy" approach in which both sets and logic (statements about these sets) are fuzzy:
Theorem. For every a, the largest possible value of degree of non-associativity for the corresponding operations (1) and ( 2 ) is a (1 -a)/2.
Since the largest possible value of this expression is 1/8, which is smaller than 1/7, we are OK.
[F'uzzy set, F'uzzy logic].
n o m this viewpoint, our result can be viewed as a specific implementation of a general "consistently fuzzy" methodology described in [7] .
8 Proof 1". One can easily check that our operations & and V are "dual" in the sense that
In (1 -(~) / 2 . 3". Let us give a general idea of how' we will prove our result.
In general, the values a, b, and c must be from the interval [0,1]:
O F a 5 1 ; O < b < l ; O < C < l .
(3)
Formulas for & contain the operations min and max applied to linear functions. Thus, we can consider "different cases depending on which of the corresponding linear functions is larger and which is smaller. Each case is therefore described by a system of inequalities between linear functions, i.e., by a system of linear inequalities. In each case, both expressions For each of these conclusions, we must prove that the system of linear inequalities formed by inequalities describing the case and the inequality describing the 
(4)
In this case, min(a,b) = a.
The next term in min(a, 1 -b). We therefore have to consider two subcases: when a 5 1-b (i.e., a+b 5 l), and when a + b > 1. We will consider the subcase a + b L 1.
For this subcase, "(a,
and "(a, b) = b (since we are considering case (4)). Thus, the expression min (max(a, 1 -b), "(1   -a, b), max(a, b ) ) takes the form min (1-b, l-a,b) . Due to (4), we have 1 -b 5 1 -a, hence this expression takes the form min (1 -b,b) . The value of this expression depends on whether b I 1 -b, i.e., equivalently, whether b 5 0.5. We will have to consider both subsubcases. To illustrate our approach, we consider the subsubcase when b I 0.5. Re (9): if a = 0 or a = 1, we get known associative operators, so we are only interested in the values a E (0,l). For these values, the product a -(1 -a) is positive. Dividing both sides of (9) by this product, we get an equivalent inequality c -U > 0.5.
Let us now eliminate variables -starting with cfrom the resulting system (3a), (4), (6), (8), and (sa).
There are three inequalities containing c: b 5 c (7), c 5 0.5 (8), and to which c > a + 0.5 (sa). So, we have two lower bounds for c: b and a + 0.5, and one upper bound -0.5. According to the general algorithm, we require that every lower bound must be smaller than every upper bound. This leads to two new inequalities: b 5 0.5 (which is already covered by the inequality (6)) and ( 9 4 a + 0.5 < 0.5, (10) or, equivalently, a < 0.
There is a clear contradiction (inconsistency) with Comment. In this particular case, we could get this inconsistency easier, but we wanted to show how the general variable elimination approach works.
5". Due to size limitations, we cannot present here the proofs for all cases, but we hope that the reader gets a good understanding of how this proof was done.
We have analyzed all possible cases, and in all the cases, Fourier-Motzkin elimination method does prove the desired inequalities. Thus, the theorem is proven.
(34.
