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ABSTRACT
The COVID-19 pandemic is undoubtedly one of the biggest public health crises our society has ever
faced. The impact of COVID-19 on our society, economy, and healthcare system is estimated to
be high, given its clinical severity. Timely and accurate diagnosis is crucial to allow the healthcare
personnel to take the appropriate actions. One of the main complications caused by COVID-19 is
pneumonia. The standard exams for pneumonia diagnosis are chest X-ray (CXR) and computed
tomography (CT) scan. The CT scan is more precise than the CXR. However, CXR is quite suitable
in some particular situations because it is cheaper, faster, more widespread in less economically
developed regions, and exposes the patient to much less radiation. This paper’s main objectives
are to demonstrate the impact of lung segmentation in COVID-19 automatic identification using
CXR images and evaluate which contents of the image decisively contribute to the identification.
We have performed lung segmentation using a U-Net CNN architecture, and the classification using
three well-known CNN architectures: VGG, ResNet, and Inception. To estimate the impact of
lung segmentation, we applied some Explainable Artificial Intelligence (XAI), such as LIME and
Grad-CAM. To evaluate our approach, we built a database named RYDLS-20-v2, following our
previous publication and the COVIDx database guidelines. We evaluated the impact of creating a
COVID-19 CXR image database from different sources, called database bias, and the COVID-19
generalization from one database to another, representing our less biased scenario. The experimental
results of the segmentation achieved a Jaccard distance of 0.034 and a Dice coefficient of 0.982. In
the best and more realistic scenario, we achieved an F1-Score of 0.74 and an area under the ROC
curve of 0.9 for COVID-19 identification using segmented CXR images. Further testing and XAI
techniques suggest that segmented CXR images represent a much more realistic and less biased
performance. More importantly, the experiments conducted show that even after segmentation, there
is a strong bias introduced by underlying factors from the data sources, and more efforts regarding
the creation of a more significant and comprehensive database still need to be done.
Keywords COVID-19 · chest X-ray · semantic segmentation · explainable artificial intelligence.
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1 Introduction
The Coronavirus disease 2019 (COVID-19) pandemic, caused by the virus named Severe Acute Respiratory Syndrome
Coronavirus 2 (SARS-CoV-2), has become the most significant public health crisis our society has faced recently [1].
COVID-19 affects mainly the respiratory system and, in extreme cases, causes a massive inflammatory response that
reduces the total lung capacity [2].
In such extreme cases, the patient needs constant hospital care, possibly in an Intensive Care Unit (ICU), to use a
mechanical ventilator to help to breathe and avoid hypoxia (low blood-oxygen levels) [3]. That characteristic associated
with high transmissibility, lack of general population immunization, and high incubation period [4] makes COVID-19
a dangerous and lethal disease. In these circumstances, artificial intelligence (AI) based solutions are being used in
various contexts, from diagnostic support to vaccine development [5].
The standard imaging tests for pneumonia, and consequently COVID-19, are chest X-ray (CXR) and computed
tomography or computerized X-ray imaging (CT) scan. The CT scan is the gold standard for lung disease diagnosis
since it generates images with a large variety of details. However, CXR is still very useful in these scenarios, since they
are cheaper, generate the resulting images faster, expose the patient to much less radiation, and it is more widespread in
the emergency care units [6].
After the COVID-19 outbreak, several studies were proposed to investigate its diagnostic based on the use of images
taken from the lungs [7, 8, 9, 10, 11]. Despite the impressive advances, there is a lack of more critical analysis regarding
the content captured in those images that contribute to the achievement of consistent results [12, 13, 14]. As a brief
demonstration of this lack of critical analysis, a quick search on Google Scholar1, looking for works on the subject of
COVID-19 identification in CXR that do not mention the segmentation technique, returns a total of 2.760 results.
Our main objective is to evaluate the impact of lung segmentation in identifying pneumonia caused by different
microorganisms using CXR images obtained from various sources (i.e., Cohen, RSNA pneumonia detection challenge,
among others). We have primarily focused on CXR images due to its smaller cost and high availability in the emergency
care units, especially those located in less economically developed regions. Moreover, we put more emphasis on
COVID-19, aiming to provide solutions that can be useful in the current pandemic context. To support that objective,
we used an U-Net Convolutional Neural Network (CNN) for lung segmentation, and three popular CNN models for
COVID-19 identification: VGG16 [15], ResNet50V2 [16] and InceptionV3 [17].
The first step towards that objective was to improve our previously created COVID-19 database (i.e., RYDLS-20 [9]),
renamed as RYDLS-20-v2. We have added more data sources for this expansion and have gathered more images from
the previously used sources. Furthermore, we adopted a similar process employed by the COVIDx dataset [11], which
is probably the most used COVID-19 CXR image dataset.
Firstly, we have designed the problem as a multi-class classification problem with three classes: lung opacity, COVID-19,
and normal lungs (i.e., no-pneumonia), in which lung opacity means pneumonia caused by any previously known
pathogen. Secondly, we have experimentally tested a classification scenario with more granular labels, such as
pneumonia caused by different viruses, bacterias, fungi, among others. However, in nearly all scenarios, the models
did not correctly differentiate lung opacity types well enough. This is also consistent with clinical practice in which it
is difficult to differentiate between viral and bacterial pneumonia [18, 19]. Furthermore, in order to provide a more
complete and realistic overview, we also evaluated specific scenarios to assess the database bias, i.e., the importance of
the image source for the classification model and COVID-19 generalization, i.e., the usage of COVID-19 images from
one database to train a classification model to identify COVID-19 cases in a different database, which represents the
less biased scenario evaluated in this paper.
To achieve a satisfactory lung segmentation, we experimented with some well-known techniques such as thresholding,
edge detection, watershed, and deep learning based strategies [20]. The results obtained using classical approaches
(thresholding, edge detection, and watershed) were not even near satisfactory, probably because a CXR image is
very homogeneous, and such algorithms depend on the contrast occurrence to properly perform the segmentation.
Additionally, since we have included images from different data sources with probably different imaging protocols,
X-ray machines, etc., the CXR images itself may differ from each other, which makes static segmentation approaches
ineffective. Finally, for the deep learning approach, we have used a U-Net CNN architecture [21]. The U-Net has
two main components: a contraction path that reduces the input dimension to an encoding and an expansion path that
increases the encoding to match the original input dimension. The activation maps in the contraction path are also
copied to the expansion path to retain as much information as possible.
1We have performed this search on September 1st, 2020 and have used the following search key: “COVID-19” “X-ray” OR
“CXR” “machine learning” OR “artificial intelligence” -segmentation
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As known, a deep learning approach is “data-hungry”; i.e., it performs better as the training data increases [22].
Therefore, specifically for the segmentation task, we also used three additional datasets containing binary lung masks to
increase the training data: Montgomery County X-ray Set [23], Shenzhen Hospital X-ray Set [23, 24] and Japanese
Society of Radiological Technology (JSRT) [25].
Moreover, we adopted an iterative workflow for lung segmentation with the following steps: i) train the U-Net CNN
model from scratch; ii) predict binary masks for all CXR images in our COVID-19 database; iii) manually review all
predicted masks; and iv) manually create binary masks for wrong predictions. We repeated this process until we arrived
at an acceptable model. We included every visible region of both lungs for the manually created masks, usually until
the diaphragm extent and most of the heart region. The heart’s inclusion is beneficial for two reasons: opacities behind
it might be relevant for viral pneumonia, and uniform shaped lungs reduce the impact of the heart size from the left
lung [26].
Over the last few years, the area known as Explainable Artificial Intelligence (XAI) has attracted many researchers
in the artificial intelligence (AI) field. The main interest of XAI is to research and develop approaches to explain the
individual predictions of modern machine learning (ML) based solutions. The rationale behind these methods is to
look for a reasonable explanation about why an AI technique achieves a specific performance on a given task, and
not just what is the performance. In medical applications based on images, in particular, we understand that a proper
explanation regarding the obtained decision is fundamental. In an ideal scenario, the decision support system should be
able to suggest the diagnosis and show, as better as possible, which contents of the image, and from which parts, have
decisively contributed to achieving a particular decision.
XAI methods can be useful in many different perspectives, considering the general framework widely used to develop
pattern classifier systems. Regarding the approach used to obtain the representations (i.e., handcrafted vs. non-
handcrafted features), XAI could help to open the “black box”, allowing to understand better which specific contents
of the image captured are contributing in a definitive way to the decision taken, and how they have been captured.
In another vein, as is known, depending on the algorithm used to create the classifier model, how the decision was
achieved can be easier or harder to understand. Again, XAI methods can also be helpful in this situation.
To assess the impact of lung segmentation on the identification of COVID-19, we used two XAI approaches: Local
Interpretable Model-agnostic Explanations (LIME) [27] and Gradient-weighted Class Activation Mapping (Grad-CAM)
[28]. LIME works by finding features, superpixels (i.e., particular zones of the image), that increases the probability
of the predicted class, i.e., regions that support the current model prediction. Such regions can be seen as important
regions because the model actively uses them to make predictions. LIME is model-agnostic, hence it does not need
any details about the model structure or algorithm; i.e., it does not rely on the model to produce the explanations.
Thus, the prediction explanation is more unbiased towards the model. On the other hand, Grad-CAM focuses on the
gradients flowing into the last convolutional layer of a given CNN for a specific input image and label. We can then
visually inspect the activation mapping (AM) to verify if the activations are focusing on the appropriate portion of the
input image. Grad-CAM can be applied to various CNN models, however as it depends on the activations of the last
convolutional layer to produce the output, it is model-specific. Thus, in a way, both techniques are complementary, and
by exploring them, we can provide a complete report of the lung segmentation impact on COVID-19 identification.
The lung segmentation might not improve the classification performance metric itself, because when the whole image is
considered, the model may learn to use other features besides lung opacities, or even from outside the lungs region. In
such cases, the model is not learning to identify pneumonia or COVID-19, but something else. Thus, we can infer that
the model is not reliable even though it achieves a good classification performance. Using lung segmentation, we would
supposedly remove a meaningful part of noise and background information, forcing the model to take into account only
information from the lung area, i.e., desired information in this specific context. Thus, the classification performance in
models using segmented CXR images tends to be more realistic, closer to human performance and better reasoned.
The remaining of this paper is organized as follows: Section 2 introduces some basic concepts used throughout this study.
Then, Section 3 presents some related works and how they are related to our paper. After that, Section 4 introduces
our proposed methodology. Section 5 shows details about our experimental setup, including database, algorithms, and
parameters. Section 6 presents the obtained results. Later, Section 7 discusses the obtained results. Finally, Section 8
presents our conclusions and possibilities for future works.
2 Theoretical Background
This section briefly discusses concepts regarding pneumonia and COVID-19, deep learning, and explainable artificial
intelligence (XAI) that are important to understand the remainder of this paper.
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2.1 COVID-19
The first COVID-19 case was reported in Wuhan, China, at the end of 2019. It rapidly evolved from a local epidemic
to a global pandemic in a matter of three months. In March 2020, there were cases reported in almost every country
in the World, and most of them were applying measures to contain the virus spread, such as social distancing, use of
face masks, and constant decontamination [29]. As of right now, there are approximately 21 million confirmed cases
worldwide by the World Health Organization (WHO) [1].
The impact of COVID-19 depends upon three factors: the number of people currently infected, virus transmissibility,
and clinical severity [30]. Even today, the actual fatality rate cannot be precisely estimated. Among patients that were
medically attended, the fatality rate is estimated at around 2% [31]. Early studies estimated the transmissibility, also
known as basic reproduction number or R0, to be between 2.2 and 2.5 [32], which means that each infected person will
pass it to two other people; this number has effectively gone down after the social distancing measures were adopted.
The number of people currently infected has been stable lately, which is the first sign of a plateau in the outbreak.
COVID-19 affects primarily the respiratory system causing, in some cases, pneumonia. Pneumonia is an inflammation
in the lungs affecting the oxygen transfer. It cannot be classified as a unique disease, but as a group of different diseases
with different characteristics depending upon the infectious agent that caused the inflammatory response. In the case of
COVID-19, image tests revealed multiple peripheral ground-glass opacities in the subpleural region of the lungs [31].
The primary image diagnosis for pneumonia, in general, are chest X-rays (CXR) and computed tomography (CT) scan.
CT scan produces better and more precise images than CXR. However, the CXR is still useful in some situations,
and recent studies showed that it is possible to screen patients with early symptoms based on CXR images [33]. The
CXR is broadly available in the emergency care units, especially in low-income regions, have a speedy turnaround
time, requires much less decontamination between patients, and less radiation exposure, which means that the test
can be performed multiple times to assess the disease evolution. The pneumonia diagnosis from CXR images is not
straightforward, and in some cases, even experienced medical practitioners face difficulties [34].
In the COVID-19 research context, AI and pattern recognition techniques have been actively tested and used with
different purposes, from diagnostic support to vaccine development [5].
2.2 Deep learning
The application of deep learning approaches has recently gained much traction, mainly because of the significant
increase in the computational power available. Despite that, approaches that used the backpropagation algorithm and
automatic differentiation had been proposed a long time ago in the literature [35].
Deep learning is part of a broader set of machine learning algorithms based on artificial neural networks (ANN). An
ANN is composed of multiple smaller units called neurons. Each neuron is a processing element that receives inputs
and produces outputs based on an activation function. The combination of multiple neurons in multiple layers produces
a compelling computational model capable of representing very complex problems [36]. Furthermore, the term deep
refers to a multi-layer ANN. The minimum number of layers that characterize a deep ANN is not very clear in the
literature.
The field has dramatically advanced in recent years, and now we have many specialized operations for specific
applications. One of them is the convolutional neural network (CNN) for image analysis, classification, and segmentation.
The CNN resembles the organization of the human visual cortex [37, 38].
There have been several CNN architectures proposed over the years for many different problems. This work has used
three popular CNN architectures taken from the literature: VGG16, ResNet50V2, and InceptionV3. Furthermore, we
adopted the framework Keras2 on top of TensorFlow3 for our experiments. Keras is the high-level API of TensorFlow
(TF): a very intuitive and productive interface to TF focused on deep learning [39]. Furthermore, we also used transfer
learning in all models by loading weights trained on ImageNet4. Transfer learning is the usage of weights from a CNN
trained on a different and larger dataset. The objective is to leverage the knowledge (features) already obtained from
a different dataset [40]. ImageNet is a huge and broad dataset that is commonly used as the standard image dataset
benchmark.
2https://keras.io/
3https://www.tensorflow.org/federated
4The ImageNet project is a large visual database designed for use in visual object recognition software research. Available at
http://www.image-net.org/
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2.3 Explainable AI
As the methods and algorithms in ML evolved, many of them became highly complex and obscure, especially deep
learning models. Thus, it became tough for a human to comprehend how these models work when making predictions.
Such models are frequently said to be black-box classification models.
Explainable AI is an area focused on methods and approaches that can be used to explain the model predictions. The
main idea is to identify what features the model is actively using when making predictions. Especially when considering
complex models, such as CNNs, there is no guarantee of which feature the model will focus on when learning. It will
always try to increase the classification metric provided by all means necessary. For images, for instance, it might
be not using the relevant portion of the image containing the appropriate information, but something else, given that
it increases the classification performance. Hence, model inspection is vital to guarantee that our model uses the
appropriate information for prediction [41].
In this paper, we applied two XAI approaches to evaluate how the segmentation impacts the classification process: Local
Interpretable Model-agnostic Explanations (LIME) [27] and Gradient-weighted Class Activation Mapping (Grad-CAM)
[28]. They both aim to explain individual predictions by finding important portions of the input image that are actively
used by the model. Nonetheless, they differ on a fundamental characteristic: LIME is model-agnostic, it does not
rely on any detail of the classification model apart from the prediction, while Grad-CAM is model-specific, it uses the
activation mapping from the last convolutional layer of a given CNN. Thus, by leveraging both approaches, we hope to
present a complete result.
LIME creates a new dataset containing a sequence of examples based on a specific input image with small changes in
its features and the black-box model prediction and creates a sparse linear model around them, and then it estimates
what features increase or decreases the predicted probability of a given class [27]. The sparse linear model weights
the examples by the degree of change from the original input. Such regions can be understood as supporting and
contradicting regions, despite that these regions are important and are being actively used during predictions.
On the other hand, Grad-CAM can only be used on CNN models and leverages the CNN structure to find the important
regions. The idea behind Grad-CAM is quite intuitive: it uses the activation mapping, also called feature map or simply
activations, of the last convolutional layer and weights them by the predicted probability of a given label. The regions
where the activation mapping is large are the regions where the final prediction uses the most.
Finally, we are using LIME and Grad-CAM to assess whether the models using segmented images focus primarily on
lung area information, which might not be the case for a model using full CXR images.
3 Related Works
This section discusses some noteworthy papers found in the literature related to one of the following topics: lung
segmentation in CXR and CT images and COVID-19 model inspection and explainability. We present the main aspects,
including experimental database, type of image (CXR or CT), segmentation, and classification model.
[42] proposed a deep learning approach for infection segmentation on a CT scan using a VB-Net architecture. The
VB-Net is a combination of the V-Net with the bottle-neck structure. The dataset comprised 249 CT scan images for
training and 300 CT images for validation, all of them diagnosed with COVID-19. It adopted a human-in-the-loop
strategy for the manual contouring of the infections, i.e., the human reviewed and improved the automated prediction
for the training data. Their approach for segmentation of infection regions presented a Dice similarity coefficients of
91.6% ± 10.0%.
[43] proposed a framework to detect COVID-19 through 3D chest CT images. The dataset was composed of CT images
taken from 3322 patients, collected between August 2019 and February 2020. The authors describe rates with 0.96
of AUC for COVID-19, and 0.98 of AUC for Non-Pneumonia. This work used a COVNet framework that employs
RESNET-50 for feature extraction and U-net as a segmentation method.
[44] developed residual attention U-Net model. The model uses ResNeXt blocks in the encoder and decoder paths.
The encoder path also uses an attention mechanism to retain important information for the correct segmentation. The
dataset used was the COVID-19 CT Segmentation dataset, provided by the Italian Society of Medical and Interventional
Radiology (SIRM), which contains 110 axial CT images and 100 segmentation masks5,6. They set up the segmentation
as a multi-class problem with three labels: ground-glass opacity, consolidations, and pleural effusion. The results
showed a Dice similarity coefficient of 94%.
5https://www.sirm.org/category/senza-categoria/COVID-19/
6http://medicalsegmentation.com/covid19/
5
A PREPRINT - SEPTEMBER 22, 2020
[45] presented a Joint Classification and Segmentation (JCS) system to perform explainable COVID-19 classification.
The classification is performed using a Res2Net CNN architecture, and the segmentation is performed using VGG16
CNN as a backbone together with a Grouped Atrous Module (GAM) and an Attentive Feature Fusion (AFF). The
explanation is performed by extracting the convolutional layers activation mappings. The proposal was evaluated on a
dataset composed of 144,167 CT scan images from 400 COVID-19 positive examples and 350 negative patients, all
confirmed by RT-PCR tests. The results showed an average sensitivity of 95.0% and a specificity of 93.0% on the
classification task, and 78.3% Dice score on the segmentation task of infection regions.
[46] proposed a small and efficient segmentation architecture for COVID-19 CT scan images, named MiniSeg. They
proposed a new CNN block called Attentive Hierarchical Spatial Pyramid (AHSP) to perform the segmentation. The
dataset used was the COVID-19 CT segmentation dataset, which contains 100 axial CT images with three segmentation
classes: ground-glass opacity and pleural effusion. Their results presented an average IoU of 82.12%.
[47] proposed a deep neural network, called COVID-SegNet, aiming at segmenting the infection spots and the entire
lung region from CT scan images. They proposed a new block named Feature Variation (FV), specifically designed
to identify and adapt to a global context to identify the infection spots correctly. The network also fuses features at
different scales by using a method called Progressive Atrous Spatial Pyramid Pooling (PASPP) proposed by the authors,
in order to be able to identify different shapes of the infections spots. The database was composed of 21,658 annotated
chest CT images from 861 patients with confirmed COVID-19. The results showed a Dice similarity coefficient of
98.7% and 72.6% for lung and COVID-19 infection regions segmentation.
[11] proposed a specific CNN design for COVID-19 identification in CXR images, named COVID-Net. The COVID-Net
contains various blocks, such as projection-expansion-projection-extension (PEPX), convolutions, and long-range
connections. They built a comprehensive COVID-19 CXR dataset, called COVIDx, containing 16,756 images with
three classes: pneumonia, COVID-19, and normal. The results showed a 92.4% of accuracy for the COVIDx test.
[48] proposed a novel COVID-19 lung CT infection segmentation network, named Inf-Net. They also proposed a
semi-supervised approach to increase the performance given the low sample size of COVID-19 CT scan images,
named Semi-Inf-Net. The Inf-Net adopts a parallel partial decoder (PPD) to aggregate features from high-level layers,
recurrent reverse attention (RA) modules, and explicit edge-attention to improve the boundaries. The dataset used was
the COVID-19 CT Segmentation dataset, provided by the Italian Society of Medical and Interventional Radiology
(SIRM), already mentioned here. They also used unlabelled examples in the COVID-19 CT Collection [49]. They set
up the segmentation as a multi-class problem with two labels: ground-glass opacity and consolidation. The results
showed a Dice similarity coefficients of 68.2% and 73.9% for Inf-net and Semi-Inf-Net, respectively, for the infection
region segmentation, and an average 47.4% and 54.1% for Inf-net and Semi-Inf-Net for the multi-class segmentation,
respectively.
[50] presented an approach for COVID-19 CXR classification and explanation using Grad-CAM, Grad-CAM++ and
LRP (layer-wise relevance propagation). The dataset was based on COVIDx [11] with some additions resulting in 15,959
CXR images. They explored some popular CNN architectures, such as VGG, ResNet, and DenseNet. Furthermore, they
also tried some ensembles. The best result is an F1-Score of 0.945 for the multi-class setup. For some examples, they
explored the explainability investigating multiple approaches: Grad-CAM, Grad-CAM++, and LRP.
[51] performed the discrimination between viral pneumonia and non-viral pneumonia using Confidence-Aware Anomaly
Detection (CAAD) on Chest X-ray Images. The CAAD approach has three steps: Shared feature extractor, an anomaly
detection step, and a confidence prediction module. The experiments were carried out on two databases (X-VIRAL and
X-COVID). Experiments using the X-COVID dataset, composed of 106 positive COVID-19 images, and 107 normal
samples, describe an AUC rate of 83.61% and a sensitivity of 71.70%. According to the authors, the rates are compared
to the performance of radiologists.
[52] applied a series of CNN models for COVID-19 identification considering a binary and a multi-class scenario and
using weighting and oversampling to overcome the dataset balance issue. The dataset used contains 1214 CXR images,
of which 108 are COVID-19 samples. The best result is an F1-Score of 0.98 and 0.96 for the binary and multi-class
scenarios, respectively. For a couple of images, they explored the explainability investigating multiple layers activations,
class activation maps (CAM), and LIME.
[53] presented a very detailed paper exploring classification and explanation using CXR and CT scan images. The
classification achieved an F1-Score of 0.9 with CT scans and 1 with CXR, both using NasNetMobile CNN architecture.
We must highlight that they also tested other CNN architectures, and overall the models using CXR images surpassed
the models using CT scan images, which is an exciting result since we expected that CT scan images would be better.
The CXR dataset was composed of 400 CXR(200 COVID-19 cases and 200 Non-COVID-19 cases). The CT scan
dataset followed precisely the same distribution. Besides, the authors investigated multiple layers activations on an XAI
perspective, using LIME.
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[54] accomplished the estimation of COVID-19 risk by analyzing CXR images. In the proposal, the authors created
a pipeline in which the first step is to perform the lungs’ segmentation. The opacity regions, very peculiar in CXR
affected by pneumonia, were considered as missing data. A modified CNN for image segmentation based on a deep
generative model for data imputation was presented. In conclusion, the authors advocate that the segmentations’ quality
is sufficient to use it to score COVID-19 risk.
[55] used a dual sampling attention network to diagnose COVID-19 from community-acquired pneumonia using chest
CT images. The authors developed a novel schema aiming to perform the diagnose focusing on the infection regions.
They also adopted a strategy to deal with imbalance issues, and they claim that the proposal was evaluated on the most
considerable multi-center CT data for COVID-19. A total of 2186 CT scans taken from 1588 patients were used with
5-fold cross-validation for training-validation purposes. On the other hand, the test was done on an independent dataset
composed of 2796 CT images obtained from 2057 patients. The results obtained for COVID-19 identification achieved
0.944 of AUC.
Despite the novelty of COVID-19 as a research topic, we have witnessed an impressively huge number of works
that have been launched every day. In this vein, [56] carried out a “Review of Artificial Intelligence Techniques in
Imaging Data Acquisition, Segmentation, and Diagnosis for COVID-19”. The authors focused both on CT and X-ray
images, and the entire pipeline of medical imaging and analysis techniques involved with COVID-19 was covered.
In conclusion, the authors highlight that even though imaging techniques empowered by AI have been proven to be
successful for COVID-19 detection, we must not forget that these techniques provide only partial information. The
clinical manifestations and laboratory examination cannot be ignored.
Due to the novelty of the COVID-19 pandemic, new papers are emerging every day. Thus it is unfeasible to show
an accurate state-of-the-art. Moreover, many studies consider different datasets, which makes direct comparisons
challenging or not even possible.
Finally, from this brief literature overview, we can figure out that most papers focused primarily on deep learning
approaches applied to CT scan images, which is somehow different from our proposal since we are dealing with
CXR images. Furthermore, the papers that investigated XAI only showed a few examples of explanations and did not
generalized them for all images. The problem is that such examples may have been handpicked to show precisely the
expected behavior the authors wanted to. Besides, as stated in the introduction section, there is a massive number of
works in the literature that performs COVID-19 identification in CXR images that do not even mention the segmentation
technique.
4 Proposed Method
As previously mentioned, we focus on exploring data from CXR images for reliable identification of COVID-19 among
pneumonia caused by other micro-organisms. Hence, we proposed a specific method that allowed us to assess lung
segmentation’s impact on COVID-19 identification reliably.
Figure 1: Proposed methodology.
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To better understand the proposal of this work, Figure 1 shows a general overview of the classification approach adopted,
containing: the lung segmentation (Phase 1), classification (Phase 2), and prediction explanation (Phase 3). In Figure 1,
Phase 1 is skipped entirely for the classification of non-segmented CXR images.
It is essential to point out that our dataset contains CXR from different sources, and they are not standardized at all.
Thus, we are dealing with images from different X-ray machines and operators, leading to very different protocols
affecting the resulting image. The dataset will be described in more detail in section 5.2.
In the following subsections, we describe each one of the Phases described in Figure 1.
4.1 Lung Segmentation (Phase 1)
The first phase in our method is the lung segmentation, aiming to remove all background and retain only the lung area.
By removing the background, we expect to reduce noise that can interfere in the model prediction. Figure 2 presents an
example of lung segmentation.
(a) CXR image. (b) Binary mask.
(c) Segmented lungs.
Figure 2: Lungs segmentation on CXR image.
Specifically, in deep models, any extra information can lead to model overfitting. This is especially important in CXR
since many images contain burned-in annotations about the machine, operator, hospital, or patient. Figure 3 presents an
example of CXR images with burned in information.
Figure 3: CXR with burned in annotations.
Our primary purpose is not necessary to achieve an improvement in the classification performance metric. However, we
expect an increase in the model reliability and prediction quality in a real-world scenario. We expect that the models
using segmented images rely on information in the lung area rather than background information. For example, if a
model is trained to predict lung opacity, it must use lung area information. Otherwise, it is not predicting opacity but
something else.
In order to perform lung segmentation, we applied a CNN approach using the U-Net architecture [21]. The U-Net input
is the CXR image, and the output is a binary mask that indicates the region of interest (ROI). Thus, the training requires
a previously set of binary masks.
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The COVID-19 dataset used does not have manually created binary masks for all images. Thus, we adopted a semi-
automated approach to creating binary masks for all CXR images. First, we used three additional CXR datasets with
binary masks to increase the training sample size and some binary masks provided by v7labs7. We then trained the
U-Net model and used it to predict the binary masks for all images in our dataset. After that, we reviewed all predicted
binary masks and manually created masks for those CXR images, which the model was unable to generalize well.
We repeated this process until we judged the result satisfactory and achieved a good intersection between target and
obtained regions. It is important to note that we also applied many data augmentation transformations to extend our
training data further.
4.1.1 U-Net
The U-Net CNN architecture is a fully convolutional network (FCN) that has two main components: a contraction path,
also called an encoder, which captures the image information; and the expansion path, also called decoder, which uses
the encoded information to create the segmentation output [21]. In our case, it outputs a binary mask indicating the
lungs. Figure 4 presents the U-Net architecture.
Figure 4: Original U-Net architecture [21]
4.1.2 Additional CXR Masks
Deep learning techniques are very data-hungry, i.e., the more data we use for training, the better the model can learn any
patterns. Hence, we also incorporated three additional CXR datasets that had manually created binary masks to increase
our training sample size for segmentation only. These additional datasets were not used for COVID-19 identification.
Their sole purpose was to improve the segmentation performance as a sort of transfer learning.
The first additional CXR dataset is Montgomery County X-ray Set, it contains a total of 138 posterior-anterior (PA)
X-rays with manually created binary masks that indicate the lung area [23]. The second additional CXR dataset is
Shenzhen Hospital X-ray Set, it contains a total of 662 X-rays [23]. A total of 566 masks were manually created by
Jaeger et al. [24]. The last additional CXR dataset is Japanese Society of Radiological Technology (JSRT), it contains a
total of 247 X-rays [25].
4.2 Classification (Phase 2)
We used only end-to-end deep learning approaches for classification without any handcrafted feature extraction
algorithms. The reason behind this choice is to as much as possible preserve the original image to experiment with
some prediction explanation approaches to show the impact of lung segmentation. This point will be further discussed
in section 4.3.
7https://github.com/v7labs/COVID-19-xray-dataset
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We chose a simple and straightforward approach with three of the most popular CNN architectures: VGG16,
ResNet50V2 InceptionV3. For all, we used transfer learning by applying pre-trained weights from ImageNet provided
by Keras. We performed the classification using full and segmented CXR images independently.
Furthermore, we also evaluated two specific scenarios to assess any bias in our proposed classification schema. First,
we built a specific validation approach to assess the COVID-19 generalization from different sources, i.e., we want to
answer the following question: is it possible to use COVID-19 CXR images from one database to identify COVID-19
in another different database? This scenario is our main contribution since it is the less database biased experiment in
this paper.
Then, we also evaluated a database classification scenario, in which we used the database source as the final label, and
used full and segmented CXR images to verify if lung segmentation reduces the database bias. We want to answer the
following question: does lung segmentation reduces the underlying differences from different databases which might
bias a COVID-19 classification model?
In the literature, many papers employ complex classification approaches. However, a complex model does not
necessarily mean better performance whatsoever. Even very simple deep architectures tend to overfit very quickly [57].
There must be a solid argument to justify applying a complicated approach to a low sample size problem. Additionally,
CXR images are not the gold standard for pneumonia diagnosis because it has low sensitivity [58, 6]. Thus, human
performance in this problem is usually not very high [59]. That makes us wonder how realistic are some approaches
presented in the literature, in which they achieve a very high classification accuracy.
4.3 XAI (Phase 3)
Depending on the perspective, most machine learning models can be seen as a black-box classifier, it receives input and
somehow computes an output [41]. It might happen both with deep and shallow learning, with some exceptions like
decision trees. Even though we can measure our model’s performance using a set of metrics, it is nearly impossible to
make sure that the model focuses on the correct portion of the test image for prediction.
Specifically, in our use case, we want the model to focus exclusively on the lung area and not somewhere else. If the
model uses information from other regions, even if very high accuracy is achieved, there can be some limitations to its
application, since it is not learning to identify COVID-19 but something else.
Here, we aim to demonstrate that by using segmented images, the model prediction uses primarily the lung area, which
is not often the case when we use full CXR images. To do so, we applied two XAI approaches: LIME and Grad-CAM.
Despite having the same main objective, they differ in how they find the important regions. Figures 5 and 6 shows
examples of important regions highlighted by LIME and Grad-CAM, respectively. In section 6, we will show that
models trained using segmented lungs focus primarily on the lung area, while models trained using full CXR images
frequently focus elsewhere.
(a) Full CXR image. (b) Segmented CXR image.
Figure 5: LIME example.
The reason for not using handcrafted feature extraction algorithms here is that it is usually not straightforward to rebuild
the reverse path, i.e., from prediction to the raw image. Sometimes, the handcrafted algorithm creates global features,
eliminating the possibility of identifying the image regions that resulted in a specific feature.
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(a) Full CXR image. (b) Segmented CXR image.
Figure 6: Grad-CAM example.
5 Experimental Setup
This section presents details about the proposed database, algorithms for segmentation and classification, parameters,
and metrics used in this paper.
5.1 Lung Segmentation Database
Table 1 presents the main characteristics of the database used to perform experimentation on lung segmentation. It
comprises 1,645 CXR images, with a 95/5 percentage train/test split. We also create a third set for training evaluation,
called validation set, containing 5 percent of the training data.
Table 1: Lung segmentation database.
Characteristic Samples
Train 1,483
Validation 79
Test 83
Total 1,645
As mentioned in Section 4.1.2, we combined multiple datasets that already had manually created lung masks to improve
the segmentation model performance. Table 2 presents the samples distribution for each source.
Table 2: Lung segmentation database composition.
Source Samples
Cohen v7labs8 489
Montgomery 138
Shenzhen 566
JSRT 247
Manually created 205
5.2 COVID-19 Database (RYDLS-20-v2)
Table 3 presents the main characteristics of the proposed database, which was named RYDLS-20-v2. The database
comprises 2,678 CXR images, with an 80/20 percentage train/test split following a holdout validation split.
Considering the current effervescence of research using CXR image databases, the need for researchers to be frequently
reviewing their protocols is somehow expected. In [59], the authors describe some issues regarding a previous version
of that paper published by themselves. In that case, the authors figured out that by using a random cross-validation
protocol on investigations using CXR images, there is a risk to accidentally place different images from the same
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patient on different folds. This situation could lead to data leakage, which is undesirable. Aiming to prevent this
situation, and also considering that there is not a consolidated database to be considered as a benchmark in this research
topic, we decided not to use the cross-validation protocol in this work, even though we know that it is, in general, a
recommendable practice in pattern classification modeling.
Therefore, we performed the split considering some crucial aspects: i) multiple CXR images from the same patient are
always kept in the same fold; ii) images from the same source are evenly distributed in the train and test split; and iii)
each class is balanced as much as possible while complying with the two previous restrictions. We also created a third
set for training evaluation, called validation set, containing 20 percent of the training data randomly.
In this context, given the considerations mentioned above, simple random cross-validation would not suffice since it
might not correctly separate the train and test split to avoid data leakage, and it could reduce robustness instead of
increasing it. In this context, the holdout validation is a more comfortable option to ensure a fair and proper separation
of train and test data. The test set was created to represent an independent test set in which we can validate our
classification schema’s generalization performance and evaluate the segmentation impact in a less biased database.
Table 3: RYDLS-20-v2 main characteristics.
Class Train Validation Test
Lung opacity 739 189 231
COVID-19 315 93 95
Normal 673 150 193
Total 1727 432 519
We built our database by further expanding our previous work RYDLS-20 [9] and adopting some guidelines and images
provided by the COVIDx dataset [11]. Moreover, we set up the problem with three classes: lung opacity (pneumonia),
COVID-19, and normal. We also experimented with expanding the number of classes to represent a more specific
pathogen, such as bacteria, fungi, viruses, COVID-19, and normal. However, in all cases, the trained models did not
differentiate between bacteria, fungi, and viruses very well, possibly due to the reduced sample size. Thus, we decided
to take a more general approach to create a more reliable classification schema while retaining the focus on developing
a more realistic approach.
The CXR images were obtained from eight different sources. Table 4 presents the samples distribution for each source.
Table 4: Sources used in RYDLS-20-v2 database.
Source Lung opacity COVID-19 Normal
Dr. Joseph Cohen GitHub Repository [49] 140 418 16
Kaggle RSNA Pneumonia Detection Chal-
lenge9
1000 - 1000
Actualmed COVID-19 Chest X-ray Dataset
Initiative10
- 51 -
Figure 1 COVID-19 Chest X-ray Dataset
Initiative11
- 34 -
Radiopedia encyclopedia12 7 - -
Euroad13 1 - -
Hamimi’s Dataset[60] 7 - -
Bontrager and Lampignano’s Dataset [61] 4 - -
We considered posteroanterior (PA) and anteroposterior (AP) projections with the patient erect, sitting, or supine on
the bed. We disregarded CXR with a lateral view because they are usually used only to complement a PA or AP view
[62]. Additionally, we also considered CXR taken from portable machines, which usually happens when the patient
cannot move (e.g., ICU admitted patients). This is an essential detail since there are differences between regular X-ray
machines and portable X-ray machines regarding the image quality; we found most portable CXR images in the classes
COVID-19 and lung opacity. We removed images with low resolution and overall low quality to avoid any issues when
resizing the images.
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Finally, we have no further details about the X-ray machines, protocols, hospitals, or operators, and these details impact
the resulting CXR image. All CXR images are de-identified14, and for some of them, there are demographic information
available, such as age, gender, and comorbidities.
Figure 7 presents image examples for each class retrieved from the RYDLS-20-v2 database.
(a) Lung opacity. (b) COVID-19. (c) Normal.
Figure 7: RYDLS-20-v2 image samples.
As pointed out in the literature [12, 13, 14], it is critical to evaluate the database bias to ensure that our classification
schema is classifying COVID-19 and not the database source. Besides, considering that we have three sources containing
COVID-19 CXR images, we can also evaluate the generalization ability from one database to another.
5.3 COVID-19 Generalization
The COVID-19 generalization intents to demonstrate that our classification schema can identify COVID-19 in different
CXR databases. To do so, we set up a binary problem with COVID-19 as the relevant class with a 2-fold validation
using only segmented CXR images. The first fold contains all COVID-19 images from the Cohen database and a portion
of the RSNA Kaggle database and the second fold contains the remaining RSNA Kaggle database and the other sources.
Table 5 shows the samples distribution by source for this experiment. The primary purpose is to evaluate if the CXR
images in the Cohen database allows the training of a non-random CNN classifier for the remaining COVID-19 source
images and vice versa.
Table 5: COVID-19 generalization database composition.
Source Fold 1 Fold 2
Negative COVID-19 Negative COVID-19
Dr. Joseph Cohen GitHub
Repository
156 418 - -
Kaggle RSNA Pneumonia De-
tection Challenge
1000 - 1000 -
Actualmed COVID-19 Chest X-
ray Dataset Initiative
- - - 51
Figure 1 COVID-19 Chest X-
ray Dataset Initiative
- - - 34
Radiopedia encyclopedia - - 7 -
Euroad - - 1 -
Hamimi’s Dataset - - 7 -
Bontrager and Lampignano’s
Dataset
- - 4 -
Total 1156 418 1019 85
We must highlight that, despite this scenario being our least biased experiment, Kaggle RSNA is used in both folds, so
it is not completely bias-free.
14Aiming at attending to data privacy policies.
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5.4 Database Bias
Moreover, we also evaluated a dataset classification to assess if a CNN can identify the CXR image source using
segmented and full CXR images. To do so, we set up a multi-class classification problem with three classes, one for each
relevant image source: Cohen, RSNA, and Other (the remaining images from other sources combined). The database
comprises 2,678 CXR images, with an 80/20 percentage of train/test split following a random holdout validation split.
For training evaluation, we also created a validation set containing 20 percent of the training data randomly. The number
of samples distributed among these sets for each data source is presented in Table 6.
Table 6: Database bias evaluation composition.
Class Train Validation Test
Cohen 364 89 121
RSNA 1288 326 386
Other 61 14 29
Total 1713 429 536
The rationale is to assess if the database bias is reduced when we use segmented CXR images instead of full CXR
images. Such evaluation is of great importance to ensure that the model classifies the relevant class, in this case,
COVID-19, and not the image source.
5.5 Algorithms, Parameters and Metrics
This section presents details regarding the algorithms, parameters, and metrics used throughout this paper.
5.5.1 U-Net
As previously mentioned, for the lung segmentation, we used the U-Net CNN architecture with some small differences:
we included dropout and batch normalization layers in each contracting and expanding block. These additions aim to
improve training time and reduce overfitting. Figure 8 presents our adapted U-Net architecture.
Figure 8: Custom U-Net architecture
Furthermore, since our dataset is not standardized, the first step was to resize all images to 400px × 400px. We chose
that dimension because it presented a good balance between computational requirement and classification performance.
We also experimented with smaller and larger dimensions with no significant improvement.
We achieve a much better result without using transfer learning and training the network weights from scratch for this
model.
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Table 7 reports the parameters used in U-Net training. We also used a Keras callback to reduce the learning rate by half
once learning stagnates for three consecutive epochs.
Table 7: U-Net parameters.
Parameter Value
Epochs 100
Batch size 16
Learning rate 0.001
After the segmentation, we applied a morphological opening with 5 pixels to remove small brights spots, which usually
happened outside the lung region. We also applied a morphological dilation with 5 pixels to increase and smooth the
predicted mask boundary. Finally, we also cropped all images to keep only the ROI indicated by the mask. After crop
the images were also resized to 300px × 300px. Figure 2 shows an example of this process.
5.5.2 Classification
We have used three well-known CNN architectures from the literature to perform the multi-class classification task:
VGG16, ResNet50V2, and InceptionV3. In all cases, we applied transfer learning by loading pre-trained weights from
ImageNet only for the convolutional layers [63]. We then added three fully-connected (FC) layers together, followed by
dropout and batch normalization layers containing 1024, 1024, and 512 units.
For the training, we followed the typical workflow used in the literature [63]: i) in the first step, which we called
warm-up, we froze all convolutional layers and trained the FC layers; ii) after that, in fine-tuning, the convolutional
were unfroze all layers and training the entire network with a lower learning rate.
Table 8 reports the parameters used in the CNN training. We also used a Keras callback to reduce the learning rate by
half once learning stagnates for three consecutive epochs.
Table 8: CNN parameters.
Parameter Value
Warm-up epochs 50
Fine-tuning epochs 100
Batch size 40
Warm-up learning rate 0.001
Fine-tuning learning rate 0.0001
5.5.3 Data Augmentation
We extensively used data augmentation during training in segmentation and classification to virtually increase our
training sample size [64]. Table 9 presents the transformations used during training along with their parameters. The
probability of applying each transformation was kept at the default value of 50%. We used the library albumentations15
to perform all transformations [65]. Figure 9 displays some examples of the transformations applied.
5.5.4 Evaluation Metrics
In this paper, there are two experiments: lung segmentation and classification. For each, we chose different metrics to
analyze the performance of the experimental results.
For the lung segmentation task, we used two well-known metrics [66]: Jaccard distance and Dice coefficient. The
Jaccard distance measures the dissimilarity between the ground-truth mask and the predicted mask; thus, a lower value
is better. It is calculated by subtracting the Jaccard index from one. The Jaccard index, also known as Intersection
over Union (IoU), measures the similarity between the ground-truth mask and the predicted mask, and it is defined
as the intersection divided by the union of the two masks. We used the Jaccard distance as the loss function during
training. The Dice coefficient is defined as 2 × intersection divided by the union. It is somehow similar to the concept
of F1-Score. Figure 10 shows a visual representation of the metrics used for segmentation using Venn diagrams. Both
metrics work very similarly. The significant difference is that the Jaccard index and distance penalizes wrong predictions
more than the Dice coefficient.
15https://github.com/albumentations-team/albumentations
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Table 9: Data augmentation parameters.
Transformation Segmentation Classification
Horizontal flip – –
Shift scale rotate
Shift limit = 0.0625 Shift limit = 0.05
Scale limit = 0.1 Scale limit = 0.05
Rotate limit = 45 Rotate limit = 15
Elastic transform
Alpha = 1 Alpha = 1
Sigma = 50 Sigma = 20
Alpha affine = 50 Alpha affine = 20
Random brightness Limit = 0.2 Limit = 0.2
Random contrast Limit = 0.2 Limit = 0.2
Random gamma Limit = (80, 120) Limit = (80, 120)
Figure 9: Data augmentation examples.
(a) Jaccard metrics.
(b) Dice coefficient.
Figure 10: Segmentation metrics.
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For the classification task, we used precision, recall, and F1-Score. Precision is the proportion of predicted positives that
are actually positive. Recall is the proportion of positive correctly classified. The F1-Score is defined as the harmonic
average between precision and recall. The mathematical definition of the metrics are
Precision =
TP
TP + FP
(1)
Recall =
TP
TP + FN
(2)
F1 = 2 · precision · recall
precision+ recall
(3)
Where TP is the true positive rate, FP is the false positive rate, and FN is the false-negative rate. Additionally, we
used the macro-averaged evaluation to summarize the classification performance for all classes. The macro-averaged
approach averages the F1-Score per class [67].
5.5.5 XAI
For each image in the test set, we used LIME and Grad-CAM to find the most important regions used for the predicted
class, i.e., regions that support the given prediction. We then summarized all those regions in a heatmap to show the
most common regions that the model uses for prediction. Thus, we have one heatmap per classifier per class per XAI
approach.
Table 10 presents the parameters used for the LIME explanation. Grad-CAM has a single configurable parameter, which
is the convolutional layer to be used, and, in our case, we always used the last convolutional layer before the FC layers.
Table 10: LIME parameters.
Parameter Value
Superpixels identification Quickshift segmentation
Quickshift kernel size 4
Distance metric Cosine
Number of samples per image 1000
Number of superpixels in explanation per image 5
Filter only positive superpixels True
6 Experimental Results
This section presents an overview of our experimental findings and a preliminary analysis of each contribution
individually.
6.1 Lung Segmentation Results
Table 11 shows the overall U-Net segmentation performance for the test set for each source we used to compose the
lung segmentation database considering the Jaccard distance and the Dice coefficient metrics.
Table 11: Lung segmentation results.
Database Jaccard distance Dice coefficient
Cohen v7labs 0.041 ± 0.027 0.979 ± 0.014
Montgomery 0.019 ± 0.007 0.991 ± 0.003
Shenzhen 0.017 ± 0.008 0.991 ± 0.004
JSRT 0.018 ± 0.011 0.991 ± 0.006
Manually created masks 0.071 ± 0.021 0.964 ± 0.011
Test set 0.035 ± 0.027 0.982 ± 0.014
As we expected, our manually created masks had poor performance compared to the other sources’ results, mainly
because we are not professional radiologists and our created masks were not as good as the other sources. Following
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that, the Cohen v7labs set also presented a somewhat lower performance. Our manual inspection showed that the model
did not include the heart region for CXR images, while this database always included the heart, hence the difference.
The performance of the remaining databases is outstanding.
6.2 Multi-class Classification
Table 12 presents F1-Score results for our multi-class scenario. The models using non-segmented CXR images presented
better results than the models that used segmented images when we consider raw performance for COVID-19 and lung
opacity. Both settings were on par in the normal class.
Table 12: F1-Score results.
Class COVID-19 Lung opacity Normal Macro-avg
Segmented - VGG16 0.83 0.88 0.9 0.87
Segmented - ResNet50V2 0.78 0.87 0.91 0.85
Segmented - InceptionV3 0.83 0.89 0.92 0.88
Non-segmented - VGG16 0.94 0.91 0.91 0.92
Non-segmented - ResNet50V2 0.91 0.9 0.92 0.91
Non-segmented - InceptionV3 0.86 0.9 0.91 0.9
In all cases, the models using segmented images performed worse, considering the selected metric. That result alone
might discourage the usage of segmentation in practice. However, in Section 6.5, we will show that it is still worth to
take into account the segmentation strategy. Even though the use of segmentation does not lead to improvements in the
F1-Score rates, the resulting models may present a more realistic performance.
6.3 COVID-19 Generalization
Table 13 shows the F1-Score results for the COVID-19 generalization. The classification was set up as a binary problem
with COVID-19 as the positive class in this problem. The folds were separated in a way that the COVID-19 CXR
images from the Cohen database would not be in the same fold of COVID-19 CXR images from the two other databases
that contain COVID-19 cases (Actualmed and Figure1 GitHub repositories). The results are auspicious and indeed show
that classification, in this case, is far from random. We achieved an F1-Score of 0.77 and 0.7 in the first and second
folds, respectively. The lower performance in the second fold was somewhat expected since it contains few COVID-19
examples for training. Figure 11 presents the ROC curve for this scenario.
Table 13: F1-Score COVID-19 generalization results.
Model Fold 1 Fold 2 Macro-avg
VGG16 0.76 0.65 0.71
ResNet50V2 0.77 0.68 0.73
InceptionV3 0.77 0.70 0.74
6.4 Database Bias
Table 14 shows the F1-Score results for the database bias evaluation. In this problem, the classification was set up as a
multi-class problem with database source as the corresponding label for full and segmented CXR images. The results
show that overall the lung segmentation reduces the differences between databases. However, even after segmentation,
it is possible to identify the source with fair confidence. Such a result may be because the majority of some classes are
extracted from the same databases. For instance, most COVID-19 CXR images are from Cohen, and most normal CXR
images are from RSNA. Hence in this situation, it is hard to isolate and measure both effects. Furthermore, the class
Other contains six different sources, so it is unfair to compare it to Cohen or RSNA. Thus the macro-averaged F1-Score
presented does not take it into account. In conclusion, this highlights the need for a bigger and more comprehensive
COVID-19 CXR database.
6.5 XAI Results
Figures 12 and 13 present the LIME and Grad-CAM heatmaps for our multi-class scenario. We can notice that the
models created using segmented CXR images focused primarily in the lung area. The lung shape is discernible in all
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Figure 11: COVID-19 Generalization ROC Curve.
Table 14: F1-Score database bias results.
Scenario Cohen RSNA Other Macro-avg*
Segmented - VGG16 0.65 0.91 0 0.78
Segmented - ResNet50V2 0.62 0.9 0.07 0.76
Segmented - InceptionV3 0.61 0.89 0.24 0.75
Non-segmented - VGG16 0.89 0.98 0.61 0.93
Non-segmented - ResNet50V2 0.85 0.97 0 0.91
Non-segmented - InceptionV3 0.88 0.98 0.53 0.93
*Macro-averaged F1-Score for Cohen and RSNA.
heatmaps. The only small exception is the VGG16 Lung Opacity class. Despite having the visible lung shape, it also
focused a lot in other regions. In contrast, the models that used full CXR images are more chaotic. We can see, for
instance, that for both InceptionV3 and VGG16, the Lung Opacity and Normal class heatmaps almost did not focus on
the lung area at all.
Even though the models that used full CXR images performed better, considering the F1-Score, they used information
outside the lung area to predict the output class. Thus, they did not necessarily learn to identify lung opacity or
COVID-19, but something else. Hence, we can say that even though they perform better, considering the classification
metric, they are worse and not reliable for real-world applications.
7 Discussions
This section discusses the importance and significance of the results obtained. Given that we have multiple experiments,
we decided to create subsections to drive the discussion better.
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(a) VGG16. (b) ResNet50V2. (c) InceptionV3.
Figure 12: LIME heatmaps.
(a) VGG16. (b) ResNet50V2. (c) InceptionV3.
Figure 13: Grad-CAM heatmaps.
7.1 Multi-class Classification
A Wilcoxon signed-rank test indicated that the models using segmented CXR images have a significantly lower F1-Score
than the models using non-segmented CXR images (p = 0.019). Additionally, a Bayesian t-test also indicated that
using segmented CXR images reduces the F1-Score with a Bayes Factor of 2.1. The Bayesian framework for hypothesis
testing is very robust even for a low sample size [68]. Figure 14 presents a visual representation of our classification
results stratified by lung segmentation with a boxplot.
In general, models using full CXR images performed significantly better, which is an exciting result since we expected
otherwise. This result was the main reason we decided to apply XAI techniques to explain individual predictions. Our
rationale is that a CXR image contains a lot of noise and background data, which might trick the classification model
into focusing on the wrong portions of the image during training. Figure 15 presents some examples of the Grad-CAM
explanation showing that the model is actively using burned in annotations for the prediction. The LIME heatmaps
presented in Figure 12 show that exactly behavior for the classes Lung opacity and Normal in the non-segmented
models, i.e., the model learned to identify the annotations and not lung opacities. The Grad-CAM heatmaps in Figure
13 also show the focus on the annotations for all classes in the non-segmented models.
The most affected class by lung segmentation is the COVID-19, followed by Lung opacity. The Normal class had
a minimal impact. The best F1-Scores for COVID-19 and Lung opacity using full CXR images are 0.94 and 0.91,
respectively, and after the segmentation, they are 0.83 and 0.89, respectively. We conjecture that such impact comes
from the fact that many CXR images are from patients with severe clinical conditions who cannot walk or stand. Thus
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Figure 14: F1-Score results boxplot stratified by segmentation.
(a) Example 1. (b) Example 2.
Figure 15: Grad-CAM showing a large gradient on CXR annotations.
the medical practitioners must use a portable X-ray machine that produces images with the “AP Portable” annotation.
That impact also means that the classification models had trouble identifying COVID-19.
Considering specifically the models using segmented CXR images, InceptionV3 performed better in all classes. Figure
16 provides a visual representation of the F1-Score achieved in the experimental results stratified by the model used and
lung segmentation. Figure 17 shows the confusion matrix for the InceptionV3 using segmented CXR images. Overall
the classifier presented a remarkable performance in all labels. The largest misclassification happened with the class
Lung opacity being predicted as Normal, followed by the class COVID-19 being predicted as Lung opacity. However,
there are reasonable explanations for both: i) Most examples from the classes Lung opacity and Normal came from the
RSNA database; thus, we believe that the data source biased the classification marginally; ii) pneumonia caused by
COVID-19 could have been confused with pneumonia caused by another pathogen. A solution for both issues would be
to increase the number of images in the database, including more data sources.
7.2 XAI
In this paper, we applied two XAI techniques: LIME and Grad-CAM. The reason for applying both is to evaluate the
classification models thoroughly since they work differently. They have some significant differences and highlights:
i) LIME is model-agnostic, and Grad-CAM is model-specific; ii) in LIME, the granularity of important regions is
correlated to the granularity of the superpixel identification algorithm; iii) Grad-CAM produces a very smoothed output
21
A PREPRINT - SEPTEMBER 22, 2020
Figure 16: F1-Score results boxplot stratified by segmentation and model.
Figure 17: Segmented InceptionV3 Confusion Matrix.
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because the dimension of the last convolution layer is much smaller than the dimension of the original input. Keep in
mind that such techniques are not definitive. They can complement and corroborate with each other. Thus, we can
increase the model reliability in a real-world context by using a more comprehensive approach.
Our XAI approach is novel in the sense that we explored a more general explanation instead of focusing on single
examples. In the literature, there are many papers exploring LIME and Grad-CAM for a couple of handpicked examples.
The main problem with such approaches is that the examples might have been eventually chosen to reach a specific
result. In this paper, we applied the XAI techniques to each image in the test set individually and created a heatmap
aggregating all individual results to represent a broader context, which indicates which portions of the CXR image
the models have focused on for prediction. Figures 12 and 13 demonstrate that the models using full CXR images are
misleading because they focus a lot on the left and right uppermost regions, which is usually the location of burned-in
annotations.
7.3 COVID-19 Generalization and Database Bias
The multi-class scenario is fascinating to visualize the behavior of individual models. However, given the strong
database bias present in this context, even after lung segmentation, the multi-class results are not entirely reliable.
In order to evaluate such bias and provide a more realistic result, we crafted two specific scenarios to ensure that our
classification model is not classifying the database source. First, as we have multiple sources of COVID-19 CXR
images, we verified if it was possible to use CXR images from one database to train a model to recognize COVID-19
CXR in the other databases. We achieved a macro-averaged F1-Score of 0.74 using InceptionV3 and an area under
the ROC curve of 0.9 using InceptionV3 and ResNet50V2. The F1-Score was lower than in our multi-class scenario.
However, this corroborates that it is possible to identify COVID-19 cases across databases, i.e., our classification
model is indeed identifying COVID-19 and not the database source. Such a scenario constitutes our main result and
contribution, since it represents a less biased and more realistic performance, given the hurdles that still exist with
COVID-19 CXR databases.
Second, as discussed in the work of [13], there is a strong bias towards the database source in this context. In our
evaluation, we found out that lung segmentation consistently reduces the ability to differentiate the sources. We achieved
a database classification F1-Score of 0.93 and 0.78 for full and segmented CXR images, respectively. A Wilcoxon
signed-rank test and a Bayesian t-test indicated that segmentation reduces the macro-averaged F1-Score with statistical
significance (p = 0.024 and a Bayes Factor of 4.6). Despite that, even after segmentation, there is a strong bias towards
the RSNA Kaggle database, considering specifically this class, we achieved an F1-Score of 0.91. In summary, the usage
of lung segmentation is outstanding in reducing the database bias in our context. However, it does remedy the issue
entirely.
7.4 Concluding Remarks
In a real-world application, especially in medical practice, we must be cautious and thorough when designing systems
aimed at diagnostic support because they directly affect people’s lives. A misdiagnosis can have severe consequences
for the health and further treatment of a patient. Furthermore, in the COVID-19 pandemic, such consequences can also
affect other people since it is a highly infectious disease. Even though the current pandemic attracted much attention
from the research community in general, few works focused on a more critical evaluation of the solutions proposed.
Ultimately, we demonstrated that lung segmentation is essential for COVID-19 identification in CXR images through a
comprehensive and straightforward application of deep models coupled with XAI techniques. In fact, in our previous
work [9], we have addressed the task of pneumonia identification as a whole, stating that maybe the patterns of the
injuries caused by the different pathogens (virus, bacteria, and fungus) are different, so we were able to classify the
CXR images with machine learning techniques. Even though the experimental results of that work have shown that
it may be possible, it is challenging to be sure that other patterns did not bias the results in the images that were not
related to the lungs.
Furthermore, as previously noted, we still believe that even after lung segmentation, the database bias still marginally
influenced the classification model. Thus, more aspects regarding the CXR images and the classification model must be
further evaluated to design a proper COVID-19 diagnosis system using CXR images.
8 Conclusion
The application of pattern recognition techniques has proven to be very useful in many situations in the real world.
Explicitly considering the COVID-19 pandemic, machine learning can be used to help diagnose this disease in the
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population. Several papers propose using machine learning methods to identify pneumonia and COVID-19 in CXR
images with encouraging results in this setting. However, very few proposed to use lung segmentation to avoid any data
leak or overfitting, and only focused on the classification metric itself.
Considering a real-world application, segmentation is a crucial step since it removes background information, reduces
the chance of data leak, and forces the model to focus only on important image areas. Furthermore, the segmentation
might not improve the classification performance, but since it forces the model to use only the lung area information, it
increases the model reliability and quality.
In this paper, our objective was to demonstrate that the lung segmentation should be a mandatory step before attempting
any diagnosis using CXR images. To achieve that, we first improved our previous proposed dataset, named RYDLS-
20-v2, by increasing the number of sources and images. We then trained three popular CNN architectures: VGG16,
ResNet50V2, and InceptionV3, using full and segmented CXR images. Finally, we used XAI strategies (i.e., LIME and
Grad-CAM) to find important regions used by the models to perform the predictions.
Our lung segmentation model presented robust performance considering two factors: i) we did not aim to surpass
the state-of-the-art performance of lung segmentation in CXR images; instead, we focused on creating a general
segmentation model capable of producing binary lung masks for CXR images in our COVID-19 database; ii) the lung
segmentation database was composed of multiple sources, some masks were even manually created. Nevertheless, our
approach was on par with current state-of-the-art lung segmentation in CXR images [69, 70, 71].
Furthermore, we applied LIME and Grad-CAM to demonstrate that using segmented CXR images, the models focused
primarily on information in the lung area to classify the CXR images. Thus, despite lowering the F1-Score, segmentation
improves the prediction quality as it forces the model to use only relevant information.
We do not want to claim state-of-the-art classification results at this time for a couple of reasons: i) there are some
initiatives to build a comprehensive COVID-19 CXR database; however, we still do not have a reliable database that
can be used as a definitive benchmark; ii) in clinical practice, a small difference in the classification performance is
hardly noticeable, and the model reliability and quality are more important than the classification metric [72]; and, iii)
the CXR is not the gold standard for diagnosis, even experienced medical practitioners sometimes face doubts when
examining a CXR image [6]; thus we should be very cautious at papers claiming very high classification performance
when the human performance is much lower.
Despite many initiatives to build a comprehensive COVID-19 database, there is no definitive COVID-19 benchmark
database. Thus, it is unfair to make direct comparisons of identification rates from different works, as they usually
use different databases under different circumstances. Nevertheless, to the best of our knowledge, we achieved the
best identification rate of COVID-19 among other types of pneumonia using segmented CXR images in a less biased
configuration. Additionally, we must highlight our novel approach to demonstrate the importance of lung segmentation
in CXR images classification.
As future work, we aim to keep improving our database to increase our classification performance and provide more
robust estimates by using more CNN architectures for segmentation and classification. Furthermore, we want to apply
more sophisticated segmentation techniques to isolate specific lung opacities caused by COVID-19. Likewise, we also
want to explore more approaches to evaluate the model predictions, such as SHAP [73].
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