In this paper, a procedure for updating the International Reference Ionosphere (IRI) model by means of assimilated vertical total electron content (vTEC) measurements from a Global Navigational Satellite Systems (GNSS) receiver network is presented. This procedure stands as an additional implementation of the IRI UPdate (IRI UP) method, which is based on the assimilation of ionosonde derived F2 layer ionospheric characteristics. According to this, a mathematical procedure for obtaining foF2 and M(3000)F2 values from vTEC measurements is here proposed. Mathematical relationships between F2 layer characteristics and vTEC values have been derived using South African colocated ionosonde and GNSS stations. The same procedure can, however, be applied successfully in each region where such data are available. The goodness of the proposed IRI UP method, based on assimilated vTEC values, has been tested for several quiet and disturbed days in 2017 and 2018. IRI UP exhibits better performances than IRI for foF2, for most of the analyzed cases. Slight improvements are achieved in modeling hmF2 only for very disturbed periods in 2017. Due to the very good coverage of the terrestrial surface that GNSS receivers have achieved in recent years, we suggest that the method proposed here can be a good implementation of the IRI model for Space Weather nowcasting purposes, at least for foF2.
Introduction
Modern society mostly relies on technologies strongly dependent on ionosphere and near-Earth environment conditions. The malfunction of radars, navigation systems based on Global Navigational Satellite Systems (GNSS) such as the Global Positioning System (GPS) satellites, power distribution networks, the increased corrosion of pipelines, and the disruption of radio communications, can be directly attributed to phenomena occurring in such regions (Moldwin, 2008) . Therefore, over recent decades, the study of the complex physical atmosphere-ionosphere-plasmasphere-solar wind system has increasingly gained importance, a subject usually called Space Weather.
Space Weather is aiming to describe the physical conditions characterizing the region of space surrounding the Earth and the wide variety of phenomena occurring in it (geomagnetic storms, ionospheric perturbations, geomagnetically induced electric currents at the Earth's surface, etc.). The principal driver of such phenomena is the Sun through its electromagnetic (above all ultraviolet and X-ray emissions) and corpuscular radiation, such as coronal mass ejections and solar flares, which can considerably affect the solar wind and, in turn, the geomagnetic field (Hargreaves, 1992; Rishbet & Garriott, 1969; Zolesi & Cander, 2014) . The strong coupling between the ionosphere and the geomagnetic field makes the spatial distribution of the ionospheric plasma very dependent on the geomagnetic field lines distribution and intensity (Buonsanto, 1999; Hargreaves, 1992) . Furthermore, the ionospheric plasma is coupled with the neutral component of the atmosphere so, particularly in the bottomside region, the vertical distribution of neutral molecules and the structure of neutral winds can strongly affect the plasma distribution (Chapman, 1931; Rishbet & Garriott, 1969) .
Prediction of solar activity, geomagnetic activity, and neutral atmosphere changes are both essential for forecasting actual ionospheric conditions. The complex interactions occurring between the above exposed subsystems make it difficult to describe the spatial and temporal variations of the ionospheric plasma, for both quiet and particularly disturbed conditions. Ionospheric empirical climatological models, like the International Reference Ionosphere (IRI) model (Bilitza et al., 2014 (Bilitza et al., , 2017 , are not able to predict all the ionospheric variability, specifically under disturbed magnetic conditions (Mirò Amarante et al., 2007) . To accomplish this task, IRI includes a STORM option (Araujo-Pradere et al., 2002; Fuller-Rowell et al., 1998) , which simulates the ionospheric plasma behavior under magnetically disturbed periods. Despite all the efforts made to improve the behavior of the IRI model under magnetically disturbed conditions, the response of the ionosphere under severe geomagnetic storms is still a challenge, as it was recently demonstrated by Pignalberi et al. (2016) . Therefore, as established by the IRI community (Bilitza et al., 2011 (Bilitza et al., , 2014 (Bilitza et al., , 2017 , real-time space-sparse ionospheric data should be used in conjunction with climatological models in order to get a picture of the ionospheric plasma variability as near as possible to the real conditions. International Reference Ionosphere UPdate (IRI UP, Pignalberi et al., 2018a Pignalberi et al., , 2018b Pignalberi, Pietrella, et al., 2018) is an assimilative method aiming to produce an updated and reliable representation of the ionospheric plasma distribution by assimilating in the IRI model foF2 (the maximum ordinary frequency reflected by the F2 layer) and M(3000)F2 (the ratio of the maximum usable frequency at a distance of 3,000 km, MUF(3000) F2, to foF2) ionosondes values. Also the Ionospheric Real Time Assimilative Model (IRTAM) model proposed by Galkin et al. (2012) is an assimilative model that uses the underlying empirical climatological IRI representation of the ionosphere to adapt it with observations. Both models, IRI UP and IRTAM, produce twodimensional updates of foF2 and hmF2 (the height of the maximum of the electron density in the F2 layer), which follow the ionospheric variability much closer than the background IRI. However, IRTAM is a global model, while IRI UP is a regional model. Moreover, IRI UP and IRTAM are significantly different in terms of the techniques employed to compensate for the deviations between modeled and measured values, to fill gaps due to the limited availability of measurements and to avoid the assimilation of wrongly autoscaled ionograms.
Over the European region for a time period of 2015 including the intense St. Patrick geomagnetic storm, it has been shown that IRI UP performs better than IRTAM for foF2 on average 30-50% in terms of rootmean-square error (RMSE) values calculated at two ionosonde testing stations ( Table 5 in Pignalberi et al., 2018a) . IRTAM and IRI UP performances are instead very similar for hmF2 ( Table 6 in Pignalberi et al., 2018a) . For a detailed description of the differences in characterising hmF2 and foF2 parameters, the reader can refer to Pignalberi et al., 2018a) .
The IRI UP method needs an adequate number of assimilating ionosonde stations in order to give a reliable output. As demonstrated by Pignalberi, Pietrella, et al. (2018) over the European region considering 30 selected time periods including the most intense geomagnetic storms of the last two solar cycles, the IRI UP method remarkably improves its performances in modeling F2 layer ionospheric characteristics when 12 stations to be assimilated are available (from 2012 on) instead of only 7 or 8. Increasing the number of assimilated stations from 8 to 12 led to an improvement of about 30-40% in modeling F2 layer ionospheric characteristics . Therefore, the application of the method over the South African region, where only four ionosondes are available spread over a large area (22°S to 36°S; 16°E to 34°E), would provide worse results than those obtained by Pignalberi et al. (2018a Pignalberi et al. ( , 2018b , and Pignalberi, Pietrella, et al. (2018) for the European region. Our initial results (not shown in the paper) indeed showed that assimilating only ionosonde data over the South African region was not sufficient to improve results, which is why the purpose of this work is the implementation of an assimilation procedure based on GNSS-derived vertical total electron content (vTEC) measurements. As it will be explained in section 3.2, the TrigNet GNSS receiver network consists of 68 GNSS stations spread all over the South African region with a mean interspacing of 100-200 km. From this point of view, GNSS-derived measurements constitute a very attractive source of data to be assimilated. It is to exploit this wealthy of data, without modifying the IRI UP method framework, that we developed the fitting procedure between vTEC and foF2 values and between vTEC and MUF(3000)F2 values, which will be described in section 4. In this way, assimilated vTEC measurements are converted to foF2 and MUF(3000)F2 (and then to M(3000)F2) measurements, as if virtual ionosondes colocated with GNSS receivers were available.
The procedure has been implemented and tested over the South African region but can be successfully applied in every region where both GNSS receivers networks and ionosonde stations are available. that these climatological models provide (Barabashov et al., 2006; Habarulema & Ssessanga, 2016; Hernandez-Pajares et al., 2002; Komjathy & Langley, 1996; Komjathy et al., 1998; Maltseva et al., 2010; Nava et al., 2005 Nava et al., , 2006 Nava et al., , 2011 Olwendo & Cesaroni, 2016; Ssessanga et al., 2015) . The approaches used, corresponding strengths and weaknesses, and results achieved by these authors have been summarized by Pignalberi et al. (2018a) .
IRI and NeQuick calculate vTEC a posteriori as the integral of the vertical electron density profile up to the height the model is able to describe. However, one of the most significant weakness is related to the intrinsic limit in height for IRI. In fact, IRI model describes the ionosphere up to 2,000 km of height; thus, it does not consider most of the plasmaspheric contribution to vTEC, which is contained within GNSS-based vTEC measurements. Klimenko et al. (2015) suggested that the plasmaspheric contribution to vTEC values can potentially be up to 20% during the day and up to 50% at night. This causes a mismatch between measured and modeled vTEC values, which degrade the accuracy of the modeling. Concerning NeQuick, we have to stress the fact that the topside part is represented by an Epstein layer, which tends asymptotically to an exponential function, which is too constraining; an erroneous shape in the modeling of the electron density profile can lead to an incorrect vTEC estimation as properly highlighted by Maltseva et al. (2010) .
Aware of the difficulties found by many authors trying to update such models comparing modeled to measured vTEC values, we developed a mathematical procedure able to derive the F2 layer ionospheric characteristics foF2 and MUF(3000)F2 from GNSS ground-based vTEC measurements, to be used in the IRI UP method framework.
The results obtained in this work can be useful to develop an IRI-based tool to perform a reliable nowcasting modeling. This is particularly important during extreme Space Weather events (solar flares and geomagnetic storms) where the ionospheric electron density undergoes major changes which lead to increase or decrease (from their background conditions) of ionospheric parameters (e.g., foF2 and M(3000)F2) relevant for operational purposes such as in high-frequency planning and communications. Due to the availability of GNSS observations in near real time, assimilation of vTEC data in the climatological IRI model is a valuable resource for nowcasting information related to ionospheric sudden changes and consequently updating Space Weather products and services for operational functions. Additionally, one of the main challenges in foF2 nowcasting and forecasting for Space Weather applications is the representation of the true state of the ionosphere mainly due to lack of sufficient data to build reliable models (e.g., Cander, 2015) . Assimilation of vTEC in a climatological model is a step toward addressing the data scarcity and improving the accuracy for nowcasting purposes. An important consideration is that the proposed approach is beneficial to areas with sparse ionosondes such as South Africa. In future, such method could also be applied to other data sources such as radio occultation data which provide continuous and reliable estimates of foF2 and hmF2 in areas without ground-based ionosonde instrumentation.
A brief recall of the IRI UP method is given in section 2. Data used in this work and the corresponding filtering method are presented in section 3. Section 4 describes the mathematical procedure developed to model foF2 and MUF(3000)F2 values from vTEC measured data. Section 5 describes the assimilation procedure for obtaining foF2 and hmF2 updated values. Section 6 shows a detailed validation of the proposed procedure. Conclusions are the subject of section 7.
IRI UP: A brief recall
The IRI UP method proposed by Pignalberi et al. (2018a Pignalberi et al. ( , 2018b , and Pignalberi, Pietrella, et al. (2018) is an assimilative procedure aimed to update the climatological output, in terms of foF2 and M(3000)F2, produced by the IRI model (Bilitza et al., 2017) . The method assimilates foF2 and M(3000)F2 values recorded routinely by a network of ionosondes to calculate the effective indices IG 12eff and R 12eff at each ionosonde location, that is the effective value of the ionospheric index IG 12 (the 12-month running mean of the ionospheric activity index IG, Liu et al., 1983) and the effective value of the solar index R 12 (the 12-month running mean of the Zurich sunspot number R). Specifically, the squared difference between observed and modeled values of foF2 and M(3000)F2 is calculated, for every station, according to the following formulas:
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where foF2 obs and M(3000)F2 obs are the values observed by the ionosonde, while foF2 IRI (IG 12 ) and M(3000)F2 IRI (R 12 ) are the corresponding values modeled by IRI as a function of IG 12 and R 12 (Bilitza, 1990) , respectively; effective values of IG 12 and R 12 (that is IG 12eff and R 12eff ) are those minimizing (1) and (2). Values of IG 12eff and R 12eff are calculated for each assimilated ionosonde station; this means that if for instance the assimilated ionosonde stations are ten, there will be ten different values of IG 12eff and ten different values of R 12eff . An interpolation of these spatially scattered values through the considered region is then needed, and to accomplish this task the Universal Kriging Method (UKM, Kitanidis, 1997) is considered.
Applying UKM, two-dimensional maps of IG 12eff and R 12eff are obtained with a user-chosen spatial resolution; these maps are then used to feed the IRI model with a consequent updated and more reliable description, for both quiet and disturbed conditions, of foF2 and M(3000)F2. In this way, also hmF2 is updated since it is analytically formulated as a function of M(3000)F2, foF2, and R 12 (Bilitza et al., 1979) .
Concerning the version of the IRI model, IRI 2016 is the one used in this work (Bilitza et al., 2017) . This latest version includes two additional options for modeling hmF2 (Altadill et al., 2013; Shubin et al., 2015) . The Altadill et al. (2013) option is based on a spherical harmonics analysis of hmF2 values derived by 26 ionosonde stations globally spread, for the time period 1998-2006. The Shubin et al. (2015) option makes use of radio occultation data from several missions and data from 62 ionosondes, for years 1987-2012, to globally model hmF2 with a spherical harmonics analysis. Both options provide a slightly better representation of hmF2 than that given by the Bilitza et al. (1979) one. In the analysis related to the calculation of R 12eff we used the Bilitza et al. (1979) formulation because it relies on the R 12 index, which can be updated by the IRI UP procedure. The Shubin et al. (2015) option is considered to obtain IRI modeled hmF2 values that are used in the validation process of Section 6, while IRI UP always makes use of the Bilitza et al. (1979) formulation, because it is the only one that allows the assimilation of M(3000)F2, which is a constraint of IRI UP. Concerning the IRI outputs, we verified that the Shubin et al. (2015) option is the more reliable one for hmF2 over the South African region.
Being a data assimilation procedure based on UKM, the IRI UP method strongly relies on both the availability and the spatial distribution of assimilated ionosonde stations. The core of UKM is the experimental variogram which allows to investigate the spatial correlation between assimilated measurements in order to spatially interpolate them (Kitanidis, 1997) . The experimental variogram involves the description of the spatial trend of the semivariance calculated for each couple of values as detailed in Pignalberi et al. (2018a) , and Pignalberi, Pietrella, et al. (2018) . By fitting some definite functions, called variogram models, it is possible to infer the spatial behavior of semivariance values and therefore the spatial correlations between measurements assimilated in different locations. Pignalberi et al. (2018a) , and Pignalberi, Pietrella, et al. (2018) applied the method over the European region due to its dense network of ionosonde stations. However, this situation represents an exception rather than normality. Many terrestrial regions are poorly covered by ionosondes but are fairly well covered by GNSS receiver stations; South Africa is one of these regions, where a network of only four ionosondes is available compared to the TrigNet GNSS receiver network consisting of 68 GNSS stations spread all over the South African region, with a mean interspacing of 100-200 km. The application of the procedure of Pignalberi et al. (2018a) , and Pignalberi, Pietrella, et al. (2018) over the South African region, where only four ionosondes are available, results in worse performances than those obtained for the European region because of the difficulties in building the experimental variogram due to the scarcity of assimilated stations.
On the other hand, the huge mass of vTEC measurements collected by GNSS receivers constitute a very attractive source of data to be assimilated. This is the main reason behind the implementation of the assimilation procedure based on GNSS derived vTEC measurements, which is proposed in this work. As earlier mentioned, this is an attractive procedure in general for nowcasting of Space Weather parameters such as 10.1029/2019SW002185
foF2, hmF2, and M(3000)F2 especially during geomagnetically disturbed conditions on extended spatial scales within operational environments and in regions without dense ionosonde networks.
Data and Method
Ionosonde-Derived F2 Layer Ionospheric Characteristics Data
The ionosonde derived data set consists of autoscaled F2 layer ionospheric characteristics foF2, MUF(3000) F2, and hmF2, routinely recorded with a 15-min sounding repetition rate by the following four South African ionosondes (yellow circles in Figure 1 ): The data period ranges of 2006-2017, 2008-2017, 2004-2017, and 2003-2017 (Bibl & Reinisch, 1978) and are autoscaled by the Automatic Real-Time Ionogram Scaler with True height analysis (ARTIST) software (Galkin & Reinisch, 2008; Reinisch & Huang, 1983) . The reliability of ionosonde's autoscaled data is based on the Confidence Score (C-Score) parameter (see http://www.ursi.org/ files/CommissionWebsites/INAG/web-73/confidence_score.pdf) accompanying the autoscaling performed by the ARTIST software.
Deriving vTEC-Calibrated Values From TrigNet GNSS Receivers Network
TrigNet is a network of continuously operating GNSS ground-based stations that are located throughout South Africa at an interstation spacing of between 80 and 300 km (http://www.trignet.co.za/). Currently, TrigNet network consists of 68 GNSS ground-based stations (red circles in Figure 1 ) equipped with a GNSS receiver and a geodetic choke ring antenna that are used to record GNSS observables. Data are continuously streamed from each TrigNet base station to the TrigNet control centre located at the National Geospatial Information in Cape Town. The TrigNet control centre processes the data and publishes the post processing data files on the website http://www.trignet.co.za/.
In particular, in this work daily Receiver INdependent EXchange (RINEX) formatted files containing L1 and L2 code and carrier phase data at a 30-s epoch rate are used. RINEX files are downloaded by means of TrigNet File Transfer Protocol (FTP), freely available at ftp://ftp.trignet.co.za after registration.
Because of the measurement geometry between GPS satellite and ground-based receiver, TEC is determined at a slant column dependent on the satellite elevation angle. Thus, what is calculated is the slant TEC (sTEC) value, which is then mapped to the local vertical direction to provide the vTEC.
Calibration of vTEC values is performed by means of the GPS-TEC software (v. 2.9.6) developed by the Boston College (Seemala & Valladares, 2011) . The software uses both L1 and L2 signals to calculate the relative sTEC by removing errors due to clock biases and the tropospheric water vapour effect. To obtain absolute sTEC values, the differential satellite biases (published by the University of Bern) are included along with the receiver bias values that are calculated by minimizing the sTEC variability between 2 and 6 LT (local time; Doherty et al., 2004; Ssessanga et al., 2014) . The equivalent vTEC at the Ionospheric Pierce Point (IPP) altitude of 350 km is calculated assuming a thin spherical shell model (Ciraolo & Spalla, 1997) . Possible outliers in vTEC values are filtered out applying the procedure described in section 3.3. For each GNSS station, at a particular time, a single vTEC value is obtained averaging vTEC values calculated for each satellite in view, whose number depends on the chosen minimum elevation angle. In this study, an elevation angle of 50°has been chosen. Making this choice, GPS satellites whose IPP is located inside a circle with a radius of about 300 km, centered on the ground-based GNSS receiver, are used in the vTEC averaging process.
10.1029/2019SW002185
Space Weather
To derive mathematical relationships between vTEC values from GNSS receivers and F2 layer characteristics from ionosondes, as described in section 4, the following four TrigNet GNSS stations colocated (or quasi colocated) with South African ionosondes have been used: Notably, Grahamstown and Hermanus GNSS receivers and ionosonde stations are perfectly colocated; the Louisvale ionosonde and the Upington GNSS receiver are instead 12 km apart, while the Madimbo ionosonde and the Thohoyandou GNSS receiver are 92 km apart.
Filtering Out Outliers in GNSS-Derived vTEC and Ionosonde-Derived F2 Layer ionospheric Characteristics Data Sets
The calibration process to obtain vTEC values, starting from information embedded in GPS signals, is subject to many error sources due mainly to transmitter and receiver biases and to the geometric approximation made to calculate vTEC values from sTEC ones. These, and other minor error sources, lead to an uncertainty in the absolute vTEC value which can be of the order of some TECU (TEC units whose value is 1 TECU = 10 16 el/m 2 ) also for quiet conditions (Bassiri & Hajj, 1992; Brunner & Gu, 1991; Ciraolo et al., 2007; Langley, 1996) . The uncertainty can dramatically increase during storm disturbed conditions (Brunini et al., 2003 (Brunini et al., , 2005 , hours when important horizontal gradients in the electron density can arise (dawn and dusk, around the solar terminator path; Makarevich & Nicolls, 2013; Somsikov, 2011) , or in ionospheric regions where important horizontal gradients are already present (like in the equatorial ionization anomaly region; Brunini & Azpilicueta, 2010; Sunehra et al., 2014) .
Because it is difficult to estimate such errors, we decided to apply the median absolute deviation (MAD) method (Huber & Ronchetti, 2009) to obtain a robust statistics of our calibrated vTEC values. MAD is a robust measure of the variability of a univariate sample of data, which can be successfully applied to remove bad sample data (outliers and spikes) from a time series. MAD is a measure of the statistical dispersion, which is more robust than that given by the standard deviation, being less dependent on outliers in the tails of the distribution. In fact, in the standard deviation, the differences from the mean are squared, so that large deviations are weighted heavily and outliers can heavily influence it. Concerning MAD, the deviations of a small number of outliers are irrelevant, being based on calculated medians. For symmetric distributions MAD is asymptotically equivalent to one half of the interquartile distance.
The MAD filter has been applied to calibrated vTEC values, according to the following procedure:
1. Calibrated vTEC values for each GPS satellite in view are calculated for the whole day to which the RINEX file refers, with a 30 s time resolution; 2. Daily calibrated vTEC values are organized in 24 bins (one for each hour of the day) depending on the universal time (UT) at which they are measured; 3. The median of vTEC values falling in each bin is calculated:
where the subscript h ∈ [0, 1,…,22,23] refers to the UT hour of the day and the subscript i runs on all the vTEC values falling in the bin h;
4. In each bin, the median of the absolute differences between measured vTEC values and M h is calculated.
Such median is what we call MAD h :
5. To make MAD h a consistent estimator of the dispersion associated to the particular distribution shown by the data, it is necessary to multiply it by a scale factor k dependent on the distribution. In the hypothesis that absolute differences between measured vTEC values and their median are normally distributed, it can be demonstrated that k ≅ 1.4826 is the right scale factor (Huber & Ronchetti, 2009) :
6. In each of the 24 hourly bins, vTEC values that do not comply with the following conditions are discarded:
where the factor s is subjectively chosen based on how much selective we want the MAD h filter to be; 7. Steps described by points 3-6 are repeated for each of the 24 hourly bins; 8. vTEC values that have passed the MAD h filter procedure are used to calculate the average vTEC values, as described in section 3.2.
When applying the MAD h filter to the vTEC data set and evaluating the reliability of the autoscaled foF2 and MUF(3000)F2 data set through the C-Score parameter, we must choose the values of the parameter s of equation (6) and of the C-Score. Different choices were tested by calculating the RMSE (equation (7)), normalized RMSE (NRMSE, equation (8)), and Pearson correlation coefficient (R, equation (9)), between modeled (following the procedure described in section 4) and measured (by the Hermanus ionosonde, for years 2011-2017) foF2 and MUF(3000)F2 values:
where X stands for foF2 or MUF(3000)F2, the subscript modeled refers to modeled values, while the subscript measured refers to values recorded by the ionosonde (the index i runs on the N values of the time series). X measured is the arithmetic mean over time of X measured , cov is the covariance between modeled and measured time series values, and σ the corresponding standard deviation.
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For this analysis, Hermanus ionosonde and colocated GNSS receiver vTEC data have been used. C-Score thresholds equal to [0, 50, 75, 90] have been tested, discarding those ionograms for which C-Score is less than or equal to the threshold. Obviously, the case for which the C-Score threshold value is set to 0 means that no filtering procedure has been applied to ionosonde data. The filter will be more and more selective as the C-Score threshold is increased.
Concerning the MAD filter, three options have been tested:
1. NO MAD filter, which means that no filtering procedure has been applied to vTEC data; 2. 1 MAD (s = 1), where the s parameter has been set to 1; 3. 2 MAD (s = 2), where the s parameter has been set to 2.
Obviously, the 1 MAD option is more selective than the 2 MAD one.
Results for each possible permutation of both thresholds are listed in Table 1 , using data collected by Hermanus colocated GNSS and ionosonde stations for years 2011-2017.
Some important considerations can be drawn from Table 1: 1. The increase of the C-Score threshold causes an improving of the results; 2. The 2 MAD h threshold filter, despite being less selective than the 1 MAD h option, gives all the same really good results. Table 1 would suggest the choice of a C-Score threshold equal to 90 and of the 2 MAD h threshold. Anyhow, the loss of data caused by a C-Score equal to 90 is significant, so we decided to set the C-Score threshold to 75, also because, as it will be clearer in the next section, the number of available data is of fundamental importance for deriving reliable relationships between vTEC and F2 layer characteristics. 
Results shown by
Space Weather
vTEC Data Set Building
Calibration and filtering procedures of vTEC values, described in sections 3.2 and 3.3, are applied to both assimilated and not-assimilated vTEC values. The assimilated vTEC values are used to update the background climatological ionospheric model. The not-assimilated vTEC values are instead those recorded by the four GNSS stations (Grahamstown, Hermanus, Thohoyandou, and Upington) used to derive the relationships between vTEC and F2 layer characteristics values.
The data period ranges of 2006-2017, 2008-2017, 2004-2017, and 2003-2017 are used for Grahamstown, Hermanus, Upington, and Thohoyandou GNSS receiver stations, respectively. These periods are those for which data from colocated ionosondes are simultaneously available.
Because of the 15-min ionosonde time resolution, a one to one comparison between ionosonde and GNSS data would result in a dramatic decimation of the GNSS data set. This decimation, besides causing a loss of a huge quantity of vTEC data, might be dangerous in the case of isolated vTEC outliers recorded exactly at the same time of ionosonde data. To avoid this, the whole vTEC time series was used applying a sliding window centered at minutes 0, 15, 30, and 45 of each hour (according to the sounding repetition rate of the ionosonde), and only vTEC values falling in the window are used to calculate the average vTEC value. Specifically, vTEC values falling in the window (at most 31 in our case) are multiplied by a Gaussian weight W i :
where t 0 ∈ (0,15,30,45) is the time of one of the four possible points at the center of the window, t i is the time of each point falling in the window, and σ is a parameter acting as the variance in the Gaussian distribution. In our case, σ = 150 s (i.e., 2.5 min), and this means that the two points at the edge of the window, distant 3σ from the center, will have a very low weight, while the weight due to points very close to the center of the window will be by far higher.
Once each vTEC value has been multiplied by the appropriate weight, the weighted mean is calculated and assigned to the center of the window according to the following relationship:
where N is at most 31 for each window and vTEC 0 is the vTEC weighted mean value assigned to the center of each window.
Deriving the Mathematical Relationships Between vTEC and foF2, and Between vTEC and MUF(3000)F2
It has been demonstrated by many authors that a strong correlation exists between vTEC and the F2 layer maximum of electron density NmF2 (Krankowski et al., 2007; Spalla & Ciraolo, 1994) . From a mathematical point of view this is understandable because there should exist some relation between the integral of a function calculated over its domain (the vTEC value in our case, where the function is the electron density and the domain goes from the base of the ionosphere to the GPS satellite height) and the absolute maximum of the function, if the function is continuous and regular. If the continuity of the electron density as a function of the height is a hypothesis well verified in many cases, the hypothesis of regularity is a bit trickier. In fact, the ionosphere is characterized by several layers whose properties heavily change with the hour of the day, the season, the solar activity level, and the geomagnetic activity (Zolesi & Cander, 2014) . This means that the shape of the vertical electron density profile, thus the shape of the function, changes with time. Thus, when finding a relationship between a function whose shape can rapidly change and its integral, considering only the absolute maximum of the function represents certainly an important simplification. Aware of these limitations, a strong correlation between vTEC and NmF2 was found in the past (Kouris et al., 2004; Ssessanga et al., 2014) , taking into account the significant contribution that the F2 region gives to the vTEC value, above all during daytime when the most important contributor to the ionospheric electron density is the solar radiation. During nighttime, things become more complex because the contribution of the plasmasphere to the vTEC is not negligible compared to that provided by the ionosphere (Klimenko et al., 2015) . Furthermore, difficulties arise when the ionosphere and the plasmasphere undergo very rapid changes in both time and space as during dawn and dusk (when the solar terminator sets very important horizontal gradients in the electron density distribution) or under very disturbed geomagnetic conditions. Therefore, an even more complicated relation between hmF2 and vTEC is expected, and this is why we did not try to find such a relationship. Instead, a meaningful relation can be found between MUF(3000)F2 and vTEC, being MUF(3000)F2 related to the intensity and the shape of the F2 region around its maximum; moreover, MUF(3000)F2 can be used to calculate M(3000)F2, which is needed to calculate R 12eff indices through the IRI UP method.
Therefore, we decided to model foF2 and MUF(3000)F2 as a function of vTEC. For this purpose, we used vTEC time series from GNSS stations and foF2 and MUF(3000)F2 values from ionosondes, for the four South African colocated stations listed in section 3.
Data from the four colocated stations were jointly used to obtain relationships valid for the entire South African region. This choice is justified by the fairly well coverage of South African region provided by these stations (Figure 1 ) and by the limited spatial extension of the region. Furthermore, the spatial characterization of the physical quantities under investigation is provided by the network of GNSS stations ( Figure 1 ) from which vTEC data are assimilated and not by the mathematical relationships between vTEC and F2 layer ionospheric characteristics described in this section.
From a preliminary comparison between vTEC values expressed in TECU and foF2 and MUF(3000)F2 values expressed in MHz, collected by colocated ionosonde and GNSS receiver stations, emerged that nonlinear functions are more suitable to describe their mathematical dependence than the linear one (as shown in Figures S2-S5 in the supporting information). A large part of the nonlinear dependence of vTEC on foF2 and on MUF(3000)F2 is indeed due to the units of measure usually used to express them (vTEC in TECU, foF2 and MUF(3000)F2 in MHz). Working with linear functions is surely more convenient and the procedure described below demonstrates how it is possible to linearly relate vTEC to foF2 and MUF(3000) F2 values.
Instead of using vTEC values expressed in TECU, we use directly el/m 2 . Similarly, instead of foF2 in MHz, we consider NmF2 expressed in el/m 3 (through the well-known formula foF2[MHz] = (NmF2[el/m 3 ]/1.24 × 10 10 ) 1/2 ), and, instead of MUF(3000)F2 in MHz, starting from the modified secant law, we use MUF(3000)F2 expressed in el/m 3 according to the following expression:
where k is a correction factor, varying from 1.000 and 1.200, and that is equal to 1.114 in the calculation of the MUF(3000)F2, h 0 is the height of the reflecting layer, which is here approximated to hmF2, φ is the angle at the center of the Earth subtended by the path (which for 3,000 km is equal to 0.471 radians). Unlike the usual secant law, the modified secant law, besides considering the Earth curvature, it takes into account the curvature of the ionosphere through the correction factor k (notably, see equations (6.23) and (6.29) from Davies, 1990 ).
Furthermore, the base-10 logarithm of NmF2, MUF(3000)F2, and vTEC is considered.
Making these choices, linear relationships relating the base-10 logarithm of vTEC (in el/m 2 ), NmF2 and MUF(3000)F2 (both in el/m 3 ), give better performances than nonlinear relationships achievable working with vTEC in TECU, and foF2 and MUF(3000)F2 in MHz (as also shown in Figures S4 and S5 in the supporting information).
Hence, the linear relationships used in the fitting procedure are the following:
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where a NmF2 and a MUF(3000)F2 are the slopes, while b NmF2 and b MUF(3000)F2 are the intercepts, of the linear relationships used, respectively for NmF2 and MUF(3000)F2.
In Figure 2 , plots of log 10 NmF2 versus log 10 vTEC and log 10 MUF(3000)F2 versus log 10 vTEC are shown, along with corresponding histograms of the residuals expressed in terms of foF2 and MUF(3000)F2 (in MHz), obtained by using all data recorded from 2003 to 2017 from the four colocated couples of South African stations. Figure 2 shows that it is possible to linearly relate NmF2 and vTEC values, and MUF(3000)F2 and vTEC values, with a good degree of confidence, although values measured for different hours of the day, for different seasons, and for different years (hence, for different solar activity levels), are used.
Some interesting features emerge from a careful inspection of Figure 2 : 
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Space Weather day for each of the 12 months of the year) the fitting procedure has been applied to calculate the coefficients of each subdata set. Corresponding results are shown in Figure 3 . The yearly dependence (and hence the solar activity level) has not been explicitly considered because it is implicitly embedded in the linear relationship used. Concerning the geomagnetic dependence, available measurements made during magnetically disturbed periods were not enough in order to perform a specific analysis as the one just described. In fact, selecting only magnetically disturbed periods, many of bins of Figure 3 would be blank, and, anyhow, filled bins would contain too few values to consider them reliable. This means that linear relationships (13) and (14) should be considered "climatological." Anyway, in section 6.1 the methodology will be validated also during disturbed periods to highlight the potential of the method also for these particular conditions. Figure 3 highlight some interesting features:
Matrices of
1. Fitting coefficients (both the slope and the intercept) show a clear hourly and seasonal variation; 2. Fitting coefficients show a very different behaviour between nighttime and daytime hours. Slopes are higher during daytime than nighttime, conversely for the intercepts; 3. The seasonal variability is well evident considering the different daily behaviour across different months.
To this regard, the solar terminator variability is well reproduced. Figure 3 strongly supports the choice made about considering the hourly and seasonal variations to describe the relation between vTEC and F2 layer characteristics.
Self-Validation of the Proposed vTEC Versus F2 Layer Characteristics Modeling Procedure
To perform a very initial self-testing of the proposed approach, the whole data set of measurements, coming from the four couples of colocated GNSS and ionosonde stations (listed in sections 3.1 and 3.2) and used to 
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Space Weather derive equations (13) and (14), is considered. Specifically (a) given the vTEC value measured by the GNSS station, NmF2 and MUF(3000)F2 values are modeled through the linear relationships equations (13) and (14), selecting the appropriate fitting coefficients from matrices of Figure 3 , according to the UT hour and month; (b) these NmF2 and MUF(3000)F2 values are compared to ones measured by ionosondes. Statistical quantities RMSE, NRMSE, and R (equations (7)- (9)) are then calculated, for each of the 288 considered bins. Figure 4 shows the results obtained from this analysis and highlights the following important features: during late spring-early summer for both foF2 and MUF(3000)F2; 3. For both characteristics very high correlation coefficients are visible for daytime hours, while low correlation coefficients characterize nighttime hours. Figure 4 highlights the potential and the limitation of the proposed procedure:
1. As expected, the fitting procedure is very accurate during daytime hours when the F2 region gives the major contribution to vTEC (Ssessanga et al., 2014) . On the contrary, during nighttime, when the plasmaspheric contribution to vTEC becomes important, the correlation between F2 region peak parameters and vTEC decreases (Klimenko et al., 2015) , and the performance of the fitting procedure degrades; 2. Solar terminator hours are very difficult to model because of their intrinsic ionospheric and plasmaspheric variability. Solar terminator sets up significant horizontal electron density gradients at a small spatial scale. Thus, joining measurements derived from the four colocated South African stations can produce a significant dispersion in hours characterized by rapidly changing conditions. This could be the reason behind the high NRMSE values characterizing solar terminator hours; 3. Mean values of the elements of matrices in panels (a) 
On the Assimilation of GNSS-Derived vTEC Measurements for Updating the IRI Model
GNSS-Derived vTEC Assimilation Procedure
Before calculating foF2 and MUF(3000)F2 values from vTEC values, through the procedure described in section 4, a spatial filtering is applied on vTEC measurements. In fact, the vTEC calibration procedure is inherently affected by some errors. Furthermore, vTEC from some GNSS receiver stations could be noisier than others. In assimilation procedures, the spatial correlation between assimilated data plays a very crucial role. We expect that very close stations give nearly similar values and that they are more correlated than distant ones. Because it is difficult to evaluate errors associated to calibrated vTEC values (which could be used to weight values derived by GNSS receivers characterized by different errors), a spatial filter, which has the purpose to detect erroneously calibrated vTEC values, has been developed. According to this, GNSS stations of the considered South African region are grouped in four spatial sectors: The MAD h filter, described in section 3.3, is then applied, at each considered hour, on vTEC values recorded by each GNSS station included in each sector; in this way, a different MAD h value characterizes each sector, allowing a spatial description of the dispersion of vTEC values in each sector. The MAD h threshold s in this case is set to 1. Thus, each vTEC value not fulfilling equation (6) is discarded from the assimilation procedure. The number of vTEC values to be assimilated, for a definite moment, depends critically on (a) how many GNSS stations are operating in that moment, (b) the quality of the calibrated vTEC value at each station, (c) the geomagnetic conditions of the ionosphere. Actually, points (b) and (c) are strictly interrelated because the quality of calibrated vTEC values decreases significantly during disturbed periods. In fact, for the periods analysed in the validation process described in section 6, we found that for quiet conditions the number of GNSS stations passing the MAD h filter on average goes from 30 to 50 (up to 68), while under 10.1029/2019SW002185 disturbed conditions, this number can lower also to 15. Hence, the MAD h filter is particularly effective under disturbed geomagnetic conditions, when calibrated vTEC values are noisier. Figure 5b shows a map of vTEC values, with a spatial resolution of 0.25°× 0.25°, after applying the UKM directly on vTEC values, according to the aforementioned spatial division, for the 8 September 2017 at 9:30 UT, the day of the main phase of the most severe geomagnetic storm occurred in 2017. The 42 GNSS stations represented by small circles in Figure 5b are those whose vTEC values passed the MAD h filter. This map is shown only to highlight that (a) the MAD h filter properly discards the GNSS stations which are not spatially correlated (black stars in Figure 5b ), (b) the spatial variability embedded in vTEC data is well represented by UKM, and (c) the spatial variability shown by vTEC is similar to that of calculated effective indices as described in the next section 5.2. The spatial variability of vTEC values is well described by the power variogram model of Figure 5a , which fits very well measured semivariance values in the experimental variogram. This is reflected by the good agreement between assimilated vTEC values and the background interpolated values. Unlike Pignalberi et al. (2018a) , semivariance values of Figure 5a (red points) are not calculated for each couple of assimilated stations; these are previously grouped in 16 distance ranges (whose width is one degree), for each of which the mean value of the distance and semivariance is calculated. This procedure , which improves the quality of the fitted variogram model (solid blue line in Figure 5a ), is possible when many assimilated stations are available, the number of which depends on the extent of the studied region.
Effective Indices Maps Calculation and Ingestion in IRI
Following the procedure described in section 5.1, the N assimilated vTEC values are used to calculate foF2 and MUF(3000)F2 values, through the linear relationships (13) and (14), and according to the fitting coefficients of Figure 3 . foF2 values are used to calculate, for each assimilated station, a value of IG 12eff , as described in section 2. MUF(3000)F2 and foF2 values are instead used to calculate for each assimilated station a value of M(3000)F2 = MUF(3000)F2/foF2 and then a value of R 12eff , as described in section 2. Maps of these spatially scattered values of IG 12eff and R 12eff are then calculated by applying the UKM. Examples are shown in Figures 5d and 5f . In both cases, binned experimental semivariance mean values are well fitted by the power variogram model function (Figures 5c and 5e) . Specifically, Figure 5d shows that calculated IG 12eff indices (small circles) are slightly different from those interpolated, this is because the IG 12eff variogram model manifests a nugget value (the zero-intercept of the variogram model function; Kitanidis, 1997) slightly different from zero (Figure 5c ). Figure 5f shows that R 12eff calculated effective indices are even better reproduced, being the nugget null ( Figure 5e ).
Finally, according to the IRI UP procedure described in section 2, effective indices maps of Figures 5d and 5f are ingested by IRI, which produces, for each grid point of the map, updated values of foF2 and hmF2. Figure 6 compares the result of the ingestion made by the IRI UP method with the initial background given by the IRI model. Figure 7 compares the vertical electron density profiles modeled by IRI and IRI UP with that measured at the ionosonde testing station.
Both figures show that the IRI UP method produces foF2 and hmF2 values by far better than those modeled by IRI. Figure 7 also shows that IRI appears to perform better than IRI UP in the lower part of the bottomside profile. Even though the case shown in Figure 7 is one of the worst, we want to stress the fact that the IRI UP method is able to update mostly the F2 layer description made by the IRI model, because effective indices update foF2 and hmF2. As this is the major strength of the assimilation procedure in this study, one should mainly pay attention to the F2 region and to the foF2 and hmF2 parameters in Figure 7 . However, Pietrella et al. (2018) have recently extended the IRI UP method by also assimilating the whole electron density profile measured by an ionosonde station and not only foF2 and M(3000)F2, which improves significantly the modeled bottomside representation. In the supporting information the interested reader can find an overall chart ( Figure S1 ) summarizing each step of the proposed approach and its validation. 
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Validation of the Proposed Method for Quiet and Disturbed Periods
In a first validation phase, different quiet and disturbed periods for the year 2017 have been chosen to test the model. For each considered day the time resolution is set to 15 min (specifically, minutes 0, 15, 30, and 45 of each hour are considered) to be synchronized with the sounding repetition rate of the ionosondes used as comparison in the validation procedure. Hence, all available GNSS data from TrigNet stations are used in the assimilation procedure, while data from the four South African ionosondes are used only as testing values. After a preliminary testing phase, the spherical variogram model has been chosen to calculate IG 12eff maps, while the power variogram model has been chosen to calculate R 12eff maps. The validation is performed on foF2 and hmF2 characteristics, comparing values modeled by IRI UP and IRI (IRI 2016 version, with the STORM option on, and the Shubin et al., 2015 , option for hmF2) with those measured by the ionosonde testing stations. The following sections 6.1. and 6.2 will describe in detail the performed validation of the method for the year 2017. Anyhow, it is worth highlighting that the 2017 data set is not an independent one, as corresponding data contributed to the development of the method. In section 6.3, we have included a validation analysis for 2018, which is an independent data set that was not used to obtain the relationships described in section 4. With respect to 2017, 2018 presented a lower number of significant geomagnetic storm periods and less available periods for which data were simultaneously recorded by the four ionosondes.
Validation of the IRI UP Method During Six Geomagnetic Storms Occurred in 2017
The IRI UP method has been validated during six periods including the most intense geomagnetic storms occurred in 2017. Each period consists of some quiet days before the storm commencement, the full storm time window (initial, main, and recovery phases) and relatively quiet days after the recovery phase. The different geomagnetic conditions are highlighted by Dst and Kp geomagnetic indices downloaded from the OMNIWeb Data Explorer-NASA site at https://omniweb.gsfc.nasa.gov/form/dx1.html. Specifically, minimum Dst and maximum Kp values characterizing each period are reported.
The disturbed periods used for validating the IRI UP method are the following: In Figure 8 time series of foF2 values from the Hermanus ionosonde (only ionograms with C-score ≥ 75 have been considered), modeled by IRI, modeled by IRI UP, are shown in the top panel, along with the corresponding residuals (middle panel), for the storm named SEPTEMBER 1 (the most intense storm occurred in 2017). In the top panel of Figure 8 are also shown the foF2 hourly monthly median values measured by Hermanus ionosonde, to differentiate between quiet and disturbed periods. Corresponding histograms of the residuals and scatter plots are shown in Figure 9 . Statistical quantities RMSE (equation (7)), NRMSE (equation (8)), R (equation (9)), and the mean of the residuals have been calculated for both IRI and IRI UP distinguishing quiet, very disturbed, and moderately disturbed days (Table 2) and for the whole time series, for each ionosonde testing station (Table 3) .
Several conclusions can be drawn from the results obtained for Hermanus for the SEPTEMBER 1 storm:
1. Concerning foF2, IRI UP performs better than IRI for the whole time period (1-19 September 2017) , while for hmF2 results are equivalent (Table 3) ; 2. The assimilation of vTEC leads to a foF2 RMSE = 0.474 MHz, which is by far better than the IRI RMSE = 0.823 MHz. Also NRMSE is reduced from 16.376% for IRI to 9.430% for IRI UP. This shows an improvement of the precision of the foF2 modeling, as it is clearly visible from time series of Figure 8 and from histograms of Figure 9 . The correlation coefficient also manifests an improvement for foF2 from 0.93 for IRI to 0.97 for IRI UP. The mean of the residuals between modeled and measured foF2 values is also improved from −0.430 MHz for IRI to 0.006 MHz for IRI UP, which testifies an improvement of the accuracy of the modeling; 3. Looking at time series of the top panel of Figure 8 , it is clear that IRI UP describes better than IRI the ionospheric variability measured by the ionosonde, for both quiet, moderately disturbed and very disturbed periods. IRI tends to underestimate foF2 values during daytime for quiet days (days 244-250 of the year 2017), before the storm commencement, and it is not able to follow the increasing trend of the day 251 (8 September 2017, main phase day) and the successive decreasing trend of the day 252. On the contrary, IRI UP can follow quite successfully this variability, particularly during daytime. Some problems arise during nighttime for the main phase days and for the successive recovery phase days (251-255), where IRI UP tends to overestimate foF2. This might be ascribed to depletion/refilling processes characterizing the ionosphere-plasmasphere system especially for disturbed conditions (e.g., Chi et al., 2000; Förster & Jakowski, 2000) ; 4. Results obtained separating quiet, moderately disturbed, and very disturbed days (Table 2) , highlight IRI's difficulties in modeling the ionosphere response to geomagnetic storms, even with the STORM option on; 5. The hmF2 modeling made by IRI UP produces results similar to those obtained by IRI for quiet and slightly disturbed conditions, while an important improvement is achieved under very disturbed conditions (Table 2) ; 6. Considerations made for Hermanus hold also for the other three ionosonde stations (Table 3) , even though they are characterized by slightly lower performances, especially Madimbo.
The geographical location of the stations is at the base of the different IRI UP performances for different testing ionosonde stations. In fact, looking at Figure 1 , it is evident that the Hermanus ionosonde is surrounded by several very close GNSS stations, which is also the case for the Grahamstown ionosonde; on the contrary, Louisvale and Madimbo ionosondes are surrounded by few GNSS stations. The Louisvale ionosonde station, apart from the quasi colocated Upington GNSS station, is quite isolated and is at the northern edge of the TrigNet network. Madimbo station experiences an even worse situation: it is at the eastern edge of the TrigNet network and the closest GNSS station is Thohoyandou, at a distance of 92 km. Thus, being empirical in nature, the proposed method is expected to give better results for Grahamstown and Hermanus than for Louisvale and Madimbo. Additionally, Hermanus and Grahamstown are typical mid latitudes stations, while Louisvale and Madimbo stations are towards the mid-to low-latitude region. This is particularly true for Madimbo, the northernmost station, which, under particular conditions during disturbed periods, may be affected by the expansion of the equatorial ionization anomaly. This is an example of ionospheric conditions that the IRI UP method may not be able to describe sufficiently if enough information (in this case GNSS vTEC) is not included into the assimilation procedure. Regional differences could therefore play a role in the results generated by the proposed assimilation procedure.
The different IRI UP performances obtained for foF2 and hmF2 are somehow expected. This happens mainly for the following reasons: and vTEC values is more empirical and speculative. As Figure 4 demonstrates, better performances in terms of NRMSE are achieved for foF2 than for MUF(3000)F2, when modeled as a function of vTEC.
The diurnal variability characterizing foF2 values derived from vTEC values has been studied for the time period 1-19 September 2017 (SEPTEMBER 1 STORM) for Hermanus, selecting values for different hours, for both IRI and IRI UP. Corresponding results are shown in Figure 10 , where IRI UP exhibits better performances than IRI, except for hours 3, 4, 21, 22, and 23 UT; these are dawn and nighttime hours for which, as explained in section 4, the modeling of foF2 and MUF(3000)F2 as a function of vTEC becomes harder. Exceptionally low IRI correlation coefficient values in panel (c) of Figure 10 are due to the fact that the large day-to-day variability is not considered by the IRI model (Bilitza, 1990) , even with the STORM option on (Araujo-Pradere et al., 2002; Fuller-Rowell et al., 1998) .
The storm that occurred in May 2017 deserves a more careful inspection, as it is the only case for which IRI UP does not perform properly.
As it is evident from Table 3 , results obtained for the MAY STORM are very different from those obtained for all the other analyzed storms. This is the only case for which, concerning foF2, IRI performs better than IRI UP for each testing station. To understand why this happens, values of measured and modeled foF2 values at each ionosonde station (Grahamstown, Hermanus, and Madimbo) in May 2017, and corresponding vTEC values recorded by the closest GNSS stations (Grahamstown, Hermanus, and Thohoyandou, respectively), 
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have been plotted in Figure 11 for days 27-29 May 2017, around the main phase of the storm. Looking at vTEC time series, we can see how vTEC values collected at Hermanus and Grahamstown remain pretty similar during quiet and disturbed periods. On the contrary, vTEC values at Thohoyandou manifest a very important increase in the main phase day, probably to be ascribed to a southern expansion of the equatorial ionization anomaly. IRI UP modeled foF2 values reflect the daily variation recorded by the closest GNSS stations: for Hermanus and Grahamstown, foF2 values have a similar trend for all the three analyzed days, while at Madimbo foF2 values during the main phase day are really higher than those of the adjacent days. Unfortunately, foF2 values recorded at Hermanus and Grahamstown present a really different scenario, with a decreasing trend characterizing the 28 May 2017, which is not reflected in vTEC data. This is likely due to the fact that, for disturbed days, at Hermanus and Grahamstown, the bottomside and topside ionosphere are affected by different physical processes, the investigation of which goes behind the scope of this paper.
Validation for Quiet Periods of Different Seasons in 2017
We are here interested in validating the IRI UP model for different seasons. In fact, linear fit coefficients shown in Figure 3 exhibit a different behaviour for different months, so we expect that different performances can be achieved for different seasons. This is why, for the year 2017, we have selected four time periods representing different seasons. All selected days are quiet (Kp < 4) and specifically: 
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Each period is composed of four consecutive days around either equinoxes or solstices, except in summer due to an unavailability of data at the ionosonde testing stations.
Time series of foF2 values, for the four selected periods, measured at Hermanus, modeled by IRI and IRI UP are shown in Figure 12 . Statistical results for each ionosonde testing station are collected in Table 4 .
Some conclusions can be drawn from this analysis:
1. Focusing on Hermanus results for foF2, IRI shows better performances in autumn (NRMSE = 10.951%) and winter (NRMSE = 10.753%) than in summer (NRMSE = 15.407%) and spring (NRMSE = 13.736%).
On the contrary, IRI UP exhibits small differences for different seasons, NRMSE values are slightly lower in spring (NRMSE = 8.892%) than in summer (NRMSE = 9.698%), autumn (NRMSE = 9.959%), and winter (NRMSE = 10.169%). Hence, IRI and IRI UP performances are quite similar in autumn and winter, while in summer and spring IRI UP strongly improves the foF2 modeling. A similar seasonal behaviour characterizes also the other testing stations; 2. Focusing on Hermanus results for hmF2, IRI shows better performances in autumn (NRMSE = 6.302%) and spring (NRMSE = 5.889%) than in summer (NRMSE = 7.870%) and winter (NRMSE = 8.103%). Differently, IRI UP shows slightly better performances in autumn (NRMSE = 9.507%) than in summer (NRMSE = 11.187%), winter (NRMSE = 10.085%), and spring (NRMSE = 10.388%). From these results, we can deduce how the output of the Shubin et al. (2015) IRI option for hmF2 modeling is pretty reliable for quiet periods; instead, the Bilitza et al. (1979) one, used by IRI UP, in spite of the use of the effective value of R 12 , shows worse results, although by far better than those obtained with R 12 (not shown in this paper). A similar seasonal behaviour characterizes also the other testing stations; 3. As pointed out in section 6.1, some differences arise for different ionosonde testing stations because of their different geographical location with respect to the closest GNSS stations. Usually, results for Madimbo are the worst; 4. With very few exceptions, IRI UP turns out to be more accurate than IRI, for foF2, as it is perceivable by looking at the residuals mean column in Table 4 . Considering hmF2, for most cases IRI is more accurate than IRI UP; 5. Looking at Figure 12 , it is clear how IRI UP is able to follow the diurnal ionospheric variability shown by foF2 better than IRI, above all during daytime. Some evident deviations from the climatological pattern, especially for summer and spring seasons, are well reproduced by IRI UP, as testified by the corresponding correlation coefficients (Table 4) , which are by far better than the IRI ones.
Validation of the IRI UP Method for an Independent Data Set
GNSS and ionosonde data recorded in 2018 were not used to obtain the relationships described in section 4 and so are suitable for an independent validation of the IRI UP method. Specifically, two long periods of 2018 have been considered and the same validation procedure described in Section 6.1 for the year 2017 was applied. These periods are: 
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Space Weather Figure 13 ) and a pretty long QUIET PERIOD, from DOY 293 (20 October 2018) to 305 (1 November 2018) .
The above periods have been chosen to highlight IRI UP performances for a period including the most intense geomagnetic storm occurred in 2018, and for a very quiet period. Furthermore, the second period is one of the few periods in 2018 for which data recorded by the four ionosondes were simultaneously available.
As we did in section 6.1 for 2017, statistical quantities RMSE (equation (7)), NRMSE (equation (8)), R (equation (9)), and the mean of the residuals have been calculated for both IRI and IRI UP for the whole two long time periods identified in 2018, for the AUGUST STORM period, and for the QUIET PERIOD, for each available ionosonde testing station, for both foF2 and hmF2. Corresponding results are reported in Table 5 . Moreover, histograms of statistical distributions of residuals between modeled and measured foF2 values and corresponding scatter plots of modeled and measured foF2 values, for Hermanus ionosonde testing station, for both IRI and IRI UP, are plotted for the FIRST 2018 PERIOD and SECOND 2018 PERIOD in Figure 14 , and for the AUGUST STORM period and for the QUIET PERIOD in Figure 15 .
Briefly, two main considerations can be made:
1. Statistical results obtained for foF2 are similar to those obtained for 2017. Looking at Table 5 and Figures 14 and 15 , IRI UP is able to improve the IRI description of foF2 for both quiet and disturbed periods. As already discussed, results tend to be better for Grahamstown and Hermanus than for Louisvale and Madimbo; 2. Conversely, statistical results obtained for hmF2 show discouraging trends. IRI UP output for hmF2 is always worse than the IRI Shubin et al. (2015) one for both quiet and disturbed periods.
According to the results shown in this section, we can claim that the IRI UP method based on the assimilation of GNSS data is able to improve the description of the foF2 made by the IRI model. On the contrary, IRI UP cannot help the IRI model in modeling hmF2.
Conclusions
In this work, an assimilative procedure to update the ionospheric empirical IRI model by assimilating GNSS derived vTEC measurements is described. The procedure is developed in the framework of the IRI UP method, with the fundamental difference related to the ionospheric data to be assimilated. In fact, differently from the IRI UP procedure presented by Pignalberi et al. (2018a Pignalberi et al. ( , 2018b , and Pignalberi, Pietrella, et al. (2018) , foF2 and M(3000)F2 values, required to calculate the ionospheric effective indices IG 12eff and R 12eff , are now derived from assimilated vTEC values recorded by ground-based GNSS stations. The mathematical procedure for deriving foF2 and MUF(3000)F2 values from vTEC values is described and tested. Mathematical relationships between foF2 and vTEC, and between MUF(3000)F2 and vTEC, are derived using South African colocated ionosondes and GNSS stations; thus, they are valid only for the South African region. Nevertheless, the same procedure can be applied successfully in each region where such data are available. The goodness of the proposed method based on assimilated vTEC values has been tested for several quiet and disturbed days in 2017 and 2018, comparing foF2 and hmF2 values modeled by IRI and IRI UP with those measured by ionosondes. IRI UP exhibits better performances than IRI for foF2, for most of the analyzed cases. Concerning hmF2, and considering the IRI Shubin et al. (2015) option, for 2017, some improvements are achieved by IRI UP for very disturbed conditions, similar results between IRI UP and IRI characterize instead moderately disturbed periods, while for quiet conditions the IRI UP output seems to be worse than the IRI one. The validation performed for 2018, whose data were not included in the development of the IRI UP method, confirms the good performances obtained by IRI UP in modeling foF2. Instead, IRI UP results for hmF2 are significantly worse than those obtained by using the IRI model. It is also worth noting that the proposed approach is not able to properly capture the ionospheric response in case the bottomside and topside ionosphere are differently affected by disturbances occurring in the geospace.
Compared to the performance achieved by the IRI UP method when assimilating foF2 and M(3000)F2 ionosonde data for the European region (NRMSE ≈ 4-5%, for both foF2 and hmF2, Pignalberi et al., 2018a) , the IRI UP procedure here described, based on the assimilation of vTEC data for the South African region, produces worse results (NRMSE ≈ 7-13%, for both foF2 and hmF2). This is largely due to the fact that the vTEC 10.1029/2019SW002185
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assimilation is done to model foF2 and hmF2 and also to the fact that performances of IRI, used as background for IRI UP, are inherently better over Europe than over South Africa, which implies that worse performances are expected for the South African region compared to the European one. Nevertheless, IRI UP produces better results than IRI for foF2, while no improvement is obtained for hmF2. By assimilating GNSS vTEC measurements, we have achieved average improvements of about 25% in foF2 estimations over the IRI model for both disturbed and quiet conditions. This is why we think that the IRI UP method assimilating GNSS data can be suitable for helping IRI in the foF2 modeling.
We also think that the proposed method can potentially be applied in very remote regions, where ionosonde stations are usually not available, due to the very good coverage of the terrestrial surface that GNSS receivers have been achieved in recent years. To verify this issue, the authors plan to derive analogous relationships also for the European region, where a dense network of ionosondes is present, to investigate similarities and differences with those obtained for the South African region, and to apply these to other mid latitudes regions not covered by ionosondes, in order to test their robustness. This will be attempted by directly transferring mathematical expressions derived from areas with both ionosonde and GNSS data to areas without ionosonde but where GNSS receivers are available. The authors are also intentioned to study the possible application of this method to low and high latitudes for which different relationships are expected. The method has however a potential wide field of application of which the IRI model could benefit for Space Weather nowcasting modeling.
