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Sheaves as modules
∗
Pedro Resende and Elias Rodrigues
Abstract
We revisit sheaves on locales by placing them in the context of the
theory of quantale modules. The local homeomorphisms p : X → B
are identified with the Hilbert B-modules that are equipped with a
natural notion of basis. The homomorphisms of these modules are
necessarily adjointable, and the resulting self-dual category yields a
description of the equivalence between local homeomorphisms and
sheaves whereby morphisms of sheaves arise as the “operator adjoints”
of the maps of local homeomorphisms.
1 Introduction
Quantales, at least those with certain properties, can be regarded as point-
free generalized (“non-commutative”) spaces [11, 15, 20]. In particular, they
subsume localic e´tale groupoids [17] and, to some extent, C*-algebras [6].
There are several proposals for what could be an appropriate notion of sheaf
on such a space (see, e.g., [2, 4, 5, 12, 16, 21, 22, 23, 24]), and the present
paper has grown out of an effort to understand the relations between them
and in particular to find concrete examples. Such sheaves can be identified
with suitable quantale modules in a way that at least models equivariant
sheaves on e´tale groupoids [18], but we believe that even just for sheaves on
locales the theory is interesting and worth being presented separately. This is
the purpose of the present paper, which moreover provides useful background
for [18].
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Overview
Sheaves on a locale B (or on a topological space) can be described in sev-
eral different ways. Besides the two classical formulations, namely as local
homeomorphisms p : X → B and as separated and complete presheaves
F : Bop → Sets, they can also be presented as “B-valued sets”. These are
(possibly infinite) projection matrices E : Γ × Γ → B with entries taken
from B, where Γ can be identified with the set of local sections of a sheaf in
the usual sense. This idea, with the locale B playing the role of a commu-
tative ring, goes back to [3] (expositions of it can be found in [1, §2] and [8,
pp. 502–513]), and a variant is obtained from [24] by taking the “ring” to be
the quantaloid that arises as the Cauchy completion of B (see also [21, pp.
77–82]). Approaching sheaves in the language of quantale modules provides
us with another way, which in addition is quite natural and in some sense
helps unify the others.
In this paper we shall begin, in §2, with a description in terms of B-
modules of the open locale maps, and even arbitrary maps, into B, and
we shall obtain direct translations between local homeomorphisms and lo-
cale modules, early on identifying two isomorphic “categories of sheaves as
modules”, B-LH and B-Sh, with the same objects. The morphisms of B-
LH, called maps, coincide with the maps between local homeomorphisms,
whereas the morphisms of B-Sh are called sheaf homomorphisms because
they correspond directly to natural transformations between sheaves.
Local homeomorphisms, or sheaves, turn out to correspond to partic-
ular instances of the Hilbert Q-modules of [13], which are an analogue of
Hilbert C*-modules [10] where C*-algebras are replaced by involutive quan-
tales. Hence, a Hilbert Q-module is a Q-module equipped with a Q-valued
“inner product”. In this paper Q will be a locale B, and, as we shall see in §3,
such a module corresponds to a sheaf precisely when it has a subset playing,
in the quantale context, the role of a Hilbert basis — the basis “vectors” are
local sections of the sheaf. The construction of a B-valued set from such a
B-module is immediate: it is the inner product restricted to basis elements
(the “metric” of the inner product).
We shall see in §4 that for Hilbert B-modules equipped with Hilbert
bases the B-module homomorphisms are precisely the functions h that have
adjoints h† defined in terms of the inner product in the same way as one does
for Hilbert spaces:
〈h(x), y〉 = 〈x, h†(y)〉 .
Hence, we have a category B-HMB of such modules which is equipped with a
strong self-duality (−)† : (B-HMB)op → B-HMB that, in particular, yields
the isomorphism between B-LH and B-Sh as a restriction. The adjoint (f ∗)†
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coincides with the left adjoint f! of f
∗, thus providing us with an example of
a situation where categorical adjoints coincide with “operator adjoints”.
Notation and terminology
We shall use fairly standard notation and terminology. In particular, the
word locale is used as a synonym for frame; a homomorphism of locales
h : X → Y is a function that preserves arbitrary joins (including the least
element 0) and finite meets (including the greatest element 1); and a con-
tinuous map of locales (or simply a map) f : Y → X is a homomorphism
in the opposite direction, f ∗ : X → Y , also referred to as the inverse image
homomorphism of f .
The category of locales and their maps is denoted by Loc and it is referred
to as the category of locales.
If B is a locale then by a B-module is meant, as usual, a complete lattice
X equipped with a sup-preserving action B ⊗ X → X of the commutative
monoid (B,∧, 1) — we use direct sum and tensor product notation for locales
and modules in analogy with the notation for commutative rings and their
modules, as in [9].
Throughout the paper, B is a fixed but arbitrary locale.
Acknowlegment
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paper.
2 Continuous maps as modules
General continuous maps
Let p : X → B be a map of locales. Then X is a B-module by “change of
base ring” along the homomorphism p∗ : B → X : the action is given by, for
all x ∈ X and b ∈ B,
bx = p∗(b) ∧ x .
It follows that b1 = p∗(b) and thus this module satisfies the condition
(2.1) bx = b1 ∧ x ,
which, as we shall see, completely characterizes the modules that arise in this
way. (This condition has been called stability in [19], in the more general
context of modules over unital quantales.) We remark that the action of
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such a module distributes over meets of non-empty sets S ⊂ X in the right
variable: b (
∧
S) = b1 ∧
∧
S =
∧
x∈S(b1 ∧ x) =
∧
x∈S bx.
Let us define some terminology:
Definition 2.2 Let B be a locale. By a B-locale will be meant a locale X
equipped with a structure of B-module satisfying (2.1). A homomorphism of
B-locales is a homomorphism of locales that is also a homomorphism of B-
modules, and amap f : X → Y of B-locales is defined to be a homomorphism
f ∗ : Y → X of B-locales. The category of B-locales, denoted by B-Loc, has
as objects the B-locales and as morphisms the maps of B-locales. We shall
denote the category (B-Loc)op by B-Frm (the category of B-frames).
Theorem 2.3 The category B-Loc is isomorphic to Loc/B.
Proof. Each object p : X → B of Loc/B gives us a B-locale, as we have
seen in the beginning of this section. Conversely, let X be a B-locale. Define
a function φ : B → X by
φ(b) = b1 .
We have φ(1) = 11 = 1, φ(b∧c) = (b∧c)1 = b(c1) = b1∧c1 = φ(b)∧φ(c), and
φ(
∨
α bα) = (
∨
α bα)1 =
∨
α bα1 =
∨
α φ(bα); that is, φ is a homomorphism
of locales, and thus we have obtained a map p : X → B defined by p∗ = φ.
This correspondence between objects of Loc/B and B-locales is clearly a
bijection.
In order to see that the categories are isomorphic let p : X → B and
q : Y → B be objects of Loc/B, and let f : X → Y be a map of locales. We
show that f is a morphism from p to q in Loc/B if and only if it is a map
from X to Y in B-Loc. Let b ∈ B and y ∈ Y . We have
f ∗(by) = f ∗(q∗(b) ∧ y) = (q ◦ f)∗ ∧ f ∗(y)
and also
bf ∗(y) = p∗(b) ∧ f ∗(y) .
It follows that if p = q ◦f then f ∗(by) = bf ∗(y) for all b ∈ B and y ∈ Y ; that
is, if f is in Loc/B then f ∗ is a homomorphism of B-modules and thus f is
in B-Loc. Conversely, if f ∗ is a homomorphism of B-modules then letting
y = 1 above we obtain q ◦ f = p.
From now on we shall freely identify B-modules with their associated
locale maps, for instance calling B-module to a map p : X → B, and for
convenience we shall often refer to p as the projection of the B-module.
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Open maps
Definition 2.4 A B-locale X is open if its projection p is an open map of
locales; that is, p∗ has a left adjoint p! which is a homomorphism ofB-modules
(but not in general a homomorphism of B-locales).
It is obvious that the direct image p! of the projection p of an open B-
locale satisfies the property
p!(x)x = x ,
for p!(x)x = p
∗(p!(x)) ∧ x and thus the equality p!(x)x = x is equivalent to
the unit of the adjunction p! ⊣ p
∗. This has a converse: if ς : X → B is
B-equivariant and monotone and it satisfies
ς(x)1 ≥ x
then ς is left adjoint to the map (−)1 : B → X ; the condition ς(x)1 ≥ x is the
unit of the adjunction and the counit ς(b1) ≤ b is an immediate consequence
of the equivariance, for ς(b1) = b ∧ ς(1) ≤ b. This actually holds for any B-
module, but for a B-locale X the condition ς(x)1 ≥ x (equivalently, ς(x)x =
x because ς(x)x = ς(x)1∧x) implies that X is open. Summarizing, we have:
Theorem 2.5 A B-locale X is open if and only if there is a monotone equiv-
ariant map
ς : X → B
such that the following (necessarily equivalent) conditions are satisfied for all
x ∈ X:
ς(x)1 ≥ x(2.6)
ς(x)x ≥ x(2.7)
ς(x)x = x .(2.8)
Furthermore there is at most one such map ς. If one exists it is necessarily
a B-module homomorphism and it coincides with the direct image p! of the
projection p of X.
Alternatively, a slightly different characterization of open B-locales is the
following:
Theorem 2.9 Let X be a locale which is also a B-module (but not necessar-
ily a B-locale). Then X is an open B-locale if and only if there is a monotone
equivariant map ς : X → B such that (2.8) holds for all x ∈ X.
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Proof. By the previous theorem any open B-locale has such a map ς, so
we only have to prove the converse. Assume that ς : X → B is monotone,
equivariant, and that it satisfies (2.8). Then we have
b1 ∧ x = ς(b1 ∧ x)(b1 ∧ x) ≤ ς(b1)x = (b ∧ ς(1))x ≤ bx .
The converse inequality, bx ≤ b1 ∧ x, is obvious, and thus (2.1) holds. This
shows that X is an open B-locale.
If X is an open B-locale with projection p then p! will be referred to as
the support of X , and we shall usually write ς instead of p!, following the
analogous notation for supported quantales [17]. Similarly, we may refer to
p!(x) as the support of x.
Example 2.10 Let S be any set. Then the free B-module generated by S,
which is the function module BS of maps f : S → B, is an open B-locale
whose support is defined by ς(f) =
∨
s∈S f(s). The projection of the B-
locale is the obvious map p :
∐
s∈S B → B, where
∐
s∈S B is the coproduct
in Loc of as many copies of B as there are elements in S; in other words,
p∗ : B → BS is the diagonal homomorphism that to each b ∈ B assigns the
map f : S → B such that f(s) = b for all s ∈ S.
Example 2.11 In a topos, any locale X has a unique Ω-locale structure
determined by the continuous map !X : X → Ω, and X is an open Ω-locale
precisely if it is open in the usual sense [9]. The tensor product B ⊗X (the
product B × X in Loc) is a B-locale with action a(b ⊗ x) = (a ∧ b) ⊗ x
and projection pi∗1(b) = b ⊗ 1, and it is open if X is open (because pi1 is the
pullback of !X along !B). Its support is computed from the Ω-action on B by
ς(b ⊗ x) = ς(x)b. In Sets every locale is open and the support of B ⊗X is
defined by the conditions ς(b⊗ 0) = 0 and ς(b⊗ x) = b if x 6= 0.
Local homeomorphisms
Let p : X → B be a local homeomorphism, and let Γ be a cover of X (i.e.,
Γ ⊂ X and
∨
Γ = 1) such that, on each open sublocale determined by an
element of Γ , p restricts to a homeomorphism onto its image; that is, for
each s ∈ Γ there is a commutative square
(2.12)
B
p∗
//
(−)∧ς(s)


X
(−)∧s


↓ς(s)
θs
// ↓s
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such that θs is an isomorphism. Then we have, for each b ≤ ς(s),
θs(b) = p
∗(b) ∧ s = bs
and
ς(θs(b)) = ς(bs) = b ∧ ς(s) = b .
Hence, the restriction to ↓s of ς splits θs, and thus it coincides with θ
−1
s . This
motivates the following definition:
Definition 2.13 Let X be an open B-locale. A local section of X is an
element s ∈ X such that for all x ≤ s we have
(2.14) ς(x)s = x .
The set of local sections of X is denoted by ΓX , and X is defined to be e´tale
if
∨
ΓX = 1.
If s is a local section then
p∗(1) ∧ s = 1 ∧ s = s = p∗(ς(s)) ∧ s ,
which means that the homomorphism ((−) ∧ s) ◦ p∗ factors as in (2.12).
Moreover, the equivariance of ς gives us ς(bs) = b for all b ≤ ς(s); this,
together with (2.14), ensures that θs an isomorphism, and therefore we have
the following characterization of local homeomorphisms:
Theorem 2.15 An open B-locale is e´tale if and only if its projection is a
local homeomorphism.
Let us denote by LH the subcategory of Loc whose objects are the locales
and whose morphisms are the local homeomorphisms. It follows from a
basic property of local homeomorphisms that LH/B is a full subcategory
of Loc/B, and thus LH/B is isomorphic to the following category, which
provides our first example of a “category of sheaves as modules”:
Definition 2.16 The category of e´tale B-locales, denoted by B-LH, is the
full subcategory of B-Loc whose objects are the e´tale B-locales.
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Sheaf homomorphisms
Although B-LH is meant to be a “category of sheaves as modules”, it is not
a category of modules; that is, (B-LH)op, rather than B-LH, is a subcate-
gory of B-Mod. In order to remedy this let us first introduce the following
terminology:
Definition 2.17 LetX and Y be e´tale B-locales. By a sheaf homomorphism
h : X → Y
will be meant a homomorphism of B-modules satisfying the following two
conditions:
1. h(ΓX) ⊂ ΓY ;
2. ς(h(s)) = ς(s) for all s ∈ ΓX (equivalently, ς(h(x)) = ς(x) for all
x ∈ X).
The sheaf homomorphisms form a category that we shall denote by B-Sh.
The motivation for this terminology comes from the fact that, denoting by
Sh(B) the category of sheaves on B in the usual sense (sheaves are separated
and complete presheaves Bop → Sets and their morphisms are the natural
transformations), we have a functor G : B-Sh→ Sh(B) (which is part of an
equivalence of categories — see the comments below) such that: (i) G assigns
to each e´tale B-locale X the sheaf GX : B
op → Sets defined for each b ∈ B
by GX(b) = {s ∈ ΓX | ς(s) = b}, with the restriction map GX(b) → GX(a)
for each pair a ≤ b in B being given by s 7→ as; (ii) G assigns to each sheaf
homomorphism h : X → Y the natural transformation Gh : GX → GY whose
components (Gh)b are all defined by s 7→ h(s).
Lemma 2.18 If f : X → Y is a map of e´tale B-locales then f! : X → Y is
a sheaf homomorphism.
Proof. Let f : X → Y be a map of B-locales with projections p and q,
respectively. Then f! satisfies ςY (f!(x)) = q!(f!(x)) = p!(x) = ςX(x) for all
x ∈ X . In addition, f! is Y -equivariant, and thus it is B-equivariant for
the module structures of X and Y induced by f ∗ ◦ q∗ and q∗, respectively.
Finally, composing f with a local section of p yields a local section of q — a
module theoretic proof of this is as follows: if y ≤ f!(s) and s ∈ ΓX then
y = y ∧ f!(s) = f!(f
∗(y) ∧ s) = f!(ς(f
∗(y) ∧ s)s) = ς(f ∗(y) ∧ s)f!(s) ,
and thus y is a restriction of f!(s).
8
Hence, we have a functor S : B-LH → B-Sh which is the identity on
objects and to each map f assigns f!. Using the (localic) correspondence
between sheaves and local homeomorphisms (as in, e.g., [1, §2] or [8, pp.
502–513]) it is not hard to see that S is part of an adjoint equivalence of
categories whose other functor is the composition
B-Sh
G
−→ Sh(B)
Λ
−→ LH/B
∼=
−→ B-LH ,
where, concretely, Λ can be the functor that to each sheaf assigns its locale
of closed subobjects as in [1, §2.2]. But in fact one can prove something
stronger:
Theorem 2.19 The functor S : B-LH→ B-Sh is an isomorphism.
A direct proof of this, using properties of Hilbert modules, will be post-
poned until §4.
3 Hilbert modules
Basic definitions and properties
Hilbert Q-modules are an analogue of Hilbert C*-modules where C*-algebras
are replaced by quantales. They have been studied by Paseka mainly as a
means of importing results and techniques from operator theory into the
context of quantales (see, e.g., [14]), and also in connection with theoretical
computer science [13]. We begin by recalling this notion in the special case
that interests us in this paper, namely when the involutive quantale Q is the
locale B.
Definition 3.1 By a pre-Hilbert B-module will be meant a B-module X
equipped with a function
〈−,−〉 : X ×X → B
called the inner product, that satisfies the following axioms, for all x, y ∈ X
and b ∈ B:
〈bx, y〉 = b ∧ 〈x, y〉(3.2) 〈∨
α
xα, y
〉
=
∨
α
〈xα, y〉(3.3)
〈x, y〉 = 〈y, x〉 .(3.4)
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(In short, a symmetric B-valued “bilinear” form.) A Hilbert B-module is a
pre-Hilbert B-module whose inner product is non-degenerate,
(3.5) 〈x,−〉 = 〈y,−〉 ⇒ x = y ,
and it is said to be strict (“positive definite”) if it satisfies
〈x, x〉 = 0⇒ x = 0 .
A useful consequence of non-degeneracy is the following:
Lemma 3.6 Let X be a Hilbert B-module. Then for all b ∈ B and x ∈ X
we have
bx = b1 ∧ x .
Hence, in particular, if X is a locale it is a B-locale.
Proof. The inequality bx ≤ b1∧ x is immediate. For the other, it suffices to
show that for all y ∈ X we have 〈b1 ∧ x, y〉 ≤ 〈bx, y〉:
〈b1 ∧ x, y〉 ≤ 〈b1, y〉 ∧ 〈x, y〉 = b ∧ 〈1, y〉 ∧ 〈x, y〉 = 〈bx, y〉 .
Supported modules and open B-locales
Now we see some relations between Hilbert B-modules and open B-locales.
Definition 3.7 A (pre-)Hilbert B-module X is supported if it satisfies the
condition
〈x, x〉x = x
for all x ∈ X . (Hence, X is strict.)
Theorem 3.8 Any locale X which is also a supported Hilbert B-module is
an open B-locale; its support function ς is defined by ςx = 〈x, x〉.
Proof. Assume that X is a locale equipped with a structure of Hilbert B-
module. Then it is a B-locale due to 3.6. Besides, the function ς : X → B
defined by
ςx = 〈x, x〉
is monotone and B-equivariant, and by hypothesis it satisfies ς(x)x = x,
whence by 2.5 X is open.
There is a partial converse to this theorem:
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Theorem 3.9 Let X be an open B-locale. Then X is a supported pre-Hilbert
B-module whose inner product is weakly non-degenerate in the sense that if
〈x, z〉 = 〈y, z〉 for all z ∈ X then ¬x = ¬y (where ¬ is the Heyting algebra
pseudo-complement: ¬x = x→ 0).
Proof. If X is an open B-locale we define 〈x, y〉 = ς(x∧y). Being a B-locale
implies that for all x, y ∈ X and all b ∈ B we have
bx ∧ y = (b1 ∧ x) ∧ y = b1 ∧ (x ∧ y) = b(x ∧ y) ,
and thus
〈bx, y〉 = ς(bx ∧ y) = ς(b(x ∧ y)) = b ∧ ς(x ∧ y) = b ∧ 〈x, y〉 .
If y ∈ X and (xα) is a family of elements in X we have〈∨
α
xα, y
〉
= ς
(∨
α
xα ∧ y
)
=
∨
α
ς(xα ∧ y) =
∨
α
〈xα, y〉 .
Since 〈−,−〉 is of course symmetric, it follows that X is a pre-Hilbert B-
locale. For the weak non-degeneracy let x, y ∈ X be such that ς(x ∧ z) =
ς(y ∧ z) for all z ∈ X . Then, letting z = ¬y, we obtain
0 = ς0 = ς(y ∧ ¬y) = ς(x ∧ ¬y) ,
and thus x∧¬y = ς(x∧¬y)(x∧¬y) = 0. Hence, ¬y ≤ ¬x. Similarly, letting
z = ¬x we conclude that ¬x ≤ ¬y.
The “weakly” in the theorem cannot be dropped. In order to see this,
consider as an example of open map the first projection pi1 : R
2 → R. Let
U be an open ball centered on (0, 0) ∈ R2, and let V = U \ {(0, 0)}. For all
open sets W ∈ Ω(R2) we have pi1(U ∩W ) = pi1(V ∩W ), but U 6= V and thus
the inner product associated to pi1 is degenerate.
Hilbert bases
Let us introduce a natural notion in the context of HilbertB-modules, namely
the analogue of a Hilbert basis of a Hilbert space. As we shall see, the
existence of such a basis has strong consequences, notably modules equipped
with a Hilbert basis are necessarily e´tale B-locales.
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Definition 3.10 Let X be a pre-Hilbert B-module. By a Hilbert basis of X
is meant a subset Γ ⊂ X such that for all x ∈ X we have
x =
∨
s∈Γ
〈x, s〉s .
(In particular, Γ is therefore a set of B-module generators for X .)
A Hilbert basis in this sense is not an actual basis as in linear algebra
because there is no freeness (we only have projectivity — see 3.12 below).
Therefore one might be better off calling it a Hilbert system of generators,
but for the sake of simplicity we shall retain the shorter terminology.
Example 3.11 Let S be a set. The free B-module BS (cf. Example 2.10)
has a Hilbert basis Γ consisting of the “unit vectors” f (s) : S → B; for
each s ∈ S we define f (s) = ιs(1) where ιs : B → B
S ∼=
⊕
s∈S B is the
coproduct injection corresponding to the s-labeled copy of B. This definition
of f (s) makes sense in any topos and it is equivalent, if S is decidable, to the
following:
f (s)(t) =
{
1 if t = s
0 if t 6= s .
The existence of a Hilbert basis has many useful consequences. In partic-
ular, any pre-Hilbert B-module with a Hilbert basis is necessarily supported,
hence strict, and it is projective:
Lemma 3.12 Let X be a pre-Hilbert B-module and let Γ ⊂ X. If Γ is a
Hilbert basis then the following properties hold, for all x, y ∈ X.
1. X is a projective B-module.
2.
∨
Γ = 1. (Γ is a cover of X.)
3. If 〈x, s〉 = 〈y, s〉 for all s ∈ Γ then x = y. (Hence, X is a Hilbert
module.)
4. 〈x, y〉 =
∨
s∈Γ 〈x, s〉 ∧ 〈s, y〉.
5. 〈x, x〉x = x. (Hence, X is supported.)
6. 〈x, y〉 ≤ 〈x, x〉.
7. For all s ∈ Γ the following conditions are equivalent:
(a) x ≤ s;
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(b) x = 〈x, x〉s;
(c) x = 〈x, s〉s.
8. The B-valued matrix M : Γ × Γ → B defined by mst = 〈s, t〉 (the
“metric” of the inner product) is a projection matrix: MT =M2 =M
(hence, M defines a B-set in the sense of [3] — in fact one can see
that it is a complete B-set).
Conversely, Γ is a Hilbert basis if 〈−,−〉 is non-degenerate and 4 holds.
Proof. Assume that Γ is a Hilbert basis. The first eight properties are
proved as follows.
1. Since Γ is a set of B-module generators and BΓ is a free module, there
is a quotient of B-modules ϕ : BΓ → X given by ϕ(f) =
∨
s∈Γ f(s)s,
and in the opposite direction we define another homomorphism of B-
modules ψ : X → BΓ by ψ(x)(s) = 〈x, s〉. This splits ϕ, showing that
X is a retract of a free module:
ϕ(ψ(x)) =
∨
s∈Γ
ψ(x)(s)s =
∨
s∈Γ
〈x, s〉s = x .
2. 1 =
∨
s∈Γ 〈1, s〉s ≤
∨
s∈Γ 1s =
∨
Γ .
3. If 〈x, s〉 = 〈y, s〉 for all s ∈ Γ then x =
∨
s∈Γ 〈x, s〉s =
∨
s∈Γ 〈y, s〉s = y.
4. 〈x, y〉 =
〈∨
s∈Γ 〈x, s〉s, y
〉
=
∨
s∈Γ 〈x, s〉 ∧ 〈s, y〉.
5. For all x ∈ X and s ∈ Γ we have 〈〈x, x〉x, s〉 = 〈x, x〉 ∧ 〈x, s〉 =∨
t∈Γ 〈x, t〉 ∧ 〈t, x〉 ∧ 〈x, s〉 =
∨
t∈Γ 〈x, t〉 ∧ 〈x, t〉 ∧ 〈x, s〉 = 〈x, s〉, and
thus by the non-degeneracy we conclude 〈x, x〉x = x.
6. Using 5 we have 〈x, y〉 = 〈〈x, x〉x, y〉 = 〈x, x〉 ∧ 〈x, y〉.
7. Either of the equations 7b or 7c implies 7a, of course, so let us as-
sume that x ≤ s in order to verify the converse implication. By 6 we
have 〈x, x〉 = 〈x, s〉 and thus 7b and 7c are equivalent; in addition,
we have 〈x, x〉s ≥ 〈x, x〉x = x, and, conversely, 〈x, x〉s = 〈x, s〉s ≤∨
t∈Γ 〈x, t〉t = x, whence x = 〈x, x〉s = 〈x, s〉s.
8. We have M = MT by definition of the inner product, and M = M2
follows from 4.
13
Now assume that 〈−,−〉 is non-degenerate and that 4 holds. Then for all
x, y ∈ X we have〈∨
s∈Γ
〈x, s〉s, y
〉
=
∨
s∈Γ
〈x, s〉 ∧ 〈s, y〉 = 〈x, y〉 ,
and by the non-degeneracy we obtain
∨
s∈Γ 〈x, s〉s = x.
Proposition 3.12-8 has a converse, namely every projection matrix has an
associated Hilbert module (in fact a locale — cf. 3.14) with a Hilbert basis
(we shall write Mf for the product of the matrix M by the “column vector”
f : S → B — that is, writing also fs instead of f(s) for such “vectors”, we
have (Mf)s =
∨
t∈Smst ∧ ft):
Lemma 3.13 Let S be a set and M : S × S → B a B-valued projection
matrix. Then the subset of BS
MBS = {Mf | f ∈ BS}
is a Hilbert B-module with the same inner product as BS, it has a Hilbert
basis Γ consisting of the functions s˜ : S → B defined, for each s ∈ S, by
s˜t = mts (s˜ is the “s
th-column” of M), and for all s, t ∈ S we have
mst = 〈s˜, t˜〉 .
Proof. The assignment j : f 7→ Mf is a B-module endomorphism of BS,
and MBS is its image, hence a submodule of BS. Next note that Γ is a
subset of MBS because for each t ∈ S we have t˜ =Mt˜ ∈MBS :
t˜s = mst = (M
2)st =
∨
u∈S
msu ∧mut =
∨
u∈S
msu ∧ t˜u = (Mt˜)s .
For all f ∈MBS we have f =Mf and thus it follows that, for all s ∈ Γ ,
〈f, s˜〉 =
∨
t
ft ∧ s˜t =
∨
t
ft ∧mts =
∨
t
mst ∧ ft = (Mf)s = fs .
Hence, Γ is a Hilbert basis because for all s ∈ Γ we have(∨
t
〈f, t˜〉t˜
)
s
=
(∨
t
ftt˜
)
s
=
∨
t
ft ∧ t˜s =
∨
t
mst ∧ ft = (Mf)s = fs .
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E´tale B-locales
Now we establish an equivalence between local homeomorphisms, on one
hand, and Hilbert B-modules equipped with Hilbert bases, on the other.
Lemma 3.14 Any Hilbert B-module with a Hilbert basis is necessarily a B-
locale and it arises, up to isomorphism, as in 3.13.
Proof. Let X be a Hilbert B-module with a Hilbert basis Γ , let M be the
matrix determined by mst = 〈s, t〉 for all s, t ∈ Γ , and let ϕ : B
Γ → X be
the B-module quotient defined by ϕ(f) =
∨
s∈Γ fss. Recalling that the inner
product is non-degenerate we have, for all f, g ∈ BΓ , the following series of
equivalences:
ϕ(f) = ϕ(g) ⇐⇒ ∀t∈Γ 〈ϕ(f), t〉 = 〈ϕ(g), t〉
⇐⇒ ∀t∈Γ
〈∨
s∈Γ
fss, t
〉
=
〈∨
s∈Γ
gss, t
〉
⇐⇒ ∀t∈Γ
∨
s∈Γ
fs ∧ 〈s, t〉 =
∨
s∈Γ
gs ∧ 〈s, t〉
⇐⇒ ∀t∈Γ (Mf)t = (Mg)t
⇐⇒ Mf =Mg .
This shows that the B-module surjection ϕ factors uniquely through the
quotient f 7→ Mf : BΓ → MBΓ and an isomorphism of B-modules X
∼=
→
MBΓ . Finally, in order to conclude that X is a B-locale it suffices to show
that it is a locale, due to 3.6, or, equivalently, thatMBΓ is a locale. Consider
the B-module endomorphism j : f 7→Mf of BΓ , as in the proof of 3.13. It is
easy to prove directly that MBΓ is a locale (the restriction of j to ↓(M1BΓ )
is a closure operator whose fixed points define a subframe — not a sublocale
— of ↓(M1BΓ )), but in fact this is already known, for MB
Γ coincides with
the set of B-subsets of M as in [1, Def. 2.8.9 and Prop. 2.8.11].
Theorem 3.15 Let X be a B-module. The following conditions are equiva-
lent:
1. X can be equipped with a structure of pre-Hilbert B-module for which
there is a Hilbert basis;
2. X can be equipped with a structure of Hilbert B-module for which there
is a Hilbert basis;
3. X is an e´tale B-locale.
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Proof. The first two conditions are equivalent due to 3.12-3. Let us prove
that 2 implies 3. Let X be a Hilbert B-module (and thus also a B-locale, by
3.14). By 3.12-5 X is supported, and thus by 3.8 it is an open B-locale with
ς defined by ςx = 〈x, x〉. Now let s ∈ Γ , and let x ≤ s. We have ς(x)s = x,
by 3.12-7, and thus s is a local section in the sense of 2.13. Hence, Γ ⊂ ΓX .
Since by 3.12-2 we know that
∨
Γ = 1, we conclude that X is e´tale.
Now let us prove that 3 implies 1. If X is e´tale it is open and thus by
3.9 it is a supported pre-Hilbert B-module with the inner product defined
by 〈x, y〉 = ς(x ∧ y). For each x ∈ X we have
x = 1 ∧ x =
( ∨
s∈ΓX
s
)
∧ x =
∨
s∈ΓX
s ∧ x ,
and, by the definition of local section, s ∧ x = ς(s ∧ x)s = 〈x, s〉s, thus
showing that ΓX is a Hilbert basis.
This provides us with an analogy between the view of sheaves on B as
Hilbert B-modules, on one hand, and vector bundles on a compact space X
as Hilbert C(X)-modules, on the other. The analogy extends to the fact that,
just as vector bundles on X are projective C(X)-modules, sheaves on B are
projective B-modules (due to 3.12-1). But, of course, the analogue of Swan’s
theorem does not hold because projective B-locales (i.e., the B-locales that
are projective objects in B-Mod) are not necessarily e´tale B-locales. For
instance, if B = Ω this is just the statement that not every locale which
is projective as a sup-lattice is necessarily a free sup-lattice. The following
diagram, where f is a retraction, illustrates this:
◦
~~
~~
~~
~
@@
@@
@@
@
 // ◦
◦
@@
@@
@@
@
%
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◦
~~
~~
~~
~
 f // ◦
◦  // ◦
4 Adjointable maps
Basic definitions and properties
Similarly to Hilbert C*-modules, the module homomorphisms which have
“operator adjoints” play a special role:
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Definition 4.1 Let X and Y be pre-Hilbert B-modules. A function
h : X → Y
is adjointable if there is another function h† : Y → X such that for all x ∈ X
and y ∈ Y we have
〈h(x), y〉 = 〈x, h†(y)〉 .
[The usual notation for h† is h∗, but we want to avoid confusion with the
notation for inverse image homomorphisms of locale maps.]
Any adjointable function h : X → Y is necessarily a homomorphism
of B-modules [13], and this fact is a consequence of the non-degeneracy of
〈−,−〉Y alone; that is, h satisfies h (
∨
aαxα) =
∨
aαh(xα) because for all
y ∈ Y we have〈
h
(∨
aαxα
)
, y
〉
=
〈∨
aαxα, h
†(y)
〉
=
∨
aα〈xα, h
†(y)〉
=
∨
aα〈h(xα), y〉 =
〈∨
aαh(xα), y
〉
.
Hilbert bases
The homomorphisms of Hilbert B-modules equipped with Hilbert bases are
necessarily adjointable, and in order to prove this only the domain module
need have a Hilbert basis:
Theorem 4.2 Let X and Y be pre-Hilbert B-modules such that X has a
Hilbert basis Γ (hence, X is Hilbert), and let h : X → Y be a homomorphism
of B-modules. Then h is adjointable with a unique adjoint h†, which is given
by
(4.3) h†(y) =
∨
t∈Γ
〈h(t), y〉t .
Proof. Let x ∈ X , y ∈ Y , and let us compute 〈x, h†(y)〉 using (4.3):
〈x, h†(y)〉 =
〈∨
s∈Γ
〈x, s〉s,
∨
t∈Γ
〈h(t), y〉t
〉
=
∨
s,t∈Γ
〈x, s〉 ∧ 〈s, t〉 ∧ 〈h(t), y〉
=
∨
t∈Γ
〈x, t〉 ∧ 〈h(t), y〉 =
〈∨
t∈Γ
〈x, t〉h(t), y
〉
=
〈
h
(∨
t∈Γ
〈x, t〉t
)
, y
〉
= 〈h(x), y〉 .
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This shows that h† is adjoint to h, and the uniqueness is a consequence of
the non-degeneracy of the inner product of X .
Corollary 4.4 If X and Y are Hilbert B-modules and X has a Hilbert basis
then any function h : X → Y is adjointable if and only if it is a homomor-
phism of B-modules.
Definition 4.5 The category of Hilbert B-modules with Hilbert bases, de-
noted by B-HMB, is the category whose objects are those HilbertB-modules
for which there exist Hilbert bases and whose morphisms are the homomor-
phisms of B-modules (equivalently, the adjointable maps).
Corollary 4.6 The assignment from homomorphisms h to their adjoints h†
is a strong self-duality (−)† : (B-HMB)op → B-HMB.
The matrix representations of Hilbert modules with Hilbert bases (cf.
3.12-8 and 3.14) can be extended to homomorphisms in a natural way. In
particular the adjoint h† of a homomorphism h corresponds to the transpose
of the matrix of h. In order to see this consider the category of matrices
MatB whose objects are the projection matrices over B and whose arrows
F :M → N , given projection matrices
M : S × S → B
N : T × T → B ,
are the matrices F : T × S → B such that FM = F = NF ; the mul-
tiplication of arrows is just matrix multiplication, the unit arrows are the
objects themselves, and this is a strongly self-dual category whose involution
is transposition of matrices.
Theorem 4.7 The categories B-HMB and MatB are equivalent.
Proof. The assignment from modules X to matrices 〈−,−〉X : ΓX×ΓX → B
extends to the functor M : B-HMB→MatB that to each homomorphism
h : Y → X assigns the matrix M(h) : ΓX × ΓY → B defined by
(M(h))st = 〈h(t), s〉 .
In the converse direction, the construction of a module MBS from each
matrix M : S × S → B extends to a functor X : MatB → B-HMB: given
projection matrices M : S × S → B and N : T × T → B, and an arrow
F : M → N , we define X (F ) : MBS → NBT by X (F )(f) = Ff . There is
a natural isomorphism X ◦M ∼= id, due to 3.14, and a natural isomorphism
M◦X ∼= id follows from the equivalence of [3] between the category of B-sets
and that of complete B-sets (see also [1, §2.9] or [8, pp. 502–513]). Hence,
the functors M and X form an adjoint equivalence of categories.
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We remark that the maps of B-sets of [3] are arrows of MatB, and thus
the category of B-sets is a subcategory of MatB.
Sheaf homomorphisms
In this section we exhibit an identification of “operator adjoints” with cat-
egorical adjoints, which as a consequence shows that the duality between
homomorphisms of e´tale B-locales and sheaf homomorphisms is a restric-
tion of the strong self-duality of B-HMB. In what follows we shall always
consider an e´tale B-locale X to be a Hilbert B-module with respect to the
Hilbert basis of local sections ΓX .
Theorem 4.8 Let X and Y be e´tale B-locales, and let f : X → Y be a map
of B-locales. Then f! = (f
∗)† (equivalently, f ∗ = (f!)
†).
Proof. Let the B-locales, their projections, and f be as follows:
X
f
//
p
  A
AA
AA
AA
Y
q
~~ ~
~~
~~
~
B
Since f commutes with the projections, which are local homeomorphisms, it
is itself a local homeomorphism and thus it satisfies the Frobenius reciprocity
condition f!(x∧ f
∗(y)) = f!(x)∧ y (i.e., f! is Y -equivariant). Hence, we have,
for all x ∈ X and y ∈ Y :
〈x, f ∗(y)〉X = p!(x ∧ f
∗(y)) = q!(f!(x ∧ f
∗(y)))
= p!(f!(x) ∧ y) = 〈f!(x), y〉Y .
Now we shall look at a converse to the above theorem, whose proof de-
pends on the following lemmas:
Lemma 4.9 Let X be an e´tale B-locale. If s ∈ ΓX and (bα) is a non-empty
family of elements of B, we have (
∧
α bα) s =
∧
α(bαs).
Proof. Let (bα) be a non-empty family of elements of B, and let s ∈ ΓX .
Then (
∧
α bα) s is a lower bound of the set {bασ}. Let t be another lower
bound. Then ς(t) ≤ bα for all α and, since (bα) is non-empty, we have
t ≤ bαs for some α and thus t ≤ s. Hence,
ς(t)
((∧
α
bα
)
s
)
=
(
ς(t) ∧
∧
α
bα
)
s = ς(t)s = t ,
and it follows that t ≤ (
∧
α bα) s. This shows that (
∧
α bα) s =
∧
α(bαs).
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Lemma 4.10 Let X be an e´tale B-locale, and let S ⊂ ΓX be a non-empty
set such that
∨
S ∈ ΓX . Then ς (
∧
S) =
∧
t∈S ς(t).
Proof. Let s =
∨
S. We have ς (
∧
S) = ς
(∧
t∈S ς(t)s
)
and, by 4.9, this
equals
ς
((∧
t∈S
ς(t)
)
s
)
=
(∧
t∈S
ς(t)
)
∧ ς (s) .
Since S is non-empty the latter equals
∧
t∈S ς(t).
Theorem 4.11 Let h : X → Y be a sheaf homomorphism of e´tale B-locales.
Then its adjoint h† preserves arbitrary meets.
Proof. Let S ⊂ Y . We shall show that h† (
∧
S) =
∧
h†(S) by using the
non-degeneracy of the inner product of X ; that is, we shall prove, for all
s ∈ ΓX , that
〈
s, h† (
∧
S)
〉
=
〈
s,
∧
h†(S)
〉
. Let then s ∈ ΓX . We have〈
s, h†
(∧
S
)〉
=
〈
h(s),
∧
S
〉
= ς
(
h(s) ∧
∧
S
)
= ς
(
h(s) ∧
∧
y∈S
(h(s) ∧ y)
)
= ς
(∧
S ′
)
,
where the set S ′ = {h(s)} ∪ {h(s) ∧ y | y ∈ S} is non-empty, it is contained
in ΓY because h(s) ∈ ΓY , and
∨
S ′ ∈ ΓY because S
′ is upper bounded by
h(s). Hence, by 4.10, we have ς (
∧
S ′) =
∧
ς(S ′). Moreover, ς(h(s)) = ς(s)
and thus∧
ς(S ′) = ς(h(s)) ∧
∧
y∈S
ς(h(s) ∧ y) = ς(s) ∧
∧
y∈S
〈h(s), y〉
= ς(s) ∧
∧
y∈S
〈s, h†(y)〉 = ς(s) ∧
∧
y∈S
ς(s ∧ h†(y)) =
∧
ς(S ′′) ,
where the set S ′′ = {s} ∪ {s ∧ h†(y) | y ∈ S} is non-empty, it is contained
in ΓX , and
∨
S ′′ ∈ ΓX because S
′′ is upper bounded by s. Hence, again by
4.10, we have
∧
ς(S ′′) = ς
(∧
S ′′
)
= ς
(
s ∧
∧
y∈S
(s ∧ h†(y))
)
= ς
(
s ∧
∧
h†(S)
)
=
〈
s,
∧
h†(S)
〉
,
which concludes the proof.
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Theorem 2.19, whose proof has been postponed until now, is a simple
corollary of these results. Instead of having proved directly that the right
adjoints of sheaf homomorphisms are module homomorphisms, as we might
have attempted in §2, we have instead shown that the “operator adjoints”
of sheaf homomorphisms, which are module homomorphisms, are also homo-
morphisms of locales:
Corollary 4.12 (cf. Theorem 2.19) The categories B-Sh and B-LH are
isomorphic.
Proof. By 4.11, the adjoint h† of a sheaf homomorphism h is a homomor-
phism of B-locales. This defines a map of B-locales f such that f ∗ = h†. By
4.8, f! = (f
∗)† = h, and thus the faithful functor S of 2.19 is full.
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