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PAPER
Inferring User Consumption Preferences from Social Media
Yang LI†a), Member, Jing JIANG††b), and Ting LIU†c), Nonmembers
SUMMARY Social Media has already become a new arena of our lives
and involved diﬀerent aspects of our social presence. Users’ personal in-
formation and activities on social media presumably reveal their personal
interests, which oﬀer great opportunities for many e-commerce applica-
tions. In this paper, we propose a principled latent variable model to in-
fer user consumption preferences at the category level (e.g. inferring what
categories of products a user would like to buy). Our model naturally
links users’ published content and following relations on microblogs with
their consumption behaviors on e-commerce websites. Experimental re-
sults show our model outperforms the state-of-the-art methods significantly
in inferring a new user’s consumption preference. Our model can also learn
meaningful consumption-specific topics automatically.
key words: social media, e-commerce websites, consumption preferences,
topic model
1. Introduction
Recent years, social media services have become an indis-
pensable part of our daily lives. People express their feel-
ings, needs and desires through online activities like chat-
ting with friends and posting short status updates [1]. Users’
personal information and activities on social media presum-
ably reveal their consumption interests. This oﬀers great
opportunities for many e-commerce companies to adopt so-
cial media as a marketing place. For example, if a user cares
much about the price of gasoline or car services, he is likely
to own a car and therefore may often buy products from
the category of Car Accessory. If a user frequently talks
about baby and follows famous pediatricians, we can infer
that she may like to buy products from the category of Baby.
It is important to learn user consumption preferences from
their social media activities so that better tailored products
or services can be recommended [2], [3]. Intuitively, using
the consumption preferences, we can recommend products
from categories that a user is more interested in, to provide
a better user experience and to help increase the probability
of clicks.
However, it is still challenging to leverage users’ pub-
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lished content and following relations across platforms for
improving product recommendations. The reasons are two-
fold. First, it is hard to link users’ identities in social net-
working sites to their identities on e-commerce sites [4], [5];
Second, not all published content or following relations are
reflective of purchase intentions.
Fortunately, e-commerce and social networking have
been closely intertwined in recent years. Many e-commerce
websites support the mechanism of social login, which al-
lows new users to sign in with their existing login infor-
mation from social networking services such as Facebook,
Twitter and Google+. Users are increasingly encouraged to
connect to online social media from e-commerce sites and
share their consumption activities with friends. For exam-
ple, users may share a comment like “I have just bought . . .
on eBay. The link is . . .” in their microblog posts. These
linking traces provide great potential for e-commerce sites
to utilize users’ activities on other social media platforms to
promote the right kinds of products to the right people.
In this paper, we study how we can leverage users’ sta-
tus updates and following relations on microblogs to recom-
mend the right categories of products to them. We take a
supervised approach and propose to use the linkage mined
between microblogging sites and e-commerce websites, as
illustrated in Fig. 1. Specifically, we propose a principled la-
tent variable model that naturally links users’ published con-
tent and following relations on microblogs with their con-
sumption behaviors on e-commerce websites. Our model is
based on standard LDA. Diﬀerently, we assume that each
user has a consumption topic distribution and a background
topic distribution. We associate every consumption topic
with a meta-category label and jointly model the content
words as well as the followees of a user.
We build our dataset from the largest Chinese mi-
croblogging service Sina Weibo∗ and a large Chinese e-
commerce website Jingdong∗∗, containing a total of 15,186
linked users. Through experimental evaluation, we show the
feasibility and eﬀectiveness of our method.
The main contributions of this paper are summarized
as follows:
• We propose a consumption preference topic model that
naturally links users’ published content and following
relations on microblogs with their consumption behav-
iors on e-commerce websites. Our model can be gen-
∗http://weibo.com
∗∗http://www.jd.com
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Fig. 1 An illustration of linkage across social media and e-commerce websites. The linking trace in
the post connects user’s behaviors on the two platforms.
eralized to learn a new user’s consumption preference.
• We show experimentally that our model outperforms
the baselines in inferring users’ consumption prefer-
ences. Furthermore, our model can learn meaningful
words and followee accounts associated with consump-
tion categories.
2. Background
Given a set of users together with their published content
and following relations on a microblogging site, our goal is
to infer each user’s consumption preferences. Specifically,
we focus on consumption preferences at the category level,
which are represented as an ordered list of a pre-defined
set of product categories. We use 12 meta-categories from
the e-commerce website Jingdong: Mobile Phone, Baby,
Beauty, Clothes, Home&Funiture, Footwear&Bags, Car
Accessory, Food&Drinks, Pets, Sports&Outdoors, House-
hold appliances and Computer&Digital.
Semantic Matching. A simple way to solve the prob-
lem is to rank the categories relevant to a user based on se-
mantic matching. However, this solution is totally unsuper-
vised and suﬀers from several shortcomings: (1) Extract-
ing semantic features for a category is inherently not easy.
(2) There is likely a discrepancy (word mismatch) between
the vocabularies used in user-generated content and category
descriptions. For example, a natural way to represent a cat-
egory is to use the category and product names. However,
users rarely express their needs by mentioning a category
name or product name explicitly [6], [7]. (3) The naive solu-
tion cannot provide an interpretation of users’ consumption
interests.
Fortunately, we can utilize the linkage mined between
microblogging sites and e-commerce websites to solve this
problem in a supervised approach. For a user whose pur-
chase history is known, we concatenate all her posts (or
followees) into a pseudo document and treat the categories
of her purchased items as labels to the document. Hence,
the task becomes learning word-label correspondences and
inferring the labels for users based on their content. An
immediately available solution to this problem setup is La-
beled LDA (L-LDA) [8]. L-LDA is a topic model that con-
strains LDA by defining a one-to-one correspondence be-
tween LDA’s latent topics and user labels (or categories in
our case). However, for our task, we not only have the cat-
egory information for a set of “training” users but also the
distributions of the categories for these users. Such distri-
butional information is useful and standard L-LDA needs to
be modified to allow incorporation of such information.
3. Method
In this section, we first give a general introduction of how
to directly apply L-LDA for our task. Then we present the
major limitations of L-LDA model and propose our model.
3.1 Labeled LDA Model
A basis of our problem setting is that we assume there is
a set of U users and K categories. For each user u, du is
a pseudo document comprising a list of Nu words. To rep-
resent each user’s purchase history, we use a binary vector
Λ(u) = (l1, . . . , lK), where lk is 1 when user u has purchased
some product in category k and 0 otherwise. Next, we define
the set of user u’s category labels to be λ(u) = {k|Λ(u)k = 1}.
L-LDA assumes that there are K topics corresponding
to K categories. The generative process of L-LDA is: First,
draw a multinomial topic distribution φk over the vocabulary
for each topic k from a Dirichlet prior β, which is the same
as in traditional LDA model. The LDA model then draws
a multinomial mixture distribution θu over all K topics, for
each document du, from a Dirichlet prior α. Diﬀerently, L-
LDA restricts θu to be defined only over the topics that cor-
respond to its labels λ(u) (categories user u has purchased
products from). Since the topics are drawn from this distri-
bution, this restriction ensures all the topic assignments are
limited to the document’s labels. Without going into the de-
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Fig. 2 Plate notation for CPTM. The dashed variables will be collapsed
out during Gibbs sampling. Hyperparameters are omitted for clarity.
tails, which can be found in Ramage et al. [8], once the topic
distributions are learned from the training set, we can infer
topic labels for words from any “new pseudo documents”
via Gibbs sampling.
3.2 Our Model
Although L-LDA can be directly used for our task, it has
three major limitations.
First, the basic assumption of L-LDA is that the topics
of a document are the same as the consumption categories.
However, it is not true for our task. In microblogging sites
such as Weibo, people talk about not only personal interests
that lead to online purchases but also other topics of interest
such as opinions on major events, celebrities, etc. Hence in
our model, we assume there are generally two kinds of top-
ics, namely consumption topics and background topics.
The second limitation in L-LDA is, the topic distribu-
tion is generated from a symmetric Dirichlet distribution.
When directly applied to our task, in the case when a user
has bought many products from one category and only one
product from another category, the two categories would
still be treated equally. This certainly does not make sense.
Therefore, in our model, we assume that the consumption
topic distribution is generated from a Dirichlet distribution
parameterized using the user’s purchase history over cate-
gories, which is asymmetric.
Last but not least, the followees of a user can reveal
her interests and have correlations with the user’s consump-
tion preferences. For example, users who have great inter-
ests in Beauty may follow those celebrity accounts leading
the fashion and beauty trends. In light of this, we propose
to incorporate user followee information into our model to
better profile user interests.
We refer to our proposed model Consumption Prefer-
ence Topic Model, or CPTM for short (Fig. 2). Our model
makes the following assumptions. There exist K + T topics
that explain all the posts published by the users, where K is
the number of consumption topics (categories) and T is the
number of background topics. Each topic has a word dis-
tribution ϕk with a uniform Dirichlet prior parameterized by
β. We assume that each user has a consumption topic distri-
bution θcu which is related to consumption preferences and a
background topic distribution θu. For the n-th word wu,n in
user u’s pseudo document du, it can either belong to a con-
sumption topic or a background topic. We use a variable y
which is drawn from a Bernoulli distribution to decide the
topic type of the word. We also assume that θu has a uniform
Dirichlet prior parameterized by α, while θcu has a Dirichlet
prior parameterized by user specific vector ρu.
Now we introduce how to generate the vector ρu. Re-
call that there is a consumption label set λ(u) for each user u.
Hu is the number of labels Hu = |λ(u)|. Let L(u) ∈ RHu×K be
a document specific label projection matrix. For each row
i ∈ {1, 2, . . . ,Hu} and column k ∈ {1, 2, . . . ,K}. We define
each entry L(u)i,k as follows:
L(u)i,k =
⎧⎪⎪⎨⎪⎪⎩
Score(u, k), if i-th label corresponds to topic k
0, otherwise
where k is a consumption topic, and its corresponding
consumption category is ck. Score(u, k) is the number of
products purchased by the user in category ck normalized
by the number of products from all categories in user u’s
purchase history. We have
Score(u, k) = purc(u, ck)∑
i∈K purc(u, ci)
, (1)
Then ρu is defined in the following formula:
ρu = L(u)μ (2)
where μ=(μ1, . . . , μK) is a K−dimensional parameter
vector predefined. Note that in our problem, all the μk are
the same.
Note that besides words, our model also incorporate
users’ following relations. Similarly, for every user, we also
treat her followees as a pseudo document d′u. The m-th fol-
lowee of user u, referred to as fu,m, has a topic label xu,m. The
topic label is generated either from the shared consumption
topic distribution θcu or a separate background topic distribu-
tion θ′u. Similar to zu,n, we use a switch y′u,m to decide xu,m’s
topic type. The generative process of CPTM is shown in
Algorithm 1.
3.3 Learning and Inference
We use collapsed Gibbs sampling to learn model variables
for our model. There are two sets of hidden variables related
to two parts of our model, one for modeling user-generated
text and the other for modeling user followees. For the first
part, for each word wu,n, we jointly sample its topic zu,n
and the switch variable yu,n (deciding between consumption
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Algorithm 1 Generative Process for CPTM.
1: Draw π, π′ ∼ Beta(γ)
2: for all topic k = 1, . . . ,K do
3: Draw word probability ϕk ∼ Dir(β)
4: Draw followee probability ϕ′k ∼ Dir(β′)
5: end for
6: for all user u = 1, . . . ,U do
7: Draw consumption topic probability θcu ∼ Dir(ρu)
8: Draw background topic probability θu ∼ Dir(α)
9: Draw background topic probability θ′u ∼ Dir(α′)
10: for all word wu,n = 1, . . . ,Nu of user u do
11: Draw yu,n ∼ Bernoulli(π)
12: if yu,n = 1 then
13: Draw topic zu,n ∼Multi(θcu)
14: else
15: Draw topic zu,n ∼Multi(θu)
16: end if
17: Draw word wu,n ∼Multi(ϕzu,n )
18: end for
19: for all followee fu,m = 1, . . . ,Mu of user u do
20: Draw y′u,m ∼ Bernoulli(π′)
21: if y′u,m = 1 then
22: Draw topic xu,m ∼Multi(θcu)
23: else
24: Draw topic xu,m ∼Multi(θ′u)
25: end if
26: Draw followee fu,m ∼Multi(ϕxu,m )
27: end for
28: end for
topic or background topic).
The probability of assigning a word wu,n to a back-
ground topic is defined as:
P(yu,n = 0, zu,n = k|Y¬(u,n),Z¬(u,n),W) (3)
∝ N
¬(u,n)
u,0,k + α
N¬(u,n)
u,0,∗ + Tα
·
M¬(u,n)0,k,wu,n + β
M¬(u,n)0,k,∗ + Vβ
· C
¬(u,n)
0 + γ
C¬(u,n)∗ + 2γ
where N¬(u,n)
u,0,k is the number of user u’s words that are as-
signed to background topic k, M¬(u,n)0,k,wu,n is the number of word
wu,n assigned to background topic k, C¬(u,n)0 is the total num-
ber of background words. All counters are calculated with
the current word wu,n excluded. A missing subscript (e.g.
N¬(u,n)
u,0,∗ ) indicates a summation over that dimension.
The probability of assigning a word wu,n to a consump-
tion topic is defined as:
P(yu,n = 1, zu,n = k|Y¬(u,n),Z¬(u,n),W) (4)
∝ N
¬(u,n)
u,1,k +N
′
u,1,k+ρu,i
N¬(u,n)
u,1,∗ +N
′
u,1,∗+μ
·
M¬(u,n)1,k,wu,n+β
M¬(u,n)1,k,∗ +Vβ
· C
¬(u,n)
1 +γ
C¬(u,n)∗ +2γ
where the i-th label from user u corresponds to topic k,
N¬(u,n)
u,1,k is the number of user u’s words that are assigned to
consumption topic k, N ′
u,1,k is the number of user u’s fol-
lowees that are assigned to consumption topic k, M¬(u,n)1,k,wu,n is
the number of word wu,n assigned to consumption topic k,
C¬(u,n)1 is the total number of consumption words. All coun-
ters are calculated with the current word wu,n excluded.
For the second part, we jointly sample the topic xu,m
and the switch variable y′u,m for each followee in a similar
way.
Once the topic distributions are learned from the train-
ing set, we can infer topic labels for words from any “new
pseudo documents” using Gibbs sampling. Similar infer-
ence approach is used in L-LDA [8]. After that, we can learn
a consumption topic distribution θcu for a new user, based on
which we can recommend categories of products to the user,
as discussed in the next section.
4. Experiments
In this section, we first introduce our dataset. We then de-
sign experiments to evaluate our proposed method. In the
quantitative evaluation, we compare our model with a few
baselines in inferring user consumption preferences, while
in the qualitative evaluation, we show our model can eﬀec-
tively learn consumption words and followees.
4.1 Data Set
Our task requires data from both an e-commerce website
and a social networking site.
E-commerce Data. We used a large Jingdong dataset
shared by [9], which is constructed by crawling 138.9 mil-
lion reviews of 0.2 million products from 12 million users
during the whole year of 2013. Each review document
would correspond to a unique transaction record. Also, each
transaction record consists of a user ID, a product ID and
the purchase timestamp. We grouped transaction records by
user IDs and obtained a list of purchased products for each
user.
Microblogging Data. We collected 5 million active
users and their 1.7 billion microblog posts from the largest
Chinese microblogging site Sina Weibo during the period
from January 2013 to June 2013.
It is observed that many e-commence companies en-
courage users to share their purchase record on their mi-
croblogs via a system-generated short URL, which links to
the corresponding product entry on Jingdong. We randomly
collected active users on Sina Weibo who have explicitly
shared their reviews in their posts by searching using some
keywords (e.g. “ (Reviews for shopping
in Jingdong Mall)”, “ (Money flies, Jingdong
Mall)”) before June 2013. By following the URL link,
we can obtain the Jingdong account of the Weibo user. In
this way, we were able to successfully match 23,917 linked
users. Then we obtained the information of these users in-
cluding post content and followee relations from the mi-
croblog data. We removed the users who have fewer than
5 purchase records, 10 posts or 20 followees.
Finally, we totally get 15,186 users as our linked users.
For each user, we have a set of posts, a set of followees and a
list of items purchased from Jingdong (with item name and
category). The statistics of the dataset are summarized in
Table 1.
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Table 1 Statistics of our datasets.
# linked users 15,186
# posts 1,755,524
# following relations 1,164,411
# purchase records 888,039
4.2 Experimental Settings
4.2.1 Baseline Methods
We consider the following representative baseline methods
for comparison.
Semantic Matching (S-Match): This is the naive so-
lution we mentioned in Sect. 2. We directly recommend
categories to a user based on the cosine similarity between
term vectors representing the user and a category with TF-
IDF weighting. Specially, we use all the product and sub-
category names to represent a category. We use user’s pub-
lished content and followees to represent a user.
Popularity Ranking (PR): For each user, we recom-
mend categories to her based on the popularity of categories.
We use the number of users who have ever purchased from
the category in the whole data set to represent its popularity.
Labeled latent Dirichlet Allocation (L-LDA): As
stated in previous section, L-LDA is a natural baseline of our
model. Note that in L-LDA, each topic is associated with a
category, so for each user, we rank the categories based on
their topic distribution directly.
Support Vector Machines (SVM): We use S V Mlight
to build an SVM classification model [10] for each Jingdong
category c. For training, positive examples are users who
buy at least one item in c. During testing, for each unknown
user SVM returns a confidence score that we use for rank-
ing. SVM parameters are chosen by grid search on a subset
of the training sets. We use user’s post content and followee
accounts as bag-of-words features.
Consumption Preference Topic Model (CPTM):
Our proposed model. During the training stage, we obtain
the word (followee) distributions per topic. During testing,
for a given test user, we assign topic labels to each word (fol-
lowee) in her microblog posts and then apply the learned
consumption topic distributions to infer her consumption
preferences.
4.2.2 Evaluation Metrics
For each user u in our data set, we have obtained her pur-
chase records. We treat the ground truth ranking of cate-
gories by assigning to each category ci the ranking score
Score(u, i) according to Eq. (1), and establishing the rank as
follows:
ci  c j ⇔ Score(u, i) > Score(u, j).
For example, if a user buys 3 products in Food&Drinks, 2
products in Home&Funiture, the gold-standard ranking for
the user will be: Food&Drinks  Home&Funiture.
The ideal prediction algorithm should provide in output
for each user a category ranking equivalent to the ground
truth. Therefore, instead of looking at binary predictions and
measuring prediction errors, we care more about the quality
of the top-ranked categories. In this case, we consider two
ranking based measure NDCG@k [11] and P@k which is
similar to Zhang et al. [12].
NDCG@k: For each user we define DCG at position k
as:
DCG@k =
k∑
i=1
weight(i)
log(i + 1)
where weight(i) is the relevance weight of the category
ranked in position i by the algorithm. We set the relevance
weight as the proportion of the products a user purchase on
that category. We also define IDCG at position k as the DCG
of the ground truth at k. Finally, NDCG at position k is thus
defined as:
NDCG@k = DCG@k
IDCG@k
P@k: For each user we define precision at position k
as:
P@k =
∑k
i=1 F(ci)
k
where F(ci) equals to 1 if ci is the top-1 category in user’s
real purchase ranking list (ground truth), which means ci is
the favorite category of the user. Note that we only consider
the top-1 category in the real purchase ranking list as “rel-
evant results”. The reasons are twofold. First, it is more
practical in real scenarios. Actually, we found on average
users tend to buy nearly 50% products from their favorite
category (top-1 category). Second, in this problem, the aim
of our work is to infer users’ consumption preference which
should be focused. We have also tested treating top-2 and
top-3 categories as “relevant”, and found our method signif-
icantly outperforms others in most cases.
4.2.3 Experimental Setup
We evaluate our models and the baseline methods using 5-
fold cross validation. We first randomly divide the data into
5 subsets. In each run we use 4 subsets as training data
and half of the 5th subset for validation to tune the hyper-
parameters. Then we use the other half of the 5th subset for
testing. Finally, we compute NDCG@k and P@k for each
fold by averaging the measures over all testing users.
Following previous work [13]–[15], the Dirichlet
hyper-parameters α and β are set to values 50/T and 0.01
respectively, where T denotes the number of background
topics. Similarly, we set μ = Tα = 50 (Eq. (3), (4)).
For our model and L-LDA, we set the number of con-
sumption topics K to 12, which equals the total number of
categories. Note that in our model, besides consumption
topics, we also have background topics. We test with dif-
ferent number of background topics and find T = T ′ = 8 to
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Table 2 Results comparison on NDCG@k.
Method NDCG@1 NDCG@2 NDCG@3 NDCG@4 NDCG@5
S-Match 0.3335 0.3695 0.4021 0.4295 0.4513
PR 0.3784† 0.4219† 0.4494† 0.4713† 0.4957†
L-LDA 0.3705 0.4125 0.4509† 0.4829† 0.5077†
SVM 0.3980† 0.4375† 0.4773† 0.5142† 0.5314†
CPTM-C 0.4380† 0.4732† 0.5032† 0.5288† 0.5497
CPTM 0.4489† 0.4801† 0.5092 0.5354 0.5551
Table 3 Results comparison on P@k.
Method P@1 P@2 P@3 P@4 P@5
S-Match 0.1593 0.1447 0.1325 0.1236 0.1161
PR 0.1050 0.1272 0.1182 0.1185 0.1180
L-LDA 0.1563† 0.1540† 0.1460† 0.1379† 0.1305†
SVM 0.1629† 0.1434 0.1377 0.1363 0.1335
CPTM-C 0.2290† 0.1856† 0.1620† 0.1467† 0.1370
CPTM 0.2383 0.1935† 0.1669† 0.1504† 0.1377
be an optimal setting. For the hyper-parameter of Bernoulli
distribution which word topic type y is drawn from, γ is set
to be 10. We did not observe significant improvements when
γ is set to diﬀerent values. The detailed results will be dis-
cussed in Sect. 4.3.3.
4.3 Quantitative Evaluation
4.3.1 Comparison with Baselines
Table 2 and Table 3 show the results of diﬀerent methods
on the NDCG@k and P@k metrics. The performance of
the naive solution S-Match is very poor, even worse than
popularity Baseline on NDCG@k, which is due to the dis-
crepancy between the vocabulary used in user content and
category content. Utilizing the linking traces and users’
published content in a supervised way, both L-LDA and
SVM perform better than the popularity baseline. However,
the improvement of L-LDA is not substantial. L-LDA as-
sumes all words are used to generate user’s consumption
topic distribution which directly used to predict purchase
behaviors. In fact, users’ post contents are not all related to
consumption behaviors. CPTM is significantly better than
the previous methods, meaning that our model can learn
a more eﬀective topic distribution for consumption prefer-
ences prediction. †means the result is better than previous
method above in the same column at 5% significance level
by Wilcoxon signed rank test.
We show the NDCG@k and P@k curves of diﬀerent
methods in Fig. 3 and Fig. 4. Our model performs the best
when k varies from 1 to 5. Specially, in Fig. 4, our model
achieves a much higher relative improvement comparing
with other baselines when k is smaller than or equal to 3. In
our dataset, we found users tend to buy more than 86% prod-
ucts from their top-3 interested categories. This can explain
why the diﬀerences between methods are smaller when k is
larger than 3. The observation also demonstrates that users’
consumption preferences on categories are focused.
Fig. 3 NDCG@k results of diﬀerent methods when we vary k from 1 to
5.
Fig. 4 P@k results of diﬀerent methods when we vary k from 1 to 5.
4.3.2 Eﬀectiveness of Following Relations
To verify the eﬀectiveness of following relations, we also
compare a degenerate version of our model CPTM-C only
incorporating words from users’ published content. From
Table 2 and Table 3, we find CPTM achieves better results
than CPTM-C by incorporating followees additionally. This
shows that besides post content, users’ followee relations
can also indicate their purchase behaviors.
4.3.3 Parameter Sensitive Analysis
We would like to analyze how sensitive the performance of
our model is with regard to the parameters.
First, we test the performance of CPTM with number
of background topics T ranging from 2 to 20 with a gap of
2. We set T ′ = T . In Fig. 5, we can see CPTM performs
best when T is set to 8. The results of NDCG@k become
flattened when T is larger.
Then we vary the value of hyper-parameter γ while fix-
ing the other parameters. We consider γ for the values: 0.1,
1 and 10. Figure 6 shows the results of CPTM in terms
of NDCG@k. From Figure 6, we did not observe significant
improvements when γ is set to diﬀerent values, showing that
CPTM is not sensitive to γ. We set γ =10 in the experiments
because it is an optimal setting in most cases.
4.4 Qualitative Evaluation
We show the top ten words and followee accounts of two
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Fig. 5 NDCG@k results of CPTM with diﬀerent number of background
topics.
Fig. 6 NDCG@k results of CPTM with diﬀerent γ.
Table 4 Topical words and followee accounts learned from CPTM.
sampled consumption topics: “Baby” and “Beauty” in Ta-
ble 4. Examination shows our model can detect con-
sumption related words and weibo accounts. For exam-
ple, in “Beauty” category, the topic words are all related
to “beauty” and “fashion”, the followees are either fashion
stars or fashion shopping sites such as “Lefeng”. In addition,
in “Baby” category, the words are all related to baby prod-
ucts, the followees include many famous pediatrician ac-
counts such as “ (Doctor Cui Yutao)”, “
(Doctor Zhang Silai)” and so on.
Our model diﬀers from vanilla topic models by distin-
guishing general background topics and consumption top-
ics. Actually from the qualitative evaluation, we found it
is necessary to distinguish the two kinds of topics. For ex-
ample, some general topics we learned are about insights
on life and news events, which are talked by almost all the
people. We cannot learn any consumption preference from
these topics.
Interestingly, we find in the category “Household ap-
pliances”, the learnt top words are something related to
family such as “parents”, “the elderly” and “children”.
On the one hand, around 85% of users purchased items
from “Household appliances” category, making it serve
as a background topic and attract many common words.
On the other hand, users rarely talk about Household ap-
pliances on Weibo although they might purchase from it.
However, in this case, the followee accounts learned from
our model such as “ (Jingdong Household appli-
ances)”, “ (Hisense TV)” can be useful.
5. Related Work
5.1 Commercial Intention Mining
Mining users’ commercial intention from social media has
attracted much attention theses years [16]–[20]. Wang et
al. [21] investigated the use of microblogs data to identify
trend-driven commercial intents and trend related products.
Hollerit et al. [2] proposed to identify tweet-level commer-
cial intents employing n-grams and part-of-speech tags as
features. As an extension of this work, Wang et al. [6] pro-
posed a semi-supervised learning approach to classify in-
tent tweets into six categories. Since most of user needs
are implicitly expressed, Ding et al. [7] proposed a domain
adaptive convolution neural network to identify the implicit
commercial intent tweets. Our work is related to commer-
cial intention mining from social media. However, diﬀerent
from all the existing work identifying commercial intents
in a single tweet, we focus on studying consumption pref-
erences at user level. The tweet level commercial intents
are sparse [6], [7] and they do not necessarily link to users’
consumption behaviors.
5.2 Product Recommendation from Social Media
Product recommender systems are widely used by e-
commerce companies. Recently, much eﬀort has been taken
to incorporate various information [22]–[26] to help im-
prove recommendation performance for cold start users, es-
pecially from the social media. Zhang et al. [27] and stud-
ied interactions between Facebook profiles and purchase
behaviors on eBay and showed that users’ Facebook pro-
files can be used to predict online purchase brands. Zhao
et al. [3] built a real time recommendation system on mi-
croblogs incorporating users’ demographic information ex-
tracted from their public profiles and product demograph-
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ics in e-commerce websites. Using users’ demographic at-
tributes in Facebook, Zhang et al. [12] tried to predict user
consumption preferences on product categories in eBay to
improve “cold start” recommendation. Nevertheless, with
privacy concerns, users may not reveal their true demo-
graphic attributes, or such attributes may not be made pub-
lic [5], [28]. Our problem is similar to theirs. However, dif-
ferently, we focus on leveraging users’ published content
and following relations, which are public, continuously up-
dated and easier to obtain.
5.3 Topic Models on Microblogs
There has been much interest in topic modeling on mi-
croblogs [28]–[31]. Hong and Davison [32] empirically
evaluated the performance of Latent Dirichlet Allocation
(LDA) [33] on Twitter. They found that by aggregating all
tweets published by the same user into a single document
the learned topics have higher quality. Zhao et al. [34] pro-
posed Twitter-LDA, which assigns a single topic to an entire
tweet. Labeled LDA (L-LDA) [8] is another extension of
LDA which assumes that each document has a set of known
labels. Ramage et al. [35] proposed to use L-LDA model to
characterize user’s topics in Twitter.
While designing latent variable models to jointly model
content words together with other types of data is not new, to
the best of our knowledge, jointly modeling text, social re-
lations and consumption behaviors across platforms is new.
Inspired by the existing work, we organize all tweets pub-
lished by the same user into a single document and built our
model based on L-LDA, but diﬀerently, we introduce two
types of topics, namely consumption topics and background
topics. Furthermore, we incorporate asymmetric Dirichlet
priors to model users’ diﬀerent preferences on consumption
categories. Finally, to better profile users, we jointly model
user’s published content and following relations, which is
diﬀerent from the above discussed models.
6. Conclusions
In this paper, we make the first attempt to infer user con-
sumption preferences from social media in a topic view,
which can potentially benefit a multitude of commercial
applications. To verify the hypotheses that users’ pub-
lished content and following relations can indicate their on-
line consumption preferences, we design a latent variable
model that joint models users’ lexical content of posts, fol-
lowing relations and their consumption behaviors on the e-
commerce sites. Through experiments, we show that our
model outperforms the baseline methods eﬀectively in infer-
ring user consumption preferences. Furthermore, our model
is able to discover meaningful words and followee accounts
associated with consumption meta-categories.
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