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Fault-tolerant spin-based quantum computers will require fast and accurate qubit readout. This
can be achieved using radio-frequency reflectometry given sufficient sensitivity to the change in
quantum capacitance associated with the qubit states. Here, we demonstrate a 23-fold improvement
in capacitance sensitivity by supplementing a cryogenic semiconductor amplifier with a SQUID
preamplifier. The SQUID amplifier operates at a frequency near 200 MHz and achieves a noise
temperature below 550 mK when integrated into a reflectometry circuit, which is within a factor
115 of the quantum limit. It enables a record sensitivity to capacitance of 0.07 aF/
√
Hz and a
sensitivity to oscillating charge of 5.9× 10−24 C/√Hz. We use this circuit to measure the stability
diagram of a gate-defined quantum dot, and show that the sensitivity should be sufficient for single-
shot readout of a singlet-triplet qubit in GaAs without a charge sensor.
I. INTRODUCTION
Electron spins in semiconductors are among the most
advanced qubit implementations, and are the potential
basis of a scalable quantum computer made using indus-
trial fabrication processes [1–3]. A useful computer must
be able to correct the errors that inevitably arise during
a calculation, which requires single-shot qubit readout
with a fidelity well above the fault-tolerant threshold of
∼99% [4]. The full surface code for error detection re-
quires approximately half the physical qubits to be read
out in every clock cycle of the computer [5]. Until re-
cently, single-shot readout in spin qubit devices could
only be achieved via spin-to-charge conversion, detected
by a nearby single-electron transistor (SET) or quantum
point contact (QPC) charge sensor [6–8]. However, the
computer architecture can be simplified and its footprint
reduced by using dispersive readout, which exploits the
difference in electrical polarizability between the singlet
and triplet spin states in a double quantum dot [9, 10].
The resulting capacitance difference between the two
qubit states can be monitored via a radio-frequency (RF)
resonator bonded to one of the quantum dot electrodes.
This method has the advantage that it does not require
a separate charge sensor, but previously the capacitance
sensitivity has not been sufficient to achieve single-shot
qubit readout even in systems with a long spin decay
time [11–17]. Recently, there have been demonstrations
of dispersive single-shot readout in silicon quantum dots
and donor based systems, but higher sensitivities are still
desirable for improved readout fidelities and the readout
of systems with shorter spin-decay times [18, 19].
All these readout schemes rely on low-noise amplifiers
to attain good capacitance sensitivity. Radio-frequency
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experiments until now have used semiconductor ampli-
fiers cooled to ∼4 K. Even lower noise can be achieved
using amplifiers based on superconducting quantum in-
terference devices (SQUIDs). At microwave frequen-
cies, Josephson parametric amplifiers and travelling wave
parametric amplifiers approach the quantum limit of sen-
sitivity [20–22]. Such amplifiers allow rapid measure-
ments of charge parity in a double quantum dot [23].
However, they require a circulator inside the cryostat and
a dedicated pump oscillator. They have so far been opti-
mised to operate in a microwave frequency range well
above 1 GHz, although operation as low as 650 MHz
has been demonstrated [24]. For measuring spin qubits,
where the interdot tunnel rate is usually set below this
value to suppress spin relaxation [9, 25], a lower frequency
is desirable.
Here, we demonstrate a radio-frequency reflectometry
circuit using a SQUID amplifier as the first stage of am-
plification [26]. We combine this amplifier with a tune-
able impedance matching circuit to attain a capacitance
sensitivity better than 0.1 aF/
√
Hz, and use this cir-
cuit to measure Coulomb blockade in a semiconductor
quantum dot. The sensitivity realized in our experiment
should allow for dispersive readout of a single-triplet
qubit via a gate sensor within less than a microsecond,
faster than the relaxation time and therefore enabling
single-shot readout.
II. MEASUREMENT SETUP AND QUANTUM
DOT DEVICE
To test the performance of the reflectometry cir-
cuit, we measured a gate-defined quantum dot in a
GaAs/AlGaAs two-dimensional electron gas (2DEG).
We previously characterized this device in a similar
system without the SQUID amplifier [12]. The quantum
dot was defined by depletion voltages VL and VR applied
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2FIG. 1. Main panel: experimental setup. Measurements were
performed in a dilution refrigerator with a base temperature
of 12 mK. A quantum dot (marked by a dashed circle in the
scanning electron microscope image) is defined by gate volt-
ages VL and VR. The other gate, shown in the bottom left of
the microscopy image, is disconnected. The dot is biased by
a source-drain voltage VB, leading to a measured DC current
I. To allow RF measurements, the dot is incorporated into
a resonant tank circuit defined by a surface mount inductor
L = 223 nH and capacitors, including a varactor tuned by
voltage VS. To excite this circuit, an RF carrier tone is gen-
erated by a local oscillator, phase shifted, injected into port 1
of the refrigerator with power P1, and launched towards the
tank circuit via cryogenic attenuators and a directional cou-
pler. The reflected signal is amplified first by the SQUID
and then by a semiconductor postamplifier, before it is fed
via port 2 of the refrigerator to a homodyne mixing circuit
to yield a demodulated voltage VD. Alternatively the output
from port 2 is measured using a spectrum analyzer or network
analyzer (not shown). A second injection path via port 3 is
used to calibrate the amplifier chain. Inset: SQUID amplifier
schematic, showing SQUID bias current ISQ, flux bias cur-
rent IFL, and input and output voltages VIN and VOUT. Each
Josephson Junction is shunted with a 30 Ω resistor.
to two gates as shown in Fig. 1. Electrical transport
through the dot was measured via source and drain
contacts to the 2DEG. The right gate was held at
VR = −350 mV while the left gate voltage VL was tuned
to adjust the electrochemical potential on the dot.
This device was bonded to a circuit board permitting
both DC and RF measurements. The RF circuit con-
tains a fixed inductor L, a variable capacitor (varactor)
controlled by a voltage VS, and a terminal through
which a DC source-drain bias voltage VB can be applied
(see Fig. 1). This RF circuit and the device form a
resonant tank circuit with an impedance that depends
on the tuning voltage applied to the varactor, the RF
frequency, as well as the inductance, capacitance and
conductance of the device.
The circuit board is mounted in a 12 mK dilution
refrigerator wired for RF reflectometry measurements as
shown in Fig. 1. An RF input line (port 1) is coupled
into the tank circuit via a directional coupler. The
reflected signal is passed to a SQUID amplifier at base
temperature and then boosted by a semiconductor
postamplifier at 4 K, before being measured at port 2.
Once this amplifier chain is configured appropriately,
its noise is dominated by the SQUID amplifier, which
therefore sets the measurement sensitivity [12]. A
second RF input line (port 3), coupled via an oppositely
oriented directional coupler, allows calibrated signals
to be injected directly into the RF measurement line
to characterize the amplifier chain independently of
the resonant circuit. Both RF input lines contain
attenuators to suppress thermal noise.
A schematic of the SQUID amplifier is shown in the
inset of Fig. 1. The input signal VIN is fed into a
superconducting 20 turn coil, through which the ap-
plied RF signal gives rise to an oscillating magnetic
field. The coil is fabricated over a Nb-based SQUID,
separated by a 400 nm SiO spacer layer. The mutual
inductance between the coil and the SQUID means that
the oscillating magnetic flux modulates the SQUID’s
critical current. To operate the amplifier, the SQUID
is biased with a current ISQ set greater than or equal
to the maximum critical current. The resulting voltage
drop VOUT is modulated with the critical current and
constitutes the output signal of the amplifier [26]. The
resonant frequency and quality factor of the input coil
determine the optimum operating frequency and the
bandwidth of the amplifier. The length of this input coil
is chosen according to the desired operation frequency,
since the gain of the amplifier peaks at a frequency
that corresponds to approximately half a wavelength
in the input coil [26]. To optimize the voltage gain
VOUT/VIN, a flux offset is applied by means of a current
IFL applied to a nearby field bias coil. External flux
noise is suppressed with a superconducting shield.
For frequency-domain experiments, the output at port
2 is measured directly using a spectrum analyzer or a
network analyzer. For time-domain measurements, the
signal is further amplified at room temperature and
then fed into a homodyne demodulation circuit. This
demodulation circuit, shown in Fig. 1, mixes the signal
with the same local oscillator that generates the driving
tone in order to output a DC voltage VD. The output
quadrature is selected by phase shifting the driving tone
relative to the local oscillator.
The amplitude and phase of the reflected signal depend
on the matching condition between the tank circuit and
the input network. The matching condition changes
with the device impedance as a function of gate voltage
VL and source-drain bias VB, such that the device can
3be measured in RF reflection. A separate low-frequency
measurement path allows the DC current through the
device to be measured simultaneously.
III. SQUID AMPLIFIER PERFORMANCE
We begin by characterizing the SQUID amplifier’s gain
and noise. For the measurements in this section, the am-
plifier is driven by direct injection into port 3, and the
output from port 2 is measured using a spectrum ana-
lyzer (see Fig. 1). The injection tone has a frequency
fC = 196 MHz, chosen for later compatibility with the
tank circuit, and a power P3 = −89 dBm at port 3, cor-
responding to a power PIN = −141 dBm at the SQUID
input. This is well below the expected amplifier satu-
ration power of −100 dBm. The SQUID amplifier gain
is determined by comparing the total transmission from
port 3 to port 2 with the amplifier present, versus an
identical measurement in which it is replaced by a short
length of cable. The gain is:
POUT
PIN
=
|S32|2(amplifier present)
|S32|2(amplifier absent) . (1)
The system noise power is then determined by injecting
a signal tone with power PIN into the SQUID amplifier
input, and measuring the output spectrum at port 2. The
noise power referred to the amplifier input is then:
PN = PIN
P2(noise)
P2(signal)
, (2)
where P2 (signal) is the power of the amplified signal
tone and P2 (noise) is the noise power, both measured
at port 2. The system noise power can then be ex-
pressed as a noise temperature TN = PN/kB∆f , where
∆f is the resolution bandwidth of the spectrum analyzer.
To accurately determine the power level PIN, which de-
pends on the transmission characteristics of the cables,
we separately measured the attenuation of the injection
path. Optimum operation, i.e. low amplifier noise and
high gain, requires us to find suitable settings for both
ISQ and IFL. We follow a two-step process, in which
we first increase ISQ above the critical current such that
a voltage VOUT drops across the SQUID. Next we opti-
mize the flux offset ΦFL via IFL to find a steep point in
VOUT(ΦFL + δΦ), where the voltage drop is most sensi-
tive to the flux oscillations from the RF input signal δΦ.
Figure 2 shows the performance of the amplifier as a
function of the bias current ISQ (Fig. 2(a),(c)) and IFL
(Fig. 2(b),(d)). At low ISQ, the SQUID is biased below
its critical current and only a fraction of the input power
is transmitted to the output by capacitive leakage. As
ISQ is increased above the critical current (10.7µA in
Fig. 2(a)), a voltage drops across the SQUID and the
gain increases abruptly. Above the critical current, the
gain varies with bias due to the self-inductance of the
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FIG. 2. (a),(b),(c) and (d) show the characterization of the
SQUID amplifier as a function of the current bias ISQ (black)
and the flux coil bias IFL (purple) at frequency 196 MHz and
power into port 3 P3 = −89 dBm. (a) Gain as a function of
bias, with IFL = 0. (b) Gain as a function of flux current
at ISQ = 13.1µA. (c) Noise temperature TN as a function
of ISQ determined for every point in (a). The dashed line is
the postamplifier contribution TN,2. (d) Noise temperatures
TN (line) and TN,2 (dashed line) as a function of IFL. The
black markers indicate the chosen settings (ISQ = 13.1µA
and IFL = −5.6µA) in the rest of this paper, giving gain
≈ 12 dB and TN ≈ 490 mK. (e) Noise temperature as a func-
tion of input power into port 3 P3 (bottom axis) measured at
IFL = −5.6µA and ISQ = 13.1µA. The top axis shows the
estimated corresponding input power into port 1 P1, assum-
ing |S21| = −49.98 dB from the best matching condition in
Fig. 3. The black marker indicates the power used in (a), (b),
(c) and (d).
SQUID [27]. These variations can be compensated by
adjusting the flux bias, such that a similar gain can be
achieved for all measured bias currents larger than the
critical current. We choose ISQ = 13.1µA (black marker
in Fig. 2(a) and Fig. 2(c)), which is well above the criti-
cal current but not large enough to significantly heat the
SQUID. The self-induced flux at this bias current does
not optimize the SQUID performance in Fig. 2(a) and
Fig. 2(c), where the current through the flux bias coil
was zero. We therefore tune the flux bias current for op-
timal performance as described in the next paragraph.
Having fixed ISQ, we now measure the amplifier gain
4as a function of flux bias current IFL (Fig. 2(b)). The
gain varies periodically with IFL, reflecting the peri-
odicity of the critical current with flux. For an ideal
SQUID at high current bias, the gain would be a sinu-
soidal function of flux. Figure 2(b) shows that this am-
plifier has a more complex periodic dependence, which
indicates that self-heating, junction asymmetry, and/or
parasitic impedances play important roles in determin-
ing the gain [27]. For optimized sensitivity we choose
IFL = −5.6µA, as marked by the black circle, leading to
a gain of 11.7 ± 0.7 dB. The uncertainty is accumulated
over multiple measurements that are needed to deter-
mine the losses of the insertion path and the gain of the
postamplifier.
Figures 2(c) and 2(d) show the system noise temperature
TN as a function of ISQ and of IFL respectively. In both
traces, the same bias settings that maximize the gain also
lead to low noise. To distinguish the noise of the SQUID
from the noise of the postamplifier, we plot as a dashed
curve on the same axes the postamplifier’s contribution
to the system noise temperature TN,2 = TPPIN/POUT,
where TP = 3.7 K is the input noise temperature of the
postamplifier. This is the lowest noise temperature (re-
ferred to the SQUID input) that the system can achieve,
even if the SQUID were a perfect amplifier without noise.
Over most of the range, this contribution is approxi-
mately equal to the entire system noise (TN ≈ TN,2),
meaning that the intrinsic noise of the SQUID is indeed
undetectable. However, the optimal bias settings, with
highest gain and lowest noise, lead to TN > TN,2, show-
ing that for these settings the system noise is dominated
by the SQUID contribution. Previous experiments have
found this contribution to arise from hot electrons gen-
erated by ohmic dissipation [26, 28, 29]. There may also
be a contribution from thermal radiation leaking into
the SQUID. The lowest noise temperature observed is
TN = 490± 60 mK, obtained with IFL = −5.6µA (black
marker in Fig. 2(d)). This is within a factor 115 of the
quantum limit hfC/2kB = 5 mK [30].
To study the amplifier dynamic range, Fig. 2(e) shows
the noise temperature at IFL = −5.6µA as a function of
input power P3. The top axis in this figure shows an esti-
mate of the corresponding power P1 into port 1 that leads
to the same power at the SQUID input when it is used for
a reflectometry experiment (assuming that the matching
circuit is optimized, as discussed below in Sec. IV A and
Fig. 3). The measurement demonstrates increasing noise
temperature for increasing input powers and we conclude
that the tolerance to input power is lower than expected.
This and the elevated noise temperature could be related
to poor input impedance matching between the SQUID
and the 50 Ω-components in the circuit, to radiation from
outside the refrigerator, or to poor thermalization [26].
IV. OPTIMIZING THE CAPACITANCE
SENSITIVITY
We now show how to use the amplifier for sensitive
measurements of capacitance. These measurements use
a reflectometry configuration, in which the signal is
injected via port 1 and the reflected signal is amplified
by the SQUID. We avoid any contribution from the
quantum capacitance, by setting the gate voltages to
completely empty the quantum dot. To perform these
measurements, we first tune the impedance match
between the measurement circuit and the tank circuit,
and then characterize the sensitivity to changes in the
capacitance [12].
The capacitance sensitivity is determined by modulating
the varactor capacitance at a frequency fM and mea-
suring the output on port 2 with a spectrum analyzer.
Meanwhile the circuit is probed with a tone at the
carrier frequency, such that the reflected spectrum
contains the main carrier peak at a frequency fC as well
as sidebands at fC ± fM. Such sidebands arise from
mixing of an amplitude-modulated output signal when
the impedance of the resonant circuit is sensitive to the
modulated quantity. The capacitance sensitivity SC is
then extracted from the height of the sidebands above
the noise floor in dB (the signal-to-noise ratio, or SNR)
according to [12, 31, 32]:
SC =
δC√
2∆f
10−SNR/20 (3)
where ∆f is the measurement bandwidth and δC the
root-mean-square modulation amplitude of the capaci-
tance. To generate a capacitance modulation, we vary
the control voltage of the varactor VS with amplitude
VM, which is converted to the capacitance modulation
δC as shown in the Supplementary Information.
A. Optimizing the matching circuit
To optimize the impedance matching between the tank
circuit and the input network, we tune the varactor us-
ing VS. Figure 3(a) shows the transmission |S21| from
port 1 to port 2, which is proportional to the tank cir-
cuit’s reflection coefficient, for different settings of VS.
The lowest reflection coefficient, and therefore the best
match, is achieved at fC = 196 MHz when VS = 6.8 V.
Figure 3(b) shows the capacitance sensitivity as a
function of VS measured with an input power of P1 =
−60 dBm into port 1. This power corresponds to ap-
proximately −156 dBm on the SQUID input and is well
below the threshold of amplifier saturation. The best
sensitivity is SC = 0.9 ± 0.2 aF/
√
Hz. As expected, it is
measured closest to perfect matching and therefore this
varactor setting with the associated resonance frequency
of 196 MHz is used in the remainder of Sec. IV [12].
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FIG. 3. (a) Transmission |S21| from port 1 to port 2 as a func-
tion of carrier frequency fC at the varactor voltage settings
indicated. (b) Capacitance sensitivity SC as a function of
varactor voltage VS, measured with a modulation frequency
fM = 3 kHz, modulation amplitude VM = 99µVrms (corre-
sponding to a capacitance modulation of δC = 6.7 aFrms)
and carrier power P1 = −60 dBm. The carrier frequency was
adjusted to the best matching point for each setting of VS. In-
set: Capacitance sensitivity SC as a function of VM at optimal
matching (VS = 6.8 V, fC = 196 MHz).
The inset of Fig. 3(b) is a plot of the sensitivity as a func-
tion of modulation amplitude VM, measured using the
optimized matching parameters. These data show that
the sensitivity degrades at high modulation amplitude
due to non-linearity of the varactor, but confirm that the
modulation applied in the main panel, VM = 99µVrms, is
within the linear range. In the following measurements
presented in Sec. IV we choose an even smaller modula-
tion amplitude of VM = 80µVrms.
B. Optimizing the input power
Next we study how the capacitance sensitivity depends
on the carrier power P1. Figure 4 shows that increas-
ing P1 improves the sensitivity, up to an optimal power
of P1 = −31 dBm, where the sensitivity reaches SC =
0.07± 0.02 aF/√Hz. This power corresponds to approxi-
mately −132 dBm on the SQUID input. From −31 dBm
to around−21 dBm the sensitivity stays roughly constant
before worsening at higher input powers.
We interpret these three regimes using the flux-to-voltage
transfer function of the SQUID VOUT(Φ), as indicated
by the insets in Fig. 4. For P1 < −31 dBm, the ampli-
fier is in its linear-response regime where the gain and
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FIG. 4. Capacitance sensitivity SC (left axis, points) and the
sensitivity to a charge on one plate of the varactor SS (right
axis, triangles) as a function of the carrier power at port 1 P1.
The errors in SC are smaller than the symbols and due to un-
certainties in determining the noise level. The errors in SS are
due to uncertainties from the noise level as well as the input
lines/cables. For clarity only one error bar is marked. Other
parameters: fM = 3 kHz, VM = 80µVrms, fC = 196 MHz and
VS = 6.8 V. The insets illustrate the three operating regimes
(see text) by marking the input and output signals on a graph
of the flux-to-voltage transfer function VOUT(Φ).
the noise temperature are constant such that the sensi-
tivity improves with increasing SNR at increasing input
power. The region of approximately constant sensitiv-
ity between -31 and -21 dBm indicates gain compression,
which means that the induced flux from the input signal
δΦ exceeds the linear range of VOUT(ΦFL + δΦ). This
causes harmonics of the sideband to appear in the out-
put spectrum such that the SNR around the sideband
frequency drops. For P1 > −21 dBm, when the flux ex-
ceeds a quarter of the period of VOUT(Φ), the amplifier
reaches its saturation. At this point the flux oscillation
reaches beyond the maxima and minima of VOUT(Φ) and
the sensitivity begins to degrade. The saturation thresh-
old in Fig. 4 approximately matches the power threshold
where TN begins to degrade (Fig. 2(e)). SC does not fol-
low the noise temperature exactly because increasing the
carrier power affects both the signal and the noise. In the
next paragraph we will introduce a figure of merit that
does not benefit from input power and follows the noise
more closely.
For dispersive readout of spin qubits, good capacitance
sensitivity SC is not sufficient to achieve high fidelity.
One reason is that it may require a large RF bias, giving
rise to back action by exciting unwanted transitions in
the qubit device. Another reason is that the quantum
capacitance is usually sizable only within a small bias
range, so that increasing the RF excitation improves SC
without improving the qubit readout fidelity. This is the
case for singlet-triplet qubits, where the quantum capaci-
6tance is large only near zero detuning [10]. For dispersive
readout, the most suitable figure of merit is the sensitiv-
ity to the oscillating charge induced on the gate electrode
by the qubit capacitance, which in our setup corresponds
to the charge induced on one plate of the varactor. This
sensitivity is
SS =
√
2V0SC (4)
where V0 is the root-mean-square RF voltage across the
device [12]. For single-shot qubit readout, this sensitiv-
ity must allow for detecting a charge smaller than one
electron within the qubit lifetime. We estimate V0 using
a circuit model of the tank circuit as in Ref. [12]. For
example, at P1 = −29 dBm, the incident power onto
the tank circuit is ∼ 10 pW, giving an estimated voltage
V0 = 192µVrms across the device. SS is shown in Fig. 4
on the right axis as a function of input power into port
1. This quantity worsens at slightly lower input powers
than SC , but reaches a value below 10
−4 e/
√
Hz for
optimal settings.
V. MEASUREMENT OF THE QUANTUM DOT
AND CHARGE SENSITIVITY
To demonstrate the full functionality of the circuit we
measure the quantum dot in RF and DC. We adjust the
gate voltages to configure the quantum dot’s tunnel bar-
riers into the Coulomb blockade regime, so that the dot
acts as a single-electron transistor (SET). We first mea-
sure the charge stability diagram of the quantum dot in
DC and in RF by attaching the homodyne detection cir-
cuit (shown in Fig. 1). Figure 5(a) shows the conductance
G in DC as a function of gate voltage VL and source-drain
bias voltage VB while Fig. 5(b) shows the correspond-
ing output voltage VD of the RF detection circuit. Both
measurements clearly show the Coulomb diamonds char-
acteristic of single-electron transport through a quantum
dot [6].
Finally, we characterize our measurement circuit by op-
erating this device as an electrometer [33]. On the flank
of a Coulomb peak, the dot’s conductance and capaci-
tance depend sharply on the electrochemical potential,
making it a sensitive detector for electrical signals. This
is expressed in terms of the SET charge sensitivity SQ,
which is the sensitivity to a quasistatic gate charge Q
capacitively coupled to the dot. This is distinct from the
sensitivity SS measured in section IV, which is the sensi-
tivity to an oscillating charge on the sensor electrode of
the tank circuit. Whereas SS characterizes a dispersive
sensor, which measures a qubit via its quantum capaci-
tance [10, 12, 13, 34, 35], SQ characterizes a sensor that
measures a qubit via changes in conductance of an inte-
grated SET or QPC [9, 33, 36–39].
To measure SQ, we measure the reflectometry signal with
a known voltage modulation applied to gate L [31–33].
We center the gate voltage on the flank of a Coulomb
peak (VL=-315.56 mV, black arrow in Fig. 5(a)). With
gate modulation applied, there is a pair of sidebands in
the power spectrum of the reflected RF signal due to the
modulation of the device impedance. The charge sensi-
tivity is inferred from the signal-to-noise ratio of these
sidebands (see Supplementary). The best charge sensi-
tivity of SQ = 60± 20µe/
√
Hz is achieved with an input
power P1 = −26 dBm corresponding to 31.6µVrms on
the circuit board. This is about 27 times better than the
previously achieved charge sensitivity in the same setup
without the SQUID amplifier [12].
The best reported value in a semiconductor device, SQ =
1.3µe/
√
Hz [16], was measured using gate-based sensing,
while the best reported value for reflectometry on the
source contact is SQ = 7.2µe/
√
Hz [40]. Our charge sen-
sitivity is therefore one order of magnitude worse than
the best reported values. Optimal charge sensitivity re-
quires a small device resistance on the Coulomb peak [41].
While the resistance on the Coulomb peak in Ref. [40] is
55 kΩ, the resistance in our device is 6.7 MΩ [40, 41]. We
therefore conclude that the charge sensitivity in our setup
is limited by the device resistance and could be further
improved with an optimized device, for which the tunnel
barriers could be tuned to higher conductance while re-
maining within the Coulomb blockade regime.
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FIG. 5. (a) Conductance G as a function of gate voltage VL
and bias voltage VB. The black arrow indicates the Coulomb
peak where the charge sensitivity was measured. (b) Voltage
VD from the homodyne detection measured over the same
parameter range.
7VI. DISCUSSION
We have shown that radio-frequency measurements us-
ing a SQUID amplifier can attain much better sensitiv-
ity than using a cryogenic semiconductor amplifier alone.
This advantage holds when the signal level is limited by
the need to avoid backaction on the device being mea-
sured, which is nearly always the case for quantum de-
vices. The SQUID measured here has a gain around
12 dB and reaches a noise temperature around 490 mK,
which is approximately 7 times better than the (already
optimized) semiconductor amplifier. When used to mea-
sure capacitance via radio-frequency reflectometry, it al-
lows a record sensitivity of SC = 0.07 ± 0.02 aF/
√
Hz,
which represents an improvement factor of 23 compared
with the same setup without the SQUID [12]; when used
to probe charge on a quantum dot, the sensitivity is
SQ = 60 ± 20µe/
√
Hz, which is an improvement fac-
tor of 27. In fact, this improvement is better than ex-
pected from the improved noise temperature alone, and
probably also arises from lower cable loss and a different
impedance matching condition to the amplifier input.
These results are promising for qubit readout. For disper-
sively reading out a singlet-triplet qubit in a double quan-
tum dot, where the capacitance signal to be discrimi-
nated is of order 2 fF [10], this sensitivity implies a single-
shot readout time of ∼26 ns, compared with 64µs pre-
viously [12]. Single-shot spin readout via a dispersively
coupled gate antenna [13] has recently been achieved in
silicon devices [18, 19], so far with fidelity well below the
fault-tolerant threshold. Integrating a SQUID amplifier
into such a setup should significantly reduce the mea-
surement noise, ultimately allowing this threshold to be
surpassed.
Likewise, the SQUID amplifier improved the sensitiv-
ity for the quantum dot operated as a charge sensor.
Here the sensitivity depends also on the properties of the
charge sensing device. In this experiment, the large resis-
tance of the quantum dot (∼ 6.7 MΩ) was unfavourable
for good sensitivity. However, optimized semiconduc-
tor [40] and superconducting [32] RF single-electron tran-
sistors can be made with much lower resistance, and
could be combined with a SQUID amplifier to achieve
even better sensitivity. While the sensitivity of this
SQUID amplifier is already significantly better than a
semiconductor amplifier, there is still scope for improve-
ment. A similar design achieved a noise temperature
as low as 47 mK at 519 MHz [29], showing that such
an amplifier can be operated much closer to the quan-
tum limit than achieved here. Furthermore, the ampli-
fier here reaches its best noise performance only for quite
low input power (Fig. 2(e)), indicating non-linear behav-
ior of the SQUID. Improving the amplifier’s shielding,
thermalization and impedance matching to 50 Ω might
therefore yield further improvements to the sensitivity
and increase the power tolerance of the system. Even
without these improvements, however, the measured sen-
sitvity should be sufficient for single-shot read-out of
singlet-triplet qubits in GaAs without needing an inte-
grated charge sensor [10, 36]. In other systems, where
dispersive single-shot readout has been achieved [18, 19],
a SQUID amplifier could improve the readout fidelity to
above the quantum error-correction threshold. This rep-
resents a major advantage for scalable quantum informa-
tion processing architectures containing many qubits in
a small space [2, 3].
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CALCULATION OF THE CAPACITANCE
MODULATION δC
This section explains how to calculate the capacitance
modulation used in Eq. (3) of the main paper. This ca-
pacitance modulation δC is a result of a known voltage
modulation VM across the varactor. From simulations
and experiments in previous work [S1] with the same cir-
cuit and sample we know that the tank circuit behaves
approximately like an LC resonator, whose resonance fre-
quency is:
f0(VS) ≈ 1
2pi
√
LC(VS)
(S1)
where L = 223 nH is the inductor in the circuit and C(VS)
is the capacitance of the varactor as a function of varactor
voltage. We can then infer the capacitance modulation
δC from the voltage modulation VM:
δC =
∣∣∣∣ dCdVS
∣∣∣∣VM = VM2pi2Lf30
∣∣∣∣ df0dVS
∣∣∣∣ (S2)
The measurements in Fig. 3 in the main text are used
to extract the resonance frequency f0 of the circuit as
a function of varactor voltage VS, so that
df0
dVS
can be
calculated.
CHARGE SENSITIVITY
Here we explain how the quantum dot charge sensitiv-
ity SQ quoted in Section V of the main text is measured
and optimized. The charge sensitivity is calculated from
the signal-to-noise ratio SNR of a sideband arising from
modulation of the gate voltage with a frequency fM and
amplitude δVL [S2]. Just as the capacitance sensitivity
is calculated from Eq. (2) of the main text, the charge
sensitivity is calculated from:
SQ =
δQ√
2∆f
10−SNR/20 (S3)
where ∆f is the measurement bandwidth and δQ is the
root-mean-square charge modulation as a result of the
∗ e.a.laird@lancaster.ac.uk
gate modulation. Here δQ = eδVL/∆VCB, where ∆VCB
is the Coulomb peak spacing corresponding to the addi-
tion of one electron charge (measured without gate mod-
ulation) and δVL is the modulation amplitude at the gate
(measured from the resulting Coulomb peak broadening).
The charge sensitivity is optimized in the same way as the
capacitance sensitivity in the main text. In this section
and in Figs. 1-4 we show how to optimize successively
with respect to gate voltage VL, varactor tuning voltage
VS, RF excitation P1, and gate modulation amplitude
VM. The charge sensitivity is optimized on the flank of
a Coulomb peak, where the change in sample impedance
is maximized for a small gate voltage modulation. The
ideal Coulomb peak is as sharp as possible in gate voltage
and the peak conductivity is high. To find the most suit-
able Coulomb peak we begin the optimization by mea-
suring the sensitivity as a function of gate voltage with
the following parameters: fC = 197 MHz, VS = 7 V,
fM = 6 kHz, δVL = 117.8µVrms and P1 = −38 dBm.
Figure S1 shows the charge sensitivity SQ as a function
of gate voltage VL. The best sensitivity is measured at the
flanks of the Coulomb peaks (compare Fig. 5 in the main
text). The δQ required for the calculation of the sensi-
tivity is adjusted for the different Coulomb peak spacing
in Fig. S1. The best sensitivity with these parameters is
SQ = 295µe/
√
Hz at a gate voltage of VL = −315.6 mV
(green marker in Fig. S2).
Next we optimize the sensitivity with respect to var-
actor voltage VS with the carrier frequency adjusted to
the best matching point for every voltage in Fig. S2. We
find a sensitivity of SQ = 182µe/
√
Hz at VS = 6.1 V and
fC = 194.56 MHz (green marker in Fig. S1).
Figure S3 shows the optimization with respect to in-
put power P1 at port 1. As in Fig. 4 of the main text,
the sensitivity improves with increasing signal, until it
approaches the saturation threshold of the SQUID. The
slightly different power dependence compared with Fig. 4
may result from the different impedance match condition.
The best charge sensitivity SQ = 93µe/
√
Hz is measured
at P1 = −26 dBm (green marker in Fig. S3).
Figure S4 shows the optimization of the sensitivity with
respect to the amplitude δVL. The sensitivity degrades
slightly with increasing modulation amplitude because
small non-linearities in the circuit (such as non-linear de-
vice transconductance) scatter signal power into higher
sidebands that are not measured. The best sensitivity
in Figure S4 is SQ = 80µe/
√
Hz measured at the low-
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FIG. S1. Charge sensitivity SQ as a function of gate voltage VL at fC = 197 MHz, VS = 7 V, fM = 6 kHz, δVL = 117.8µVrms
and P1 = −38 dBm. The chosen gate voltage for further measurements VL = −315.6 mV is indicated by the green marker.
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FIG. S2. Charge sensitivity SQ as a function of varactor voltage VS at VL = −315.6 mV, fM = 6 kHz, δVL = 117.8µVrms and
P1 = −38 dBm. The chosen varactor voltage for further measurements VS = 6.1 V is indicated with the green marker. The
associated carrier frequency is fC = 194.56 MHz.
est modulation amplitude δVL = 12µVrms. At even lower
modulation amplitude, the signal becomes difficult to dis-
tinguish from external interference.
Finally we re-optimize the measurement with respect to
gate voltage, choosing modulation frequency fM = 3 kHz
and holding other parameters at their optimal settings.
We improve the sensitivity to SQ = 58µe/
√
Hz at VL =
−315.556 mV (shown in Fig. S5). The associated power
spectrum is shown in Fig. S6.
ESTIMATING THE READ-OUT TIME
This section estimates the read-out time for a singlet-
triplet qubit, based on the capacitance sensitivity mea-
sured in Section IV of the main text. The read-out circuit
must detect the quantum capacitance of the singlet state
in a double quantum dot. We assume device parameters
taken from Ref. [S3], which lead to a quantum capaci-
tance:
CQ(V ) = (eλ)
2 (2t)
2
2 ((λeV )2 + (2t)2)
3/2
(S4)
where V is the instantaneous voltage on the coupling elec-
trode, t = h× 500 MHz is the inter-dot tunnel coupling,
and λ = 0.3 is the lever arm relating V to the detun-
ing between the two dots. This capacitance is plotted
in Fig. S7(a), and the corresponding stored charge q in
Fig. S7(b).
Because the quantum capacitance peaks in a narrow
range near V = 0, it is necessary to average the quan-
tum capacitance over an entire read-out cycle [S1]. This
average capacitance is
CQ =
1
2
√
2V0
∫ √2V0
−√2V0
CQ(V )dV (S5)
where V0 is the root-mean-square amplitude of the RF
voltage on the coupling electrode. The read-out band-
width to detect this capacitance with unit SNR is then
∆f = (CQ/SC)
2. (S6)
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FIG. S3. Charge sensitivity SQ as a function of power into port 1 P1 at VL = −315.6 mV, fC = 194.56 MHz, VS = 6.1 V,
fM = 6 kHz and δVL = 117.8µVrms. The chosen P1 = −26 dBm is indicated with a green marker.
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FIG. S4. Charge sensitivity SQ as a function of gate modulation amplitude δVL at VL = −315.6 mV, fC = 194.56 MHz,
VS = 6.1 V, fM = 6 kHz and P1 = −26 dBm. The best sensitivity is around SQ = 80µe/
√
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If there is no constraint on the drive amplitude V0, it
should be set larger than the peak width in Fig. S7(b).
Equation (S5) then simplifies to
CQ =
λe
2
√
2V0
(S7)
and the read-out bandwidth is:
∆f =
(
λe
2
√
2V0SC
)2
. (S8)
Since the circuit is used to resolve a charge signal q
whose oscillating part has root-mean-square amplitude
δq = λe/2, its charge sensitivity is SS =
√
2V0SC . As
pointed out in the main paper, SS is the sensitivity to os-
cillating charge q on the coupling electrode, rather than
fixed charge Q on the quantum dot. To optimise the sen-
sitivity, λ should be maximised while the product V0SC
is minimised.
In the implementation of this paper, V0 is limited not
just by the width of the capacitance peak but also by
the saturation threshold of the SQUID (the expected
peak width t/λe is reached around P1 = −31 dBm, so
Eq. (S5) needs to be used). To calculate the required
read-out time for each value of V0, we numerically in-
tegrate Eq. (S5) and substitute into Eq. (S6), with SC
measured in Fig. 4 of the main text. The read-out time is
then given by τ = 0.5/∆f . The calculated values, plot-
ted in Fig. S7(c), reach an optimal value of τ = 26 ns,
implying that a singlet-triplet qubit could be read out in
a single shot.
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FIG. S5. Charge sensitivity SQ as a function of gate voltage VL at δVL = 15.7µVrms at , fC = 194.56 MHz, VS = 6.1 V,
fM = 3 kHz and P1 = −26 dBm. The best sensitivity, indicated with the green marker, is SQ = 58µe/
√
Hz
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FIG. S6. Output power after amplifier chain (including room temperature amplifiers) as a function of frequency in the sideband
experiment for the best observed charge sensitivity SQ = 58µe/
√
Hz. Parameters: VL = −315.556 mV, δVL = 15.7µVrms,
fC = 194.56 MHz, VL = 6.1 V, fM = 3 kHz and P1 = −26 dBm.
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FIG. S7. (a) Quantum capacitance of a double quantum dot as a function of voltage on the coupling electrode, from Eq. (S4).
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