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Resumen
Cada vez es ma´s comu´n encontrar robots realizando tareas en a´reas compartidas con huma-
nos, donde se espera que sean capaces de aprender de las acciones realizadas por otros y de
adaptarse a nuevas situaciones.
La aproximacio´n ma´s utilizada es aprendizaje por imitacio´n, donde el robot es capaz de
aprender a partir de la observacio´n de la tarea siendo realizada por un operario. Luego de
comparar varias de las te´cnicas de programacio´n por demostracio´n, se seleccionan las pri-
mitivas de movimiento dina´mico (DMP) con reconstruccio´n utilizando regresio´n de procesos
gaussianos (GPR). Las DMP codifican cada uno de las trayectorias dadas por los grados
de libertad pertinentes a la accio´n a aprender, en este caso, llevar la mano hacia un objeto
ubicado sobre una mesa. Por otro lado, GPR permite generalizar los movimientos del entre-
namiento a nuevas trayectorias, cuando cambian tanto la posicio´n inicial de la mano como
la ubicacio´n del objeto.
Se realizo´ una comparacio´n de varias te´cnicas de aprendizaje, teniendo en cuenta el error al
objetivo, la correlacio´n cruzada entre las sen˜ales de entrada y salida, y el tiempo de codifi-
cacio´n y reconstruccio´n de la trayectoria. Adema´s, la te´cnica de generalizacio´n se compara
contra un algoritmo basado en distancia de Mahalanobis y distribucio´n gaussiana, que utiliza
los datos de la trayectoria sin codificar para realizar la estimacio´n. La te´cnica regresio´n de
procesos gaussianos, presento´ un mayor desempen˜o al probarlo con 30 puntos de consulta
para el valor inicial de la mano, y 30 puntos para la posicio´n final o posicio´n del objeto.
La te´cnica de regresio´n de procesos gaussianos junto a primitivas de movimiento dina´mico,
se presenta como una solucio´n para el aprendizaje por imitacio´n de tareas, as´ı como para la
generalizacio´n a nuevas trayectorias a partir de la base de datos, al presentar bajos tiempos
de codificacio´n y errores pequen˜os con respecto a los valores objetivo.
Palabras clave: aprendizaje por imitacio´n, generalizacio´n de trayectorias, primitivas
de movimiento dina´mico, procesamiento de ima´genes..
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Abstract
It is becoming increasingly common to find robots performing tasks in shared areas with
humans, they are expected to be able to learn from the actions taken by others and adapt
to new situations.
The most widely used approach is learning by imitation, where the robot is able to learn from
watching the task being performed by an operator. After comparing several programming
by demonstration techniques, the dynamic movement primitives (DMP) with reconstruction
using Gaussian process regression (GPR) was selected. DMP encodes each of the paths given
by the relevant degrees of freedom to bring the hand toward an object placed on a table.
Furthermore, GPR allows to generalize the training movements to new paths when changing
both the initial hand position and the location of the object.
A comparison of various learning techniques was performed, considering the error to the
target, the cross-correlation between the input and output signals, and time of coding and
reconstruction of the trajectory. Besides, the technique is compared against a generalization
based on the Mahalanobis distance and Gaussian distribution, which uses data from uncoded
trajectories for the estimate. The Gaussian process regression technique, presented a better
performance when tested with 30 queue points for the initial value of the hand, and 30 points
for the final position of the object.
Gaussian process regression along dynamic movement primitives is presented as a solution
for learning by imitation of task, as well as generalization to new paths from the database,
because of its fast encoding times and small errors regarding the target values.
Keywords: Learning by imitation, trajectory generalization, dynamic movement pri-
mitives, image processing.
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1 Introduccio´n
La investigacio´n en a´reas como la robo´tica y los sistemas auto´nomos ha presentado grandes
avances en los u´ltimos an˜os, de acuerdo a varios autores [4, 5, 6]. Dichos avances han llevado
al desarrollo de plataformas con capacidades motoras, perceptuales y cognitivas cada vez
ma´s complejas. Sumado a esto, el a´rea de la robo´tica esta´ cambiando ra´pidamente de am-
bientes industriales controlados, hacia ambientes dina´micos con interaccio´n humana, debido
principalmente al incremento de robots de servicio, los cuales se espera sean parte de muchas
actividades humanas en el futuro pro´ximo [7, 8].
El aumento de dicha interaccio´n presenta grandes desaf´ıos relacionados con el aprendizaje
robo´tico y las capacidades de interactividad [9]. Las metodolog´ıas tradicionales de progra-
macio´n e interfaz con los robots no son suficientes dada la dina´mica de los nuevos entornos a
que esta´n expuestos. Los auto´matas requieren de la capacidad de aprender a realizar nuevas
tareas de acuerdo con las preferencias de los usuarios, adema´s deben mejorar el desempen˜o
durante su ciclo de vida y permitir que personas no expertas puedan programar nuevas ac-
tividades robo´ticas de forma natural [6]. Como respuesta a estos problemas, se presentan las
te´cnicas de aprendizaje basadas en demostracio´n (LbD por sus siglas en ingle´s), llamadas
tambie´n programacio´n por demostracio´n (PbD por sus siglas en ingle´s), aprendizaje por
imitacio´n (LbI por sus siglas en ingle´s) y aprendizaje por observacio´n, entre otros [10, 7, 8].
En esta forma de programacio´n, el robot, provisto de todos los sensores y hardware f´ısicos ne-
cesarios para realizar una tarea, observa como e´sta es realizada por un humano u otro robot
e intenta imitar los movimientos y/o cumplir el objetivo de la tarea. Por esto, recientemente
dichas te´cnicas de aprendizaje han atra´ıdo la atencio´n de los investigadores en robo´tica, al
considerarlo un mecanismo de aprendizaje prometedor para transferir conocimientos de un
experto a un agente artificial [5, 11].
Existen tres razones principales para migrar de robots puramente preprogramados a interfa-
ces flexibles basadas en usuario para entrenar robots [12]: Primero, la observacio´n de ejemplos
reduce la bu´squeda de una posible solucio´n, permitiendo mejorar y acelerar el aprendizaje.
Segundo, el aprendizaje por imitacio´n ofrece una manera impl´ıcita de entrenar una ma´quina,
minimizando o eliminando la tediosa tarea de programacio´n. Tercero, estudiando y modelan-
do la interaccio´n entre percepcio´n y accio´n, que es el nu´cleo del aprendizaje por imitacio´n,
permite proponer mejoras en los procesos de percepcio´n con el fin de ejecutar acciones de
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manera exitosa.
Uno de los desaf´ıos que se tratan en la actualidad, es co´mo ensen˜ar a los robots de manera
simple, a realizar tareas comunes para los humanos. En la base de este problema, radica la
importancia de que el robot pueda detectar objetos antes de poder manipularlos. Se propone
calcular la ubicacio´n y orientacio´n de los objetos en el espacio, usando varias etapas de proce-
samiento de ima´genes. Para ensen˜arle al robot las trayectorias que debe seguir su brazo para
alcanzar un objeto, se emplea una te´cnica de programacio´n por demostracio´n seleccionada
luego de una comparacio´n, obteniendo los datos de entrenamiento de un operario que realiza
la accio´n a distintos puntos en el espacio. Utilizando las ima´genes de color y profundidad
obtenidas con el sensor Kinect de Microsoft, es posible calcular los a´ngulos de las articula-
ciones del operario al realizar las tareas. Para aumentar las habilidades finales del robot, se
propone emplear una te´cnica de regresio´n para generalizar, a partir de la base de datos, a nue-
vas trayectorias dadas posiciones iniciales y finales cercanas a las usadas en el entrenamiento.
Para la reproduccio´n de los movimientos aprendidos, se plantea utilizar el simulador del
robot iCub [13, 14]. El robot fue disen˜ado como una plataforma comu´n para investigadores
interesados en el estudio de sistemas cognitivos artificiales. El iCub es del taman˜o aproxi-
mado de un nin˜o de tres an˜os, y esta´ equipado con un gran nu´mero de sensores, la mayor´ıa
de los cuales pueden utilizarse durante las simulaciones.
El documento se encuentra organizado de la siguiente forma: en el Cap´ıtulo 2, se presentan los
trabajos relacionados en el a´rea de aprendizaje por imitacio´n. En el Cap´ıtulo 3, se presenta
la implementacio´n y evaluacio´n de las te´cnicas de programacio´n por demostracio´n. En el
Cap´ıtulo 4, se describe la adquisicio´n de datos tanto de la ubicacio´n del objeto como de
la tarea realizada por la persona. En el Cap´ıtulo 5 se describe la te´cnica empleada, se
describen los experimentos y se presentan los resultados. Se finaliza con las conclusiones,
en el Cap´ıtulo 6.
2 Te´cnicas de aprendizaje por imitacio´n
- Trabajos relacionados
Las te´cnicas de aprendizaje por imitacio´n pueden clasificarse de distintas formas, de las
cuales algunas se presentan a continuacio´n.
2.1. Clasificacio´n de las te´cnicas de aprendizaje por
imitacio´n
Las te´cnicas de programacio´n por demostracio´n han sido clasificadas de acuerdo a varios
criterios, algunas de las cuales se presentan en la Figura 2-1.
De acuerdo a la Figura 2-1, se presenta una descripcio´n ma´s detallada de las categor´ıas.
Segu´n la aproximacio´n utilizada.
Aprendizaje de la pol´ıtica de control de forma directa, tambie´n llamada imitacio´n a nivel de
tarea, donde se requiere un conocimiento previo de co´mo transformar las acciones a nivel
de tarea en acciones a nivel de actuador [15]. Aprendizaje de trayectorias demostradas, don-
de se utilizan datos de las coordenadas del objeto manipulado, adema´s del movimiento del
actuador en te´rminos de los a´ngulos entre las articulaciones [16]. Aprendizaje por imitacio´n
basado en modelo, donde a partir del comportamiento demostrado, la dina´mica de la tarea
se aproxima en forma de un modelo de adelanto predictivo [17, 18, 19].
Conforme a la complejidad de la tarea a imitar, de menor a mayor grado.
Imitacio´n de un gesto simple [20], aprendizaje de una secuencia de gestos para formar un
movimiento ma´s complejo [21], generalizacio´n de los movimientos sobre el rango permitido
por el cuerpo [22, 23], y aprendizaje de diferentes categor´ıas de movimientos especializados
para tareas espec´ıficas [24, 25].
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De acuerdo al nivel de abstraccio´n utilizado, de menor a mayor grado.
Imitacio´n por resonancia de motores, donde se realiza un mapeo de las trayectorias estado-
accio´n observadas al cuerpo del imitador y se generalizan [26]. Imitacio´n mediada por objeto,
donde se tiene en cuenta la interaccio´n de quien realiza la tarea con los objetos del entorno,
replicando los resultados o efectos de las acciones [27, 28]. Imitacio´n por inferencia del ob-
jetivo, donde se deduce el objetivo que motiva la demostracio´n observando la realizacio´n de
esta [6, 29].
Segu´n el algoritmo utilizado para llevar a cabo el aprendizaje.
Las primitivas de movimiento dina´mico (DMP por sus siglas en ingle´s), permiten codificar
los movimientos del robot, donde una DMP puede codificar una trayectoria espec´ıfica. En el
caso de un movimiento discreto (punto a punto), cada grado de libertad del robot (DoF por
sus siglas en ingle´s) se describe por un sistema de ecuaciones diferenciales no lineales [25], lo
que le permite reaccionar a perturbaciones sin introducir discontinuidades en el movimiento
resultante. Adema´s, DMP no es directamente dependiente del tiempo, por lo que es fa´cil
detener la ejecucio´n del movimiento sin tener en cuenta la evolucio´n del tiempo de forma
extensiva.
Las DMPs pueden ser extendidas para incluir capacidad de evitar obsta´culos, cambiando de
una primitiva a otra mediante retroalimentacio´n sensorial [30] o creando posiciones objetivo
virtuales utilizando campos potenciales [31]. Nemec y Ude [32] proponen realizar acciones
secuenciales, asegurando que las primitivas de movimiento consecutivas se unen en forma
continua. Adema´s de replicar los movimientos o acciones aprendidas, utilizando una recons-
truccio´n probabil´ıstica basada en regresio´n de procesos gaussianos (GPR por sus siglas en
ingle´s) pueden crearse acciones para situaciones que el robot no ha encontrado anteriormente,
lo cual se presenta tanto en simulacio´n como en experimentos reales de alcanzar posiciones,
tomar objetos y lanzar esferas [33, 34].
Los modelos de mezclas gaussianas (GMM por sus siglas en ingle´s), son una estrategia
popular para aproximacio´n de sen˜ales utilizando densidad de datos binarios o continuos.
GMM concede gran flexibilidad al permitir un compromiso entre la complejidad del modelo
resultante al evaluar la sen˜al de entrada, y las variaciones en los datos de entrenamiento
disponibles. El conjunto de datos a modelar pueden ser a´ngulos de las articulaciones, tra-
yectorias de las manos, o vectores de distancia entre mano y objeto. El modelado se hace
a trave´s de una mezcla de funciones de densidad probabil´ıstica gaussianas, mientras que la
reconstruccio´n suele realizarse con regresio´n de mezclas gaussianas (GMR por sus siglas en
ingle´s) [35].
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GMM se ha utilizado principalmente en tareas de manipulacio´n, donde la trayectoria imitada
se remodela para satisfacer las restricciones, pudiendo adaptarse a cambios en las condicio-
nes iniciales y a desplazamientos del objetivo ocurridos durante la ejecucio´n del movimiento
[1, 36, 37]. Una aplicacio´n ma´s espec´ıfica es presentada por Reiley et al. [38], donde a trave´s
de demostraciones de tareas quiru´rgicas por parte de expertos, se extraen caracter´ısticas
importantes de la tarea y se generan trayectorias ma´s suaves para la reproduccio´n.
Las redes neuronales artificiales (ANN por sus siglas en ingle´s), han sido usadas comu´n-
mente para resolver problemas y en aplicaciones de robo´tica ma´s alla´ del aprendizaje por
imitacio´n. E´stas redes requieren un entrenamiento utilizando los datos obtenidos de la ob-
servacio´n de la tarea. Una vez que se alcanza la suficiente exactitud en el aprendizaje, la
red neuronal artificial obtenida tiene la capacidad de producir una respuesta que imite la
tarea realizada en la demostracio´n [39]. ANN se ha implementado para ensen˜ar a un robot
patrones de movimientos c´ıclicos, pudiendo recontruir cada patro´n de forma s´ıncrona con el
movimiento de un humano realizando el movimiento frente a e´l [40], adema´s de aplicaciones
de programacio´n por demostracio´n en robots industriales para clasificacio´n de objetos [41] y
sistemas de reconocimiento de gestos y lenguaje de signos [42].
Los modelos ocultos de Markov (HMM por sus siglas en ingle´s), son un me´todo de modela-
miento probabil´ıstico que deduce un sistema dina´mico capaz de generar los datos de entrada
dados [2]. E´stos modelos se emplean para generar y representar tareas ba´sicas a nivel de mo-
tor en arquitecturas de aprendizaje por imitacio´n, como lo indica Azad et al. [43]. Tambie´n
son utilizados para extraer regularidades y filtrar las acciones a aprender. El robot observa la
realizacio´n de la tarea y construye un modelo oculto de markov que la describe [6]. Extensio-
nes de la te´cnica se han desarrollado, incluyendo para´metros que permiten simulta´neamente
resolver los problemas de reconocimiento, parametrizacio´n, y s´ıntesis de la accio´n observada
[44], adema´s de extraer de un conjunto de demostraciones, aquellas perceptualmente simila-
res [45].
Para el trabajo presentado, se utilizo´ la categor´ıa basada en el algoritmo utilizado para llevar
a cabo el aprendizaje (Figura 2-1), los cuales se detallan a continuacio´n.
2.2. Primitivas de movimiento dina´mico
Las primitivas de movimiento dina´mico, permiten la codificacio´n de los movimientos del ro-
bot o quien realiza la demostracio´n. Entre sus caracter´ısticas principales, se encuentran su
capacidad de reaccionar a perturbaciones sin introducir discontinuidades en el movimiento
resultante, y su dependencia no directa del tiempo, que permite detener la ejecucio´n del
movimiento de forma independiente a la evolucio´n del tiempo [30, 46].
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Una primitiva de movimiento dina´mico puede codificar una trayectoria espec´ıfica del robot
(Figura 2-2). La trayectoria de cada grado de libertad y, dado en espacio de articulaciones
o de la tarea, esta´ descrito por el siguiente sistema de ecuaciones diferenciales (Ecuaciones
2-1-2-3) [33, 47].
Figura 2-2: Las primitivas de movimiento dina´mico permiten codificar los movimientos rea-
lizados durante la demostracio´n.
τ z˙ = αz(βz(g − y)− z) + f(x), (2-1)
τ y˙ = z, (2-2)
τ x˙ = αxx, (2-3)
donde z es una variable auxiliar y x es la variable de fase utilizada para hacer impl´ıcita la
dependencia de f del tiempo (con valor inicial x(0) = 1). αx, αz, βz y τ son variables que
deben definirse de tal forma que el sistema converja al punto de equilibrio (z, y, x) = (0, g, 0).
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El te´rmino no lineal f contiene para´metros libres que permiten al robot realizar un movi-
miento suavizado punto a punto de la posicio´n inicial y0 a la configuracio´n final g.
f(x) =
∑N
k=1wkψk(x)∑N
k=1 ψk(x)
x, ψk(x) = exp(−hk(x− ck)2), (2-4)
donde ck son los centros de las funciones de base radial distribuidos en la trayectoria y
hk > 0. Los pesos wk se estiman para que el DMP codifique la trayectoria deseada. Cada
grado de libertad esta´ representado por su propio sistema de ecuaciones (2-1)-(2-2), con una
fase comu´n (2-3).
Conversio´n de las trayectorias a primitivas de movimiento dina´mico
Supongamos que tenemos un conjunto de movimientos del robot Mi, i = 1, ..., NumEj,
donde NumEj es el nu´mero de movimientos que resultan en una ejecucio´n exitosa de una
tarea determinada. Cada movimiento Mi esta´ codificado por una secuencia de puntos de la
trayectoria {yij, y˙ij, y¨ij}, medidos en los tiempos tij, j = 1, ..., ni, ti1 = 0, donde ni denota el
nu´mero de muestras en la trayectoria.
Para reducir la cantidad de datos que deben procesarse para generalizar la accio´n, primero
se codifican cada uno de los movimientos demostrados Mi, como primitivas de movimiento
dina´mico. Se denota
fijl = τi
2y¨ijl − αz(βz(gil − yijl)− τiy˙ijl), (2-5)
donde i = 1, ..., NumEj, j = 1, ..., ni, l = 1, ..., dof .
La Ecuacio´n (2-5) se obtiene al reescribir el sistema de dos ecuaciones diferenciales de primer
orden (2-1)-(2-2), como una de segundo orden (reemplazando z = τ y˙, z˙ = τ y¨ en la Ecuacio´n
(2-1)). Los para´metros wikl, k = 1, ..., N , donde N es el nu´mero de funciones kernel de DMP
(Ecuacio´n (2-4)), pueden ser estimados resolviendo el problema de regresio´n lineal (2-6).
Xw = f, (2-6)
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donde
X =

ψ1(x1)∑N
i=1 ψi(x1)
x1 ...
ψN (x1)∑N
i=1 ψi(x1)
x1
... ... ...
ψ1(xT )∑N
i=1 ψi(xT )
xT ...
ψN (xT )∑N
i=1 ψi(xT )
xT
 , (2-7)
y w = [w1, ..., wN ], f = [f1, ..., fT ]. Los para´metros de fase xij = x(tij) se calculan integrando
la Ecuacio´n (2-3) con la condicio´n l´ımite xi1 = x(0) = 1.
El proceso anterior permite convertir los datos iniciales de la trayectoria Mi en una DMP.
Mi 7→ (wi, gi, τi), donde wi ∈ <N×dof son los pesos de DMP para todos los grados de liber-
tad, gi ∈ <dof son los valores finales de las trayectorias demostradas, y τi ∈ < es el tiempo
de duracio´n de las trayectorias demostradas.
DMP se ha utilizado con aprendizaje por refuerzo, donde los objetivos y los para´metros de
tiempo se fijan, y so´lo se aprenden los pesos para ajustar la forma de la trayectoria. Cuando
la mejor posicio´n objetivo no es conocida, es necesario predecirla de forma simulta´nea evi-
tando que el aprendizaje de ambos para´metros interfiera de forma destructiva uno con otro.
Para solucionar este problema, Tamosiunaite et al. [48] utilizan te´cnicas de aproximacio´n
al valor de la funcio´n para el aprendizaje del objetivo, y me´todos de bu´squeda de pol´ıtica
directa para predecir los pesos. Los resultados fueron comprobados en una tarea de aprender
a verter un l´ıquido, tanto en simulacio´n como en un brazo robo´tico. El me´todo demostro´ ser
estable y robusto. Por su parte, Stulp et al. [49], utiliza aprendizaje por refuerzo para en-
sen˜arle al robot primitivas de movimiento robustas ante incertidumbres en la estimacio´n del
estado. Espec´ıficamente, durante maniobras de alcance de objetos, el robot aprende estra-
tegias de manipulacio´n fina para llevar al objeto a una orientacio´n en que el agarre tenga
mayores posibilidades de e´xito. Los resultados demuestran que las primitivas de movimiento
se vuelven ma´s robustas al agarrar objetos cil´ındricos, adema´s de objetos no convexos.
En [50], DMP se utiliza para ensen˜arle al robot habilidades de manipulacio´n fina, un golpe
preciso en billar y el girar una caja utilizando palillos como herramientas. Se agrega al robot
realimentacio´n sensorial para aprender un modelo predictivo del resultado de la tarea, lo que
le permite abortar ejecuciones de la tarea donde se predice una falla.
Para generar patrones de movimiento ma´s complejos, Kulvicius et al. [51] modifican la formu-
lacio´n original de DMP. El me´todo que proponen, puede reproducir la trayectoria al blanco
con gran exactitud, produciendo transiciones suaves y naturales, tanto en posicio´n como
en velocidad. Los resultados fueron comprobados mediante generacio´n de escritura a mano
simulada, la cual se llevo´ tambie´n a la pra´ctica en un robot.
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Para interaccio´n humano-robot, el trabajo de Prada et al. [52] presenta la implementacio´n y
validacio´n experimental de un sistema para entrega de objetos entre un robot y un operario.
La ley de control define una trayectoria para el brazo robo´tico hacia una posicio´n de entrega
desconocida previamente. Para la evaluacio´n, se realizaron 1000 pruebas de intercambio
de objetos entre robot y humano, validando la implementacio´n y creando una gu´ıa hacia
interacciones ma´s eficientes.
2.3. Modelos de mezclas gaussianas
Una representacio´n probabil´ıstica de los datos ξj = {ξt,j, ξs,j} con ξt,j = Xt,j se usa para
estimar las variaciones y correlaciones entre las variables, permitiendo una caracterizacio´n
localizada de las diferentes partes del movimiento. El modelado de mezclas permite la apro-
ximacio´n en densidad de datos continuos o binarios [36] y presenta flexibilidad al buscar un
compromiso entre la complejidad del modelo y las variaciones en los datos de entrenamien-
to. Un modelo de mezclas con K componentes esta´ definido por la funcio´n de densidad de
probabilidad (Ecuacio´n 2-8).
p(ξj) =
K∑
k=1
p(k)p(ξj | k), (2-8)
donde ξj es el dato de entrada, p(k) es la probabilidad previa, y p(ξj | k) es la funcio´n de
densidad de probabilidad condicional.
Consideremos un conjunto de datos {ξt,j, ξs,j}Nj=1. Los datos consisten de N puntos de di-
mensionalidad D, incluyendo la informacio´n temporal, y pueden representar informacio´n en
el espacio de articulacio´n o de la tarea. El conjunto de datos es modelado por una mezcla
de K gaussianas de dimensionalidad D, como se presenta en la Ecuacio´n 2-9.
p(k) = pik,
p(ξj | k) = N(ξj;µk,Σk) = 1√
(2pi)D|Σk|
exp(−1
2
((ξj − µk)TΣ−1k (ξj − µk))), (2-9)
donde {pik, µk,Σk} son los para´metros de la componente gaussiana k, que definen respectiva-
mente la probabilidad previa, la media y la matriz de covarianza. La estimacio´n de la ma´xima
probabilidad de los para´metros de la mezcla se lleva a cabo de manera iterativa, utilizando
el algoritmo Esperanza - Maximizacio´n (EM). EM es una te´cnica simple de bu´squeda local
que garantiza un incremento monoto´nico de la probabilidad del conjunto de entrenamiento
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durante la optimizacio´n. El algoritmo requiere un estimado inicial , para lo cual se utiliza la
te´cnica de agrupacio´n k-medias, que evita caer en mı´nimos locales. Los para´metros gaussia-
nos se derivan de los clu´sters encontrados por k-medias.
Regresio´n de mezclas gaussianas
Para reconstruir la forma general de la sen˜al, se aplica regresio´n de mezclas gaussianas.
Valores de tiempo consecutivos ξt se utilizan como datos de prueba, y los valores espaciales
correspondientes ξˆs se estiman a trave´s de la regresio´n. Para cada GMM, los componentes
espaciales y temporales (para´metros de entrada y salida) son separados, es decir, la media y
la matriz de covarianza de la componente gaussiana k esta´n definidos por (2-10) [35].
µk = {µt,k, µs,k}, Σk =
(
Σt,k Σts,k
Σst,k Σs,k
)
. (2-10)
Para cada componente gaussiana k, la esperanza condicional de ξs,k dado ξt, y la covarianza
condicional estimada de ξs,k dado ξt, son los observados en la Ecuacio´n 2-11.
ξˆs,k = µs,k + Σst,k(Σt,k)
−1(ξt − µt,k),
Σˆs,k = Σs,k − Σst,k(Σt,k)−1Σts,k. (2-11)
ξˆs,k y Σˆs,k se mezclan de acuerdo a la probabilidad de que el componente gaussiano k{1, ..., K}
sea responsable por ξt.
βk =
p(ξt | k)∑K
i=1 p(ξt | i)
. (2-12)
Utilizando las ecuaciones (2-11) y (2-12), para una mezcla de K componentes, la esperanza
condicional de ξs, dado ξt, y la covarianza condicional de ξs, dado ξt, esta´n dados por la
Ecuacio´n 2-13.
ξˆs =
K∑
k=1
βkξˆs,k, Σˆs =
K∑
k=1
β2kΣˆs,k. (2-13)
Por lo tanto, evaluando {ξˆs, Σˆs} en diferentes tiempos ξt, se obtiene una forma generalizada
de los movimientos ξˆ = {ξt, ξˆs} y se producen las matrices de covarianza asociadas (Figura
2-3). Con este modelo probabil´ıstico, solo las medias y las matrices de covarianza de las
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Figura 2-3: Modelo de mezclas gaussianas entrenado con 26 demostraciones. Las l´ıneas
delgadas representan la generalizacio´n aprendida utilizando GMR y los elip-
ses representan los componentes gaussianos de la distribucio´n de probabilidad
mixta. Tomado de [1].
gaussianas deben mantenerse en memoria.
GMM se ha utilizado para alcance de objetos por parte de un robot [37], donde la trayectoria
imitada puede cambiar de forma para satisfacer restricciones y adaptarse a cambios en las
condiciones iniciales y ha desplazamientos del objetivo durante la ejecucio´n del movimiento.
Los resultados de dicho art´ıculo se obtuvieron de experimentos en el robot Nao, el robot
humanoide de Aldebaran.
Se han hecho desarrollos que permiten mejorar el desempen˜o y la eficiencia de GMM, me-
diante el uso de algoritmos difusos (modelos de mezclas gaussianas difusos o FGMM por
sus siglas en ingle´s) [53]. La comparacio´n se realizo´ contra GMM convencional en te´rminos
del grado de ajuste y velocidad de convergencia. La te´cnica que proponen no so´lo puede
ajustarse de forma no lineal, sino que tambie´n el tiempo de convergencia es mucho menor.
El desempen˜o de GMM esta´ ligado a la eleccio´n del nu´mero apropiado de mezclas, para lo
cual Kruger et al. [54] proponen un modelo de mezclas gaussianas infinitas (IGMM por sus
siglas en ingle´s). En esta aproximacio´n, IGMM encuentra automa´ticamente el nu´mero de
mezclas necesarias para reflejar la complejidad de los datos. Los resultados se obtuvieron de
una base de datos de entrenamiento usada en un proyecto anterior, adema´s de trayectorias
adquiridas con el iCub cuando un operario mueve el cuerpo del robot.
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2.4. Redes neuronales artificiales
Las redes neuronales artificiales han jugado un rol importante en la programacio´n de robots
por demostracio´n, aunque presentan una gran desventaja: la red debe ser entrenada con una
gran cantidad de datos para obtener buenos resultados, lo que hace a esta te´cnica lenta en
comparacio´n con las dema´s estudiadas [41, 40]. Entre las principales ventajas se encuentra
una reproduccio´n fiel de la sen˜al original, asi mismo como un error del valor final pequen˜o.
Suelen utilizarse para ajuste de datos, agrupamiento, y reconocimiento de patrones; adema´s,
la arquitectura de las redes puede ser supervisada o no supervisada.
La red implementada en el cap´ıtulo siguiente presenta una arquitectura supervisada, la cual
se entrena para producir una salida deseada en respuesta a muestras de entrada, por lo que
se utilizan para modelar y controlar sistemas dina´micos, clasificar datos con ruido, y predecir
eventos futuros. Adema´s, es una red feedforward (o prealimentada), la cual presenta cone-
xiones en un sentido desde la capa de entrada hasta las capas de salida. Se suelen utilizar
para prediccio´n, reconocimiento de patrones, y ajuste de funciones no lineales.
La red de dos capas creada, presenta neuronas ocultas con funcio´n de disparo sigmoidal y
neuronas de salida con funcio´n de disparo lineal (Figura 2-4). Este tipo de redes pueden
ajustar problemas de mapeado multidimensional, dados datos consistentes y suficientes neu-
ronas en la capa oculta. Para ajustar de forma automa´tica los pesos y bias de la red, se
utilizan funciones de aprendizaje como el algoritmo Levenberg-Marquardt (LM).
Figura 2-4: Arquitectura de la red neuronal artificial implementada.
ANN se ha utilizado en programacio´n por demostracio´n en trabajos relacionados con la na-
vegacio´n de los robots [55], donde se compara con la te´cnica GMM, y cada una se relaciona
14 2 Te´cnicas de aprendizaje por imitacio´n - Trabajos relacionados
con una estructura de memoria en el cerebro. En [56], la aproximacio´n de PbD generaliza
trayectorias demostradas del robot mo´vil, a un mapeo general entre las caracter´ısticas vi-
suales extra´ıdas de una imagen omnidireccional y un movimiento apropiado del auto´mata.
En ese caso, se realiza una comparacio´n entre adaptacio´n al contexto y las redes neurona-
les artificiales. Por su parte, Neto et al. [57] propone la programacio´n por demostracio´n de
robots industriales utilizando un alto nivel de abstraccio´n. Gestos y posturas de las manos
son reconocidos utilizando una aproximacio´n estad´ıstica y redes neuronales artificiales.
Adema´s, ANN se ha utilizado como base para otros algoritmos. En [58], se propone una red
reguladora de genes (GRN por sus siglas en ingle´s) basada en redes neuronales recurrentes
(RNN pos sus siglas en ingle´s), como mecanismo de control robusto y confiable de robots.
Se utiliza aprendizaje por imitacio´n para adquirir secuencias de datos de comportamiento
del robot, y la te´cnica propuesta para inferir controladores automa´ticamente.
2.5. Modelos ocultos de Markov
Los modelos ocultos de Markov son procesos estoca´sticos que toman una serie de datos en
el tiempo como entrada, y como salida presenta la probabilidad de que los datos sean ge-
nerados por el modelo [2, 59, 60]. HMM se divide en dos tipos: modelos ocultos de Markov
discretos (DHMM por sus siglas en ingle´s) que se utiliza para la codificacio´n de vectores
discretos, y modelos ocultos de Markov continuos (CHMM por sus siglas en ingle´s), para
tratar secuencias de vectores multidimensionales continuos.
Modelos ocultos de Markov discretos
Los DHMMs consisten de un conjunto finito de estados Q = {q1, ..., qN}, un conjunto fini-
to de etiquetas de salida O = {o1, ..., oM}, una matriz de probabilidad de transicio´n entre
estados A = {aij}, una matriz de probabilidad de salida B = {bij}, y un vector de distribu-
cio´n inicial pi = {pii}. Las transiciones entre estados se desarrollan de forma probabil´ıstica
y algunas etiquetas oi se generan como salida durante la transicio´n, como se observa en la
Figura 2-5.
Modelos ocultos de Markov continuos
A diferencia de DHMM donde las salidas de transicio´n del proceso son etiquetas discre-
tas, CHMM presenta como salidas vectores multidimensionales continuos (Figura 2-6). En
CHMMs, la matriz de probabilidad de salida B se convierte en una funcio´n de densidad de
probabilidad. Comu´nmente, la funcio´n de densidad se aproxima mediante combinacio´n lineal
de funciones gaussianas, como se observa en la Ecuacio´n 2-14.
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Figura 2-5: Codificacio´n discreta con modelos ocultos de Markov tipo izquierda a derecha.
Tomado de [2]
Pi(o) =
m∑
j=1
cijNij (o; Σ, µ) , (2-14)
donde Pi(o) es la funcio´n de densidad de probabilidad para el vector continuo de salida o en
el nodo de estado i, m es el nu´mero de funciones de mezclas gaussianas, y cij es el coeficiente
de mezcla. Nij (o; Σ, µ) es la funcio´n gaussiana, como se muestra en la Ecuacio´n 2-15.
Nij (o; Σ, µ) =
1√
(2pi)D|Σij|
exp(−1
2
(o− µij)TΣ−1i (o− µij)), (2-15)
donde Σ es la matriz de covarianza, µ es el vector de medias y D es el nu´mero de dimen-
siones del vector continuo o. Los para´metros se calculan utilizando el algoritmo Baum-Welch.
Cada vector de medias de la funcio´n gaussiana se considera una representacio´n importante
del movimiento observado. Por lo tanto, se redefine el elemento de movimiento u como se
muestra en la Ecuacio´n 2-16. El nu´mero de elementos de movimiento es igual al nu´mero de
componentes de mezclas gaussianas.
ui = {Σi, µi}. (2-16)
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Figura 2-6: Codificacio´n continua con modelos ocultos de Markov tipo izquierda a derecha.
Tomado de [2]
Modelos ma´s robustos pueden conseguirse utilizando HMM para la codificacio´n, mientras
que la reproduccio´n se realiza mediante GMR, permitiendo extraer redundancias a partir
de mu´ltiples demostraciones y reproduccio´n de la dina´mica de los movimientos observados.
En [61] se prueba este concepto con el robot humanoide iCub, adquiriendo los movimientos
de baile de ambas manos, realizando movimientos c´ıclicos y cruzados. Adema´s, se utiliza un
brazo robo´tico, al cual se ensen˜a a golpear una esfera utilizando una raqueta de tenis de
mesa. Finalmente, se utiliza otro robot humanoide sosteniendo una cuchara y aprendiendo
a alimentar a otro robot. Los resultados muestran la capacidad de la te´cnica que proponen,
para manejar varias restricciones simulta´neamente.
Otra forma de generalizacio´n luego de la codificacio´n con HMM, utiliza puntos clave que
en las trayectorias de entrenamiento de posicio´n y velocidad. Esta aproximacio´n tiene la
ventaja de que puntos clave de todas las demostraciones se utilizan para la generalizacio´n a
una nueva trayectoria [62].
En aprendizaje condicionado, [63] presenta la tarea de servir l´ıquido de una botella en un
vaso. No so´lo el perfil de fuerza debe aprenderse, sino que el movimiento esta´ condicionado a la
cantidad de l´ıquido en la botella. El robot es tele-operado utilizando un dispositivo ha´ptico,
y las demostraciones son codificadas utilizando modelos ocultos de Markov parame´tricos
(PHMM por sus siglas en ingle´s). La codificacio´n encapsula la relacio´n entre los para´metros
de la tarea y el perfil de fuerza/torque. Los resultados se obtuvieron tanto en simulacio´n
como de forma experimental, donde el desempen˜o fue mayor al conseguido utilizando HMM
convencional, ya que requiere menos entrenamiento, presenta una codificacio´n ma´s compacta,
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y presenta mejores capacidades de generalizacio´n.
2.6. Discusio´n
En este cap´ıtulo se presento´ una taxonomı´a de las te´cnicas de aprendizaje por imitacio´n,
adema´s de la teor´ıa detra´s de las te´cnicas que se comparan en el Cap´ıtulo 3. Se hablo´ de
algunas ventajas y desventajas de cada una de ellas, y se relacionan trabajos en que se
han aumentado sus capacidades al modificar el algoritmo cla´sico o cambiando la te´cnica de
regresio´n utilizada para la reconstruccio´n de la sen˜al.
3 Ana´lisis de las te´cnicas de aprendizaje
por imitacio´n
Para la comparacio´n de las te´cnicas, se utilizo´ siempre una trayectoria compuesta por 6 gra-
dos de libertad y obtenida como se indica en la seccio´n 4.2 (Figura 3-1). La implementacio´n
se realizo´ en MatLab, utilizando las librer´ıas disen˜adas de forma espec´ıfica para cada te´cnica.
En este cap´ıtulo se presentan los resultados obtenidos mediante tres me´tricas, luego de co-
dificar las trayectorias descritas con las te´cnicas de aprendizaje por imitacio´n seleccionadas.
Figura 3-1: Trayectorias de los seis a´ngulos utilizadas para comparar las te´cnicas.
Como se observa en la Figura 3-1, los dos primeros a´ngulos se relacionan con balanceo del
torso, mientras que los cuatro siguientes dependen de las articulaciones del hombro derecho,
el codo derecho y la mano derecha.
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3.1. Implementacio´n de DMP
La librer´ıa de DMP compartida por Ude [64], provee los algoritmos ba´sicos que pueden
utilizarse para estimar las primitivas de movimiento dina´mico a partir de una o mu´ltiples
demostraciones. La codificacio´n se realiza como se describe en el Algoritmo 1.
Algoritmo 1 Algoritmo implementado para Primitivas de Movimiento Dina´mico
1: procedimiento DMP
2: Ajuste de los datos de entrenamiento.
3: Definicio´n de los para´metros de la te´cnica: αx = 2, αz = 20, βz = 5.
4: Definicio´n del nu´mero de funciones de base radial: N = {10, 15, 20}.
5: Conversio´n de las trayectorias de entrenamiento a DMP resolviendo el problema de
regresio´n lineal planteado y hallando los valores de los pesos w.
6: Reproduccio´n a partir de la DMP reemplazando los valores obtenidos en el sistema
de ecuaciones
7: end procedimiento
De acuerdo al Algoritmo 1, los para´metros αx, αz y βz definen el desempen˜o final de la te´cni-
ca. Valores apropiados se encuentran en la literatura (αz = 4βz), los cuales se ajustan para
obtener una reconstruccio´n de la sen˜al fiel a la trayectoria de entrada.
Se comprobo´ el funcionamiento de la te´cnica al cambiar el nu´mero de funciones de base radial
N , como se presenta en la Figura 3-2. Se seleccionaron los valores N = {10, 15, 20}, ya que
nu´meros ma´s bajos presentan una reconstruccio´n alejada de la sen˜al original, mientras que
valores ma´s altos no presentan variaciones considerables. Se proponen estos tres valores para
determinar el cambio en el desempen˜o, un rango donde la fidelidad de la sen˜al reproducida
es alto.
En la Figura 3-2, se observa en negro la sen˜al original y en rojo la trayectoria reconstruida.
Los errores entre ambas disminuye al aumentar el nu´mero de funciones de base radial, lo
cual se nota particularmente en los puntos donde las curvas son pronunciadas, por ejemplo,
a los dos segundos en los a´ngulos X5 y X6.
3.1.1. Tiempos de codificacio´n y reconstruccio´n
Se define como el tiempo que toma a cada te´cnica codificar la sen˜al de entrada en te´rminos
de sus para´metros espec´ıficos, adema´s del tiempo que toma reconstruir la sen˜al a partir de
dichos para´metros.
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Figura 3-2: Reconstruccio´n de las sen˜ales con DMP. En puntos la sen˜al original, en rojo la
sen˜al reconstruida. a) N=10. b) N=15. c) N=20.
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Tabla 3-1: Tiempos de codificacio´n y reconstruccio´n para DMP.
N Codificacio´n
tpromedio (ms)
Reconstruccio´n
tpromedio (ms)
10 6, 39 2, 11
15 6, 51 2, 17
20 6, 65 2, 23
Como se observa en la Tabla 3-1, tanto el tiempo de codificacio´n como de reconstruccio´n
son directamente proporcionales al nu´mero de estados elegidos para codificar la sen˜al. Au´n
as´ı, al aumentar en 5 cada vez el nu´mero de estados, el cambio en los tiempos es menor a
0, 15ms, lo cual es un cambio pequen˜o al compararlo con los resultados de las tablas 3-3-3-7,
presentadas en las secciones siguientes.
3.1.2. Correlacio´n cruzada y error relativo del valor final
La correlacio´n cruzada es un me´todo esta´ndar para estimar el grado de correlacio´n entre dos
secuencias. Dadas dos series x(i) y y(i) donde i = 0, 1, 2, ...N − 1, la correlacio´n cruzada r
en el retardo d esta´ definido como se muestra en la Ecuacio´n 3-1.
rd =
∑
i[(x(i)− x¯)(y(i− d)− y¯)]√∑
i(x(i)− x¯)2
√∑
i(y(i− d)− y¯)2
, (3-1)
donde x¯ y y¯ son las medias de las series correspondientes. El coeficiente r, es una medida
del taman˜o y la direccio´n de la relacio´n lineal entre las variables x y y. Utilizando la opcio´n
normalizar en Matlab, obtenemos una serie de salida conteniendo los valores r en el interva-
lo [0, 1]. Obteniendo el valor ma´ximo de esta secuencia, podemos comparar las te´cnicas de
aprendizaje, teniendo en cuenta que un valor cercano a 1 indica una correlacio´n ma´s alta
entre las sen˜ales de entrenamiento y de reproduccio´n (Tabla 3-2).
El error relativo indica que´ tan bien se ajusta una medida con respecto al valor que se
considera real (Ecuacio´n 3-2). En este caso, el valor real se define como el valor final de la
sen˜al de entrada, o valor objetivo. La comparacio´n se realiza con respecto al valor final de la
sen˜al reconstruida (Tabla 3-2). Usualmente, el error relativo se presenta como un porcentaje.
error relativo( %) =
(
V alorreal − V alormedido
V alorreal
)
∗ 100 (3-2)
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Tabla 3-2: Correlacio´n cruzada y error relativo para DMP.
N Correlacio´n
cruzada promedio
Error relativo
promedio ( %)
10 0, 9916 2, 45
15 0, 9974 3, 28
20 0, 9983 1, 44
En la Tabla 3-2, se presenta un aumento de la correlacio´n cruzada al aumentar el nu´mero
de estados N . Al haber un mayor nu´mero de funciones de base radial, la codificacio´n guarda
ma´s informacio´n que resulta importante al momento de reconstruir las curvas de la sen˜al,
aumentando as´ı dicho ı´ndice. Por otra parte, el valor final de la reproduccio´n depende de la
ecuacio´n diferencial, la cual converge al objetivo, pero tiene en cuenta la velocidad y acelera-
cio´n del movimiento entrenado. Para no crear discontinuidades, el cambio se hace de forma
suave, y puede no haberse alcanzado el valor de convergencia al finalizar la reconstruccio´n,
lo que produce errores sin un patro´n espec´ıfico.
3.2. Implementacio´n de GMM y GMR
La implementacio´n se realizo´ utilizando la librer´ıa de Calinon [35, 65], con el Algoritmo 2.
Algoritmo 2 Algoritmo implementado para Mezcla de Modelos Gaussianos
1: procedimiento GMM
2: Ajuste de los datos de entrenamiento.
3: Definicio´n del nu´mero de componentes Gaussianos: N = {5, 7, 9}.
4: Inicializacio´n de la ubicacio´n de las funciones gaussianas utilizando la te´cnica k-
medias.
5: Entrenamiento de la GMM utilizando el algoritmo de Esperanza-Maximizacio´n (EM)
mediante mu´ltiples iteraciones.
6: Reproduccio´n de la trayectoria utilizando GMR.
7: end procedimiento
Como muestra el Algoritmo 2, una de las te´cnicas ma´s utilizadas para inicializar la posicio´n
de las distribuciones gaussianas, es el algoritmo k-medias. Dado que se basa en ca´lculo de
distancias, es computacionalmente ma´s ra´pida que otras te´cnicas. Adema´s de esto, el en-
trenamiento se basa en el algoritmo Esperanza-Maximizacio´n, conocido por su velocidad,
simpleza, robustez y facilidad de implementacio´n.
Se comprobo´ el funcionamiento de la te´cnica cambiando el nu´mero de mezclas gaussianas
N , como se presenta en la Figura 3-3. Se seleccionaron los valores N = {5, 7, 9}, debido
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a que valores ma´s bajos alejan la reconstruccio´n de la sen˜al original, mientras que valores
ma´s altos producen matrices grandes que se indeterminan fa´cilmente al ser invertidas. Se
proponen estos tres valores para determinar el cambio en el desempen˜o, un rango donde la
fidelidad de la sen˜al reproducida es alto.
En la Figura 3-3, la primera columna corresponde a la sen˜al de entrada, la segunda a la
ubicacio´n final de las distribuciones gaussianas, y la u´ltima a la trayectoria reconstruida (l´ınea
so´lida roja) junto al nivel de confianza (sombra roja). La ubicacio´n de las gaussianas nos
permite inferir la ubicacio´n de los datos, donde la ejecucio´n con nueve funciones presenta
unas ubicaciones ma´s organizadas que permiten entrever la secuencia que tendra´ la sen˜al
reproducida. En esta te´cnica, el aumento del nu´mero de funciones mejora el desempen˜o,
pero puede llevar a singularidades, donde estimar las matrices de covarianza se vuelve dif´ıcil
y el algoritmo empieza a divergir.
3.2.1. Tiempos de codificacio´n y reconstruccio´n
Tabla 3-3: Tiempos de codificacio´n y reconstruccio´n para GMM.
N Codificacio´n
tpromedio (ms)
Reconstruccio´n
tpromedio (ms)
5 6, 62 0, 16
7 11, 54 0, 36
9 16, 78 0, 38
Como se observa en la Tabla 3-3, el tiempo de codificacio´n es directamente proporcional al
nu´mero de estados elegidos para codificar la sen˜al. Un aumento de tan solo 2 gaussianas cada
vez, produce una alza en el tiempo de alrededor de 5ms. Por otro lado, aunque el tiempo de
reconstruccio´n tambie´n aumenta, este valor no afectar´ıa significativamente el tiempo total
de ejecucio´n del algoritmo.
3.2.2. Correlacio´n cruzada y error relativo del valor final
Tabla 3-4: Correlacio´n cruzada y error relativo para GMM.
N Correlacio´n
cruzada promedio
Error relativo
promedio ( %)
5 0, 9966 3, 16
7 0, 9983 2, 29
9 0, 9985 1, 47
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Figura 3-3: Codificacio´n con GMM y reconstruccio´n de las sen˜ales con GMR. En puntos la
sen˜al original, en verde las gaussianas generadas y en rojo la sen˜al reconstruida.
a) N=6. b) N=8. c) N=9.
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En la Tabla 3-4 se observa una relacio´n directamente proporcional entre la correlacio´n cru-
zada y el nu´mero de gaussianas, y una relacio´n inversamente proporcional entre el error del
valor final y el nu´mero de estados. El aumento en el nu´mero de gaussianas N , mejora el
desempen˜o global de esta te´cnica.
3.3. Implementacio´n de ANN
La implementacio´n se realizo´ utilizando la librer´ıa de redes neuronales de Matlab [66], con
el Algoritmo 3.
Algoritmo 3 Algoritmo implementado para Redes Neuronales Artificiales
1: procedimiento ANN
2: Ajuste de los datos de entrenamiento.
3: Definicio´n del nu´mero de neuronas en la capa oculta: N = {5, 10, 15, 20}.
4: Entrenamiento de los pesos de la red mediante mu´ltiples iteraciones (algoritmo
Levenberg-Marquardt).
5: Reproduccio´n de la sen˜al utilizando la red entrenada.
6: end procedimiento
Como se observa en el Algoritmo 3, el para´metro fundamental para la te´cnica ANN es el
nu´mero de neuronas en la capa oculta. El entrenamiento se realiza con Levenberg-Marquardt,
uno de los algoritmos de optimizacio´n ma´s utilizados, que hereda la velocidad del algoritmo
Gauss-Newton y la estabilidad del me´todo del descenso ma´s pronunciado [67].
Se vario´ la cantidad de neuronas N de la capa oculta, como se presenta en la Figura 3-4. Se
seleccionaron los valores N = {5, 10, 15, 20}, ya que valores mayores no producen cambios
perceptibles. Se proponen estos cuatro valores para determinar el cambio en los tiempos de
codificacio´n y reconstruccio´n, al utilizar un rango amplio de valores utilizados en trabajos
relacionados.
En la Figura 3-4, se observa la principal ventaja de utilizar ANN, la fidelidad entre la sen˜al
de entrada y la trayectoria reconstruida. Au´n con so´lo cinco neuronas en la capa oculta, la
correlacio´n entre ambas sen˜ales es superior a la obtenida con las dema´s te´cnicas.
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Figura 3-4: Codificacio´n y reconstruccio´n de las sen˜ales con ANN. En puntos la sen˜al ori-
ginal y en rojo la sen˜al reconstruida. a) N=5. b) N=10. c) N=15. d) N=20.
3.4 Implementacio´n de HMM 27
3.3.1. Tiempos de codificacio´n y reconstruccio´n
Tabla 3-5: Tiempos de codificacio´n y reconstruccio´n para ANN.
N Codificacio´n
tpromedio (ms)
Reconstruccio´n
tpromedio (ms)
5 633, 8 35, 1
10 528, 0 34, 3
15 619, 4 35, 3
20 641, 6 35, 1
Como se observa en la Tabla 3-5, aunque el tiempo no aumenta proporcionalmente con
el nu´mero de neuronas en la capa oculta, la codificacio´n de la sen˜al toma ma´s de medio
segundo, mucho ma´s que lo que presentan las te´cnicas vistas en las secciones anteriores. Por
su parte, el tiempo de reconstruccio´n permanece constante.
3.3.2. Correlacio´n cruzada y error relativo del valor final
Tabla 3-6: Correlacio´n cruzada y error relativo para ANN.
N Correlacio´n
cruzada promedio
Error relativo
promedio ( %)
5 0, 9979 2, 91
10 0, 9994 2, 64
15 0, 9987 1, 34
20 0, 9976 1, 44
En la Tabla 3-6, no se observa un patro´n en los ı´ndices de desempen˜o al aumentar el nu´mero
de neuronas en la capa oculta. Esto se debe a que los valores iniciales de los pesos var´ıan en
cada ejecucio´n, as´ı como el nu´mero de iteraciones durante el entrenamiento. Esto da lugar a
errores aletorios dentro de cierto rango, au´n cuando la correlacio´n cruzada se mantiene por
encima de 0, 997.
3.4. Implementacio´n de HMM
La implementacio´n se realizo´ utilizando la librer´ıa escrita por Kevin Murphy en 1998, ba-
sado en el algoritmo descrito por Rabiner [68] (Algoritmo 4). El Algoritmo 4 presenta la
implementacio´n de HMM utilizada.
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Algoritmo 4 Algoritmo implementado para Modelos Ocultos de Markov
1: procedimiento HMM
2: Ajuste de los datos de entrenamiento.
3: Definicio´n de los para´metros: Nu´mero de mezclas Gaussianas (M) = 3, coeficiente de
mezcla (O) = 1
4: Definicio´n del nu´mero de estados: Q = {5, 10, 15, 20}.
5: Inicializacio´n de la ubicacio´n de las funciones Gaussianas utilizando la te´cnica k-
medias.
6: Entrenamiento del HMM utilizando el algoritmo de Esperanza-Maximizacio´n (EM)
mediante mu´ltiples iteraciones.
7: Reproduccio´n de la trayectoria utilizando splines a partir de los datos de salida del
HMM.
8: end procedimiento
Se comprobo´ el funcionamiento de la te´cnica al variar el nu´mero de estados Q manteniendo
fijo el nu´mero de mezclas gaussianas de salida M = 3, como se presenta en la Figura 3-5. Se
seleccionaron los valores Q = {5, 10, 15, 20}, ya que valores ma´s bajos no presentan resulta-
dos aceptables y valores mayores no producen cambios perceptibles. Se proponen estos tres
valores para determinar el cambio en el desempen˜o, un rango donde la fidelidad de la sen˜al
reproducida es alto.
En la Figura 3-5, se observa que pocos estados producen una reconstruccio´n muy pobre
de la sen˜al original, perdiendo gran cantidad de informacio´n de las curvas. Se produce una
mejora en la fidelidad de la reconstruccio´n a medida que se aumenta el nu´mero de estados
Q, sin embargo, el desempen˜o general al compararla con las dema´s te´cnicas es bajo.
3.4.1. Tiempos de codificacio´n y reconstruccio´n
Tabla 3-7: Tiempos de codificacio´n y reconstruccio´n para HMM.
N Codificacio´n
tpromedio (ms)
Reconstruccio´n
tpromedio (ms)
5 83, 6 15, 0
10 163, 3 15, 6
15 491, 0 15, 2
20 1869, 9 15, 4
En la Tabla 3-7, se observa un crecimiento exponencial en el tiempo de codificacio´n, a la vez
que el tiempo de reconstruccio´n se mantiene casi constante, mientras el nu´mero de estados
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Figura 3-5: Codificacio´n y reconstruccio´n de las sen˜ales con HMM. En puntos la sen˜al
original y en rojo la sen˜al reconstruida. a) N=5. b) N=10. c) N=15. d) N=20.
30 3 Ana´lisis de las te´cnicas de aprendizaje por imitacio´n
N se incrementa. La tasa de aumento es tan alta, que con 15 estados, el tiempo total es
menor al tiempo con la te´cnica ANN, pero al llegar a 20 estados, se ha superado su valor
ma´ximo de ANN en ma´s de un segundo.
3.4.2. Correlacio´n cruzada y error relativo del valor final
Tabla 3-8: Correlacio´n cruzada y error relativo para HMM.
N Correlacio´n
cruzada promedio
Error relativo
promedio ( %)
5 0,7212 >100
10 0,9536 >100
15 0,9793 20,86
20 0,9895 35,99
En la Tabla 3-8 se observa una relacio´n directamente proporcional entre la correlacio´n cru-
zada y el nu´mero de estados. Esta te´cnica presenta errores por encima de 20 %, los errores
ma´s grandes si se compara con las te´cnicas vistas en las secciones anteriores.
3.5. Discusio´n
Como se observa en las tablas 3-2, 3-4, 3-6 y 3-8, en general, el aumento del nu´mero de
estados incrementa la correlacio´n cruzada y disminuye el error relativo del valor final. De las
tablas 3-1, 3-3, 3-5 y 3-7, con GMM y GMR con cinco estados, el tiempo de reconstruccio´n
es menor al de las dema´s te´cnicas, pero al costo de un error superior al 3 %.
Teniendo en cuenta la informacio´n de las tablas de tiempo de codificacio´n y reconstruccio´n,
y las tablas de error, se decide utilizar el algoritmo DMP con N = 20, el cual presenta
un tiempo menor a 9ms, sumando el tiempo de codificacio´n y reconstruccio´n, a la vez que
mantiene un error menor al 1,5 %. En cuanto a los datos de correlacio´n cruzada promedio,
la mayor´ıa de las te´cnicas presentan valores mayores a 0, 99, obteniendo un 0, 9983 con la
te´cnica seleccionada.
4 Desarrollo del sistema de adquisicio´n
de datos
Tanto para la comparacio´n de las te´cnicas (Cap´ıtulo 3), como para la creacio´n de la base
de datos para generalizar a nuevas trayectorias (Cap´ıtulo 5), es necesario determinar la
ubicacio´n de las articulaciones durante el entrenamiento. En este cap´ıtulo se presentan los
ca´lculos necesarios para obtener los valores de los a´ngulos, a partir de la informacio´n de
posicio´n de las articulaciones. Adema´s, se propone calcular la posicio´n y orientacio´n de los
objetos que sirven como objetivo para posicionar la mano del robot.
4.1. Trabajos relacionados
Un factor importante para las te´cnicas de aprendizaje por imitacio´n es el me´todo de adqui-
sicio´n de los datos de la demostracio´n. Como lo menciona Billard et al. [12], inicialmente se
utilizaba teleoperacio´n, donde el robot es manipulado v´ıa joystick por un experto mientras
obtiene la informacio´n de sus propios sensores. De esta forma, el mapeo estado/accio´n se
adquiere de forma directa de la experiencia. La adquisicio´n de los datos de entrenamiento
fue reemplazada progresivamente por la ensen˜anza cineste´sica, donde el robot no es contro-
lado de forma activa pero sus articulaciones pasivas se estimulan realizando un movimiento
deseado. Adema´s de esto, guantes de datos as´ı como otros sensores ubicados en el cuerpo del
instructor (exoesqueletos), adquieren los datos de forma directa, realizando captura de movi-
mientos, aceleraciones o fuerzas [10]. Interfaces como visio´n y sensores de distancia basados
en la´ser, son ejemplos de observacio´n externa. Dichos sensores pueden o no estar localizados
en el cuerpo del robot, por lo que no existe un mapeo directo entre los estados/acciones
observadas y los estados/acciones en el cuerpo del auto´mata [6].
Se ha difundido de manera amplia el aprendizaje robo´tico por imitacio´n utilizando ima´ge-
nes como datos de entrada [43, 7, 8, 5]. Esto debido al hecho de que muchos seres vivos,
entre ellos el ser humano, se apoyan en la visio´n para resolver un extenso conjunto de ta-
reas. Al referirse a ima´genes como datos de entrada, podemos encontrar ima´genes a color,
las cuales proveen informacio´n plana de la escena, e ima´genes 3D, o de profundidad. Desde
el punto de vista de la ingenier´ıa, las ca´maras de video 2D presentan bajos costos, no son
invasivas y proveen gran cantidad de informacio´n. Son especialmente u´tiles cuando se com-
binan con informacio´n del entorno o datos de profundidad (ima´genes 3D) [4]. Un mo´dulo de
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visio´n provee datos relacionados a forma y posicio´n de los objetos. Adema´s, permite reali-
zar seguimiento de e´stos y de las partes del cuerpo del instructor relevantes para la tarea [11].
En el pasado los sensores que prove´ıan ima´genes 3D eran de dif´ıcil adquisicio´n dada su poca
disponibilidad y altos precios. En Noviembre de 2010, Microsoft lanza el sensor Kinect con la
capacidad de producir flujos de ima´genes RGB y de profundidad a un precio mucho menor a
los sensores de rango tradicionales. Las ima´genes de profundidad se obtienen de una ca´mara
de tiempo de vuelo, que mide la distancia de cualquier punto desde el sensor. Una matriz
de luz cercana a la infrarroja se proyecta a trave´s de la escena y el sensor calcula el tiempo
de vuelo que le toma a cada punto de la matriz de luz generada reflejarse desde el objeto [69].
Se pueden encontrar desarrollos en diversas a´reas utilizando el sensor Kinect, entre e´stos
seguimiento en 3D de las articulaciones del esqueleto humano, o partes de e´ste [69, 70, 71].
Se ha utilizado para capturar movimientos humanos con los cuales determinar sus compor-
tamientos e intenciones [72, 73]. Tambie´n se ha usado para reconocer gestos con la mano
[74, 75], como sensor de contacto [76] y como sensor de navegacio´n y prevencio´n de obsta´cu-
los [77]. Adema´s ha permitido la creacio´n de interfaces de interaccio´n humano-ma´quina ma´s
naturales [78], a la vez que se presenta como una potencial tecnolog´ıa para la educacio´n
interactiva [79].
En el a´rea de aprendizaje robo´tico por imitacio´n utilizando el sensor Kinect de Microsoft,
se pueden citar los trabajos de Leo´n et al. [7, 8]. En e´stos desarrollos, se ensen˜a a un brazo
robo´tico de 6 grados de libertad a tomar objetos y colocarlos en una nueva ubicacio´n. Para
esto se obtiene la posicio´n 3D de la mano del instructor, as´ı como de los objetos del entorno.
Previamente se ha calibrado el a´rea donde se realiza la demostracio´n para incluir todos los
movimientos del brazo. La secuencia de movimientos de la realizacio´n de la tarea se procesa
para generar un mapa estado/accio´n del robot. Finalmente, se utiliza un reforzamiento del
aprendizaje mediante realimentacio´n del instructor al robot mientras e´ste imita la tarea.
Varios proyectos con librer´ıas de uso libre se encuentran disponibles actualmente, como
lo reporta [78]. Se decidio´ utilizar OpenNI ya que fue establecido como un esta´ndar de la
industria. Junto a la infraestructura lanzada por OpenNI se encuentra un software intermedio
denominado NITE cuyas librer´ıas esta´n disponibles para aplicaciones escritas en C, C++ y
C#. NITE provee algunas funcionalidades entre las que se encuentran:
Deteccio´n del esqueleto y seguimiento individual de las posiciones de las articulaciones.
Acceso a datos de video y profundidad.
Ejemplos de aplicaciones de interfaces controladas por gestos, segmentacio´n de usua-
rios, seguimiento de puntos, seguimiento del esqueleto, entre otros.
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Al utilizar la infraestructura OpenNI como driver del Kinect, se obtienen ima´genes RGB de
640 × 480 p´ıxeles y 28 bits de resolucio´n, e ima´genes de profundidad de 640 × 480 p´ıxeles
con resolucio´n de 211 bits a 30 cuadros por segundo.
4.2. Obtencio´n de los datos de las articulaciones
Utilizando la librer´ıa NITE se creo´ un programa que reconoce el esqueleto del usuario y
accede a los datos (x, y, z) de cada articulacio´n en coordenadas del mundo; cada dato co-
rrespondiente a un eje tiene como unidad los mil´ımetros. El valor x presenta la ubicacio´n en
el eje horizontal, perpendicular al eje de la ca´mara; y corresponde a la elevacio´n del punto
en forma vertical; z es la profundidad medida desde el sensor.
Las articulaciones usadas para calcular los a´ngulos requeridos fueron (Figura 4-1): cadera
derecha e izquierda, cuello, hombro derecho, codo derecho y mano derecha. Las articulaciones
del brazo izquierdo no se utilizan, ya que la demostracio´n de la tarea consiste en llevar la
mano derecha hacia el objetivo.
Figura 4-1: Articulaciones del cuerpo utilizadas para el ca´lculo de los a´ngulos.
Los a´ngulos calculados fueron:
Guin˜ada del torso (yaw)
Cabeceo del torso (pitch).
Cabeceo del hombro.
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Balanceo del hombro.
Guin˜ada del hombro.
Codo.
Estos a´ngulos se seleccionaron teniendo en cuenta que exista un a´ngulo ana´logo en el ro-
bot, y que tenga un papel relevante en la tarea de llevar la mano derecha a la posicio´n
objetivo. En el caso espec´ıfico de los a´ngulos del torso, se tienen en cuenta dado que modifi-
can el alcance final de la mano. A continuacio´n se describen los a´ngulos y ca´lculos requeridos.
Guin˜ada del torso: A´ngulo de giro con respecto al eje y, dado por el vector de gravedad
(Figura 4-2). Se utilizan los valores x y z de las articulaciones de cadera izquierda y derecha
(Ecuacio´n 4-1).
Figura 4-2: Guin˜ada del torso.
tan θ =
z1 − z0
x1 − x0 . (4-1)
El a´ngulo obtenido es cero cuando el torso se encuentra completamente de frente a la ca´mara.
Valores positivos o negativos indican un giro de la cadera en un sentido o en el otro. El rango
esta´ comprendido entre -50 y 50 grados, segu´n las restricciones del robot.
Cabeceo del torso: Movimiento adelante-atra´s (Figura 4-3). Se utilizan los datos de pro-
fundidad z y de altura y del cuello y una de las articulaciones de la cadera (Ecuacio´n 4-2).
4.2 Obtencio´n de los datos de las articulaciones 35
Figura 4-3: Cabeceo del torso.
tan θ =
z1 − z0
y1 − y0 . (4-2)
El a´ngulo obtenido es cero cuando el torso no presenta inclinacio´n adelante o atra´s. Valores
positivos o negativos indican una inclinacio´n del torso en un sentido o en el otro. El rango
esta´ comprendido entre -10 grados hacia atra´s y 70 grados hacia adelante, segu´n las restric-
ciones del robot.
Cabeceo del hombro: Movimiento adelante-atra´s del brazo (Figura 4-4). Se calcula con
los valores y y z de las articulaciones de hombro y codo 4-3.
Figura 4-4: Cabeceo del hombro.
tan θ =
z1 − z0
y1 − y0 . (4-3)
El a´ngulo obtenido es cero cuando el codo se encuentra paralelo al torso. Valores positivos
o negativos indican un movimiento adelante o atra´s del codo con respecto al hombro. El
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rango esta´ comprendido entre -95 grados hacia adelante y 10 grados hacia atra´s, segu´n las
restricciones del robot.
Balanceo del hombro: Movimiento de aduccio´n-abduccio´n del brazo (Figura 4-5). Se
calcula con los datos x y y de las articulaciones de hombro y codo (Ecuacio´n 4-4).
Figura 4-5: Balanceo del hombro.
tan θ =
x1 − x0
y1 − y0 . (4-4)
El a´ngulo obtenido es cero cuando el codo se encuentra pegado al torso. Los valores obteni-
dos indican un movimiento del codo separa´ndose de forma lateral al cuerpo. El rango para
la aplicacio´n definida esta´ comprendido entre 0 y 90 grados, segu´n las restricciones del robot.
Guin˜ada del hombro: Giro del brazo sobre el eje definido entre la articulacio´n del hombro
y el codo (Figura 4-6). Se calcula con los valores x y z de las articulaciones de codo y mano
(Ecuacio´n 4-5).
Figura 4-6: Guin˜ada del hombro.
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tan θ =
x1 − x0
z1 − z0 . (4-5)
El a´ngulo obtenido es cero cuando la articulacio´n de la mano se encuentra alineada en el eje
x con respecto a la articulacio´n del codo. Valores positivos o negativos indican un giro a la
izquierda o la derecha de la mano con respecto al codo. El rango esta´ comprendido entre -37
grados aleja´ndose la mano del torso y 80 grados acerca´ndose, segu´n las restricciones del robot.
Codo: Se calcula utilizando la ley de cosenos con ve´rtices (y, z) en las articulaciones de
hombro, codo y mano (Figura 4-7).
Figura 4-7: A´ngulo del codo.
θ = 180◦ − cos−1
(
a2 + b2 − c2
2ab
)
, (4-6)
donde
a =
√
(zhombro − zcodo)2 + (yhombro − ycodo)2,
b =
√
(zcodo − zmano)2 + (ycodo − ymano)2 y
c =
√
(zhombro − zmano)2 + (yhombro − ymano)2.
El a´ngulo obtenido es cero cuando el codo se encuentra extendido completamente. El rango
esta´ comprendido entre 15.5 y 106 grados, segu´n las restricciones del robot.
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4.3. Segmentacio´n en color (posicio´n del objeto)
Como nu´cleo de la etapa de reconocimiento se utilizo´ el sensor Kinect de Microsoft, el
cual consta de una ca´mara RGB con resolucio´n 640 × 480 y una ca´mara de profundidad
basada en infrarrojo, produciendo ima´genes como las mostradas en las Figuras 4-8a y 4-8b,
respectivamente.
Figura 4-8: Ima´genes capturas con el sensor Kinect. a) Imagen RGB. b) Imagen de profun-
didad.
Para realizar la segmentacio´n, se convirtio´ la imagen RGB obtenida a un mapa de colores
HSV (Figura 4-9), donde se continuo´ trabajando con el canal de tono (hue), debido a que
es menos sensible a los cambios en iluminacio´n. Para esto, se utilizan las ecuaciones 4-7 a
4-11 en cada p´ıxel R, G y B de la imagen [80].
R′ = R/255
G′ = G/255
B′ = B/255
(4-7)
Cmax = max(R
′, G′, B′)
Cmin = min(R
′, G′, B′) (4-8)
∆ = Cmax − Cmin
H =

60o × (G′−B′
∆
mod6
)
, Cmax = R
′
60o × (B′−R′
∆
+ 2
)
, Cmax = G
′
60o × (R′−G′
∆
+ 4
)
, Cmax = B
′
(4-9)
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S =
{
0, Cmax = 0
∆
Cmax
, Cmax 6= 0 (4-10)
V = Cmax (4-11)
Identificando en la Figura 4-9 el a´rea donde se ubican las esferas azul y verde, se toma el
valor de los p´ıxeles en dichas a´reas para encontrar el rango para cada color en el canal H.
Rango azul: 158 ≤ H ≤ 166
Rango verde: 40 ≤ H ≤ 66
Donde el valor H se refiere al valor del p´ıxel en el canal de tono, que se ha ajustado para estar
en el rango [0, 255]. Con los rangos obtenidos, se realiza una umbralizacio´n de la imagen.
Valores dentro del rango se hacen iguales a cero, mientras que valores por fuera de este se
hacen iguales a 255, creando una imagen a blanco y negro, donde el a´rea oscura representa
la ubicacio´n de los objetos azul y verde, Figuras 4-10 y 4-11, respectivamente.
Figura 4-9: Imagen HSV.
Figura 4-10: Segmentacio´n por umbralizacio´n del color azul en el canal H.
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Figura 4-11: Segmentacio´n por umbralizacio´n del color verde en el canal H.
En las Figuras 4-10 y 4-11, las ima´genes obtenidas de la segmentacio´n presentan ruido.
Para disminuirlo, se utiliza la operacio´n apertura morfolo´gica, la cual expande las a´reas con
p´ıxeles blancos, eliminando las a´reas de ruido pequen˜as. Para eliminar el ruido por completo,
se utiliza la funcio´n momento estad´ıstico m00 para determinar el a´rea de los contornos re-
sultantes. Con esta informacio´n, se eliminan las a´reas ma´s pequen˜as, hasta que so´lo se tiene
el contorno con mayor superficie, en este caso, la esfera.
Dado que la imagen de color y profundidad se encuentran alineadas en X y Y , se utilizan
las coordenadas del contorno resultante para eliminar de la imagen de profundidad lo que
no pertenece al a´rea del objeto, obteniendo la imagen de la Figura 4-12.
Figura 4-12: Segmentacio´n de la imagen de profundidad.
Para determinar la posicio´n del objeto en el espacio, se calculan los centroides de las a´reas
que designan los dos objetos en la imagen. Se calcula el centroide en x como el primer
momento estad´ıstico de x sobre el a´rea (m10/m00) y el centroide en y como el primer momento
estad´ıstico de y sobre el a´rea (m01/m00). Para las ima´genes de ejemplo que se presenta, dichos
valores corresponden a las coordenadas en p´ıxeles: (280, 221) y (286, 346) (Figura 4-13).
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Figura 4-13: Centroides para la imagen de ejemplo.
Una de las funciones ma´s importantes encontrada en la librer´ıa de manejo del sensor Kinect,
permite convertir los valores de p´ıxeles a mil´ımetros, es decir, de sistema de coordenadas 2D
a 3D o´ sistema de coordenadas del mundo. Dicha transformacio´n se realiza sobre la imagen
de profundidad previamente segmentada, obteniendo el resultado que se muestra en la Figura
4-14.
Figura 4-14: Imagen segmentada en coordenadas del mundo.
La matriz con las coordenadas del mundo consta de tres canales, cada uno de dimensio´n
640 × 480. Para obtener los datos (X, Y, Z) en mil´ımetros, se lee la matriz en la posicio´n
(u, v, Z), donde u y v corresponden a los centroides x y y obtenidos anteriormente, y Z
corresponde al valor de profundidad. Para el ejemplo, dichos valores corresponden a las
coordenadas en mil´ımetros: (46,−26,−662) para el objeto azul y (32, 102,−563) para el
objetivo verde (Figura 4-15).
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Figura 4-15: Valor de los centroides en coordenadas del mundo.
Las operaciones anteriores permiten hallar la posicio´n de la esfera con respecto a la ubicacio´n
de la ca´mara, la cual corresponde al valor cero de los ejes de coordenadas (X, Y, Z). Si se
quisiera agarrar el objeto, so´lo la informacio´n de posicio´n ser´ıa insuficiente. Para obtener
ma´s datos del objeto en el espacio, se propone calcular su orientacio´n con respecto a un eje
de coordenadas conocido.
Para facilitar el ca´lculo de la orientacio´n del cubo y el cilindro, se utilizaron marcadores en
los objetos. En el caso del cubo, se marco´ una l´ınea en cada una de las caras de un color
diferente al cuerpo del objeto. Mediante la segmentacio´n de la l´ınea (proceso ana´logo al pro-
cesamiento de la imagen con las esferas) y hallando el punto ma´s alto (x0, y0, z0) y ma´s bajo
de esta (x1, y1, z1), se tiene suficiente informacio´n para calcular la orientacio´n del objeto en
el espacio. En el caso del cilindro, se marcaron las circunferencias superior e inferior con los
colores azul y verde. Luego de segmentar, se encuentra el punto ma´s cercano a la ca´mara en
el contorno superior (x0, y0, z0) e inferior (x1, y1, z1). La orientacio´n se calcula utilizando los
a´ngulos XY y Y Z (Figura 4-16).
Figura 4-16: Orientacio´n del objeto segu´n a´ngulos XY y Y Z.
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Como se observa en la Figura 4-16, el a´ngulo XY se refiere a la inclinacio´n del objeto en un
plano paralelo al plano de la ca´mara, es decir, el balanceo a izquierda o derecha con respecto
a la imagen captada por la ca´mara (Ecuacio´n 4-12). El a´ngulo Y Z, se refiere a la inclinacio´n
del objeto hacia la ca´mara, es decir, el balanceo adelante o atra´s segu´n la profundidad del
punto superior con respecto al inferior (Ecuacio´n 4-13).
tan θ =
x1 − x0
y1 − y0 , (4-12)
tan θ =
z1 − z0
y1 − y0 , (4-13)
En las Tablas 4-1 y 4-2, el error se calculo´ como el valor real (software de procesamiento de
ima´genes) menos el valor medido sobre el ma´ximo valor posible, en este caso 90o. Con diez
pruebas, el error para el cilindro se mantuvo inferior a 2.1 %, con una desviacio´n esta´ndar
cercana al 1 %. En el caso del cilindro, el error es menor a 3.5 %, con desviacio´n ma´xima de
2.3 %. Ambos errores se consideran bajos dada la actividad de agarre de objetos.
Tabla 4-1: Ca´lculo de la orientacio´n del cilindro
Cilindro - Programa Cilindro - Real
Iter. XY (◦) YZ (◦) XY (◦) YZ (◦) Error XY Error YZ
1 -2.61 -5.73 -1.9 -4.6 0.79 % 1.26 %
2 4.06 12.68 2.0 11.3 2.29 % 1.53 %
3 15.75 5.84 12.8 4.3 3.28 % 1.71 %
4 2.49 10.78 3.0 13.3 0.57 % 2.80 %
5 -12.02 0.73 -12.7 3.7 0.76 % 3.30 %
6 4.68 8.66 6.9 5.7 2.47 % 3.29 %
7 9.47 18.66 8.3 18 1.30 % 0.73 %
8 9.1 0.71 9.0 1.3 0.11 % 0.66 %
9 3.67 4.36 4.0 1.9 0.37 % 2.73 %
10 1.27 -16.94 3.0 -19.3 1.92 % 2.62 %
Promedio 1.38 % 2.06 %
Desviacio´n 1.05 % 1.01 %
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Tabla 4-2: Ca´lculo de la orientacio´n del cubo
Cubo - Programa Cubo - Real
Iter. XY (◦) YZ (◦) XY (◦) YZ (◦) Error XY Error YZ
1 5.91 -2.42 3.8 -5.1 2.34 % 2.98 %
2 -6.19 14.3 -8.4 11.1 2.46 % 3.56 %
3 -12.51 -5.95 -13.7 -6.1 1.32 % 0.17 %
4 10 -7.83 9.4 -13.9 0.67 % 6.74 %
5 -1.99 -1.07 -1.3 -1.3 0.77 % 0.26 %
6 -1.25 -9.07 -1.1 -10.8 0.17 % 1.92 %
7 9.83 -11.93 11.5 -16.3 1.86 % 4.86 %
8 6.49 -1.95 2.9 -4.8 3.99 % 3.17 %
9 0.79 -11.81 3.5 -17.8 3.01 % 6.66 %
10 -5.07 15.06 -5.6 11.8 0.59 % 3.62 %
Promedio 1.72 % 3.39 %
Desviacio´n 1.23 % 2.28 %
4.4. Discusio´n
Los a´ngulos de las articulaciones que se calcularon representan de manera fiel los valores
reales, lo cual se evidencia al replicar los movimientos realizados durante la demostracio´n
sobre el cuerpo del robot.
Los errores obtenidos al calcular la orientacio´n de los objetos se consideran bajos, ya que
durante el agarre, la mano siempre presenta una apertura mayor al ancho del objeto, lo cual
aumenta significativamente la probabilidad de un agarre exitoso au´n si existen pequen˜os
errores en la posicio´n y orientacio´n calculada.
5 Generalizacio´n de trayectorias dadas
nuevas posiciones iniciales y finales
Se propone generalizar a nuevas trayectorias a partir de una base de datos de movimientos
demostrados. Para esto, en este cap´ıtulo se presenta la configuracio´n de los experimentos
para crear la base de datos, la introduccio´n e implementacio´n de la te´cnica empleada para
la generalizacio´n de tanto el punto inicial como el final de la trayectoria, la te´cnica usada
para comparar el desempen˜o, y la plataforma de simulacio´n utilizada para comprobar el
funcionamiento de los algoritmos.
5.1. Configuracio´n del experimento
Los experimentos se realizaron como lo describe la Figura 5-1. Quien realiza las demos-
traciones esta´ de pie frente a la mesa donde esta´n indicados los nueve valores finales de
las trayectorias. Los nueve valores iniciales se calculan teniendo en cuenta la posicio´n de la
mano, cuando el brazo esta´ extendido completamente junto al cuerpo, y la ubicacio´n de la
cintura. La base de datos consiste de 81 trayectorias, nueve posiciones iniciales de la mano
derecha (Figura 5-1a), de las cuales se realiza el movimiento a cada uno de los nueve valores
finales (Figura 5-1b). En una mesa, ma´s adelante, se ubica el sensor kinect, con el cual se
obtienen las ima´genes 2D y 3D que permiten utilizar el algoritmo para la ubicacio´n de los
puntos (X, Y, Z) de las articulaciones.
La diferencia con otros trabajos, radica principalmente en que se generan nuevas trayectorias
a partir de nuevos valores, tanto iniciales como finales. Se utiliza GPR para predecir los
valores de los a´ngulos iniciales de acuerdo al punto de inicio (punto de consulta q∗), y GPR
para determinar los para´metros de nuevas DMPs, que produzcan curvas suaves entre los
nuevos a´ngulos iniciales y finales de las articulaciones.
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Figura 5-1: Ima´genes del experimento realizado. a) Posiciones iniciales de la trayectoria.
b) Posiciones finales de la trayectoria (vista superior). c) Configuracio´n general
del experimento (vista lateral).
Para contar con una base de datos con mayor informacio´n, se realizan ajustes a los valores
iniciales y finales de los a´ngulos obtenidos, cubriendo una mayor a´rea antes de llevar las
trayectorias al robot (Figura 5-2).
Figura 5-2: Puntos de entrenamiento en el plano cartesiano del robot. a) Posiciones iniciales
de las trayectorias. b) Posiciones finales de las trayectorias.
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La Figura 5-2a representa el plano (X, Y ) de las posiciones iniciales, mientras que la Figura
5-2b representa el plano (X,Z) de las posiciones finales, ambas en coordenadas cartesianas
del entorno del robot. Las estrellas indican las posiciones originales de inicio y final, mientras
que los s´ımbolos restantes son nuevas posiciones estimadas modificando la trayectoria de las
articulaciones, movimientos que no son realizados por el usuario. Las posiciones iniciales
y finales no se encuentran en una malla cuadrada, tal como se presenta al crear la base
de datos (Figura 5-1), debido a las diferencias en longitud entre el brazo de quien realiza
la accio´n y el brazo del robot, adema´s de a´ngulos en el operario que no son tenidos en cuenta.
Para realizar la comparacio´n entre DMP con GPR, y la aproximacio´n utilizando la distancia
de Mahalanobis y distribucio´n gaussiana, se crearon 30 puntos de consulta q∗ en el plano
(X,Z) de las posiciones finales utilizando una funcio´n aleatoria uniforme (Figura 5-3). Para
cada punto de consulta se desean calcular seis nuevas trayectorias, una para cada grado de
libertad, de tal forma que al finalizar el movimiento, la mano del robot se encuentre en la
posicio´n cartesiana q∗. DMP con GPR lo logra prediciendo unos nuevos valores (w∗, g∗, τ∗),
es decir, una nueva DMP para cada articulacio´n, mientras que la distancia de Mahanobis con
distribucio´n gaussiana genera las nuevas curvas promediando las trayectorias cuyos valores
finales son cercanos a q∗, y asignando pesos segu´n la distancia.
Como ejemplo de lo que se desea lograr en la comparacio´n, en la Figura 5-4 se presenta uno
de los puntos de consulta (Figura 5-4a) junto a las trayectorias de entrenamiento (l´ıneas
azules) y trayectoria generalizada (l´ınea roja) para una de las articulaciones (Figura 5-4b)
obtenida utilizando DMP con GPR.
Figura 5-3: Posiciones finales (formas de colores) y puntos de consulta (puntos negros).
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Figura 5-4: Generalizacio´n de trayectorias. a) Ubicacio´n del punto de consulta en rojo.
b) Algunas curvas de la base de datos (azul) y curva generalizada para la
articulacio´n guin˜ada del hombro (rojo).
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5.2. Regresio´n de procesos gaussianos y primitivas de
movimiento dina´mico
Se propone generalizar a nuevas trayectorias a partir de otras ya conocidas, lo cual puede
verse como un problema de prediccio´n. Si se tienen observaciones con ruido de una variable
dependiente en ciertos valores de la variable independiente x, se quiere estimar el valor de
la variable dependiente en un nuevo valor x∗.
Si se asume cierto patro´n sobre los datos de entrada, se pueden utilizar diferentes me´todos
para ajustar f(x) a una l´ınea recta, o una funcio´n cuadra´tica, cu´bica, o incluso no-polino´mi-
ca. La regresio´n de procesos gaussianos (GPR por sus siglas en ingle´s) es una aproximacio´n
ma´s fina, ya que no relaciona f(x) a un modelo espec´ıfico, sino que por medio de un proceso
gaussiano se representa f(x) de forma indirecta, pero rigurosa.
En el Algoritmo 5, se presentan los pasos para utilizar la te´cnica regresio´n de procesos
gaussianos. La fundamentacio´n matema´tica se encuentra ma´s adelante. Para ilustrar los
resultados obtenidos al utilizar esta te´cnica, se presenta la Figura 5-5, donde a partir de
seis datos de entrenamiento y calculando la prediccio´n de 1000 puntos de consulta, puede
observarse la curva generada por los valores predichos de la variable dependiente (l´ınea
negra). La informacio´n de covarianza permite conocer la confianza de los valores calculados
(sombra roja).
Figura 5-5: GPR utilizado para estimar 1000 valores de f(x∗) (l´ınea negra) a partir de
los datos de entrenamiento (puntos negros) e intervalo de confianza del 95 %
(sombra roja), calculado utilizando la covarianza de f(x∗). Tomado de [3].
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Algoritmo 5 Algoritmo implementado para regresio´n de procesos gaussianos
1: procedimiento Regresio´n de procesos gaussianos
2: Ajuste de los datos de entrenamiento.
3: Entrenamiento de GPR para ajustar los hiperpara´metros.
4: Prediccio´n de los para´metros w, g y τ a partir del punto de consulta x∗, utilizando la
Ecuacio´n 5-4.
5: Reproduccio´n de la nueva trayectoria utilizando la DMP obtenida.
6: end procedimiento
Una de las ventajas de GPR se presenta en el ajuste de los hiperpara´metros. En el Algoritmo
5, la te´cnica se entrena con los datos de entrada, y con el ca´lculo del logaritmo negativo de la
probabilidad marginal [81], se obtienen unos valores apropiados. Luego, se procede a realizar
la prediccio´n para cada te´rmino de la nueva DMP teniendo en cuenta el punto de consulta
definido.
En este trabajo, se generaliza a nuevos movimientos a partir de los para´metros de pesos (w),
objetivo (g) y variable de tiempo (τ) de las DMP obtenidas de las demostraciones (Ecuacio´n
5-1) [34, 30, 33].
G
(
{wi,gi, τi; qi}NumEji=1
)
: q∗ 7→ (w∗,g∗, τ∗), (5-1)
donde los para´metros wi, gi y τi, son los para´metros de las DMP de entrenamiento, y esta´n
ligados a un punto qi en la base de datos, el cual puede representar la posicio´n inicial o final
de la trayectoria en el espacio de trabajo. Cuando qi se refiere al valor inicial del movimiento,
los objetivos gi son los valores iniciales de las articulaciones, mientras que cuando qi es el
valor final de la trayectoria, gi se refiere a los valores finales de las articulaciones al realizar
el movimiento. Por su parte, NumEj es el nu´mero de ejecuciones o demostraciones que
componen la base de entrenamiento, a partir de la cual se estiman los para´metros de una
nueva DMP (w∗, g∗, τ∗) dado un punto de consulta inicial y/o final q∗.
Para esto, la regresio´n de procesos gaussianos se basa en el modelo probabil´ıstico bayesiano
[82]. Dado un conjunto de n datos de entrenamiento {xi, yi}ni=1, se desea encontrar una
funcio´n f(xi) que transforma el vector de entrada xi en el objetivo yi, dado un modelo
yi = f(xi)+i, donde i es ruido gaussiano con media cero y varianza σ
2
n. Como resultado, los
objetivos observados pueden describirse por una distribucio´n gaussiana y ∼ N (0, K(X,X)+
σ2I), donde X es el grupo que contiene todos los puntos de entrada xi y K(X,X) la matriz
de covarianza calculada utilizando la funcio´n de covarianza dada. Una de las funciones ma´s
utilizadas se basa en kernels gaussianos (Ecuacio´n 5-2).
k(xi, x∗) = σ2s exp(−
1
2
(xi − x∗)TW (xi − x∗)), (5-2)
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donde σ2s es la varianza de la sen˜al y W representa el ancho del kernel gaussiano. La distri-
bucio´n conjunta de los valores del objetivo observado y predicho f(x∗), para un punto de
consulta x∗, esta´ dado por la Ecuacio´n 5-3.
[
y
f(x∗)
]
∼ N
(
0,
[
K(X,X) + σ2nI k(X, x∗)
k(x∗, X) k(x∗, x∗)
])
. (5-3)
El valor esperado f(x∗), asociado al nuevo punto de consulta x∗, con su correspondiente
covarianza V (x∗), esta´ dado por las Ecuaciones 5-4 y 5-5, respectivamente.
f(x∗) = kT∗ (K + σ
2
nI)
−1y = kT∗ α, (5-4)
V (x∗) = k(x∗, x∗)− kT∗ (K + σ2nI)−1k∗, (5-5)
donde k∗ = k(X, x∗), K = K(X,X), y α denota el vector de prediccio´n, el cual depende de
los datos de entrenamiento, los datos de la variable dependiente y los valores objetivo.
La parte computacionalmente ma´s costosa es (K + σ2nI)
−1, pero dado que esta matriz so´lo
depende de los datos de entrenamiento, los ca´lculos necesarios pueden realizarse fuera de
l´ınea. Si definimos:
z = (K + σ2nI)
−1y, (5-6)
de la Ecuacio´n 5-4, entonces el para´metro f(x∗) puede escribirse como:
f(x∗) =
NumEj∑
i=1
k(x∗, xi)zi, (5-7)
donde, al ser usado para determinar los para´metros de una nueva DMP como en este caso,
f(x∗) se refiere a τ¯∗, g¯∗ y w¯∗. Por lo tanto, los datos de entrenamiento tienen un peso basado
en la distancia entre el punto de consulta de entrenamiento y el punto de consulta actual.
Esto resulta en que puntos de entrenamiento ma´s cercanos tienen mayor influencia en el
resultado, por lo que puede pensarse en GPR como un me´todo de regresio´n local.
5.3. Distancia de Mahalanobis y distribucio´n gaussiana
Para comparar el desempen˜o de la te´cnica GPR, se propone realizar la generalizacio´n de los
movimientos en la base de datos a nuevas trayectorias utilizando un algoritmo de asignacio´n
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de pesos locales, la cual se basa en distancia de Mahalanobis y distribucio´n gaussiana. Se
calcula la distancia de las posiciones finales al punto de consulta o nueva posicio´n final
deseada, utilizando la distancia de Mahalanobis [83], la cual tiene en cuenta la correlacio´n
en los datos, ya que se calcula usando la inversa de la matriz varianza-covarianza (Σ) del
conjunto de datos de intere´s (Ecuacio´n 5-8).
dm(
−→x ,−→y ) =
√
(−→x −−→y )TΣ−1(−→x −−→y ). (5-8)
Basado en la distancia, se asignan pesos a las trayectorias utilizando una distribucio´n gaus-
siana (Ecuacio´n 5-9).
w = exp(−0,5 ∗ dm). (5-9)
De acuerdo a los pesos, so´lo las trayectorias por encima de cierto umbral se tienen en cuenta
para la generalizacio´n. Los pesos de dichas trayectorias se normalizan a valores entre 0 y 1,
y se promedian con los pesos correspondientes. En la Figura 5-6, se presenta como ejemplo
la distancia de Mahalanobis calculada para uno de los puntos de consulta. Los puntos que
se encuentran en el elipse, presentan una distancia constante a la posicio´n representada con
una estrella. Dado que el ca´lculo tiene en cuenta la relacio´n entre las variables X y Z, la
elipse se expande en el eje X, para ajustarse al espacio que hay entre los grupos de datos
(columnas cuasi-paralelas al eje Z).
Figura 5-6: Distancia de Mahalanobis. El c´ırculo representa valores a la misma distancia
del punto de consulta.
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5.4. Plataforma de simulacio´n del robot iCub
El robot iCub fue disen˜ado como una plataforma comu´n para investigadores interesados en
el estudio de sistemas cognitivos artificiales y ha sido adoptado por cerca de 20 laboratorios
a nivel mundial [13, 14].
La plataforma se ha utilizado para comprobar la obtencio´n de habilidades cognitivas para
interactuar con el mundo f´ısico que lo rodea y manipular objetos de manera flexible [84, 85].
De forma ma´s espec´ıfica, se le han ensen˜ado habilidades como la arquer´ıa [86] y el disparo a
objetos estacionarios y en movimiento [87], utilizando visio´n por computador y aprendizaje
de ma´quina.
Para el presente trabajo, se utiliza el simulador del robot (Figura 5-7), el cual permite la
programacio´n de la plataforma de forma ide´ntica a como se realiza en el robot real.
Figura 5-7: Ambiente simulado del robot iCub.
En la Figura 5-7, se observa que en el entorno virtual del robot es posible crear objetos como
mesas y esferas. Para el proyecto, se utilizan las esferas para marcar las posiciones objetivo,
para obtener informacio´n visual del error.
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A modo de ejemplo, en la Figura 5-8 se muestra una secuencia del movimiento en direccio´n al
objetivo, realizada al crear la base de datos (izquierda) y al reproducirla en el robot (derecha).
En la Figura 5-8, se presenta una de las secuencias que se utilizan como entrenamiento para
el robot. Del movimiento del operario, se obtienen los valores de las articulaciones al realizar
la accio´n, las cuales se ajustan y se codifican como DMP, para limitar el uso de espacio en
memoria, y para la posterior generalizacio´n utilizando GPR.
Para el ca´lculo del error al objetivo se utiliza la Ecuacio´n 5-10.
errob =
q ∗x,z −q′x,z
hx,z
, (5-10)
donde q∗x,z es la coordenada del punto de consulta en X o en Z, q′x,z es el valor final de la
reproduccio´n en el robot (en X o en Z) al utilizar las te´cnicas GPR y distancia de Maha-
lanobis con distribucio´n gaussiana, y hx,z es el ancho, es decir, la distancia entre los puntos
de entrenamiento ma´s a la izquierda y a la derecha para el eje X, y ma´s arriba y abajo para
el eje Z.
Para cada una de las 30 trayectorias generadas a los nuevos objetivos (Figura 5-3), se calcula
el error en los ejes X y Z al realizar el movimiento en el robot simulado iCub (Figura 5-9).
En la Tabla 5-1, se presenta una s´ıntesis de los resultados obtenidos, calculando los valores
ma´ximo, mı´nimo, promedio y desviacio´n esta´ndar.
Tabla 5-1: Comparacio´n entre la te´cnica empleada y la te´cnica basada en distancia de Maha-
lanobis y distribucio´n gaussiana.
GPR con DMP Mahal. y gauss.
Error x z x z
Ma´ximo 2,06 % 5,97 % 8,78 % 7,52 %
Mı´nimo 0,12 % 0,01 % 0,07 % 0,12 %
Promedio 0,86 % 1,52 % 2,82 % 2,98 %
Desviacio´n esta´ndar 0,55 % 1,42 % 2,60 % 2,33 %
Como se observa en la Figura 5-9, donde se organizaron los errores de menor a mayor segu´n
los valores de la te´cnica GPR, en algunos puntos de consulta el error obtenido con la dis-
tancia de Mahalanobis y distribucio´n gaussiana es menor. GPR compensa esto presentando
un menor error promedio, como lo presenta la Tabla 5-1. Adema´s, el error en x presentado
por GPR es cuatro veces ma´s pequen˜o que el encontrado con la te´cnica de comparacio´n.
La desviacio´n esta´ndar para la regresio´n de procesos gaussianos se mantiene menor a 1,5 %
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Figura 5-8: Secuencia de agarre de un objeto. Izquierda: Accio´n realizada por quien realiza
la demostracio´n. Derecha: Accio´n realizada en el robot simulado iCub.
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Figura 5-9: Errores al objetivo utilizando GPR y la distancia de Mahalanobis con distribu-
cio´n gaussiana. a) Errores en el eje X. b) Errores en el eje Z.
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tanto en x como en z, sobre un valor promedio de 1,52 % en z, mientras que la distancia de
Mahalanobis y distribucio´n gaussiana presenta una desviacio´n esta´ndar mayor a 2,3 % sobre
un promedio de 2,82 % en x.
Por motivos de comparacio´n, hasta este punto solo se han mostrado resultados de prediccio´n
de la trayectoria para alcanzar una nueva posicio´n final. La te´cnica que utiliza la distancia
de Mahalanobis y distribucio´n gaussiana no puede realizar generalizacio´n cuando se var´ıan
tanto el punto de inicio como el punto final, ya que las trayectorias que tienen ma´s peso para
la generalizacio´n del punto de inicio, no necesariamente sera´n las mismas trayectorias con
mayor prioridad para generalizar el punto final.
Para comprobar el comportamiento de la te´cnica GPR cuando se proponen nuevos valores
iniciales y finales, se crean puntos de consulta en el a´rea de inicio y fin (Figura 5-10), los
cuales sirven como posiciones iniciales y finales de una nueva trayectoria, la cual se estima
generalizando a partir de la base de datos de trayectorias conocidas.
Figura 5-10: Nuevos puntos de consulta inicial y final.
Se crearon 30 puntos de consulta en el a´rea de entrenamiento de las posiciones iniciales
(Figura 5-11), cada uno de los cuales se emparejo´ con uno de los 30 puntos de consulta en
el a´rea de entrenamiento de las posiciones finales (Figura 5-3).
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Figura 5-11: Posiciones iniciales y puntos de consulta.
Tanto los puntos de consulta de posicio´n inicial como final, se crearon utilizando una funcio´n
aleatoria uniforme. En la Tabla 5-2 se presenta una s´ıntesis de los datos de error obtenidos
al generalizar a un punto de consulta de inicio.
Tabla 5-2: Desempen˜o de la te´cnica empleada al generalizar el punto de inicio.
GPR con DMP
Error x y
Ma´ximo 2,68 % 1,44 %
Mı´nimo 0,08 % 0,01 %
Promedio 0,78 % 0,72 %
Desviacio´n esta´ndar 0,61 % 0,48 %
De la Tabla 5-2 se observa que el error promedio se mantiene por debajo del 0,8 %, tanto
en el eje X como en el eje Y . Este error se considera bajo.
5.5. Discusio´n
Un ana´lisis ma´s detallado de los errores al utilizar las te´cnicas GPR, y distancia de Mahala-
nobis con distribucio´n gaussiana, permite observar que los ma´ximos se producen cuando los
puntos de consulta se encuentran en los extremos del a´rea de entrenamiento (Figura 5-12).
Es importante anotar que aunque se habla de los errores ma´ximos, el error en GPR es menor
al presentado en la te´cnica de comparacio´n.
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Figura 5-12: Puntos de consulta (estrellas) con los ma´ximos errores al utilizar tanto GPR
como distancia de mahalanobis y distribucio´n gaussiana.
Los errores promedio de la te´cnica GPR, para generalizacio´n de punto de inicio (Tabla 5-2)
y del punto final (Tabla 5-1), nunca fueron superiores al 1,6 %. Este error se considera bajo,
ma´s au´n cuando la desviacio´n esta´ndar se mantuvo menor al 1,5 %. Estos resultados superan
a la generalizacio´n utilizando la distancia de Mahalanobis y distribucio´n gaussiana, que aun-
que en ciertos puntos presenta un error menor, el ana´lisis estad´ıstico de los 30 experimentos
sugiere que su desempen˜o general es ma´s bajo.
La generalizacio´n de trayectorias se ha utilizado para varias aplicaciones, por ejemplo, para
ensen˜ar a un robot a atar nudos sin importar la posicio´n inicial de la cuerda [88], para
generacio´n de letras a mano alzada a partir de muestras dadas [51], y para generalizar el
movimiento al lanzar dardos y al golpear en ping-pong [89]. Los art´ıculos revisados suelen
enfocarse en co´mo debe actuar el robot ante un cambio en la posicio´n final o un cambio en
el objetivo. En este trabajo, se presenta una te´cnica que permite una variacio´n tanto en la
posicio´n inicial como final, la cual aprovecha la caracter´ıstica de DMP de crear trayectorias
suaves, despue´s de hallar los nuevos valores iniciales y finales para las articulaciones del
robot.
6 Conclusiones
En este trabajo se propuso la generalizacio´n de nuevas trayectorias para un brazo robo´tico,
a partir de una base de datos de movimientos obtenidos por demostracio´n de un operario
humano. Los movimientos constan de las trayectorias de los seis grados de libertad necesa-
rios para alcanzar un objeto ubicado en una mesa frente al operario o robot. La ubicacio´n y
orientacio´n del objeto se calcula procesando ima´genes de color y profundidad, obtenidos con
un sensor RGBD. Los movimientos se codificaron mediante una te´cnica de aprendizaje por
imitacio´n, y cuando el objeto se encuentra en una posicio´n que no se encuentra en la base
de datos de entrenamiento, se genera una nueva trayectoria a partir de los datos conocidos
utilizando una te´cnica de regresio´n.
Fue posible obtener nuevas trayectorias de los seis grados de libertad analizados, mediante el
uso de la te´cnica de regresio´n de procesos gaussianos. Dicha te´cnica permite utilizar la base
de datos de entrenamiento ya codificada, para generar nuevos movimientos cuando el objeto
ubicado sobre la mesa no esta´ en una posicio´n demostrada previamente.
Las pruebas con las trayectorias generalizadas mostraron errores pequen˜os. Para llegar a
estos resultados, se reprodujeron los movimientos de entrenamiento y generalizados en la
plataforma de simulacio´n del robot iCub. En esta, la programacio´n se lleva a cabo de forma
ide´ntica a como se realiza sobre el robot real. Se obtuvieron las trayectorias estimadas al
crear 30 puntos de consulta para los valores iniciales, as´ı como 30 puntos de consulta en la
posicio´n final de las trayectorias. Para la comparacio´n, se implemento´ tambie´n una te´cnica
basada en distancia de Mahalanobis y distribucio´n gaussiana. Los resultados estad´ısticos
sen˜alan un mayor desempen˜o por parte de la te´cnica regresio´n de procesos gaussianos.
La seleccio´n de la te´cnica de programacio´n por demostracio´n utilizada para codificar los
movimientos del operario humano, se realizo´ luego de comparar varios de los algoritmos ma´s
utilizados en la literatura. Para esto, se partio´ de la definicio´n de una taxonomı´a, la cual
agrupa las te´cnicas segu´n alguna caracter´ıstica espec´ıfica. Se analizo´ el comportamiento de
las te´cnicas seleccionadas, segu´n el error al valor final de la trayectoria, la diferencia entre
la sen˜al de entrada y salida por medio de la correlacio´n cruzada, y el tiempo que les toma
realizar la codificacio´n y reproduccio´n. Los resultados de esta comparacio´n mostraron de
forma cuantitativa, el desempen˜o de cada una de las cuatro te´cnicas estudiadas.
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El resultado del ana´lisis de las te´cnicas esta´ limitado a las librer´ıas y los para´metros uti-
lizados. Se relacionan otros trabajos donde las capacidades individuales de los algoritmos
se aumentan, mediante cambios en las ecuaciones base o en la te´cnica de reconstruccio´n
utilizada, lo cual no se tuvo en cuenta en la ejecucio´n de este proyecto. De acuerdo a estos
resultados, se seleccionaron las primitivas de movimiento dina´mico para la codificacio´n y
reconstruccio´n de las trayectorias de entrenamiento.
Los errores obtenidos al calcular la orientacio´n de los objetos, se consideran pequen˜os dada
la actividad de agarre. Para determinar el error, se utilizo´ un sensor RGBD, el cual produce
ima´genes 2D y 3D, o ima´genes de color y profundidad, respectivamente. La ubicacio´n de
los objetos ubicados en la mesa frente al operario (esfera, cilindro, cubo), esta´ dada por
los valores (x, y, z) del centroide del objeto, y la orientacio´n se define por dos a´ngulos de
inclinacio´n, los cuales se comparan con los a´ngulos calculados con un programa comercial de
procesamiento de ima´genes.
La adquisicio´n del movimiento del operario humano se logra tambie´n utilizando el sensor
RGBD. Para esto, se utilizan librer´ıas disen˜adas espec´ıficamente para obtener la posicio´n de
las articulaciones de quien realiza la demostracio´n. Con esta informacio´n, se presento´ paso
a paso el ca´lculo del valor de seis grados de libertad del cuerpo, que tienen relacio´n con el
movimiento de llevar la mano hacia una posicio´n deseada en el espacio de trabajo, movimien-
tos con los que se crea la base de datos para la posterior generalizacio´n a nuevos movimientos.
Se propone como trabajo futuro, la implementacio´n de las te´cnicas DMP y GPR para gene-
ralizacio´n a nuevas trayectorias, sobre un brazo robo´tico real. Para esto, se debera´ estimar
una matriz de transformacio´n para relacionar las posiciones alcanzadas por el operario y
las alcanzadas por el robot, teniendo en cuenta las diferencias en alcance por las longitudes
de los enlaces. Adema´s, despue´s de llevar la mano a la posicio´n del objeto sobre la mesa,
capturar informacio´n del agarre, que pueda ser reproducida luego por el efector final del
brazo robo´tico y que puede codificarse utilizando las te´cnicas se aprendizaje por imitacio´n
estudiadas en este trabajo.
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