Abstract. Let Φ be an irreducible crystallographic root system and P its root polytope, i.e., its convex hull. We provide a uniform construction, for all root types, of a triangulation of the facets of P. We also prove that, on each orbit of facets under the action of the Weyl gruop, the triangulation is unimodular with respect to a root sublattice that depends on the orbit.
Introduction
Let Φ be an irreducible crystallographic root system in a Euclidean space E, Φ`a positive system of Φ, and W the Weyl group of Φ. We denote by P the root polytope associated with Φ, i.e. the convex hull of all roots in Φ.
In [5] we study a natural set of representatives of the faces of P modulo the action of W , that we call the standard parabolic faces of P. The set of all roots contained in a standard parabolic face is an abelian ideal of Φ`(see Subsection 2.3 for a definition). We call face ideals or facet ideals the abelian ideals of Φ`corresponding to the standard parabolic faces or facets of P.
In [6] , for Φ of type A n and C n , we have constructed a triangulation of the standard parabolic facets whose simplexes have a natural interpretation in terms of the corresponding facet ideals. The construction is formally equal for both root types, though the proofs are distinct and based on the special combinatorics of these two root systems and their maximal abelian ideals. Clearly, through the action of W, a triangulation of all the standard parabolic facets can be extended to a triangulation of the boundary of P. Such an extension is not unique and corresponds to a choice of representatives of the left cosets of W modulo the stabilizers of the standard parabolic facets. The triangulations of the boundary of P are also studied in [17, 18] , for C n , and in [1] for all classical root types, using the coordinate description of Φ. In [11] , the triangulations of the positive root polytope P`, i.e the convex hull of the positive roots and the origin, are studied for Φ of type A n .
In this paper, we give a uniform construction of a triangulation of the standard parabolic facets, for all finite irreducible crystallographic root system. The construction coincides with the one of [6] for the types A n and C n . We also obtain unimodularity results similar to those obtained for A n and C n .
We need some preliminaries for describing the results in more detail. If β 1 , β 2 , γ 1 , γ 2 P Φ`are such that β 1`β2 " γ 1`γ2 , we say that tβ 1 , β 2 u and tγ 1 , γ 2 u are crossing pairs. We first prove that if tβ 1 , β 2 u, tγ 1 , γ 2 u are crossing pairs contained in a (common) abelian ideal, then, for all i, j in t1, 2u, the differences β i´γj are roots, in particular β i and γ j are comparable. This implies that the set tβ 1 , β 2 , γ 1 , γ 2 u has a minimum and a maximum, more precisely, one of the two crossing pairs consists of these minimum and maximum, i.e., either β 1 ă γ i ă β 2 for both i " 1 and 2, or the analogous relation with β and γ interchanged holds. We define the relations and " on Φ`as follows. For all β 1 , β 2 in Φ`, we write β 1 β 2 if there exist γ 1 , γ 2 such that β 1`β2 " γ 1`γ2 and β 1 ă γ i ă β 2 for both i " 1 and 2. Moreover, we write β 1 " β 2 if β 1 β 2 or β 2 β 1 . Finally, we say that a subset R of Φ`is reduced if β 1 { " β 2 for all β 1 , β 2 P R. The first of main results in this paper is that the maximal reduced subsets in a facet ideal provide a triangulation of the corresponding standard parabolic facet. For each standard parabolic facet F of P, let I F be the corresponding facet ideal:
I F " F X Φ, and T F " tConvpRq | R Ď I F , R maximal reduced u, where ConvpRq is convex hull of R. Then the following result holds. Theorem 1.1. For each standard parabolic facet F of P, T F is a triangulation of F .
Clearly, the set of vertexes of the above triangulation is the set of all roots contained in F . Thorem 1.1 says, in particular, that the maximal reduced subsets in I F are linear bases of E. Let Π and θ be the simple system and the highest root of Φ`. Then, t´θu Y Π is the set of vertexes of the affine Dynkin diagram of Φ. For each α P Π, let Φ α and r Φ α be the root subsystems of Φ generated by Π tαu and t´θu Y pΠ tαuq, respectively, and Φὰ and r Φὰ their positive systems contained in Φ`. Clearly, r Φ α has the same rank as Φ. We call the r Φ α , for all α P Π, the standard equal rank subsystems of Φ. It is known that the standard parabolic facets of P correspond to the irreducible standard equal rank root subsystems of Φ. In fact, for each α P Π such that that r Φ α is irreducible, let
Then I α is a facet ideal of Φ`, and each facet ideal of Φ`is obtained in this way (see [5] ). We prove the following result.
Theorem 1.2. Let α P Π be such that r Φ α is irreducible. Then, each maximal reduced subset contained in the facet ideal I α is a Z-basis of the root lattice of r Φ α . In particular, all the simplexes of the triangulation T F have the same volume.
Part of the proofs require a case by case analysis. The cases to be considered can be restricted to a special, proper subset of facet ideals. Indeed, the results of [5] imply that the facet ideal I α (α P Π, r Φ α irreducible), is an abelian nilradical (see Subsection 2.4) in the root subsystem r Φὰ , hence we may reduce to the case of abelian nilradicals. The case by case analysis is contained in the proof of Proposition 5.12. This proof also provides an algorithm for the explicit computation of the triangulations for each root type, which will be done in a next paper.
Preliminaries
In this section we fix our main notation and recall some preliminary results. For the basic preliminary notions, we refer to [2] and [13] for root systems, and to [3] and [12] for Lie algebras.
2.1. Basic notation. General. We sometimes use the symbol :" for emphasizing that equality holds by definition or that we are defining the left term of equality. We denote by p , q the scalar product of E and by | | the corresponding norm. We identify E with its dual space, through p , q. The null vector of E is denoted by 0. For any S Ď E, SpanpSq is the vector subspace generated by S over R (the field of real numbers), and rkpSq :" dim SpanpSq.
Root systems. The simple system of Φ corresponding to the positive system Φ`is denoted by Π, while Ω _ is the set of fundamental co-weights of Φ, i.e., the dual basis of Π in E. For each α P Π,ω α is the fundamental co-weight defined by the conditions pα,ω α q " 1 and pα 1 ,ω α q " 0 for all α 1 P Π tαu. For all α P Π and β P Φ, c α pβq is the coefficient of α in β, i.e., c α pβq " pβ,ω α q.
The highest root in Φ`is denoted by θ and its coefficients with respect to Π by m α , thus
We will call m α the multiplicity of α in Φ`. For all β P Φ, β _ is the corresponding coroot, i.e., β _ " 2β pβ,βq . For each root subsystem Ψ of Φ we set Ψ`" Ψ X Φ`. It is well known that Ψ`is a positive system for Ψ: we call it the standard positive system of Ψ. Moreover, we denote by LpΨq and L`pΨq the root lattice and positive root lattice of Ψ, i.e. the Z-span of Ψ and the N-span of Ψ`, respectively, where Z and N are the sets of integers and non-negative integers.
For any S Ď Φ, we denote by ΦpSq the root subsystem of Φ generated by S, i.e., the minimal root system containing S, and we write Φ`pSq for ΦpSq`.
Posets. As usual, ď denotes both the order of R and the partial order of E associated to Φ`: for all x, y P E, x ď y if and only if y´x P L`pΦq. We call this last order the standard partial order. We will need only the restriction of the standard partial order to Φ`. For any S Ď Φ`, we denote by Min S and Max S, with capital M, the sets of minimal and maximal elements of S, and by min S and max S its possible minimum and maximum, with respect to ď. The analogous objects with respect to any other order relation , will be distinguished by the subscript . The elements in Min S Y Max S are called the extremal elements of P . We say that S is saturated if it is saturated with respect to the standard partial order, i.e., for all β 1 , β 2 P S such that β 1 ď β 2 , all the interval rβ 1 , β 2 s :" tγ P Φ | β 1 ď γ ď β 2 u is contained in S. Any subset S 1 of S is called an initial section of S if for all β P S 1 and γ P S, if γ β, then γ P S 1 . The final sections are defined similarly. For any order relation on Φ`and for all β P Φ`, we denote pβ q the -upper cone of β, i.e., pβ q " tγ P Φ`| β γu.
Clearly, this is a dual order ideal, or filter, in the poset pΦ`, q.
2.2.
Basic lemmas on roots. We say that two roots are summable if their sum is a root. It is a basic fact that two roots with negative scalar product are summable and that the converse does not hold, in general.
Let g be a complex simple Lie algebra with root system Φ with respect to the Cartan subalgebra h (see e.g. [12, §18] ). Thus, g " p À αPΦ g α q ' h, where g α is the root space of α, for all α P Φ, and pSpan C pΦqq " h˚, the dual space of h. It is well known that if α and β are summable roots, then rg α , g β s " g α`β , while if α and β are not summable and α ‰´β, then rg α , g β s " 0.
Proposition 2.1. Let Φ be any crystallographic root system and let β 1 , β 2 , β 3 P Φ be such that β 1`β2`β3 P Φ and β i ‰´β j for all i, j P t1, 2, 3u. Then at least two of the three sums β i`βj , with i, j P t1, 2, 3u and i ‰ j, belong to Φ.
Proof. Since pβ 1`β2`β3 , β 1`β2`β3 q ą 0, at least one of the scalar products pβ 1`β2β 3 , β i q with 1 ď i ď 3 is strictly positive, whence β 1`β2`β3´βi is a root. Assume for example β 1`β2 P Φ. Then, rrg β 1 , g β 2 s, g β 3 s ‰ 0, hence, by the Jacobi identity, at least one of rrg β 1 , g β 3 s, g β 2 s and rg β 1 , rg β 2 , g β 3 ss is not 0. It follows that at least one of β 1`β3 and β 2`β3 is a root.
In the following Lemma we classify the Cartan integers of pairs of summable roots. The proof is an exercise and is omitted. The results are well known and will be used also without explicit reference to the lemma. Lemma 2.2. Assume β, γ, β`γ P Φ.
(1) If |β| " |γ| " |β`γ|, then pβ, γ _ q "´1.
(2) If |β| " |γ| ‰ |β`γ|, then either |β`γ| 2 |β| 2 " 2 and pβ, γ _ q " 0, or |β`γ| 2 |β| 2 " 3 and pβ, γ _ q " 1. In any case, |β| " |γ| ă |β`γ|.
(3) If |β| ă |γ|, then |β`γ| " |β|, pγ, β _ q "´| γ| 2 |β| 2 P t´2,´3u, and pβ, γ _ q "´1.
In particular, pβ, γq ě 0 if and only if |β| " |γ| ă |β`γ|.
2.3.
Ad-nilpotent and abelian ideals. Let g be as in Subsection 2.2, b be the standard Borel subalgebra of g associated to Φ`, and n its nilpotent radical, i.e., b " p À αPΦ`g α q'h and n " À αPΦ`g α . An ad-nilpotent ideal of b is a (nilpotent) ideal of b contained in n. It is clear that such an ideal is a sum of root spaces. For any I Ď Φ`, the sum of root spaces À αPI g α is an ad-nilpotent ideal of b if and only if, for all α, β P Φ`, if α P I and α ď β, then β P I. A subset I of Φ`with this property is called an ad-nilpotent ideal of Φ`. Clearly, this is filter in pΦ, ďq, i.e. a dual order ideal. It is easy to see that an abelian ideal of b must be ad-nilpotent. For any I Ď Φ`, the subspace À αPI g α is an abelian ideal of b if and only if I is an ad-nilpotent ideal of Φ`with the further property that, for all α, β P I, α`β R Φ. Such an I is called an abelian ideal of Φ`. The abelian ideals of Φ`are studied in several papers, both for their implications in representation theory and for their proper algebraic-combinatorial interest. The main representation theoretic motivations can be found in in [15, 16] (see also [8] ); the basic algebraic-combinatorial results can be found [9] , [10] , [19] , [20] .
2.4. Abelian nilradicals. An ad-nilpotent ideal of Φ`is called principal if it has a minimum, i.e. if the corresponding b-ideal is principal. For all β P Φ`, the upper ď-cone of β, pβ ď q " tγ P Φ`| β ď γu is also called the principal ad-nilpotent ideal generated by β. It is clear that if β P Φ`is such that c α pβq ą mα 2 for some α P Π, then pβ ď q is abelian. In particular, this happens if β is a simple root of multiplicity 1 in Φ`. Indeed, the following well known result holds. The proof is brief, so we include it.
Proposition 2.3. Let S Ď Π and I " Φ` ΦpSq. Then I is an ad-nilpotent ideal. Moreover, I is abelian if and only if either S " Π, or S " Π tαu for a simple root α such that m α " 1. In this case, I is equal to pα ď q and is a maximal abelian ideal.
Proof. It is clear that in any case I is an ad-nilpotent ideal. For S " Π we obtain the empty root ideal. Let Π S " tαu with α P Π and m α " 1. Then by definition we have I " pα ď q, and it is clear that this is abelian. It remains to prove that it is maximal. If
S " H, then I " Φ`and the claim is obvious. If S ‰ H, any nilpotent ideal J that strictly contains I also contains the highest root of ΦpSq, and it is clear that this last root is summable to α. Hence, I is in any case a maximal abelian ideal. Now, for all β P Φ, let ht Π S pβq " ř αPΠ S c α pβq. It is clear that the condition maxtht Π S pβq | β P Φu " 1 is equivalent to Π S " tαu and m α " 1. In order to conclude the proof, we assume maxtht Π S pβq | β P Φu ą 1 and prove that in this case I is not abelian. Let β˚P Mintβ P Φ ΦpSq | ht Π S pβq ą 1u. Then pβ˚, α 1 q ď 0 for all α 1 P S and, since pβ˚, β˚q ą 0, we must have pβ˚, αq ą 0 for some α P Π S. For such an α, β˚´α is a root and belongs to I, since ht Π S pβ˚´αq ą 0. But β˚´α is summable to α, that also belongs to I, hence I is not abelian.
For each S Ď Π, À αPΦ` ΦpSq g α is the nilradical (the largest nilpotent ideal) of the standard parabolic subalgebra associated to S (see [3, Ch. VIII, §3.4]). Hence, we will call the maximal abelian ideals pα ď q with m α " 1, together with the empty root ideal, the abelian nilradicals.
2.5. The faces of the root polytope. We recall some ideas and results from [5] . For all α P Π and all S Ď Π, let
It is clear that the hyperplanes all H α,mα are supporting hyperplanes of P, hence the F α and F S are faces of P. We call them the standard parabolic faces. In fact, the set of all standard parabolic faces is a set of representatives of the orbits of the action of the Weyl group W on the set of all faces of P [5] . For each standard parabolic face F , let
By definition, for each S Ď Π, I F S is the set of all roots β such that c α pβq " m α , for all α P S. It is easy to see that P is the convex hull of the long roots (see e.g. [7] ), hence the long roots in I F S are the vertexes of the face F S . For each S Ď Π, let S e " tθu Y´S.
Moreover, let S e θ be the subset of S e defined by the condition that ΦpS e θ q is the irreducible component of ΦpS e q containing θ. Finally, let S θ " S e θ tθu.
It is clear that Π
e is the set of vertexes of the extended Dynkin graph of Φ with respect to the simple system´Π. We will call this extended Dynkin graph the opposite extended Dynkin graph (of Φ). Thus, by definition, the subgraph induced by S e θ in the opposite extended Dynkin graph is the connected component of θ.
It is immediate from the theory of affine root system, and very easy to see directly, that, for each proper subset S of Π, S e is a simple system for the root subsystem ΦpS e q that it generates.
The following proposition contains the preliminary results on the standard parabolic faces that we need. We note that the proposition also precises that the face F S does not determine S. Indeed, by item (1) 
By definition of I F S , statement (2) says that µ S is the unique minimal root such that c α pµ S q " m α for all α P S. Both (1) and (2) implies that we have c α pµ S q ă m α if and only if α P pΠ Sq θ . Hence, for all β P Φ`, the condition c α pβq " m α for all α P S implies c α pβq " m α also for all α P Π pΠ Sq θ , which in general is greater than S. By the above remark, Proposition 2.4 (1) is equivalent to the following corollary.
Corollary 2.6. The set I F S is the principal ideal generated by θ in the positive system Ă Φ`ppΠ Sq e θ q of the irreducible root system ΦppΠ Sq e θ q.
The order involution of face ideals. For all w P W , let
Npwq " tβ P Φ`| wpβq ď 0u.
For all S Ď Π, let w 0,S be the longest element in the standard parabolic subgroup of W generated by ts α | α P Su. It is well known that w 0,S is an involution and is determined by the condition Npw 0,S q " Φ`pSq.
Proposition 2.7. Let S Ď Π and wS " w 0,pΠ Sq . Then, the restriction of wS to I F S is an anti-isomorphism of the poset pI F S , ďq. In particular, wS exchange θ and µ S .
Proof. By definition, I F S " pθ`LpΦpΠ SX Φ and, obviously, for all α P Π S, s α pθq P θ`LpΦpΠ Sqq. Hence it is clear that wS acts on I F S . It remains to prove that wS reverses the standard partial order on I F S . Let β, β 1 P I F S and β ă β 1 . Then β 1´β P L`pΦpΠ Sqq, and since wSpαq ă 0 for all α P pΠ Sq,
We note that, by Proposition 2.4(1), the above proposition holds also with w 0,pΠ Sq θ in place of wS. In particular, the restrictions of w 0,pΠ Sq θ and of wS on I F S coincide. Definition 2.8. We call wS the face involution of F S and the restriction of wS to I F S the order involution of I F S .
Face ideals and abelian nilradicals
In this section we prove that the abelian nilradicals of Φ`are facet ideals and that all face ideals are abelian nilradicals in some ireducible subsystem of Φ.
By Proposition 2.4, the standard parabolic facets of P are the faces of type F α with α P Π such that ΦppΠ tαuq e q is irreducible. Equivalently, a face F α (α P Π) is a facet if and only if α is a leaf of the extended Dynkin diagram. In next results we prove that this happens, in particular, if m α " 1.
Proof. It is well known that if α is any simple root such that m α " 1, then the subgraph of the extended Dynkin graph obtained by removing α is isomorphic to the (ordinary) Dynkin graph of Φ [14] . In particular, ΦppΠ tαuq e q is irreducible.
We note that the fact that the simple roots α with m α " 1 are leafs of the extended Dynkin diagram is also a consequence of Proposition 2.7. Indeed, if m α " 1, then α is the minimum of I Fα , hence, the order involution w 0,Π tαu maps α onto θ. Since it also maps Π tαu onto´pΠ tαuq, it maps Π onto the nodes of the opposite extended Dynkin graph minus´α.
It is clear that the converse of Proposition 3.1 is not true, however the following result holds.
Proposition 3.2. Each face ideal in Φ`is an abelian nilradical of some irreducible root subsystem of Φ.
Proof. By Corollary 2.6, any face ideal I F S (S Ď Π) is the principal ideal generated by θ in Ă Φ`ppΠ Sq e q.
It clear that, for each β P ΦppΠ Sq e q, in the expression of β as a linear combination of the base pΠ Sq e , the coefficient of θ is at most 1. In other words, the multiplicity of θ, as a simple root in the positive system Ă Φ`ppΠ Sq e q, is 1. Hence, the principal ideal generated by θ in Ă Φ`ppΠ Sq e q is an abelian nilradical.
Remark 3.3. Let α P Π be such that F α is a facet. By Proposition 2.4, I Fα is also equal to pµ ď tαu q, where µ tαu is the unique root in Φ such that c α pµ tαu q " m α and c α 1 pµ tαu q ă m α 1 for all α 1 P Π tαu. By Proposition 2.7, the face involution wt αu maps pΠ tαuq e onto tµ tαu u Y pΠ tαuq, therefore this last set is a simple system for ΦppΠ tαuq e q. The positive system corresponding to it is the standard positive system Φ`ppΠ tαuq e q and, clearly, has θ as its highest root. It is also clear that the multiplicity of µ tαu , as a simple root in Φ`ppΠ tαuq e q, is 1. Thus, I Fα is the abelian nilradical generated by µ tαu in the positive system Φ`ppΠ tαuq e q.
It is clear that the definition of ad-nilpotent and abelian ideals makes sense also in the reducible case. Let Ψ be any finite crystallographic root system, Ψ 1 , . . . , Ψ k be its irreducible components, Ψì a positive system for Ψ i , for i " 1, . . . , k, and Ψ`" Ψ1 Ÿ¨¨Y Ψk . Then, by definition, I is an abelian ideal of Ψ`if and only if I X Ψì is an abelian ideal of Ψì for all i P t1, . . . , ku. Moreover, I is an abelian nilradical of Ψ`if and only if I X Ψì is an abelian nilradical of Ψì for all i P t1, . . . , ku. This means that I X Ψì , is either empty or a principal ideal generated by a simple root with multiplicity 1.
Lemma 3.4. Let I be an abelian nilradical of Φ`, H a vector subspace in E, and Ψ " H X Φ. Then I X H is an abelian nilradical of Ψ`.
Proof. Let I " pα ď q, with α P Π and m α " 1. Let Ψ 1 . . . , Ψ k be the irreducible components of Ψ, Π Ψ i be the simple system of Ψì for i " i, . . . , k, and let
then β has multiplicity 1 in Ψì . Moreover, since the sum of all roots in a fixed Π Ψ i is a root, for all i P t1, . . . , ku, S α XΠ Ψ i contains at most one root. Hence, either S α XΠ Ψ i " H, in which case I X Ψ i " H, or S α X Π Ψ i " tβ i u for a certain root β i with multiplicity 1 in Ψì . Then, clearly, I X Ψ i " pβ ď i q, hence I X Ψ i is an abelian nilradical of Ψì .
Crossing pairs
In this section we analyze the properties of crossing pairs contained in abelian ideals. In the simply laced case, many of the results that we are proving could be proved in a very simpler way. Definition 4.1. Let β i , γ i P Φ, i " 1, 2, with β i ‰ γ j for all i, j P t1, 2u. We say that tβ 1 , β 2 u and tγ 1 , γ 2 u are crossing pairs if β 1`β2 " γ 1`γ2 . In this case we call the equality β 1`β2 " γ 1`γ2 a crossing relation. We do not assume that β 1 ‰ β 2 and γ 1 ‰ γ 2 , hence (at most) one of the pairs tβ 1 , β 2 u and tγ 1 , γ 2 u may be a multiset of a single root with multiplicity 2. (1) If β P I X Φ s , x P Φ, and β`x P Φ, then x P Φ s . (2) If β, γ P I and β´γ P Φ, then pβ, γq ą 0.
Proof. (1) By contradiction, if x P Φl , then by Lemma 2.2(3) pβ, xq ă 0, hence s β pxq "
It follows x`2β P Φ, hence x`2β P I. This is impossible since x`2β " β`px`βq and I is abelian.
(2) By Lemma 2.2, if pβ, γq ď 0, then β, γ P Φ s and β´γ P Φ ℓ : by part (1) this is impossible. Proposition 4.3. Let I be an abelian ideal in Φ`and tβ 1 , β 2 u, tγ 1 , γ 2 u be crossing pairs contained in I and such that β 1 ‰ β 2 . Then:
(1) for all i, j P t1, 2u pβ i , γ j q ą 0, in particular β i´γj is a root; (2) either tβ 1 , β 2 u, or tγ 1 , γ 2 u is the pair of the minimum and maximum of tβ i , γ i | i " 1, 2u. (3) pβ 1 , β 2 q " 0 unless both of β 1 , β 2 are short and γ 1 , γ 2 have different lengths;
Proof. (1) For i P t1, 2u, β 1`β2´γi P Φ, and since I is abelian, β 1`β2 R Φ. By Lemma 2.1, we obtain β j´γi P Φ for j P t1, 2u. By Lemma 4.2, it follows pβ j , γ i q ą 0 for i, j P t1, 2u.
(2) We set x " γ 1´β1 " β 2´γ2 and y " γ 2´β1 " β 2´γ1 . By (1), x and y are roots. If x and y are both positive or both negative, we directly obtain that tβ 1 , β 2 u is the set of the minimum and maximum of tβ i , γ 1 | i " 1, 2u. Similarly, if one of x, y is positive and the other is negative, tγ 1 , γ 2 u is the set of the minimum and maximum tβ i , γ 1 | i " 1, 2u. In the picture below the proof we illustrate the Hasse diagram of the quadruple tβ 1 , β 2 , γ 1 , γ 2 u in the cases x, y ą 0 and x ą 0, y ă 0.
(3) We keep the notation of (2). We first assume that at least one of β 1 , β 2 , is long. Let β 1 be long. Then, by (1) and Lemma 2.2, we have pβ
The case β 2 long is similar, so we assume that both β 1 and β 2 are short and pβ By the above result, we may define the relations below. Notation 4.4. We write β 1 ă tγ 1 , γ 2 u ă β 2 for β 1 ă γ i ă β 2 for both i P t1, 2u. Definition 4.5. We define the relations and " on Φ`as follows: β 1 β 2 if and only if there exists γ 1 , γ 2 P Φ`such that tβ 1 , β 2 u and tγ 1 , γ 2 u are crossing pairs with β 1 ă tγ 1 , γ 2 u ă β 2 ; β 1 " β 2 if and only if either β 1 β 2 or β 2 β 1 .
If tβ 1 , β 2 u and tγ 1 , γ 2 u are crossing pairs with β 1 ă tγ 1 , γ 2 u ă β 2 , we also say that tγ 1 , γ 2 u is a middle pair between β 1 and β 2 and that tβ 1 , β 2 u is a raising pair through γ 1 and γ 2 .
Next corollary precises the order relation among different raising pairs through a common middle pair and different middle pairs between a common raising pair. Corollary 4.6. Let I be an abelian ideal, tβ 1 , β 2 u and tγ 1 , γ 2 u be crossing pairs in I with β 1 ă tγ 1 , γ 2 u ă β 2 .
(1) If tβ
Moreover, one of the following four cases occur:
). In particular, there exists at most one incomparable middle pair between β 1 and β 2 .
Proof. Under the assumption of (1), tβ In next Lemma, we see that the possible lengths of roots and root differences in a crossing pair are very limited.
Lemma 4.7. Let I be an abelian ideal in Φ`, tβ 1 , β 2 u, tγ 1 , γ 2 u be crossing pairs contained in I, β 1 ă tγ 1 , γ 2 u ă β 2 , x " β 2´γ1 , and y " β 2´γ2 .
(1) If x is long, then also y, β 1 , β 2 , γ 1 , γ 2 are long.
(2) If any of x, y, β 1 , β 2 , γ 1 , γ 2 is short, then x and y are short and at most one of β 1 , β 2 , γ 1 , γ 2 is long, except when γ 1 " γ 2 , in which case γ 1 is short and β 1 , β 2 are long.
Proof. We first prove that if one of x, y is short, then the other is short, too. Assume, for example, x P Φ s . If β 1 P Φ s , then y P Φ s by Lemma 4.2, hence let β 1 P Φ ℓ . In this case, by Lemma 2.2, β 1`x " γ 2 P Φ s , whence y P Φ s by Lemma 4.2.
Hence, x, y are either both short, or both long. In order to prove (1), it remains to check that if x, y P Φ ℓ , then β i , γ j P Φ ℓ for i " 1, 2. This follows directly from Lemma 4.2 for β 1 , γ 1 , and γ 2 . For β 2 it follows from Lemma 2.2, since β 2 " γ 1`x .
It remains to conclude the proof of (2). By (1), if any of x, y, β 1 , β 2 , γ 1 , γ 2 belongs to Φ s , then x, y P Φ s . In this case, assume β i P Φ ℓ for a certain i P t1, 2u, and let ti 1 u " t1, 2u tiu. For j P t1, 2u, β i´γj P t˘x,˘yu, hence by Lemma 2.2, γ j P Φ s .
If also β i 1 P Φ ℓ then, by Lemma 2.2, pγ i , xq " pγ i , yq " 0 for both i " 1, 2, hence pγ 2 , γ _ 1 q " pγ 1`x´y , γ _ 1 q " 2, which implies γ 1 " γ 2 , since |γ 1 | " |γ 2 |. Conversely, if γ 1 " γ 2 , then we get´β i 1 " β i´2 γ 1 " s γ 1 pβ i q, where s γ 1 is the reflection with respect to γ 1 , hence |β i 1 | " |β i |.
By a similar argument, taking into account that β 1 ‰ β 2 , we obtain that if one of γ 1 , γ 2 is long, all the remaining roots in the crossing pairs are short.
In next proposition, we prove that, for comparable roots β 1 
(a) at least one of β 1 , β 2 is long, (b) tβ 1 , β 2 u Ď Φ s and there exists a middle pair tγ 1 , γ 2 u Ď Φ s between β 1 , β 2 .
Proof.
(1) Let β 1 ă β 2 and β 2´β1 R Φ. By definition, β 2´β1 is a sum of positive roots. Let
and η 1 , . . . , η k P Φ`be such that β 2 " β 1`η1`¨¨¨`ηk . By assumption, k ě 2 and no sum ř h j"1 η i j with 1 ď i j ď k and h ą 1 is a root. Clearly, at least one among pβ 2 , β 1 q, pβ 2 , η i q with 1 ď i ď k, must be strictly positive. Now β 2´β1 R Φ by assumption, and also β 1`β2 R Φ, since I is abelian, hence pβ 1 , β 2 q " 0. Therefore pβ 2 , η i q ą 0 for some P t1, . . . , ku. We may assume pβ 2 , η k q ą 0, so that β 2´ηk " β 1`η1`¨¨¨ηk´1 P Φ. Let γ i " β 1`ř 1ďjďi η j : iterating the above argument, we may assume γ i P Φ for all i P t0, . . . , ku. Since η i`ηj R Φ, for 1 ď i, j ď k, by Proposition 2.1 applied to any sum γ i`ηi`1`ηi`2 , we get that both γ i`ηi`1 and γ i`ηi`2 belong to Φ, for 0 ď i ď k´2. It follows easily that, for any rearrangement η
j is a root, for 0 ď i ď k, . In particular, β 1`η1 and β 2´η1 are roots, both different from β 1 and β 2 , hence β 1`β2 " pβ 1`η1 q`pβ 2´η1 q is a crossing relation.
(2) Let β 1 , β 2 , γ 1 P Φ s and
β 2´γ1 " γ 2´β1 , and y " β 2´γ2 " γ 1´β1 . Then, by Lemmas 4.2(2) and 2.2, we obtain pβ 2 , β _ 1 q " pγ 2`y , β _ 1 q " 2`py, β _ 1 q ě 1 and hence pβ 2 , β _ 1 q " 1 and β 2´β1 P Φ s . (3) Let β 1 , β 2 , γ 1 , γ 2 P Φ`be such that β 1`β2 " γ 1`γ2 , β 1 ă tγ 1 , γ 2 u ă β 2 , x " β 2´γ1 , and y " β 2´γ2 . By Lemma 4.7(2), if neither (a) nor (b) hold, then we are in the case of item (2), hence β 1´β2 P Φ. It remains to prove the converse.
Let β 2 P Φ ℓ . Then by Lemma 2.2 px, β
It follows pβ 1 , β _ 2 q " 0, and β 2´β1 R Φ. The case β 1 P Φ ℓ is similar.
If β 1 , β 2 , γ 1 , γ 2 P Φ s , then by Lemma 4.2 also x, y P Φ s , hence equalities (˚) still hold and we can argue as above.
Definition 4.9. For any S Ď Φ`, we say that S is reduced if, for all β, β 1 P S, β { " β 1 .
For all β P Φ`we set
Remark 4.10. By Proposition 4.8 and Lemma 4.2,
Moreover, in the simply laced case, the inclusion is an equality. In general, the inclusion is proper. As an example, in type C n , if we number the simple roots as in [2] , and take
Triangulation orders
In this section we define some special orderings of abelian ideals, which we call triangulation orders, and prove that all facet ideals have a triangulation order. Throughout the section, let I be an abelian ideal of Φ`such that rkpIq " n.
Definition 5.1. Let J Ď I. We say that J is bipartite if it has an initial section J i , and a final section J f such that
(2) for all β 1 P J i J f and β 2 P J f J i , we have β 1 β 2 ; (3) there exists a hyperplane H in E such that J i XJ f Ď H and H strictly separates
Definition 5.2. For each subset S of Φ`, we define the restricted relations S and " S on S as follows. For all β 1 , β 2 P S: (1) β 1 S β 2 if and only if there exists a middle pair tγ 1 , γ 2 u between β 1 and β 2 contained in S; (2) β 1 " S β 2 and only if either β 1 S β 2 , or
It is clear that, for any S Ď Φ`, the relation β 1 S β 2 implies β 1 β 2 , while the converse, in general, does not hold. Hence, if S is "closed, for all β 1 , β 2 P S we have β 1 " β 2 if and only if β 1 " S β 2 .
The first of following lemmas is clear, hence we omit the proof.
Lemma 5.4. Let I be an abelian ideal in Φ, Ψ a root subsystem of Φ, and Ψ 1 , . . . , Ψ k be the irreducible components of Ψ. If I X Ψ is "closed, then for all β 1 , β 2 P I X Ψ, β 1 β 2 if and only if there exists i P t1, . . . , ku such that β 1 , β 2 P Ψ i and β 1 IXΨ i β 2 .
Proof. Let β 1 , β 2 P I X Ψ and β 1 β 2 . If I X Ψ is "closed, there exists a middle pair tγ 1 , γ 2 u Ď I X Ψ, between β 1 and β 2 . By Proposition 4.3, pβ i , γ j q ą 0 for all i, j P t1, 2u, hence all of β i and γ i belong to the same irreducible component of Ψ.
Lemma 5.5. Let I be an abelian nilradical of Φ`, Ψ a parabolic subsystem of Φ, and Π Ψ the simple system of Ψ`. Assume that: (1) Π Ψ I Ď Π; (2) each maximal root in I X Ψ is comparable with at most one root in Π Ψ X I. Then I X Ψ is saturated, hence "closed.
Proof. As seen in the proof of Lemma 3.4, I X Ψ " Ť βPΠ Ψ XI pβ q. Moreover, different elements in Π Ψ X I belong to different irreducible components of Ψ. The maximal elements in I X Ψ are clearly the highest roots of the irreducible components of Ψ that have nonempty intersection with I, hence, condition (2) implies that, for any pair of irreducible components Ψ 1 and Ψ 2 of Ψ, I X Ψ 1 and I X Ψ 2 are element-wise incomparable with respect to the standard partial order ď of Φ. Therefore, I X Ψ is saturated if and only if, for each irreducible component Ψ 1 of Ψ, I X Ψ 1 is saturated.
Let Ψ 1 be a fixed irreducible component of Ψ such that I X Ψ 1 ‰ H, Π 1 " Π Ψ X Ψ 1 , and β 1 , β 2 P Ψ 1 . Then, β 1´β2 is a Z-linear combination of roots in Π 1 I. By condition (1), this is contained in Π, which is Z-basis of LpΦq, hence, if β 1´β2 P L`pΦq, we obtain that β 1´β2 P L`pΨ 1 q. In this case, since Ψ, and hence Ψ 1 , is parabolic, we have also that all roots between β 1 and β 2 belong to Ψ 1 , hence to I X Ψ 1 .
This proves that I X Ψ is saturated. By Lemma 5.3, it is also "closed.
Definition 5.6. Let J Ď I, and β P J. We say that β is a detachable element in J if the following conditions hold:
(1) β is an extremal element of J with respect to the standard partial order; (2) there exists a hyperplane H such that:
(a) Redpβq X J " J X H and H strictly separates β from J ptβu Y Redpβqq; (b) I X H is "closed. We call such a hyperplane H a detaching hyperplane for β in J.
Remark 5.7. Let β be detachable in J, H be a detaching hyperplane, and J β " tβu Y pJ X Hq. Then, J β " tβu Y pJ X Redpβqq and it is immediate from Definition 5.1 that tJ β , J tβuu is a bipartition of J.
Lemma 5.8. Let β P I X Φ ℓ . Then there exist a hyperplane H such that I X H " Redpβq, H strictly separates β from I pRedpβq Y tβuq, and I X H is "closed. In particular, for all J Ď I such that β " min J or β " max J, β is detachable in J and H is a detaching hyperplane for β in J.
Proof. Let α I be the (unique) simple root such that I " tγ P Φ | c α I pγq " m α I u. By Proposition 4.8, for all γ P J tβu we have β ≁ γ if and only if β´γ P Φ. Since β P Φ ℓ , this condition is equivalent to pβ _ , γq " 1. Recall thatω α I is the fundamental coweight such that pα I ,ω α I q " 1, and let ν " m α I β _´ω α I , H " ν K . Then, pν, βq " m α I , and pν, γq " 0 for all γ in J such that pβ _ , γq " 1. Since I is abelian, for all other γ P I tβu we have pβ _ , γq " 0, hence pν, γq "´m α I . Thus we have proved that I X H " Redpβq, and H strictly separates β from I pRedpβq Y tβuq It remains to prove that I X H is "closed. Let β 1 , β 2 P Φ`X H, β 1 " β 2 , and tγ 1 , γ 2 u be a middle pair between β 1 and β 2 . Then pγ 1`γ2 , β _ q " pβ 1`β2 , β _ q " 2. Since β is long, this forces pγ 1 , β _ q " pγ 2 , β _ q " 1, hence tγ 1 , γ 2 u Ď I X H, and β 1 " IXH β 2 , as claimed.
Definition 5.9. Let be a total order relation on I, S I, " tβ P I | rkpβ q " nu.
We say that is a triangulation order if the following conditions hold:
(1) I X SpanpI S I, q is saturated; (2) for each β P S I, , pβ q is saturated and either of the following conditions holds: (a) β is detachable in pβ q, (b) pβ q has a bipartition tJ i , J f u such that, for both J " J i and J f , β is detachable in J, and there exist a detaching hyperplane H J , for β in J, such that pβ q X H J Ď Redpβq.
Remark 5.10.
(1) It is clear that, for any total ordering on I, the subset S I, is an initial section of the ordered set pI, q. Moreover, rkpI S I, q ă n. (2) It may happen that I S I, be properly contained in I X SpanpI S I, q. In fact, this happens for a triangulation order that we will construct for type E 7 .
(3) The above definition does not contain any condition on the restriction of to I S I, . Hence, if is a triangulation order, any other total order 1 such that S I, 1 " S I, , and and 1 coincide on the initial section S I, , is a triangulation order, too.
We will prove the existence of triangulation orders for all facet ideals. The proof requires a case by case analysis. By Proposition 3.2, we may restrict the analysis to the abelian nilradicals.
Definition 5.11. We say that the facet ideal I of Φ`is an abelian nilradical of type X n,k , and we write I -X n,k , if there exists an irreducible root subsystem Ψ of Φ and a positive system r Ψ`of Ψ such that I is an abelian nilradical in r Ψ`and:
(1) Ψ is of type X n ; (2) if tα
n u is a simple system of r Ψ`, numbered according to Bourbaki's conventions [2] , then I is the principal ideal generated by α
It is implicit in the definition that the above α 1 k has multiplicity 1 in Ψ. We note that the type of a facet ideal may be not unique, if the root system Ψ has nontrivial Dynkin diagram automorphisms. We identify the types X n,k and X n,k 1 if there exists a diagram automorphism that maps α k into α k 1 . By a direct inspection of the highest root in all root types, we see that the possible types of abelian nilradicals type, in an irreducible root system of rank n, are the following:
A n,k for k " 1, . . . , n, B n,1 , C n,n , D n,k for k " 1, n´1, n, E 6,1 , E 6,6 , E 7,7 .
Among them, we have the identifications: A n,k " A n,k 1 for k`k 1 " n`1; D n,n´1 " D n,n for all n ě 4 and D n,1 " D n,n´1 " D n,n for n " 4; E 6,1 " E 6,6 . By Proposition 3.2, the facet ideals that are not abelian nilradicals of Φ`are in any case abelian nilradicals of some type. Their type X n,k is explicitly obtained as follows.
Let α i be a leaf in the extended Dynkin diagram of Φ, so that I Fα i is a facet ideal of Φ`. By Corollary 2.6, the Dynkin diagram obtained by removing α i from the extended Dynkin diagram of Φ, gives the root type X n . The position of´θ in this diagram gives the index k of the abelian nilradical type X n,k . Below, we write the resulting type for the facet ideals that are not abelian nilradicals of Φ`itself. If the root type of Φ is Y n , we write I F pY n , α i q in place of I Fα i .
In proving next proposition, we will consider, case by case, the seven possible distinct sporadic or classes of abelian nilradical types. The main points of the proof are illustrated in Figures 1-9 . We first give some explanation of these figures. We may arrange the roots of any facet ideal I in a matrix pβ i,j q, in such a way that adjacent entries differ by a simple root. The label i on a certain edge means that the difference between its vertexes is the simple root α i . We choose the matrix arrangement of roots so that the standard partial order is compatible with the reverse lexicographic order of row and column indexes, starting from β 1,1 " θ. In this way, the matrix yields a Hasse diagram of I in which the order ascends toward northwest. We note that this condition do not determine a unique possibility. The figures illustrate the proof on such Hasse diagrams for all the abelian nilradicals.
Proposition 5.12. Each facet ideal has a triangulation order.
Proof. By the above discussion, we may assume that I is an abelian nilradical of Φ`.
By Remark 5.10, it suffices to define a subset S I, of I and a partial order on I that is total on S I, and has S I, as an initial section, in such a way that conditions (1) and (2) of Definition 5.9 are satisfied. We also require rkpI S I, q " n´1, and rkpβ q " n for each β P S I, , in order that S I, " tβ P I | rkpβ q " nu.
Henceforward, we write S I in place of S I, and we intend that S I is an initial section of . In all cases, we define the restriction pS I , q as a sequence pβ 1 , . . . , β k q such that, for i " 1, . . . , k, β i is an extremal element in I tβ j | j ă iu, with respect to the standard partial order. This ensures that pβ i q is saturated. Therefore, in order to prove condition (2), it will remain to prove that either condition (a), or (b) holds for all β i . If β i is long and β i " minpβ i q, or β i " maxpβ i q (with respect to the standard partial order), then β i is detachable in pβ i q by Lemma 5.8, and we have nothing to prove. In the remaining cases, we will directly prove that (a) or (b) holds.
Finally, since we take β i extremal in pβ i q by construction, in order to prove that β i is detachable in pβ i q, or in a subset of its, it will suffice to check condition (2) in Definition 5.6. Now we can give the details of the proof for each abelian nilradical. Throughout the rest of the proof, we use the following notation: for h, k P t1, . . . , nu, ω h "ω α h ,
We define pS I , q "`α rk,js |j " k, . . . , n˘. It is easily seen that I S I is the type A n´1,k´1 abelian nilradical generated by α k`αk´1 in the root subsystem that has tα k´1`αk u Y Π tα k´1 , α k u as a simple system. This implies that rkpI S I q " n´1 and, by Lemma 5.5 , that I X SpanpI S I q is "closed.
For all β P S I , rkpβ q " n and β is detachable in pβ q. Indeed, for β " α rk,js , with j P rk, ns, let H " pω k´ωk´1´ωj`1 q K (whereω n`1 " 0). Then, if j ă n, the simple system of pΦ X Hq`is α rk´1,ks , α rk,j`1s ( Y Π tα k´1 , α k , α j`1 u, while the maximal roots are α r1,js and α rk,ns . If j " n, the simple system is α rk´1,ks ( Y Π tα k´1 , α k u, and Φ X H is irreducible. By Lemma 5.5, we obtain that I X H is "closed. It remains to check that condition (2a) of Definition 5.6 hold. Let γ P pβ q. If γ P H, either γ and β are incomparable for the standard partial order, or γ´β P Φ`, while, if γ R H, we have γ ě β and pγ, βq " 0. By Proposition 4.8, we obtain that γ " β if and only if γ R H, which is the claim.
C. I -C n,n . We define pS I , q " pα rj,ns |j " n, n´1, . . . , 1q. It is easy to see that I S I is the type C n´1,n´1 abelian nilradical generated by α n`2 α n´1 in the root subsystem that has tα n`2 α n´1 u Y Π tα n´1 , α n u as a simple system. Hence, rkpI S I q " n´1 and, by Lemma 5.5, I X SpanpI S I q is "closed.
For all β P S I , rkpβ q " n and β is detachable in pβ q. Indeed, for β " α rj,ns , j P r1, ns, we take H " p2ω n´ωn´1´ωj´1 q K . Then, the simple system of pΦ X Hq`is α rj´1,ns , α n`2 α n´1 ( Y Π tα n , α n´1 , α j´1 u for j ă n, and tα n`αn´1 u Y Π tα n , α n´1 u for j " n. For j ă n, the maximal roots of pΦ X Hq`are α rj,ns`αrj,n´1s and α r1,ns . For j " n, ΦX H is irreducible. It follows that I X H is " closed, by Lemma 5.5. If γ P I, then γ " α rh,ns`αrk,n´1s for some 1 ď h ď k ď n. Hence, γ P H if and only if either h ď j´1 and k " n, or j ď h ď k ď n´1. In these cases, either γ and β are incomparable for the standard partial order, or γ´β P Φ`, and all γ 1 such that γ ă γ 1 ă β are short roots.
In any case, γ { " β by Proposition 4.8(3). If γ P pβ q H, we have γ " α rh,ns`αrk,n´1s with h ď j´1 ď k ď n´1, hence β`α rk,n´1s P Φ and we obtain a crossing relation. It follows that H satisfies the conditions of Definition 5.6.
B and D1. I -B n,1 , or I -D n,1 . We define pS I , q " pα 1 , θq. It is easy to see that I S I is the type B n´1,1 , or D n´1,1 , abelian nilradical generated by α 1`α2 in the subsystem whose simple system is tα 1`α2 u Y Π tα 1 , α 2 u. Hence, rkpI S I q " n´1 and, by Lemma 5.5, I X SpanpI S I q is "closed. For all β P S I , rkpβ q " n and β is detachable in pβ q by Lemma 5.8.
Dn. I -D n,n . We define pS I , q " pp α rj,ns |j " n, n´2, . . . , 1q, where p α rj,ns :" α n`αrj,n´2s . It is easy to see that I S I is the type D n´1,n´1 abelian nilradical generated by α rn´2,ns in the root subsystem that has tα rn´2,ns u Y Π tα n´1 , α n u as a simple system. Hence, rkpI S I q " n´1 and, by Lemma 5.5, I X SpanpI S I q is "closed.
It remains to prove that all β P S I , rkpβ q " n are detachable in pβ q. If β " α n or β " α n`αn´2 , then β is detachable in pβ q by Lemma 5.8. Otherwise, let β " p α rj,ns , j P t1, . . . , n´3u. In this case we have a bipartition pβ q " J i Y J f with J f " pβ ď q and
Indeed, we have: pβ q " tγ P I | c α j pγq ě 1 or c α n´1 pγq ě 1u, J f J i " tγ P I | c α j pγq " 2u, and J i J f " tγ P I | c α j pγq " 0 and c α n´1 pγq " 1u. Hence, if we set H " pω n´ωj q K , H strictly separates J i J f from J f J i , and J i X J f " I X H. Moreover, for any γ 1 P J i J f and γ 2 P J f J i we have c α n´1 pγ 2´γ1 q " 0 and c α j pγ 2´γ1 q " 0, hence γ 2´γ1 R Φ and γ 1 γ 2 by Proposition 4.8. By Lemma 5.8, β is detachable in J f and there exists a detaching hyperplane H f for β in J f such that H f Y pβ q is contained in Redpβq. The proof that β is also detachable in J i will be very similar to the proof of cases A n . We take
have γ ą β and pγ, βq " 0. If γ P H i , either γ is incomparable with β, or γ´β P Φ.
Hence, by Proposition 4.8, γ " β if and only if γ R H i . The simple system for pΦ X H i qì s α rn´1,ns , p α rj´1,ns ( Y Π tα j´1 , α n´1 , α n u, for j ą 1 and α rn´1,ns ( Y Π tα n´1 , α n u for j " 1. For j ą 1, the maximal roots are p α r1,ns and α rj,ns`αrj`1,n´2s , while, for j " 1, Φ X H is irreducible. Hence I X H i is "closed by Lemma 5.5.
E6. I -E 6,6 . We choose pS I , q "`α 6 , θ, α t5,6u , θ´α 2 , α t4,5,6u , θ´α t2,4u , α t2,4,5,6u , θ´α t2,4,5u˘. Then I S I is the type A 5,2 abelian nilradical generated by α r3,6s in the root subsystem with simple system tα r3,6s u Y Π tα 3 , α 6 u. Hence I X SpanpI S I q is "closed by Lemma 5.5. The first six β in pS I , q are detachable in their pβ q by Lemma 5.8.
Hence we have to consider only the last two roots. These are symmetric with respect to the order involution of I, hence it suffices to consider β " α t2,4,5,6u . By Proposition 4.8, β ≁ γ for all γ P pβ q except γ " θ´α t2,4,5u . Then, the hyperplane H " pω 6´ω3 q K strictly separates β from θ´α t2,4,5u and contains all other roots in pβ q. The simple system of pΦ X Hq`is tα 2 , . . . , α 5 u Y α r3,6s ( , and pΦ X Hq is irreducible. Hence, we may apply Lemma 5.5 and conclude that β is detachable in pβ q.
E7. I -E 7,7 . We choose pS I , q "`α 7 , θ, α t6,7u , θ´α 1 , α t5,6,7u , θ´α t1,3u , α t4,5,6,7u , θ´α t1,3,4u , α t2,4,5,6,7u , θ´α t1,3,4,2u , α t3,4,5,6,7u , θ´α t1,3,4,5u , α t1,3,4,5,6,7u , θ´α t1,3,4,5,6u˘. We note that pS I , q consists of all β in I such that c α i pβq ď 1 for i " 1, . . . , 7, together with their symmetric roots, with respect to the order involution of I.
If β " α t2,4,5,6,7u and β 1 " θ´α t1,3,4,2u (as in Figure 7 ), then I X SpanpI S I q " pI S I q Y tβ, β 1 u. This is the type D 6,6 abelian nilradical generated by β in the subsystem that has tβu Y Π tα 2 , α 7 u. Hence pI S I q Y tβ, β 1 u is "closed by Lemma 5.5.
All roots in S I , except α t2,4,5,6,7u , α t1,3,4,5,6,7u , and their symmetric roots with respect to the order involution, are detachable in their -upper cone by Lemma 5.8.
Let β " α t2,4,5,6,7u . Then pβ q has the bipartition J i Y J f with J f " pβ q X pβ ď q " tγ P pβ q | c α 2 pγq ě 1u and J i " tγ P pβ q | c α 2 pγq ď 1u. Indeed, it is easily seen that
it is easy to see that, for all
It remains to check that β is detachable in J i and J f and the further conditions in Definition 5.9 (2b) hold. For J f this follows from Lemma 5.8. For J i , the hyperplane
q is a detaching hyperplane that satisfies the required conditions. Indeed, the simple system of pΦ X H i q is tα t3,4,5,6,7u u Y Π tα 7 , α 3 u, hence I X H i is "closed by Lemma 5.5. Moreover, we can easily check that for γ P J i X H i , either γ and β are incomparable, or γ β P Φ`, while for all γ P J i H i , we have γ ą β and γ´β R Φ.
Hence, we may conclude that by Lemma 4.8.
Let β " α t1, 3,4,5,6,7u . In this case the hyperplane β is detachable in pβ q, since H :" pω 7´ω2 q K satisfies the conditions of Definition 5.6. The details are similar to the previous case.
Finally, for β " θ´α r1,4s and θ´α t1,2,4,5,6u we have similar results by symmetry. Figure 1 . I -A 9,6 . Here β " α r6,7s . The gray boxes cover the roots in H :" pω 6´ω5´ω8 q K . Here β " α r4,7s . The gray boxes cover the roots in H :" p2ω 7´ω3´ω6 q K . β Figure 3 . I -B 6,1 and I -D 6,1 . In both cases S I " tα 1 , θu. The gray boxes cover the roots in H " pω 1´ω2 q K , for either β " α 1 and β " θ. Figure 6 . I -E 6,6 . The gray rectangle covers the roots in H " H β 1 " pω 6´ω3 q K for β " α t2, 4,5,6u and β 1 " θ´α t2,4,5u . By definition pβ q consists of these roots plus β and β 1 , while pβ 1 q consists of the roots in gray rectangle plus β 1 . Figure 8 . I -E 7,7 . The diagram represents pβ q for β " α t2, 4,5,6,7,u . The big rectangle contains the roots in J i and gray part covers the roots in H i " pω 7´ω3 q K . 
Triangulations of standard parabolic facets
In this section we prove Theorems 1.1 and 1.2. Let I be a face ideal of Φ`and F I " ConvpIq the corresponding standard parabolic face. For all J Ď I, let
Then, let
We will prove that T I is a triangulation of F I .
By Propositions 3.1 and 3.2, it suffices to prove the claim when I an abelian nilradical of Φ`. Henceforward, we make this assumption.
The proof is by induction on rkpΦq and is based on the existence of triangulation orders for all facet ideals. We start with two key lemmas.
For each J Ď I let ConepJq be the positive cone generated by J, i.e. the set of linear combinations of elements in J with nonnegative real coefficients. Moreover, let rJs be the saturation of J, i.e.
rJs " tx P I | D y, z P J y ď x ď zu.
Lemma 6.1. Let J be a saturated subset of I, and tJ i , J f u be a bipartition of J. Then
Proof. The claim is obvious if the bipartition is not proper, in particular if |J| ď 2. The inclusion ConepJ i q Y ConepJ f q Ď ConepJq is obvious in all cases. We prove the reverse inclusion by induction on |J|. It is immediate that, for any K Ď J, tK X J i , K X J f u is a bipartition of K. Therefore, it suffices to prove that if the bipartition tJ i , J f u of J is proper, there exists a proper saturated subset K of J such that x P ConepKq. So, let J i , J f J, x P ConepJq, and x " ř Proof. By Remark 5.7, the claim is a direct consequence of Proposition 6.1.
Proof. The claim is obvious if rkpΦq " 1. We assume rkpΦq ě 2 and the claim true for any abelian nilradical in any irreducible root system of rank strictly lower than rkpΦq. Let J Ď I be saturated. The inclusion "Ě" is clear, so it suffices to prove the reverse one. Let x P ConepJq, be a triangulation order on I, β 0 " max tβ P J | x P ConepJ Xpβ qqu, and J 0 " J X pβ 0 q. Then, x P ConepJ 0 q and J 0 is saturated, being the intersection of two saturated sets, hence it suffice to prove the claim for J 0 . We rename J :" J 0 , so that β 0 " min J, and x R ConepJ tβ 0 uq. (a) First, we consider the case β 0 P I S I, . Let Ψ " Φ X SpanpI S I, q, Ψ 1 , . . . , Ψ k be the irreducible components of Ψ, I i " I X Ψ i , J i " J X Ψ i . Let tc β | β P J 0 u be a fixed set of nonnegative real coefficients such that x " ř βPJ 0 c β β and let
. . , k. Then, I i is an abelian nilradical of Ψì and J i is saturated in it, hence, by the induction assumption, there exists a subset R i of J i , reduced relatively to Ψ i , such that x i P ConepR i q, for i " 1, . . . , k. By Definition 5.9, I X Ψ is "closed and hence, by Lemma 5.4, R 1 Y¨¨¨Y R k is reduced in Φ. Clearly, x P ConepR 1 Y¨¨¨Y R k q, hence we are done.
(b) Then, we assume rkpβ 0 q " n. By definition, either β 0 is detachable in pβ 0 q, or pβ 0 q has a bipartition tB i , B f u such that β 0 is a detachable element in both of B i and B f . In this case, tJ X B i , J X B f u is a bipartition of J and, by Lemma 6.1, we may fix a B P tB i , B f u such that x P ConepJ X Bq. If β 0 is detachable in pβ 0 q, we set B " pβ 0 q. In any case, we define J 1 " J X B. Then, we still have β 0 " min J 1 , x P ConepJ 1 q and, in any expression of x as a linear combination of elements of J 1 , the coefficient of β 0 is strictly positive. Since β 0 is detachable in B, there exists a detaching hyperplane H for β 0 in B, and it is clear that such an H is a detaching hyperplane also for β 0 in J such that x´c 0 β 0 P ConepJ 1 X Hq. Now, J 1 X H is contained in the abelian nilradical I X H of pΦ X Hq`. Let Ψ 1 , . . . , Ψ k be the irreducible components of Φ X H. Arguing as in case (a), we find R 1 , . . . , R k such that R i Ď J 1 X Ψ i , R i is reduced relatively to Ψ i , and
Moreover, by definition of β 0 , R 1 Y¨¨¨Y R k Ď pβ 0 q, hence in pβ 0 q X H. By Definition 5.9, this subset is contained in Redpβ 0 q, hence tβ 0 u Y R 1 Y¨¨¨Y R k is reduced. This proves the claim.
Remark 6.4. We observe that for each J Ď I, ConepJq X F I " ConvpJq. Indeed, if x " ř βPJ c β β, and α I is the simple root of Φ`such that I " pα
which is 1 for all x in F I .
Corollary 6.5. Let I be a facet ideal of Φ`and
I is a covering of F I .
Proof. By Proposition 6.3 and Remark 6.4, the set of all ConvpRq, with R Ď I and R reduced, is a covering of F I . By standard topological arguments, we obtain that also T 1 I is a covering of F I .
Our next step is to prove that the set T 1 I defined in Corollary 6.5 is a triangulation of the standard parabolic facet F I . For this, it remains to prove that each T P T 1 I is a simplex, and that the intersection of any two T 1 , T 2 P T I is a common face of T 1 and T 2 . This is proved in next two propositions.
prove the first statement. The inclusion ConvpR 1 q X ConvpR 2 q Ě ConvpR 1 X R 2 q is clear. We prove the reverse one, by induction on rkpΦq.
If ConepR 1 q X ConepR 2 q Ď ConepR 1 X R 2 q then, by Remark 6.4, the analogous relation for the convex hulls hold. So we work with cones.
For rkpΦq " 1 the claim is obvious. Let rkpΦq ą 1, be a fixed triangulation order on I, and β " min pR 1 Y R 2 q.
(a) If rkpβ q ă n, then R 1 , R 2 Ď I S I, . Let Ψ 1 , . . . , Ψ k be the connected components of Φ X SpanpI S I, q. Let R j,i " R j X Ψ i , for j " 1, 2 and i " 1, . . . , k. Each R j,i is a reduced subset in the abelian nilradical I X Ψ i of Ψì , hence by the induction assumption ConepR 1,i q X ConepR 2,i q Ď ConepR 1,i X R 2,i q, for each i in t1, . . . , ku. This implies directly the inclusion ConepR 1 q X ConepR 2 q Ď ConepR 1 X R 2 q.
(b) Next, let rkpβ q " n, β be detachable in pβ q, H be a detaching hyperplane, and
Then it is clear that R i is contained in one of the two closed half spaces determined by H in E, hence it is easily seen that ConepR i q X H " ConepR i q.
, then R 1 and R 2 are weakly separated by H. Hence, R 1 X R 2 " R 1 X R 2 and, moreover, ConepR 1 q X ConepR 2 q " ConepR 1 q X H X ConepR 2 q " ConepR 1 q X ConepR 2 q. Arguing as in case (a), with Φ X H in place of Φ X SpanpI S I, q and R i in place of R i , by the induction assumption we obtain ConepR 1 q X ConepR 2 q Ď ConepR 1 X R 2 q, and hence the claim. (b2) If β " min R 1 " min R 2 , then for all x P ConepR 1 q X ConepR 2 q there exist c i P R and x i P ConepR i q (i " 1, 2) such that x " c 1 β`x 1 " c 2 β`x 2 . Since x 1 , x 2 P H and β R H, we must have c 1 " c 2 and hence x 1 " x 2 . It follows x 1 P ConepR 1 X R 2 q and hence
(c) Finally, let rkpβ q " n, β not be detachable in pβ q, and tJ i , J f u be a bipartition of pβ q. By definition, each of R 1 and R 2 is contained in exactly one of J i and J f . If both are contained in J i , or both in J f , we are reduced to case (b). Otherwise, we may assume R 1 Ď J i , R 2 Ď J f , R 1 X pJ i J f q ‰ H, and R 2 X pJ f J i q ‰ H. Let H be a separating hyperplane for the bipartition tJ i , J f u, and R i " R i XH, for i " 1, 2. For a fixed i in t1, 2u, ConvpR i q is contained in one of the half-spaces determined by H in E, hence HXConepR i q " ConepR i q. Moreover, ConepR 1 q and ConepR 2 q belong to opposite half-spaces with respect to H, hence R 1 X R 2 " R 1 X R 2 and ConepR 1 q X ConepR 2 q " ConepR 1 q X ConepR 2 q. Arguing by induction as in case (b1), we obtain ConepR 1 q X ConepR 2 q Ď ConepR 1 X R 2 q, and hence the claim.
Corollary 6.3 and Propositions 6.6 and 6.7 imply directly the following theorem, which is Theorem 1.1. Corollary 6.9. Each reduced subset in I is a contained in a maximal reduced subset. Moreover, each maximal reduced subset in I has rank n, in particular is a linear basis of E.
Proof. Let R 0 be a reduced subset in I such that rkpR 0 q ă n. Let x " ř βPR 0 c β β with c β ą 0 for all β P R 0 . By Corollary 6.5, there exists a reduced subset R in I such that rkpRq " n and x P ConvpRq. Then, by Proposition 6.7, x P ConvpR 0 X Rq. It follows that R 0 X R " R 0 , hence R 0 is not maximal. The rest of the claim follows from Proposition 6.6.
We can finally prove the following result, which i is clearly equivalent to Theorem 1.2. The proof refers to the case by case analysis of Proposition 5.12.
Theorem 6.10. Let I be a facet ideal in Φ and R be a maximal reduced subset in I. Then R is a Z-basis of the sub-lattice of LpΦq generated by pΠ tα I uq Y tm α I α I u, where α I is the simple root such that I " V α I .
Proof. By Proposition 3.2 and Remark 3.3, it suffices to prove the claim in case I is an abelian nilradical of Φ`, i.e. m α I " 1. Under this assumption, we have to prove that R is a Z-basis of LpΦq.
Let be a triangulation order of I and β " min R. If β is detachable in pβ q, let J " pβ q tβu. If β is not detachable in pβ q, let tJ i , J f u be a bipartition of pβ q such that β belongs to J i and J f and is detachable in them. In this case, R is contained in exactly one of J i and J f : we define J " J i if R Ď J i , and J " J f otherwise. In any case, there exists a hyperplane H such that Redpβq X J " H X J, hence R tβu is a reduced subset in the abelian nilradical I X H of pΦ X Hq`. Since rkpR tβuq " n´1, also rkpI X Hq " rkpΦ X Hq " n´1. In particular I X H has nontrivial intersection with each irreducible component of Φ X H. By Lemma 3.4, each of these intersections is a nontrivial abelian nilradical in its irreducible component, hence, by induction on the dimension, R tβu is a Z-basis of LpΦ X Hq. Now, we first consider the case in which β is long and is equal to min J or max J with respect to standard partial order. In this case, as seen in the proof of Lemma 5.8, H " pβ _´ω α I q K . It follows directly that all simple roots different from α I and perpendicular to β belong to H. For all other simple roots α ‰ α I , either pα, β _ q " 1 and β´α P H, or pα, β _ q "´1 and β`α P H. Since the Z-span of R tβu contains all the roots in H, we obtain that the Z-span of R contains pΠ α I q Y tβu, and hence contains Π, as claimed.
In the remaining cases, looking the proof of Proposition 5.12, we can directly check that for all α P Π tα I u, if β`α R Φ then α P H and, otherwise, β`α P Φ X H. Arguing as in the previous case, we easily obtain that R is a Z-basis of LpΦq.
Concluding remarks
Via the action of the Weyl group, we may transport a triangulation of a standard parabolic facet to all facets in its orbit. Hence from the triangulations of all parabolic facets we obtain a triangulation T of the whole boundary BP of the root polytope P. Clearly, such a T is not unique, since the way of transporting a triangulation of a standard parabolic facet to the facets in its orbits is not unique; the possible ways correspond to the systems of representatives of the left cosets of W modulo the stabilizer of the standard parabolic facet. For a fixed T , for each T P T , let V T be the set of vertexes of T and T 0 " ConvpV T Y t0uq. Then, clearly T 0 :" tT 0 | T P T u is a triangulation of P. Thus, the explicit enumeration of the maximal reduced subsets of facet ideals, together with the above Theorem 6.10 and the results in [5] would allow to compute the volume of P. For the root types A and C, this is done in [6] . For the remaining types, it will be done in a next paper. In fact, the proof of Proposition 5.12 gives an explicit procedure for enumerating the reduced subsets.
In [6] , with a suitable choice of the systems of representatives of the left cosets of W modulo the stabilizers of the standard parabolic facets, we have obtained a triangulation of P that restricts to a triangulation of the positive root polytope P`, which by definition is ConvpΦ`Y t0uq. In fact, this is a proof that, for the types A and C, the intersection of P with the cone on Φ`is equal to P`. This is one of the special properties of the root politope that hold only for the types A and C (see also [7] ). In fact, it is easy to see that, for all other root types, P`is properly contained in P X ConepΦ`q [4] . Hence, in these cases, from the standard parabolic facets, we cannot obtain any triangulation of the positive root polytope.
