Background: Studies involving the measurement of physicians' satisfaction with electronic medical records (EMRs) using a branch of artificial intelligence known as machine learning is rare in Saudi Arabia. Most of the studies have relied on traditional statistical methods. This study focuses on comparing an artificial neural network (ANN) model with linear regression model to predict physicians' satisfaction with their EMR. Aims: This study aims to compare the performance of ANN versus logistic regression (LR) modeling in predicting physician satisfaction with their institution's EMRs and compare sensitivity analysis results for both models. Methodology: Data were collected through a self-administered survey that was distributed to physicians working in inpatient departments at a major Saudi Arabian hospital (360-bed capacity). Using machine learning software, ANN and LR models were developed to compare performance power and identifying factors affecting physician's satisfaction through running sensitivity analyses. Results: The analysis included 115 physicians who answered the survey. ANN model produced a more accurate prediction when compared to the prediction produced by LR. ANN correctly classified the instances with 86.09% accuracy, compared to LR, which achieved 82.61% accuracy. In addition, sensitivity was higher in ANN model (0.86) compared to LR model (0.83). Specificity was lower in ANN (0.39) compared to the LR model (0.44), and the receiver operating characteristic curve was higher (0.79) for ANN, (0.76) for LR. ANN model identified three factors affecting physician's satisfaction: System integration with workflow; system features to enable physicians to perform their work well; and training.
INTRODUCTION
Electronic medical records (EMRs) are becoming increasingly prevalent worldwide. [1] They are used to enhance standardization and accuracy in documenting patient medical history, visit summaries, prognoses, diagnoses, clinician notes, laboratory orders, test results, imaging results, past and current medications, allergies, and e-prescription information, among other things. EMRs also enhance the efficiency of interacting with other agencies for research purposes or in support of regulatory tasks. However, physicians often express frustration and dissatisfaction with EMRs, inhibiting more widespread adoption. [2] [3] [4] [5] [6] Past studies have reported on specific aspects of EMR technology and services that physicians are having issues with including maneuvering within the system's many screens, the increased burden for documentation that takes away from face-to-face time with patients, and a general lack of usability. [7] [8] [9] [10] [11] [12] Other studies note that a lack of training can have a significant impact on both user satisfaction and overall efficiency, further adding to the burden. [13, 14] In some cases, physicians have deemed EMR systems to be completely ineffectual, failing to align with clinical workflow, and promote coordinated care. [15] [16] [17] Using modeling technique is helpful to predict physicians' satisfaction. Many studies in the literature designed to predict physicians' satisfaction have used traditional statistics, such as regression, to generate their prediction models. [18] [19] [20] [21] [22] [23] However, the major disadvantage of such methods is that they are based on linear structures within which the correlation between independent variables and the dependent variable is examined one by one in a linear fashion as the rest of the variables are held constant. However, satisfaction in general has highly nonlinear characteristics. Not all variables remain constant when analyzing the relationship between one independent variable and the dependent variable. [24] Thus, accurately modeling satisfaction requires a more sophisticated approach that can handle more complex mathematical calculations. Machine learning techniques, for example, handles nonlinear modeling that more traditional statistics are not equipped to process. Indeed, other studies have used machine learning techniques, such as an artificial neural network (ANN), to model nonlinearity and capture the true rules within the underlying dataset. Interestingly, ANN has been used in studies based on datasets from many diverse fields, including business, marketing, and financial transportation, medicine, and communication. [25] [26] [27] [28] However, to the best of the author's knowledge, no one has yet applied ANN to model physician satisfaction with their EMRs systems in Saudi Arabia. Thus, our objectives were threefold. First, we set out to develop models based on an ANN and logistic regression (LR) classifiers that predict physicians' satisfaction with their EMR system. Second, we compare the performance of each model to determine the best option for this particular application. Finally, we demonstrate proof of concept using sensitivity analysis to identify the specific factors that most influenced physician satisfaction.
METHODOLOGY Data collection
Data were collected through a self-administered survey that was distributed to physicians working in inpatient departments at a major Saudi Arabian hospital (360-bed capacity) between March 30 and May 25, 2010. Survey distribution was supervised by the medical director and information technology (IT) department. In this hospital, physicians are required to use the EMR system to document diagnosis, medical history, and laboratory and radiology orders. They also use this system exclusively to review test results and view alerts for medication interactions.
Survey design was based on the DeLone and McLean model. [29] This type of survey is commonly used in the business sector to measure the success of information systems and has also been used previously to measure physicians' satisfaction with EMRs. [1] Survey questions were based on a previously validated survey. [30] The dataset under consideration here was used in a previous study, in which the author participated. [31] The reliability of each item was evaluated using Cronbach's alpha. All values were all above >0.82, showing satisfactory reliability. Face validity of each item was determined by the research team, including a practicing physician and informatics experts. A pilot test was conducted of the survey that was distributed to 10 physicians. After the pilot, some of the questions were reworded and rearranged to improve clarity.
The final survey included 15 questions, divided into three categories: (1) quality of system performance; (2) quality of system information; and (3) service quality [ Table 1 ]. In addition, physicians were asked about their demographics and their overall satisfaction with the EMR system. Each question asked for a response using a five-point Likert scale, ranging from "strongly disagree (1) to "strongly agree" (5) . The overall satisfaction scale was collapsed, such that responses of "1," "2," or "3" were grouped as "not satisfied" and responses of "4" or "5" were grouped as "satisfied." The survey was distributed to 220 physicians, of which 115 responded. For this project, only questions related to physicians' answers about the quality of the system, the quality of its information, and quality of services by IT department were used, and demographics were disregarded.
Data preprocessing
TheWaikato Environment for Knowledge Analysis (WEKA) software, which was developed at the university of Waikato in New Zealand, is used as the data mining and machine learning tool. WEKA is used widely as a data mining tool for research in both the business and academic sectors. [32] It supports many machine learning techniques, such as classification, regression, clustering, and summarization. [33] For this project, an ANN and LR have been used to classify the dataset into respondents that were "satisfied" or "not satisfied." In cases of missing data, i.e., some survey questions left blank, the WEKA "ReplaceMissing" function is applied to replace all missing variables/attributes data with the mean values from the training set.
Training and testing
The ten-fold cross-validation strategy was used to avoid overfitting. [34] In this strategy, the dataset serves to both train and test the model. WEKA randomly divides the data into 10 subsets and randomly assigns one subset as the "test" set, using the remaining nine to train the model. This process is repeated nine times, thus producing 10 models. The mean and standard deviation of the performance indices of these 10 models is calculated to generate the final model. [35] 
Prediction models
Two types of prediction models have been used: an LR model and an ANN model. The performances of the models were compared using the following metrics: accuracy of prediction, sensitivity, specificity, and the receiver operating characteristic (ROC) curve. In addition, sensitivity analysis has been applied to each model, to determine the variables that are most significantly affecting satisfaction. The models are briefly described below:
Logistic regression modeling
LR is typically used when the target variable is categorical. For example, LR can be applied to predict outcomes, for example, "has cancer" versus "does not have cancer," or "patient is living" versus "patient is deceased." The model works by mapping the relationship between two variables and comparing the distance of the data points from the regression line. [36] For the purposes of this study, LR analysis was applied to predict overall satisfaction based on 15 independent variables/questions.
Artificial neural network modeling
A neural network classifier known as the multilayer perceptron was applied using the default setting in WEKA architecture. This default architecture uses back-propagation with one input layer, a single hidden layer, and one output layer. The input layer consisted of 14 input nodes (survey questions). WEKA then generated a hidden layer that included 8 neurons as shown in Figure 1 . The output layer predicts whether a respondent is satisfied or not satisfied, based on the inputs. The number of hidden layer neurons is generally determined based on trial and error. Similarly, there is no standard number of hidden layers. [37] Whereas several studies have demonstrated that one hidden layer is sufficient to model complex nonlinear patterns, others have argued that more hidden layers are preferable. [38] In this project, we found model performance was optimized with one hidden layer (models using 2, 3, and 4 layers were also tried).
Models performance evaluation measures
To evaluate model performance, we used the following metrics: prediction accuracy, sensitivity, specificity, and ROC plot. Prediction accuracy is calculated as: TP + TN/TP + TN + FP + FN Where TP, TN, FP, and FN refer to true positives, true negatives, false positives, and false negatives, respectively. Sensitivity is the probability of correctly identifying physicians who are satisfied. A higher sensitivity means a higher true positive rate and indicates that the model is better suited to detect satisfaction among physicians. Specificity is the probability of mistakenly identifying physicians who are not satisfied. A higher specificity means a lower false-positive rate and indicates the model is better suited to correctly detecting satisfied or dissatisfied physicians. The following are the equations used in this study, Sensitivity = TP/(TP + FN) Specificity = TN/(FP + TN). [39] Another useful method for evaluating model performance is the ROC curve, which is a plot of the true-positive rate (0-1.0; y-axis) versus false-positive rate (0-1.0; x-axis). A curve close to 1 indicates the model is a good fit for prediction. [40] 
Sensitivity analysis
Sensitivity analysis has been applied using the wrapperSubsetEval function in WEKA. In this way, we optimized the method for finding the most important factors influencing physicians' satisfaction with EMRs. [41] Here, ANN shows the relationship or correlation between the dependent variable and every single independent variable where all other variables are not held constant, on the other hand, regression shows the relationship or correlation between the dependent variable and an independent variable when all other variables are held constant. WEKA returns a list of the most influential factors for both classifiers in this study.
RESULTS
The purpose of this study was to find out which modeling method is a better predictor for physicians' satisfaction with their EMRs. We compared the results of an LR approach to those generated by applying ANN classifier. Input variables included the answers to 15 survey questions, derived from a DeLeon framework, that were designed to discover physicians' opinions about the quality of EMR system performance, the quality of the information provided by the system, and the quality of services provided during and after system implementation. In this work, WEKA was used with no modifications to its default properties for both LR and neural network.
We found that the neural network-based model better predicted overall physician satisfaction compared to LR [ Table 2 ]. Specifically, the neural network model showed higher accuracy (86.09% vs. 82.61%) than the LR model, and higher sensitivity (0.86 vs. 0.83). In addition, the false-positive rate was lower for the neural network model (0.39) versus LR (0.44). Finally, we found that the operating characteristic curve (ROC; a general metric of model performance) was more favorable (closer to 1) for neural network model (0.79) versus LR (0.76) when examining satisfaction outcome.
Using WEKA (wrapperSubsetEval function), we ran sensitivity analysis to show which variables according to how prominent each was as a predictor of overall physician satisfaction. The neural network selected seven attributes, and LR selected five attributes. There is no ranking involved. Both classifiers have presented the same four attributes that affect physicians' satisfactions, (1) the system is easy to use; (2) system performance is reliable; (3) the information is up to date; and (4) implementation process was acceptable. However, the neural network has identified three other attributes that LR ignored. The system is integrated with my workflow; systems features allow me to perform my work well, and the level of raining is acceptable. One factor identified by LR and ignored by neural network is information is available when needed. Table 1 summarizes the selection.
DISCUSSION
Although many studies have reported on physicians' satisfaction with their EMRs, nearly all have relied on traditional statistics based on linear modeling. In this research work, we have built to models using ANN and linear regression and compared their results to see which one a better fit for our problem under study is. We found out that the neural network did moderately better than LR.
In comparing the performance of both classifiers, we found that the neural network model was more accurate, sensitive, and has better specificity. For accuracy, 86% versus 82%, respectively, for ANN and LR. This is consistent with other studies comparing the two models. In one study, authors compared the performance of a neural network model versus LR in predicting satisfaction among patients hospitalized for lumbar disc herniation and found that the neural network model was (96%) accurate versus (94%) for LR. [42] In another study, a neural network model was more accurate in predicting the occurrence of acute pancreatitis (induced portal vein thrombosis): (87.7% vs. 78.5%) using LR. [43] And in a final, dramatic example, one study reported that a neural network model outperformed LR in predicting the accuracy of successful surgery for patients (95% vs. 41%). [44] However, one study found there is no difference in performance power between neural network and LR. [45] In our study, we found that sensitivity and specificity were better in the ANN model (86%; 83%) and (39%; 44%) than in the LR model, respectively. This aligns with another study in which the authors aimed to predict the development of acute graft-versus-host disease after stem cell transplantation. They found that sensitivity and specificity were better in the neural network model (83%; 86%) versus LR model (22%; 90%). [46] We also found that the neural network model performed better than the LR model in terms of ROC (0.79; 0.76), respectively. ROC is considered a major performance evaluation tool as it reflects model performance without considering class distribution or error cost. [47] Again, other studies have noted the superior performance of neural network models based on this metric. For example, one group reported that a neural network-based model for predicting kidney transplantation failure returned a ROC of 0.88, compared to an LR model who's ROC was 0.75. [48] In another study, a neural network-based model predicted the treatment outcome of chronic hepatitis C patients with a ROC of 0.85, higher than the LR model (ROC = 0.58). [49] The higher performance of the ANN model lends greater confidence to its outputs. In this case, the outputs are the list of factors that most influence physician satisfaction with their institution's EMR system. To understand the factors that are important in determining physician satisfaction; very few applied more sophisticated, nonlinear methods, such as machine learning models, to identify important factors. The latter approach is important in this case to see if data mining using machine learning can identify factors that traditional statistics such LR cannot discover. In our research, ANN has identified three factors affecting physicians' satisfactions LR ignored. The system is integrated with my workflow; systems features allow me to perform my work well, and level of raining is acceptable.
Nonlinear classifiers can capture the underlying complexity between patterns and relationships. ANNs can easily find the underlying rules by "learning" what drives physician satisfaction or dissatisfaction. The model achieves this by mapping the relationships between physicians' answers to the fifteen questions (independent variables) and their response to the overall satisfaction question (dependent variable). Answers are mathematically analyzed in a nonlinear fashion, i.e., no variable is constant, but rather, all variables are involved in the calculations at the same time. This is more aligned with the complex ways humans come to their conclusions; driving factors can often be surprising and/or nonintuitive as the relationship between factors and overall satisfaction is nonlinear. [50] Thus, a model like this can be critically important when trying to understand what drives opinions and relationships among people. For example, in one study, researchers were interested in how the extent to which hospitals invest in IT impacts hospital productivity. In this case, the results showed that productivity is also affected by other investments (non-IT labor and non-IT capital). The nonlinear relationships among these type of investments were exposed by this type of predictive analytics, and would arguably not have been identified through more traditional linear models. [51] ANNs use a series of internal weights and functions to define relationships between input and output variables. Some in the field raise concerns over the lack of transparency this approach lends to data analysis, especially compared to LR modeling in which it is relatively easy to trace the underlying equations. [45, 52, 53] The accuracy and value of neural network models have been demonstrated and validated extensively in the literature and across many different fields. Moreover, it is often the case that practitioners in the health-care sector are primarily concerned with actionable results. Software packages, like WEKA, make it possible for decision-makers to more easily identify where the greatest potential for change lies. Thus, there is growing potential for approaches like these in the future, as even nontechnical personnel can gain tremendous benefit. [54] 
CONCLUSION
Our neural network classifier highlighted three areas affecting physician satisfaction that LR ignored: (1) system integration with workflow; (2) system features supporting physicians' work; and (3) training level. Thus, in this hospital, and for this specific EMR system, improvements in these three areas should be considered when trying to improve physician satisfaction. One recent report from the RAND Corporation suggests physicians at other institutions may feel similarly. [55] However, more work is needed to be able to understand whether these factors are common across hospitals and/ or EMR systems. The particular impact of the results of the present study is that the neural network modeling approach can be easily adapted at almost any institution. Thus, we hope that this work will encourage more studies of physicians' satisfactions with their EMR systems, particularly those applying more complex analysis through machine learning algorithms to more clearly reveal nonlinear relationships. This information can be critical for hospital personnel who are trying to develop more efficient and focused efforts with a high likelihood of success. Moving forward, such efforts will be key to enhancing the implementation and adoption of EMR systems worldwide.
