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 1 INTRODUCTION 
Over four-fifths of the world merchandise trade are 
carried by sea (United Nations, 2015). This high-
lights the significance of ships in the global goods 
transportation system. Meanwhile, the current finan-
cial situation of the shipping industry, certainly not 
aided by the drop in oil prices, has led to a drop in 
chartering rates. More so, the global merchant fleet 
has an average age of almost 20 years (United Na-
tions, 2015). With profit margins shrinking and av-
erage vessel age rising, it is clear that a high level of 
optimisation is required for the vessel operation to 
remain sustainable and profitable.  
2SWLPLVDWLRQ RI PDFKLQHU\ FRPSRQHQWV¶ PDLQWH
nance can majorly contribute to the sustainability 
and profitability of a vessel. Specifically, this opti-
misation concerns the selection of aspects from both 
preventive and reactive (run-to-failure) maintenance 
for uptime maximisation and cost minimisation. In 
the former maintenance type, availability and relia-
bility are kept high; albeit compromising with high 
part-replacement costs and increased (planned) 
downtime due to relevant replacement work. In the 
latter maintenance type, the profit obtained through 
the decreased planned maintenance actions is coun-
terbalanced by the high cost ± both in time and in fi-
nancial sense ± of replacement after a component 
fails completely. An optimised maintenance scheme, 
usually called Predictive Maintenance (PdM), aims 
to combine the best aspects of preventive and reac-
tive in order to suggest maintenance actions at the 
right time and offer the greatest gains in terms of 
cost and time.  
Predictive maintenance requires some form of in-
put in order to be able to deduce whether mainte-
nance is at that time required and, if not, forecast 
when it will be. Past research (Wang et al., 2015, 
Wang et al., 2016b, Rashid et al., 2016) has shown 
that vibration measurements from machinery com-
ponents can accurately convey the condition of a 
component after suitable analysis of the acquired 
signals. 
While Predictive maintenance is widely used in 
other fields such as nuclear power production and 
aerospace, there are not many applications in the 
marine field. In the marine field, most maintenance 
actions are performed based on Original Equipment 
0DQXIDFWXUHUV¶ 2(0 UHFRPPHQGDWLRQV LH D
form of Preventive maintenance.  
Hence, this paper aims to present the develop-
ment of an integrated framework concerning firstly 
the storage and suitable processing of vibration data 
and secondly the training of appropriate models for 
the condition monitoring of marine machinery. 
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vation of research. Section 2 refers to the research 
background, including a summary of maintenance 
types and an overview of past research on machinery 
condition monitoring. Section 3 elaborates on the 
proposed methodology concerning the data pro-
cessing and storage as well as model training. Sec-
tion 4 details the setup of two case studies used to 
validate the proposed methodology. Section 5 pre-
sents and discusses the results obtained through 
these case studies. Finally, in section 6, overall con-
clusions are provided along with further research 
steps. 
2 RESEARCH BACKGROUND 
In general, three types of maintenance are applicable 
for machinery applications: reactive, preventive, and 
predictive or condition-based. 
Reactive maintenance concerns maintenance that 
is only performed following the complete failure of 
a component. At that point, no repairing is possible 
and the component is replaced by a new one (Mo-
hanty, 2015). This method of maintenance provides 
the longest time between shutdowns but failures are 
catastrophic and can possibly affect multiple com-
ponents and/or machines (Randall, 2011). Hence, re-
active maintenance is mainly applied to relatively 
not expensive and non-critical machines or where 
redundancies exist.  
Preventive maintenance refers to maintenance 
that happens at a fixed frequency, usually following 
Original Equipment Manufacturer (OEM) recom-
mendations. As preventive maintenance generally 
aims to provide maintenance intervals such that no 
more than a 1-2% probability of experiencing ma-
chinery failures, the vast majority of machines 
would be able to continue working without mainte-
nance for two or three intervals (Neale & Woodley, 
1978). This has been shown to cause reduced morale 
in maintenance ZRUNHUVDQGLQWURGXFHLQFUHDVHG³LQ
IDQWPRUWDOLW\´LQPDFKLQHVGXHWRIDXOWVWKDQZRXOG
otherwise have been avoided (Randall, 2011). 
Predictive maintenance provides a more intelli-
gent method of maintenance planning. There, pre-
sent and past condition of each component is taken 
into consideration in order to offer bespoke mainte-
nance scheduling for each component and each ma-
chine. Predictive maintenance requires a higher ex-
penditure at installation but over an extended period 
of time, becomes more economical that preventive 
or reactive maintenance. Especially in industries 
where machines are expected to run for long periods 
without any shutdowns, it was shown that predictive 
maintenance can reduce relevant costs by up to 65% 
(Neale & Woodley, 1978). Jardine et al. (2006) pro-
vide an overview of diagnostics and prognostics 
methods applicable to predictive maintenance.  
In order to estimate past and present condition of 
components and machines, different types of meas-
urements are acquired and processed. Depending on 
the application and the data available, the main types 
of input data considered are the following: vibration 
measurements; acoustic measurements; oil/debris 
analysis; corrosion (thickness) measurements; ther-
mography; motor current signature analysis; and 
performance monitoring (Scheffer & Girdhar, 2004, 
Mohanty, 2015).  
2.1 Maintenance in the maritime sector 
In sectors such as defence, aviation, manufacturing, 
automobile and nuclear power production, mainte-
nance focus has recently shifted from reactive to 
preventive/predictive (Lazakis et al., 2010). 
Ship maintenance amounts to 10-15% of the 
shipping company direct operating costs (Stopford, 
2008). However, in the maritime sector, ship 
maintenance has been considered an area of needless 
expenditure and advanced monitoring methods have 
not yet been applied to a large extent (Lazakis & 
Olcer, 2015). 
Nevertheless, some attempts towards predictive 
maintenance in shipping have been made in the past 
few years. For example, Chandroth (2004) proposed 
a system where vibration data are combined with 
cylinder pressures for the condition monitoring of a 
main engine. Accordingly, Lus (2013) suggested a 
methodology for the monitoring of high-speed diesel 
engines using vibration data from valve gear mecha-
nisms and fuel systems. Furthermore, guidelines on 
vibration monitoring have been proposed by relevant 
maritime bodies (Reed et al., 1987, Det Norske 
Veritas, 2011). 
2.2 Vibration monitoring of machinery 
Vibration-based condition monitoring is a well-
studied topic with multiple research publications. 
Randall (2011) provides an overview of vibration 
monitoring methods including signal processing and 
diagnostics methods. Ruiz-Carcel et al. (2016) pro-
posed a method of merging process and vibration 
data in order to detect mechanical faults in machin-
ery working under variable conditions. Al-Badour et 
al. (2011) proposed an analogous method of combin-
ing vibration measurements from multiple sensors 
for the condition monitoring of electric motors. 
Egusquiza et al. (2015) described a method of com-
bining acceleration and pressure measurements with 
operational data for the condition monitoring of 
pump-turbines. Yin & Hou (2016) and Widodo & 
Yang (2007) both presented an overview of Support 
Vector Machine (SVM) techniques for fault diagno-
sis and monitoring in engineering applications.  
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Figure 1. Database visual representation. 
3 SUGGESTED METHODOLOGY 
The methodology elaborated in this paper concerns 
a) the design of a database for suitable storage of 
measurements obtained from ship machinery for 
condition monitoring purposes and b) the use of 
stored measurements for the detection of incipient 
faults and anomalies.  
3.1 Data storage 
For the design of the database, the nature of each 
measurement (vector vs. scalar) as well as any par-
ticular data access needs are considered. Based on 
these, a database based on the schematic shown in 
Figure 1 was designed. 
At top-level, data are classified by vessel¶V IMO 
number. As each component has a unique ID that is 
included in each measurement file, machinery com-
ponents are then classified by ID. At the same time, 
the component name is stored in a string to simplify 
data retrieval and lookup by name. As this database 
was designed to accommodate any kind of meas-
urement relating to machinery condition monitoring, 
the next level stores the measurement type. Possible 
types include temperature, ultrasonic and vibration 
measurements. Depending on the properties of each 
component, vibration measurements are either rec-
orded in velocity or acceleration units. Next, the lo-
cation of each measurement is noted. Measurements 
in different locations and directions are considered 
for each component/machine. For example, in the 
case of a main engine, as depicted in Figure 2, 
measuring points fore and aft of the engine, as well 
as port and starboard are considered. Accordingly, in 
the case of diesel generators or pumps, measure-
ments at both free ends as well as the shaft coupling 
are considered. Additionally, in the case of vibration 
measurements, at each location measurements in 
various directions (i.e. vertical, horizontal and/or ax-
ial) are acquired. For each location and direction, the 
timestamp of each measurement is stored along with 
the sampling frequency units (important especially 
in the case of acceleration measurements where both 
m/s2 DQG³J´XQLWVDUHDFFHSWDEOHDQGDYHFWRUWKDW
contains the actual measurements obtained. 
The proposed hierarchical database structure sim-
plifies data access for both plotting and model train-
ing. 
3.2 Data pre-processing 
Acquired data need to be pre-processed before being 
used for model training. Pre-processing is currently 
a hot topic in data mining and predictive analytics, 
with cutting edge research focusing on optimised 
pre-processing algorithms (Garcia et al., 2015). 
As an alternative to advanced algorithms, some 
visual red flags for determining whether a dataset 
requires pre-processing have also been proposed, 
e.g. as shown in Table 1.  
If any measurement data points are originally 
missing or eventually get discarded due to a red flag, 
these points can be accordingly substituted. A num-
ber of methods for treating these data points exist 
(Kotsiantis et al., 2006, Lakshminarayan et al., 
1996). A straight-forward approach is to completely 
discard any instance that contains a missing feature. 
Alternatively, any missing feature can be replaced 
by the mean or mode (i.e. most commonly found) 
value of that feature, taking into consideration the 
whole dataset. Another proposed method concerns 
the training of a regression/classification model us-
ing the remaining dataset points as training input and 
using all known instance features as model input so 
that the unknown feature value is obtained as model 
RXWSXW )LQDOO\ WKH ³KRW GHFN LPSXWDWLRQ´ PHWKRG
concerns the identification of the most similar in-
stance and substituting the unknown feature value 
with that of the identified instance. 
If the acquired dataset is imbalanced and there 
exist over-represented or under-represented classes, 
either under-represented data points can be duplicat-
ed or over-represented data points can be removed 
(Kotsiantis et al., 2006). 
 Table 1.  Examples of data pre-processing red flags 
(Kotsiantis et al., 2006). 
Problems Metadata Examples/Heuristics 
Illegal values Cardinality e.g., cardinality (gender) > 
2 indicates problem 
Max, min Max, min should not be 
outside permissible range 
Variance, 
deviation 
Variance, deviation of 
statistical values should 
not be higher than 
threshold 
Misspellings Feature 
values 
Sorting on values often 
brings misspelled values 
next to correct values 
 
The suggested methodology concerning the pre-
processing of the acquired and stored data follows 
Table 1.  
As all recorded values either contain measured 
numerical values of descriptions in short-text form, 
there is no expectation of cardinality issues.  
Range issues can sometimes be expected in ma-
chinery condition monitoring applications, especial-
ly when sensors malfunction or function outside 
their operational range. Depending on the context of 
each measurement, determining an expected meas-
urement range and discarding any outlying values is 
possible. 
Another way of determining whether a measure-
ment should be discarded is by observing specific 
values along with the general trend observed and 
comparing with the expected process speed. Accord-
ingly, the variance of each feature was calculated 
and compared to a pre-decided threshold. 
Finally, in the case of measurement location and 
direction fields, a closest-match algorithm was de-
signed to mitigate against misspellings. Using this 
algorithm, instead of creating a new location record 
for each misspelling, the data is stored in the closest 
match. This is based on the fact that measuring 
points are predefined in the sense that the location is 
defined by a number as shown in Figure 2 and the 
direction by the letters x, y or z. As such, the algo-
ULWKPFDQHDVLO\PDSHJ³3± ]´WR³]´ 
3.3 Feature extraction  
Vibration measurements are high-frequency time-
domain measurements acquired either constantly or 
intermittently at intervals that depend on the critical-
ity and specific properties of each component 
(Randall, 2011). While in some cases measurement 
intervals can be obtained empirically, novel model-
based approaches have also been proposed (Sherwin 
& AlǦNajjar, 1999). 
An inherent difficulty of vibration monitoring is 
the need to map a significantly large time-series (e.g. 
a 10-second recording at 100 kHz sampling rate cor-
responds to 1 million points) into some quantity than 
can be easily managed and stored. At the same time, 
this quantity needs to be a metric that accurately 
conveys the condition of a component. 
Multiple such metrics have been proposed, with 
the most pertinent to machinery condition monitor-
ing assembled in Table 2 (Kharce & Kshirsagar, 
2014, Lamraoui et al., 2015, Pascual, 2015, Wang et 
al., 2015). These metrics (features) are divided first-
ly into those that take as input the time-domain sig-
nal and those that first require a transformation to 
frequency-domain. In the notation followed in Table 
2, x corresponds to the time-series measurement, 
with xi referring to the i-th element of x. According-
ly, fi and pi respectively correspond to the i-th fre-
quency and amplitude of the frequency-domain 
transformation. 
3.4 Dimensionality reduction 
In general, the number of available training samples 
(N) should exceed the number of features (L) as the 
complexity of a model cannot exceed the complexity 
of the training dataset. Depending on the application, 
WKHIHDWXUHV¶QDWXUHDQGVSHFLILFDVVXPSWLRQVGLIIHU
ent N/L ratio recommendations are provided in liter-
ature (Foley, 1972, Hua et al., 2005). 
Often, the derived features are not linearly uncor-
related, i.e. one depends on another or both depend 
on the same variables. In such cases, dimensionality 
reduction techniques, such as Principal Component 
Analysis (PCA) are applied (Skittides & Früh, 2014, 
Wang et al., 2016a). 
PCA provides the orthogonal transformation of 
possibly correlated variables into a set of linearly 
uncorrelated ones (principal components). To per-
form PCA on a given dataset, the following steps are 
required (Maimon & Rokach, 2010, Smith, 2002): 
1. The mean of each data dimension is calculated 
and subtracted from the original dataset in or-
der to obtain the adjusted dataset. 
2. 7KHGDWDVHW¶V FRYDULDQFHPDWUL[ܥ is calculat-
ed. 
3. Eigenvalues and unit eigenvectors of the co-
variance matrix ܥ are calculated. 
4. Eigenvectors are sorted by eigenvalue, highest 
to lowest. A number n of features is selected 
based on the explained variance ± complexity 
trade-off and a feature vector is obtained by 
combining the first n eigenvectors. 
5. The post-PCA dataset matrix is obtained by 
multiplying the transpose of the feature vector 
by the transpose of the adjusted dataset matrix. 
 
 Table 2.  Time-domain and frequency-domain fea-
tures extractable from vibration datasets (Kharce & 
Kshirsagar, 2014, Lamraoui et al., 2015, Pascual, 
2015, Wang et al., 2015). 
  Feature Definition 
Tim
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Root mean square ܴܯܵ ൌ ൭ ?݊෍ ݔ௜ଶ௡௜ୀଵ ൱
ଵଶ
 
Mean value ݔҧ ൌ  ?݊෍ ݔ௜௡௜ୀଵ  
Root value ܴݒ ൌ  ൭ ?݊෍ȁݔ௜ȁଵଶ௡௜ୀଵ ൱ଶ 
Standard deviation ܵݐ݀ ൌ  ൭  ?݊ െ  ?෍ሺݔ௜ െ ݔҧሻଶ௡௜ୀଵ ൱
ଵଶ
 
Kurtosis value ܭݑݒ ൌ   ? ሺݔ௜ െ ݔҧሻସ௡௜ୀଵሺ݊ െ  ?ሻ ൈ ܵݐ݀ସ 
Skewness value ܵ݇ݒ ൌ   ? ሺݔ௜ െ ݔҧሻଷ௡௜ୀଵሺ݊ െ  ?ሻ ൈ ܵݐ݀ଷ 
Peak value ܲݒ ൌ  ? ?ሺሺݔሻ െ ሺݔሻሻ 
D
im
en
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Crest factor ܥ݂ ൌ ܲݒܴܯܵ 
Shape factor ݄݂ܵ ൌ ܴܯܵݔҧ  
Impulse factor ܫ݂݉ ൌ ܲݒݔҧ  
Clearance factor ܥ݈݂ ൌ ܲݒܴݒ 
Skewness factor ݂ܵ݇ ൌ ܵ݇ݒܴܯܵଷ 
Kurtosis factor ܭݑݒ ൌ ܭݑݒܴܯܵସ 
Freq
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Mean frequency ܯ݂ ൌ ෍ ݌௜ܰ௡௜ୀଵ  
 Frequency centre ܨܿ ൌ  ? ௜݂ ݌௜௡௜ୀଵ ? ݌௜௡௜ୀଵ  
 Root mean square 
frequency ܴܯ݂ܵ ൌ ቆ ? ௜݂ଶ݌௜௡௜ୀଵ ? ݌௜௡௜ୀଵ ቇଵଶ 
 Root variance fre-
quency ܴݒ݂ ൌ ቆ ? ሺ ௜݂ െ ܯ݂ሻଶ݌௜௡௜ୀଵ  ? ݌௜௡௜ୀଵ ቇଵଶ 
 
By only retaining a number of features, the di-
mensionality of the modelling is reduced providing a 
basis for better results given a limited amount of 
samples n. Nevertheless, at the same time there ex-
ists the inherent trade- off of some variance from the 
dataset being lost. As such, an optimal number of 
principal components should be selected so that 
PRVW RI WKH GDWDVHW¶V YDULDQFH UHPDLQV H[SODLQHG
while the total number of features is reduced. 
3.5 Classifier training 
Once a number of principal components are derived 
through PCA, these are used to train a classifier 
model that is expected to be able to discern between 
two classes of data: healthy and faulty. Neural Net-
works (NN), Support Vector Machines (SVM) and 
Decision trees are the most common algorithms used 
for classification based on machine learning. 
One of the most important advantages of SVM 
compared to other pertinent algorithms is its suitabil-
ity when treating small datasets (Yin & Hou, 2016). 
SVMs are based on Structural Risk Minimisation 
(SRM) that leads to balancing model complexity 
against overfitting (Vapnik, 1989). Another ad-
vantage is that any minimum achieved through SVM 
will be a global minimum, something that is not 
necessarily true when treating NN minima.  
SVMs aim to create a separating hyperplane that 
is able to classify input data as either positive 
(healthy in the case of CM) or negative (i.e. faulty). 
This can either be done linearly or through a non-
linear kernel function. In the case of non-linear ker-
nel functions, input data are mapped to a high-
dimensional feature-space where linear classification 
is possible. 
The exact mathematical formulation of SVM is 
not elaborated in this paper but the reader can refer 
WRHLWKHU9DSQLN¶VRZQZRUN(Vapnik, 1989) or any 
book in Data Mining, e.g. Maimon & Rokach 
(2010). 
4 METHODOLOGY APPLICATION 
In this section, two case studies are presented. The 
first concerns database design and data storage. For 
this, vibration measurements from ship machinery 
acquired in the framework of EU FP7 INCASS (In-
spection Capabilities for Enhanced Ship Safety) pro-
ject measuring campaign are parsed and stored. The 
second case study treats the subject of anomaly de-
tection through the training of a suitable classifier. 
For this, wind turbine gear vibration measurements 
are used. Both case studies were tested in MATLAB 
environment.  
4.1 Case study I (Data storage) 
This case study involves the parsing and storing of 
vibration measurements acquired on board a tanker 
vessel and a containership as part of INCASS pro-
ject measuring campaigns (Raptodimos et al., 2016). 
Table 3 contains the description of the machinery 
considered in this case study. For each machinery 
system, measurements in multiple directions were 
acquired. As an example, the measuring points for a 
main engine are shown in Figure 2. 
Measurement datasets are contained in Machinery 
Condition Monitoring (MCM) files. MCM files are 
based on the xml structure and were developed by 
the INCASS consortium to provide a streamlined 
method of recording and exchanging machinery 
condition monitoring datasets (Taheri et al., 2015). 
In order to access and store the datasets contained 
in MCM files, an .xml parser fine-tuned to the re-
quirements of MCM format was designed.  
 
  
Figure 2. Main engine measuring points. 
 
Table 3.  Ship machinery considered in case study 1. 
Machine 
description 
Tanker 
Vessel 
Containership 
S.W. pump x x 
C.F.W. pump x x 
Diesel generator x x 
Air compressor x x 
Main engine x x 
Air blowers x x 
F.D. fan x  
F.O. purifier x  
L.O. purifier x  
L.O. boost pump x  
Bilge pump  x 
4.2 Case study II (anomaly detection) 
The second case study involves the validation of the 
anomaly detection methodology using radial vibra-
tion measurements from a 3 MW wind turbine pin-
ion gear, as suitable data from a ship machinery ap-
plication were not available. Two datasets were 
provided, all obtained from wind turbines of the 
same type and model. One dataset included vibra-
tions on 11 occasions from a pinion that proved to 
be faulty and the other dataset measurements on 13 
occasions from pinions that were assumed as 
healthy. This dataset is suitable for the evaluation of 
the classifier methodology proposed above.  
The provided datasets were both observed to be 
clean (i.e. without corrupt or inaccurate points), thus 
no pre-processing was required. Features were de-
rived as per Table 2 and then PCA was performed to 
reduce the number of features required for training. 
SVMs with different kernel methods were trained 
and compared. 
As only a limited amount of data was available, 
splitting the dataset into training, validation and test-
ing sub-datasets was impractical. Instead a cross val-
idation scheme was applied to evaluate the sound-
ness of the methodology. In cases of limited 
datasets, the leave-one-out cross validation tech-
nique is generally proposed (Wong, 2015). Leave-
one-out cross validation is a special case of k-fold 
validation where the number of folds equals the 
number of available samples (i.e. the number of 
measurement occasions in this case).  
 
Figure 3. Database snapshot, showing component names (row 
3) and IDs (row 1). 
5 RESULTS 
This section presents the results obtained through the 
two case studies described above. For the data stor-
age case study, snapshots of the database are provid-
ed. Additionally, some results concerning the time 
requirements of MCM parsing along with compres-
sion capabilities of the database are shared. For the 
anomaly detection case study, results from the PCA 
are presented, along with results obtained through 
the trained classifier. 
5.1 Case study I (Data storage) 
Parsing a full set of machinery measurements on 
board a vessel lasted approximately 300 seconds. At 
the same time, measurements with a file-size of al-
most 300 MB were stored in a 50 MB database. 
In Figures 3 and 4, snapshots from the database 
are shown. In Figure 3, recordings are presented at a 
component level, with each column corresponding to 
a different component and each row corresponding 
to different bits of information. Row 1 contains the 
component ID and row 3 the relevant component de-
scription/name. Row 2 leads to the next database 
level, i.e. measurement type. In Figure 4, a lower 
level is presented. There, a specific component ID, 
measurement type and measurement loca-
tion/direction have been selected. Hence, at this 
point, each column refers to a different time-
instance. Row 1 contains the time-stamp of the re-
cording, row 3 contains the sampling rate used and 
row 4 corresponds to the units of the measured sig-
nal.  
This case study showcased an optimised data 
storage methodology, obtaining an 85% decrease in 
file size. At the same time, measurements are easily 
accessible for model training and plotting. 
  
Figure 4. Database snapshot, showing measurement 
timestamps (row 1), frequency (row 3) and units (row 4). 
Measurement vector in row 2. 
5.2 Case study II (anomaly detection) 
Performing PCA on the acquired dataset, it was ob-
served that several features were highly correlated 
and that a limited amount of principal components 
sufficed to accurately describe the initial dataset. 
This can be observed in the Pareto chart shown in 
Figure 5. A single principal component explained 
over 70% of the dataset variance, whilst considering 
three features, over 95% of the original variance was 
explained. All SVM where trained using the first 
three principal components. 
 
 
 
Figure 5. Variance explained vs. number of principal compo-
nents. Bars show the variance explained by the i-th component 
while the solid line demonstrates cumulative variance. 
 
Table 4.  Results obtained through the evaluation of 
different SVM kernels. 
SVM Kernel Accuracy attained 
Linear 58.3% 
Quadratic 91.7% 
Cubic 95.8% 
 
Following this, SVMs based on different kernels 
were trained and evaluated. The results obtained are 
presented in Table 4. Cubic SVM presented the best 
results overall, achieving a 95.8% accuracy. 
The results obtained through the trained model 
are also depicted in Figure 6 in the form of a scatter 
plot. 
This case study demonstrated that accurate mod-
els for machinery fault detection can be trained us-
ing support vector machines. Of special note is the 
fact that no prior knowledge of the machinery exam-
ined was required as input apart from vibration 
measurements.  
 
 
Figure 6. Performance of Cubic SVM classifier. 
6 CONCLUSIONS 
This paper aims to present a framework for the stor-
age, pre-processing and suitable processing of vibra-
tion measurements for anomaly detection in ship 
machinery. First, an overview of the current state of 
research in the field of maritime maintenance and 
condition monitoring was provided. Then, proposed 
methodology was elaborated and validated through 
two case studies. These case studies respectively 
concerned data storage and model training for fault 
detection.  
In conclusion, future research steps include fur-
ther development of the anomaly detector/classifier 
so that the discernment between different faults is 
possible. In addition, the development and imple-
mentation of a Decision Support System providing 
guidance with regards to the selection of optimal 
maintenance actions is proposed. Moreover, the 
methodology will be further validated by repeating 
case study II using suitable data from ship machin-
ery. Additionally, the use of performance alongside 
vibration measurements will be considered to allow 
for accurate monitoring under variable operating 
conditions. 
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