Recently, the QCD renormalization group (RG) equation at higher orders in MSlike renormalization schemes has been solved for the running coupling as a series expansion in powers of the exact 2-loop order coupling. In this work, we prove that the power series converges in this class of schemes to all orders in perturbation theory. Solving the RG equation at higher orders, we determine the running coupling as an implicit function of the 2-loop order running coupling. Then we analyze the singularity structure of the higher order coupling in the complex 2-loop coupling plane. This enables us to calculate the radii of convergence of the series solutions at the 3-and 4-loop orders as a function of the number of quark flavours n f . In parallel, we discuss in some detail the singularity structure of the MS coupling at the 3-and 4-loops in the complex momentum squared plane for 0 ≤ n f ≤ 16. The relation between the singularity structure of the running coupling in the complex momentum squared plane and the convergence radius of the series solution is established. For sufficiently large n f values, we find that the series converges for all values of the momentum squared variable Q 2 = −q 2 > 0. For lower values of n f , in the MS scheme, we determine the minimal value of the momentum squared Q 2 min above which the series converges. We compare this scale, in the n f = 3 case, with the infrared boundary of perturbative QCD determined within different nonperturbative approaches.
Introduction
It is known that the QCD running coupling at the 2-loop order in MS-like (massless) renormalization schemes can be solved explicitly as a function of the scale in terms of the Lambert W function [1, 2, 3] . The Lambert W function is the multivalued solution of
Minkowskian observables within APT [27, 28] (see also [23] ). In practice, the first few terms in series (3) give the excellent approximations to the coupling even in the infrared region [27, 28] The main purpose of this paper is to present a detailed mathematical investigation of the series (3) . In section 2, we discuss in some details the singularity structure of the MS coupling in higher orders in the complex Q 2 plane. In particular, we determine the locations of the Landau singularities of the coupling (at the 3-and 4-loops) as a function of n f for the n f values into the range of validity of the asymptotic freedom of QCD. Similar investigations have been previously undertaken by the authors of [29, 30] using a different technique whose work does not overlap the material in section 2 to a marked extent. In section 3, we prove that the series (3) in the MS-like renormalization schemes has a positive radius of convergence to all orders in perturbation theory. In the proof we follow the methods of the analytical theory of differential equations. In section 4, we solve a higher-order RG equation for the running coupling implicitly as a function of the 2-loop running coupling. By means of the obtained transcendental equation we determine the analytical structure of the higher order coupling in the complex 2loop coupling plane. As a result, we analytically determine the radii of convergence of series (3) at 3-and 4-loops as a function of n f . We confirm the obtained results by the independent numerical study. In section 5, we determine the convergence region of the series solution with respect to the momentum squared variable Q 2 . For sufficiently large n f values (n f ≥ 14 in the MS scheme), we find that the series converges for all Q 2 > 0. While for the lower n f values, we determine the minimal value Q 2 min above which the series converges. We compare this scale, at n f = 3, with various nonperturbative estimates for the infrared boundary of perturbative QCD suggested in the literature. Our conclusions are given in section 6.
2. The analytic structure of the coupling to higher orders In our notation the RG equation, to the kth order, reads
The running coupling satisfies the normalization condition α s (µ 2 ) = g 2 /(4π), where µ is the renormalization point and g is the gauge coupling of QCD. In the class of schemes where the β-function is mass independent β 0 and β 1 are universal
The results for the coefficients β 2 and β 3 in the MS scheme can be found in [31] and [32] β 2 = (4π) −3 (2857/2 − 5033n f /18 + 325n 2 f /54) (6) 
here ζ is the Riemann zeta-function (ζ 3 = 1.202056903...).
In this section, we will determine the location and structure of the Landau singularities of the coupling at 3-and 4-loops in the Q 2 plane. As we shall see, there is a close relation between these singularities and the convergence properties of the series (3) . For convenience, we shall reproduce part of the results of [29, 30] using another technique. However, we also give some new results which will be used in the sequel. For low n f values, our results differ somewhat from of those of [29, 30] : we shall accept a different criterion for the analytical continuation in the complex coupling plane. Furthermore, we shall discuss the 4th order case in more detail. Let us first give some familiar aspects of the RG equation in the way we prefer to formulate it. It is more convenient to introduce the dimensionless variable u = Q 2 /Λ 2 and a modified running coupling, a s (u) = β 0 α s (Q 2 ), satisfying the RG equation
whereβ (k) (a s ) = β 0 β (k) (a s /β 0 ) and b n = β n /β n+1 0 . Changing the variable according to t = ln(u), we rewrite (8) 
whereã s (t) ≡ a s (exp(t)). Suppose that the solution to (8) a s (u) has a singularity in the complex u-plane at some finite point u = u L , i.e. a s (u) → ∞ as u → u L . It follows then from the differential equation (8) that
L . However, to specify the existence as well as positions of the singularities a detailed investigation is required in each order of perturbation theory.
Let us integrate (9) for sufficiently large real positive values of t in the neighborhood of a real point t 0
this can also be written
where T (k) 1 (a) is a regular at zero function T (k)
here the integration constant has been redefinedt 0 = t 0 − 1/a 0 − b 1 ln(a 0 ). To determine the integration constant, we will assume the conventional definition of the scale Λ parameter [33] . By this convention the term proportional to 1/ln 2 (u) in the asymptotic expansion of a s (u) at large u must be suppressed. This gives the conditioñ
with this choice (11) reads
We could write in place of (14) another but related formula [34] 
whereβ (2) (a) is the 2-loopβ-function. The function T (k) (a) can be expressed in terms of the elementary functions. In the 3-loop case, we obtain
where
here
In the 4-loop case, we find
where a i (i=1..3) are non-trivial zeros of theβ function i.e. roots of the algebraic equation, for k = 4,
b n a n = 0,
and
is a cyclic permutation of (1, 2, 3). In the MS scheme, for 0 ≤ n f ≤ 7 and at k = 4, equation (19) has one negative real root a 1 < 0 and a pair of complex conjugate roots a 2 =ā 3 (see table 3 ). We will assume that Im(a 2 ) < 0. Using condition (13), we may rewrite equation (18) , for 0 ≤ n f ≤ 7, into more convenient form
where T
1 (a) is a regular at zero function T
Equation (20) derived for real positive values of a may be continued analytically in the complex a-plane choosing the relevant branches for each elementary function on the right hand side. In the 4-loop case for 8 ≤ n f ≤ 16, equation (19) has three real roots: see table 4 ). Let a be positive lying in the interval 0 < a < a 2 . Formula (18) may now be rewritten, for 8 ≤ n f ≤ 16,
the analytical continuation for complex values of a can be easily performed assuming that each logarithm on the right of (22) have its principal value. We may determine the analytical continuation of the coupling starting from the implicit solution (10) . Discussion of the analytical properties of a s (u) is thus seen to require simultaneous study of the analytical properties of the inverse function t = T (k) (a) in the complex coupling plane. The one-valued branch of this function may be defined in the cut complex a-plane choosing the cuts carefully. The physical branch may be determined from the requirement that the branch yields a real positive t for real positive and sufficiently small values of a. It is convenient to determine the analytical continuation of T (k) (a) starting directly from the integral representation (10) . The integral there should be regarded as a line integral in the complex a-plane. The line must be deformed to avoid singularities of the integrand. The configuration of the branch cuts will depend on the integration path chosen. It is seen from (11) that T (k) (a) as a function of a has a simple pole as well as a logarithmic branch point at a = 0. In addition, there are logarithmic singularities determined as solutions to the algebraic equation (19) . In the 3-loop case (in the MS scheme), equation (19) has a pair of complex conjugate roots for 0 < n f ≤ 5, and it has two real (positive and negative) roots for 6 ≤ n f ≤ 16 (see tables 1 and 2). The situation in the 4-loop case has been already discussed above. In all these cases, we must make a branch cut along the negative a-axis {a : −∞ < a < 0} corresponding to the logarithmic branch point at zero.
In the cases, where there is a pair of complex conjugate branch points (say a 1 and a 2 in the 3-loop case) we must choose additional branch cuts. One possibility is to choose the cuts parallel to imaginary axis (see figure 1 (a)), so that the branch points are connected by the cut through the infinity. For example, in the 4-loop case, these cuts can be defined as is shown in figure 1 
, Re(a) = Re(a 2 )}. Then the analytical continuation of T (k) (a) in the cut complex a-plane will be uniquely determined, if we require that T (k) (a) is real for a real positive and sufficiently small values of a. Note that this possibility for choosing of the cuts is not unique. We could, for example, choose the cuts along straight lines connecting the complex conjugate branch points to the origin. Nevertheless, former possibility (which we accept in this paper) seems to be preferable: with this choice t as a function of the phase of a will be continuous in the neighborhood of a = 0 with the exception of the cut along the negative a-axis.
Consider now the cases with real roots. Let a 1 be the negative root, and a 2 be the positive one (in the 4-loop case a 2 is the smallest positive root). The branch cuts then can be chosen along the real intervals {a : −∞ < a < 0} and {a : a 2 < a < ∞} (see figure 1(b) ). The requirement that T (k) (a) is real in the real interval a ∈ (0, a 2 ) is sufficient to determine the physical branch. We now may analyze the singularity structure of the running coupling a = A(t) ≡ a s (u) in the complex t-plane, and hence in the complex u-plane too. Evidently, the singular points are determined by the limiting values of the function T (k) (a) as a tends to infinity ‡. In general, the limit may depend on the way along which a tends to infinity. Consider, for example, the 3-loop case for 6 ≤ n f ≤ 16. We start from formula (16) . Let a be a point in the complex plane a = |a|e iδ , where δ is the phase of a. The analytical continuation to this point gives
where χ(a) = b 2 a 2 + b 1 a + 1 (b 2 < 0), and δ i (i = 1, 2) denote the increments of the arguments of (ã − a 1 ) and (a 2 −ã) asã goes from 0 to the point a along a contour Γ: δ 1 = ∆ Γ arg (ã − a 1 ) and δ 2 = ∆ Γ arg(a 2 −ã). We can now calculate limiting values of T (k) (a) as a tends to the upper or lower side of the branch cuts along the real axis determined by
where ǫ → 0 + is assumed. Taking into account (23) and (24) , we may easily calculate the limits of T (3) (a) when a goes to infinity along the upper or lower side of the right (left) cut. One may confirm that the result will be the same regardless of the branch cut chosen. It only depends on the side of the cut, t
± (n f ) = lim a→∞ T (3) (a ± ıǫ) = lim a→−∞ T (3) (a ± ıǫ), and is given by, for 6 ≤ n f ≤ 16, 
It is now sufficient to show that the obtained limits do not depend on the special choice of the path in the complex a-plane. To see this, let us take the contour integral in (15) along a closed contour chosen as follows. Let the contour consists of two different curves with common starting point at zero. Let both contours lie in the upper (lower) complex plane and are being connected by the arc of a circle with centre at zero and radius R.
The integrand has no singularity inside the contour, and the value of the integral is therefore zero (the Cauchy's theorem). Consider the limit when the radius of the circle tends to infinity. Then the integral along the arc tends to 0. So that the integrals along the two different curves tend to the same limit. Thus the result stated follows. It is important to determine whether or not the singular points t (k)
± (n f ) are located inside the strip −π < Im(t) ≤ π. The strip is image of the first (physical) sheet of the complex Q 2 plane under t = ln(Q 2 /Λ 2 ). Depending on the value of n f there are two cases to consider. If the points lie inside the strip, then the unphysical Landau singularities appear in the first sheet. Then the running coupling is not causal, and thus perturbation theory is incomplete: the non-perturbative contributions are required to remove the unphysical singularities [1, 6, 8, 29] . This case corresponds to real-world QCD, where n f ≤ 6. In the second case, the singular points may arise beyond the strip. So that there are not real or complex singularities on the first sheet of the momentum squared variable, and thus perturbation theory is consistent with causality. The singularities still may present only on the time-like axis Q 2 < 0. The second possibility may be realized for sufficiently large n f values. The value of n f above which the causal analytical structure of the coupling is restored can be found from the equation
With the 3-loop formula (25) , we find the solution to (27) n * (3) f ≈ 8.460, and with the 4-loop formula (26) n * (4) f ≈ 8.455. Thus, the 3-and 4-loop MS scheme results almost coincide. We remark that the 3-loop estimation was obtained previously in [29] . The 2-loop condition for causality of the coupling can be found in [1] . In our notation it reads b 1 (n f ) ≤ −1, this gives for the lower boundary of the causal region the value n * (2) f ≈ 9.68.
Note that for n f > n * f the β-function has a positive infrared stable fixed point (see tables [1] [2] [3] [4] . So that the running coupling is trapped in the range between 0 (the ultraviolet fixed point) and the infrared fixed point at all energies. The fact that QCD in perturbation theory for sufficiently large n f values has an infrared fixed point has long been discussed [35] . Of particular interest is the case when the fixed value of the coupling is sufficiently small. Then, presumably, the theory may be reliable described within perturbation theory for all energies including infrared region. The corresponding interval of n f values is called as a conformal window [3, 29, 30, 37] . It is believed that there is a phase transition in QCD with respect to n f inside the range of validity of asymptotic freedom 0 ≤ n f ≤ 16. For small values of n f below the critical point (n f < N cr f < 16) the theory is defined via the confining phase. Above this point, there is a conformal window N cr f < n f ≤ 16, where the theory is defined via the non-Abelian Coulomb phase with no color confinement and dynamical chiral symmetry breaking. One possible way to determine the critical point follows from the Oehme-Zimmermann criterion for the gluon confinement, the superconvergence rule for the transverse gluon propagator [38] . This gives the value N cr f = 13N c /4 (=9.75 for N c = 3 colours). Other possibility is to apply arguments of dynamical chiral symmetry breaking [36, 37, 3] . This gives slightly higher value N cr f ≈ 4N c . Assuming the value for N cr f as determined in [38] , the authors of [29, 30] have confirmed that the perturbative running coupling beyond the 1-loop approximation always is causal inside the conformal window, i.e. n * f < N cr f . Running couplings of several physical schemes were examined up to the 3-loop order. Effects of the higher order corrections were also estimated in the large N c limit. Note that the infrared fixed value of the coupling is small inside the window. It coincides with the root a 2 (in the 3-loop case, for n f = 10, a 2 ≈ 0.26).
Consider now the cases where equation (19) has complex roots. In the MS scheme this takes place at 3-loops if 0 ≤ n f ≤ 5 and at 4-loops if 0 ≤ n f ≤ 7. Then the cuts in the a-plane are chosen as shown in figure 1(a). We first calculate the limit of T (k) (a) as a tends to infinity along a line going to infinity in the right half-plane Re(a) > Re(a 2 ). Evidently, the result will not depend on the particular choice of the direction as far as the line belongs to the right-half plane Re(a) > Re(a 2 ). Choosing the path along the positive semi-axis and using the 3-and 4-loop formulas (17) and (21), we calculate the limits, t
here the subscript "rhp." shows that the limits are calculated along the way going to infinity through the right half plane Re(a) > Re(a 2 ). Let us now calculate the limits of T (k) (a) when a tends to infinity through the left half plane Re(a) < Re(a 2 ). We may take without loss of generality the ways along the sides of the cut running on the negative semi-axis. The limiting values of T (k) (a) from above and below the cut, T (k) ± (a) = lim ǫ→0 + T (k) (a ± ıǫ), may be determined by the analytical continuation of the right hand sides of (16) and (20) . The singularities are then determined as the limits t 
rhp. and t (3) lhp.± in the t-plane as a function of n f for 0 ≤ n f ≤ 5. Equivalently, by the analytical continuation of (15) for negative values of a we obtain the useful formula
where a (k) 1 denote the real negative root of (19) and the integral here is considered in the "principal value sense" (p.v.). It is seen from the tables 1 and 3 that in these cases the Landau singularities present in the first sheet of the Q 2 -plane. 3. The proof of the convergence of the series Inserting series (3) into the RG equation (4), we recursively determine the coefficients {c (k) n } ∞ n=3 in terms of c 2 (c 1 = 1) and the β-function coefficients. However, the coefficient c 
Using (3), (34) and (33) one may readily reproduce the conventional asymptotic representation for the coupling (see, for example, [39] )
where L = ln(Q 2 /Λ 2 ) ≫ 1. Let us change the variable according to
The RG equation (4) may be rewritten as
and b n = β n /β n+1 0 . The function of two variables f (k) (w, θ) has the Taylor expansion
with η (k)
Equation (36) may be analyzed using methods of the analytical theory of differential equations [40, 41] . With the initial condition w(0) = 0, this equation has a singularity: for θ = 0 and w = 0 the ratio f (k) (θ, w)/θ is undefined. Nevertheless, in the special case when η
1,0 = 1 and η (k) 0,1 = 0 (36) may have an analytic solution satisfying the initial condition w(0) = 0 (see e.g. [40] and [41] ). For the sake of clarity, the following discussion is quite detailed. The expansion (38) converges in the domain D = {0 < |w| < r 1 , 0 < |θ| < r 2 }, where r 1 and r 2 are some positive numbers chosen in the range {r 1 , r 2 : r 1 < ∞, r 2 < 1/|b 1 |}. It follows then from the classical theory that there exists a positive number M (k) such that |f (k) (w, θ)| ≤ M (k) for (w, θ) ⊂ D, and the coefficients η (k) m,n satisfy the inequalities [40, 41] 
Under these conditions, we will show that there exists a regular solution to equation (36)
n+1 , c (k) n being the coefficients in the original series (3) . We recall that according to our choicec
Inserting expansions (38) and (41) into equation (36) we recursively determine the coefficientsc (k)
Consider now the auxilary functionw =w(θ) satisfying the equatioñ
it has the Taylor expansion
with the coefficients ξ (k) m,n defined in (40) . Equation (43) has a series solutioñ
Inserting the expansions (44) and (45) into equation (43) we find the recurrence formulas
Let us compare (42) with (46) . Making use of (40), we obtain the inequalities |c (k) n | < γ (k) n for n = 2, 3 . . .. Then it follows from the comparison test that the series (41) is absolutely convergent in the disk of convergence of the series (45) . Evidently, the series (45) has a positive radius of convergence. The radius of convergence is equal to the modulus of the nearest to the origin singularity, |θ (k) nr. |, of the functionw =w(θ). The valuew can be solved explicitly from the quadratic equation (43) . The singularities of the majorant functionw(θ) are therefore located at the zeros of the discriminant of the quadratic equation. Hence we find the singular points
To obtain the best possible estimation, we have to maximize |θ (k) nr. | with respect to r 1 and r 2 . The quantity M (k) may be determined according to the maximum modulus principle: |f (k) (w, θ)| takes its maximum , M (k) = max w,θ |f (k) (w, θ)|, on the circles |w| = r 1 and |θ| = r 2 . We find that the maximum of |f (k) (w, θ)| is attained for real positive values of w and θ, furthermore, θ (k) nr. = θ (k) 3 . Using a numerical method, we have estimated the radius of convergence of of the majorant series (45) in the MS scheme. Thus we have found that the radii of convergence of the original series (3) at 3-and 4-loops at n f = 3 are bounded below as ρ (3) ≥ 0.06 and ρ (4) ≥ 0.05. As we shall see, the actual values of the radius ρ (k) are significantly larger than the obtained lower bounds.
We remark that the above proof of the convergence of the series holds for all MSlike (massless) renormalization schemes, since in the proof we have not used specific values of the β-function coefficients, and the condition c 2 = 0 is common for all these schemes. Obviously, the proof may be extended to the cases where c 2 = 0.
Determination of the radius of convergence of the series
By a change of variable Q 2 → θ = a (2) s (u) (u = (Q/Λ) 2 ) equation (8) can be rewritten
where a=A (k) (θ) = a (k) s (u) = β 0 α (k) s (Q 2 ). In the following we will sometimes, but not always, omit the superscript "(k)" referring to the order of perturbation theory. In the preceding section, we have shown that the series (41) or equivalently the series
has a positive convergence radius. It is possible then to define the inverse function θ = Θ(a), which can be expanded in powers of a Θ(a) = ∞ n=1 d n a n .
By using arguments similar to those employed in the proof of the convergence of the series (48) , one can verify that the series (49) is also convergent. Under this condition, we may apply the classical method for estimating the convergence radius of series (see the book [42] pp. 146-148). The argument is that the function a = A(θ) must have at least one singular point on the circle of convergence of the series (48) . There are two possible cases to be considered. First, suppose that θ 0 be a finite singularity of A(θ), where the function takes a finite value a 0 = A(θ 0 ) < ∞, while its derivative does not exist. In terms of the inverse function Θ(a) these conditions read
Using (47) at θ = θ 0 , we may rewrite (50) in the form
for a finite a 0 (which is not a root of k−1 0 b n a n 0 = 0) this equation has only two solutions: θ 0 = 0 and
The solution θ 0 = 0 must be rejected, since at θ = 0 the equation (51) does not hold because of the initial condition A(θ)/θ → 1 as θ → 0 (see (48) ). Secondly, suppose that there exists a curve C going to infinity in the domain of analyticity of Θ(a) such that
then θ 0 is a singular point. In this section we shall confine ourselves to the 3-and 4-loop cases with 0 ≤ n f ≤ 16 and 0 ≤ n f ≤ 7 respectively. Let us integrate equation (47) in the real range {θ, a : θ > 0, a > 0}. We write the result in the symmetrical form
here we have determined the integration constant according to the previous choice given by (13) . Equation (54) may be continued for complex values of a and θ. Then the integral with respect to a should be regarded as a line integral in the complex a-plane.
The contour connecting the origin to a must avoid singular points of the integrand g(a).
Note that all the coefficients in series (48) are real, so are the coefficients in the inverse series (49). Therefore, θ as a function of a must be real for real values of a inside the circle of convergence of the inverse series. It is seen from the differential equation (47) that there exists a real neighborhood of the origin θ = 0, where the function A(θ) is real and strictly increasing. Thus, in the 3-loop case, the derivative A ′ (θ) > 0 if θ > −1/b 1 , provided that 0 ≤ n f ≤ 5 (b 1 > 0). In the 4-loop case, the same is true if θ > max(−1/b 1 , a
1 ), where a (a < 0). Fortunately, we may solve the transcendental equation (54) for θ explicitly as a function of a in terms of the Lambert-W function 
It follows from the above discussion that in the region a > 0 inside the convergence disc of the series (49) (where θ > 0) the required branch in (56) is W −1 (z), so that
Formula (58) can be continued beyond the convergence circle on the positive a-axis: it follows from (57) that the function z = ζ(a) is negative and monotonically decreasing in the infinite interval a ∈ (0, ∞), and for the considered values of n f (with the exception of n f = 7 case at 4-loops) it is bounded in the range z ∈ (−1/e, 0 − ) for a ∈ (0, ∞). Since the branch W −1 (z) is real and negative with W −1 (z) ∈ (−1, −∞) for z ∈ (−1/e, 0 − ) (see figure 2 ), we see that the function θ = Θ(a) as determined by (58) 
and u (k) rhp. = exp (t (k) rhp. ) being the Landau singularity located on the positive u-axis (see the 3-and 4-loop formulas (28) and (29)). To obtain (60), we have used the relation lim a→∞ T (k) (a) = T (k) (∞) = t (k) rhp. which follows from (15) . In the 4-loops at n f = 7, we find a pair of complex conjugate singular points, θ s.1± = lim a→+∞ Θ(a ± i0), where θ s.1+ is determined by (59).
We may continue equation (54) for negative real values of the variables in the region {a, θ : −1/b 1 < a < 0, −1/b 1 < θ < 0}. Assuming that each logarithm in (54) have its principal value we obtain in this region the equation
(61)
Note that formula (61) holds in the region a ≤ −1/b 1 too. Indeed, the right-hand side of (61) is in fact regular at a = −1/b 1 : the logarithmic singularities of the last two terms are cancelled in the sum. For negative values of a, the path of integration of the integral on the right of (61) goes along negative a-axis, but avoids the poles of g(a) by small semi-circles above or below the axis. Equation (61) has exactly one real negative solution for θ inside the negative interval a ∈ (ã, 0), whereã → −∞ in the 3-loop order and it is the finite negative root of (19) in the 4-loop order. This solution is determined in terms of the branch W 0 (z)
whereζ (k) (a) = (eb 1 ) −1 exp(−T (k) (a)/b 1 ) and
It is instructive to check that our choice for the branches on the real a-axis really follows from the analytical continuation. To see this, let us expand expressions (58) and (62) in the limits a → 0 + and a → 0 − respectively. We must use expansion (33) for W −1 (z) as z → 0 − and also for W 0 (z) asz → ∞, since this formula is valid in both cases (see formula (4.19) in [4] ). But for W 0 (z), one must set in (33) L 1 = lnz and L 2 = ln lnz. One may verify that both expansions reproduce the same convergent power series (49). So that (58) and (62) represent the same analytical function in the different regions. Let us now discuss the analytical structure of the function θ = Θ(a) starting from formulae (56) and (57). In general, Θ(a) may have singularities at the same points where T (a) is singular. Nevertheless, as we have shown, Θ(a) is regular at a = 0, where T (a) is singular. Furthermore, Θ(a) may have additional singularities a b± arising due to the common branch point of W 0 (z) and W ±1 (z) at z = −1/e. To determine locations of these singularities we numerically solve the equation
at the 3-and 4 loop orders. The approximate locations of these singularities for different n f values are given in table 5. Note that not all roots of equation (64) give rise to the singularities of Θ(a) on the first sheet of the Riemannian surface. Thus in the 4-loop case for n f = 7 (64) has the roots a b± ≈ 0.16 ± 0.40ı. But one may confirm that these singularities do not appear on the first sheet. To make the function θ = Θ (k) (a) single valued, we must draw cuts in the complex a-plane taking into account the positions of branch points of T (a) and those of W function. Thus, we draw cuts in the complex a-plane attached to the complex conjugate branch points a 2,3 (the roots of (19) ) and running to infinity parallel to the imaginary a axis: {a : Re(a) = Re(a 2,3 ), −∞ < Im(a) < Im(a 2 ), Im(a 3 ) < Im(a) < ∞}. In the 4-loop case, we must draw an extra cut attached to the real branch point at a 1 < 0 and running along the negative axis {a : −∞ < a < a 1 }. We also choose the branch cut(s) parallel to the imaginary axis {a : Re(a) = Re(a b± ), −∞ < Im(a) < Im(a b− ), Im(a b+ ) < Im(a) < ∞} corresponding to the branch points at a b± . However, in the 4-loops for n f = 7, the branch cut must be chosen along the positive real axis {a : 1.003 < a < ∞}. With this choice of the cuts the function θ = Θ(a) will be analytic in the disc with centre the origin and radius r c = min{|a b± |, |a i |} (a i i = 1, 2 . . . denote the roots of (19) ). For 0 ≤ n f ≤ 5, a b± are closest to the origin singularities. The benefit of our choice of the cuts is that the function will be continuous along the positive a-axis. Let us define a = re iδ and z = ζ(a) = |z|e iΦ , where |z| = (eb 1 ) −1 exp(−ReT(a)/b 1 ) and Φ = π − ImT(a)/b 1 .
Let a passes along the semi-circle of radius r < r c lying in the upper half plane 0 ≤ δ ≤ π, starting from the positive semi-axis. Then the image under z = ζ(a) describes a curve in the z-plane. The curve intersects the real negative z-axis two or more times at different points. The number of the intersections depends on the value of r: it increases when r decreases. At the intersections the boundary of the branch of W is reached, so that the branch of W -function must be changed passing these points. To define the analytical continuation along the semi-circle, we demand that the function θ = Θ(a) ≡Θ(ζ(a)) will be continuous as a function of the phase of a. This will be achieved if we use the rules of counter-clockwise continuity [4] to select the branches of W when the curve crosses the branch cut. These rules are
(66) We start at a = r < r c on the positive axis with the branch W −1 (z) and pass the semi-circle {δ : 0 ≤ δ ≤ π} taking into account the rules (66). Using Maple [43] , we have plotted the function z = ζ(a) along the semi-circles for various values of r in the interval 0 < r < r c . By observing the variation of the phase Φ = arg(z), we have confirmed that the analytical continuation with the rules (66) really leads to the branch W 0 (z) on the negative interval −r c < a < 0.
Having the analytical structure of Θ(a) established, we can construct explicit expressions for Θ(a) in the entire cut complex a-plane. This enables us to calculate the limits of Θ(a) as a tends to infinity along different directions, determining thereby the singularities of the function a = A(θ) in the complex θ-plane. On using arguments based on Cauchy's formula (see section 2), one may convince that it is sufficient to calculate the limits choosing only the directions along the real a-axis. Calculations of the limits along other directions will reproduce the same results.
Let us now define the analytical continuation along negative a-axis. In the 3-loop case, we may represent (63) in the form
for all a < 0. SinceT (3) (a) is real for a < 0, it follows thatζ (3) (a) > 0. So that W 0 (ζ (3) (a)) > 0 (see Fig. 2 ) and thus Θ (3) (a) < 0 for a < 0, as it would be. Evidently, in this case, the required branch will be W 0 (z) on the entire negative a-axis. Making a → −∞ in (62) and using (67), we determine the singular point
whereζ
the last equality in (69) follows from (32) . In the 4-loop order, the functionT (4) (a) is real on the negative a-axis only inside the finite interval a ∈ (a 1 , 0), where a 1 < 0 is the root of (19) (a 1 ≈ −0.796 for n f = 3).T (4) (a) has a logarithmic branch point at a = a 1 . The corresponding branch cut may be chosen along the infinite interval (−∞, a 1 ). The functionT (4) (a) may be continued in the complex a plane starting from formula (63).
The limiting values of this analytic function from above and below the left-hand cut, i.e. the limits ofT (4) (a) as Im(a) → 0 ± for Re(a) < a 1 , may be determined as
where κ stands for the residue
and a i , i=1..3, denote the roots of (19) . Formula (62) enables us to define the analytical continuation of θ = Θ (4) (a) in the cut complex a plane. Let us, for example, calculate the boundary values of Θ (4) (a) as Im(a) → 0 ± along the left-hand cut {a : −∞ < a < a 1 }.
It is easy to convince that the required branch of W along the sides of the left-hand cut will be W 0 (z), provided that |κ/b 1 | < 1. This condition holds only for 0 ≤ n f ≤ 5 (for example, κ/b 1 ≈ 0.690 at n f = 3). Therefore, for 0 ≤ n f ≤ 5, formula (62) is also valid along the sides of the cut. However, |κ/b 1 | > 1 for 6 ≤ n f ≤ 7, and then one may confirm that the relevant branches on the opposite sides of the cut will be W ±1 . We may now calculate the limits of Θ (4) (a) as a approaches infinity along the sides of the cut, determining thereby singularities of A (4) (θ). We use (62) with (70) for 0 ≤ n f ≤ 5. But for 6 ≤ n f ≤ 7, the branch W 0 in (62) is to be replaced by W ±1 . Then we find
whereζ (4) ± (−∞) = (eb 1 ) −1 exp(−T 
here the subscript "±" shows that the limits were evaluated keeping the upper (lower) side of the cut. Evidently, θ
s.2+ . In table 6 and 7, we tabulate the singularities θ 
. But in the fourth order the series has positive coefficients.
Next consider the cases with large n f values where the β-function has non-trivial real zeros. This takes place in the 3-loop case for n f = {6 − 16}. From now on we shall confine ourselves to the 3-loop case. There are now two different cases which should be Table 7 . The singularities in the θ-plane at 4-loops. n 1 and n 2 denote the labels of the branches of the W function used to calculate θ s.1 and θ s.2± respectively.ρ is the radius of convergence of the series (48) . 9 ). On the real interval a 1 < a < a b , the real analytic solution to (54) is
where the function z = ζ (3) (a) is defined by (57). To define the analytical continuation of (73) uniquely, one should take into account branch points on the a-plane. There are the branch points at a 1,2 , the roots of (19) , and at a b and a b± , the roots of ζ (3) (a) = −1/e. These branch points are listed in table 9 as a function of n f . We make branch cuts along the infinite intervals of the real axis {a : −∞ < a < a 1 } and {a : a b < a < ∞}: there is a double branch cut along the interval {a : a 2 < a < ∞}. We also make branch cuts along the straight lines joining the points a b± with the point a 1 . Then we may continue analytically (73) along the upper and lower sides of the right hand cut using the rules of counter-clockwise continuity (66). Taking the limits a → ∞ along the sides of the cut, we find a pair of complex conjugate singular points θ s.1± = lim a→∞ Θ(a ± i0), where z ± = lim a→∞ ζ (3) (a ± i0), Next consider the cases n f = {9 − 16} (b 1 < 0, b 2 < 0). Now the equation ζ (3) (a) = −e −1 has a real negative root a b (a 1 < a b < 0) and a pair of complex conjugate roots a b± (see table 9 ). The analytic solution to (54) which takes real values inside the real interval a b < a < a 2 now takes the form
where z = ζ (3) (a) = (e|b 1 |) −1 exp(T (a)/|b 1 |). Now we choose the cuts in the complex a-plane {a : −∞ < a < a 1 }, {a : −∞ < a < a b } and {a : a 2 < a < ∞} along the real axis. We also make cuts along the straight lines joining the branch points a b± with a 2 . By means of the same procedure as in the previous case we calculate the quantities θ s.1± = θ s.2± . For these quantities we find the same formula (74). The relevant branches of W function used in this formula are listed in table 10 . In this table we tabulated the magnitudes of θ 0 , |θ s.1± | = |θ s.2± | andρ the convergence radius of the series (48) , in the range n f = {6 − 16}.
Convergence domain of the series (48) in the momentum space
Convergence region of (48) in the momentum squared variable Q 2 may be easily determined, since the mapping Q 2 → θ = a (2) s (Q 2 ) for real positive Q 2 > Q 2 0 ≥ 0 is monotonic (Q 2 0 being the Landau singularity of the 2-loop coupling: it vanishes if n f > 8.05 ). First we consider the series for large n f values. Note that the quantity θ 0 = −b −1 1 in the Banks-Zaks domain, i.e. for n f > 8.05, is the infrared fixed point of the 2-loop coupling θ = a s (u), and thus 0 < θ < |b 1 | −1 for all Q 2 ∈ (0, ∞). It is seen from the table 10 that inside the interval n f = {14 − 16} we haveρ = θ 0 . This means that the series (48) at 3-loops for n f = {14 − 16} converges in the whole range Q 2 ∈ (0, ∞). Let n * * f be the lower boundary of this region (n * * f = 14 in the MS scheme). For n f < n * * f , the series (48) converges in the more restricted range Q 2 min < Q 2 < ∞ (Q 2 min > 0). The value of Q 2 min may be determined from the equation
where ζ(Q 2 ) = −(eb 1 ) −1 u −1/b 1 and u = Q 2 /Λ 2 . Solving (76) we have
The results for the dimensionless quantity √ u min = Q min /Λ (Q min = Q 2 min ) to the 3-and 4-loop orders for n f = {0 − 6} are tabulated in table 11. There, we give also results for the quantity √ u rhp = Q rhp /Λ (Q rhp = Q 2 rhp ) determining the locations of the real space-like Landau singularities. It is seen from the table that in general Q 2 min.
can not be identified with the Landau singularity of the coupling. Only in the cases when the convergence radiusρ is determined via the real Landau singularity the equality Q 2 min = Q 2 rhp. holds (this happens , for example, in the MS scheme in the 4-loop case for n f = {0 − 5}). However, ifρ is determined via the complex Landau singularities Q 2 lhp.± , then the relation between Q 2 min and Q 2 lhp.± is not so simple and, furthermore, Q 2 min > Q 2 rhp. . Such a situation occurs, for instance, in the MS scheme in the 3-loop case for n f = {0 − 5}.
It is reasonable to compare Q min with the infrared boundary of QCD , the momentum scale, µ c , that separates the perturbative and and nonperturbative regimes of the theory in the confining phase. Several estimates for this quantity was suggested using different nonperturbative methods. In recent work [17] an useful nonperturbative Another way to estimate the infrared boundary is to use arguments based on studies of dynamical chiral symmetry breaking in QCD. There are results obtained within the nonperturbative framework of Schwinger-Dyson equations [36] . According to [36] a critical value needed to generate the chiral condensate is α c = π/4 (for N c = 3 QCD). It is reasonable to identify the corresponding scale with the infrared boundary [44] . We may obtain approximations to µ c using the perturbative expressions for the coupling in the MS scheme. Then the equation α (k) s (µ 2 c ) = π/4 to the 3-and 4-loop orders yields the estimates, for n f = 3, 
The above considered estimates satisfy the inequality Q 2 m < µ 2 c . Thus, presumably, the series expansion (48) in the MS scheme may be used safely in the whole perturbative region µ 2 c < Q 2 < ∞.
Conclusion
The main objective of this investigation was to study convergence properties of the new expansion (3). In section 2, as a preliminary step, we have discussed in some detail the analyticity structure of the modified coupling a s (Q 2 /Λ 2 ) at 3-and 4-loops in the complex u = Q 2 /Λ 2 plane for all n f values in the range 0 ≤ n f ≤ 16. This problem has previously been studied by the authors of [29, 30] . For higher values of n f when the β-function has only real zeros, we have reproduced the results of [29, 30] using a different technique. For low values of n f when the β-function has nontrivial complex zeros, we have assumed a special criterion for the analytical continuation of the function t = T (a) in the complex coupling plane. As a result, we have found that the running coupling has a pair of complex conjugate singular points in the first Riemann sheet of the Q 2 plane besides the real singularity. It is just these complex singularities which determine the radius of convergence of the series (3) in many cases (e.g. for 0 ≤ n f ≤ 5 at 3 loops).
In section 3, we have proved that in the MS-like schemes the power series (3) has a finite radius of convergence to all orders in perturbation theory for all n f = 0 − 16. Therefore, the series inside its circle of convergence represents the exact solution to the RG equation (4) . In the proof, we have used methods of analytical theory of differential equations.
In section 4, we have determined the analytical structure of the coupling in higher orders as a function of the 2-loop order coupling θ (θ = a (2) s (Q 2 /Λ 2 )). We have considered the 3-and 4-loop cases for 0 ≤ n f ≤ 16 and 0 ≤ n f ≤ 7 respectively. We have found helpful formula (56), the implicit solution for the higher order coupling determined via the Lambert-W function. By means of this formula, we have determined the analytical continuation of the inverse function θ = Θ(a) in the complex a plane. This enabled us to find the locations of the singularities of the coupling a = A(θ) in the θ-plane (see tables 6 and 7). The correspondence between the singularities of the coupling in the Q 2 and θ planes have been established. Comparing various singularities of the coupling in the θplane, we have determined the radii of convergence of the series (3). The radii have been found to be sufficiently large and are of practical interest: for example, ρ (3) = 0.965 and ρ (4) = 0.720 at n f = 3. The obtained predictions for the convergence radius have been examined by the independent numerical calculation. One further important property of the series is high convergence rate. In previous papers [27, 28] , we observed that in the 3-and 4-loop orders partial sums of these series with the first few terms give very good approximations to the coupling even in the infrared region. This was confirmed in conventional perturbation theory as well as in APT.
In section 5, we have determined the convergence region of the series (48) in the momentum squared space. For sufficiently large n f values (n f ≥ 14 in the MS scheme) we have found that the series converges in the whole physical range 0 < Q 2 < ∞.
For lower n f values, we have evaluated the lower boundary of the convergence region Q 2 min . Comparing this scale with the infrared boundary of QCD, µ c , which is determined within two different non-perturbative approaches, we have found that Q 2 min < µ 2 c . This supports the possibility that in the MS scheme the series (3) may be used in the whole perturbative region µ 2 c < Q 2 < 0. Series solution (3) may be useful within the analytic approaches suggested in [9, 15, 19] . It may also be applied in the contexts of the "contour improved" perturbation theory [21, 22, 23] and resummation methods suggested in [45] and [46] . Furthermore (3) can be used to compute consistent matching conditions at quark thresholds for the running coupling in MS-like renormalization schemes [12, 16, 47, 48] .
