A group code defined over a group G is a subset of G n which forms a group under componentwise group operation. In 1998, Zain and Rajan generalized the well known matrix characterization of MDS (Maximum Distance Separable) linear codes over finite fields to MDS group codes over finite abelian groups, using the notion of quasi-determinants defined for matrices over non-commutative rings. In this paper, we provide some concrete examples of MDS codes over finite abelian groups by using the above matrix characterization.
Introduction
An [n, k, d] linear code C over the finite field GF (q) is a k-dimensional subspace of the n-dimensional vector space GF (q) n , with minimum Hamming distance d. It is well known that the minimum distance d of linear code satisfies d ≤ n−k +1, known as the Singleton bound (see, e.g., [4] ). A code whose minimum distance attain the Singleton bound is called Maximum Distance Separable (MDS) code. It is also well known that linear MDS codes over finite fields can be characterized in terms of the square submatrices of its generator matrix [4] .
In 1998, Zain and Rajan [5] generalized the result to the general case of group codes over finite abelian groups.
The motivation for the study of group codes arises because of their importance as a basic ingredient for Geometrically Uniform codes which include several important known classes of signal space codes [2] . Moreover, the additive groups of finite fields and integer residue rings are groups, respectively elementary abelian groups and cyclic groups. It implies that every linear code over a finite field is a group code over its additive group and similarly for linear codes over integer residue rings. But, not every group code over an elementary abelian group can be made a linear code over a finite field by imposing a multiplicative structure on the elementary abelian group. It motivates the study of group codes.
In this paper, we provide several new examples of MDS group codes over finite abelian groups. Since the construction method of the codes is based on the characterization of Zain and Rajan [5] , for completion we first review the result of [5] .
Characterization of MDS group codes: the work of Zain and Rajan
We begin with the definition of group codes over an abelian group. From now on, G = (G, ⊕) denotes a finite abelian group under the operation ⊕.
Its codewords are of the form (x 1 , x 2 , . . . , x k , x k+1 , . . . , x n ) where
and e is the identity element of G.
Every codewords of a [k + s, k] group code over G is of the form
where ⊕ is a group operation in G, x i ∈ G, for 1 ≤ i ≤ k, ψ jl ∈ End(G), for 1 ≤ j ≤ k, and 1 ≤ l ≤ s. The homomorphism φ l is said to decompose in terms of elements of End(G) and is written as
where φ l = ψ 1l ψ 2l · · · ψ kl , for l = 1, 2, . . . , s is called associated matrix of the code C.
Every matrix of the form (3) defines a [k+s, k] group code over G. Moreover, this matrix when operates on an information vector (x 1 , x 2 , . . . , x k ) ∈ G k gives the check vector (x k+1 , x k+2 , . . . , x k+s ) as follows:
The generator matrix, denoted by G, which when operates on an information vector gives the corresponding codeword, is given by
where ψ I and ψ e denote identity mapping from G to G and mapping from G to G that maps all the elements to identity e of G, respectively. If C is a group code, then its minimum Hamming distance is equal to the minimum nonzero Hamming weight. Here, the Hamming weight of a word x = (x 1 , x 2 , . . . , x n ) is defined as the number of nonidentity elements of x. If C is a group code with rate k = log |G| |C| and minimum (Hamming) distance d, Forney ([3] ) proved the following Singleton bound.
A group code whose minimum distance attains the Singleton bound is called minimum distance separable (MDS) code.
It is well known [4] that for the case of linear codes over finite fields, the MDS codes can be characterized in terms of the square submatrices of its generator matrix.
, is MDS if and only if every square submatrix formed from any i rows and any j columns, for any i = 1, 2, . . . , min{k, n − k}, of A is nonsingular.
On the other hand, the associated matrix Ψ in (3) is over End(G) which is non-commutative ring, while for the case of linear codes over finite field GF (p m ) as well as finite (commutative) ring Z n , the associated matrix is over commutative rings GF (p m ) and Z n , respectively. That is why to obtain the similar result for the case of group codes, we have to discuss the determinant of matrices over non-commutative rings.
Determinants of matrices over non-commutative rings
Let R be a non-commutative ring with identity, I = {1, 2, . . . , n}, and
Definition 2.5 For any n × n matrix A over R, the n 2 quasi-determinants, denoted by |A| ij , are defined recursively as follows: |A| 11 = a 11 , for n = 1. For n > 1, suppose that quasi-determinants for all matrices of order less than n are already defined. Let A αβ be the (n − 1) × (n − 1) matrix obtained from A by deleting the α-th row and β-th column. The quasi-determinant with index pq is defined as
For P, Q ⊆ I, with |P | = |Q|, let A P,Q be the submatrix of A obtained by deleting the rows with indices i ∈ P and the columns with indices j ∈ Q and let also A P,Q = A I\P,I\Q , and P i = P ∪ {i} and
Then we have the following theorem.
Theorem 2.6 (Sylvester identity) For k ∈ I\P, l ∈ I\Q,
From the Sylvester identity it follows that a quasi-determinant of an n × n matrix A is expressed either via a quasi-determinant of a 2×2 matrix consisting of four quasi-determinants of (n − 1) × (n − 1) submatrices of A or via a quasi-determinant of an (n − 1) × (n − 1) matrix consisting of (n − 1) 2 quasideterminants of 2 × 2 submatrices of A.
Quasi-determinant characterization
The following theorem characterizes MDS group codes over abelian groups in terms of quasi-determinants of square submatrices of the associated matrix of the code. 
. . , h, and h = 1, 2, . . . , min{s, k}, one of its quasi-determinants is an automorphism of G.
New MDS group codes: some examples
By using the quasi-determinant characterization we provide here several concrete examples of MDS group codes over several abelian groups. We begin with the MDS codes over Z 2 × Z 2 .
MDS Codes over
Let C be a code over G := Z 2 × Z 2 = {00, 01, 10, 11}. There are 6 automorphisms ψ : G −→ G,
All the above automorphisms are invertible:
Let C be an [4, 2] code whose associated matrix is (00, 00, 00, 00) (10, 00, 11, 11) (01, 00, 10, 10) (11, 00, 01, 01) (00, 10, 10, 01) (10, 10, 01, 10) (01, 10, 00, 11) (11, 10, 11, 10) (00, 01, 11, 10) (10, 01, 00, 01) (01, 01, 01, 00) (11, 01, 10, 11) (00, 11, 01, 11) (10, 11, 10, 00) (01, 11, 11, 01) (11, 11, 00, 10) 
MDS codes over
Let C be a group code over G = Z 3 × Z 3 . There are 15 automorphisms ψ ∈ Aut(G) which are invertible. Four of them are given below:
whose inverse are
Let C 1 be an [4, 2] code whose associated matrix is is in Aut(G). Hence C 1 is an MDS [4, 2, 3] code whose associated matrix is Ψ 1 . The codewords of C 1 are listed below.
(00, 00, 00, 00) (01, 00, 01, 01) (02, 00, 02, 02) (00, 01, 01, 10) (01, 01, 02, 11) (02, 01, 00, 12) (00, 02, 02, 20) (01, 02, 00, 21) (02, 02, 01, 22) (00, 10, 10, 01) (01, 10, 11, 02) (02, 10, 12, 00) (00, 11, 11, 11) (01, 11, 12, 12) (02, 11, 10, 10) (00, 
There are 168 automorphisms of G, five of them are Let C 1 be a group code over Z 2 × Z 2 × Z 2 of parameter [4, 2] . We choose the associated matrix of C 1 as It implies the C 1 is an MDS [4, 2, 3] code whose associated matrix is Ψ 1 . The following table lists all codewords in C 1 .
