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Abstract
We consider a branching random walk on a multi(Q)-type, supercritical Galton-
Watson tree which satisfies Kesten-Stigum condition. We assume that the displace-
ments associated with the particles of type Q have regularly varying tails of index α,
while the other types of particles have lighter tails than that of particles of type Q.
In this article, we derive the weak limit of the sequence of point processes associated
with the positions of the particles in the nth generation. We verify that the limiting
point process is a randomly scaled scale-decorated Poisson point process (SScDPPP)
using the tools developed in [10]. As a consequence, we shall obtain the asymptotic
distribution of the position of the rightmost particle in the nth generation.
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variation, Point process, Cox process, Rightmost point.
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1 Introduction
The behaviour of the maximal/minimal displacement of a supercritical branching random
walk has been a subject of intense studies for a long time. The branching random walk
itself appears in lots of applications in a very natural way. Initially, the attention focussed
on the light-tailed case of weights where the particles reached its location by a sequence
of small jumps and the asymptotic behaviour of the rightmost or the leftmost particle
was obtained; see [11, 16, 23, 29]. Later, the second order approximations to the minimal
displacement were studied by Hu and Shi [24] and Addario-Berry and Reed [1]. Similar
analyses were made for a branching Brownian motion, see, e.g., [13], and for centered
minima, see [3, 15]. Recently, connections with tree indexed random walk and Gaussian
free field were considered; see [14] and references therein.
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In this article, we focus on displacements with heavy-tailed distribution. The first
seminal papers related in this direction are the works of Durrett [20, 19] who proved that
the position of the rightmost particle is determined by the largest weight. Other related
works on branching random walks with heavy-tailed displacements and their continuous
parameter analogues include [30, 22, 31, 8, 34]. The point processes associated with
branching random walk and branching brownian motion are extensively studied in recent
years, see, e.g., [5, 6, 4, 2, 33, 9, 10]. This approach provides more insight allowing
identification of all order statistics of the position of the particle.
With motivations from [12] and the works mentioned above, we analyze the point
process induced by a branching random walk with heavy-tailed displacements continuing
the research initiated by Bhattacharya et al. [10], and generalize it to the multi-type case,
allowing dependence between weights. More formally, in this paper we consider a multi-
type branching random walk with heavy tailed increments. We start with branching
process with Q types of particles satisfying generalized Kesten-Stigum condition: each
particle of type q ∈ {1, . . . , Q} produces kp children of type p, for all 1 ≤ p ≤ Q, in
the next generation with probability p(q)(k1, k2, . . . , kQ). Next we attach a random vector
(of random length) X(p) = (X
(p)
1 , . . . ,X
(p)
kp
) to these kp children, called displacements or
weights. We shall assume that in some sense the vector X(Q) is a regularly varying and
dominates all other type of vectorsX(p) (p = 1, . . . , Q−1); see Assumptions 3.2 for details.
The position of the particle associated with the vertex v ∈ V of the corresponding
Galton-Watson tree V is given by: Sv =
∑
̟∈Iv
X̟, that is, it is given by its own
displacement and sum of displacements of its parents (counted up to the root), where
Iv denotes the path form the root to the vertex v and X̟ denotes the collection of
displacements {X(p)} corresponding to all types p of offsprings of the vertex v. In this
article, we prove that the weak limit of the point process of appropriately normalized
displacements of nth generation:
Nn =
∑
|v|=n
δb−1n Sv
(where the scales bn are defined in Section 3). It converges to a randomly scaled scale-
decorated Poisson point process; see [18, 33, 38] for other applications of this point process.
As an important corollary, we derive the weak convergence of the rightmost particle
in the branching random walk. The main step of the proof is based on showing that the
“heaviest” displacement dominates the whole behaviour of our branching random walk.
Then we follow the core of the idea used in Bhattacharya et al. [10], but here we carry
out their arguments with larger complexity. The proof of the main result is broken up
into four basic steps. The first basic step is to show that single big jumps appearing in
the particle of type Q alone dominate the limiting behaviour of the point process. In
the second step we cut the tree at (n −K)th generation. Later, in the third step, we do
pruning and regularization to produce fixed B many descendants of each particle and we
prove that such modified point process based on this forest is close to the original point
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process as the truncation level K and pruning range B increase. In the last step we use
Laplace functional convergence to prove the main result, which also allows us to identify
the limiting point process.
The paper is organized as follows. Next Section introduces main definitions and nota-
tions. In Section 3 we present the model with detailed assumptions and the main results.
Section 4 outlines the proof of the main theorem, by breaking down the proof into several
lemmas, which are then proved in Section 5 along with the proof of the main result.
2 Background
In the following subsections, we shall recall certain concepts discussed in the remaining of
the paper. In particular, the notion of regular variation on a Polish space, definition of
strictly α-stable (StαS) point process and basics of multi-type branching random walks.
2.1 Regular Variation and StαS Point Processes
We begin with defining Hult-Lindskog convergence of measures on a Polish space with a
zero element. We also recall the definition of regularly varying measures on a Polish space.
Let (S, d) be a Polish space with a continuous scalar multiplication • : (0,∞)× S→ S
satisfying 1 • s = s for all s ∈ S and b1 • (b2 • s) = (b1b2) • s for all b1, b2 > 0 and for all
s ∈ S. We also assume the existence of a zero element s0 ∈ S such that b • s0 = s0 for all
b > 0. Equip the punctured space S0 = S \ {s0} with the relative topology coming from
S. We denote by M(S0) the space of all Borel measures on S0 which are finite outside
every neighbourhood of s0, and by C0 the collection of all bounded continuous functions
f : S0 → [0,∞) that vanishes on some neighbourhood of s0.
Definition 2.1 (Hult-Lindskog convergence). A sequence of measures {νn(·) : n ≥ 1} ⊂
M(S0) is said to converge in the Hult-Lindskog sense (see [25]) to a measure ν(·) ∈M(S0)
if
lim
n→∞
∫
S0
f(x)νn(dx) =
∫
S0
f(x)ν(dx)
for all f ∈ C0. This convergence will be denoted by νn
HL
−→ ν.
Using this notion of Hult-Lindskog convergence, we next define the regularly varying
measures.
Definition 2.2 (Regularly varying measure). A measure ν ∈ M(S0) is called regularly
varying if there exist α > 0, an increasing sequence of positive scalars {cn} satisfying
ckn/cn → k
1/α for every k ∈ N, and a nonzero measure λ ∈M(S0) such that
nν(cn • ·)
HL
−→ λ(·)
as n→∞. We shall denote this by ν ∈ RV(S0, α, λ).
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It is not difficult to check that the limit measure λ satisfies the following scaling
property: λ(b • ·) = b−αλ(·) for all b > 0.
Remark 2.3. Hult-Lindskog convergence defined above have been named variously in the
literature. We provide some instances below. Hult and Lindskog in their original work
[25] called it convergence in M0. In [17], the convergence was extended to what they
called as M∗(C,O) convergence. Roughly speaking, they removed a close cone instead of
a single point s0. In a more recent work, Lindskog et al. [32] extended this convergence
by removing a close set, rather than simply a closed cone. They called this convergence
in MO or simply MO-convergence. In view of the originators of the notion, we shall name
the convergence after them.
To illustrate the notion of regularly varying measures, we present two important ex-
amples, both of which will play important roles in this paper.
Example 2.1. In the first example, we take S = RN = {x = (x1, x2, . . .) : xi ∈ R, i ≥ 1}
and s0 = 0∞ := (0, 0, . . .). Let X = (X1,X2, . . .) be the i.i.d. process with P(X1 ∈ ·) ∈
RV(R¯0 = [−∞,∞] \ {0}, α, να(·)) where
να(dx) = βαx
−α−1
1(x > 0) dx+(1− β)α(−x)−α−11(x < 0) dx (2.1)
with 0 ≤ β ≤ 1 being the tail balancing constant. If β = 1, then να is denoted by mα(·).
It was shown in [32] that P(X ∈ ·) ∈ RV(RN0 = R
N \ {0∞}, α, λiid(·)) where λiid(·) is a
measure on RN0 (concentrated on axes) such that
λiid(dx) =
∞∑
i=1
i−1⊗
j=1
δ0(dxj)
⊗
να(dxi)
∞⊗
j=i+1
δ0(dxj). (2.2)
Here δ0 denotes the Dirac measure putting unit mass at 0. More generally, one can obtain
other limit measures λ (that are not necessarily concentrated on the axes) by introducing
dependence among X1,X2, . . .; see, for example, [37].
Example 2.2. For the second example, consider the Polish space S = M (R¯0) of all Radon
point measures on R¯0 = [−∞,∞]\{0} endowed with vague topology (corresponding vague
metric is denoted by dvg). Take s0 = ∅ to be the null measure. The scalar multiplication
by b > 0 is denoted by Sb and is defined as follows: if P =
∑
i δui ∈ M (R¯0) then
SbP =
∑
i
δbui .
The HL convergence in M0 = M (R¯0) \ {∅} is discussed in and used by [26, 21] in the
context of large deviation for point processes and in [10] in the context of branching
random walk.
A point process on R¯0 is an M (R¯0)-valued random variable defined on (Ω,F ,P) that
does not charge any mass to ±∞. The definition of strict stability of such point processes
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is introduced by [18] and has been shown to be connected to regular variation on M0 in
[10].
Definition 2.4 (Strictly α − stable point process). A point process N on R¯0 (that does
not charge any mass to ±∞) is called a strictly α-stable (StαS) point process (α > 0) if
for two independent copies N1 and N2 of N and for all b1, b2 > 0 satisfying b
α
1 + b
α
2 = 1,
the superposition of the point processes Sb1 N1 and Sb2 N2 has the same distribution as
that of N .
We quote the following result from [10], which gives a sufficient condition for a point
process to be in the superposition domain of attraction of a StαS point process.
Proposition 2.5 (Bhattacharya et al. [10], Theorem 2.3). Let L be a point process on
R¯0 and Li’s are independent copies of L. Suppose that there exists α > 0 and a non-null
measure m∗(·) ∈ M(M0) such that P(L ∈ ·) ∈ RV(M0, α,m
∗) with {cn : n ≥ 1} as the
scaling . Then L is in the superposition domain of attraction of a StαS point process Q,
i.e. Sc−1n
∑n
i=1 Li ⇒ Q. Furthermore in the above situation, Laplace functional of the
limiting point process is given by
ΨQ(f) = E
(
exp
{
−Q(f)
})
= exp
{
−
∫
M0
(
1− exp
{
−
∫
f d ν
})
m∗(d ν)
}
for all non-negative real-valued measurable function f .
For the proof of this Proposition, we refer to [10]. We shall exploit this Proposition
for computing weak limit for a sequence of point processes.
It is established in Example 8.6 of [18] that the StαS point process admits a special
kind of representation. A slightly general notation is introduced in [9] in parallel to the
notation introduced in [38].
Definition 2.6 (Randomly scaled scale-decorated Poisson point process). A point process
M is called a randomly scaled scale-decorated Poisson point process (SScDPPP) with
intensity measure m(·), scale-decoration P and a positive random scale U if
M
d
= SU
∞∑
i=1
Sλi Pi,
where U is a positive random variable, Λ =
∑∞
i=1 δλi is a Poisson random measure on
(0,∞) with intensity measure m and independent of U , and {Pi : i ≥ 1} is a collection of
independent copies of the point process P, which is also independent of U and Λ.
Bhattacharya et al. [9, 10] established that the limiting point process associated to the
branching random walk with marginally regularly varying displacements admits SScDPPP
representation.
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3 Framework
3.1 Model
We shall consider multi-type branching process with Q type of particles. The root is of
type p with probability π(p) for 1 ≤ p ≤ Q where πt = (π(1), . . . , π(Q)) is a probability
vector. Each particle of type q produces kp children of type p (for all 1 ≤ p ≤ Q) with
probability p(q)(k1, . . . , kQ) for kj ∈ N, 1 ≤ j ≤ Q.
Note that p(q) is supported on NQ, namely, the multi-type Galton-Watson tree does
not have any leaf. In particular, the tree survives with probability 1 and hence we need
not condition on the survival of the tree. Let Z
(p)
1 (q) denote the number of children
of type q produced by a particle of type p for p, q ∈ {1, . . . , Q}. When the root is of
type p, then the number of particles is written as Z
(p)
1 = (Z
(p)
1 (1), . . . , Z
(p)
1 (Q)). The
independent copies of Z
(p)
1 will be denoted by {Z
(p)
1,i : i ≥ 1}. The vector corresponding to
nth generation particles is denoted by Zn = (Zn(1), . . . , Zn(Q)) where Zn(p) denotes the
number of particles at nth generation of type p. Let µp,q = E(Z
(p)
1 (q)) and M = ((µp,q)).
See [7] for more details on multi-type branching process.
Assumptions 3.1 (Assumptions on branching mechanism). The assumptions on the
branching process are stated as follows:
(B1) We assume thatµp,q < ∞ for all p, q ∈ {1, . . . , Q}. Since the tree does not have
any leaf, µp,q ≥ 1 and hence M is a positively regular matrix i.e., there exists K
(K = 1 in our case) such that every element of MK is positive. Let ρ > 0 denote
the maximal (in terms of modulus) eigenvalue of M (such ρ exists and is unique
by Perron-Frobenius theory, [27]) is called Perron-Frobenius eigenvalue of M . Let ς
and ϑ be the left and right eigenvectors corresponding to ρ satisfying ςt1 = 1 and
ςtϑ = 1 where 1 = (1, . . . , 1)t (existence and uniqueness of such vectors are again
guaranteed by Perron-Frobenius theory). Then we have
Mn = ρnP +Rn such that |r
(n)
ij | < ρ
n
0
for all i, j = 1, . . . , Q and 1 < ρ0 < ρ, where P = ϑ.ς
t i.e. Pij = ϑiςj and r
(n)
ij denotes
the (i, j)th elements of Rn; see [27]. Since each µpq ≥ 1, it follows that ρ ∈ (1,∞)
and hence the underlying multi-type Galton-Watson tree is supercritical.
(B2) (Kesten-Stigum conditions:) For all p, q ∈ {1, . . . , Q}, we assume
E
(
Z
(p)
1 (q) logZ
(p)
1 (q)
)
<∞.
Then from [28] we get,
lim
n→∞
1
ρn
Zn =Wς (3.1)
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almost surely for some positive random variable W .
We are now ready to describe the model formally in terms of the tree given in As-
sumptions above and the displacements of each of its vertices. We recall the notations for
the position of the particles born in the branching process from Section 1. Let T = (V,E)
denote the genealogical tree obtained from the supercritical multi-type Galton-Watson
process where V and E denote the collection of all vertices and edges (of T) respectively.
We use the Harris-Ulam labels for the vertices of T as described in [35]. The root is de-
noted by o. We also identify each edge with its vertex away from the root and assign its
type to the edge. The displacements of the particles are described next. We assume that
each particle of type p produces an independent copy of (L (p)(1),L (p)(2), . . . ,L (p)(Q)),
where
L
(p)(q) =
Z
(p)
1 (q)∑
i=1
δ
X
(q)
i
, (3.2)
with X(q) = (X
(p)
1 ,X
(p)
2 , . . .) being a random element of R
N which is independent of the
random vector Z
(p)
1 . This means the following: if a particle has kq(∈ N) children of type
q in the next generation (for all 1 ≤ q ≤ Q), then the displacements associated to the
children are independent copy of
(
X
(1)
1 , . . . ,X
(1)
k1
, . . . ,X
(Q)
1 , . . . ,X
(Q)
kQ
)
.
Now we define the position of a particle as the sum of its own displacement and
displacements of its parents up to the root o. For mathematical description, let Iv denote
the path from the root o to the vertex v ∈ V and X̟ denote the displacement attached
to the ̟th particle (see the convention mentioned above). Then the position of the vth
particle is denoted by Sv and defined as
Sv =
∑
̟∈Iv
X̟.
Assumptions 3.2 (Assumptions on Displacements). For each p ∈ {1, . . . , Q}, X(p) =
(X
(p)
1 ,X
(p)
2 , . . .) is an R
N-valued random variable such that the following assumptions are
satisfied:
(D1) For every fixed p, {X
(p)
i : i ≥ 1} is a collection of marginally identically distributed
random variables.
(D2) There exists an increasing sequence of positive constants {bn : n ≥ 1} such that
(a) (Condition on marginal distribution)
ρnP(b−1n X
(Q)
1 ∈ ·)
v
−→ να(·), (3.3)
where να(·) is a measure on R¯0 as defined in (2.1).
(b) (Condition on joint distribution of the displacements associated to the particles
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of type Q)
ρnP
(
b−1n X
(Q) ∈ ·
)
HL
−→ λ(·), (3.4)
where λ is a measure on RN0 = R
N \ {0∞}, such that λ(a·) = a
−αλ(·) for every
a > 0, and λ(A) <∞ if 0∞ /∈ A¯.
(D3) For all 1 ≤ p ≤ Q− 1, there exists γ > 0, such that
P(|X
(p)
1 | > x) ≤ ε(x)P(|X
(Q)
1 | > x) (3.5)
such that ε : R+ → R+ is a map satisfying,
lim
t→∞
ε(tx)
ε(t)
= x−γ . (3.6)
for all x > 0.
Let |v| denote the generation of the vertex v ∈ V in the genealogical tree T. In this
article, we shall obtain the weak limit of the point process,
Nn =
∑
|v|=n
δb−1n Sv . (3.7)
3.2 Results
We need to introduce the following quantities to describe the limiting point process.
Let G be a positive integer-valued random variable with probability mass function
P(G = g) =
Q∑
q=1
ςq P(U
(q)
1 (Q) = g), g ∈ N, (3.8)
where {U
(q)
1 , q = 1, . . . , Q} is a collection of independent random variables such that for
each q, U
(q)
1
d
=Z
(q)
1 (Q).
We denote by (Z
(p)
m (1), . . . , Z
(p)
m (Q)) the random vector of the number of particles at the
mth generation for different types when root is of type p with probability one. Now consider
a positive integer sequence-valued random variable (stochastic process) T = {Ti : i ≥ 1}
such that for every fixed i ∈ N,
P
(
(T1, . . . , Ti) = (t1, . . . , ti)
)
= (ρ− 1)
∞∑
m=0
1
ρm+1
i∏
j=1
P
( Q∑
p=1
Z(Q)m (p) = tj
)
. (3.9)
Let
P =
∞∑
l=1
δξl =
∞∑
l=1
δ(ξl1,ξl2,...)
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be a Poisson random measure (PRM) on RN \ {0} with intensity measure λ(·) which is
described in (3.4). We assume that P is independent of W .
Let {Gl : l ≥ 1} be i.i.d. copies of the random variable G and is also independent of W
and P. Consider the collection {T l = (Tl1, Tl2, Tl3, . . .) : l ≥ 1} consisting of independent
copies of T and assume further that this collection is also independent of {Gl : l ≥ 1}, W
and P.
Theorem 3.3. Suppose Assumptions 3.1 and 3.2 hold. Consider the point process se-
quence Nn defined by (3.7) with bn described in (3.3) and (3.4). Then Nn converges
weakly as n→∞ to the Cox cluster process
N∗ =
∞∑
l=1
Gl∑
k=1
Tlkδ((ρ−1)−1W )1/αξlk (3.10)
in the space M (RN0 ) equipped with vague topology. Moreover, the limiting point process
N∗ is a randomly scaled scale-decorated Poisson point process (SScDPPP) as defined in
Subsection 2.1.
Now we shall discuss the consequences of Theorem 3.3. Let Mn = max|v|=n Sv denote
the position of the rightmost particle at the nth generation. Then the following result gives
is the multi-type extension of the main result of [20]. We need the following notations to
write down the asymptotic distribution of Mn after scaling by bn.
Let G0 = [−∞, 1) and G1 = (1,∞]. Assume that for every fixed g, Hi1,...,ig = Gi1 ×
Gi2 × . . . ×Gig × R × . . . × R for ij ∈ {0, 1} and 1 ≤ j ≤ g. It is important to note that
{Hi1,...,ig : ij ∈ {0, 1} and 1 ≤ j ≤ g} is a disjoint collection of sets.
The proofs of the following corollaries are similar to the proofs in Section 5 in [10].
Corollary 3.4. Under the assumptions of Theorem 3.3,
lim
n→∞
P(Mn < bnx) = E
[
exp
{
− κλWx
−α
}]
, (3.11)
where
κλ = (ρ− 1)
−1
∞∑
g=1
P(G = g)
∑
i1,...,ig∈{0,1}
g :
1≤i1+...+ig≤g
λ(Hi1,...,ig). (3.12)
Finally we consider two special cases, where an explicit SScDPPP representation can
be obtained; see the corollary and remark below.
Corollary 3.5. Under the assumptions of Theorem 3.3 with X(Q) as an i.i.d. process, the
sequence of point processes converge to Niid ∼ SScDPPP (mα(·),Hδχ, ((ρ−1)
−1ςQW )
1/α)
where χ is a {±1}-valued random variable with P(χ = 1) = p and H is a positive integer-
valued random variable with probability mass function
P(H = y) = (ρ− 1)
∞∑
m=0
1
ρm+1
P
( Q∑
p=1
Z(Q)m (p) = y
)
.
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Remark 3.6. Assume that Z
(p)
1 (Q) ≤ B for every 1 ≤ p ≤ Q. In this case, following
exactly the same lines as in Corollary 5.3 in [10], it is easy to obtain explicit SScDPPP
representation of the limiting point process even whenX
(Q)
1 ,X
(Q)
2 , . . . are not independent.
4 Sketch of Proof of the Theorem 3.3
Recall that Iv denotes the geodesic path from the root o to the vertex v. Let I
(p)
v denote
the collection of all edges of type p (see the convention mentioned in Section 3) on the path
Iv. Let Dn := {v ∈ V : |v| = n} denote the collection of all the n
th generation vertices of T
and D
(p)
n is the collection of all vertices in Dn of type p. By |Dn|, we denote the cardinality
of the random set Dn. At the beginning, note that on a fixed path, the displacements are
independent. Another important observation is that on a fixed path, the contributions of
the pth type of particles are negligible with high probability for sufficiently large n for each
p = 1, . . . , Q− 1. The reason is that the displacements corresponding to them has lighter
tails than those of the Qth type of particles. Final observation concerns the fact that on
a fixed path at most one of the Qth type of particle is large which is a consequence of the
well known “one large jump” principle for sum of i.i.d. random variables with regularly
varying tails. Define
N˜n =
∑
|v|=n
∑
̟∈I
(Q)
v
δb−1n X̟ . (4.1)
To formalize all above observations it is enough to show that for sufficiently large n the
sequences of point processes Nn and N˜n are close in vague topology.
Lemma 4.1. With the notations defined above,
lim sup
n→∞
P
(
dvg(Nn, N˜n) > ǫ
)
= 0 (4.2)
for every ǫ > 0.
After this step we ignore the displacements associated to the particles of type p ∈
{1, . . . , Q − 1}, but we do not delete the vertices (or the edges) from the tree T to keep
the tree structure unchanged.
Then we follow the twofold truncation technique (from [10]) for the multi-type Galton-
Watson tree T. For the first one, we fix an integer K < n and we cut the tree at the
(n−K)th generation. After cutting the tree T, we are left with |Dn−K |many independently
distributed multi-type Galton-Watson trees consisting of K generations, with the particles
in Dn−K as the roots. For each v ∈ Dn, define I
(Q)
v (K) = {̟ ∈ I
(Q)
v : |̟ → v| ≤ K}
where ̟ → v denotes the unique geodesic path from ̟ to v. Define a new point process
(associated to the forest obtained after cutting) as
N˜ (K)n =
∑
|v|=n
∑
̟∈I
(Q)
v (K)
δb−1n X̟ .
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The following can easily be derived from Subsection 4.1 in [9] making obvious changes in
notations:
lim
K→∞
lim sup
n→∞
P
[
dvg(N˜n, N˜
(K)
n ) > ǫ
]
= 0 (4.3)
for every ǫ > 0.
Now we shall prune the forest obtained after cutting. There are |D
(p)
n−K | many sub-
trees consisting of K generations with roots of type p for p = 1, . . . , Q. Let Fp denote
the collection of all sub-trees with root of type p for every p = 1, . . . , Q. For a fixed p,
the members of the forest Fp is enumerated as Tp1, . . . ,Tp|Dn−K(p)|. Suppose T
(Q)
pj denotes
the collection of all vertices of type Q in the tree Tpj for every j = 1, . . . , |D
(p)
n−K | and
p = 1, . . . , Q. Observe that
N˜ (K)n =
Q∑
p=1
Zn−K(p)∑
j=1
∑
̟∈T
(Q)
pj
A̟δb−1n X̟ , (4.4)
where A̟ denotes the total number of descendants of the particle̟ at the K
th generation
of the sub-tree Tpj containing ̟.
Define for every B ∈ N,
Z
(p)
1 (q,B) = Z
(p)
1 (q)1(Z
(p)
1 (q) ≤ B) +B1(Z
(p)
1 (q) > B)
which is the random variable Z
(p)
1 (q) truncated at B (for every p, q = 1, . . . , Q). Let
µpq(B) = E(Z
(p)
1 (q,B)) be the (p, q)
th element of the Q × Q matrix M(B) for every
p, q = 1, . . . , Q. Assume that ρB be the Perron-Frobenius eigenvalue of M(B). Since each
µpq(B) ≥ 1; using the same argument as in (B1). ρB > 1. Finally we shall prune the
sub-trees {Tpj : 1 ≤ p ≤ Q, 1 ≤ j ≤ Zn−K(p), } according to the following algorithm:
P1 Fix p = 1 and j = 1.
P2 Look at the root of T11. If it has more than B descendants of type 1 in the next
generation, keep B of them and discard others. Otherwise, do nothing. Do it for
the other types of descendants in the first generation.
P3 Repeat Step P2 to all the particles at generation 1. Continue till K-th generation.
P4 Repeat Step P2 and P3 for the other trees in F1.
P5 Repeat Step P2, P3 and P4 for the other forests Fp for 2 ≤ p ≤ Q.
The pruned jth member of the forest Fp is denoted by Tpj(B) for all p = 1, . . . , Q and
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j = 1, . . . , |D
(p)
n−K |. Define
N˜ (K,B)n =
Q∑
p=1
Zn−K(p)∑
j=1
∑
̟∈T
(Q)
pj (B)
A
(B)
̟ δb−1n X̟
which is the point process associated to the pruned forest. The next step is to note that
lim
B→∞
lim sup
n→∞
P
(
dvg(N˜
(K)
n , N˜
(K,B)
n ) > ǫ
)
= 0
for every ǫ > 0 and fixed integer K which can be established in parallel to the proof of
Lemma 4.2 in [10] and Lemma 3.3 in [9].
Final step in proving the weak convergence is given in next lemma.
Lemma 4.2. Under the assumptions of Theorem 3.3 for all K ≥ 1 and B large enough
so that ρB > 1, there exist point processes N
(K,B)
∗ and N
(K)
∗ such that
(L1) N˜
(K,B)
n ⇒ N
(K,B)
∗ as n→∞,
(L2) N
(K,B)
∗ ⇒ N
(K)
∗ as B →∞,
(L3) and N
(K)
∗ ⇒ N∗ as K →∞
in the space of all Radon measures on [−∞,∞] \ {0}, equipped with vague topology. Fur-
thermore, N∗ admits the representation in (3.10) and also an SScDPPP representation.
To prove this lemma we shall modify and use the technique “regularization” as used
in [10], described in Subsection 5.2. The main observations leading to the proof is as
follows. Note that after cutting and pruning the point process N˜
(K,B)
n can be written as
the superposition |Dn−K | point processes which are independently distributed. Define
N ′(K,B,p,j) =
∑
̟∈T
(Q)
pj (B)
A
(B)
̟ δX̟ (4.5)
where A
(B)
̟ denotes the number of descendants in the K
th generation of the vertex ̟
and N
′(K,B,p,j)
n = Sb−1n N
′(K,B,p,j). The following lemma shows that, each of these point
processes are regularly varying (in the sense of [25]) in the space M0.
Lemma 4.3. N
′(K,B)
n is the superposition of |Dn−K | many independent point processes
{N
′(K,B,p,j)
n : p = 1, 2, . . . , Q and j = 1, 2, . . . , |D
(p)
n−K |} and there exists non-null measures
{m∗p : p = 1, 2, . . . , Q} such that,
m(p)n = ρ
nP
(
Sb−1n
N (K,B,p,j) ∈ ·
)
HL
−→ m∗p(·)
for every 1 ≤ j ≤ |D
(p)
n−K | and p = 1, 2, . . . , Q.
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Finally using superposition limit theorem described in Proposition 2.5 (see Theorem 2.3
in [10]), we shall establish (L1). The proofs of (L2) and (L3) is in parallel to single type
case (see [9, 10].)
5 The Proofs
5.1 Heaviest Tail Wins
We start with the following consequence of Karamata theory.
Lemma 5.1. Fix γ′ ∈ (0, γ) and β ∈ (0, α−1). For ε defined in (3.6) there exists N ∈ N,
such that n ≥ N and bn as chosen in (3.4) and (3.3),
ǫ(bn) ≤ const. ρ
−n(γ−γ′)(1/α−β), (5.1)
and some 0 < γ′ < γ and 0 < β < 1/α.
Proof. For any t ≥ 0, let b(t) be a function such that b(n) = bn. Let c(t) = b(logρ t) and
F¯Q(x) = P(|X
(Q)
1 | > x). From (3.4) it follows that
ρnF¯Q(bnx)→ x
−α
for all x > 0. Now using Proposition 0.1 of [36] we get that for all x > 0,
1
bn
U(ρnx)→ x1/α, (5.2)
where U =
(
1
F¯Q
)←
. Observe that
lim
t→∞
b(t+ x)
b(t)
= lim
t→∞
b(t+ x)
U(ρt+x)
U(ρtρx)
b(t)
= ρx/α
and that
lim
t→∞
c(tx)
c(t)
= lim
t→∞
b(logρ t+ logρ x)
b(logρ t)
= ρα
−1 logρ x = x1/α.
Hence c(·) ∈ RV1/α.
Using Karamata representation (see Theorem 0.6 in [36]) we can write:
c(t) = t1/αφ1(t) exp
{∫ t
1
1
x
η1(x) dx
}
,
where φ1 : R+ → R+ and η1 : R+ → R+ such that
lim
t→∞
φ1(t) = φ1 ∈ (0,∞) and lim
t→∞
η1(t) = 0. (5.3)
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We also have assumed that ε(·) ∈ RVγ for some γ > 0. Thus
ε(t) = t−γφ2(t) exp
{∫ t
1
1
x
η2(x) dx
}
, (5.4)
where φ2 : R+ → R+ and η2 : R+ → R+ such that
lim
t→∞
φ2(t) = φ2 ∈ (0,∞) and lim
t→∞
η2(t) = 0. (5.5)
We want to obtain an upper bound of
ε(b(n)) = ε(b(logρ ρ
n))
= ε(c(ρn))
=
(
c(ρn)
)−γ
φ2(c(ρ
n)) exp
{∫ (c(ρn))
1
1
x
η2(x) dx
}
. (5.6)
Now fix δ1 > 0 and γ
′ ∈ (0, γ). Then there exits N1 ∈ N such that for all n ≥ N1,
φ2(cρ
n) exp
{∫ (c(ρn))
1
1
x
η2(x) dx
}
< const. (φ2 + δ1)
(
c(ρn)
)γ′
. (5.7)
Now we derive the following inequality for all n ≥ N1:
ε(b(n)) < const.
(
c(ρn)
)−(γ−γ′)
= const.
(
ρn/αφ1(ρ
n) exp
{∫ ρn
1
1
x
η1(x) dx
})−(γ−γ′)
.
(5.8)
Fixing δ2 > 0, β ∈ (0, α
−1) and using similar arguments we can prove that there exists
N2 ∈ N such that for all n ≥ N2,
φ1(ρ
n) exp
{∫ ρn
1
1
x
η1(x) dx
}
> (φ1 + δ2)ρ
−nβ.
Combining this inequality with (5.8) proves (5.1) with N = max(N1, N2).
Proof of Lemma 4.1. Consider a Lipschitz function f ∈ C+c (R¯0) with support(f) = {x :
|x| > ζ}, where C+c (R¯0) denotes the class of all non-negative, bounded and continuous
functions. To prove (4.2), it is enough to show that
lim sup
n→∞
P
(
|Nn(f)− N˜n(f)| > ǫ
)
= 0 (5.9)
for every ǫ > 0.
In order to prove this, at the beginning we will formalize the fact that on a fixed path
the contribution of the pth type of particles is asymptotically negligible for p = 1, . . . , Q−1.
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Fix 0 < θ < ζ/2. For p = 1, . . . , Q− 1 we define:
A(p)n (θ) =
[ ⋃
|v|=n
( ∑
̟∈I
(p)
v
δb−1n |X̟ |
(
θ/n,∞
)
≥ 1
)]c
.
We will show that
lim
n→∞
P
((
A(p)n (θ)
)c)
= 0 (5.10)
for every p = 1, . . . , Q− 1. Fix p. To prove (5.10) it suffices to show that
lim
n→∞
PT
((
A(p)n (θ)
)c)
= 0, almost surely
where PT(·) denotes the probability conditioned on underlying Galton-Watson tree. Ob-
serve that
PT
[(
A(p)n (θ)
)c]
≤
∑
|v|=n
PT
( ∑
̟∈I
(p)
v
δnb−1n |X̟ |(θ,∞) ≥ 1
)
. (5.11)
Note that on a path Iv, the displacements corresponding to the p
th type of particles are
independent and they are also identically distributed. Thus, conditioned on T,
∑
̟∈I
(p)
v
δnb−1n |X̟|(θ,∞) ∼ Binomial
(
|I
(p)
v |,P
(
n|X
(p)
1 | > bnθ
))
.
Using |I
(p)
v | ≤ n, Assumption 3.2 and taking a sequence {X(p,i) : i ≥ 1} of i.i.d. copies of
X
(p)
1 , we get the following upper bound to the right hand side of (5.11):
∑
|v|=n
P
( n∑
i=1
δnb−1n |X(p,i)|(θ,∞) ≥ 1
)
= |Dn|P
( n∑
i=1
δnb−1n |X(p,i)|(θ,∞) ≥ 1
)
≤ (const)|Dn|nP(n|X
(p)
1 | > bnθ)
≤ (const)|Dn|nε(n
−1bnθ)P(n|X
(Q)
1 | > bnθ), (5.12)
where {X(p,i) : i ≥ 1} is the collection of independent copies of X
(p)
1 . Fix η > 0.
Fix η1 > 0 and η2 > 0. It follows from (3.3) that bn = ρ
n/αL′(µn/α) where L′(·) is a
slowly varying function. As {n−1bn} is an increasing sequence, we can use Potter’s bound
combined with upper bound in Lemma 5.1 to get
ε(n−1bnθ) ≤ (const.)n
γ+η1ρ−n(γ−γ
′)(α−1−β) ε(bnθ)
ε(bn)
(5.13)
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for large enough n. Again using Potter’s bound, we get that
P
(
n|X
(Q)
1 | > bnθ
)
≤ (1− η2)
−1nα+η2 P(|X
(Q)
1 | > bnθ) (5.14)
for sufficiently large n. Finally combining (5.14) and (5.13), we can get the following upper
bound for (5.12) as
const.×
|Dn|
ρn
×
ε(bnθ)
ε(bn)
× ρnP
(
|X
(Q)
1 | > bnθ
)
× n1+γ+α+η1+η2ρ−n(γ−γ
′)(α−1−β) (5.15)
for γ′ ∈ (0, γ) and β ∈ (0, α−1). Note that by (3.1)
lim
n→∞
|Dn|
ρn
= lim
n→∞
∑Q
p=1 |D
(p)
n |
ρn
= lim
n→∞
|
∑Q
p=1 Z
(p)
n |
ρn
=W (5.16)
almost surely. The other factors in (5.15) converges to finite positive limit except the last
factor which converges to 0. This completes the proof of (5.10).
To formalize the fact that on a path at most one displacement associated with the Qth
type of particles can be large, we define
A(Q)n (θ) =
[ ⋃
|v|=n
( ∑
̟∈I
(Q)
v
δb−1n |X̟|
(
θ/n,∞
)
≥ 2
)]c
. (5.17)
Then adopting the method described in Subsection 4.4 in [9], one can prove that
lim
n→∞
P
[(
A(Q)n (θ)
)c]
= 0. (5.18)
Now we are ready to prove (5.9) using (5.10) and (5.18). We can bound the probability
in (5.9) by
P
( ∑
|v=n|
∣∣∣f(b−1n Sv)− ∑
̟∈I
(Q)
v
f(b−1n X̟)
∣∣∣ > ǫ, Q⋂
p=1
A(p)n (θ)
)
+ o(1). (5.19)
Let T
(p)
v denote the maxima in modulus among the displacements on the set I
(p)
v (p =
1, . . . , Q) where maxima in modulus on an empty set is assumed to be zero. We will
discuss now the possible scenarios appearing on the event considered in (5.19). One
possibility is that max1≤p≤Qmax|v|=n nT
(p)
v < bnθ and it is clear that in this case its
probability is zero. The another possibility is that max1≤p≤Q−1max|v|=n nT
(p)
v < bnθ and
max|v|=n nT
(Q)
v > bnθ. Then the probability in (5.19) equals
P
( ∑
|v|=n
∣∣∣f(b−1n Sv)− f(b−1n T (Q)v )∣∣∣ > ǫ,
Q⋂
p=1
A(p)n (θ)
)
.
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Starting from this step, by molding the proof discussed in Subsection 4.4 in [9], it is easy
to conclude the assertion of the lemma.
5.2 Computation of the Weak Limit
To compute the weak limit of the sequence of point processes N˜
(K,B)
n , we shall follow the
method of “regularization” as used in [10]. Recall that we have decided to identify each
edge with its vertex away from the root and assign its type to the edge. Also recall that
A
(B)
̟ denotes the number of descendants of the vertex ̟ if the K
th generation of the
pruned subtree containing ̟. Keeping this abuse of notation in mind, we shall modify
the pruned sub-trees Tpj(B) for j = 1, . . . , |D
(p)
n−K | and p = 1, . . . , Q according to the
following algorithm:
R1 Fix p = 1 and j = 1, i.e. look at T11(B).
R2 Look at the root of T11(B). If it has exactly B descendants of type 1 in the next
generation then keep it as it is. If it has l (< B) descendants of type 1, then add
(B − l) descendants (of type 1) and define A
(B)
̟ = 0, where ̟ is newly added
edge. Next do the same for descendants of other types. Now the root has QB
descendants in total in the next generation. Now attach an independent copy of
(X
(1)
1 , . . . ,X
(1)
B , . . . ,X
(Q)
1 , . . . ,X
(Q)
B ) to the descendants.
R3 Repeat R2 for the particles at the first generation of T11(B). Continue till the K
th
generation.
R4 Repeat R2 and R3 for the other trees in F1.
R5 Repeat R2, R3 and R4 for the forests Fp for 2 ≤ p ≤ Q.
We shall abuse the notation and denote the regularized sub-trees also by Tpj(B). Let
us concentrate on p = 1 and j = 1. To each edge ̟ ∈ T11(B), we associate the triplet
(m, q, k) where m denotes the generation of the edge ̟, q denotes the type of the edge ̟
and k denotes the enumeration of the vertex ̟ among all the vertices of type q at the mth
generation of T11(B). Using this notation, we can write down the vector of displacements
associated to the particles of type Q in the tree T11(B) as follows:
X˜1 =
(
X ′(1,Q,1), . . . ,X
′
(1,Q,B),X
′
(2,Q,1), . . . ,X
′
(2,Q,QB2), . . . ,X
′
(K,Q,1), . . . ,X
′
(K,Q,QK−1BK)
)
.
It takes values in
R˜
B =
B+QB2+···+QK−1BK∏
t=1
R.
Similarly we can write,
A˜1 = (A
(B)
(1,Q,1), . . . , A
(B)
(1,Q,B), A
(B)
(2,B,1), . . . , A
(B)
(2,B,QB2)
, . . . , A
(B)
(K,Q,1), . . . , A
(B)
(K,Q,QK−1BK)
)
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taking values in
S˜B =
B+QB2+...+QK−1BK∏
t=1
{0, . . . , BK}.
Let G (·) denote the law of A˜1. Recall that,
ρnP
(
b−1n (X
(Q)
1 , . . . ,X
(Q)
B ) ∈ ·
)
HL
−→ λ(B)(·)
on the space RB \ {0B} where 0B = (0, . . . , 0) ∈ R
B and λ(B) = λ ◦ PROJ−1B with
PROJB : R
N → RB defined by PROJB((ui)
∞
i=1) = (u1, . . . , uB). Using this combined with
the fact that the branching mechanism and the displacements are independent, we get
that
ρnP(b−1n X˜1 ∈ ·, A˜1 ∈ ·)
HL
−→ τ ⊗ G (5.20)
on R˜B \ {0B} where 0B ∈ R˜
B with all its elements as 0 and
τ =
K∑
m=1
∑
l∈Jm
τml
with
τml =
B+QB2+...+Qm−2Bm−1+l−1⊗
t=1
δ0 ⊗ λ
(B)
B+QB2+...+QK−1BK⊗
t=B+QB2+...+Qm−2Bm−1+l+B
δ0,
where Jm = {r ∈ {1, 2, . . . , Q
m−1Bm} : r ≡ 1 mod B}.
It is clear that after the regularization, the point process associated to the tree T11(B)
is modified. But an important point to note, is that this modification does not affect the
dependence structure prevailing among the displacements associated to a tree and also
among the trees. In particular, it does not affect the joint distribution of the point pro-
cesses associated to the trees and also to a specific tree. The point process of displacements
(without the scaling) associated to the tree Tp1(B) will be denoted by N
′(K,B,p,1):
N
′(K,B,p,1) =
∑
̟∈T
(Q)
p1 (B)
A
(B)
̟ δX̟
for every p = 1, . . . , Q.
Proof of Lemma 4.3. Note that it suffices to prove that N
′(K,B,p,1) is regularly varying in
the space of all Radon point measures M0. In order to establish this fact, we have to show
that
m(p)n = ρ
nP
(
Sb−1n
N
′(K,B,p,j) ∈ ·
)
HL
−→ m∗p(·)
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for some m∗p ∈ M(M0) described in (5.24) for all j = 1, . . . , |D
(p)
n−K |. Following [26], it is
clear that then we have to establish that for every f1, f2 ∈ C
+
c (R¯0) and ǫ1, ǫ2 > 0,
∫ (
1− e
−
(
ν(f1)−ǫ1
)
+
)(
1− e
−
(
ν(f2)−ǫ2
)
+
)
m(p)n (d ν)
→
∫ (
1− e
−
(
ν(f1)−ǫ1
)
+
)(
1− e
−
(
ν(f2)−ǫ2
)
+
)
m∗p(d ν) (5.21)
as n → ∞, where ν(f) =
∫
f(x)ν(dx). Now we shall consider the case, p = 1 and the
other cases can be dealt similarly. Following the steps discussed in [10] and using (5.20),
we get that
∫ (
1− e
−
(
ν(f1)−ǫ1
)
+
)(
1− e
−
(
ν(f2)−ǫ2
)
+
)
m(1)n (d ν)
→
K∑
m=1
∫ ∑
a˜∈S˜B
∑
l∈J ′m
G (a˜)
(
1− exp
{
−
( l+B−1∑
j=l
a(m,Q,j)f1(xj−l+1)− ǫ1
)
+
})
(
1− exp
{
−
( l+B−1∑
j=l
a(m,Q,j)f2(xj−l+1)− ǫ2
)
+
})
λ(B)(dx) (5.22)
with J ′m = {l ∈ Jm : (a(m,Q,l), . . . , a(m,Q,l+B−1)) 6= (0, . . . , 0)} for every m = 1, . . . ,K. To
describe the above limit, we will introduce new variables as follows.
• Let {U
(p)
1i (Q,B) : p = 1, 2, . . . , Q and i ≥ 1} be a collection of independent random
variables such that for every p ∈ {1, 2, . . . , Q}, U
(p)
1i (Q,B)
d
=Z
(p)
1 (Q,B) for all i ≥ 1.
• We denote by (Z
(p)
i (1, B), . . . , Z
(p)
i (Q,B)) the random vector of the number of par-
ticles at the ith generation for different types when root is of type p in the pruned
tree. Let {∆
(Q)
K−m,i(B) : m = 1, 2, . . . ,K, i ≥ 1} be a collection of independent
random variables such that for every fixed m ∈ {1, 2, . . . ,K},
∆
(Q)
K−m,i(B)
d
=
Q∑
q=1
Z
(Q)
K−m(q,B)
for all i ≥ 1. Assume further that the collection {∆
(Q)
K−m,i(B) : m = 1, . . . ,K, i ≥ 1}
is independent of the collection {U
(p)
1i (Q,B) : p = 1, . . . , Q and i ≥ 1}.
Fix a generation 1 ≤ m ≤ K. In order to compute the expectation under the law G (·),
we have to count only those vertices at the mth generation of type Q with different parents
in the (m − 1)th generation which have at least one descendant at the Kth generation of
T11(B). First observe that, only the newly added vertex at the (m − 1)
th generation
has children at the mth generation such that each of the children has zero descendant at
the Kth generation. Thus we start with the total number of particles at the (m − 1)th
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generation (who are potential parents of the particles of type Q at the mth generation)
which is distributed according as
∑Q
q=1 Z
(1)
m−1(q,B) (recall that root of T11(B) is of type 1).
Secondly observe that, the number of particles at the (m− 1)th generation is independent
of the random vector denoting the number of children of them at the mth generation of
type Q. It is clear that a particle of type p′ at the (m−1)th generation produces a random
number of children of type Q according to the law Z
(p′)
1 (Q,B). The third observation is
that the number of descendants of a particle of type Q at themth generation is independent
of the number of descendants of the other particles of type Q at the mth generation. It
is also independent of the number of particles of type Q at the mth generation and of the
total number of particles at the (m−1)th generation. Moreover, it is distributed according
to the law of
Q∑
q=1
Z
(Q)
K−m(q,B).
The number of children of type Q at the mth generation of the ith particle of type p′ at the
(m− 1)th generation has then the law of U
(p′)
1i (Q,B) for every i = 1, . . . , Z
(1)
m−1(p,B) and
p = 1, . . . , Q which is independent of the vector (Z
(1)
m−1(1, B), . . . , Z
(1)
m−1(Q,B)). Moreover,
the number of descendants at the Kth generation of T11(B) of the i
th particle of type Q
at the mth generation has the law of ∆
(Q)
K−m,i(B) for every i ≥ 1 which is also independent
of (Z
(1)
m−1(1, B), . . . , Z
(1)
m−1(Q,B)). Recall that ei denotes the i
th unit vector which has all
components 0 except the ith one for all i = 1, 2, . . . , Q. Hence the limiting expression in
(5.22) becomes:
K∑
m=1
∫
E
[ Q∑
q=1
Z
(1)
m−1(q,B)∑
l=1
(
1− exp
{
−
( U (q)1 (Q,B)∑
j=1
∆
(Q)
K−m,j(B)f1(xj)− ǫ1
)
+
})
(
1− exp
{
−
( U (q)1 (Q,B)∑
j=1
∆
(Q)
K−m,j(B)f2(xj)− ǫ2
)
+
})]
λ(d(x1, . . . , xB))
=
K∑
m=1
Q∑
q=1
e
t
1
(
M(B)
)m−1
eq
∫
E
[(
1− exp
{
−
( U (q)1 (Q,B)∑
j=1
∆
(Q)
K−m,j(B)f1(xj)− ǫ1
)
+
})
(
1− exp
{
−
( U (q)1 (Q,B)∑
j=1
∆
(Q)
K−m,j(B)f2(xj)− ǫ2
)
+
})]
λ(d(x1, . . . , xB)). (5.23)
In the last step, we are using the Wald’s identity. Note now that combing (5.23) and
(5.22) we can write down the limit in the form of right hand side of (5.21) (with p = 1)
where
m∗1(·) =
K∑
m=1
Q∑
q=1
e
t
1
(
M(B)
)m−1
eq E
[
λ(B)
{
(x1, . . . , xB) ∈ R
B :
U
(q)
1 (Q,B)∑
j=1
∆
(Q)
K−m,j(B)δxj ∈ ·
}]
.
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Similarly, for every p = 2, . . . , Q,
m∗p(·) =
K∑
m=1
Q∑
q=1
e
t
pM
m−1(B)eq E
[
λ(B)
{
(x1, . . . , xB) ∈ R
B :
U
(q)
1 (Q,B)∑
j=1
∆
(Q)
K−m,j(B)δxj ∈ ·
}]
.
(5.24)
Following the same steps discussed in [10], it can be verified that m∗p ∈ M(M0) for every
p = 1, . . . , Q.
We are ready now to prove the main lemma of this section.
Proof of Lemma 4.2. Recall that in the regularization step, we replaced the displacements
corresponding the the particles of type Q coming from same parent by an independent copy
of (X
(Q)
1 , . . . ,X
(Q)
B ). The new displacements corresponding to the vertex ̟ is denoted by
X ′̟. By regularization construction, to prove the first statement it suffices to show the
weak convergence N
′(K,B)
n ⇒ N
(K,B)
∗ as n→∞ for
N ′(K,B)n =
Q∑
p=1
|D
(p)
n−K |∑
j=1
∑
̟∈T
(Q)
pj (B)
A
(B)
̟ δb−1n X′̟
.
Now we will consider the Laplace functional of N
′(K,B)
n .
Consider a function f ∈ C+c (R¯0). We then have to find the limit of
E
[
exp
{
−N ′(K,B)n (f)
}]
= E
[
exp
{
−
Q∑
p=1
Zn−K(p)∑
j=1
∑
̟∈T
(Q)
pj (B)
A
(B)
̟ f(b
−1
n X
′
̟)
}]
=
Q∏
p=1
E
[
E
(
exp
{
−
Zn−K(p)∑
j=1
∑
̟∈T
(Q)
pj (B)
A
(B)
̟ f(b
−1
n X
′
̟)
}∣∣∣∣Fn−K
)]
. (5.25)
First we will focus on above conditional expectation and we will use the fact that {A
(B)
̟ :
̟ ∈ T
(Q)
pj (B), j ≥ 1} and {X
′
̟ : ̟ ∈ T
(Q)
pj (B), j ≥ 1} are independent of Fn−K . Note
that it equals:
[
E
(
exp
{
−
∑
̟∈T
(Q)
p1 (B)
A
(B)
̟ f(b
−1
n X
′
̟)
})]Zn−K(p)
(5.26)
since the point processes associated to the trees T
(Q)
pj (B) are i.i.d. for every fixed p ∈
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{1, . . . , Q}. Using fact that
[
E
(
exp
{
− Sb−1n N
′(K,B,p,1)(f)
})]ρn
→ exp
{
−
∫ (
1− e−ν(f)
)
m∗1(d ν)
}
we can conclude that
[
E
(
exp
{
−
∑
̟∈T
(Q)
p1 (B)
A
(B)
̟ f(b
−1
n X
′
̟)
})]ρn
converges to
exp
{
−
K∑
m=1
Q∑
q=1
e
t
pM
m−1(B)eq
∫
E
(
1− exp
{
−
U
(q)
1 (Q,B)∑
j=1
∆
(Q)
K−m,j(B)f(xj)
})
λ(B)(d(x1, . . . , xB))
}
as n→∞. From the Kesten-Stigum Theorem we get that (5.26) converges to
exp
{
−
1
ρK
Wςp
K∑
m=1
Q∑
q=1
e
t
p(M(B))
m−1
eq
∫
E
(
1− exp
{
−
U
(q)
1 (Q,B)∑
j=1
∆
(Q)
K−m,j(B)f(xj)
})
λ(B)(d(x1, . . . , xB))
}
almost surely as n→∞. Finally, using dominated convergence theorem, we get that the
convergence of the Laplace functional (5.25) to:
E
[
exp
{
−
1
ρK
W
Q∑
p=1
ςp
K∑
m=1
Q∑
q=1
e
t
p(M(B))
m−1
eq
∫
E
(
1− exp
{
−
U
(q)
1 (Q,B)∑
j=1
∆
(Q)
K−m,j(B)f(xj)
})
λ(B)(d(x1, . . . , xB))
}]
. (5.27)
Here we shall construct a point process which has the same Laplace functional as obtained
in (5.27). Consider a Poisson random measure
P
(B) =
∞∑
l=1
δ̺l =
∞∑
l=1
δ(̺l1,...,̺lB)
on RB with intensity measure λ(B)(·) and independent of the random variable W . Let
(G(B),T (B)) be a Ξ-valued random variable where Ξ = ∪i∈N{i}×N
i with probability mass
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function
P
(
G(B) = g,T (B) = (t1, . . . , tg)
)
=
1
sBρK
Q∑
p=1
ςp
K∑
m=1
Q∑
q=1
ep(M(B))
m−1
eq P(U
(q)
1 (Q,B) = g)
g∏
j=1
P(∆
(Q)
K−m,j = tj)
for all (t1, . . . , tg) ∈ N
g and g ∈ N, where sB is the normalizing constant that makes the
above a probability measure on Ξ. Now consider a collection {(G
(B)
l ,T
(B)
l ) : l ≥ 1} of
independent copies of (G(B),T (B)) and also independent of W and P(B). Now the Cox
cluster process
N
(K,B)
∗ =
∞∑
l=1
G
(B)
l∑
k=1
Tlkδ(sBW )1/α̺lk
can be shown to have the same Laplace functional as in (5.27) following the method
discussed in [10].
Now, we let B → ∞ and using dominated convergence theorem once again, we get
from the right hand side of (5.27),
E
[
exp
{
−
1
ρK
W
Q∑
p=1
ςp
K∑
m=1
Q∑
q=1
e
t
pM
m−1
eq
∫
E
(
1− exp
{
−
U
(q)
1 (Q)∑
j=1
∆
(Q)
K−m,jf(xj)
})
λ(dx)
}]
(5.28)
Consider a Ξ-valued random variable (G′,T ′) with the probability mass function
P(G′ = g,T ′ = (t1, . . . , tg))
=
1
s′ρK
Q∑
p=1
ςp
K−1∑
m=0
Q∑
q=1
e
t
pM
K−m−1
eq P(U
(q)
1 (Q) = g)
g∏
j=1
P(∆
(Q)
m,j = tj) (5.29)
for every (t1, . . . , tg) ∈ N
g and g ∈ N, where s′ is the normalizing constant. Now consider
a collection {(G′l,T
′
l) : l ≥ 1} of independent copies of (G
′,T ′) which is also independent
of P and W . Now the following point process
N
(K)
∗ =
∞∑
l=1
G′l∑
k=1
T ′lkδ(s′W )1/αξlk
which has the same Laplace functional as described in (5.28). It is easy to see that the
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right hand side of (5.29), becomes
E
[
exp
{
−
1
ρK
W
Q∑
p=1
ςp
K−1∑
m=0
Q∑
q=1
e
t
pM
K−m−1
eq
∫
E
(
1− exp
{
−
U
(q)
1 (Q)∑
j=1
∆
(Q)
m,jf(xj)
})
λ(dx)
}]
= E
[
exp
{
−
1
ρK
W
Q∑
p=1
ςp
K−1∑
m=0
Q∑
q=1
e
t
p(ρ
K−m−1P +RK−m−1)eq
∫
E
(
1− exp
{
−
U
(q)
1 (Q)∑
j=1
∆
(Q)
m,jf(xj)
})
λ(dx)
}]
using rearrangement of terms and Theorem 1 of Chapter V (page 185) in [7]. Here R is
as in Assumption 3.1
Note that Theorem 1 of Chapter V (page 185) in [7] also implies
1
ρK
Q∑
p=1
ςp
K−1∑
m=0
Q∑
q=1
∣∣∣etpRK−m−1eq∣∣∣
∫
E
(
1− exp
{
−
U
(q)
1 (Q)∑
j=1
∆
(Q)
m,jf(xj)
})
λ(dx)
≤
(ρ0
ρ
)K
cQ
Q∑
p=1
ςp
K−1∑
m=0
1
ρm+10
for some 1 < ρ0 < ρ, which is negligible as K → ∞ . Hence we can let K → ∞ and the
Laplace functional then becomes
E
[
exp
{
−W
Q∑
p=1
ςp
∞∑
m=0
1
ρm+1
Q∑
q=1
e
t
pPeq
∫
E
(
1− exp
{
−
U
(q)
1 (Q)∑
j=1
∆
(Q)
m,jf(xj)
})
λ(dx)
}]
= E
[
exp
{
−W
Q∑
p=1
ςp
∞∑
m=0
1
ρm+1
Q∑
q=1
e
t
pϑς
t
eq
∫
E
(
1− exp
{
−
U
(q)
1 (Q)∑
j=1
∆
(Q)
m,jf(xj)
})
λ(dx)
}]
= E
[
exp
{
−W
Q∑
p=1
ςpϑp
∞∑
m=0
1
ρm+1
Q∑
q=1
uq
∫
E
(
1− exp
{
−
U
(q)
1 (Q)∑
j=1
∆
(Q)
m,jf(xj)
})
λ(dx)
}]
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= E
[
exp
{
−W
∞∑
m=0
1
ρm+1
Q∑
q=1
ςq
∫
E
(
1− exp
{
−
U
(q)
1 (Q)∑
j=1
∆
(Q)
m,jf(xj)
})
λ(dx)
}]
, (5.30)
where we used the fact that P = ϑ.ςt for ϑt.ς = 1.
The last step will be to show that the expression obtained in (5.30) is the expression for
the Laplace functional of the point process N∗ as described in Theorem 3.3. To compute
the Laplace functional of N∗, we will use auxiliary marked Cox process:
P∗ =
∞∑
l=1
δ(
Gl,Tl1,...,Tl,Gl ,((ρ−1)
−1W )1/αξl
)
with the state space asN×RN forN = ∪∞i=1({i}×N
i). We consider a positive, bounded and
continuous function f on the metric space N×RN which vanishes outside a neighbourhood
of N × {0}. Then we get
E
(
exp
{
− P∗(f)
})
= E
[
E
(
exp
{
−
∞∑
l=1
f
(
Gl, Tl1, . . . , TlGl , ((ρ− 1)
−1W )1/αξ l
)}∣∣∣∣W
)]
.
Now using the fact that P∗ conditioned on W is a marked Poisson point process with
independent marks and following Proposition 3.8 of [36], we can conclude that the right
hand side of above equality becomes
E
[
exp
{
−
∫
RN0
E
(
1− exp
{
− f
(
G,T1, . . . , TG, ((ρ − 1)
−1W )−1/αx
)}∣∣∣∣W
)
λ(dx)
}]
.
Recall from (3.4) that λ(a.x) = a−αλ(a) for every a > 0. Hence above expression equals
E
[
exp
{
− (ρ− 1)−1W
∫
RN0
E
(
1− exp
{
− f
(
G,T1, . . . , TG,x
)})
λ(dx)
}]
.
Let f ′ : R → R+ be a bounded, continuous function vanishing on a neighbourhood of
0. Then
f(g, t1, . . . , tg,x) =
g∑
m=1
tmf
′(xm)
is a positive, bounded and continuous function on N × RN vanishing in a neighbourhood
25
of N × {0}. Finally, we obtain
E
(
exp
{
− P∗(f)
})
= E
(
exp
{
−N∗(f
′)
})
= E
[
exp
{
− (ρ− 1)−1W
∫
RN0
E
(
1− exp
{
−
G∑
j=1
Tjf
′(xj)
})
λ(dx)
}]
= E
[
exp
{
− (ρ− 1)−1W
∫
RN0
Q∑
q=1
ςq
∞∑
g=1
P(U
(q)
1 (Q) = g)
E
(
1− exp
{
−
g∑
j=1
Tjf
′(xj)
})
λ(dx)
}]
= E
[
exp
{
− (ρ− 1)−1W
∫
RN0
Q∑
q=1
ςq
∞∑
g=1
P(U
(q)
1 (Q) = g)(ρ− 1)
∞∑
m=0
1
ρm+1
∑
t1,...,tg∈Ng
g∏
j=1
P(∆
(Q)
m,j = tj)
(
1− exp
{
−
g∑
j=1
tjf
′(xj)
})
λ(dx)
}]
= E
[
exp
{
−W
Q∑
q=1
ςq
∞∑
m=0
1
ρm+1
∫
RN0
E
(
1− exp
{
−
U
(q)
1 (Q)∑
j=1
∆
(Q)
m,jf
′(xj)
})
λ(dx)
}]
.
which is same as that obtained in (5.30) and thus N∗ is the limit point process.
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