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Resumo
O cancro da mama é um dos mais comuns entre mulheres e cirurgia é quase sempre necessária
para o seu tratamento. A mastectomia era a norma, mas hoje em dia outras opções que não re-
movem completamente a mama estão disponíveis, como a Cirurgia Conservadora da Mama. A
eliminação de tumores na mama pode ter um impacto na sua estética, mesmo com Cirurgia Con-
servadora da Mama e, como a mama é importante para imagem corporal e feminidade da mulher,
o resultado da cirurgia pode ser devastador para a saúde psicossocial da paciente. Estas reper-
cussões são diminuídas quando a paciente faz parte do processo de decisão do tratamento, o que
demonstra a importância de planeamento cirúrgico. Para melhorar a interação entre médicos e pa-
cientes, ferramentas de visualização específicas à paciente ajudariam imenso, ao mostrar previsões
de resultados para várias opções de tratamento num modelo 3D ao qual a paciente se consegue
identificar. Para este modelo ter a informação interior necessária para o médico analisar o tumor e
a informação exterior necessária para a visualização da paciente, registo de imagem multimodal é
importante. Ao juntar dados de vários exames, facilita a criação de um modelo 3D completo.
Registo multimodal de imagem da mama é uma tarefa difícil devido às diferentes poses das
pacientes quando sujeitas aos exames. O objetivo desta dissertação é combinar a informação de
Ressonância Magnética (MRI), adquirida com a paciente deitada virada para baixo, com dados de
superfície, adquiridos com a paciente em pé. Os dados de superfície são usados como referência
por ter uma forma mais natural e familiar à paciente. Devido à natureza deformável da mama,
a forma desta é completamente diferente entre os tipos de dados, significando que rotações e
translações não são suficientes para os combinar. Transformações não rígidas, que conseguem
alterar a forma dos dados, também são necessárias.
A estratégia de registo seguida é um processo de dois passos. Primeiro, um registo rígido roda,
translada e aplica um algoritmo Iterative Closest Point para grosseiramente alinhar os dados de
MRI com os de superfície. O segundo passo é o registo não rígido, que é feito usando um algoritmo
Free Form Deformation (FFD) para combinar os dados refinadamente. Em adição à informação
original de MRI, a estratégia também é aplicada a simulações bomecânicas da informação de MRI
para a posição em pé, que compensa a diferença de pose, tendo uma forma mais parecida à dos
dados de superfície. O algoritmo FFD foi testado com grelhas de pontos de controlo 2D e 3D,
sendo mais bem sucedido a combinar os dados com as 3D. Os resultados são promissores, com
uma distância euclidiana média de 0.83 milímetros quando usadas as simulações biomecânicas e
uma grelha de pontos de controlo [8 8 8]. Usar os dados originais de MRI também proporciona
bons resultados, mas os melhores são alcançados com as simulações biomecânicas, devido a estas
terem uma forma mais aproximada da superfície.
Palavras-Chave: Cancro da Mama; Cirurgia Conservadora da Mama; Resonância Magnética;
Dados de Superfície; Registo de Imagem; Registo Multimodal; Iterative Closest Point; Registo
Não Rígido; Free Form Deformation.
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Abstract
Breast cancer is one of the most common cancers among women and surgery is almost always
necessary for its treatment. Mastectomy used to be the standard, but nowadays other options that
do not completely remove the breast affected are available, such as Breast Conserving Surgery
(BCS). Surgically eliminating tumours in the breast can have an impact on its aesthetics, even
with BCS and, because the breast is important for a woman’s body image and femininity, the
outcome of surgery can be devastating for the psychosocial health of the patient. These repercus-
sions are lessened when the patient is part of the treatment decision process, which demonstrates
the importance of surgical planning. To improve the interaction between physicians and patients,
patient-specific visualisation tools would help immensely, showcasing the predicted outcomes of
various treatment options on a 3D model to which the patient can relate. For this model to have
the interior data necessary for the physician to analyse the tumour and the exterior information
needed for the visualisation of the patient, multimodal image registration is important. By match-
ing information from different exams it facilitates the creation of a complete 3D model.
Multimodal breast image registration is a difficult task due to the different poses of the patients
when undergoing different exams. The goal of this dissertation is to match Magnetic Resonance
Imaging (MRI) information, which is acquired with the patient lying face down, and surface data,
which is acquired with the patient standing upright. The surface information is used as reference
since it has a more natural shape and is more familiar for the patient. Due to the deformable nature
of the breast, its shape will be completely different between both types of data, meaning rotations
and translations are not enough to match them. Non-rigid transformations, that can alter the shape
of the data, are also necessary.
The registration strategy followed is a two step process. First, a rigid registration step rotates,
translates and applies an Iterative Closest Point algorithm to roughly align the MRI data to the
surface information. The second step is the non-rigid registration, which is done using a Free
Form Deformation algorithm (FFD) algorithm to finely match the data. In addition to the original
MRI information, the strategy is also applied to biomechanical simulations of the MRI data in the
upright position, which compensate for the pose difference, having a more similar shape to the
surface data. The FFD algorithm was tested with 2D and 3D control point grids, with the latter
being more successful in matching the data. The results are promising, with an average euclidean
distance between the matched data of 0.83 millimetres being achieved when using biomechanical
simulations and an [8 8 8] control point grid. Using the original MRI data also provides good
results but the best were achieved using the biomechanical simulations, due to having a more
similar shape to the surface.
Keywords: Breast Cancer; Breast Conserving Surgery; Magnetic Resonance Imaging; Sur-
face Data; Image Registration; Multimodal Registration; Iterative Closest Point; Non-Rigid Reg-
istration; Free Form Deformation.
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Chapter 1
Introduction
1.1 Context
Breast cancer has one of the highest incidence rates of female cancer, affecting women world-
wide. If it is diagnosed in an early stage, it has a high survival chance, but if found in the later
stages the survival rate plummets [8].
The complete removal of the breast, or breasts, affected by the tumour (Mastectomy) used to be
prescribed for essentially every case of breast cancer because it is very successful in removing the
tumour. Nowadays there are more options, such as breast conserving surgery (BCS) that eliminates
only the tumour and a margin of healthy tissue. Although less extreme than mastectomy, BCS can
still originate undesired results, leaving the patient with deformities in the breast.
Surgically eliminating tumours in the breast can be very impactful on its aesthetics, which
might be devastating for the psychosocial health of women. Loss of self-esteem, sex impair-
ment and dislike towards their own body are some of the consequences women have reported
after surgery [1]. Thus, surgical planning for breast cancer surgeries, where the patient and her
partner can be part of the decision-making process, is gaining support from physicians. Studies
confirm that the mental repercussions arising from the surgery outcome are lessened if the patient
is involved in deciding between different treatment options [46]. To facilitate this, breast image
registration can be important, since it enables the creation of tools for showing predictions of
the outcomes of various treatment options that are unique to each patient, while also presenting
interior information important to the physician.
1.2 Motivation
Since so many women are affected by breast cancer [11], it is extremely important to create
tools for diagnosis and surgery planning. Patient-specific visualisation tools would be useful and
one way to achieve this would be using breast image registration to create 3D models of the breast
with interior and exterior information. However, this is a difficult task because images acquired
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from different modalities result in different shapes of the same breast. Magnetic Resonance Imag-
ing (MRI) images are acquired with the patient in the prone position (body lying face down) while
surface data is obtained with the patient standing upright. By transforming the MRI information
using the surface data as a reference, it results in the interior and exterior information of the MRI
being in a more natural and relatable shape for the patient, enabling the creation of patient-specific
visualisation tools. Despite its importance, few papers have been published on the topic of match-
ing interior radiological images with surface data of the breast.
1.3 Objectives
With the purpose of improving visualisation tools to be patient-specific and complete with in-
terior and exterior information, the main goal of this dissertation is to design an image registration
strategy to match MRI and 3D surface data to facilitate the creation of a 3D model of the breast
complete with interior and exterior information, different for each patient.
1.4 Contributions
The contributions made by this dissertation are:
• A rigid image registration algorithm to rigidly match MRI and surface information;
• A non-rigid image registration algorithm to finely transform the MRI data with the surface
information as reference.
1.5 Structure
This document is split in six chapters, starting with an introductory analysis of the problem.
Chapter 2 is focused on breast cancer, showcasing statistics of the disease, its treatments,
repercussions and breast imaging as a way to follow the evolution of the disease. It is also stated
how image registration can be an asset in creating tools for breast surgery planning. Chapter 3
is about image registration, giving an overview of how it works in general, followed by a more
specific analysis of breast image registration, focusing on radiological surface matching. Methods
for validating registration algorithms are also discussed.
In Chapter 4, the main difficulties faced and the approaches used to solve them are examined,
while the results are discussed in Chapter 5. In Chapter 6, some conclusions and future work are
presented.
Chapter 2
Breast Cancer
Breast cancer happens when cells in the breast begin growing uncontrollably. These cells
form a tumour and, if malignant, can spread to other parts of the body (metastasise) or invade
surrounding tissue. The grand majority of people affected are women, although a slight percentage
are men. Among women, it is the cancer with the highest incidence and one of the highest causes
of death from cancer.
The breasts are important not only because of their role in feeding children in their first years,
but also because of their role in attracting partners. Patients who survive breast cancer may end
up with undesired aesthetic results from surgery, which can be problematic because it affects the
mental health of the patient, since the breasts are very important to the self-image, and therefore,
self-esteem of women.
In this chapter, general information about breast cancer and its treatments is provided. It is
also discussed how the psychological impact in women can be lessened through surgical planning,
and how breast imaging can be a tool to facilitate this.
2.1 Cancer Statistics
A study in the United States of America showed that about 1 in every 8 women will be diag-
nosed with breast cancer in their lifetime. The probability to develop the disease is low in their
youth but increases as they get older, as shown in Table 2.1 [8].
Because of this, it is no surprise that breast cancer is, among women, the most common cancer
worldwide. In 2012, almost 1.7 million new cases were diagnosed, which accounts for 12% of all
cancer cases, and 25% in women.
In Table 2.2, it is shown that, in 2012, there were slightly more breast cancer cases in less
developed countries. These countries had 883,000 cases of breast cancer, while, in more developed
countries, there were 788,000 cases [11].
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Table 2.1: Age-specific probabilities of developing invasive breast cancer for US women (from
[8]).
Current Age 10-Year Probability 1 In:
20 0.1% 1,567
30 0.5% 220
40 1.5% 68
50 2.3% 43
60 3.4% 29
70 3.9% 25
Lifetime risk 12.4% 8
Table 2.2: Number of breast cancer cases, deaths and 5-year prevalence worldwide in 2012 (from
[11]).
Estimated numbers (thousands) Cases Deaths 5-year prev.
World 1671 522 6232
More developed regions 788 198 3201
Less developed regions 883 324 3032
WHO Africa region (AFRO) 100 49 318
WHO Americas region (PAHO) 408 92 1618
WHO East Mediterranean region (EMRO) 99 42 348
WHO Europe region (EURO) 494 143 1936
WHO South-East Asia region (SEARO) 240 110 735
WHO Western Pacific region (WPRO) 330 86 1276
IARC membership (24 countries) 935 257 3591
United States of America 233 44 971
China 187 48 697
India 145 70 397
European Union (EU-28) 362 92 1444
In Figure 2.1, the incidence and mortality rates in 2012 are compared between regions. The
highest incidence rates happen in more developed countries, with North America having the high-
est at 92 per 100,000. In less developed countries the incidence rates are much lower, going as low
as 27 per 100,000 in Middle Africa [11].
The mortality rates do not vary as much since the highest incidence regions coincide with
the more developed countries, therefore also having higher survival rates. These countries have
awareness and screening programmes in place to help detect and diagnose the disease in the early
stages, when the survival rates are very high [8].
There are 5 stages of breast cancer, stage 0 being the first and 4 the last. Different breast
cancers can be described as: Carcinoma in Situ (stage 0), early breast cancer (stage 1 and 2),
locally advanced/inflammatory breast cancer (stage 2 or 3) and metastatic/advanced breast cancer
(stage 4). The survival rate gets worse as the patients get to later stages [8].
Besides stages, breast cancer can also be classified as non-invasive or invasive. Breast cancer
is non-invasive, or Carcinoma In Situ, when the cancer is at the point of origin, not invading
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surrounding tissue. Invasive cancer grows into and invades healthy neighbouring tissue. Non-
invasive breast cancer is at stage 0, having very high survival rates, while invasive encompasses
stages 1 through 4 1.
Figure 2.1: Breast Cancer Estimated Incidence and Mortality Worldwide (from [11]).
In Portugal, 6000 new cases of breast cancer are detected yearly and 1500 deaths occur due to
the disease2. Portugal is one of many countries with a screening programme in place to facilitate
the diagnosis of the disease, having done more than 3 million mammographies and forwarded more
than 16 thousand women to treatment. Mammography is the gold standard for early detection of
the disease [9].
1http://www.nationalbreastcancer.org/breast-cancer-stages
2https://www.ligacontracancro.pt/cancro-da-mama/
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2.2 Cancer Treatments
Treatment can be called local if they only affect the tumour area and systemic if the whole
body is targeted. The treatment given depends not only on the size and stage of the tumour, but
also on the preferences of the patient. Surgery is almost always involved, being either the removal
of the breast (mastectomy) or the removal of the tumour and some healthy tissue around it (Breast
Conserving Surgery (BCS) also known as lumpectomy) [8].
Before and after surgery, the patient can receive other treatments. These can be chemotherapy,
radiation, hormone or targeted therapy, and more than one can be applied. Before surgery, this
treatments are called neoadjuvant therapies and their purpose is to shrink the tumour, making
the surgery easier and more effective. After surgery, they’re called adjuvant therapies and they
eliminate cancer cells that might still be in the patients body [25].
2.2.1 Psychosocial Impact of Surgery
Although an extremely important part of breast cancer treatment, surgery often leaves the pa-
tient with undesired physical changes. Since the breasts have an important role in sexual attraction
and are a symbol of femininity, this changes can be devastating to a woman’s psyche and can result
in depression, anxiety and a negative impact on sexual health. Studies have shown that women
who underwent a mastectomy have more self-image issues than those who had BCS [1]. It has
also been shown that women see themselves differently than what outside observers or software
measurements might say, so it is important to let the patient be a part of the decision making and
surgery planning.
2.3 Breast Imaging
Before, during and after treatments, breast imaging is done to accompany the evolution of the
tumour. Different imaging techniques give different and complementary information, therefore,
which are used depends on what traits of the breast need to be observed.
There are different categories of imaging techniques, such as radiological, which provide in-
terior information, and 3D surface information, which is exterior. Radiological images are useful
for screening and diagnosing breast cancer and for treatment follow-up. 3D surface information is
helpful to model the breast and can be used to visualise the appearance of the breast before surgery
and predict the aesthetic outcome to help in surgery decision making [27].
2.3.1 Radiological
Radiological exams are important as a non-invasive way of detecting and evaluating breast
cancer. Mammography is the gold standard in the screening of the disease. Ultrasounds (US) and
Magnetic Resonance Images (MRI) are other common radiological exams used to describe and
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classify tumours [2]. They are also important to gather information on the interior of the breast in
order to find landmarks to match images of different modalities.
2.3.2 Surface
To assemble surface information, 3D imaging techniques are employed. These can be split in
two categories: active and passive. In the former are techniques that project energy on the object
and use the reflection to gather the 3D information, while in the latter are techniques that use the
energy transmitted from the objects [32]. They can also be classified as direct, when 3D coor-
dinates are immediately provided, or indirect, when processing is needed to get the coordinates.
Techniques can be further categorised as either optical or non-optical. In optical techniques the
information is carried by light while non-optical measure the time a wave takes to reflect from the
object [39].
Common 3D imaging techniques are stereo vision, time of flight sensors, structured light depth
sensors and laser triangulators [26]. Breast surface imaging has largely used 3D laser scanning
using triangulation or photographs in conjunction with stereo vision. In recent times, RGB-D
sensors like the Microsoft Kinect, which is a structured light depth sensor, showed potential in
clinical practice [27].
2.4 Surgery Planning
Throughout the years, survival rates for breast cancer became better and better due to screening
programmes and advancements in therapies and the result is that most women with the disease will
survive. This means that many women will have to live with the repercussions of the treatment.
However, studies show that these consequences can be less impactful if the patient is part of the
treatment decision process [46]. Therefore it is important to create or improve tools for surgery
planning that help communication between doctors and patients. The visualisation of various
surgery outcomes is one of these tools, but currently, it is done with images of other patients or
using generic 3D models and 2D drawings of women torsos, without personalisation, which makes
it difficult for the patient to project herself onto the drawings and leads to wrong expectations. A
simulator that is patient specific would be a big upgrade for surgery planning and communication
between patient and doctor, resulting in better educated patients and surgical procedures that take
into account the patient’s wishes as well as clinical limitations [5].
2.5 Summary
Breast cancer is a common disease worldwide and many women will have to live with the
physical repercussions of surgery, which is usually part of the treatment. Even with BCS, the breast
suffers deformation, which may have a negative psychological impact on the patient. Studies show
that women are likelier to accept the results of surgery if they are included in the decision process.
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This is why it is important to create tools to help surgeons show the patient what the surgery
outcomes will be, depending on different treatment choices. In order to conceive a patient specific
software to visualise surgery outcomes, image registration is crucial. It can be used to merge
radiological images and 3D surface information, so that both exterior and interior information are
available in the same place. In the next chapter, image registration is discussed.
Chapter 3
Image Registration
Image registration is necessary when there is a need to merge the information of two or more
images. In the context of breast cancer, image registration can be used to fuse images obtained
from different imaging techniques. It is a subject highly discussed in the field of medical image
analysis because of its difficulties in matching images of dynamic objects, which is the case for the
human body [28]. The objective of image registration algorithms is to align images in the same
coordinate system. To achieve this it is necessary to choose a geometric transformation based
on the type of information. Most medical image registration algorithms are non-rigid due to the
deformability of the human body, but they can also be rigid [34]. Breast image registration is an
especially difficult task because breasts are highly deformable, inhomogeneous and anisotropic
[13]. Nevertheless, different modalities of images need to be combined to create a complete 3D
model of the breast, particularly interior and exterior information.
In this chapter, image registration will be discussed, starting with an overview of registration
strategies and then focusing on radiological surface matching in the context of breast cancer.
3.1 Overview
In order to visualise and analyse information from various images of the same object, from
different times, angles or acquisitions, image registration is needed [13]. For two images, A being
the fixed image and B the moving image, image registration works by using a spatial transforma-
tion, τ , that is applied to the moving image B to align its points with the corresponding ones in the
fixed image A. A similarity measure S is used to compare both images [44]. Mathematically, the
registration of two images can be described as:
Tˆ = argm
τ
inS (A,τ(B)) (3.1)
Registration of more than two images works the same way, with one being the fixed image
for reference and the others the moving images. To evaluate the transformation, two measures are
analysed: regularisation (or internal forces), which measures the regularity of the transformation,
and data dissimilarity (or external forces), which measures how well τ combines the images [44].
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A similarity measure S, feature space, transformation type and search strategy (optimisation)
are necessary for image registration and many methodologies have been proposed. These can be
classified using nine major criteria: dimensionality, nature of the registration basis, nature of trans-
formation, domain of transformation, interaction, optimisation procedure, modalities involved,
subject and object, each with their own sub-criteria. Dimensionality is categorised according to
the dimensions of the images, nature of the registration basis depends on the content of the images
used for matching while the nature of the transformation classifies the algorithm depending on the
type of transformation. The domain of the transformation can be global, if the complete image
has one transformation, and local, if parts of the image have different transformations. Interaction
represents how much the user can influence the registration algorithm. Regarding the optimisation
procedure, the algorithm is classified on how the parameters are found. Modalities involved cate-
gorises the number and type of imaging modalities used for the registration, subject dictates if the
images are from the same or different subjects and the object is the content of the images [28].
The transformation nature chosen dictates the parameters of τ and classifies image registration
algorithms as rigid or non-rigid. The former includes rotation and translation, having six degrees
of freedom in a 3D space, while the latter accounts for the similarity (translation, rotation and
uniform scaling), affine(translation, rotation, scaling and shear), projective (any deformation as
long as lines continue straight) and curved (or deformable) transformations. In medical image
registration, rigid transformations are mainly used for rigid structures (such as bones) or for pre-
registration to be followed by a non-rigid transformation, which are more common in this field
due to the deformable nature of most of the human body. [28].
Regarding the feature space, registration methodologies are differentiated regarding the image
information used, which can be raw voxel intensity, statistical information of the voxels, intensity
gradient or features of the image, such as surfaces, points, edges and volumes [28]. The similar-
ity function uses this information to match the images and algorithms are commonly divided in
intensity-based, if they depend on voxel intensity, or feature-based, if they use extracted geomet-
rical structures from the images [44].
In Figure 3.1 a general framework of image registration is shown. The fixed image A is com-
pared to the moving image B, that underwent a transformation, using a similarity function. The
algorithm then checks if the similarity measure coincides with the stop condition. If it does not,
a search strategy calculates new parameters for the transformation and B undergoes another one.
This cycle continues until the stop conditions are met and the registration information is outputted
for validation [28].
Image registration problems can have different solutions depending on the selection of moving
and fixed images, due to local optimums of the chosen similarity measure [28]. The optimisation
algorithm has the objective of minimising or maximising this measure, until it meets the require-
ments needed. Common strategies are exhaustive search, simple gradient descent, simulated an-
nealing, conjugate gradient descent and Newton-Raphson [41]. A regularisation model R can be
used to restrict what the result can be and filter out unwanted solutions [42]. The registration
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Figure 3.1: Typical algorithm for image registration (adapted from [28, 45]).
problem can be altered to accommodate this:
Tˆ = argm
τ
in(S(A,τ(B))+R(τ)) (3.2)
This way there are fewer possible transformations that are more in line with the desired out-
come. Properties that affect the type of transformation are: smoothness, bijectivity, invertibility
or diffeomorphism. A transformation is smooth when its partial derivatives, until a certain order,
exist and are continuous. It is bijective when points are mapped one to one. When a transformation
is bijective and continuous, while having a continuous inverse, it is invertible. An invertible and
smooth transform is called diffeomorphic. While smoothness is required to keep the morphology
of the images, the other properties are conditional. Bijectivity prevents folding of the images,
invertibility is needed to map images from a set to the same space and diffeomorphism maintains
the topology of the images. Depending on the images to be registered, the transformation can have
these properties or not [44].
3.2 Radiological Surface Registration
Radiological imaging of the breast is extremely important to follow the evolution of breast
cancer in a patient, since the detection until after the treatments. To complement the information of
the mammography acquired during the screening of the disease, ultrasound and MRI are obtained
to accurately characterise the tumour. Registration of these exams facilitates their interpretation
by combining all the data in a single referential. It is also important to align different views of the
same modality.
Surface reconstruction is needed to obtain an authentic 3D model of the breast. Registration
is used to combine point clouds (PCLs), which is a common output of surface imaging sensors, of
multiple views to reduce noise and result in a more complete 3D representation.
With image registration it is possible to merge radiological and surface information to create a
model with complete interior and exterior data.
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3.2.1 Radiological Registration
Breast radiological imaging is always present throughout the treatment of breast cancer. Mam-
mographies are done for the screening of the disease and, if a tumour is found, ultrasounds and
MRIs are obtained to better identify its stage, position and size. Inter-modal (or multimodal)
registration can be applied to merge all the complementary information of these different exams,
resulting in an image with all the important information.
Intra-modal registration is mostly used to align images from exams done at different times.
This is a very difficult task since the position of the patient is different every session and she might
have experienced physical changes. This problem is shared by intra and inter-modal registration.
There is also work done with intra-modal registration of images from the same time but taken
from varying angles [18, 19]. Methods for intra-modal mammography registration have been
proposed but the results have not been very accurate due to the compression of the breast in
the exams [15]. Because of this, the 3D shape of the breast is given by the MRI, which has
less compression. Studies on intra-modal MRI registration have shown that non-rigid or hybrid
methods are more accurate than rigid or affine [33, 35, 40]. Although there is some work done
on ultrasound registration, it is not a popular research topic, being more complex than for other
imaging techniques.
Inter-modal registration has been primarily applied between mammographies and MRIs. This
is useful to repair the deformation applied to the breast during the mammography by merging with
MRI information, which is closer to the 3D shape of the breast. Mammography is usually used
instead of other imaging techniques because it is easier to process its information. Several papers
have been published on the topic of MRI and mammography registration, proposing a variety
of solutions to the problem with good results [20, 23, 24, 36]. However, there is still room for
improvement because of the difficulty in achieving an optimum solution.
3.2.2 Surface Reconstruction
Surface 3D information is usually obtained as PCLs from an imaging sensor. The choice of
sensor used can influence the difficulty of the surface reconstruction. The requirements of the
results are dictated by the target application, also influencing the difficulty of the operation. The
PCLs resulting from the sensors are already a 3D surface representation, being a set of 3D points.
However, to create a less noisy and more complete 3D representation, registration of multiple
PCLs of the object, from different angles, is done [43]. To conclude the surface reconstruction,
the final PCL is converted to a 3D surface.
On the topic of breast surface reconstruction, Costa et al. [6, 7] has proposed a coarse regis-
tration method based on tesselation, using the Delaunay Triangulation principle to extract robust
keypoints from the RGB-D sensor information. After these points are selected, a version of ICP
(iterative closest points) algorithm is used to align the different views. The results are promising,
needing only three views and reconstructing the torso in practicable time.
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3.2.3 Radiological Surface Matching
Most breast image registration work has been done with intra and inter-modal radiological
images to characterise the interior of the breast. Surface reconstruction of the breast has also been
reasonably researched. However, there is very little exploration of interior and exterior informa-
tion matching, in order to create a complete model of the breast. Regarding interior registration,
MRI is usually the reference other radiological images are transformed to, since it has the least
deformation and originates a good 3D representation of the interior of the breast. The exterior
information is reconstructed from a 3D PCL to achieve malleable surfaces. Thus, image regis-
tration between interior (radiological imaging mapped to a MRI reference) and exterior (surface
reconstructed from a PCL created by a sensor) information results in a complete 3D model of the
breast.
The important task of interior and exterior matching is very difficult due to the highly de-
formable nature of the breast. The differences in pose between interior and exterior acquisitions
are a major challenge. Since surface information is obtained with the patient in the upright posi-
tion while for MRI the patient is in the prone position (lying horizontally face down), the breasts
present different shapes. Therefore, a pose transformation is needed in order to complete the reg-
istration. Biomechanical models are physical models that have been studied to characterise the
breast shape changes when in different positions [21, 30, 31]. Figure 3.2 illustrates how the breast
changes shape depending on the pose of the patient.
Figure 3.2: View of patients breasts in different poses. Left image obtained in the upright position,
middle one at 45 degrees and the last one in the supine position (from [31]).
Other factors influence the shape of the breast, such as the position of the arms, which are
upward during MRI and at the side of body or on the waist when acquiring surface information.
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The topic of pose transformation has been researched, in particular, prone to supine (lying hori-
zontally face up) registration with the objective of using MRI images to aid in breast surgeries,
since they are done with the patient in the supine position [14, 4]. Solutions for this problem have
been suggested, using physical or non-physical models.
Breast image registration using physical models based on finite element (FE) methods are
common, usually for radiological registration [16]. Yet, physical models have drawbacks, such
as a high computational cost and difficulty to define some parameters, which can be unknown.
These has lead to researchers studying physical models in combination with other methods of
registration. An example is the work of Eiben et al. [10], which uses FEs based biomechanical
models in conjunction with a surface registration algorithm to match prone and supine MRI images
as well as MRI and surface images acquired with the patient upright. From a prone position
MRI, a biomechanical model is applied, followed by an update of the unknown parameters of the
model using the supine or upright surface images. Then an ICP algorithm is used to match the
skin from the biomechanical model with the surface images. Salmon et al. [38] also resorted
to biomechanical models for pose transformation, in order to combine MRI and surface imaging
information. This research accomplished the objective of retrieving a reference state of the breast
by applying FEs biomechanical models to interior and exterior data and then aligning both by
adjusting parameters.
Regarding non-physical models, many parametric models have been researched. The use of
Non Uniform Rational Basis Splines (NURBS), deformable models obtained from combinations
with free form deformation (FFD) or registration based on ICP and reference points are examples
of non-physical strategies [35, 29, 17]. Nonetheless, these are less accurate than physical models
for registration of images from different views, but they can be used together to obtain better
results than each one individually [22]. NURBS, B-splines and Bézier curves are methods that
uses splines to represent objects and adjust them with a set of control points. FFD also uses points
to control object representation but deforms the object indirectly by modifying the space it is in.
The object is enclosed in a parallelepipedic grid, with each vertice being a control point that will
modify the object when adjusted. ICP is an algorithm that iteratively matches the closest points
between to PCLs and transforms the moving image to minimise the distance between them. The
original ICP only applied rigid transformations but there have been many variants of the algorithm
proposed.
3.3 Validation Methods
In order to be accepted, a new strategy needs to be validated, especially when its application
might be clinical, but it is difficult to evaluate a registration accuracy when the ground truth is
usually unavailable [13]. The similarity measure could be a rough approximation of accuracy,
since a registration problem can be defined as an optimisation problem [28], but the possible lack
of geometric significance of the similarity measure requires better evaluation. Visual inspection is
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usually a qualitative measure of registration results, however its subjectivity is a drawback. Thus,
there is still a search for better accuracy measurements [40].
Image registration quantitative evaluation can fall on two classes: synthetic or real. The former
uses simulated ground truths, while the latter uses fiducial points or extrinsic markers on real data.
Synthetic validation can be done by starting with two identical images and applying a known
transformation to one. Then the registration algorithm is applied to the other image and the re-
sults compared, being the first deformed image treated as ground truth [28, 44]. Metrics used
to compare images are image subtraction, dice similarity coefficient and distance computations
for intra-modality registration. In inter-modality statistical metrics have to be used, for example,
mutual information. Another synthetic approach is to simulate the acquisition conditions of the
images and test the registration strategy on these synthetically created images [40].
Evaluation using real data works by marking points in the input images, using fiducial markers
for example, applying the image registration and comparing the points marked in the outcome
[44]. Target registration error (TRE) evaluates the accuracy of the registration using the Euclidean
distance between the highlighted points. To evaluate if the markers are well positioned, the fiducial
localisation error (FLE) is used.
3.4 Summary
Image registration is a process that merges and aligns two or more images to the same co-
ordinate system. It is an optimisation problem with the objective of minimising a cost function,
dictated by the similarity measure, and finding the ideal transformation. Registration algorithms
can be divided in rigid and non-rigid. For medical image registration, non-rigid registration is
almost always needed due to the deformable nature of most of the human body, although rigid
transformations can be used as pre-registration to initially approximate the input images.
Inter-modal radiological registration is a popular research topic, but little has been done in
matching interior radiological information with 3D surface data. FE deformable methods have
been proposed as physical models for image registration, but they have high computational com-
plexity. Parametric models can be an alternative, having lower complexity but still being able
to align images. While breast surface reconstruction solutions are available, the same cannot be
said for the problem of 3D surface and radiological registration. This is a difficult task due to
the different positions of the patient when the information is acquired, during radiological exams
and surface data acquisition, which lead to varying breast shapes. The absence of clear landmarks
between surface and interior data and of an optimum validation strategy also help to make this
registration problem a difficult one.
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Chapter 4
Methodology
The objective of this dissertation is to match breast MRI and surface information, which fa-
cilitates the creation of a 3D model complete with interior and exterior data. The main difficulty
comes from the difference in poses when acquiring the data (prone for the MRI and upright for
the surface). The lack of rigid structures in the breast results in different poses leading to different
shapes of the breast. The equipment of the MRI also slightly compresses the breast, applying
further deformation. Another difficulty is the lack of points of reference besides the nipple, which,
in a post surgery situation, might not be present.
In order to solve this problem, a rigid registration is necessary, followed by a fine non-rigid
registration, since rigid transformations alone are not capable of compensating for the pose differ-
ence. A good rigid registration helps to ensure that the fine registration will produce good results.
Throughout this chapter,the methods used are explained and discussed. The next section describes
the data set.
4.1 Data
The inputs for this methodology are the MRI and surface data. MRI results in sets of images,
where each is a slice of the patient’s torso. MRI images are then segmented to generate a PCL
of the breast contour, as shown in Figure 4.1. The surface data derives from the work of Costa et
al. [6], which reconstructs 3D surface information acquired using the Microsoft Kinect. Surface
information is represented by PCLs. Figure 4.2 shows an example of the data in its initial state.
It also exposes how the data is oriented. Regarding the surface data, the Z-axis is positive in the
anterior → posterior direction, which means the front of the body is in the direction of -Z, the
Y-axis is positive in the inferior→ superior direction, meaning the head is in the direction of +Y,
and the X-axis is the laterality, being positive from left to right. As for the MRI data, the Z-axis
is positive in the inferior → superior direction, the Y-axis is positive in the anterior → posterior
direction and the X-axis is positive from right to left.
Since each MRI image is a slice of the torso, the resulting points are unevenly distributed,
appearing in layers, so, in order to have a more even distribution, the MRI PCLs are downsampled.
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Figure 4.1: Initial MRI images and the resulting PCL.
Originating from the work of Zolfagharnasab et al. [47], biomechanical simulations of the MRI
in the upright position are also used. Based on work done on the topic of aligning breast images
acquired in different poses [14, 38], there is reason to believe using biomechanical models will
provide good results. From this point on, these simulations will be referred to as MRIup. The
downsampled MRI/MRIup PCLs used come from the dataset of [47], which is composed of twelve
breasts from seven patients (two of which only have data of one breast). Figure 4.3 exposes an
initial MRI PCL, a downsampled MRI PCL and its respective MRIup and surface PCLs. It can
be observed that the biomechanical model is closer in shape to the surface, but still in the same
referential.
Figure 4.2: PCL generated from segmentation of MRI images (on the left) and Surface PCL (on
the right).
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(a) Segmented MRI. (b) Downsampled MRI.
(c) MRIup. (d) Surface.
Figure 4.3: Comparison between segmented MRI data, downsampled MRI data, MRI data after
biomechanical simulation and surface data.
The transformations that are involved in this methodology are applied to both MRI/MRIup
using the surface as the reference. The goal is to compare the registration using both MRI/MRIup
PCLs, since there is work done on the topic [14] showing that biomechanical modelling before the
registration algorithm leads to better results.
4.2 Rigid Registration
The rigid registration comprises a rotation, translation and an ICP algorithm to approximately
align both MRI/MRIup with the surface data, as shown in Figure 4.4.
4.2.1 Rotation
First, the MRI/MRIup data is rotated to ensure the same orientation as the surface. This is
done assuming the input data always comes in the same orientation, which can be expected since
the MRI images are almost always acquired the same way. Therefore, the rotation is as simple as
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Figure 4.4: Flowchart of the rigid registration step.
rotating the MRI PCL -90◦ along the X-axis and 180◦ along the Z-axis. The MRI metadata can
also be examined to extract the orientation of the patient during the exam.
4.2.2 Translation
The translation is done by detecting the nipple on the MRI/MRIup and surface data and trans-
lating the MRI/MRIup PCL to match the points found. The nipple has high curvature so, to detect
it, the surface variance (SV), which is an approximation of curvature, is used [37].
The SV is calculated at each point on both MRI/MRIup and surface PCLs, and the points
below a certain threshold are discarded, since a small value of SV indicates a point is on the same
plane as its nearest neighbours. Equations 4.1 and 4.2 show how the SV σp of a point p is derived
from the eigen values λn of the covariance matrix C, where k is the number of neighbours and
λ0 = minλn [37].
C =
1
k
k
∑
i=1
(pi− p¯)(pi− p¯)T (4.1)
σp =
λ0
λ0+λ1+λ2
(4.2)
Finally, the minimum along the Z axis (anterior→ posterior axis) is found among the selected
points in both PCLs and the MRI is translated to match the points detected. This way, the selection
is only between points with significant SV and the minimum along the Z axis will be the nipple or
in the area close to it.
In some cases, points on the abdomen were being detected so, to minimise the probability of
detecting the wrong area, the surface PCL centroid is translated to the coordinate system’s origin
(X ,Y,Z) = (0,0,0) and only the points on the quadrant containing the breast are selected at the
start of the detection algorithm.
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4.2.3 Rigid Iterative Closest Point
For better approximation between both PCLs a rigid ICP algorithm is applied. The ICP func-
tion pcregrigid from Mathworks Matlab R2016a Computer Vision System Toolbox version 7.1
is used, which iteratively determines a translation and rotation to minimise the distance between
the PCLs, calculated between each MRI/MRIup point and its closest point in the surface plane,
which is computed using the normal vectors of each point. The algorithm computes the average
difference between the transformations of the previous three iterations and stops when it is below
the tolerance values for the translation and rotation differences, the former being the euclidean
distance between translation vectors and the latter the angular difference in radians. It can also
stop if it reaches the maximum number of iterations.
4.3 Non-Rigid Registration
Due to the deformable nature of the breast, rigid transformations are not enough to compensate
for the differences in shape between the MRI and Surface data. For this reason, non-rigid regis-
tration is necessary. A Free Form Deformation algorithm was chosen to finely match the rigidly
transformed MRI/MRIup data to the surface, because there is work done in matching data with
FFD showing promising results [48, 14].
4.3.1 Free Form Deformation
The flowchart of the FFD algorithm is represented in Figure 4.5 and it is based on the work of
Zolfagharnasab et al. [48] and Bardinet et al. [3]. It is an iterative process that gradually deforms
the MRI PCL to match the surface.
Figure 4.5: Flowchart of the Free Form Deformation algorithm.
The algorithm starts by determining the parameters of the initial grid of control points P
with l ×m× n points around the MRI/MRIup PCL. The eigenvalues and eigenvectors of the
MRI/MRIup data are calculated, the dimensions of the grid are computed using the eigenval-
ues and the orientation of the grid is determined using the eigenvectors to find the Euler angles of
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the data. The local coordinates of the MRI points in reference to the grid of control points (s, t and
u) are computed using these parameters. The MRI/MRIup points are linked to the control points
using a deformation matrix B, which is a product of trivariate Bernstein polynomials. Equation
4.3 shows how the deformation matrix is calculated.
B=
l
∑
i=0
m
∑
j=0
n
∑
k=0
CilC
j
mC
k
n(1− s)l−isi(1− t)m− jt j(1−u)n−kuk (4.3)
In order to deform the control points grid, a displacement field δX between the MRI/MRIup
and surface data is calculated. A Xaz = Xz+ δX is computed, with Xz being he MRI/MRIup data
on iteration z, and the new control points are determined by a minimisation problem:
Pz+1 = m
P
in‖BP−Xaz ‖2 (4.4)
This way the control points can move freely and irregularly, so a regularisation term based on
[12] is added to preserve the relative position of the points. The minimisation problem, with Dµ
being a matrix representing the discretised derivative of the control points position, becomes:
Pz+1 = m
P
in{‖BP−Xaz ‖2+‖DµP‖2} (4.5)
The deformed MRI is then:
Xz+1 = BPz+1; (4.6)
The FFD algorithm stops when the mean euclidean distance between the MRI of the current
and the previous iteration falls below a chosen threshold. The algorithm can also stop if a maxi-
mum number of iterations is reached.
4.4 Evaluation Metrics
To evaluate the accuracy of the results, two metrics are calculated between the MRI/MRIup
and surface PCLs: the mean euclidean distance and the Hausdorff distance. The mean euclidean
distance is the average distance between each point in a PCL and its closest point on the other,
while the Hausdorff distance is the maximum among this distances. Equation 4.7 shows how
the Hausdorff distance is calculated, with M and S being two PCLs and ||.|| being the euclidean
distance.
H(M,S) = max
m∈M
min
s∈S
||m− s|| (4.7)
These distances can be measured in two directions: MRI→ Surface and Surface→MRI. Due
to the surface PCL having a bigger area, calculating in the direction Surface → MRI results in
disproportionate errors, as illustrated by Figure 4.6, using the Hausdorff distance as an example.
Therefore, only the distances in the direction MRI→ Surface will be considered.
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Figure 4.6: Hausdorff distance between two sets of data, M and S, in both directions.
The mean euclidean distance is important to determine how close the two PCLs are overall,
while the Hausdorff distance exposes the worst case.
4.5 Summary
To compensate for the different shape of the breast between MRI and surface data inherent to
the pose of the patient when acquiring the input data, a rigid registration step is needed, followed
by a non-rigid one.
The rigid registration phase comprises of a rotation, a translation and a rigid ICP algorithm.
The rotation assures the same orientation of the MRI/MRIup and surface data. The translation of
the MRI/MRIup to the surface data is done using an automatic detection of the nipple. The ICP
algorithm iteratively translates and rotates the MRI/MRIup data to rigidly align it with the surface
data.
The non-rigid registration step is a FFD algorithm that utilises control points around the
MRI/MRIup data to deform and finely it match the surface PCL.
In the following chapter the results of this methodology are exposed and discussed.
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Chapter 5
Results and Discussion
The methodology explained in the previous chapter is a two step process. The first step is a
rigid registration comprised of a rotation, translation and an ICP algorithm. It is done with the
intention of rigidly approximating the MRI/MRIup information with the surface data. The second
step is the non-rigid registration, which finely matches the data using a FFD algorithm.
The method was tested on a sample of twelve breasts from seven patients. The seven surface
PCLs and twelve MRI/MRIup PCLs originate from [47]. To implement the methodology, Math-
works Matlab R2016a and it is run on a computer with a 2.40 GHz processor and 6 GB of RAM.
The results of each step are exposed throughout this chapter. The images shown use the left breast
of patient 1 as an example, unless specifically stated that it is of another patient. The distance
values are shown in millimetres and computation times in seconds.
5.1 Rigid Registration
The initial position of the data is shown in Figure 5.1. It is noticeable that the MRI/MRIup
PCLs are not aligned with the surface, needing rotation and translation.
The surface data has the anterior to posterior direction being in the Z-axis, while for the
MRI/MRIup data the Z-axis is positive in the inferior to superior direction. The Y-axis is pos-
itive in the inferior to superior direction for the surface information, while for the MRI/MRIup
data it is in the anterior to posterior direction. The X-axis is the laterality for both, being positive
in the left to right direction regarding the surface, and right to left for the MRI/MRIup.
5.1.1 Rotation
Applying a rotation of -90◦ along the X-axis and 180◦ along the Z-axis so that the PCLs have
the same orientation results in Figure 5.2.
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(a)
(b)
Figure 5.1: Surface (natural colour) and MRI/MRIup (red/blue respectively) initial data.
(a)
(b)
Figure 5.2: Surface (natural colour) and MRI/MRIup (red/blue respectively) data after rotation.
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5.1.2 Translation
The translation described in the previous chapter, using an automatic detection of the nipple,
was compared with a translation using manual annotations of the nipple, which acted as a baseline.
Figures 5.3 and 5.4 show the results of the transformation using manual annotations and automatic
detection of the nipple, with a view of the MRI/MRIup data with the full body surface PCL and two
closer views with only the points of the relevant breast selected on the surface PCL for visualisation
purposes. For this process, PCLs were downsampled using the pcdownsample function from
Mathworks Matlab R2016a Computer Vision System Toolbox version 7.1. It was done using
the grid average algorithm with a grid of 9 mm.
(a) MRI translation using manual annotations of the nipple.
(b) MRI translation using automatic detection of the nipple.
Figure 5.3: Surface (natural colours) and MRI (blue) data translated using manual annotations (on
the top) and automatic detection of the nipple (on the bottom). On the left is a view with the whole
surface PCL, on the middle a closer view from the right side and on the left a closer view from the
left side. For visualisation purposes, the surface PCL was cropped for the closer views.
It can be seen that the biomechanical simulation is more similar to the shape of the breast
on the surface PCL than the MRI PCL. Analysing Figures 5.3 and 5.4, it can be observed that
the translation using manual annotations gives a better approximation between PCLs than using
automatic detection.
Table 5.1 displays the errors between each MRI/MRIup PCL and its corresponding surface
PCL, while also displaying the mean, standard deviation (Std), maximum (Max) and minimum
(Min) values. The patient identification is represented by ID and laterality differentiates the left
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(a) MRIup translation using manual annotations of the nipple
(b) MRIup translation using automatic detection of the nipple.
Figure 5.4: Surface (natural colours) and MRIup (blue) data translated using manual annotations
(on the top) and automatic detection of the nipple (on the bottom). On the left is a view with the
whole surface PCL, on the middle a closer view from the right side and on the left a closer view
from the left side. For visualisation purposes, the surface PCL was cropped for the closer views.
Table 5.1: Distances between MRI/MRIup and surface data after translation of the MRI/MRIup
PCLs using manual annotations and automatic detection of the nipple.
Euclidean Distance (mm) Hausdorff Distance (mm)
MRI MRIup MRI MRIup
ID Laterality Manual Automatic Manual Automatic Manual Automatic Manual Automatic
1
Left 21.92 27.63 7.45 13.68 85.10 82.70 41.70 57.58
Right 25.67 25.94 10.56 13.58 90.36 83.14 32.83 46.08
2 Right 26.52 21.96 18.86 14.81 82.53 65.88 53.70 35.32
3
Left 25.60 35.49 11.15 15.84 92.45 90.70 48.19 55.77
Right 31.59 33.74 10.74 15.92 99.57 99.85 48.37 58.84
4 Left 19.04 20.22 9.42 9.95 66.42 66.94 32.65 32.29
5
Left 16.74 17.35 8.39 8.80 37.96 39.10 32.30 36.14
Right 19.00 20.19 9.50 9.28 47.70 48.48 30.13 30.37
6
Left 19.56 24.90 8.90 15.65 68.75 64.18 32.95 50.32
Right 25.06 26.33 18.67 12.32 91.87 86.49 50.83 53.67
7
Left 22.88 26.15 8.80 11.89 74.18 73.73 26.23 35.70
Right 25.61 28.66 8.68 10.65 86.36 85.14 32.93 37.55
Mean 23.27 25.71 10.93 12.70 76.94 73.86 38.57 44.13
Std 4.20 5.38 3.81 2.60 18.83 17.75 9.40 10.67
Max 31.59 35.49 18.86 15.92 99.57 99.85 53.70 58.84
Min 16.74 17.35 7.45 8.80 37.96 39.10 26.23 30.37
and right breast. In general the distances were worse when using automatic detection. Regard-
ing the euclidean distance, the MRI data resulted in 23.27±4.20 mm with manual annotations
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of the nipple and 25.71±5.38 mm with automatic detection, while the MRIup PCL went from
10.93±3.81 mm to 12.70±2.60 mm. The Hausdorff distance when using the MRI data was
the only outcome with a better average for the translation using automatic detection, going from
76.94±18.83 mm, using manual annotations, to 73.86±17.75 mm. As for the MRIup PCL, the
average Hausdorff distance is 38.57±9.40 mm and 44.13±10.67 mm, using manual annotations
and automatic detection respectively. This confirms that the automatic detection of the nipple is
not as good as the manual annotations.
The automatic detection method is not as good as manual annotations because it does not al-
ways detect the nipple. It calculates the surface variance (SV) for each PCL and finds the minimum
in the Z-axis among selected points with high SV. Figure 5.5 shows an example of this selection
of points.
(a) SV heat map of the MRIup data (left) and the points selected (right).
(b) SV heat map of the surface data (left) and the points selected (right).
(c) Side view of the selected points of the MRIup (left) and surface (right)
data.
Figure 5.5: Surface variance heat maps for MRIup (top) and surface (middle) data and comparison
of the points selected (bottom).
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In this case, in the MRIup PCL, only one point was selected in the area where the nipple is
expected to be, while in the surface data many points were detected, so the minimum in Z might
not be the nipple but in the area close to it. This means the nipple is not being detected properly,
which leads to translations using automatic detection of the nipple having worse results than when
using manual annotations.
To improve the approximation done by rotating and translating the MRI/MRIup data, an ICP
algorithm is applied. In the next section, the results of the ICP are exposed and analysed to
determine if it can better the results.
5.1.3 Rigid Iterative Closest Points
To complement the rotation and translation, a rigid ICP algorithm is applied to the MRI/MRIup
data using the surface information as the reference. It compensates for the translation, especially
when using automatic detection, to give an improved input for the non-rigid step of the methodol-
ogy.
The ICP has different changeable parameters: the threshold for the stop condition, the maxi-
mum number of iterations, the metric for the distance minimisation and the inlier ratio.
The threshold is a two element vector [Tdi f f Rdi f f ], which dictates a translation and rota-
tion tolerance. If the average from the last three iterations falls below both selected values, the
algorithm stops. The tolerance used was [0.0001 0.001], with the translation difference being in
meters and the rotation difference in radians.
The ICP algorithm will also stop if it reaches the maximum number of iterations which was
set to 10000.
The metric for distance minimisation can be point to point or point to plane. Since there is
not a known correspondence of points between the MRI/MRIup and surface data, the point to
plane metric was chosen. This means that the distance is calculated between each point in the
MRI/MRIup PCL and a plane computed using its six nearest points on the surface.
The inlier ratio is the percentage of paired points to use. For example, if a 90% inlier ratio
is chosen, the bigger distances are identified as outliers in a way that only 90% of the calculated
distances are used for minimisation. In the next section, the choice of inlier ratio for this imple-
mentation is discussed.
5.1.3.1 Inlier Ratio
One parameter that influences the result of the ICP algorithm is the inlier ratio, which is the
percentage of paired points to use. This is useful to remove matched pairs with larger distances
between them which can be incorrectly matched points.
To decide the inlier ratio value used, each MRI and MRIup, after translation using automatic
detection of the nipple, went through an ICP algorithm multiple times, iteratively increasing the
ratio from 60% to 100%, 5% at a time. The average euclidean distance for each inlier ratio was
calculated and the ones with the lowest distance were chosen. For the MR PCL, 95% had the
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smallest error, while the MRIup data had 100% as the best inlier ratio, which means all pairs are
used. The results are shown in Table 5.2.
Table 5.2: Average euclidean distance between MRI/MRIup and surface after ICP with varying
inlier ratios.
Euclidean Distance
(mm)
Inlier Ratio MRI MRIup
0.60 16.78 11.68
0.65 16.27 10.48
0.70 15.65 10.23
0.75 14.92 9.41
0.80 14.11 8.57
0.85 13.38 8.06
0.90 13.19 7.88
0.95 13.02 7.83
1.00 13.10 7.77
5.1.3.2 ICP
Table 5.3: Distances between downsampled MRI/MRIup data (after translation using manual an-
notations and automatic detection of the nipple) and the surface PCLs after an ICP algorithm.
Euclidean Distance (mm) Hausdorff Distance (mm)
MRI MRIup MRI MRIup
ID Laterality Manual Automatic Manual Automatic Manual Automatic Manual Automatic
1
Left 15.59 15.59 7.11 7.12 38.64 38.55 36.28 36.30
Right 14.09 13.99 7.33 7.34 37.38 39.58 28.54 28.51
2 Right 11.39 11.39 8.52 8.53 31.54 31.55 23.17 23.09
3
Left 19.67 19.63 7.80 7.80 63.29 63.26 44.07 44.10
Right 14.52 14.52 6.68 6.68 80.17 80.12 35.62 35.62
4 Left 11.34 11.29 7.20 7.20 30.86 30.66 25.72 25.73
5
Left 5.49 5.49 4.34 4.34 25.51 25.51 19.17 19.18
Right 6.74 6.74 5.46 5.46 29.17 29.18 15.01 15.01
6
Left 13.76 10.85 7.17 7.16 42.08 49.94 29.68 29.69
Right 19.06 17.48 7.69 8.29 55.78 54.17 31.73 27.65
7
Left 11.24 11.24 4.33 4.33 37.26 37.21 17.40 17.39
Right 12.57 12.49 5.33 5.33 40.59 37.81 24.31 24.31
Mean 12.95 12.56 6.58 6.63 42.69 43.13 27.56 27.21
Std 4.22 4.05 1.38 1.44 16.01 16.05 8.53 8.44
Max 19.67 19.63 8.52 8.53 80.17 80.12 44.07 44.10
Min 5.49 5.49 4.33 4.33 25.51 25.51 15.01 15.01
In Table 5.3, it can be seen that the ICP algorithm gives practically the same results using
the MRI/MRIup data coming from manual annotations or from automatic detection, while effec-
tively giving a better approximation on both cases. After applying the ICP algorithm, the MRI
data had an average euclidean distance of 12.95 mm, translated using manual annotations, and
12.56 mm, translated with automatic detection, while the MRIup data had 6.58 mm and 6.63 mm,
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respectively. The Hausdorff distances of the translated MRI data using manual annotations were
42.69 mm and 43.13 mm for the translated MRI PCL using automatic detection. For the MRIup
data, the Hausdorff distances were 27.56 mm and 27.21 mm, respectively. These are nearly iden-
tical values, which demonstrates that the ICP algorithm can compensate for the translation using
automatic detection of the nipple not giving a great alignment, and in some cases give a better
outcome than with translated data using manual annotations. The ICP algorithm lowers consid-
erably the distances, for example, the average euclidean distances for the translated MRI/MRIup
data using automatic detection drop from 25.71/12.70 mm before the algorithm to 12.56/6.63 mm
after. As expected, it can also be observed that the MRIup data has smaller distances than the MRI
data, approximately half in the case of the euclidean distance. Visual results, Figure 5.6, further
evidentiate a better approximation when using the MRIup data as opposed to the MRI data.
(a) MRI and surface data after the ICP algorithm.
(b) MRIup and surface data after the ICP algorithm.
Figure 5.6: Result of applying the ICP algorithm to MRI/MRIup (red/blue) data with the surface
PCL (natural colours) as reference. On the left is a view with the whole surface PCL, on the middle
a closer view from the right side and on the left a closer view from the left side. For visualisation
purposes, the surface PCL was cropped for the closer views.
5.2 Non-Rigid Registration
A good alignment from the previous step is important because the non-rigid registration, which
consists of an FFD algorithm, iteratively minimises the distance of the closest points between the
5.2 Non-Rigid Registration 33
MRI/MRIup and surface information. A good rigid transformation helps to ensure that the closest
points in the MRI/MRIup and surface PCL are of the same area of the breast.
5.2.1 Free Form Deformation
For the FFD, the parameters that can be changed are the size of the control point grid, the
threshold to stop the algorithm (euclidean distance between the current MRI/MRIup PCL and
from the previous iteration) and the maximum number of iterations. Regarding the grid, different
sizes were experimented for comparison. The threshold chosen is zero, which means the FFD
stops when there is no change on the MRI/MRIup PCL between iterations. The maximum number
of iterations is 300, which is, in most cases, more than the number needed to reach the threshold.
First, the FFD was applied on downsampled PCLs and the surface PCL was cropped around
the MRIup data for a faster computation time. Different sizes of control point grids, both 2D and
3D, were experimented and compared, namely [6 6 0], [6 6 6], [8 8 0] and [8 8 8]. For this study
only the MRIup PCLs were utilised, since they presented better results after the ICP algorithm.
The distances and the time to compute each PCL are presented on Table 5.4 and 5.5, respectively.
Table 5.4: Distances between downsampled MRIup and surface data after FFD.
Euclidean Distance (mm) Hausdorff Distance (mm)
ID Laterality [6 6 0] [6 6 6] [8 8 0] [8 8 8] [6 6 0] [6 6 6] [8 8 0] [8 8 8]
1
Left 1.19 1.44 1.04 1.04 6.97 11.10 6.07 7.08
Right 1.21 1.46 0.95 1.02 6.04 9.28 5.97 6.38
2 Right 1.60 1.31 1.33 0.96 5.15 7.44 5.07 5.68
3
Left 1.36 1.85 1.20 1.47 4.87 19.87 6.06 14.23
Right 1.57 1.77 1.29 1.34 5.59 10.91 5.74 9.74
4 Left 1.07 1.42 1.10 1.10 4.31 8.23 4.51 6.44
5
Left 1.31 1.42 1.41 1.07 8.44 7.48 7.04 5.41
Right 1.54 1.39 1.23 1.03 7.87 5.55 7.22 4.70
6
Left 1.26 1.23 1.11 0.95 6.48 7.00 5.32 4.80
Right 1.38 1.19 1.12 0.92 5.41 6.46 5.18 4.45
7
Left 1.07 1.38 1.09 1.03 5.35 7.41 5.52 6.37
Right 1.28 1.46 1.24 1.09 6.88 7.95 5.37 5.99
Mean 1.32 1.44 1.18 1.08 6.11 9.06 5.76 6.77
Std 0.18 0.19 0.13 0.16 1.25 3.78 0.78 2.73
Max 1.60 1.85 1.41 1.47 8.44 19.87 7.22 14.23
Min 1.07 1.19 0.95 0.92 4.31 5.55 4.51 4.45
Table 5.4 shows that the [8 8 8] control point grid had the best results, but both 2D grids were
better than the [6 6 6] grid. However the visual outcome from both 2D grids is not very accurate.
When analysing figure 5.7, it can be observed that the MRIup PCL does not completely cover
the breast when registered using a 2D control point grid. Even though the [6 6 6] grid presented
the worst results (1.44 mm compared to 1.32 mm with [6 6 0] grid and 1.18 mm with a [8 8 0]
grid), it visually looks like a better registration than both 2D grids. The [8 8 8] grid resulted in the
34 Results and Discussion
Table 5.5: Computation time of the FFD applied to downsampled MRIup and surface PCLs.
Time (seconds)
ID Laterality [6 6 0] [6 6 6] [8 8 0] [8 8 8]
1
Left 89.02 160.10 57.34 280.74
Right 38.79 256.01 42.06 192.70
2 Right 40.21 83.42 77.69 131.70
3
Left 64.27 245.45 107.56 557.68
Right 72.47 110.09 118.05 534.77
4 Left 61.83 149.32 89.51 214.91
5
Left 50.23 112.52 82.64 137.25
Right 27.79 75.01 42.72 183.23
6
Left 50.90 85.76 78.28 287.01
Right 48.89 96.26 112.08 203.31
7
Left 75.56 85.84 131.03 270.93
Right 74.34 162.18 118.36 253.10
Mean 57.86 135.16 88.11 270.61
Std 18.07 61.90 30.11 138.59
Max 89.02 256.01 131.03 557.68
Min 27.79 75.01 42.06 131.70
best average euclidean distance, 1.08 mm, since, with more control points, fewer MRIup points
are being controlled by each control point, giving better precision when minimising the distances
between the MRIup and surface PCLs. The Hausdorff distance is a problem for the 3D grids since
both 2D grids resulted in smaller Hausdorff distances, although the difference is small when using
the [8 8 8] grid. This difference can be attributed to both of patient 3’s breast PCLs which result in
a considerable Hausdorff distance when compared to the rest of the sample. Excluding the patient
3 from the sample, the mean Hausdorff distance for the [8 8 8] grid falls from 6.77 mm to 5.73
mm and the standard deviation from 2.73 mm to 0.88 mm. Another disadvantage of 3D control
point grids is the time it takes to complete the FFD algorithm, as established in Table 5.5.
(a) MRIup and surface data after FFD algorithm with a [6 6 0] control point grid.
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(b) MRIup and surface data after FFD algorithm with a [6 6 6] control point grid.
(c) MRIup and surface data after FFD algorithm with a [8 8 0] control point grid.
(d) MRIup and surface data after the FFD algorithm with a [8 8 8] control point grid.
Figure 5.7: Result of applying the FFD algorithm to a downsampled MRIup PCL with [6 6 0]
(top), [6 6 6] (upper middle), [8 8 0] (lower middle) and [8 8 8] (bottom) control point grid. On
the left is a view with the whole surface PCL, on the middle a closer view from the right side and
on the left a closer view from the left side.
To determine if the biomechanical simulations are necessary to achieve good results, the FFD
algorithm with a [8 8 8] control point grid was applied on the MRI data. Figure 5.8 displays the
resulting PCL. Considering the shape of the MRI data is different than the MRIup, the result of
the FFD algorithm is also different, but still a good approximation of the surface PCL. The results
(distances and times) are exposed in Table 5.6. It can be observed that the errors are bigger com-
pared to using the MRIup data, which is to be expected since the starting shape is not as similar to
the surface. The average euclidean distance is 1.46 mm, while, in the same conditions, the MRIup
data resulted in 1.08 mm. Therefore it can be concluded that the biomechanical simulations, lead
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(a) MRI and surface data after the FFD algorithm with a [8 8 8] control point grid.
Figure 5.8: Result of applying the FFD algorithm to a downsampled MRI PCL with a [8 8 8]
control point grid. On the left is a view with the whole surface PCL, on the middle a closer view
from the right side and on the left a closer view from the left side.
to better results, however further analysis is necessary to determine if the resulting shape is physi-
cally more correct with MRI or MRIup data, such as volume comparison before and after the FFD
algorithm.
Table 5.6: Results (distances and times) from applying the FFD algorithm to downsampled MRI
and surface data.
Distances (mm) Time
ID Laterality Euclidean Hausdorff (seconds)
1
Left 1.40 8.86 551.77
Right 1.51 8.56 654.98
2 Right 1.15 6.26 200.43
3
Left 2.00 12.12 818.34
Right 1.72 12.29 712.38
4 Left 1.50 10.15 246.01
5
Left 1.15 6.98 178.22
Right 1.14 5.33 122.41
6
Left 1.17 5.13 192.30
Right 1.66 9.65 872.29
7
Left 1.52 8.51 266.31
Right 1.55 9.29 252.05
Mean 1.46 8.59 422.29
Std 0.27 2.35 278.05
Max 2.00 12.29 872.29
Min 1.14 5.13 122.41
In order to try and decrease the error further, the FFD was applied to the MRIup and surface
PCLs without downsampling, using a [6 6 6] and a [8 8 8] control point grid. Since the algorithm
matches the closest points between PCLs, with more points, it is probable that there will be better
correspondence between points of the MRIup and surface PCL.
Figure 5.9 shows the resulting PCLs. The distance results are exposed on Table 5.7, which
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demonstrates that the mean euclidean distance with both grids is lower than with downsampled
PCLs, 1.05 mm for the [6 6 6] grid and 0.83 mm for the [8 8 8] grid. The latter has the best result
for both metrics, with a average Hausdorff distance of 5.06 mm. The standard deviation for the
Hausdorff distance is 2.50 mm and is mainly due to the patient 3’s left breast PCL, which has a
12.53 mm Hausdorff distance. It is also giving the worst euclidean distance at 1.02 mm. Without
this exception, the average Hausdorff distance would be 4.38±0.89 mm.
With the mean euclidean distance at 0.83±0.10 mm and the average Hausdorff ditance at
5.06±2.50 mm, the FFD algorithm applied on the MRIup and surface data without downsampling
gives the best results. However the average duration to compute the registered PCL is much higher,
going from 270,61 to 3016,72 seconds, as can be seen in Table 5.8. Due to having more points to
match, each iteration takes more time to complete, and the FFD algorithm needs more iterations
to reach the threshold because there is less change between iterations. This is also the reason the
FFD using the grid with less points has a longer duration on average, because it has more difficulty
in reaching the threshold, needing more iterations.
(a) MRIup and surface data after the FFD algorithm with a [6 6 6] control point grid.
(b) MRIup and surface data after the FFD algorithm with a [8 8 8] control point grid.
Figure 5.9: Result of applying the FFD algorithm to a MRIup PCL without downsampling with a
[6 6 6] and [8 8 8] control point grid.
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Table 5.7: Distances between MRIup and surface data after FFD.
Euclidean Distance
(mm)
Hausdorff Distance
(mm)
ID Laterality [6 6 6] [8 8 8] [6 6 6] [8 8 8]
1
Left 1.10 0.88 7.46 5.63
Right 1.12 0.88 7.91 5.33
2 Right 0.80 0.67 3.71 3.09
3
Left 1.38 1.02 16.49 12.53
Right 1.09 0.91 7.51 3.78
4 Left 0.96 0.73 4.64 3.39
5
Left 1.09 0.84 5.32 4.57
Right 0.83 0.78 3.04 3.24
6
Left 0.99 0.78 6.30 4.25
Right 0.94 0.74 6.58 4.98
7
Left 1.18 0.92 5.71 4.93
Right 1.09 0.87 6.60 5.00
Mean 1.05 0.83 6.77 5.06
Std 0.16 0.10 3.41 2.50
Max 1.38 1.02 16.49 12.53
Min 0.80 0.67 3.04 3.09
Table 5.8: Computation time of the FFD applied to MRIup and surface PCLs.
Time (seconds)
ID Laterality [6 6 6] [8 8 8]
1
Left 4127.92 4448.37
Right 3266.04 2259.99
2 Right 3991.62 2427.78
3
Left 5832.80 6071.50
Right 5564.83 2321.21
4 Left 4198.64 2952.95
5
Left 2735.67 2119.15
Right 5231.18 4149.05
6
Left 2939.08 3270.43
Right 2459.28 1384.71
7
Left 2489.20 2338.94
Right 4368.07 2456.59
Mean 3933.69 3016.72
Std 1182.50 1292.54
Max 5832.80 6071.50
Min 2459.28 1384.71
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5.3 Discussion
The rigid registration step involving a rotation, translation and ICP algorithm is successful
in supplying a good alignment between the MRI/MRIup PCL. Nonetheless, this step can be im-
proved.
The rotation should not depend on the input data always having the same orientation. An
improvement to this step would be orientation detection to ensure the right alignment even if the
input data does not have the expected orientation.
The translation is done with automatic detection of the nipple but, when compared with trans-
lation using manual annotations, it gives worse results. A better way to detect the breast could be
an improvement, however, it can be argued that it would be unnecessary, since the ICP algorithm
compensates for the automatic translation.
Regarding the non-rigid registration step, various control point grids were tested. With only
downsampled MRIup PCLs, the use of 2D and 3D control point grids was compared, particularly
[6 6 0], [6 6 6], [8 8 0] and [8 8 8]. Due to memory limitations of Matlab, grids with more control
points could not be tested. The 2D grids, although having good results in both distances and time,
do not give an accurate outcome. Although the MRIup points end up close to the surface PCL, they
are not well spread over the breast, not having points on the edges. The main advantage of the 2D
grids is the computation time, which is considerably smaller because of the fewer control points.
With 3D control point grids, the results are visually better. As for distances, the [8 8 8] control
point grid has better results regarding the euclidean distance (1.08±0.16 mm), but is still behind
the 2D grids when it comes to the Hausdorff distance (6.77±2.73 compared to 5.76±0.78 using a
[8 8 0] grid), mainly because the PCLs of the patient 3 have much worse results than the rest of
the sample (14.23 and 9.74 mm for the left and right breast respectively). Patient 3’s left breast
PCL also results in the maximum euclidean distance when using the 3D control point grids. The
reason this happens is that the rigid registration does not result in a good enough approximation in
this case, therefore the FFD does not work as intended.
(a) After rigid registration. (b) After FFD.
Figure 5.10: Result of applying the FFD algorithm to the downsampled MRIup PCL of the patient
3’s left breast with a [8 8 8] control point grid.
40 Results and Discussion
Figure 5.10 shows the result of the FFD algorithm on the downsampled MRIup of the patient
3’s left breast and its respective surface PCLs with a [8 8 8] grid. It can be observed that before
applying the FFD algorithm, the PCLs are not aligned well enough, which means the rigid regis-
tration step did not give a good enough result in this case. The points on the bottom of the MRIup
PCL are matched with the points on the skin below the breast, since they are the closest. One
way to solve this problem would be to calculate the displacement field between each point on the
MRI/MRIup and the point in the direction of its inward facing normal, as suggested by [3] and
illustrated in Figure 5.11. What the algorithm does is match M to P’ (closest points), but, using
inward normals, it could match to P. This way the bottom of the MRIup PCL would be mapped to
the bottom part of the breast on the surface instead of the skin below.
Figure 5.11: Comparison between matching closest points or points in the inward normal direction
(from [3]).
The FFD algorithm was also applied to downsampled MRI PCLs, albeit only with a [8 8 8]
control point grid. When compared with the MRIup PCLs, the results are worse in all categories
with a 1.46±0.27 mm average euclidean distance, compared to 1.08±0.16 mm from the MRIup,
and a 8.59±2.35 mm average Hausdorff distance, compared to 6.77±2.73 mm from the MRIup.
This is expected because the MRI PCL is not as similar to the surface, so the rigid registration
does not work as well. Because of this, the points on the MRI and surface data are farther apart,
which can lead to points being incorrectly matched. The MRIup data can achieve a better rigid
approximation, since the biomechanical model compensates for the pose difference, and enters the
FFD algorithm closer to the surface, leading to better results.
Using the MRIup and surface PCLs without downsampling was also tested. With this, the best
results were achieved, when applying the FFD algorithm with a [8 8 8] control point grid. The
mean euclidean distance was 0.83±0.10 mm and the average Hausdorff distance was 5.06±2.50
mm. However the computation time of the algorithm is much longer compared to the downsam-
pled PCLs, with the average time going from 270,61 to 3016,72 seconds. Having more points to
match, the FFD algorithm results in a closer match to the reference, but each iteration is slower
and more iterations are needed to reach the threshold.
The work of Salmon et al. [38], is also on matching breast MRI and surface data, although
using a purely biomechanical approach. They achieved an error of 2 mm, testing on only one
patient, while with this dissertation, lower errors were achieved with a sample of twelve breasts.
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The results from this methodology are promising, achieving a 0.83±0.10 mm mean euclidean
distance with a sample of 12 breast PCLs. However, the computation time to achieve these results
is considerable. The computation time can be lowered with the trade-off of the distances getting
bigger. Therefore, different parameters can be chosen depending on the application, which might
need faster or more precise results.
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Chapter 6
Conclusions
Breast cancer is a terrible disease that affects millions of women worldwide. Although the sur-
vival rates are high, especially when found early, the treatment, almost always including surgery,
leads to deformations in the breast. This results in many patients developing body image problems,
which has a negative psychosocial effect. Studies show that when both the patients and doctors
are involved in the treatment decision process, there are less negative effects, which highlights the
importance of having good surgical planning tools.
Image registration can be a powerful tool in a clinical setting for visualising imaging data, by
combining complementary information from various sources. Breast image registration between
radiological modalities is a popular research topic, but few work has been done with exterior
and interior registration. With this dissertation, a methodology that matches MRI and surface
information was implemented in a two part process to counteract the breast shape differences
inherent to the distinct poses of the patient when the data is acquired. First a rigid registration
is applied to align the MRI/MRIup PCLs with the surface data. It involves a rotation, translation
and a rigid ICP algorithm. Due to the deformable nature of the breast, a non-rigid registration
is also necessary to compensate for the difference in the shapes of the MRI/MRIup and surface
information. An FFD algorithm was applied after the rigid transformations and the results are
promising.
6.1 Future Work
The results of this dissertation are promising in a topic with few research done, but there are
still improvements to the methodology that can be implemented.
The rotation should be done with orientation detection, so that it does not depend on the data
being in a certain way.
The automatic detection of the nipple could be improved, since it does not always result in a
good translation.
The ICP algorithm has a few changeable parameters and a study to determine which parame-
ters give better results should be done, similar to what was done for the inlier ratio.
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The data of one patient consistently has the worst results, which happens because the rigid
registration does not give a good enough approximation for the FFD algorithm to work as intended.
The improvements to the rigid registration already mentioned could solve this problem or the FFD
algorithm could be altered to be successful even in this case and others similar to this one.
There is also future work to be done beyond improvements of the steps already discussed.
Further validation is needed to determine how robust the methodology is. An approach to validate
could be using synthetic validation, which means applying known deformations and/or noise to
a PCL and utilising the methodology on the transformed and original PCLs, using the deformed
data as the reference and ground truth.
Volume calculation and comparison before and after the FFD algorithm could be done to verify
if the deformations applied on the MRI/MRIup data are physically correct.
An important step that is missing is the deformation of the interior points of the MRI/MRIup
PCLs, to match the deformation of the exterior points, in order to have the registered breast com-
plete with exterior and interior information.
This registration is important for the creation of a complete 3D model of the breast, that can
have a clinical application as a patient specific tool for visualisation.
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