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Using analytic methods, an asymptotic formula, which holds uniformly for 
squarefree positive integers d in a suitable range, is obtained for the number of 
positive integers n<x such that (d, f(n))= 1, where f is an integer-valued mul- 
tiplicative function such that f (p) is a polynomial in p for p prime, and where d has 
no prime divisor from a certain finite exceptional set. Examples of such functions f 
are Euler’s function d and the divisor functions eV (V = 1,2....), in which case d is 
assumed to be odd. 6 1985 Academic Press, Inc. 
1. INTR~OUCTI~N 
Let f be an integer-valued multiplicative function with the property that 
there exists a polynomial w with integer coefficients and degree 13 1 such 
that 
f(P) = W(P) for all primes p; (1) 
we shall assume that w(n) is not of the form cn’ with c a constant. A 
function f satisfying (1) is said to be polynomial-like. Some well known 
examples of such functions are Euler’s function C$ and the divisor functions 
crv (v = 1, 2,...) given by 
a,(n) = 1 d”, 
din 
when w(n) = n - 1 for 4 and w(n) = n” + 1 for gV. 
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Let d be an arbitrary positive integer. For fixed d, the question of 
estimating 
W; 4 f) = # { n6x: (d,f(n))= l} (2) 
was investigated earlier as the first component of the much more general 
problem of studying certain aspects of the divisibility off(n) by d. In the 
papers [4-S], asymptotic estimates were obtained for the number of 
positive integers n 6 x satisfying the property P, where P is one of 
(4 (4 f(n)) = 1, 
(b) d II f(n), 
Cc) d/f(n) 
and d 11 m means that d is a unitary divisor of m, so that dl m but 
(d, m/d) = 1; here f is either a specific or a general polynomial-like mul- 
tiplicative function, and d is a fixed positive integer satisfying conditions 
ensuring that the problem is nontrivial. Thus in particular it follows from 
[S] that in most cases 
N(x;d,f)-C(T(a(d)))-‘x(logx)-1+“’d’ as x-+00, (3) 
where C is a positive constant depending on d, r denotes the gamma 
function, and 
1 
u(d)=m #{n: l<n<d and (nw(n),d)=l}, 
a(d)>0 being assumed. The proof of (3) implicit in [S] uses Delange’s 
Tauberian theorem, and no estimate of the error term is derived. Hence the 
proof does not yield a result analogous to (3) for arbitrarily large d 
possibly increasing with x; for that we need information on how fast the 
error term grows in relation to the main term as d increases. 
The object of this paper is to obtain a result analogous to (3), but with 
an explicit error term, that holds uniformly for integers d of a certain type 
in a range of the form 1~ d< h(x), where h(x) is an increasing function of 
x. The question of estimating N(x; d, f) can be regarded as a sieving 
problem, namely that of sieving the set {f(n): 1 <n < x} by the set of 
primes {p: pld}; in particular, the case when d is the product of all primes 
less than y and lying outside some exceptional linite set is of special 
interest. However, in this paper our proofs are analytic and sieve methods 
are not applied. In [lo], we use sieve methods to obtain upper and lower 
bounds for N(x; d, f) that hold uniformly for squarefree d satisfying (7) 
A UNIFORM COPRIMALITY RESULT 317 
below and such that the largest prime factor P(d) of d does not exceed P 
for a fixed 6 with 0 < 6 < 1. From these bounds, which are of the same 
order of magnitude apart from a factor a(d), it follows that 
44 x (log x)l -a(d) (log ‘td)) - a(d) 
< N(x; d, f)e (log x;I -or(d) 
(log P(d))’ -cl(d), 
which leads in most cases to better bounds for the quantity C(d) in the 
theorems below than that obtained under the conditions of Theorem B in 
(132). 
To eliminate the trivial or extreme cases, we impose certain conditions 
on d and f, where throughout f satisfies the properties in the sentence con- 
taining (1). Let v(p) denote the number of nonzero solutions of the con- 
gruence 
w(n) E 0 (mod p) (P prime); (5) 
then it is well known that 0 < v(p) < min( p - 1,1). Define the sets S,,, S, of 
primes by 
s3={P:v(P)=P-l}, s, = {p: v(p)=O}; (6) 
then So is finite or empty, and the complement of S, is always infinite but 
S, itself may be infinite. Clearly either 2 E S,, or v(2) = 0. 
Throughout this paper, let d> 1 denote a positive squarefree integer such 
that 
p Fd’Q’pSo, and 3pld with p $ S,; (7) 
for convenience we shall assume also that d 3 do for a suitable positive con- 
stant d,, > 3. Then it is easily seen that a(d), as defined in (4), is given by 
1 
a(d) = 4(d) p,d 
--q(P-l-V(P)) 
and so by (6) and (7) satisfies O<a(d)< 1. When S=d or (T” (v> l), 
S,,= (2}, whence dis odd, and forf=4 or d (=a,), v(p)= 1 for allpa 
and a(d) = n,,,d (1 - l/(p - 1)). The conditions in (7) ensure that 
N(x; d, f) is neither rather small, of the form 0(x”‘), nor rather near a 
multiple of x. 
641 20.3-5 
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Our proof adopts classical methods, such as those used, for example, in 
some proofs of the prime number theorem for primes in arithmetic 
progression. We convert N(x; d, f), defined in (2), into a contour integral 
of a function involving all the L-functions L(s, x) with x a character 
modulo d. Hence the results are affected by the location of the zeros of the 
functions L(s, x). We consider three cases: (A) There is a Siegel zero 
modulo d; (B) There is no Siegel zero modulo d; (C) The generalized 
Riemann hypothesis (GRH) holds. We state the results obtained in the 
three cases as separate theorems, in all of which f denotes a function with 
the properties given in the first sentence of the paper, d satisfies the con- 
ditions given in the sentence containing (7), and x is assumed to be suf- 
ficiently large: 
THEOREM A. Suppose that there is a Siegel zero fl modulo d, and let M 
be any fixed positive number. Then, with f d as above, there exists C(d) # 0 
such that untformly for d < (log x) M, N(x; d, f) can be expressed in either of 
the forms 
C(d) 
N(x;d, f)=- X 
T(a(d)) (log x)’ -a(d) 
(1 +0((logx)-“2)) (9) 
or 
X N-l 
N(x;d,f)= r(a(d))(log x)’ -a(d) C(d) + C Cj(d)(lOg X)-j j= I 
+O(C(d)exp(-A,(logx)‘/*)) , 
I 
(10) 
where A, is a positive absolute constant, the Cj(d) depend on d (and f ), and 
N = [f( 1 -/I) log x]. For each E > 0, the integer N satisfies 
(logx)‘-“<N<logx, 
where the implied constant on the left depends on E (and M). 
THEOREM B. Suppose that there is no Siegel zero module d. Then, with f, 
d above, there exists C(d) #0 such that uniformly for 
d < i:p(A,(log x)“~), N(x; d, f) can be expressed in either of the forms (9) 
or (lo), where in (10) N = [A,(log x/log d)] and the C,(d) depend on d (and 
f ), and where A,, A,, A, are positive absolute constants. 
THEOREM C. Assume that the generalized Riemann hypothesis holds. 
Then, withf, d as above, for any fixed 0 with 0 < 8 < 1, there exists C(d) # 0 
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such that uniformly for d < x, N(x; d, f) can be expressed in either of the 
forms 
N(x;d, f)== x 
T(a(d)) (log~)‘-“~) 
or 
where A,>2(1-log2))’ is a constant and in (12) N= 
[A4 log log x(log x/log d)‘] and the C,(d) depend on d (andf). 
In all cases (see (130), (132), (134)), we can obtain upper and lower 
bounds for C(d), which depends on d (and f ), but its structure is rather 
complicated (see (97)). In Theorem C, (12) is only meaningful when 
log d= o(log x). In all three theorems, the range for d is analogous to the 
corresponding range in the prime number theorem for primes in an 
arithmetic progression. The results above apply in particular when f is 
Euler’s function $ or one of the divisor functions cV (v > 1). 
For comparison with the results of Theorems A and B, we observe that 
#fpdx: (d,f(p))= +44j& as x--+00, 
for d as above and satisfying log d= o(log x), where p denotes a prime. 
This follows from sieve results, by applying Theorem 2.5’ of [2], for exam- 
ple (as in Lemma 6 of [9]), and an explicit estimate of the implied error 
term may be given (see Lemma 7 and its corollary in [lo]). 
2. NOTATION AND PRELIMINARY RESULTS 
Throughout this paper, log denotes the principal value of the logarithm, 
p, q denote primes, and c, ,..., cg denote absolute constants independent 
of d. 
Defining v(p) in the sentence containing (5), let 
J(d)=n (P- ~-V(P)), J,(d)=n (p-2). (13) 
Ad Pld 
Then by (8), 44=44/#(4 and 0 < a(d) < 1 since d satisfies (7). If 
v(p) = 1 for all p 1 d, which holds in particular for the functions 4 and e 
(=o,), then J(d) =J,(d). 
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Denote the nonzero solutions of the congruence w(n) - 0 (mod p) by 
ej(p), j= 1, L-7 v(p). The number of residue classes (mod d) whose 
elements b satisfy (bw(b), d) = 1 is J(d), for b & ej(p) (mod p) for 
j= l,..., v(p) and all p 1 d; denote these residue classes (mod d) by b,(d), 
j= 1, 2,..., J(d). If x is a character modulo d, let 
(14) 
For the functions f = $, (T, v(p) = 1, and e,(p) = 1, - 1, respectively, for 
each p, and hence by the argument used to prove Corollary 2(i) of 
Lemma 2, y(x) is real and forf= 4, y(x) = p(d,)/J(d,), where d, is the con- 
ductor of x. 
LEMMA 1. Zf the character x (mod d) is equivalent to the primitive 
character x1 (mod d, ), then 
Y(X) = Y(X1). (15) 
Proof: Let x0 denote the principal character (mod d/d,); then I= x1x0 
and X(bj(d))=Xl(bAdl)) XO(bk(d/dl))=Xl(bi(dl)), where b,(d) E bid11 
(mod d,), b,(d)- bk(d/dl) (mod d/d,) for some i, k with 1 < i<J(d,), 
1 <k < J(d/d,) = J(d)/J(d,). Hence 
J(h) 444) 
y(x’=J(d) ,=, k=, -!- 1 1 il(bi(d,)) Xdbddld,)) 
c&J f ~~)yl(bi(dl))=y(Xl)~ 0 1 I=1 
Throughout we denote the primitive character equivalent to the charac- 
ter x (mod d) by xi and its modulus by d,, so d, is the conductor of x and 
d, 1 d; for the principal character x0 (mod d), d, = 1. Note that d, is 
necessarily odd, even if d is even. The number of primitive characters 
(mod d,) is J,(d, ) > 0, for there are p - 2 primitive characters (mod p). We 
denote by Z*, Z7* the sum, product over the primitive characters to the 
modulus stated. 
LEMMA 2. 
c c* Y(Xl)Xl(n) &Id n(moddl) 
= (a(d/(n, 4))-’ if (w(n), d/h 4) = 1, 
=o otherwise. (16) 
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ProoJ Substituting for y(xi) from (14), the left side of (16) becomes 
(17) 
The inner sum of ( 17) is 0 if (n, d,) > 1, and so we may assume that 
(n, d,)= 1. Recall that d, is odd even if 21d. 
We may write x1 = n4,d, xty), where x (4) is a primitive character (mod q) 
(which just means that xCs) is nonprincipal since q is prime). For each j and 
each q 1 d,, there exists i with 1 < i< J(q) and b,(d) E b{(q) (mod q), and 
hence 
j= 1 Xl(moddl) 
). (18) 
Since the inner sum on the right is over all nonprincipal characters 
(mod q), it equals - 1 if n zk b,(q) (mod q) and q - 2 if n - hi(q) (mod q), 
and the latter condition can hold for at most one i. If n k b,(q) (mod q) for 
all i, then, since q /n is being assumed, n = e,(q) (mod q) for some i 
(1 < id v(q)), and so q 1 w(n). However, if n z hi(q) (mod q) for some i, then 
(q, w(n)) = 1. Substituting this information in (18), we obtain that the sum 
( 17) equals 
c -L n (-J(q)) r-l v(q) 
d,ld J(dl) qldl d4 
(n.dl) = 1 qlw(n) (aw(n)) = 1 
= d,&.d) J(i) 
- Aw(n), 4 1 J(w(nh 4 1 v 
((wtb 4)) 
= .,g., cl+ pL(w(n)T p) k (Magi,,)) - ’ v L& PI>> 
= 
=o otherwise, 
giving the result in (16). 
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COROLLARY 1. Zf r is an integer 
ti,=a(d) c c* YbCl) 
dlld xl(moddl) x1( - I) = ( - 1 I’ 
=+ (I+ (-1)‘) if (W(l)W(-l),d)=l, 
=$ if (W(l),d)=l,(W(--l),d)>l, 
J-1)’ 
2 if (w(l),d)>l,(w(--l),d)=l, 
=o if (w(l), 4 > 1, (WC - 1174 > 1, (19) 
where K, is defined by the left of ( 19). 
Proof: u,=u(d)/2 C X* d,ld X,(modd,)~(~lJ(~I(l)+(-l)r~l(-l)), and the 
result follows on applying the lemma with n = + 1, so (n, d) = 1. 
COROLLARY 2. (i) Iy(xI)l < v(d,)/J(d,). 
(ii) W) EdlId J,(4) C ;~,modd,, 1 Y(xI )I f n,,, (I + v(p)(p - 3)). 
Proof: (i) Writing x, = flgld, xCq) and using the ideas applied in and 
after (18), we have, since x(q) is nonprincipal, 
and hence (i) follows. 
(ii) Since there are J,(d,) primitive characters (mod d,), 
44 c J,(4) 
&Id 
c* Ir(x~)l <a(d) c (J,W,))‘$j 
xl(moddi) 4ld 1 
and the right side equals 
v(P)(Jl(P))* 
J(P) 
=I$l+W(P-3)) 
on using (8) and (13). Recall that if 2/d, then 2 #S,, so v(2) =O. This 
proves (ii). 
LEMMA 3. (i) IfO<a,<a<l, then 
(a) &dp-ologp6 (logd)*-“loglogd; 
(b) c,,, P-O log pQ y’-“log y. 
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(ii) (4 rIpId (1 + V(P)) 
< exp (log d log(l+ l)/(log log d)( 1 + O( l/log log d))); 
(b) a(d)%(loglogd)-‘. 
ProoJ (i) First we prove (b). As usual, let 
e(u) = 1 log p. 
p<u 
Then, by partial summation, the left side of (b) is 
B(y)y~“+aSY~-I-16(~)d~. 
2 
By Chebyshev’s estimate that B(u)<u, the above is 
.gy’-“+g ? u-“du=y’-“+ay-” J’ JO y 4i yju 2 2 u 
and so (b) follows. 
The left side of (a) is 
6 c p-a log p+ 1 p-“logp. 
p < logd pld 
p > logd 
By (b), the first sum is 
< (log d) ’ - (T log log d. 
The second sum is 
<(logd)-“~logp=(logd)‘-“. 
pld 
Thus (a) follows. 
(ii) If p 1 d, v(p) < min(p - 2, I), so, if o(d) = &d 1, 
I-I (1 +v(p))<(Z+ l)“(d). 
Ad 
Let q denote the w(d)th prime. Then 
(20) 
logd=Clogp2 c logp=O(q)=q 
Pld PC4 
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by the prime number theorem, and so 
(21) 
Thus, by the prime number theorem again, 
o(d) = z(q) d 
lo;:;d(ltO(log:ogd))’ 
and (a) follows by combining this with (20). 
By definition (see (8)) 
where a(d) > 0 and v(p) < 1. Hence, defining q as above, we have 
log(a(d)) - ’ = c ‘(‘) -+O(l)<fC p-1+0(1) 
p/dP - ’ pld 
<I c p-‘+0(1)=110g10gq+0(1) 
< 
$o;loglogd+O(l) 
by (21), and (b) then follows. 
Next we state some well-known classical results concerning the L- 
functions L(s, x) for x a character (mod d) equivalent to the primitive 
character x1 (mod d,) and their nontrivial zeros p = /3 + iy (so that 
0 < /I c 1, and if the generalized Riemann hypothesis is assumed to hold, 
then /I = 4). As usual, write s = (T + it and for convenience put 
&(t)=logd(ltl + 1). (22) 
LEMMA 4. There exists an absolute constant c1 > 0 such that for any 
character x (mod d), 
us, xl z 0 Cl for o>l-- 
xi(t) 
except for one possible exceptional simple real zero jIe of at most one of the 
functions L(s, x) with x real; this exceptional zero B, is called a Siegel zero. 
To each E > 0, there exists an ineffective constant C(E) > 0 such that 
l-c,(logd)-‘<B,<l-c(s)d-“. (24) 
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If j?, corresponds to a primitive character xe (mod d,), and if do > 1 is a given 
absolute constant, then the constant c1 can be chosen so that d, > d,. 
These results are given, for example, in [ 1, pp. 96, 1303. To deduce the 
last remark, note that there can only be a finite number of real zeros of the 
functions L(s, x) with x a real primitive character (mod d) with d < d,, and 
so we can choose c1 to ensure that they all lie on 0 d 1 - c1 (log do)) ‘. 
LEMMA 5. Let p = fl+ iy denote a nontrivial zero of L(s, xl), where x1 is 
a primitive character (mod d,). Then 
(i) C, l/( 1 + (y - 1)‘) C%,(f) for all t; 
(ii) L’(s, xl)lL(s, xl) = C,.I,-,l G 1 W-P) + W=%,(f)) 
for -1 <ad2, t>2, and t-y#Ofor all y; 
(iii) IL’h xl)/& xl)1 < log 4 IsI 
in the region a < - 1 but excluding closed discs of radius d about the trivial 
zeros of L(s, x,); 
(iv) L’(s, x)/L(s, x) is absolutely bounded for a > 2. 
Again these results may be found in [ 1, pp. 106, 1201 (but with radius $ 
in (iii)); (iv) follows from the Dirichlet series 
L’(s, Xl) -= -nz, A(n)x,(n)n-’ 
Lb, x1 1 
(a> 1). (25) 
LEMMA 6. Let N(8, T, x) denote the number of zeros of L(s, x) in the 
region 8<a6 1, (tl <T, where 024, T>2. Then 
N(0, T)=N(8, T;d,)= I* N(0, T,xl)<(d,T)3’1-? (26) 
This is a corollary of Theorem 12.1 of [3], for example. When T< 2, we 
use the inequality N(8, T) < N( 8,2) 4 d:(’ - e! 
Finally in this section we recall the following facts about the gamma 
function: 
r(s)=jom epuuspl du for a>O; 
1 
-=eys!, (1 +E) epsln; 
sm) 
(27) 
(28) 
T(s + 1) = ST(S), T(s)T(l-s)=n. 
sin 7~s (29) 
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Thus T(S) is regular except for simple poles at s = 0, - 1, -2,..., and has no 
zeros. Note that, from (28), as s+O, 
&Y)=s-‘+0(l), 
1 
- = O(s). 
Us) 
(30) 
LEMMA 7. Zf s > 1 and y > s - 1 (s real), then 
(31) 
If O<s< t, then 
O<T(s)-joye- UuS- 1 du < y”- le--Y. (32) 
Proof: Let Z( y ) = T(s) - Jg e - “us ~ ’ du = j-r e - ‘us- ’ du. Integrating by 
parts when s > 1, we have 
I(y)=e--';y"-' +(s-1)~aep”u”-2du 
v 
-.Y s-1 S-l 
be y +- Z(Y), 
Y 
and the upper bound in (31) follows provided y > s - 1. Also if s > 1, 
(33) 
This establishes (31); note that the two sides have the same order of 
magnitude for fixed s as y + 00. 
When 0 < s < 1, the inequality in (33) is reversed since s - 1 < 0, and 
then (32) follows. 
3. THE GENERATING FUNCTION 
Let 
a(n) = a(n; d) = 1 if (f(n), 4 = 1, 
=o otherwise, 
(34) 
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so that a(n) is the characteristic function of the property we are studying. 
Define the associated generating function on Re s = CT > 1 by 
F(s) = F(s; d) = f a(n; d) n--s. (35) 
?I=1 
F(s), a(n) for n > 1, and the functions F,, g, G, H,, H to be defined later all 
depend on d, but, for reasons of brevity and because there is no risk of 
ambiguity here, we shall omit explicit reference to d when referring to these 
functions, and similarly we shall write 6, for b,(d) (as defined before (14)). 
LEMMA 8. Let the complex plane be cut along the segment o d 1 of the 
real axis. If the GRH is not assumed, suppose that o > 1 - (cl/&(t)) but 
that s # 1 or fir (the Siegel zero, if it exists), and if the GRH is assumed to 
hold, suppose that o > t but that s # 1. Then in this region 
F(s) = F,(s) g(s) G(s), (36) 
where (taking the principal value of the complex power) 
44 
F,(s)= n n* (Us, XI))‘(“) (37) 
4d n(moddl) 
and the functions g(s), G(s), defined by (43), (42) respectively, are regular in 
0 > 4. 
Proof. Since f(n) is a multiplicative function of n, so is u(n), given by 
(34), and hence for o > 1, 
(38) 
For p /’ d, a(p) = 1 if and only if (w(p), d) = 1 and hence p must satisfy a 
congruence of the form p - bj = b,(d) (mod d) for some j with 1 d j < J(d). 
Hence we can rewrite (38) in the form 
J(d) 
F(s)= n n (1 -p-‘)-l n (1 -a(P)P-‘)-I 
j= 1 p-b,(modd) /Ad 
xn l+ f (a(pS)-a(p)a(pS-‘))p-B” . 
( > P p=2 
(39) 
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It is well known that for (6, d) = 1 and 0 > 1, 
n (1 -p-A))’ 
p - b(modrl) 
= w ( -&j C ;C(b) 1s Us, x) Y 
p s b(modd) 
pps . 
pp = b(modd) )) 
Combining (39) and (40) and using (14), we obtain that for (T > 1, 
( 1 
a(d) 
F(s) = n (Us, ,))y(x) G(s), 
x 
where the principal value of the complex power is taken, and where 
(40) 
(41) 
G(~,=~(l-u(p)p-‘)-‘n(l+ f (a(~~)-a(p)a(p~-‘))p-~” 
Pld P fl=2 
p~.,,,dd,p-1p-8’)) (42) 
c 
which is regular for IT > 4. 
If, as usual, 1 is equivalent to the primitive character xi (mod d, ), then 
and hence, using ( 15 ) and (41), 
F(s) = F,(s) g(s) G(s), 
where F,, G are given by (37) and (42) and where 
(43) 
which is regular in CJ > 0. This establishes (36) when v > 1, and the lemma 
follows using (23) or the GRH and analytic continuation. 
- 
LEMMA 9. Let 1 > co > log(J5 + 1 )/log 2 - 1 > 0.69. Then for u 2 oo, 
(i) ) G’(s)/G(s)( 6 max( 1, (log d)‘-“) log log d, 
(ii) I g’(s)/g(s)( < max( 1, (log d)‘-“) log log d. 
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Prooj The choice of co ensures that for all primes p, CT=, ppBao c 1, 
and we observe that for all 0 > oo, 
f (a(PP)-a(P)a(pS-‘))p-B” G f p-B”<l, 
p=2 p=2 
Differentiating (42) logarithmically and using the above inequalities, we 
easily obtain that 
G’(s) 4 PI 1% p 
-= -c ps G(s) +Wl), Ad 
whence, by Lemma 3(i)(a) if a,< ad 1 and using p-lr<p-’ if c> 1, 
G’(s) 
l-l G(s) 6 max(l,(logd)‘-“)loglogd. 
This gives (i), and (ii) can be proved in a similar way using (43). Alter- 
natively, using Lemma 2 and noting that (p, d/p) = I for all p 1 d, it is 
straightforward to show that 
log g(s) = - c a(P) f p-lp-B”, (44) 
Ad 
(w(PG;P)= 1 
which also yields (ii) on differentiating logarithmically and using Lem- 
ma 3(i)(a). 
In the next two lemmas, we follow Selberg’s method in [ 11, Lemmas 1 
and 21. 
LEMMA 10. There exists a sequence of numbers T2, T,,..., such that 
m < T,,, < m + 1 (m = 2, 3,...) and 
C(s) 
! I F,O G n (1 +W(p-3))(logW2 pld (45) 
f or 
02 -2m-4, ItI = T,, or o= -2m-f, ItI G T,. (46) 
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Proof: The proof is a slight modification of the argument outlined on 
p. 120 of [ 11. If x, is a primitive character (mod d,), L(s, xi) has O(Zd,(m)) 
nontrivial zeros p = fi + iy with m < y < m + 1 (m > 2), and there are J,(d,) 
such functions L(s, xi). Hence we can choose T, (ma2) with 
m< T,<m+ 1 and such that 
IY-T,l % Vl(4)=%,(m))V’ (47) 
for every nontrivial zero p = p + iy of the functions L(s, xi), where x, runs 
through the primitive characters (mod d,). Using Lemma 5(ii), (iii), (iv) it 
follows that, with T,,, chosen to satisfy (47), 
(48) 
for each primitive character x1 (mod d,) and s satisfying (46) with m > 2. 
Differentiating (37) logarithmically we have in the region of Lemma 8, 
(49) 
and by analytic continuation this holds at all points s for which the right 
side of (49) is defined (the exceptional points being s = 1 and the zeros of 
any of the L-functions in (49)). Hence by (48), when s satisfies (46) for any 
m > 2, we obtain 
@n (1 +v(pMp-3))(logdm)2 Ad 
by Corollary 2(ii) of Lemma 2. 
COROLLARY. Let < = l(t) > 1 be a parameter, depending on t, which 
increases with 1 tl, let b > max(2, 1 + a), and let r,,, (m = 2, 3,...) be the con- 
tour consisting of the line segments 
Rez=b, ImzaT,; 
-2m-t<Rezdb, IIm zI = T,; 
Rez= -2m-$, [Im z[ < T,. 
Then as m -+ CO, 
I, = 
1 
27cilog 5 s 
y=-, - p-4 Fl(Z) dz o 
r, (z-s)2 F,(z) + . (50) 
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Proof: If m > 2131, it is easy to see that 
5 
M-,r. 
i-, Iz--1 m 
On r,,,, the integrand in (50) has no singularities and 
I~‘-“- p-s) ( 452(b-0). Since F;(z)/F,(z) is bounded on Re z = b, (50) 
now follows from (45). 
LEMMA Il. Let 
otherwise, 
if nG5, 
log Pin =- 
1% 5 
if 5<n6t2, 
=o if n 3 5*, 
where r is as in the corollary of the previous lemma. Then, for 0 > 1, 
F;(s) - = - ngl A(n) l(n, d) KS. 
F,(s) 
(51) 
(52) 
Furthermore, for s # 1, 0, - 1, -2 ,..., and s # p for any nontrivial zero p of 
any of the functions L(s, xl) appearing in (37), we have 
F;(s) 
-= -~~~*n(n)l(n,d)R,(n)n-~-~~‘~~~*~~-~’ 
F,(s) S 
5-'-s-5-2('+s) 
(r+s)* 
+g c c* Y(X1) 
&Id nhoddl) 
(53) 
where the last inner sum is over all nontrivial zeros p of L(s, x,), and where 
K, is given by (19). 
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Proof If d > 1, we have by (25) and (49), 
by Lemma 2. Note that 0 < A(n, d) 6 1. 
Let b > max(2, 1 + u); since 
1 
4 
h+im 
2ni b-k 
for y3 1, 
for O<ybl, 
we have from (51) and (52) that 
1 
s 
b+im czps- 52(i-S) F;(z) dz 
iii& b-im (z - d2 F,(z) 
m A(n)@z, d) 1 =-Ix ns s 
/l+im 
G b-is 
(&)=-“- (5yn)=-” dz 
PI=1 (z-s)2 
=c 
” Q ;z 
n(n);? d, e,(n) log 5. (54) 
We now replace the path of integration on the left of (54) by the contour 
r,,, in the previous corollary and let m -+ co, so that Z,,, -+ 0. It follows that 
the sum on the right of (54) equals the sum of the residues of the function 
5=-s- 52(:-s) F;(z) 
(z - s)~ F,(z) 
at its singularities lying between the two contours. These singularities are 
poles occurring at the points z = S, 1 and z = p for each zero p of any of the 
L-functions occurring in (49). The trivial zeros occur at 0, - 1, -2,..., 
where L(--,X1)=0 if x,(--1)=(-1)‘. The nontrivial zeros p=j?+iy of 
L(z, x, ) all satisfy 
0</3<1-c’ 
%(Y) 
by (23) except for a possible Siegel zero fle coresponding to the real 
primitive character xe (mod d,) and satisfying (24). Recall that s # 1 and s 
is not a trivial or nontrivial zero of any of the L-functions in (49). 
The residue of the function in (55) at the simple pole z =s is 
-logt(F;(s)/F,(s)), and at the simple pole z= 1 is -ct(d)(~1-“-~2”-S)/ 
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(1 -s)~ (for this is a simple pole of L’(z, x,,)/L(z, x0), 
cipal character, and 7(x0) = 1). The sum of the 
z=O, -1, -2 ,..., is 
m 5-r-se5-2(r+s) 
44 c 
(r+s)’ c c* r=O 4ld ,n(+M) . 
r(x1) 
X1( - 1 J = c - 1)’ 
= r!. Kr 
l-r-s-5-2(r+S) 
(r+s)’ (57) 
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where x0 is the prin- 
residues of (55) at 
by Corollary 1 of Lemma 2; note that K, = 0, k$, or 1. The sum of the 
residues of (55) at the nontrivial zeros p of the L-functions is 
2(P - s) 
44 1 I* Y(x,) 1 ‘p-t;--$ 3 (58) 
4d n(mod4) 
UPII I= 0 
where the inner sum is over the zeros of one function L(z, xl) counted 
according to multiplicity. From (54) and the argument leading up to (57) 
and (58), we obtain (53). 
Lemma 11 is crucial in estimating F;(s)/F,(s), and hence F(s) itself, on 
the contour around which we integrate the function F(s) x’s -’ in Section 4. 
Our next aim is to bound the right side of (53) in a suitable region, and we 
look separately at the various sums. Assume below that co satisfies the con- 
dition in Lemma 9. 
LEMMA 12. Zf cr > co, then 
.Tc2 A(n) l(n, d) O,(n) n -’ @max( 1, t2(lPo)) log 5. (59) 
Proof: Since by (51), 061(n, d)< 1, 0<8&n) 6 1, the left side of (59) 
does not exceed 
CP +1ogp= c p-clogp+c z p-Qog p 
pfl<F PSC2 P 8=2 
Pb<F 
<max(l, t; 2(’ - “‘) log e 
by Lemma 3(i)(b) and since the double sum on the right is absolutely 
bounded. 
LEMMA 13. Zf o B oo, then 
1 f lc, 
y-Sw5-2(r+S) 1 
1% 5 ,=O (r+s)2 *r,log 
(60) 
64 I ./20!3-6 
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Proof: Since (K,( < 1 and p.+c>O, so (5P21’+.‘)i < I(- ’ -‘I, the left side 
of (60) is 
since the sum converges for < > 1. 
LEMMA 14. Let 
(61) 
where the ’ on the inner sum signifies that the Siegel zero (if there is one for 
one of the x,) is omitted. 
(a) Zfo~1-(~,/2~~(t))~:a,and~b(d(ltl+1))~, then 
l +V(P)(P-3) 3(1-u) 
IC,I <,(L’*-o 
P-l 
+5’-“logt;+L. 
1% t 
(62) 
(b) If the GRH is assumed and c > oo, then 
1~2-“Lg~(t) ,~,IQ5 log5 Il(l+v’p;(!y3’ . 
Pld i 
(63) 
Proof: In either case, by Corollary 2(i) of Lemma 2, 
p-” + 52(8-d 
(B - a)* + (y - t)*’ (64) 
We prove (b) first, so that b = 1 and, since 0 > oo> 0.69, 
(fl- a)’ + (y - t)2S 1 + (y - t)*. Hence, as there are J,(d,) primitive charac- 
ters x1 (mod d,), Lemma 5(i) yields 
~ cr(d) t”2-” 
log 5 q(t) c vO J,(d,), 
d,,d J(4) 
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and the result of (63) now follows since 
44 1 44) J,(4) = 
d,fd J(dl) 
(a) In this case we can only assume that p satisfies (56) for every 
term in the right side of (64). We split Co into four parts, and denote by 
,Z’a) the kth part of C, (k= 1, 2, 3,4). 
Case 1. B 6 $. Here we can apply the argument in (b), for 
p-n< (WO, and, since Yd(t)<log t, where Yd(t) is given by (22), we 
obtain 
(65) 
Case 2. /I>$, Iy( <2ltl + 1. In this case Zd(y)<2Yd(t), where 
d 3 do 2 3. Furthermore it is easily verified that 
2dZ;(t) - %(Y) > %,20), -6(Y) d -%dcth 
Hence by (56) and the assumption that G 2 1 - c,/2Yd(t), 
o-p>c,(2~(r)-~~v)),c,, 
’ 2%(t) %(Y) xl(f) (66) 
where c2 = tc, (1 - log 4/lag 6) > 0, on using 
=%,2tt) 1 _ log 4 -= 
%dtt) 
>I-= for d33. 
log 2d(ltl + 1)’ log 6 
Hence /? < e and (/? - a)’ + (y - t)2 3 (cJP’J~))~, and so the appropriate 
part of (64) yields 
c* =p2J CD-“, (67) 
n(moddl) P 
where the last sum is over the zeros p of L(s, x,) satisfying the conditions 
in Case 2 (but excluding the Siegel zero). 
To estimate the inner double sum of (67), we use Lemma 6 and Stieltjes 
integration. Let g1 = min( 1, d - c,/ZAt)) so /I < 0, by (66). The quantity 
N(B, T) in (26) decreases as 13 increases, and hence 
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(where zeros excluded on the left side may contribute to the right side). 
Integration by parts and Lemma 6 yield 
1=g 1’2-oN(;, 2JtJ + l)-<“I-“N(a,, 214 + 1) 
+log< jU’ SN-V(B,21r1+1)d0 
112 
45 1’2-yd1(21tl + 1p+$g jO’ te(d,2 ItI + 1))3’1 -‘) de 
1/z 
314 - d +log 5 u’ 
<5 - 
s <” l/2 
5(1/2)(1 +e) & 
45 314 - u + ( (l/2)(1 +al)-u et’-rr, 
since cl < 1 and (d,(2)tl + 1))34<1’2 by the hypothesis on c on (a). Hence 
(67), (68), (69) yield 
(70) 
since &(t)<log 5, and cx(d) &,dv(dl)/J(dl)= 1. 
Case 3. &<fl<o, 1yI >2(tl+ 1. Subdivide the interval J= 
(4, min(a, l)] into K equal intervals Jr,r = l,..., K, where K is a positive 
integer to be chosen later, and let r be the length of J; then 
J,=(~+((T-l)/K)z,~$-(r/K)t]. In Case3, (Y--~)~~(IYI-I~~)*> 
(ItI + I)*, and by (64), 
44 I.qj3’I <- 
log tY 
where the inner sum is over those zeros p satisfying the conditions in 
Case 3 and such that /3 E Jr. Consider 
I,= I* 1 e“-” 
n(mod4 J 
IyI ,8z,:+ 1 
(IA - I4 j2 
45; 
l/2-o+(r/K)r O” 
s 
W(W) + ((r- 1)/O, u) 
u=2~11+1 (u- I4I2 
4l l/2 - (T + (r/K)7 
(dlU)3(l/*-((r- 1)/o) 
(u- ItI) d” 
(72) 
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by Lemma 6 and integration by parts, and since N(j, u) = o(u2) as u + co; 
the integral clearly converges. On evaluating the integral and using the 
inequality 5 2 (dltl + 1))6, we obtain 
I,gr 
3/4-o+((r+1)/2K)r 
ud+1)2 . 
(73) 
If we choose K= [f log 51, 19 <‘lK > e2, and so since $ > z = 
min(o - f, 4) > crO - -$ > & y = t*‘2K>, e’j6 > 1. Hence 
if Y 
i-+1< 
r= I 
.yx+l 1-i -1qP14y~ 
( ) 
Thus by (71)-(74), 
(74) 
(75) 
Case 4. @>c. In this case, a<l, and by (56), 1 -cl/Zd(y)~fi>o~ 
1 -c,/2%(t)andsod(lyl+ l)>(dltl + 1))2, whence IyI -It] 32(ltl + 1)for 
d33. Let U,=d(ltl+ 1)2- 1, so Iyl 3 U, and d, U, < d2(ltl + 1)2. Using 
(64) again, 
a(4 IC/j4)l f - log t (76) 
where p is a zero of L(s, xl) satisfying p > c in the last sum. Using the 
techniques used in (72), we have by Lemma 6 
c* 2”’ ,l;;“rr;, 
xl(moddlJ P 
44 
2(1-a) I m dN(a, u) u=uo (u- lrl)2 
4t 2(1-a) 
(d,u)3”-“)du< c3(‘--a) 
(u- IdI (I4 + II2 
(77) 
since (d, V,)‘< < and U,, - (t/a 2( ItI + 1). Hence by (76) and (77) 
t 3(1-c) Plp’I<<-. 1% t (78) 
We can now deduce (62) from (65), (70), (75), (78). 
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COROLLARY. If either the conditions of (a) hold, 5’ - u & 1 and 
&,d(l+v(p))<4”210g~, or the conditions qf (b) hold, [lm-“<l and 
6Pd(t)Qld(l +v(p))~4”‘log* 5, then 
/C,( 4 log 5. (79) 
LEMMA 15. If either all the conditions of Lemma 14(a) and the first part 
of its corollary or all the conditions of Lemma 14(b) and the second part of 
its corollary hold, then 
(i) IFi(s)IF,(s) + 44/b- 1) - 44 Y(x,)/(s- PC)1 4log 4; (80) 
(ii) F”(s)l~(s) + 44/L- 1) - 44 Y(x,)/(~~- P,)I 41% 5, (81) 
where in (ii) in the case when the GRH is assumed, d must also satisfy the 
condition max( 1, (log d)’ -“) log log d=+log 5, and where the last term on the 
left of(i) and (ii) is omitted if there is no Siegel zero ,!?, (mod d). 
ProoJ: Observe that for 8 = 1 or fl,, 
1 ge-“-,.y--sl 1 
log g (O-s)2 -a @logk (82) 
on using our assumption 5’ -O 4 1 when Is - 01 > (log l) - ’ and on 
expanding the left side as a power series in 8 -s when Is - 81 < (log 5) I. 
From (53), (59), (60), (61), (79), and (82) we deduce (i), and (ii) then 
follows from (36) and Lemma 9. When the conditions of Lemma 14(a) 
hold, log 4 9 log d$ max( 1, (log d)’ -“) log log d since (r 2 co > 0.69, but we 
need to assume this inequality as a hypothesis when the GRH holds. Recall 
that 4 = t(t) increases with I tl. 
Define the functions H,(s), H(s) by 
H,(s) = F(s)(s - l)R’“‘(s - PC) -a(d)y’&Z) if there is a Siegel zero PC, 
= F(s)(s - 1 )a(d’ otherwise, 
(83) 
H(s) = s - ‘F(s)(s - 1 )? (84) 
then by (23) and Lemma 8, H,(s) is regular for (T > 1 - cl/gb(t), and so is 
H(s) when there is no Siegel zero, but otherwise H(s) is regular in this 
region with the real points s d fi, removed. Let 
ye = IRe rk)l if there is a Siegel zero /I,, 
(85) 
=o otherwise. 
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Note that by Corollary 2(i) of Lemma 2, 
44) 
0 6 Ye 6 Irk)l G- = I-I 
V(P) 
J(d) ,,,.P-l-V(P)<l (86) 
provided d, is sufliciently large, for v(p) 6 min(p - 2,1). Choose do in 
Lemma 4 such that (86) holds for all d, > do. Observe also that since d, > 1 
and v(p)<min(Z, p-2) forpld, we have 
J(d) v(4) -- 
0 6 44 Y ,  d 44 Ivk)l d d(d) J(d,) 
=;llpy n (1-Z) 
P I  &de 
I 
<-< 1. 
1+1 (87) 
LEMMA 16. Suppose that the conditions of Lemma 15 hold and, when the 
GRH is not assumed, suppose that t = t(t) satisfies log {( l)$log t(O)4 
log d. 
(i) rf 1s - 81% (log t(O)) ~ ’ for 0 = 1 and t3 = /?, (if there is a Siegel 
zero), thenfor lo-lI<c3(log5(t))-’ (where c,>O), 
IF(s)l<lI(l)l(log[(t))“‘ql -pr)P2+% (88) 
(ii) Let A = c,/2 log d or 2cJog c(O) according as the GRH is not or 
is assumed, where 1 - A > a0 and c4 is a positive constant (to be chosen in 
Sect. 5), and let A, = $( 1 - j,) or A according as there is or is not a Siegel 
zero p,. Then 
Iff,(s)l G Iff,(l )I for 1-A<s<l, 
(89) 
IH( <IH(l) for Is- 1164, 
and 
(1% 5(O)) ~ a&l -ye,,, - ,y)+‘)yr~ IH( 1)1 
<(log ((o))‘-dd)(l +?A( 1 _ pe) --or(d (90) 
(where /?, is replaced by 0 when there is no Siegel zero). Also H( 1) # 0 in all 
cases. 
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(iii) 
Ml)-fm)l 
“l-p,. 
I-s IH( l)/ for 1 - A, < s < 1 when there is a Siegel zero fle 
4(1-.s)log~(O)~H(l)~ forl-A<s<lotherwise. (91) 
Proof: (i) When the conditions of (i) hold, it follows from (81) that 
since t!(t) >, t(O), 
F(s) 
I I F(s) -@log 5(t). 
Let b(t) = 1 + c,(log r(t)) ~ ’ so (G - 1 I < b(t) - 1 holds. Then 
1% 
F(b(t)+ it) 
I /I 
b(t) F’(u + it) du 
F(a+it) = c F(u+it) 
4b(t)-o)log5(t)41. (92) 
Hence, since log denotes the principal value of the logarithm, 
IF(b(t) + it)1 e IF(s)1 3 (F(b(t) + it)1 4F(:(b(t)) (93) 
by (35) since b(t) > 1. 
By a similar argument applied to the function H,(s) given by (83), we 
have since 1 < b(t) < b(0) that 
IH,(l)I~IH,(b(t))l~IH,(l)I =H(l)(l -pp)-@(d)Y(Xq. (94) 
From (83), (93), and (94), for IO- 11 <c,(log t(t))-’ 
IF(s)\ $(H(l)l I(1 -pe)-~(d)y(y,)(b(t)-~e)=(d)y(x~)l (b(t)- l)-“‘d’ 
e IH( 1)I (log &t))“‘d’( 1 - Be) - 2=(d)?,, 
since 1 > 6(t) - p, > 1 - /?, > 0, so ((b(t) - PJ(d)Y(Xe)I d ( 1 - b,) - or(d)yc on 
using (85). This yields (88). 
(ii) By the argument leading to (94) and since A a (log r(O)) - ‘, we 
havefor 1-A<s<l, 
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which is the first part of (89). By (84) and (81) when there is a Siegel zero 
B e, 
1 1 (95) - - -wao)+1~8e~1-8, 
for Is-lI<d,=$(l-fi,,) since log~(l)~logQO)<logd<(l-/I,))’ by 
our assumptions on /I, and c(t). Applying the argument of (92) to the 
functions H(s) twice (once to the integral [:, H’(1 + iu)/H( 1 + iv) du with 
1 tl < d,), we obtain 
H(o+it) H(1 +it) ~1 
H(l +it) H(1) 
for Is- II <d,, (96) 
giving the rest of (89) in this case. When there is no Siegel zero Be, apply 
the above argument with d, = A<(log c(O))-‘, omitting the term in fi, in 
(95). 
From (94) with b = b(0) and (83), (84), when there is a Siegel zero /3,, 
jH(l)J=lH,(l)l ~(l-~,)“‘““‘xe’~~JH,(b)l j(l-fl,)“‘d”“xe’I 
<F(b)(b _ l)“(d) J(b - fl,) -@)Y(Xd(l - /qa(d)Y(xe)l 
e(b- l)a(d)--l (1 +fI-?Jdlye 
4 (log t(o))’ - Hdl(’ + YPI( 1 _ p,) - a(d) 
since by (35), 1 <F(b) < l(b) = l/(b - 1) + 0( 1) by a well-known property 
of the Riemann zeta function and (b - 1) - ’ G log &j(O) 6 log d < ( 1 - 8,) - ‘. 
Similarly, 
) H( l)\ % F(b)(b - l)“‘d’l(b - /.I,) -a(d)“(x,)( 1 - jjJ(d)~(~~)J 
~Uog 5(O)) - dd)(l~ yel(l _ Pe)Wb, 
giving (90). It follows that H( 1) # 0, and this can also be shown directly on 
using (36), (42), (43), (84), and lim,,, (s - 1) Us, x0) = 4(4/d (see (97) 
below). 
(iii) Suppose that there is a Siegel zero Be and that 1 -A, <s < 1 
342 E. J. SCOURFIELII 
(d, = s( 1 -BP)). Applying the mean value theorem twice to the real and 
imaginary parts of H(s), we obtain by (95) and (96), 
IH(l)-H(s)l@(l-s) sup IH’(u)l 
giving the first part of (91). The second follows by a similar argument but 
without the term in p, in (95) and with d, = d. 
Lemma 16 is used in Sections 4 and 5 to evaluate and estimate the 
integrals there, and the results proved here are those that we need for this 
purpose. The constant C(d) in the statements of Theorems A, B, C is just 
H( 1 ), and we can write down an explicit (but not very illuminating) value 
for it. From (84), (41), (42) and the fact that lim,,,(s- 1) L(s, x0)= 
cj(d)/d, we deduce 
44 
! 
Z(d) 
H(l)= n n I.(l, x))“‘“’ G(l), 
I + x0 
(97) 
where y(x) is defined by (14). 
4. THE CONTOUR INTEGRAL 
In this section we express N(x; d, f) as a 
investigate. 
LEMMA 17. For a = 1+ l/log x and any 
Sect. 5), 
contour integral, which we then 
large positive T (to be chosen in 
N(x; d, f) = 1 a(n; d) =&.~~~~~F(s) SC’.? dx+ 0 (F). (98) 
” sz I
Proof: This follows by standard methods on using 
1 
s 
Cl+*CC 
271i y s 
s -‘ds=() if O<y<l, a-;a, 
1 Es 
‘. if y= 1, 
= 1 if y> 1; 
see, for example, the proof of (5) in Section 17 of [ 11. 
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We adopt the classical approach of replacing the line of integration in 
(98) by a contour lying mainly to the left of 0 = 1 but to the right of all 
zeros of the L-functions appearing in (37) and avoiding the point s = 1. 
Suppose that the complex plane is cut along the segment 0 < 1 of the real 
axis, and let 
o(t) = 1 -L 
4%(t)’ 
(99) 
where 5&(t) is given by (22). We may assume that a Siegel zero /I, satisfies 
(say); for if not, we can ensure that (23) holds by decreasing ci by a factor, 
or we can ensure that (100) holds by replacing (99) by a(t) = 1 - c,/3Yd(t), 
and making the consequential (trivial) changes throughout the proof. We 
shall assume therefore that (100) does hold. 
Let r be the closed contour consisting (when there is a Siegel zero /I,) of 
the line rl from a - iT to a + iT, the line Tz from a + iT to (r(T) + iT, the 
curve rX with points o(t) + it from t = T to t = 0, the line r, from a(O) to 
/3, - 6, (6, > 0) above the cut, the semi-circle Ts in the upper half plane 
with centre /I,, radius 6 r, the line r, from /I, + 6, to 1 - 6 (6 > 0) above the 
cut, the circle r, with centre 1, radius 6 from 1 - 6 on r, to its reflection 
below the cut, the contours -T6, -rs, -T4,, -T,, -r2, where --rr is 
the conjugate of r, but in the opposite direction. If there is no Siegel zero 
/I, but the GRH is not assumed, replace r, + Ts + r, above with the single 
line segment r, from o(O) to 1 - 6. We shall describe later the contour to 
be used when the GRH is assumed. Until the end of the proof of 
Lemma 24, we do not assume the GRH. We first suppose that there is a 
Siegel zero /I, (mod d) satisfying (100). The parameters t(t) (ItI < T) and T 
are at our disposal, and we assume that c(t) satisfies all the conditions 
required in the results of Section 3 when the GRH is not assumed, and we 
suppose also that t(T) < x. 
All the singularities of F(s) lie outside r, and hence 
Thus we can replace the integral along ri on the right of (98) by an 
integral around the rest of I-. Our aim is to show that the integrals along 
r2, r3, r,, Ts, r,, and the conjugates of the first four, are negligible in 
344 E. J. SCOURFIELD 
comparison with the integral along r, - r6, and to make this precise, we 
look at each integral in turn. 
LEMMA 18. 
)i 
F(s) s - lx’ ds 6 sup 
r2 ser2 
Ii F(s) s - ‘xs ds < sup 
I Jr3 scr, 
Proof We have 
F(s) s - lx’ ds 4 sup 
scr2 
IF(s)I jo;T);d-p 
ssr2 
which gives (102) since x0 = ex. Similarly, 
I m)l Xa Tlog x 
fl’(s)l x, Tlog x (102) 
F(s)1 x-’ log T. (103) 
/I r3 F(s)s-‘x”ds “;t”p IF(s)1 I,‘$dte;E IF(s)1 xO(‘)log T 
which is (103). Similar results hold in the contours -F*, --TX. 
LEMMA 19. 
lim s 
F(s) s - ‘xS ds = 0, (104) 
h-O+ r5 
6 ST+ jr F(s) s ~ lx’ ds = 0. (105) 
7 
Proof On Ts, s=/?~+G~@ (z>tI>O) and on r,, s=1+6e” 
(n > 02 --K). Replacing F(s) by the expression obtained from (84), we 
have 
I j F(s)s-‘x”ds @sup IH( x~+~cY-~(~)+O as 6+0+, r7 Scr7 
since 1 -a(d) > 0 and H(s) is continuous at s = 1. We derive (104) in a 
similar way, but using H,(s) instead of H(s), noting that by (87), 
1 - a(d) ye > 0 and H,(s) is continuous at s = /?,. A similar result holds on 
-i=s. 
On the remaining contours, s is real. The function H,(s) given by (83) is 
regular in the region rr > 1 - cJL$(t) which contains the line segment from 
a(O) to 1, and hence H,(s) takes the same value at corresponding points on 
r, + r,, - T6 - i=,, but F(s) does not, for 1, j3, are branch points. We have 
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(s-l)- “(“)=(l-s)-b’d)exp(-ina(d)) for s~r~+r~, 
= (1 -S)-b(d)exp(iza(d)) for SE -Te-Fd; 
(s-be) cr(d)y’Xc) = (j?, - ~)‘(~)~(~c) exp(iza(d) 7(x,)) for SEAR, 
= (Be _ p)Y(Xe) ev( - ina(d) y(xJ) for SE -T,, 
= (s _ py4Y’Xe) for s~r,-P~, 
(106) 
where (lBe-4) ‘(d)Y’Xe) is just exp(a(d) ~(1,) log I/?, - $1). 
LEMMA 20. AS 6, --‘of, 
/J r-r I;(s)s-‘x”ds < 
W,(l)1 xBe 
(1 - pJ”‘4(log x)’ - a(d (107) ‘I 4 
Praof: Using (83), (106) and the remarks above, as 6, -+ 0 + , 
IJ F(s) s -‘x3 ds I-4  J-4 
= -2isin(na(d)(l -?(I,))) Jg~~” H,(s)s-‘x” 
x (1 _ s) - d)(/je _ S)a’d)y’~~) ds 
<[H,(l)1 (1 -~.)-“‘“‘~~~~Ix’(p,-s)-a(d)yedp (108) 
by (89) and since the sine factor is bounded. Using the substitution 
s = b, - u/log X, we obtain 
J o;o) xyp, - s) -ddJye ds 
Xfie 
= (log x)’ - ~‘d)ye o J 
‘PC - 4O))~wx 
e -% 
- dd)yc du 
xfie X@C 
G (log x)l -a(d)y, r(l - a(d)ye)g (log x)l -.(d)y, 
on using (27) and (87). Then (107) follows from (108). 
Define fil by 
(109) l-B1=f(l-De) 
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so that 8, < /J’, < 1 and 8, = f(2 + /I,,); the factor f has been chosen in 
preference to + for convenience in the later calculations. We split r6 and 
-rh at the point p,, writing I’,=&+J’g. where s6b1 for seTb, s>fi, 
for SE rg. The value of the integral along rg- P;, is dominated by the 
Siegel zero ,‘I,, but the singularity s = 1 has the greater influence on the 
integral along Z-g - rg (which yields our main term). 
LEMMA 21. As 6, -O-t, 
11 F(s) s lxs ds -+a(d) 1 H](l )I xfi’( 1 - jJ,)l -a’d)‘1 fye’. (“0) r;, - rh 
Proof. We can prove (110) in a similar way to Lemma 20. 
LEMMA 22. Suppose that log d<log log x. Then 
H(1) x 
=ro) (logx)‘-a’“’ . (“1) 
Proo$ Since (24) holds, l/(1 -/?,) logx<d”/c(&)logx for any E>O; 
hence, by choosing a suficiently small E, we see that 
((l-j,)logx)-‘=0(l) if logd@loglogx. By (84) and (106) 
I= sin m(d) 
s 
1 
H(s)( 1 -s) ~ “J)xJ ds, 
7l PI 
since it easily follows from (89) that the integral converges. We can write 
(112) in the form 
7cl 
sin m(d) 
=H(l)~~~(I-s) -“‘“‘x’ds-j-’ (H(l)-H(s))(l-s)P”‘d’x’ds 
bl 
=I, -II,, (“3) 
say. Using the substitution s = 1 - u/log x, 
I, = H(‘)x 
(log x)’ - a(d’ 
f(l-r(d))-jK’ e-“UPb(d’dU 
(1 -PI )log-~ > 
(“4) 
= (lo;$?x(d, (1”(1 -cc(d))+ O(((1 -PI) log x)-‘(~‘x~~-~)) 
by (32), since 0 <u(d) < 1. 
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Finally, using (9 1 ), 
]** IH(l)I s l IH(1l x l-P, 81 xS(, -.y)‘-“‘d’ds*- 1 -B, (log X)*Pa(d’ u2 - 44) 
<IH( x 
1 - /I (log X)*-a(d)’ P 
(115) 
From (113) (114) (115) we have, on using (29) and noting that 
T(a(d)) sin rra(d)~ 1 by (30) 
’ (116) 
which is (ill), for by (109) we have that xB’-l((l -p,) log x) -0 as 
x + rx) for log d<log log x by the remark at the beginning of the proof. 
We will use Lemma 22 to establish (9); to obtain (lo), we need to 
investigate (112) more carefully. 
LEMMA 23. 
X 
i 
N-1 
I= f(a(d))(log x)1-n(d) 
1 C@)(log x) -.i 
j=O 
+0(IH(,)I(x-‘1/3”‘-8~)((,_~c),ogx)’--”’d’+x-”/3”‘-~~““~* 
(117) 
where N = [4( 1 - PC) log x], C,(d) = H(l), and the C,(d) (1~ j < N) depend 
on d (and f). 
Proof: Let r= 3(1 -/?,) and %’ be the circle Iw-11 =r (in an 
anticlockwise direction). By (89) I H(w)] + I H( 1)1 for w E %?. From 
Lemma 8 and (84), H(w) is regular in the region I w - 1 I < 1 - B, and hence 
may be expanded in this disc in a power series about the point 1. Let 
s~r:-Ti, so/?,<.~<l and by (109), O<l-s<f(l-pe)=$r, whences 
lies inside V; then 
N-l 
H(s)= 1 ej(s- l)j+RN(s), 
/=o 
(118) 
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where N is defined after (117), and the ei and RN(s) depend on d (but the e, 
here are totally different from the ej(p) defined at the beginning of Sect. 2). 
Moreover, for 0 < j< N- 1, 
1 
ej = g s 
H(w) dw 
u(w-l)i+l ’ 
so e,=H(l), 
R,(s)=~~~(w-~~~-~)dw, 
and, by(89)andsince [(s-l)/(w-1)1<ifor WE%‘,SE~~-T& 
lej(4IH(l)J r-' (j=O, l,..., N- l), 
IM~)Iwwl(tY. 
Substituting (118) in (112), using (84), we obtain 
+ 6, RN(s) x’( 1 -3) -a’d) ds} 
sin ncc( d) X N -1 = 
71 
C ej(-l)if(j+ 1 -~(d))(logx)-’ 
(log Xp(d’ i=. 
N-l 
+0 1 le,l 
( 
(‘-“) 
i+ I - M(~)~~/?I 
j=O (1-/?r)logx-j+cr(d) ) 
+O sup Ifi,&)l r(l-44) clogx;I~atdj 
Sl<S<l 
(119) 
(120) 
by Lemma 7, on using the substitution s = 1 - u/log x in the integral. Note 
that for O<j<N- 1, (l-/3,)logx-j+cr(d)2 l+a(d)> 1 since 
N= [(1 -fir) log x]. Using this, together with (119) and (29), we deduce 
from (120) that 
X N-I 
I= c 
f(a(d))(log x)’ -w) j=o 
C,( log x) -’ 
N-l 
+0 sinna(d)IH(l)lxal(l -/?l)lPa(d) 
( 
jFo w) 
~in~~(d)~~l-~(d))l~(l)l~~)N~logx~l~~~~~)~ (121) 
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since (1 -/I,)/T=&, where forj=O, l,..., N-l, 
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C,= Cj(d)=ej( -1)’ fi (k-a(d)) and C,=eO=H(l). (122) 
k-l 
Since (f)N$~- L1-B1)‘0g2 = x--(113)(1 -Be)‘0g2, we obtain (117) from (121), and 
the lemma is proved. 
Next we suppose that there is no Siegel zero /I, (mod d) and we describe 
the results replacing Lemmas 20 to 23 in this case, which are simpler. We 
now assume that I-, is the line segment from a(O) to 1-b. 
LEMMA 24. Suppose that there is no Siegel zero (mod d), and let 
F(s) s - ‘x’ ds . 
(i) Iflog l(O) = o(log x), then 
I= W1) - x 
r(cr(d)) (log x)’ -a(d) 
(l+O(q-$)). 
(ii) 
X 
N-1 
I= 
r(dd))(log xl’ -a(d) 
c C,(d)(log x)-j 
,co 
(123) 
(124) 
where N = [( I- a(O)) log x], C,(d) = H( l), and the Cj(d) (1 <j<N) 
depend on d (and f ). 
I -a(d) 
+x - (1 -dO))log? 
))i 
(125) 
Proof We adapt the proofs of Lemmas 22 and 23 in an obvious way, 
so we only mention the key changes. We use the relevant part of (89) and 
(91) with A, = A, and the parameter /?, in Lemma 22 is replaced by o(O), 
where x”(o)P ‘(log x/log t(O)) + 0 as x + cg, since t(O) ad6 and by 
hypothesis, and then (124) follows. For the second part of the lemma, 
(125) is proved in the same way as Lemma 23 but with % the circle 
(w - l( = A = cJ2 log d (A as in Lemma 16) and with /31 replaced by a(0). 
Assume next that the GRH holds and that 5 satisfies all the conditions 
required in the results of Section 3 under this hypothesis; for this case, 5 
will be independent of t but will depend on d and x, and we assume l< x. 
We simplify the contour r as follows, where c4 > 0 is the constant appear- 
ing in the definition of A in Lemma 16. As before, the complex plane is cut 
along B < 1, and then f is the closed contour consisting of the line r, from 
641.2057 
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a - iT to a + iT, the line rz from a + iT to 1 - c,/log { + iT, the line I’, 
from 1 - c,/log 5 + iT to 1 - c,/log 4, the line r, from 1 - c,/log 4 to 1 - 6 
(6 > 0) above the cut, the circle I-, as before, and the lines -TA, -F,, 
- T2. Lemmas 17, 18, and (105) of Lemma 19 are valid as before if we 
replace a(T) by 1 - c,/log 5. Instead of Lemma 24, but proved in the same 
way, we have 
LEMMA 25. Assume that the GRH holds, and define I by (123). Then: 
(i) If log 5 = o(log x), then (124) with t(O) = 4 holds. 
(ii) 
I= 
(126) 
where N= [c,(log x/log 01, C,(d) = H(l), the C,(d) (1 d j < N) depend on 
d (andf), and log 5 = o(log x) for (126) to be nontrivial. 
Note that H(s) as defined in (84) is regular in c > 4, but the bounds 
given by (81) for H’(s)/H(s) only hold for CJ satisfying tl-“@l and this 
limits the range of validity of (89) and (91) and the left-hand boundary 
of r. 
5. DEDUCTIONS OF THE THEOREMS 
Proof of Theorem A. Suppose that there is a Siegel zero fl,, which then 
satisfies (loo), and recall that (24) also holds. By hypothesis, d < (log x)” 
for a fixed A4 > 0, whence log d$ log log x. We choose our parameters T 
and t(t) for ItI Q T as follows: let 
L&(T) = f(cI log x)“‘, 5(t) = (d(ltl + I))“, (127) 
where L&(t) = log d( 1 tl + 1) as in (22). Note that 
log t(T) = 65&(T) = 3(c 1 log x)l’*. 
We check that t(t) satisfies all the conditions required in Section 3: 
(a) t(t) > 1 and increases as 1 tl increases; 
(b) r’-“$1 for a> 1 - c,/2Yd(t), where [ = t(t); 
(c) log 5(1)-%log 5(0)4log d; 
(128) 
(d) I&Al +v(p))<t”*logt for all 5=5(t) (ItI <T). 
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The first three conditions obviously hold; it is sufficient to verify (d) for 
< = t(O), and this follows from Lemma 3(ii)(a), provided d> do for some d,, 
(chosen to satisfy also the conditions required earlier). 
By (101) and Lemmas 17-22, 
N(x; d, j-) = - 
T(a(d)) (log x)~-‘(~’ 
+ 0( sup 1 F(s)1 xuCT) log T) 
+O(cr(d)lH,(l)I ~~‘(1 -/II’ e )l-a(d)(l+ye)) 
H(l) X =- 
f(cr(d)) (log~)‘-*‘~’ (1 +E(x)), 
say, and (9) will follow provided that E(x) 4 (log x) - ‘I*. This is verified by 
using (83) (88) (90) (127), by noting that, by (30) and Lemma 3(ii)(b), 
T(cl(d)) e (a(d)) ~ ’ 4 (log log d)‘, 
and by choosing E = (2M+ 1) - ’ in (24); this choice of E yields that for 
d < (log x)? 
(1 -jJJ’@(logx) ,+f/wf+ “< (log x)‘/* 
with the 4 constant depending on M, and so if x is sufftciently large, we 
may assume that 
xBe-‘<exp(-+(c, logx)“‘). 
We remark that the error terms contributing to E(x) of (129) that do not 
emanate from Lemma 22 are 
O(exp( -c,(log x))“*)), 
where c5 < &A, and these error terms also contribute to N(x; d, f) when 
we use Lemma 23 in place of Lemma 22 to obtain (10). The error term in 
(117) is of the form 
O() H( 1)I exp( -c5 log 2(log x)“*)). 
Using the above discussion, the result of (10) follows, with 
AI <&log2. 
352 E. J. SCOURFIELD 
From (90) and ( 122), we deduce that C(d) = C,(d) = H( 1) satisfies 
i 
C(d)< (log d)‘-a(d’(( 1 - 8,) log d) Por(d)ye@ (log x)l’2 
C(d)B (log d) -“‘d’(( 1 -P,) log d)a(dk)eB (log x) ~ 1’2 I 
(d< (log X)M) 
’ . 
(130) 
Clearly C(d) > 0 must hold since we know by Lemma 16(ii) that C(d) # 0 
(and C(d) < 0 is impossible in this context). The value of C(d) is given in 
(97). 
If we apply (24) with an arbitrary E > 0, the bounds for N in Theorem A 
follow, and one could also deduce that the error term in (9) is 
O,((log x)&M- 1). 
Proof of Theorem B. In this case, there is no Siegel zero, and we sup- 
pose that d satisfies 
log dd + (c, log x)~‘~, (131) 
so that A2 = +A in the statement of Theorem B. We choose T and t(t) as 
in (127) again, and note that (128) still holds. The argument now is a sim- 
plified version of the proof of Theorem A, for we do not have to deal with 
terms in p,. Using (101) and Lemmas 17, 18, 19, 24, and the appropriate 
parts of Lemma 16, we obtain Theorem B with A3 =$i and A, < ifi; 
the calculations are straightforward and we omit them. In this case, the 
bounds for C(d) = H( 1) > 0 are (by (90) with y, = 0) 
(log x ) ~ 1’2 4 (log d) - a(d’ ~C(d)~(logd)1-“‘d’~(logx)1’2 (132) 
for d satisfying (131), since 0 < cI( d) < 1, and again C(d) is given by (97). 
Proof of Theorem C. We assume here that the GRH holds, and we 
shall choose 5 in terms of d and x but to be independent of t. In place of 
(128), the conditions in Section 3 require that < > 1 satisfies 
(a) ~1-u~1foro~1-2c,/log~>a,andlog~=o(logx); 
(b) max( 1, log d)‘-O log log d4log t for o 2 1 - 2c,/log < > a,; 
(c) z(T) &,d(l +“(~))‘@2(~“~ 5)‘. (133) 
We choose T and < so that 
log x 
log T=c,- 
1% 5’ 
log < = (log 4e(log x)’ -’ 
mloglogx ’ 
where 8, m are any fixed numbers satisfying 0 < 6’ < 1 and 2m log(l + 1) < 1 
(where 1 is the degree of w). With this choice of r, (133) holds for each 
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d<x, on using Lemma 3(ii)(a) to verify (c) (which is where the inequality 
for m is needed); we omit the calculations. 
To prove Theorem C, we use (lOl), Lemmas 17, 18, 19, 25 but with a(T) 
replaced by 1 - c,/log {. It then follows that (11) holds provided c4 is 
chosen so that mcq > 2, and that (12) holds provided c4 is chosen so that 
mc,(l -log 2) > 2, and A, = mcq here. Using (90) again, we find that 
C(d) = H( 1) > 0, given in (97), satisfies 
l”~~~x~(log~)~“.“~C(d)~(log~)l-.’d’dlo’,S”ufl- (134) 
for d<x. 
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