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Notions of invexity of a function and of a set are generalized. The notion of an
invex function with respect to η can be further extended with the aid of p-invex
sets. Slight generalization of the notion of p-invex sets with respect to η leads to
a new class of functions. A family of real functions called, in general, p r-pre-
invex functions with respect to η (without differentiability) or p r-invex functions
with respect to η (in the differentiable case) is introduced. Some (geometric) prop-
erties of these classes of functions are derived. Sufﬁcient optimality conditions are
obtained for a nonlinear programming problem involving p r-invex functions with
respect to η.  2001 Academic Press
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1. INTRODUCTION
Convexity plays a vital role in many aspects of mathematical program-
ming including, for example, sufﬁcient optimality conditions and duality
theorems. An invex function is one of the generalized convex functions and
this was introduced by Hanson [7]. He considered differentiable functions
f  Rn → R for which there exists a vector function η Rn × Rn → Rn such
that, for all x u ∈ Rn, the inequality
f x − f u ≥ ∇f uηx u (1)
holds. Over the years, many generalizations of this concept have been given
in the literature. For example, in a more general case, Ben Isreal and
Mond [6] considered functions (not necessarily differentiable) for which
there exists a vector function η Rn ×Rn → Rn such that, for all x u ∈ Rn,
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the relation
f u+ ληx u ≤ λf x + 1− λf u ∀λ ∈ 0 1 (2)
holds. Moreover, they found that differentiable functions satisfying (2) sat-
isfy (1), too. Based on this observation, they called the class of functions
satisfying condition (2) pre-invex with respect to η.
Having analyzed papers on invexity one may discern that the geomet-
rical interpretation of many classes of the introduced functions has been
neglected or even omitted. It can be ascertained that the geometrical inter-
pretation of the classes of functions which are connected with the idea of
invexity is an open problem for the time being. This is probably the case
because of the form of the function with respect to which the deﬁned classes
of functions are invex. In general, the task of ﬁnding such a function is very
difﬁcult and its solution is not unique (there may exist many functions with
respect to which the given function is invex and these functions may have
different properties). In some problems connected with mathematical pro-
gramming (conditions for optimality, duality, and the like) it is sufﬁcient
to check the very fact that a function considered belongs to some class of
invex functions, in other words, that it is invex (it is not necessary to under-
line with respect to which function η invexity holds). These probolems do
not occur in the case of convex functions, i.e., invex functions with respect
to the function ηx u = x− u (in this case, the function has a well-known
unique form); therefore, the geometric interpretation is an easier task.
In this paper we introduce deﬁnitions of new sets, i.e., the deﬁnition of
a p-invex set with respect to η and the deﬁnition of a p r-invex set with
respect to η. Based on the deﬁnition of a p-invex set with respect to η,
we have managed to deﬁne a new class of (nonconvex) functions which
we call p r-pre-invex with respect to η, and their equivalents in the case
of differentiability—p r-invex functions with respect to η. The class of
p r-pre-invex functions with respect to η is an extension of the class of
pre-invex functions with respect to η introduced by Ben-Israel and Mond
[6], whereas the class of p r-invex functions with respect to η contains
the class of invex functions with respect to η introduced by Hanson [7].
Making use of the deﬁnition of a level set and an epigraph of a func-
tion, we shall give a characterization of geometric properties of invex-
ity. It appears that analogous properties hold for a much more extended
class of functions which is introduced here, namely the class of p r-pre-
invex functions with respect to η. In this paper, a characterization of the
fundamental properties (not only geometric) of the introduced classes of
functions is dealt with. We show that the classes of functions which are
characterized by p r-invexity possess a principal property which has been
the base of invexity theory; i.e., any local minimum of these functions is a
global minimum.
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The further part of considerations is devoted to the optimality condi-
tions in nondifferentiable and differentiable mathematical programming
problems. The sufﬁcient optimality conditions are obtained in mathemat-
ical programming problems with inequality constraints in which the func-
tions occuring belong to the class of functions introduced in this paper. The
results obtained here extend those well known so far; see Hanson [7].
2. DEFINITIONS AND PROPERTIES OF p r-INVEX
SETS AND FUNCTIONS
We will give below, with the aid of some theorems, some geometrical
interpretation of classes of functions connected with the notion of invex-
ity. The notions of a p-invex set with respect to η and a p r-invex set
with respect to η enable us to obtain many interesting results having their
equivalents in the theory of convex functions.
Deﬁnition 1. Let η Rn × Rn → Rn be a vector function. We say that
a nonempty subset S ⊂ Rn × R is (0,0)-invex with respect to η, if for any
x α ∈ S uβ ∈ S, the relation
u+ ληx u λα+ 1− λβ ∈ S (3)
holds for any 0 ≤ λ ≤ 1.
We shall also use a deﬁnition of an invex set with respect to η. The
deﬁnition of a set of this type was given by Ben-Israel and Mond [6] who
considered (not necessarily differentiable) functions called pre-invex with
respect to η (2) which were deﬁned on such a set.
Deﬁnition 2 [6]. Let S be a nonempty subset of Rnη S × S → Rn
and let u be an arbitrary point of S. Then the set S is said to be invex at u
with respect to η if, for each x ∈ S,
u+ ληx u ∈ S ∀λ ∈ 0 1 (4)
S is said to be an invex set with respect to η if S is invex at each u ∈ S with
respect to the same η.
Deﬁnition 3. We deﬁne the epigraph of f  S → R, where S ⊂ Rn, to
be the set
Ef  = x z ∈ S × R  f x ≤ z (5)
Proposition 4. A function f  S → R deﬁned on an invex set S ⊂ Rn with
respect to η is pre-invex with respect to η, if and only if Ef  is a (0, 0)-invex
set with respect to η.
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Proposition 5. If Sii∈J is a family of invex sets with respect to η in
Rn × R, then their intersection ⋂i∈J Si is an invex set with respect to η.
Proposition 6. If fii∈J is a family of real-valued functions which are
pre-invex with respect to η and bounded from above on an invex set S ⊂ Rn
with respect to η, then the real-valued function f x = supi∈J fix is a pre-
invex function with respect to η on S.
Proposition 7. If a real-valued function f deﬁned on an invex set S ⊂ Rn
with respect to η is pre-invex with respect to η then the level set of f , i.e., the
set Lα = x ∈ S  f x ≤ α, is invex with respect to η for each α.
The geometrical interpretation of the class of pre-invex functions with
respect to η introduced above leads to more general considerations con-
cerning the introduction of a new class of nonconvex functions.
In order to do that, we will extend the deﬁnition of an invex set with
respect to η and the deﬁnition of a (0, 0)-invex set with respect to η,
respectively. The deﬁnition of a p-invex set with respect to η is the basis on
which we introduce a new class of (nonconvex) functions which are called
p r-pre-invex with respect to η. The class of p r-pre-invex functions
with respect to η contains the class of pre-invex functions with respect to η
introduced by Ben-Israel and Mond [6]. Making use of the introduced def-
initions of a p-invex set with respect to η and introducing the deﬁnition of
a p r-invex set with respect to η, we shall give a geometric interpretation
of the class of p r-pre-invex functions with respect to η.
Before introducing the deﬁnition of a p r-pre-invex function with
respect to η, we recall the deﬁnition of a weighted r-mean (where r is a
real number) for a sequence of positive numbers [11], which will be useful
in our further considerations.
Deﬁnition 8. Let a ∈ Rm q ∈ Rm be vectors whose coordinates are
positive and nonnegative numbers, respectively, and let r be an arbitrary
real number.
If we assume that
∑m
i=1 qi = 1 then the weighted r-mean is deﬁned by
Mra q =Mra1     am q =


( m∑
i=1
qia
r
i
)1/r
for r = 0
m∏
i=1
a
qi
i for r = 0.
(6)
Deﬁnition 9. We say S ⊂ Rn is a p-invex set with respect to the vector
function η S × S → Rn if, for any x u ∈ S and q1 ≥ 0 q2 ≥ 0 q1 + q2 = 1,
the relation(
log
[
Mp
(
eη1xu+u1 eu1  q)]     log[Mp(eηnxu+un eun  q)]) ∈ S (7)
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is true. If we adopt q2 = λ (the fact that q1 + q2 = 1 implies that q1 = 1− λ
for any λ ∈ 0 1) then, using the deﬁnition of a weighted p-mean, we may
write down the above relation as
log
(
λepηxu+u + 1− λepu)1/p ∈ S for p = 0
u+ ληx u ∈ S for p = 0 (8)
where the logarithm and the exponentials appearing in the relation are
understood to be taken componentwise.
Now, we give some examples of p-invex sets. We also show with the aid
of the examples below that, in general, there may exist many functions η
with respect to which a given set is p-invex. This is a very useful property
to prove that the considered set is p-invex (in some cases for any real
number p).
It is well known that every convex set is invex (that is, 0-invex) with
respect to ηx u = x − u. Now, we show that a class of functions with
respect to which some class of convex set is p-invex is much broader.
Theorem 10. Let X be a nonempty convex subset of Rn and let p be
a real number such that the set epX is convex. Then, X is a p-invex set
with respect to any function η X ×X → Rn satisfying, for all x u ∈ X, the
following condition:
ηx u + u ∈ X (9)
Proof. We assume that X is a nonempty convex subset of Rn and p is
a real number such that the set epX is convex.
First, we consider the case when p = 0. By assumption, there exists
η X ×X → Rn such that, for an arbitrary u ∈ X, the relation
∀
x∈X
ηx u + u ∈ X
is satisﬁed. Hence, for any real number λ ∈ 0 1, we have
∀
x∈X
λepηxu+u ∈ λepX ∧ 1− λepu ∈ 1− λepX
and so
∀
x∈X
λepηxu+u + 1− λepu ∈ λepX + 1− λepX (10)
By assumption, the set epX is convex. From [12], we obtain that λepX +
1− λepX = epX . Hence, and by (10), the relation
∀
x∈X
log
(
λepηxu+u + 1− λepu)1/p ∈ X
holds for any λ ∈ 0 1 and any arbitrary point u ∈ X. This means, by
deﬁnition, that X is p-invex with respect to η.
In the case when p = 0 the proof is analogous.
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Remark 11. Of course, one of the functions η satisfying (9) and with
respect to which every convex set is invex is ηx u = x− u.
Remark 12. The assumptions of Theorem 10 are satisﬁed by a rather
broad class of convex sets (in some cases for all real number p).
We give some examples of convex sets which are also p-invex with respect
to the function η satisfying (9). To show a p-invexity for these sets we use
the sufﬁcient condition from Theorem 10.
Corollary 13. Any interval S = a b ⊂ Rn (any open interval S =
a b ⊂ Rn) is a p-invex set for any real number p, for example, with respect
to any function η satisfying, for all x u ∈ a b x u ∈ a b, the following
condition:
a ≤ ηx u + u ≤ b a < ηx u + u < b (11)
Example 14. Denote by  ·  a norm of the form: a = maxa1    
an in Rn. Then, any (open) ball in Rn with radius ε > 0, that is, Ba ε =
x ∈ Rn  x− a ≤ ε Ba ε = x ∈ Rn  x− a < ε, is a p-invex set
for arbitrary p, for example, with respect to any function η satisfying the
following condition: ηx u + u− a ≤ ε for all x u ∈ Ba ε ηx u +
u− a < ε for all x u ∈ Ba ε.
In other words, any (open) ball in Rn with radius ε > 0 is a p-invex
set for arbitrary p with respect to any function η such that ηx u + u ∈
Ba εηx u + u ∈ Ba ε.
A different result can be obtained in the case when  · E denotes a
Euclidean norm in Rn. The following result is true:
Example 15. Let  · E denote a Euclidean norm in R2. It can be estab-
lished that any ball Sa ε = x ∈ R2  x − aE ≤ ε (any open ball
Sa ε = x ∈ R2  x− aE < ε) in R2 is p-invex set with respect to any
function η satisfying (9) for any real number p such that
−
√
2
ε
≤ p ≤
√
2
ε

Proof follows from [9, Theorem 4.1.8, Corollary 4.1.9] and Theorem 10.
We also give some examples of p-invex sets which are not necessarily
convex. To show the p-invexity for these sets we use the following condition:
Theorem 16. Let X be a nonempty subset of Rn such that
X =
n⋃
i=1
Xi
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where Xi i = 1     n are convex subsets of Rn satisfying assumptions of
Theorem 10. Moreover, we assume that p is a real number such that epXi
i = 1     n are convex sets. Then X is p-invex with respect to any function
η X ×X → Rn satisfying, for all x u ∈ X, the following relation:
∃
k∈1n
u ∈ Xk ⇒ ∀
x∈X
ηx u + u ∈ Xk (12)
Proof. Let u be an arbitrary point of X such that u ∈ Xk for some
k ∈ 1     n. Then, by assumption, there exists η X × X → Rn such
that
∀
x∈X
ηx u + u ∈ Xk
By assumption, Xi i = 1     n is a convex subset of Rn and p is a real
number such that epXi i = 1     n is a convex set. Then, by Theorem 10,
it follows that
∀
x∈X
log
(
λepηxu+u + 1− λepu)1/p ∈ Xk ⊂ X
Since u is an arbitrary point of X this means, by a deﬁnition of p-invexity,
that X is p-invex set with respect to η.
Corollary 17. Let X be a nonempty subset of Rn such that
X =
n⋃
i=1
Xi
where Xi i = 1     n are (open) intervals in Rn. Then X is p-invex ( for any
real number p) with respect to any function η X ×X → Rn satisfying, for
all x u ∈ X, the condition (12).
Example 18. We consider a set Sa ε1 ε2 = x ∈ R2  ε1 ≤ x− a ≤
ε2, where ε1 ε2 are arbitrary positive real numbers such that ε1 < ε2.
Then, by Theorem 16, Sa ε1 ε2 is a p-invex set, for example, with respect
to the function ηx u = η1x u η2x u of the form
η1x u =
{
a1 − u1 − ε1 if −ε2 ≤ u1 − a1 ≤ −ε1
a1 − u1 + ε1 if ε1 ≤ u1 − a1 ≤ ε2
η2x u =
{
a2 − u2 − ε1 if −ε2 ≤ u2 − a2 ≤ −ε1
a2 − u2 + ε1 if ε1 ≤ u2 − a2 ≤ ε2
or with respect to any other functions η satisfying (9).
Now, we also show with the aid of Corollary 17 that, in general, there
may exist many functions η with respect to which a given nonconvex set is
p-invex.
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Example 19. Let S = a b ∪ c d, where a b c d ∈ R and a ≤ b <
c ≤ d. Then S is a p-invex set, for example, with respect to
ηx u =
{
x− u if a ≤ x u ≤ b ∨ c ≤ x u ≤ d
a− u if c ≤ x ≤ d ∧ a ≤ u ≤ b
c − u if a ≤ x ≤ b ∧ c ≤ u ≤ d
or with respect to
ηx u =


x− u if a ≤ x u ≤ b ∨ c ≤ x u ≤ d
0 if c ≤ x ≤ d ∧ a ≤ u ≤ b
∨a ≤ x ≤ b ∧ c ≤ u ≤ d
for any real number p.
Now, we give a lemma which is a useful tool to ﬁnd some of the functions
η with respect to which the given set is p-invex.
Lemma 20. Let ϑ 0 1 → Rn be deﬁned as
ϑλ =
{
logλepηxu+u + 1− λepu1/p if p = 0
u+ ληx u if p = 0
and η S × S → Rn, where S is a nonempty set of Rn. Then, ϑ is nondecreas-
ing if ηx u ≥ 0 for all x u ∈ S, and ϑ is nonincreasing if ηx u ≤ 0 for
all x u ∈ S.
By Lemma 20, we are able to ﬁnd two classes of functions η with respect
to which the given set S is p-invex for any arbitrary p. One of these classes
of functions η is the class with nonpositive functions on S× S, and a second
with nonnegative functions S × S. Since, as we mentioned in the Introduc-
tion (and have shown in the above examples), there may exist more than
one function η with respect to which the given set is p-invex, by Lemma 20,
we are able to show a p-invexity of sets, for example, intervals in Rn.
Example 21. A set S = a1 a2 × b1 b2 ⊂ R2 is p-invex (for any real
number p), for example, with respect to η S × S → R2 deﬁned as
η1x u =
{
x1 − u1 if x1 ≥ u1
0 if x1 < u1
η2x u =
{
x2 − u2 if x2 ≥ u2
0 if x2 < u2
Obviously, it is not a unique function η with respect to which a set S is
p-invex (it is not even a unique nonnegative function η). It is not difﬁcult
to prove that S is p-invex with respect to another nonnegative function
η S × S → R2 deﬁned as
η1x u =
{
x1 − u1 if x1 ≥ u1
a2 − u1 if x1 < u1 η2x u =
{
x2 − u2 if x2 ≥ u2
b2 − u2 if x2 < u2
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Remark. It is easy to see that both functions η from Example 21 satisfy
a sufﬁcient condition from Theorem 10.
The notion of an r-invex function [2] can be extended further with the
aid of p-invex sets with respect to η.
Deﬁnition 22. Let η S × S → Rn be a vector function. A function
f  S → R deﬁned on a p-invex set S ⊂ Rn with respect to η is called
p r-pre-invex with respect to η at u ∈ S on S if for any x ∈ S, any
q1 ≥ 0 q2 ≥ 0 q1 + q2 = 1, the inequality is satisﬁed,
f
(
logMp
(
eηxu+u eu q)) ≤ log{Mr(ef x ef u q)} (13)
where the logarithm and the exponentials appearing on the left-hand side
of the inequality are understood to be taken componentwise.
If inequality (13) is satisﬁed at any point u ∈ S, then f is said to be
p r-pre-invex with respect to η on S.
If we adopt q2 = λ (the fact that q1 + q2 = 1 implies that q1 = 1 − λ
for any λ ∈ 0 1 then, using the deﬁnition of a weighted r-mean, we may
write down inequality (13) as follows:
f
(
log
(
λepηxu+u + 1− λepu)1/p)
≤ log(λerf x + 1− λerf u)1/r if p = 0 r = 0
f
(
log
(
λepηxu+u + 1− λepu)1/p)
≤ λf x + 1− λf u if p = 0 r = 0
f u+ ληx u
≤ log
(
λerf x + 1− λerf u
)1/r
if p = 0 r = 0
f u+ ληx u
≤ λf x + 1− λf u if p = 0 r = 0
(14)
Remark. All classes of functions which were deﬁned by (14) according
to Deﬁnition 22 are called p r-pre-invex functions with respect to η. But
one may use the following terminology:
• in the case p = 0 r = 0, functions deﬁned by (14) are called p 0-
pre-invex with respect to η;
• in the case p = 0 r = 0, functions deﬁned by (14) are called 0 r-
pre-invex with respect to η (or shortly r-pre-invex with respect to η func-
tions which are discussed in [2]);
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• in the case p = 0 r = 0, functions deﬁned by (14) are called 0 0-
pre-invex with respect to η (or shortly—pre-invex functions with respect to
η, which were introduced by Ben-Israel and Mond [6]).
An analogous terminology holds in the case of p r-pre-incave functions
with respect to η, for which the direction of inequalities (14) should be
changed.
Remark 23. We say that a function f  S → R deﬁned on a p-invex
set S ⊂ Rn with respect to η is strictly p r-pre-invex (strictly p r-pre-
incave) with respect to η at u ∈ S on S if inequalities (14) are sharp and
they hold for all x = u ∈ S and any λ ∈ 0 1.
If inequalities (14) are satisﬁed at any point u ∈ S, then f is said to be
strictly p r-pre-invex (strictly p r-pre-incave) with respect to η on S.
Remark 24. Let S ⊂ Rn be a p-invex set with respect η. We say that a
function f  S → R is weakly p r-invex (weakly p r-incave) with respect
to η at u ∈ S on S if the respective inequality (14) holds for some λ ∈ 0 1.
Now, we give some examples of p r-pre-invex (p r-pre-incave) func-
tions with respect to η.
Example 25. Any function f  R→ R deﬁned by f x = eαx where α is
any real number is an α 0-pre-invex function with respect to ηx u =
−x − u.
Example 26. Any function f  0∞ → R deﬁned by f x = logαx
where α > 0 is an α 1-pre-incave function, for example, with respect to
any function η of the form ηx u = nx− u, where n is a certain positive
integer.
Any function f  −∞ 0 → R deﬁned by f x = logαx where α < 0 is
an α 1-pre-incave function, for example, with respect to any function η
of the form ηx u = nx− u, where n is a certain positive integer.
Example 27. Any function f  0∞ → R deﬁned by f x = log xk
where k > 0 is a 0 1
k
-pre-invex function with respect to any function η
satisfying, for all x u ∈ 0∞, the following condition ηx u ≤ x− u.
Any function f  0∞ → R deﬁned by f x = log xk where k < 0 is a
0 1
k
-pre-incave function with respect to any function η satisfying, for all
x u ∈ 0∞, the following condition ηx u ≥ x− u.
Inequalities (14) suggest that they are useful especially while proving
p r-pre-invexity with respect to η of logarithm and exponential functions.
This is the case indeed, but the following examples show that the class of
p r-pre-invex functions with respect to η is much broader.
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Example 28. Let f  0∞ → R be deﬁned by f x = √x. Then, f is a
concave function on its domain. We shall prove that f is a (0, 1)-pre-invex
function, for example, with respect to the function ηx u = −u.
It is easy to see that, for all x u ∈ 0∞ and any λ ∈ 0 1, inequality
(14) holds, which in this case has the form
e
√
1−λu ≤ λe
√
x + 1− λe
√
u
Example 29. Obviously, any function f  R→ R of the form f x = ax
where a is any real number not equal to zero is a 1 1
a
-pre-invex function
with respect to ηx u = −x − u when a > 0 and is a 1 1
a
-pre-incave
function with respect to ηx u = −x − u when a < 0.
Remark. It can be seen from examples that to show that some loga-
rithmic function is characterized by p r-invexity with respect to η, it is
convenient to assume p = 0 r = 0 in Deﬁnition 22, which means that this
type of function is 0 r-pre-invex with respect to η, whereas in the case of
exponential functions, it is convenient to assume p = 0 r = 0, which means
that this type of function is p 0-pre-invex with respect to η.
On the basis of the deﬁnitions of the sets introduced above, we shall give
the necessary and sufﬁcient (geometric) conditions for p r-pre-invexity
with respect to η.
Theorem 30. If f  S → R is a p r-pre-invex function with respect to η
on S ⊂ Rn, then the level set Lα = x ∈ S  f x ≤ α is p-invex with respect
to η for every α.
Proof. Let f be a p r-pre-invex function with respect to η on S and
we assume that x u ∈ Lα. By the deﬁnition of a level set, the inequalities
f x ≤ α and f u ≤ α are true. Hence, we have
(a) For p = 0 r = 0
f
(
logλepηxu+u + 1− λepu1/p
)
≤ log
(
λerf x + 1− λerf u
)1/r
≤ log
(
λerα + 1− λerα
)1/r
≤ logerα1/r = 1
r
rα = α
Thus we have proved that the relation logλepηxu+u + 1−λepu1/p ∈
Lα holds for any 0 ≤ λ ≤ 1 and any α.
(b) For p = 0 r = 0
f u+ ληx u ≤ log
(
λerf x + 1− λerf u
)1/r
≤ log
(
λerα + 1− λerα
)1/r
= α
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Thus we have proved that the relation u + ληx u ∈ Lα holds for any
0 ≤ λ ≤ 1 and any α.
(c) For p = 0 r = 0
f
(
logλepηxu+u + 1− λepu1/p
)
≤ λf x + 1− λf u
≤ λα+ 1− λα = α
Thus we have proved that the relation logλepηxu+u + 1− λepu1/p ∈
Lα holds for any 0 ≤ λ ≤ 1 and any α.
(d) The case p = 0 r = 0 was proved in Theorem 7.
On the basis of the deﬁnition of a p-invex set with respect to η this
means that the set Lα is p-invex with respect to η (in the case when p = 0,
it is invex with respect to η) for any α.
We introduce the deﬁnition of a p r-invex set with respect to η, which
will enable us to give other geometric properties of p r-pre-invex func-
tions with respect to η.
Deﬁnition 31. Let X ⊂ RnY ⊂ Rm and let η Rn × Rn → Rn be a
vector function. Then T = X × Y = x y  x ∈ X y ∈ Y is said to be a
p r-invex set with respect to η if the relation(
log
[
Mp
(
eηx
1x2+x2 ex
2  q
)]
 log
[
Mr
(
ey
1
 ey
2  q
)])
∈ T
is true for any x1 y1 ∈ T x2 y2 ∈ T and any q1 ≥ 0 q2 ≥ 0 q1+ q2 = 1.
Remark. Taking into account in the above deﬁnition of a p r-invex
set with respect to η, the form of a weighted r-mean, we get according to
the values of p and of r the following deﬁnitions of
(a) p r-invex set with respect to η in the case when p = 0 r = 0(
log
(
λepηxu+u + 1− λepu
)1/p
 log
(
λerα + 1− λerβ
)1/r)
∈ T
(b) 0 r-invex set with respect to η in the case when p = 0 r = 0(
u+ ληx u log
(
λerα + 1− λerβ
)1/r)
∈ T
(c) p 0-invex set with respect to η in the case when p = 0 r = 0(
log
(
λepηxu+u + 1− λepu
)1/p
 λα+ 1− λβ
)
∈ T
(d) 0 0-invex set with respect to η in the case when p = 0 r = 0
u+ ληx u λα+ 1− λβ ∈ T
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Theorem 32. A function f  S → R is p r-pre-invex with respect to η
on S ⊂ Rn if and only if its epigraph is a p r-invex set with respect to η.
Proof. There exists a vector function η S × S → Rn such that one of
relations (14) holds. It is equivalent, by the deﬁnition of an epigraph, to
one of the relations(
log
(
λepηxu+u + 1− λepu)1/p
log
(
λerf x + 1− λerf u)1/r) ∈ Ef  if p = 0 r = 0(
u+ ληx u log(λerf x + 1− λerf u)1/r) ∈ Ef  if p = 0 r = 0(
log
(
λepηxu+u + 1− λepu)1/p
λf x + 1− λf u) ∈ Ef  if p = 0 r = 0
u+ ληx u λf x + 1− λf u ∈ Ef  if p = 0 r = 0
by which we conclude that the epigraph of f is a p r-invex set with respect
to η.
Remark. It is not difﬁcult to see that Propositions 5 and 6 hold in a
more general case, i.e., when p = 0 and r = 0 (thus in the case of p r-
pre-invex functions with respect to η). But take into account the fact that
their formulations and proofs are analogous to the case of 0 0-invex sets
and pre-invex functions.
In order not to limit ourselves to merely geometric properties charac-
terizing the class of p r-pre-invex functions with respect to η, we shall
give a few theorems illustrating some other properties of this class of func-
tions. Since the proofs of some theorems are trivial, they are omitted in the
paper.
Theorem 33. The following propositions are true:
(a) Let f  Rn → R be a p r-pre-invex (p r-pre-incave) function
with respect to η on Rn, and let α be any real number. Then the function
f + α is p r-pre-invex (p r-pre-incave) with respect to η on Rn.
(b) Let f  Rn → R be a p r-pre-invex (p r-pre-incave) function
with respect to η on Rn, and let k be any positive real number. Then the
function kf is p r
k
-pre-invex (p r
k
-pre-incave) with respect to η on Rn
(c) A function f  Rn → R is p r-pre-invex (p r-pre-incave) with
respect to η on Rn if and only if −f is p−r-pre-incave (p−r-pre-invex)
with respect to η on Rn.
(d) Let a real-valued function f be deﬁned on Rn, and let g be deﬁned
by the formula gx = exprf x where r is any real number not equal to
zero. Then f is p r-pre-invex with respect to η if and only if g is p 0-pre-
invex with respect to η.
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(e) Assume that f  S → R is a p r-pre-invex function with respect to
η on S ⊂ Rn, and g R→ R is a nondecreasing r s-convex function [4] on
R. Then, the composite function g ◦ f is p s-pre-invex with respect to η.
The next theorems concern the relationships between the classes of
p r-pre-invex (p r-pre-incave) functions with respect to the same func-
tions η with different values of the exponents p and r. To prove them,
we recall a useful lemma concerning the well-known relation between
weighted means of an arbitrary sequence of nonnegative numbers of
different orders [11].
Lemma 34. If a1 = · · · = am = a0, then Mra q = Mra1     am =
a0. Otherwise, Mra q is a strictly increasing function of the variable r; that
is, for −∞ ≤ r < s ≤ ∞, the inequality
Mra q < Msa q
holds for all weight values q = q1     qm.
Theorem 35. Let f  X → R be a p r-pre-invex p r-pre-incave)
function with respect to η on X ⊂ Rn. Then, it is a p s-pre-invex (p s-
pre-incave) function with respect to the same function η for all s > r s < r
on X.
Proof. Follows from Lemma 34.
Theorem 36. Let f  X → R be a p r-pre-invex (p r-pre-incave)
function with respect to η on X ⊂ Rn. Moreover, we assume that f is a
nondecreasing (nonincreasing) function on X. Then, it is a t s-pre-invex
(t s-pre-incave) function with respect to the same function η for all t < p
and s > r (t > p and s < r) on X.
Proof. Follows from Lemma 34.
It turns out that to prove the property of p r-invexity (p r-incavity)
with respect to some function η for some p > 0 and r > 0 (p > 0 and
r < 0), it is sufﬁcient to show that the given function is pre-invex [6] (pre-
incave) and has suitable property of monotonicity.
Corollary 37. Let f  X → R be a pre-invex ( pre-incave) function with
respect η on X ⊂ Rn. Moreover, we assume that f is a nondecreasing (non-
increasing) function on X. Then, it is a p r-pre-invex (p r-pre-incave)
function with respect to the same function η for all p < 0 and r > 0 (p > 0
and r < 0) on X.
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Deﬁnition 38. We say that u ∈ S ⊂ Rn is a local (strict local) minimum
point of the function f  S → R if there exists a number ε > 0 such that the
inequality f x ≥ f u (f x > f u) is satisﬁed for all points x ∈ S ∩ B
u ε x ∈ S ∩ Bu ε\u.
We say that u ∈ S ⊂ Rn is a global (strict global) minimum point of the
function f  S → R if the inequality f x ≥ f u f x > f u holds for
all points x ∈ S x ∈ S x = u.
As it is known [14], a characteristic property of the class or pre-invex
functions with respect to η is the fact that each local minimum of any
function belonging to this class is its global minimum. It turns out that this
is also the case for the class of p r-pre-invex functions with respect to η.
Moreover, the set of points of a global minimum of a function of this type
is p-invex with respect to η.
Theorem 39. Let f  S → R be a p r-pre-invex function with respect
to η on S, and we assume that satisﬁes the following condition: ηx u = 0
when x = u. Then each point of a local minimum of the function f is its
point of global minimum. The set of points which are global minima of f is a
p-invex set with respect to η.
Proof. The theorem will be proved only in the case when p = 0 r = 0
(other cases can be dealt with likewise; the only changes arise from the form
of inequalities deﬁning the class of p r-pre-invex functions with respect
to η for given p and r).
Assume that u ∈ S is a point of local minimum of f which is not a point
of global minimum. Hence, there exists a point x¯ ∈ S such that f x¯ <
f u. By assumption, f is p r-pre-invex with respect to η on S. Thus by
deﬁnition, for all x u ∈ S and any λ ∈ 0 1, the inequality
f
(
log
(
λepηxu+u + 1− λepu)1/p) ≤ log(λerf x + 1− λerf u)1/r
is true. In particular, the above inequality holds also in the case when x = x¯
(with the left-hand side being transformed with the aid of the well-known
theorems concerning logarithms):
f
(
u+ log(λepηx¯ u + 1− λ)1/p) ≤ log(λerf x¯ + 1− λerf u)1/r
Taking into account the fact that f x¯ < f u, we get
f
(
u+ log(λepηx¯ u + 1− λ)1/p) ≤ log(λerf x¯ + 1− λerf u)1/r
< log
(
λerf u + 1− λerf u
)1/r
= log
(
erf u
)1/r
= 1
r
rf u = f u
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Thus we have shown that, for any 0 ≤ λ ≤ 1, the inequality
f
(
u+ log
(
λepηx¯ u + 1− λ
)1/p)
< f u
is true, which is a contradiction to the fact that u is a local minimum point.
Denote by A the set of points of global minimum of f and let x and u
be arbitrary points belonging to A. In order to prove that A is a p-invex
set with respect to η, we have to show that, for any 0 ≤ λ ≤ 1, the relation
logλepηx u+u + 1 − λepu1/p ∈ A is true. Since f is p r-invex with
respect to η and f x = f u (because x u ∈ A), we have
f
(
log
(
λepηx u+u + 1− λepu)1/p) ≤ log(λerf x + 1− λerf u)1/r
= log
(
λerf x + 1− λerf x
)1/r
= log
(
erf x
)1/r
= 1
r
rf x = f x
We have shown that
f
(
log
(
λepηx u+u + 1− λepu)1/p) ≤ f x = f u ∀λ ∈ 0 1
Since x and u are points of global minimum of f , it follows that
log
(
λepηx u+u + 1− λepu
)1/p
∈ A ∀λ ∈ 0 1
3. OPTIMALITY CONDITIONS WITHOUT
DIFFERENTIABILITY
In this section, we present the conditions for optimality in nondifferen-
tiable mathematical programming problems in which the functions consid-
ered belong to the classes of functions introduced earlier in this paper.
Consider an optimization problem of the form
f x → min
gx ≤ 0 P0
where f  S → R g S → Rm are not necessarily differentiable functions
and S ⊂ Rn.
Let us denote by D the set of feasible solutions of P0, i.e., the set of
the form
D = x ∈ S  gx ≤ 0 (15)
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Lemma 40. Let f  S → R be a function deﬁned on a set S ⊂ Rn, and let
r be an arbitrary real number. Then
minf x f y ≤ log(λerf x + 1− λerf y)1/r
≤ maxf x f y ∀x y ∈ S ∀λ ∈ 0 1
Theorem 41. Suppose that
(a) D is a p-invex set with respect to η,
(b) f is strictly p r-pre-incave with respect to η on D,
(c) for any u ∈ int D there exist points x y ∈ Dx = y, and λ¯ ∈ 0 1
such that
log
(
λ¯epηxy+y + 1− λ¯epy)1/p = u if p = 0
y + λ¯ηx y = u if p = 0
(16)
Then there are no interior points of D which are solutions of P0; i.e., if u is
a solution of P0, then u is a boundary point of D.
Proof. If the solution set D of P0 is empty, or int D is empty, the
proof is obvious. Assume that u is a solution of P0, and u ∈ int D. Then,
by hypothesis (c), there exist x y ∈ Dx = y, and λ¯ ∈ 0 1 such that (16)
holds. Hence, by hypothesis (b) and Lemma 40, we have
(i) in the case p = 0 r = 0:
f u = f (log(λ¯epηx y+y + 1− λ¯epy)1/p)
> log
(
λ¯erf x + 1− λ¯erf y)1/r
≥ minf x f y ≥ f u
(ii) in the case p = 0 r = 0:
f u = f y + λ¯ηx y > log(λ¯erf x + 1− λ¯erf y)1/r
≥ minf x f y ≥ f u
This contradiction leads us to the conclusion that u is not a solution of P0.
The proof in the case when r = 0 is analogous.
Let Bu ε denote the neighborhood of a point u of radius ε. Before
we prove a sufﬁcient condition for optimality in the problem P0 we give
a useful lemma:
Lemma 42. Let X be a nonempty subset of Rnη X × X → Rn, and
u ∈ X. Then, for any positive real number ε and any point x ∈ X, there exists
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λ¯ ∈ 0 1, for example, of the form
λ¯ =


ε
ε+ ηx u if p = 0
epε − 1
epε − 1+ epηx u − 1 if p > 0
e−pε − 1
e−pε − 1+ epηx u − 1 if p < 0
(17)
such that
log
(
λ¯epηx u+u + 1− λ¯epu)1/p ∈ Bu ε if p = 0
u+ λ¯ηx u ∈ Bu ε if p = 0
Theorem 43. Suppose that
(a) D is a p-invex set with respect to η,
(b) f is strictly p r-pre-invex with respect to η on D,
(c) u ∈ D is a local minimum of P0.
Then u is a strict global minimum of P0.
Proof. By assumption (a), the set D is p-invex with respect to η and
therefore, for each x ∈ D and for any λ ∈ 0 1, the following relation is
satisﬁed:
log
(
λepηx u+u + 1− λepu)1/p ∈ D if p = 0
u+ ληx u ∈ D if p = 0
Since u is a local minimum of P0, there exists ε¯ > 0 such that the inequal-
ity f x ≥ f u holds for any x ∈ Bu ε¯ ∩D. Now, let x be a point of D
such that x = u. Then, by Lemma 42 and hypothesis (d), with ε = ε¯, we
have that the inequality
f u ≤ f (log(λ¯epηx u+u + 1− λ¯epu)1/p) if p = 0
f u ≤ f (u+ λ¯ηx u) if p = 0
is true for some λ¯ ∈ 0 1, for example, deﬁned by (17). Hence, by hypoth-
esis (c) and Lemma 40, we have
in the case of p = 0 r = 0
f u ≤ f (log(λ¯epηx u+u + 1− λ¯epu)1/p)
< log
(
λ¯erf x + 1− λ¯erf u)1/r
≤ maxf x f u
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in the case of p = 0 r = 0
f u ≤ f (u+ λ¯ηx u) < log(λ¯erf x + 1− λ¯erf u)1/r
≤ maxf x f u
in the case of p = 0 r = 0
f u ≤ f
(
log
(
λ¯epηx u+u + 1− λ¯epu)1/p) < λf x + 1− λ¯f u
≤ maxf x f u
in the case of p = 0 r = 0
f u ≤ f u+ λ¯ηx u < λf x + 1− λ¯f u
≤ maxf x f u
Obviously, maxf x f u = f u since otherwise we obtain the inequal-
ity f u < f u which is a contradiction. Therefore, f u < f x. Since x
is an arbitrary point of D, the proof of the theorem is now complete.
Example 44. Now, we consider the constrained optimization problem
P0 of the form
f x1 x2 = log x1 + log x2 → min
g1x1 x2 = 1− x1 ≤ 0
g2x1 x2 = x1 − 5 ≤ 0
g3x1 x2 = 1− x2 ≤ 0
g4x1 x2 = x2 − 3 ≤ 0
By 15D = x1 x2 ∈ R2  1 ≤ x1 ≤ 5∧ 1 ≤ x2 ≤ 3. We use a sufﬁcient
condition from Theorem 43 to prove that a point u = u1 u2 = 1 1
is a strict global minimum of the considered optimization problem. Since
D = 1 5 × 1 3, by Corollary 13, D is a p-invex set (for any real number
p) with respect to any function η satisfying (11), for example, with respect
to η D×D→ Rn deﬁned as
η1x u = 1− u1
η2x u = 1− u2 (18)
It can be proved that the optimized function f is strictly (0, 1)-pre-invex
with respect to the function η satisfying (18). Hence, the assumptions (a)
and (b) are satisﬁed. Then, by Theorem 43, u = 1 1 is a strict global
minimum of the considered optimization problem.
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4. DIFFERENTIABLE (p r)-INVEX FUNCTIONS
Analogously as in the nondifferentiable case of Deﬁnition 22, we intro-
duce classes of (differentiable) (p r)-invex functions with respect to η.
Deﬁnition 45. Let f  S → R be a differentiable function on an r-invex
set S ⊂ Rn with respect to η. If for all x ∈ S, one of the relations
1
r
erf x ≥ 1
r
erf u1+ r
p
∇f uepηx u − 1 > for p = 0 r = 0
1
r
erf x ≥ 1
r
erf u1+ r∇f uηx u > for p = 0 r = 0
f x − f u ≥ 1
p
∇f uepηx u − 1 > for p = 0 r = 0
f x − f u ≥ ∇f uηx u > for p = 0 r = 0
(19)
holds, then f is said to be p r-invex (strictly p r-invex) with respect to
η at u on S.
If inequalities (19) are satisﬁed at any point u ∈ S, then f is said to be
p r-invex (strictly p r-invex) with respect to η on S.
Remark. Any function f satisfying (19) is called p r-invex (strictly
p r-invex) with respect to η on S. However, in the case p = 0 r = 0 we
will say simply that f is r-invex with respect to η on S 2 and in the case
p = 0 r = 0 that f is invex with respect to η on S [7].
It should be pointed out that the exponentials appearing on the right-
hand sides of inequalities (19) are understood to be taken componentwise.
Remark. In order to deﬁne an analogous class of (strict) (p r)-incave
functions with respect to η, the direction of the inequality in the deﬁnition
of these functions should be changed to the opposite one.
Theorem 46. Let S ⊂ Rn be a p-invex set with respect to η, and let
f  S → R be a differentiable function. If f is p r-pre-invex with respect to
η on S, then f is p r-invex with respect to η on S.
Proof. The theorem will be proved only in the case when p = 0 r = 0
(other cases can be dealt with likewise; the only changes arise from the form
of inequality deﬁning the class of p r-pre-invex functions with respect to
η for given p and r).
Let f  S → R be deﬁned on a p-invex set S ⊂ Rn with respect to η.
Moreover, we assume that f is a differentiable p r-pre-invex function
with respect to η on S and that p = 0 r = 0. We put r > 0 (the proof in
the case when r < 0 is analogous; only the directions of the inequalities
should be changed to the opposite ones). Hence, we have by Deﬁnition 10
erf u
[
erf logλe
pηx u+u+1−λepu1/p−f u − 1]λ−1 ≤ erf x − erf u
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By letting λ→ 0 we get the inequality
erf x − erf u ≥ erf u r
p
∇f u(epηx u − 1)
which, after algebraic transformation, we write down in the form
1
r
erf x ≥ 1
r
erf u
[
1+ r
p
∇f u(epηx u − 1)]
5. OPTIMALITY CONDITIONS UNDER DIFFERENTIABILITY
In the sequel, we shall deal with sufﬁcient conditions for optimality in
problems with inequality constraints. As it is known, the Karush–Kuhn–
Tucker conditions are necessary for optimality in a mathematical program-
ming problem, if a certain constraint qualiﬁcation holds (see, for example,
[5, 9]). It is also a well-known fact that if the objective function and the
functions of constraints occurring in an optimization problem are convex,
the Karush–Kuhn–Tucker conditions become sufﬁcient for optimality [5, 9].
This fact also takes place in the case of a wider class of functions, namely,
when the functions occurring in an optimization problem are invex with
respect to the same η [7].
We shall demonstrate below that a similar situation happens when the
functions occurring in a mathematical programming problem are charac-
terized by a certain kind of p r-invexity with respect to η.
Consider an optimization problem with inequality constraints of the form
f x → min
gix ≤ 0 i = 1    m P
where, f gi X0 → R i = 1    m, are differentiable functions on an open
(nonempty) set X0 ⊂ Rn.
Let us denote by D the set of feasible solution of (P), i.e., the set of the
form
D = x ∈ X0  gix ≤ 0 i = 1    m 
We will assume that some constraint qualiﬁcation [5] holds.
Deﬁnition 47. A point z ∈ Rn is called feasible for problem (P) if
z ∈ X0 and giz ≤ 0, i = 1    m.
If a point x¯ ∈ Rn is a local minimum point or an optimal solution of
problem (P) and satisﬁes the condition of regularity of constraints [5, 9]
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then the following Karush–Kuhn–Tucker conditions are satisﬁed [5, 9]: there
exist multipliers ξ¯i i = 1    m, such that
∇f x¯ +
m∑
i=1
ξ¯i∇gix¯ = 0 (20)
m∑
i=1
ξ¯igix¯ = 0 (21)
ξ¯i ≥ 0 i = 1     m (22)
Consider the case when the objective function f and the functions of
constraints gi i = 1    m, are p r-invex with respect to η at x¯ on D.
Performing the proof of the theorem below, we shall show that the Karush–
Kuhn–Tucker conditions (20)–(22) are also sufﬁcient conditions for opti-
mality of the point x¯ ∈ X0 in problem (P).
Theorem 48. Assume that a point x¯ ∈ X0 is feasible for problem
(P) and let the Karush–Kuhn–Tucker conditions be satisﬁed at the point
x¯ ξ¯. If the objective function f and the constraints functions gi i =
1    m
are p r-invex with respect to η at x¯ on D, then x¯ is a global mini-
mum point in problem (P).
Proof. The theorem will be proved only in case when p = 0 r = 0
(other cases can be dealt with likewise; the only changes arise from the
form of inequalities deﬁning the class of p r-pre-invex functions with
respect to η for given p and r).
Assume that x is an arbitrary feasible point for problem (P). By assump-
tion, f and g are p r-invex with respect to the same function η at x¯ on
D; therefore, for all x x¯ ∈ D the inequalities
1
r
erf x ≥ 1
r
erf x¯
{
1+ r
p
∇f x¯(epηxx¯ − 1)} (23)
1
r
ergix ≥ 1
r
ergix¯
{
1+ r
p
∇gix¯
(
epηxx¯ − 1)} i = 1    m (24)
are true. Denote J = 1 ≤ i ≤ m ξ¯i > 0, where ξ¯ = ξ¯1     ξ¯m is the
Lagrange multiplier which appears in the Karush–Kuhn–Tucker conditions
(20)–(22). Since ξ¯i > 0 for i ∈ J, we may write down (24) in the form
ξ¯i
r
er/ξ¯iξ¯igix ≥ ξ¯i
r
er/ξ¯iξ¯igix¯
{
1+ r
ξ¯ip
ξ¯i∇gx¯
(
epηxx¯ − 1)} i ∈ J (25)
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Dividing both sides of (23) by erf x¯ and (25) by ergix¯, we get
1
r
erf x−f x¯ ≥ 1
r
{
1+ r
p
∇f x¯(epηxx¯ − 1)}
ξ¯i
r
er/ξiξ¯igix−ξ¯igix¯ ≥ ξ¯i
r
{
1+ r
ξ¯ip
ξ¯i∇gx¯
(
epηxx¯ − 1)} i ∈ J
After adding both sides of the above inequalities, we obtain
1
r
[
erf x−f x¯ +∑
i∈J
ξ¯ie
r/ξ¯iξtgix−gix¯
]
≥ 1
r
(
1+∑
i∈J
ξ¯i
)
+ 1
p
(
∇f x¯ +∑
i∈J
ξ¯i∇gix¯
)(
epηxx¯ − 1)
= 1
r
(
1+∑
i∈J
ξ¯i
)
+ 1
p
(
∇f x¯ +
m∑
i=1
ξ¯i∇gix¯
)(
epηx x¯ − 1)
By (20), we obtain
1
r
[
erf x−f x¯ +∑
i∈J
ξ¯ierξiξ¯igix−ξ¯igix¯
]
≥ 1
r
(
1+∑
i∈J
ξ¯i
)

and using (21), we have
1
r
erf x−f x¯ ≥ 1
r
(
1+∑
i∈J
ξ¯i
(
1− ergix)) (26)
Let r > 0 (in the case when r < 0 the proof is analogous; one should
change only the direction of some inequalities below to the opposite one).
Since x is a feasible point in problem (P), gix ≤ 0 for each i = 1    m.
This, in turn, implies that 1− ergix ≥ 0 for each i = 1    m. Taking these
facts into account in (26), we get
erf x−f x¯ ≥ 1+∑
i∈J
ξ¯i
(
1− ergix
)
≥ 1
Hence, f x ≥ f x¯, which means that x¯ is an optimal point in prob-
lem (P).
The assumption on functions in Theorem 48 could also be given in
another form. It is enough to assume that the Lagrange function f +∑m
i=1 ξ¯igi is p r-invex with respect to η. And so, the following theorem
is true.
Theorem 49. Assume that a point x¯ ∈ Rn is feasible for problem (P)
and let the Karush–Kuhn–Tucker conditions be satisﬁed at the point x¯ ξ¯. If
f +∑mi=1 ξ¯igi is a p r-invex function with respect to η at x¯ on D, then x¯ is
a global minimum point in problem (P).
378 tadeusz antczak
Proof. For the same reason as in the proof of Theorem 48, Theorem 49
will be proved only in the case when p = 0 r = 0 (in the case when p =
0 r = 0 the proof of this theorem can be found in [2]).
Let x be any other feasible point for problem (P). By assumption, the
function f +∑mi=1 ξ¯igi is p r-invex with respect to η at x¯ on D; hence
the inequality
1
r
er
(
f x+∑mi=1 ξ¯igix)≥ 1
r
er
(
f x¯+∑mi=1 ξ¯igix¯)
×
{
1+ r
p
(
∇f x¯+
m∑
i=1
ξ¯i∇gix¯
)
epηxx¯−1
}
(27)
holds for all x ∈ D. By condition (20) and from (27), we obtain the inequal-
ity
1
r
erf x−f x¯ ≥ 1
r
er
(∑m
i=1 ξ¯igix¯−
∑m
i=1 ξ¯igix
)

which could be written in the form
f x − f x¯ ≥ ξ¯gx¯ − ξ¯gx
Using (21) and (22) and taking into consideration the fact that a point x is
feasible for (P), we obtain the inequality f x ≥ f x¯, which means that x¯
is a global minimum point in (P).
The p r-invexity assumption in Theorem 49 is weaker than the p r-
invexity assumption in Theorem 48, which is easily seen by the example
below.
Example 50. Consider the following optimization problem:
f x = x3 → min
g1x = logx+ 1 ≤ 0 (P1)
g2x = 1− x3 ≤ 0
The set D of feasible solutions of (P1) has the form D = x ∈ R  x ≥
1. As follows from the Karush–Kuhn–Tucker conditions, x¯ = 1 and ξ¯ =
ξ¯1 ξ¯2 = 0 1. We shall demonstrate that f +
∑m
i=1 ξ¯igi in problem (P1)
is a (0, r)-invex function with respect to any function η and for any real
number r, whereas not all functions have this property. It is easy to see,
on the basis of [1, Theorem 10], that the objective function f and the
constraint function g2 are not (0, r)-invex with respect to η because their
stationary points are not points of global minimum. The Lagrange function
f +∑mi=1 ξ¯igi in problem (P1) has the form f x + ξ¯1g1x + ξ¯2g2x = 1.
Hence, this function is constant on D.
This, in turn, means that the Lagrange function f +∑mi=1 ξ¯igi in problem
(P1) is (0, r)-invex with respect to any function η on D, where r is any real
number.
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