In this paper, a novel technique is introduced to address the video alignment task which is one of the hot topics in computer vision. Specifically, we aim at finding the best possible correspondences between two overlapping videos without the restrictions imposed by previous techniques. The novelty of this work is that the video alignment problem is solved by drawing an analogy between it and the machine comprehension (MC) task in natural language processing (NLP). Simply, MC seeks to give the best answer to a question about a given paragraph. In our work, one of the two videos is considered as a query, while the other as a context. First, a pre-trained CNN is used to obtain high-level features from the frames of both the query and context videos. Then, the bidirectional attention flow mechanism; that has achieved considerable success in MC; is used to compute the query-context interactions in order to find the best mapping between the two input videos. The proposed model has been trained using 10k of collected video pairs from "YouTube". The initial experimental results show that it is a promising solution for the video alignment task when compared to the state of the art techniques.
INTRODUCTION
Video Alignment aims at finding, in time and space, the best correspondences between two videos. More specifically, temporal alignment or synchronization refers to mapping each frame in a reference sequence to the most similar one in an input sequence, taking into consideration the sequence information (Diego et al., 2011) . Along the last years, video alignment has played a significant role in many computer vision applications including video matting (Sand and Teller, 2004) , action recognition (Ukrainitz and Irani, 2006) , object detection (Kong et al., 2010) , change detection (Diego et al., 2011) , and video editing (Wang et al., 2014) .
Most of the previous video alignment techniques have some restrictions on the captured videos such as constraining the used cameras to be either still or stereo or independently moving. Other difficult assumptions include knowing the trajectories of some feature points along the whole video (Singh et al., 2008) or supposing the existence of some linear relationship among the two videos (Padua et al., 2010) . We think that these restrictions are among the reasons behind the limited applicability of these techniques in real applications. So, in this paper, we aim to overcome most of these limitations and open the way to new applications through our new proposed technique.
Recently, attention mechanisms have achieved great success in many applications in both NLP and computer vision areas (Weston et al., 2015; Agrawal et al., 2017; Xiong et al., 2016) . Specifically, they improved in a significant way the performance of Recurrent Neural Network (RNN), through guiding it to "where to look" during the task. The most common characteristics of these attention-based works can be summarized in the following points. First, they extract the information related to the query through summarizing the context into a fixed length vector based on the attention weights. Second, the attention weights at any time step depend mainly on the attended vector from the previous step. Third, the attention direction is always from the query to the image, in captioning task or the context paragraph in NLP task.
Unlike these mechanisms, we depend, mainly in our work, on the bidirectional attention flow (BIDAF) technique introduced recently in (Seo et al., 2016) . BIDAF outperforms the previous techniques by the Abobeah, R., Torki, M., Shoukry, A. and following features which make it the best choice for our task. First, instead of context summarization, the attention is estimated at each time step and the output vector together with the previous layer representation are passed to the modeling layer. Second, the attention at each time step depends only on the query and the context at the current time step regardless of the attention at the previous step. Consequently, this prevents inaccurate attention at previous steps from affecting the current time attention. Finally, BIDAF technique applies the attention in both directions from the query to the context and vice versa. This, in turn, leads to a significant improvement in the overall accuracy through feeding more useful information to the model.
In this paper, we propose a new solution for the video alignment task. Specifically, we deal with the task as MC by letting one of the two input videos acts as a query and the other as the context, allowing the technique to find the best match for the given query. Nothing more than the existence of an overlapping among these two videos is required. We exploit all the previously mentioned features of the BIDAF mechanism and apply it to our task.
Through testing the proposed approach on a small challenging dataset, we conclude that it can be successfully applied to the state of the art video alignment datasets.
RELATED WORK

Video Alignment
There are many available solutions for the video synchronization task. They differ according to the restrictions and assumptions imposed by each method. We briefly introduce some of these previous works in this section.
Regarding the temporal correspondence, some works assume a constant offset time between each two corresponding frames t r = t q +β , (Tuytelaars and Van Gool, 2004; Ushizaki et al., 2006; Wolf and Zomet, 2006) . Others, assume a linear relationship in order to consider the frame rate difference t r = α t q + β , (Wedge et al., 2007; Tresadern and Reid, 2009; Ravichandran and Vidal, 2011) . In both cases, the alignment models need to only estimate one or two parameters whereas in non-parametric curve assumption based models, the problem turns to be much harder (Sand and Teller, 2004; Fraundorfer et al., 2007; Ho and Newman, 2007; Singh et al., 2008; Cao et al., 2010) .
By considering the relation between the used cameras, the existing solutions depend on using either two rigidly connected or independently moving cameras. The problem is easier to solve in the first case as the geometric transformation among the coordinate systems of both cameras is assumed to be constant (Wolf and Zomet, 2006; Wedge et al., 2007; Ravichandran and Vidal, 2011) . On the contrary, no geometric relationship can be assumed in case of the two moving cameras. Consequently, the proposed solutions have to assume the existence of an overlapping field of view between the two cameras in order to solve the problem (Sand and Teller, 2004; Dai et al., 2006; Fraundorfer et al., 2007; Singh et al., 2008; Tresadern and Reid, 2009; Padua et al., 2010) .
Also, the existing alignment models can be classified, according to their inputs, into two types, direct methods and feature based methods. In the first type, the model deals directly with the frame intensity values (Caspi and Irani, 2002; Ushizaki et al., 2006) , its Fourier transform (Dai et al., 2006) , or its dynamic texture (Ravichandran and Vidal, 2011) . On the other hand, feature based methods require tracking the feature points along the whole two sequences (Tuytelaars and Van Gool, 2004; Wolf and Zomet, 2006; Singh et al., 2008) , or both the feature points and lines along three sequences (Lei and Yang, 2006) or identifying the interest points in space or in space and time (Sand and Teller, 2004; Fraundorfer et al., 2007; Tresadern and Reid, 2009; Cao et al., 2010; Padua et al., 2010) . It is worthy to note that some of the previous works can align the two videos even if they are captured at different points in time like (Ukrainitz and Irani, 2006; Ho and Newman, 2007; Singh et al., 2008; Cao et al., 2010) , while other works deal only with simultaneously captured videos like (Caspi and Irani, 2002; Dai et al., 2006; Lei and Yang, 2006; Tresadern and Reid, 2009; Padua et al., 2010; Ravichandran and Vidal, 2011) . Recently, (Douze et al., 2016) has introduced an alignment method that can accurately find the best correspondences among two overlapped videos even with a significant change in the view point. However, this method assumes a constant offset time among the two input videos.
Unlike the previous solutions, we aim to present a new alignment technique that works smoothly with no restrictions, other than the existence of an overlap among the two given videos.
Visual Question Answering (VQA)
Recently, the VQA task or answering a question about an image has been solved by representing both the question and the image through RNN and CNN, re-spectively. Then, they are combined together to give a suitable answer for the question (Malinowski et al., 2015; Agrawal et al., 2017) .
Also, some researches have exploited the attention mechanisms to solve the VQA task. They can be classied according to the granularity level of their attention mechanism and the attention matrix computation method. A coarse granularity level causes multiple image patches to gain attention from the question (Xiong et al., 2016; Zhu et al., 2016) . While a finer level causes each question word to pay attention to all image patches and, at the end, the patch with the highest attention value is selected (Xu and Saenko, 2016) . Also, introduced the idea of combining the question representation at different levels of granularity (uni/bi/trigrams). On the other hand, there are various approaches to construct the attention matrix including concatenation, element-wise (sum/product) and Bilinear Pooling (Fukui et al., 2016) .
Besides the work introduced by (Seo et al., 2016) in MC, that applied the bidirectional attention mechanism to their work, (Lu et al., 2016 ) also adopted the same idea. They proved that estimating the attention from the question words to the image patches and vice versa, has a great effect on the efficiency of the VQA task. Consequently, we expect the same success in solving the video alignment task using the same mechanism.
THE PROPOSED MODEL
Our alignment technique, as shown in Figure 1 , consists of five layers that can be described as follows:
1. Input Layer: maps each frame from both query and context videos to a fixed length descriptor using a pre-trained CNN.
2. Contextual Layer: considers the relations between all the sequence frames in order to improve the feature extraction layer.
3. Attention Layer: ties the query and the context video vectors such that it generates a set of feature vectors representing the query-awareness degree for each frame in the context video.
4.
Modeling Layer: is responsible for scanning the context video through applying the RNN.
5.
Output Layer: gives the start and end indices for the best aligned part from the context video to the input query.
1. Input Layer: It is considered a frame level feature extraction layer. Let {x 1 , ..., x M } and {q 1 , ..., q N } be frames of a context and query videos, respectively. Each frame in the input is fully described by a fixed length vector through using a pre-trained VGG-16. VGG-16 is a convolutional neural network of 16 layers depth that is pre-trained on ImageNet dataset (Deng et al., 2009 ) which contains millions of static labeled images.
Contextual Layer:
In this layer, a Long Short Term Memory Network (LSTM) (Hochreiter and Schmidhuber, 1997) is used in both forward and backward directions in order to consider the temporal interactions among input frames. The input to the contextual layer is the descriptors obtained from the first layer. Each LSTM output is of ddimension and the final layer output is a concatenation of both LSTMs outputs to yield Y ∈ R 2d×M from the context video and U ∈ R 2d×N from the query video. Therefore, the dimension of each component of Y and U is 2d. It is worthy to mention that the first two layers of the model are computed for both the query and context and they represent two levels of feature extraction.
Attention Layer:
This layer is in charge of fusing and linking the information from both the query and the context video frames. As mentioned earlier, it adopts a different way in computing the attention, other than those in the previous mechanisms. Instead of summarizing in a single representative vector both the query and the context, the attention of the query to each frame in the context video is estimated at each time step. This layer takes as input the contextual representation vectors of both the query and the context videos and outputs the query-aware representation vectors G of the context video. In addition, the context layer output is passed to the Modeling layer. One of the main pros of this layer is computing the attention in both directions to obtain, at the end, a set of highly representative attended vectors in each direction. The shared step in computing the bidirectional attention is to calculate a similarity matrix between both the context and the query frames as follows: Similarity Matrix: It is constructed by computing the cosine similarity between the m-th context frame and the n-th query frame to obtain, at the end, S ∈ R M×N . Context to Query Attention: This step determines the most relevant query frames to each frame in the context video. Given the similarity matrix S, the attention weights of the query frames to the m-th frame in the context video, are calculated according to the following formula:
a :m = so f tmax( S :m ) ∈ R N (1) where S :m is the m-th column vector in S and ∑ a mn = 1, for all m. Consequently, we obtain thē Umatrix of size 2d by M, such that each column represents the attended query vector to a specific frame in the context video:
Query to Context Attention: This step is very critical for reaching the best answer to the input query. It determines the context video frame that has the best similarity to one of the query frames. First, the attention weights of each context frame are calculated using the following formula: b = so f tmax(max( S)) ∈ R M (3) where max function is applied to each column in the S matrix. Then, the weighted context vectors are obtained usinḡ
Finally, the targeted attended vector is the weighted sum of these vectors which represent the most important context frames w.r.t. the query frames as follows:ȳ
The final output of this layer is obtained by combining the output of both the contextual and the attention layers. Semantically, each column in the output matrix is aware of each context frame representation and is calculated through
where • is an element-wise multiplication and [ ;] is a concatenation of vector across row.
Modeling Layer:
Unlike the contextual layer that computes the interactions among the context frames with no regard to the query frames, this layer captures these interactions by considering the query frames. It takes as input the output of the previous layer, G matrix, which reflects the query-awareness of each context frame. The modeling layer processes the input through two bi-directional LSTM layers, each direction output 
Output Layer:
This layer aims at finding the best part in the context video corresponding to the input query. Specifically, it responds by the start and end of the frame indices of the best sub-sequence in the context video. Firstly, the probability distribution of the start index w.r.t. the whole video can be obtained through:
Where w p start ∈ R 10d represents a trainable weight vector. For obtaining the end frame index, the D matrix is pushed to one bi-directional LSTM layer in order to get D ∈ R 2d×M . Then, the probability distribution of the end index is estimated through:
THE PROPOSED APPROACH EVALUATION
We train our model on 10k of YouTube videos that are aligned manually in an accurate way. For each query video, its corresponding part in the context video is identified by the start and end of frames indices.
As an initial evaluation, the proposed model is tested by the blind navigation dataset introduced in our recently published work (Abobeah et al., 2018) . Although this dataset has been collected in the context of a navigation technique for blind people, it has a tight relation to our present task. The navigation technique depends mainly on identifying the current location of the blind user w.r.t. a reference video through using an on-line alignment technique. This dataset consists of 12 video pairs of 22 minutes total length, half of them are captured at outdoor and the rest at indoor. All videos are captured using a chest mounted mobile phone camera carried by a blind person along some indoor/outdoor routine paths and are manually annotated for the instruction generation task in the navigation work. For our task, all videos are re-annotated such that each query, which is randomly chosen with various lengths from 5 to 120 seconds from each video, is aligned to its original video. Specifically, we assign the interval [ l t , u t ] in the original video to represent the start and end indices of the query input, and given the predicted interval from the proposed model, we can estimate the alignment error for each pair.
We can qualitatively observe the performance of our proposed approach on two video pairs from the navigation dataset, one is captured at indoor as shown in figure 2, and the other at outdoor as shown in figure 3. Clearly, We can observe the well defined correspondences among each of the two videos, which support our idea of considering our approach a promising solution for the video alignment task.
CONCLUSIONS
In this work, we present a new technique to solve the temporal alignment task between two overlapped videos with no restrictions imposed on the capturing process. The proposed technique uses the pretrained CNN network,"VGG-16", to obtain highly descriptive features of the video frames. Also, it exploits the bidirectional attention flow mechanism that has already proved its efficiency in MC in order to consider the existing interactions between the two input videos in both directions. Initial results obtained using a training dataset including around 10k of video pairs from "YouTube" show that this approach is highly effective in mapping the input query video to its corresponding part in the context video. We plan to test our model using the state of the art datasets for video alignment to be able to assess its accuracy thoroughly.
