Embedded smart camera systems are gaining popularity for a number of real world surveillance applications. However, there are still challenges, i.e. variation in illumination, shadows, occlusion, and weather conditions while employing the vision algorithms in outdoor environments. For safety-critical surveillance applications, the visual sensors can be complemented with beyond-visual-range sensors. This in turn requires analysis, development and modification of existing imaging techniques. In this work, a low complexity background modelling and subtraction technique has been proposed for thermal imagery. The proposed technique has been implemented on Field Programmable Gate Arrays (FPGAs) after in-depth analysis of different sets of images, characterizing poor signal-to-noise ratio challenges, e.g. motion of high frequency background objects, temperature variation and camera jitter etc. The proposed technique dynamically updates the background on pixel level and requires a single frame storage as opposed to existing techniques. The comparison of this approach with two other approaches show that this approach performs better in different environmental conditions. The proposed technique has been modelled in Register Transfer Logic (RTL) and implementation on the latest FPGAs shows that the design requires less than 1 percent logics, 47 percent block RAMs, and consumes 91 mW power consumption on Artix-7 100T FPGA.
INTRODUCTION
Safety critical surveillance applications require development of robust and high performance embedded smart camera systems which provide easy integration into existing infrastructure and surveillance, irrespective of weather conditions [1] [2] [3] . The traditional processor based platforms perform serial computation and are memory bound, requiring storage after each imaging task. To achieve real-time performance, higher clock frequency and an increased number of cores will be required [4] . An alternative to a processor based solution is to use hardware platforms such as Field Programmable Gate Arrays (FPGAs) which offer advantages of re-configurability and inherit hardware parallelism in order to better exploit a regular flow of initial data centric tasks at lower clock frequency. This results in an improved performance for FPGA by using a small clock frequency as compared to processor based platforms [5] . However, the development time is greater. Therefore, a low complexity algorithm with small resource utilization needs to be investigated. The algorithms are expected to provide a good working design for FPGA.
In this work, we investigated and implemented a low complexity background modelling and subtraction technique, which is an important step in an imaging flow for surveillance applications. These applications require detection of moving objects that can be isolated from the background by using pre-processing techniques, e.g. temporal filtering, background subtraction and segmentation. In this regard, background subtraction is an important preprocessing task in the imaging dataflow for high level tasks such as classification and pose estimation. The existing background subtraction techniques have mostly been evaluated with respect to visual image sensors [6] . In outdoor surveillance applications, background modelling techniques for visual images are prone to produce false positives because of variation in illumination, the animated background, such as shadows or moving trees, shrubs and electrical wires [2] . These applications require background updating periodically in order to adjust the environmental variables.
The limitation of visual sensors to visible range of electromagnetic spectrum motivates integration of beyond-visualrange sensors such as infrared, x-rays and laser together with visual sensors. The combined information of these different sensors can give better situational awareness of the safety critical areas, such as railway tracks, to avoid accidents [7] . This work aims at integration of Infrared (IR) sensors together with visual sensors for an embedded smart camera in order to have better spectral, spatial and temporal resolutions. The advantage of infrared is that it is insensitive to variation in light and offers better contrast when it comes to separating foreground moving Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org.
ICDSC '15, September 08 -11, 2015, Seville, Spainobjects from the environment. This will enable the system to detect foreground objects in different weather conditions, e.g. direct light, darkness, rain, snow and haze. For example, Figure 1 shows that in visual image, a person walking along a railway track is difficult to differentiate from background because of poor lighting conditions as compared to thermal image.
In this camera system, pre-processing steps are performed on thermal imaging and the compressed Region-of-Interest images are transmitted frequently to the end user. The compressed visual images are transmitted occasionally for detailed information. On the end user side, both visual and ROI of thermal are blended in order to highlight the activity in the region [3] . This approach relaxes the processing and the transmission requirements of the system.
As discussed earlier that this camera system would be implemented on FPGA, therefore a suitable background subtraction model will be explored for this platform. However, the challenges include design complexity, detection efficiency, memory footprints and resource requirements [8] [9] . There is no model addressing all these issues. Therefore a model should be investigated with careful considerations because of aforementioned constraints [10] [11] .
In this work, two existing low complexity background modelling and subtraction techniques, progressive background generation [12] and background generation with a temporal low pass IIR filter [13] [1] have been evaluated with respect to thermal imagery. Based on the analysis, the background modelling techniques have been modified to develop a hybrid technique which is then tested on different data sets. After in-depth analysis, the proposed technique is modelled at RTL level and implemented on FPGA. Following this section, the related work on background modelling and subtraction is presented.
RELATED WORK
Tarek et al. [2] proposed a background subtraction technique by combining thermal and visible imagery using Gaussian mixture models (GMM). However, the experiments are performed on high-end offline computers. The memory and computational requirements for embedded implementation is missing. GMM is widely used to model complex environments. However, the complexity and memory requirements for such a technique is high. For example, Tessens et al. [8] discussed that MOG with K components (K represents the number of mixture components, usually three to seven) requires 4K+11 arithmetic operations per pixel and a minimum of 2K frames of memory storage.
Benezeth et al. [14] evaluated seven background subtraction techniques for colour and grayscale images on a standard computer and provides recommendations for real-time implementation. The authors conclude that there is a trade-off between speed, simplicity and efficiency for the investigated seven compression schemes. Reddy et al. [9] proposed a sequential technique for background estimation which does not require storage of multiple frames. The performance of the technique is claimed to be invariant for moderate illumination changes.
Chung et al. [12] developed a progressive background image generation by using a partial background generation technique. This technique requires histogram storage to record and trace the best background values and is expected to eliminate the unstable effect of physical vibration. Kandhalu et al. [13] used a subtraction technique which utilizes a first order recursive filter to integrate new incoming information into current background images. This technique updates the background dynamically in order to incorporate illumination changes. Most of the aforementioned techniques have been investigated on high-end computers by using visual images and require more than one frame for background generation. The FPGA based hardware implementation together with thermal imagery requires investigation of these techniques in the new context.
Background modelling and subtraction
In this work, we have investigated two low complexity background modelling techniques including progressive background generation [12] and background generation with a temporal low pass IIR filter [13] [1] . In this work, we modified the two aforementioned background modelling techniques in order to develop the hybrid technique. The motivation is that the progressive background generation will eliminate the foreground objects because of different intensity regions of moving objects between frames. The low pass IIR filter will update the background image with a specified adaption rate, if the intensity difference is small. The analysis showed that the hybrid technique gives better results as shown in the results section. The proposed background subtraction model is presented here.
Background subtraction model
The hybrid background is represented by Eq.1
Where In is current image, Bg is the generated background, Mbg represents background pixels when the difference between the current and the previous background is smaller than a constant ε. In this work, the thermal energy (heat signature) of moving people sensed by the thermal camera is greater than the temperature of the surrounding static objects. The static objects with heat temperature similar to humans will be considered as a part of the background because of small intensity difference between successive images. Therefore, to generate Mbg, we use a nonlinear min filter. Other alternatives for calculating the Mbg value is averaging of the two pixel values, simply the value of the current or previous frame pixel value. Lbg is generated by using low pass first order recursive filter when the difference between the current and the previous background is greater than a constant ε. In this part, the background image is updated by integrating new incoming pixel data into the current background to adapt the temperature variation and motion changes caused by high frequency background objects like trees and shrubs etc. In this case, ⍺ is the adaptation coefficient and is selected as 0.05 in order to ensure that artificial tails behind the moving objects are not created [13] [1].
Background subtraction
In background subtraction, the current frame is subtracted from the background frame on pixel level. This process will highlight the foreground objects by removing uneven temperature variation and background noise.
Tipping points of failure
In the summer of hot countries, it might become challenging, depending on the sensor size and type, to detect humans where there are moving tree branches because the small difference in heat signatures. In outdoor environments, a camera jitter because of winds and the vibration of moving trains/vehicles might affect the detection results.
EXPERIMENTAL FRAMEWORK
The experimental work consists of two processes, (1) data collection and high level analysis, (2) FPGA implementation setup.
Data collection and high level analysis
For the experiments, video streams of natural scenes with human movement were recorded in different weather conditions, e.g. summer and winter in the city of Sundsvall, Sweden. The video data represents different challenges, such as poor signal-to-noise ratio because of temperature variation, camera jitter and motion of trees, wires, etc. From the video data, four sets of images (each set with 1000 images with a size of 352×240) were developed to analyse the background subtraction technique. The image data sets can be accessed online [15] .
High level investigation was performed on the collected data by using Matlab. This investigation included analysis of individual background subtraction techniques, development and analysis of hybrid techniques, selection of ε in Eq.1 and the integration of segmentation and edge detection in order to identify the difference in foreground objects of the processed images. In relation to this, a number of experiments were performed on image datasets that captured the previously mentioned challenges.
FPGA implementation setup
The proposed background subtraction technique was modelled in RTL. The functionality was verified in behavioural and post-route simulations and results were compared with high level analysis design. Following this, the design was implemented on real hardware. Nexys™4 is used for implementation because it contains required peripherals such as sufficient pins for camera interface, Video Graphics Array (VGA) and serial interface. Nexys™4 has the latest artix-7 series FPGA, with device name XC7A100T [16] . For image capturing, Tamarisk®320 camera [17] with uncooled VOx microbolometer sensor was interface with the nexus evaluation board [18] . The image sensor is configured for gain and digital video interface by using (Future Technology Device International) FTDI interface. The processed video stream was displayed on a VGA monitor for visual inspection of the processed stream. To perform the experiment, the following test case has been used.
Test case
The test case used for this work is the surveillance of railway track surroundings in vulnerable areas for pedestrian detection in order to increase security and safety for the people working and living in the vicinity. Every year, hundreds of people lose their lives on the railway tracks [19] . Therefore, this type of safetycritical application requires that the system should work in difficult weather conditions. In addition to this, such systems have a real-time and low latency requirement in order to convey realtime information. To meet these challenges, the envisioned smart camera system is expected to perform processing locally and transmit useful information in real-time to train operators before approaching accident-prone areas. In local processing, background modelling and subtraction are important tasks to identify objects from the background. 
ARCHITECTURE FOR BACKGORUND SUBTRACTION
Computational architecture of the proposed hybrid technique for the background modelling and subtraction is illustrated in Figure  2 . In the figure, A1 shows the first frame, A2 shows the multiplexer to select storage of frame in memory, A3 is the current frame, A4 is the modelled background and A5 is the subtracted image. The multiplexer will allow the first frame A1 in initial setup configuration and then it will always store new modelled backgrounds to the memory.
In RTL design, the first frame is stored in the (Block Random Access Memory) BRAMs without any processing. Following the second frame, the current frame and previous stored frame in BRAMs is used to generate a background model Bg by using the operations of Eq.1. The current frame is then subtracted from the generated background image in order to extract moving objects and simultaneously, the new generated background is written to the BRAMs. These operations are performed on the pixel level.
Results
In this section, the performance of the proposed technique, comparison with commonly used background subtraction techniques, resource utilization and power consumption is presented.
Performance comparison
The proposed background modelling and subtraction technique, referred to as hybrid technique, is compared with commonly used LP IIR filtering background modelling techniques for embedded systems [13] [1] and other low complexity progressive background generation techniques [12] . The comparison results are illustrated with the help of three image sequences, captured with 15 frames per second. It is worth noting that Figure 3 shows an image dataset with one object but the subtraction technique is independent of the number of objects present in the image. In Figure 3 , the first row (a) shows current images with objects. The second row (b) shows the background modelled using LP IIR technique, the third row (c) shows the background modelled using progressive technique, the forth row (d) shows the background modelled using hybrid technique.
The second row shows that the LP IIR technique models a background image which contains tails of moving objects because of the current image. The third row shows that the progressive technique models a sharp background image without objects and filters out the high frequency details. The fourth row shows that the hybrid technique models a background which contains rich information of the current image without the moving object tail. The integration of other imaging tasks such as subtraction, segmentation and edge detection will show the effectives of the three techniques. For comparison purposes, we applied sobel edge detection and selected the same value for the threshold in the segmentation operation for the three techniques.
The fifth row (e) shows images after subtraction, segmentation and edge detection when the LP IIR technique is used for background modelling. The sixth row (f) shows images after subtraction, segmentation and edge detection when the progressive technique is used. The seventh row (g) shows images after subtraction, segmentation and edge detection when the hybrid technique is used for background modelling. It is evident that the LP IIR technique is effective for handling the high frequency noise because of the camera vibration and movement of trees. However, moving objects tail to some extent. The progressive technique cannot handle the higher frequency noise because of the nonlinear min filtering for the background generation. The output images (g) show that the hybrid technique is able to suppress the high frequency noise while still highlighting the moving object without much noise.
Following this, the proposed background modelling and subtraction technique was then investigated with respect to different sets of images with changing weather and temperature variation. Figure 4 shows image sets from the summer season (average temperature 9.1°C to 19.5°C [20] ) in the city of Sundsvall in Sweden, and Figure 5 shows image sets from the winter season (average temperature -3.6°C to -12.3°C [20] ) in the city of Sundsvall in Sweden. The first row in Figure 4 and Figure  5 represents the sequence of input images, the second row represents modelled background images and the third row represents subtracted images. The subtracted images in Figure 4 and Figure 5 show that the proposed background subtraction performs well in different weather conditions. However, the ε coefficient has to be adjusted according to the summer and winter temperature variation. In the summer, ε was selected as 25/255 whereas in the winter the factor was selected as 200/255 after a number of experiments.
It is worth mentioning that in this technique, the background is updated at each frame on pixel level which in turn will provide a stable background in presence of challenges such as temperature variation and camera jitter. Following this analysis, the resources and power consumption of the proposed approach are discussed. Table 1 shows resource utilization and memory requirement for the proposed background subtraction technique. The memory utilization shows that the proposed subtraction technique with a single frame storage requirement consumes 47 percent memory resources on latest artix-7 series FPGA, XC7A100T. The resource utilization in terms of slice LUTs is less than 1 percent. This means that post background subtraction techniques such as segmentation, morphology, labelling and compression schemes can be easily accommodated using the proposed subtraction technique, if we consider the resource requirement of the mentioned tasks for current reconfigurable devices [21] . The power consumption of the proposed background subtraction technique was calculated by using Xilinx Xpower analyzer tool [16] and is shown in Table 2 .
Resource utilization and power consumption
The power consumption in Table 2 shows that existing subtraction techniques can be used for embedded systems with reduced power requirements because of little complexity and no requirements for external memory. 
CONCLUSION
In this paper, a low complexity background subtraction technique for thermal imagery is proposed by using low pass IIR filtering and non-linear min filtering with single frame storage requirements. The proposed technique is compared with commonly used existing techniques and the performance is evaluated for a number of test images, captured in different weather conditions. The investigation showed that the proposed background modelling and subtraction technique with only one frame storage requirement perform better than existing techniques. This effectiveness becomes possible because of the updating processes of the modelled background at each frame on pixel level.
The proposed background modelling and subtraction technique is modelled in Register Transfer Logic (RTL) and the functionality is verified on hardware. The register transfer logic implementation shows that the proposed technique requires less than 1 percent logic resources and 64 block rams for the latest seven series FPGA, XC7A100T. The power consumption was estimated to be 91 mW by using the Xilinx Xpower analyzer.
This concludes that the proposed technique can offer robust detection of people for safety critical applications while still having low complexity on FPGA, as well as low resources and memory requirements. This in turn will result in easy integration with other pixel based pre-processing tasks such as segmentation, morphology and labelling on resource constrained embedded platforms. 
