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A CENTRAL LIMIT THEOREM FOR GIBBSIAN INVARIANT
MEASURES OF 2D EULER EQUATIONS
FRANCESCO GROTTO AND MARCO ROMITO
Abstract. We consider Canonical Gibbsian ensembles of Euler point vor-
tices on the 2-dimensional torus or in a bounded domain of R2. We prove
that under the Central Limit scaling of vortices intensities, and provided that
the system has zero global space average in the bounded domain case (neu-
trality condition), the ensemble converges to the so-called Energy-Enstrophy
Gaussian random distributions. This can be interpreted as describing Gauss-
ian fluctuations around the mean field limit of vortices ensembles of [9, 21],
and it generalises the result on fluctuations of [8]. The main argument con-
sists in proving convergence of partition functions of vortices and Gaussian
distributions.
1. Introduction
The close resemblance between Onsager’s point vortices ensembles and Energy-
Enstrophy Gaussian invariant measures for the two dimensional Euler flow is known
since the works of Kraichnan on two-dimensional turbulence, [22]. In the present
paper, we rigorously establish this connection, as we now outline. On a two dimen-
sional domain D, which in the following will be the two dimensional torus T2 or a
bounded domain of R2, Euler equations in vorticity form are given by

∂tω + u · ∇ω = 0,
∇ · u = 0,
∇⊥ · u = ω,
where∇⊥ = (∂2,−∂1). Since u is a divergence-less vector field in dimension 2, it can
be expressed as u = ∇⊥φ; the stream function φ then must satisfy ∆φ = ω, and one
can thus recover the velocity field from vorticity by u = ∇⊥φ = −∇⊥(−∆)−1ω.
The equations have to be complemented with a gauge choice, that is null space
average on T2 and Dirichlet boundary conditions on φ in the case D ⊂ R2. Euler
equations are known to be well posed for initial data ω0 ∈ L∞(D) (see [26]), and
smooth solutions preserve the first integrals energy and enstrophy,
(1.1) E =
∫
D
|u|2dx, S =
∫
D
ω2dx.
The Gaussian field associated to the quadratic form βE + γS on T2, the energy-
enstrophy measure formally defined as
(1.2) dµβ,γ(ω) =
1
Zβ,γ
e−βE(ω)−γS(ω)dω,
is thus a natural candidate as an invariant measure of the flow. However, the field
is only supported on spaces of quite rough distributions –not even measures– so
that making sense of Euler equations in this setting is not trivial: this problem has
been effectively tackled both by means of Fourier analysis, see for instance [2, 3],
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and approximation by point vortices systems, [13, 14, 15, 16]. The latter ones are
defined, let us say first on T2, as systems of N point particles with positions xi ∈ D
and intensities ξi ∈ R, satisfying the system of ordinary differential equations
x˙i,t = −
∑
j 6=i
ξj∇⊥G(xi,t, xj,t),
where the interacting potential is given in terms of the Green function G of the
Laplace operator −∆, subject to the aforementioned boundary conditions. The
vorticity distribution ω =
∑
ξiδxi solves Euler equations in weak sense, see [26]:
indeed, it is driven by the vector field u = ∇⊥G∗ω, which, as already noted above,
is the equivalent Biot-Savart formulation of ω = ∇⊥ ·u. The system is Hamiltonian
with respect to the conjugate coordinates (ξixi,2, xi,1), and Hamiltonian function
H(x1, . . . , xn) =
N∑
i<j
ξiξjG(xi, xj),
that is the interaction energy of the vortices. On a bounded domain, the presence
of an impermeable boundary produces self interaction terms, which have to be
added to the Hamiltonian in order for the system to satisfy (in weak sense) Euler
dynamics (see [26, Section 4.1]). In both cases, notwithstanding the singularity of
the interaction potential, a slight modification of the arguments in [26] -which are
set on the whole R2- shows that the system is well-posed for almost every initial
condition (xi, ξi)i=1,...N with respect to product Lebesgue measure, the latter being
preserved according to Liouville theorem. Euler point vortices also preserve the
canonical Gibbs ensemble at inverse temperature β ≥ 0,
νβ,N (dx1, . . . , dxn) =
1
Zβ,N
exp (−βH(x1, . . . , xn)) dx1, . . . , dxn.
This measure was first introduced by Onsager in this context, [30]. Equilibrium
ensembles at high kinetic energy, which exhibit the tendency to cluster vortices of
same sign intensities expected in a turbulent regime, were proposed by Onsager
allowing negative values of β. Unfortunately, we will not be able to treat the case
β < 0 with our arguments.
As our main result, we obtain the Gaussian energy-enstrophy measure as a limit
of Gibbsian point vortices ensembles, in a sort of Central Limit Theorem. Namely,
we will consider increasingly many vortices sending N → ∞, while decreasing
their intensities ξi =
σi√
γN
, with γ > 0 and σi = ±1, as in the familiar central limit
scaling. We will prove that, if positions of vortices x1, . . . , xN have joint distribution
νβ,N on T
2N , the random measure
N∑
i=1
ξi(δxi − 1) N→∞−−−−→ µβ,γ
converges in law to the energy-enstrophy measure. On T2, the result does not
depend on the choice of signs σi: to each Dirac delta representing a vortex we are
subtracting its space average, so that the global average vanishes and we are thus
looking at fluctuations around a null profile. In fact, our result can be regarded as
an investigation of Gaussian fluctuations around the well-known mean-field limit,
in the case where the latter vanishes, see section 5 below. This is the reason why
we will need to impose (asymptotic) neutrality of the global intensity on bounded
domains D, that is, to ensure that the limit in the law of large numbers scaling is
naught, since in that case it is not possible to renormalise Dirac deltas because of
the boundary condition.
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Most of the underlying physical understanding of the topic goes back to classical
works: we mainly refer to the ones of Kraichnan and Onsager, see respectively
[22, 30] and references therein. The monography [26] covers the basic theory of point
vortices systems, especially in its dynamical aspects. We mostly refer to [9, 10, 25]
and related works for the statistical mechanics of equilibrium ensembles of point
vortices. Our result in a sense completes the one of [5], in which the same scaling
limit of point vortices was performed, but with a smoothed interaction potential.
We also mention that a Central Limit Theorem for fluctuations of point vortices in
the case where D is a disk was derived at the end of [8]: that result is unfortunately
incomplete, since it proves convergence of integrals of the fluctuation field against
a restricted set of test functions. Both [5, 8] emphasise the relevance of a good
control of partition functions, which in fact is crucial in the present work. Finally,
we mention the Central Limit Theorem of [23], concerning a different, mesoscopic
scaling regime.
1.1. General Outline and Notation. In section 2 we discuss in detail our main
result in the case where D = T2 is the 2-dimensional torus. First, rigorous defini-
tions and properties of Gibbsian ensembles of point vortices and Gaussian invariant
measures of Euler equation are recalled. As already mentioned, the core argument
is a uniform bound for partition functions of canonical Gibbs measures, the strategy
being the following:
• we split the interaction potential, the Laplacian Green function, into a reg-
ular, long range part and a singular, short range part, the latter being the
Green function of the operator m2 −∆ (2-dimensional Yukawa potential);
• the contribution of the regular part can be interpreted as an exponential
integral of a regular Gaussian field: since the covariance kernel corresponds
to a fourth order operator, no normal ordering is required;
• on the other hand, the contribution of the (pointwise vanishing) singular
part is controlled by estimating the partition function of vortices interacting
by Yukawa potential with diverging mass m→∞.
Theorem 2.5 is the main result of section 2. In principle, it could be extended to
compact Riemannian surfaces D: we do not pursue such generality, and we only
consider two other physically relevant geometries, namely the 2-dimensional sphere
S2 and bounded domains of R2. The former, being a compact surface without
boundary, is completely analogous to the case on T2, and it is briefly discussed
in section 3. In section 4 we show how to adapt the previous arguments to the
case of a bounded domain, the main issue being the self-interaction terms in the
Hamiltonian due to the presence of a boundary. Finally in section 5, as concluding
remarks, we outline how our result compares to the well established literature on
mean field limits for point vortices.
Throughout the paper, the symbols ≃,. denote (in)equalities up to uniform
multiplicative factors. The symbol ∼ denotes equality in law of random variables.
The letter C denotes possibly different constants, depending only on its eventual
subscripts. Finally, χA is the indicator function of the set A.
2. The Periodic Case
Let T2 = R2/Z2 be the 2-dimensional torus, and denote d(x, y) the distance
between two points x, y ∈ T2. We work in the zero average setting, that is we
only consider functions (or distributions) having zero average on T2: we keep it in
mind denoting with L˙p(T2), H˙α(T2) Lebesgue and Sobolev spaces of zero averaged
functions. It will be convenient to work with Fourier series: let ek(x) = e
2π i k·x, for
k ∈ Z20 = Z2 \ {0}, x ∈ T2, be the orthonormal basis of L˙2(T2) diagonalising the
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Laplace operator, and recall that Sobolev spaces (of zero average distributions) are
characterised as follows:
∀α ∈ R, H˙α(T2) =

u ∈ C∞(T2)′ : ‖u‖2H˙α =
∑
k∈Z20
|k|−2α|uˆk|2 <∞

 ,
where uˆk = 〈u, ek〉, the brackets denoting (complex) L˙2-based duality couplings
from now on. We will also denote by M(T2) the linear space of finite signed
measures on T2, which is continuously embedded in Hα(T2) for any α < −1, since
Fourier coefficients of measures are uniformly bounded by 1.
The Green function of the Laplace operator with zero average, G = (−∆)−1, is
the unique solution of
∀x, y ∈ T2 −∆xG(x, y) = δy(x)− 1,
∫
T2
G(x, y)dx = 0;
we recall that G is a symmetric function, and moreover it is translation invariant.
It has the explicit representation in Fourier series
G(x, y) = G(x− y) =
∑
k∈Z20
ek(x− y)
4π2|k|2 ,
and moreover it can be expressed as the sum of Green’s function on the whole plane
and a bounded function,
(2.1) G(x, y) = − 1
2π
log d(x, y) + g(x, y),
with g(x, y) ∈ C0sym(T2×2). The latter representation holds more generally on any
compact Riemannian surface without boundary (see [4]), and it can be recovered
comparing the G(x, y) to the solution of −∆xu(x) = δy(x) on a small ball centred
in y with Dirichlet boundary conditions.
2.1. Canonical Gibbs Ensembles of Point Vortices. We now define a Gibbsian
canonical ensemble for point vortices distributions of vorticity. Let N ∈ N (the
number of vortices), γ > 0, β ≥ 0 (the inverse temperature), ξ1, . . . , ξN ∈ R
(the intensities of vortices), x1, . . . , xN ∈ T2 (the positions of vortices) and the
Hamiltonian
H(x1, . . . , xN ) =
N∑
i<j
ξiξjG(xi, xj)
on the phase space T2×N . In what follows, intensities will always be given as
ξi =
σi√
γN
, with signs σi = ±1, according to the central limit scaling. The arguments
of the present Section works for any choice of the sequence of signs σN1 , . . . σ
N
N = ±1
for N ≥ 1: we assume that such a choice is performed once and for all, and drop
the apex N to ease notation. Let us consider the measure on T2×N defined by
(2.2) νβ,γ,N(dx1, . . . , dxN ) =
1
Zβ,γ,N
exp (−βH(x1, . . . , xN )) dx1, . . . , dxN ,
with Zβ,γ,N , the partition function, being the constant such that νβ,γ,N is a prob-
ability measure. Notice that, even if it is not made explicit, the partition function
depends also on the choice of signs σi. The measure νβ,γ,N is usually referred to
as the canonical Gibbs’ measure. Since the potential G has a logarithmic singular-
ity, the existence of such measure, or equivalently the finiteness of Zβ,γ,N , is not
completely trivial. For the sake of completeness, and since we could not find a
reference matching our setting, we report the proof. The issue is addressed in [25]
on bounded domains of R2 for vortices with equal intensities. The technique we
apply was first introduced in [12] in the similar case of a log-gas: a more refined
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computation deriving the asymptotics in N in the latter setting can be found in
[17].
Proposition 2.1. For any choice of γ > 0, β ≥ 0, and signs σi = ±1 as above, if
N > βπγ then Zβ,γ,N <∞, and the measure νβ,γ,N is thus well-defined.
Proof. By (2.1) and Ho¨lder’s inequality,
Zβ,γ,N ≤

∫
T2N
∏
i<j
d(xi, xj)
βξiξj
pi


1/2
∫
T2N
∏
i<j
e−2βξiξjg(xi,xj)


1/2
,
where the second factor on the right-hand side is bounded (by a constant depending
on all parameters including N) since g is. Let us now turn to the first term. We
relabel the variables as follows: y1, . . . yk are the ones with positive intensities, and
z1, . . . zn−k the negative ones; moreover, yi and zi are couples of closest positive-
negative neighbours, so that
(2.3) d(yi, zi) ≤ d(yi, zj) ∧ d(yj , zi) ∀j ≥ i.
We accordingly split
∏
i<j
d(xi, xj)
βσiσj
piγN =
(∏
i<j d(yi, yj)
∏
i<j d(zi, zj)∏
i,j d(yi, zj)
) β
piγN
,
the indices running over all admissible values. By definition and the triangular
inequality,
d(yi, yj) ≤ d(yi, zi) + d(yj , zi) ≤ 2d(yj , zi),
d(zi, zj) ≤ d(yi, zi) + d(yi, zj) ≤ 2d(yj , zi),
so that we can use the terms in the numerator to cancel all terms in the denominator
save for the ones corresponding to closest neighbours (if k 6= N/2 some terms in
the numerator are left over, and we bound them with constants):
∏
i<j
d(xi, xj)
βσiσj
piγN ≤ C

 ∏
1≤i≤k∧n−k
d(yi, zi)


− βpiγN
,
where C is again a constant depending on all parameters. As soon as N > β2πγ ,
factors of the latter product are integrable, thus concluding the proof. 
Definition 2.2. The random measure µNβ,γ is the law of
ωNβ,γ =
N∑
i=1
ξi(δxi − 1),
as a random variable taking values inM(T2), where positions x1, . . . xn are sampled
under νβ,γ,N , whenever the latter is well-defined.
In dealing with limits as N goes to infinity, Gibbs measure will always be (ulti-
mately) defined, so we will ignore the issue henceforth in this section. Finally, let
us note that ωNβ,γ can be regarded as random variables in H˙
s(T2) for all s < −1,
since signed measures have uniformly bounded Fourier coefficients.
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2.2. Energy-Enstrophy Gaussian Measures. For γ > 0 and β ≥ 0, let ωβ,γ be
the centred, zero averaged, Gaussian random field on T2 with covariance
∀f, g ∈ L˙2(T2), E [〈ωβ,γ, f〉 〈ωβ,γ , g〉] = 〈f,Qβ,γg〉 , Qβ,γ = (γ − β∆)−1.
Equivalently, ωβ,γ is a centred Gaussian stochastic process indexed by L˙
2(T2) with
the specified covariance. Since the embedding of Q
1/2
β,γL˙
2(T2) into H˙s(T2) is Hilbert-
Schmidt for all s < −1, ωβ,γ can be identified with a random distribution taking
values in the latter spaces (see [11]). The special case β = 0 (γ = 0 will not be
included in our discussion) is the white noise on T2. We will denote by µβ,γ the
law of ωβ,γ on H˙
s(T2), any s < −1. This measure is the one we formally defined in
(1.2): we will provide a rigorous interpretation of that expression in this paragraph.
The Gaussian random distributions we just introduced are best understood in terms
of Fourier series: we can write
ωβ,γ =
∑
k∈Z20
ωˆβ,γ,kek, where ωˆβ,γ,k = 〈ωβ,γ , ek〉 ∼ NC
(
0,
4π2|k|2
β + 4π2|k|2γ
)
are independent C-valued Gaussian variables, and the Fourier expansion thus con-
verges in L2
(
Hs(T2), µβ,γ
)
for s < −1. The measure µβ,γ is also characterised by
its Fourier transform (characteristic function) on H˙s(T2): for any f ∈ H˙−s(T2),
(2.4)
∫
ei〈ω,f〉dµβ,γ(ω) = exp

−1
2
∑
k∈Z20
4π2|k|2|fˆk|2
β + 4π2|k|2γ

 .
The main result of this section is convergence of Gibbs ensemble of vortices µNβ,γ
defined above to the energy-enstrophy measure µβ,γ. Let us first provide some
further insight on the analogy between those random measures, first pointed out
by Kraichnan ([22]). We begin by recalling an equivalent definition of µβ,γ : for a
smooth vorticity distribution ω, energy is given by
2E(ω) = − 〈ω,∆−1ω〉 = ∑
k∈Z20
|ωˆk|2
4π2|k2| ,
which does not make sense as a random variable if instead ω has white noise law
µ0,γ = µγ , since in that case ωˆk’s are i.i.d. Gaussian variables, and the series
diverges almost surely. However, one can define a renormalised energy by means of
normal ordering:
(2.5) 2 :E:= lim
K→∞
∑
|k|≤K
:ωˆkωˆ
∗
k:
4π2|k2| = limK→∞
∑
|k|≤K
( |ωˆk|2
4π2|k2| −
∫ |ωˆk|2
4π2|k2|dµγ(ω)
)
where the limit holds in L2(µγ) (see [2] and Theorem 2.5 below), and it defines
an element of the second Wiener chaos H :2:(µγ). As a consequence, :E: can be
expressed as a double Ito¯-Wiener stochastic integral with respect to the white noise
µγ , the kernel being naturally Green’s function G:
2 :E: (ω) =
∫
T2×2
G(x, y) :dω(x)dω(y): .
Lemma 2.3. The probability measure on H˙s(T2), any s < −1, defined by density
as
(2.6) dµ˜β,γ =
1
Zβ,γ
e−β:E:(ω)dµγ(ω), Zβ,γ =
∫
e−β:E:(ω)dµγ(ω),
is well-posed. It coincides with the energy-enstrophy measure, µ˜β,γ = µβ,γ.
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The computations we perform in the forthcoming proof find analogues in the
infinite product representations of energy-enstrophy measures given for instance in
[3, 5].
Proof. The variable :E: has exponential moments because it belongs to the second
Wiener chaos, so the partition function is finite and the measure well-defined. If
characteristic functionals E
[
ei〈f,ω〉
]
coincide for all f ∈ H˙−s(T2), the two measures
coincide. Since under µ0,γ the Fourier modes ωˆk are independent centred C-valued
Gaussian variables with variance γ−1, we can compute
∫
ei〈f,ω〉−β:E:(ω)dµγ =
∫
exp

∑
k∈Z20
i fˆkωˆ
∗
k − β
|ωˆk|2 − γ−1
8π2|k|2

 dµγ
=
∏
k∈Z20
∫
C
γ
2π
exp
(
i fˆkz
∗ − β |z|
2 − γ−1
8π2|k|2 −
γ|z|2
2
)
dz
=
∏
k∈Z20
4π2γ|k|2
β + 4π2γ|k2|e
β
8pi2|k2| exp
(
−|fˆk|
2
2
· 4π
2|k|2
4π2γ|k2|+ β
)
,
and since the partition function Zβ,γ can be evaluated setting f ≡ 0 in the latter
formula,
Z−1β,γ
∫
ei〈f,ω〉−β:E:(ω)dµγ =
∏
k∈Z20
exp
(
−|fˆk|
2
2
· 4π
2|k|2
4π2γ|k2|+ β
)
,
where the right-hand side is the characteristic function of µβ,γ , (2.4). 
Looking back at point vortices, the Hamiltonian function H can be seen as a
renormalised energy to the extent that it includes all mutual interactions save the
ones of vortices with themselves. To make this intuition more precise, let us first
recall that in the Gaussian case ω ∼ µ0,1 (white noise), the double Ito¯-Wiener
integral of a smooth function h ∈ C∞(T2×2) is given by
(2.7)
∫
T2×2
h(x, y) :dω(x)dω(y):=
∫
T2×2
h(x, y)dω(x)dω(y) −
∫
T2
h(x, x)dx,
where integration against dω(x)dω(y) is understood as the (almost surely defined)
integral against the tensor product of the random distribution ω with itself (see [18,
Chapter 7], which includes a discussion on how Wick ordering in double stochastic
integrals can be seen as removing singular self-interactions, cf. Remark 7.27). By
continuity on L2(T2×2) of the double Ito¯ integral, the renormalised energy can be
expressed as
(2.8) 2 :E: (ω) = lim
n→∞
∫
T2×2
Gn(x, y)dω(x)dω(y),
where Gn ∈ C∞(T2×2) are symmetric and vanish on the diagonal, Gn converge to
G in L2(T2×2), and the limit holds in L2(µγ).
In the case of a point vortices cluster ωN ∼ µN0,γ , one can define renormalised
double integrals in an analogous way. Considering centred distributions (as it is
µ0,1) is essential in the forthcoming Lemma, and in the case of point vortices on T
2
the condition is ensured if we consider the zero average setting.
Lemma 2.4. Let ωN ∼ µN0,γ. On continuous functions h ∈ C(T2×2) with zero
average in both variables and vanishing on the diagonal, i.e. h(x, x) = 0 for all x,
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define the map
h 7→
∫
T2×2
h(x, y)dωN (x)dωN (y) =
∑
i6=j
ξiξjh(xi, xj).
Since it holds
E



∑
i6=j
ξiξjh(xi, xj)


2

 ≤ Cγ ‖h‖2L2(T2×2)
with Cγ a constant independent of N , the map takes values in L
2(µN0,1), and it
extends by density to a bounded linear map which we will denote
L˙2(T2×2) ∋ f 7→
∫
T2×2
f(x, y) :dωN (x)dωN (y):∈ L2(µN0,1).
Proof. For any function h as above it holds
E



2 N∑
i<j
ξiξjh(xi, xj)


2

 = 4 N∑
i<j
N∑
ℓ<k
ξiξjξℓξkE [h(xi, xj)h(xℓ, xk)]
=
4
γ2N2
N∑
i<j
∫
T2×2
h(x, y)2dxdy = 2
N − 1
γ2N
∫
T2×2
h(x, y)2dxdy,
where the middle passage makes essential use of the zero average condition: all
summands except the ones with i = ℓ, j = k vanish. 
This construction is analogous to the one of double stochastic integrals with
respect to Gaussian measures (Ito¯-Wiener integrals) and Poisson point process;
the above computation is also an important tool in [13]. Define, in analogy with
(2.8), the renormalised energy in the vortices ensemble µNγ case as the renormalised
double integral of the potential G with respect to µNγ , that is as a random variable in
L2(µNγ ): by Lemma 2.4, considering approximations Gn of G as above, we actually
recover the Hamiltonian:
2 :E: (ωN ) =
∫
T2×2
G(x, y) :dωN (x)dωN (y):=
∑
i6=j
ξiξjG(xi, xj) = 2H(x1, . . . xn).
The convergence of Hamiltonian functions of point vortices to the renormalised
Gaussian energy in the case β = 0 is an important part in the proof of the forth-
coming main result of this Section.
Theorem 2.5. Let β/γ ≥ 0. It holds:
(1) limN→∞ Zβ,γ,N = Zβ,γ;
(2) the sequence of M-valued random variables ωN ∼ µNβ,γ converges in law on
H˙s(T2), any s < −1, to a random distribution ω ∼ µβ,γ, as N →∞;
(3) the sequence of real random variables H(ωN) converges in law to :E: (ω)
as N →∞, with ωN , ω as in point (2).
In Proposition 2.1 we needed to impose that β/γ be small in order for the Gibbs
measure to exist. Let us remark once again that the constraint depended on N ,
and was always satisfied for large enough N .
CLT FOR 2D EULER GIBBSIAN INVARIANT MEASURES 9
2.3. Potential Splitting and the Sine-Gordon transformation. In this para-
graph we introduce the key tools in the proof of Theorem 2.5. The main issue is the
logarithmic singularity of the Green function G. To deal with it we will decompose
G in two parts, a smooth approximation of G and a remainder retaining logarithmic
singularity: for m > 0,
(2.9) G = −∆−1 = (−∆−1 − (m2 −∆)−1)+ (m2 −∆)−1 := Vm +Wm.
Physically, the smooth part Vm corresponds to the long-range part of the potential,
and the singular part Wm to short-range interactions. We will also denote
H = HVm +HWm =
N∑
i<j
ξiξjVm(xi, xj) +
N∑
i<j
ξiξjWm(xi, xj),
the relative splitting of the Hamiltonian. In terms of Fourier series,
Wm(x, y) =
∑
k∈Z20
ek(x− y)
m2 + 4π2|k|2 , Vm(x, y) =
∑
k∈Z20
m2ek(x− y)
4π2|k|2(m2 + 4π2|k|2) .
The Green function Wm is called the 2-dimensional Yukawa potential or screened
Coulomb potential with mass m (as opposed to the Coulomb potential G).
We will regard the regular part of the Hamiltonian corresponding to Vm as
the covariance of a Gaussian field. The idea, dating back to [32], originated as a
connection between the classical Coulomb gas theory and sine-Gordon field theory
(hence the name): it will allow us to analyse the convergences in Theorem 2.5 by
standard Gaussian computations, up to a remainder term involving the Yukawa
potential Wm (whose associated partition function we bound in subsection 2.4).
We thus define Fm as the centred Gaussian field on T
2 with covariance kernel Vm,
that is
(2.10) ∀f, g ∈ L˙2(T2), E [〈Fm, f〉 〈Fm, g〉] =
〈
f,
(−∆−1 − (m2 −∆)−1) g〉 .
The remainder of this paragraph deals with properties of Fm. The reproducing
kernel Hilbert space is√
−∆−1 − (m2 −∆)−1L˙2(T2) ⊆ H˙2(T2),
so that Fm has a H˙
s(T2)-valued version for all s < 1, into which H˙2(T2) has
Hilbert-Schmidt embedding. As a consequence, by Sobolev embedding, Fm has a
version taking values in L˙p(T2) for all p ≥ 1.
The field Fm can also be evaluated at points x ∈ T2: the coupling Fm(x) :=
〈δx, Fm〉 is defined as the series, converging in L2(Fm) uniformly in x ∈ T2,
〈δx, Fm〉 =
∑
k∈Z20
e2π ix·kFˆm,k, Fˆm,k = 〈ek, Fm〉 ∼ NC
(
0,
m2
4π2|k|2 (m2 + 4π2|k|2)
)
.
In other terms, x 7→ Fm(x) is a measurable random field, and Fm(x) are centred
Gaussian variables of variance Vm(x, x) = Vm(0, 0). A straightforward application
of Kolmogorov continuity theorem shows that there exists a version of Fm(x) which
is α-Ho¨lder for all α < 1/2.
Lemma 2.6. For any α > 0, p ≥ 1 and m→∞,
E
[
‖Fm‖pp
]
≃p (logm)p/2(2.11)
E
[
exp
(
−α ‖Fm‖22
)]
≃ m− α2pi .(2.12)
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Proof. Let us begin with moments: by Fubini-Tonelli theorem,
E
[
‖Fm‖pp
]
=
∫
T2
E [|Fm(x)|p] dx = cp
∫
T2
Vm(x, x)
p/2dx = cpVm(0, 0)
p/2,
where Vm(0, 0) =
1
2π logm + o(logm) can be checked by explicit computation in
Fourier series. As for exponential moments, a standard Gaussian computation (see
[11, Proposizion 2.17]) gives
E
[
exp
(
−α ‖Fm‖22
)]
= exp
{
−1
2
Tr
(
log
(
1 + 2α
(−∆−1 − (m2 −∆)−1)))}
= exp

−1
2
∑
k∈Z20
log
(
1 +
2αm2
4π2|k|2(m2 + 4π2|k|2)
)
> exp

− ∑
k∈Z20
αm2
4π2|k|2(m2 + 4π2|k|2)


= exp (−αVm(0, 0)) ≃ m− α2pi ,
the other inequality descending from analogous computations using log(1 + x) >
x− x22 , x > 0, instead of the inequality log(1 + x) < x we just applied. 
Since it holds, for s, t ∈ R,
E
[
ei sFm(x)ei tFm(y)
]
= e−
s2+t2
2 Vm(0,0)e−stVm(x,y),
(and analogous expressions for n-fold products) we can transform the partition
function relative to the regular part of the Hamiltonian HVm :∫
T2N
e−βHVmdx1 · · · dxn(2.13)
=
∫
T2N
exp

−β N∑
i6=j
σiσj
2γN
Vm(xi, xj)

 dx1 · · · dxn
= e
β
2γ Vm(0,0)E
[∫
T2N
exp
(
− i
√
β
γN
N∑
i=1
σiFm(xi)
)
dx1 · · · dxn
]
.
Rewriting the partition function in these terms is the first step in the analysis of
Zβ,γ,N , the next one being a control of the singular part of the potential, which we
could not transform. We deal with Wm in the next paragraph: let us conclude the
present one with the estimate we will use on complex exponentials of Fm. It relies
essentially on:
Lemma 2.7. If f ∈ L˙4(T2), then∣∣∣∣
∫
T2
ei f(x)dx− e− 12‖f‖22
∣∣∣∣ ≤ ‖f‖
3
3
6
+
‖f‖42
8
.
Proof. Thanks to the zero average condition, we can expand∫
T2
ei f(x)dx− e− 12‖f‖22
=
∫
T2
(
eif(x) − 1− i f(x) + f(x)
2
2
)
dx−
(
e−
1
2‖f‖22 − 1 + ‖f‖
2
2
2
)
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and then apply Taylor expansions∣∣∣∣eit − 1− it+ t22
∣∣∣∣ ≤ t36 ,
∣∣e−t − 1 + t∣∣ ≤ t2
2
.

Proposition 2.8. For any β, γ > 0 and integer p ≥ 1, if m = m(N) grows at most
polynomially in N , then it holds∫
T2N
e−βHVmdx1 · · · dxn ≤ Cβ,γ,p
(
1 +
m
β
4piγ (logm)2p
Np/2
)
uniformly in N .
To ease notation, in the following argument we will denote
Ej =
∫
T2
ei ξj
√
βFm(xj) dxj , E = e
− β2Nγ ‖Fm‖2L2 ,
(notice that both depend on N,m) and thus write (2.13) as
∫
T2N
e−βHVm dx1 · · · dxn = e
β
2γ Vm(0,0)E

 N∏
j=1
Ej


In sight of Lemma 2.7, we expect the 0-th order term (in 1/N) to be e
β
2γ Vm(0,0)E
[
E
N
]
,
which is O(1) as shown above in Lemma 2.6. The forthcoming proof applies the
Taylor expansion of Lemma 2.7 to further and further orders.
Proof. For p = 1, we expand the product
∏N
j=1 Ej by means of the algebraic identity
(2.14)
N∏
j=1
Ej = E
N +
N∑
k=1
(Ek − E )EN−k

k−1∏
j=1
Ej

 ,
from which we can estimate
E

 N∏
j=1
Ej

 = E [EN ]+ N∑
k=1
E



k−1∏
j=1
Ej

 (Ek − E )E N−k


≤ E [EN ]+ N∑
k=1
E [|Ek − E |]
≤ E [EN ]+N · E
[
1
6
(
β
γN
)3/2
‖Fm‖33 +
1
8
(
β
γN
)2
‖Fm‖42
]
≤ Cβ,γ
(
m−
β
4piγ +
(logm)2√
N
)
.
The higher order terms (in 1/N) have been dealt with in the following way: ex-
ponential factors have been bounded with |Ej |, |E | ≤ 1, only leaving differences
Ek − E from which smallness is obtained. The third step is the crucial application
of Lemma 2.7, and the last one is Lemma 2.6 and Ho¨lder inequality. The thesis
now follows recalling once again that Vm(0, 0) ≃ 12π logm.
For p = 2, by iterating (2.14) we get the identity
N∏
j=1
Ej = E
N + E N−1
N∑
k=1
(Ek − E ) +
N∑
k=2
k−1∑
ℓ=1
(Eℓ − E )(Ek − E )E N−ℓ−1
ℓ−1∏
j=1
Ej .
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Taking expectations and controlling separately the summands,
E

 N∏
j=1
Ej

 ≤ E [EN ]+ N∑
k=1
E
[|Ek − E |EN−k]+ N∑
k=2
k−1∑
ℓ=1
E [|Eℓ − E | |Ek − E |]
≤ E [EN ]+NE [E 2(N−k)]1/2 E [|E1 − E |2]1/2
+
1
2
N(N − 1)E [|E1 − E |2]
. m−
β
4piγ +m−
β(N−k)
4piγN N−1/2(logm)3/2 +N−1(logm)3.
In the latter computation, the second step is Cauchy-Schwarz inequality, while the
third combines Ho¨lder inequality and Lemma 2.6 to control
E
[|Ek − E |2] . E
[(
N−3/2 ‖Fm‖33 +N−2 ‖Fm‖42
)2]
. N−3(logm)3.
The thesis for p = 2 is obtained, since we have shown that∫
T2N
e−βHVm dx1 · · · dxn . 1 +N−1/2(logm)3/2 +m
β
4piγN−1(logm)3,
where the middle term is always o(1) because we are assuming that m(N) grows
at most polynomially.
Further iterations of (2.14) to expand products of Ej produce in a completely
analogous manner the required estimate for arbitrary p ≥ 1. Let us only report, as
an example, the third order iteration of (2.14):
N∏
j=1
Ej = E
N + EN−1
N∑
k=1
(Ek − E ) + EN−2
N∑
k=2
k−1∑
ℓ=1
(Eℓ − E )(Ek − E )
+
N∑
k=3
k−1∑
ℓ=2
ℓ−1∑
m=1
(Ek − E )(Eℓ − E )(Em − E )EN−m−2
(m−1∏
j=1
Ej
)
. 
2.4. Controlling Partition Functions. We want to analyse separately the con-
tributions of regular and singular parts of the potential to the partition function
Zβ,γ,N =
∫
T2N
e−βHVm e−βHWmdxN .
The core idea is that if we send m(N)→∞ along N →∞ with a suitable rate, the
contribution of the Yukawa part of the potential, Wm, becomes irrelevant, and we
can bound Zβ,γ,N uniformly in N . With a uniform bound at hand, identifying the
limit becomes quite simple: we will do so in the next Section, reducing ourselves to
the case β = 0.
Let us thus focus on Wm. Its free version Wm,R2 , that is the Green function
of m2 − ∆ on the whole plane, can be expressed in term of the modified Bessel
function of the second kind K0 as
(2.15) Wm,R2(x, y) =Wm,R2(|x− y|) =
1
2π
K0(m|x − y|), x, y ∈ R2,
where K0 is the positive solution of
r2K ′′0 (r) + rK
′
0(r) − r2K0(r) = 0, r ≥ 0,
with logarithmic divergence in r = 0 and exponential decay for large r,
K0(r) = − log(r) +O(1), r → 0,(2.16)
K0(r) ≤
√
πe−r√
2r
, ∀r > 0(2.17)
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(see [1]). Unlike GR2(x) = − 12π log |x|, Wm,R2 ∈ L1(R2), hence by Poisson summa-
tion formula it holds, for any distinct x, y ∈ T2,
(2.18) Wm(x, y) =
∑
k∈Z2
Wm,R2(|x+ k − y|)−
∫
R2
Wm,R2(|x|)dx,
the integral on right-hand side taking care of the space average. Notice that, since
K0 is positive, so is the first summand in (2.18). This representation allows for
a quite precise control of Wm, which we now use to control the rate at which the
partition function relative to Yukawa potential goes to 1 as m→∞.
Proposition 2.9. Let N ≥ 1, β/γ > −8π and m > 0. There exists a constant
Cβ,γ > 0 such that∫
T2N
e−βHWmdx1 · · · dxn ≤
(
1 + Cβ,γ
(logm)2
m2
)N
(uniformly with respect to the choice of signs σi).
Proof. As a first step we produce an estimate on Wm(x) = Wm(x, 0) which sepa-
rates the short-range, relevant part and a long range remainder. We do so by means
of the representation (2.18), so first we have to take a closer look at Wm,R2 . We
choose a small radius 1m ≪ rm = 2 logmm ≪ 1, below which we control Wm,R2 with
logarithm: by (2.17), and since K0 is decreasing, Wm,R2(x) ≤ Cm2 when |x| ≥ rm
(C will denote possibly different positive constants throughout this proof). Inside
the ball B(0, rm), by comparison principle,
(2.19) ∀x ∈ B¯(0, rm) Wm,R2(x) ≤ −
1
2π
log
( |x|
rm
)
+
C
m2
since the right-hand side is the solution to the problem{
−∆u = δ0 in B(0, rm)
u = Cm2 in ∂B(0, rm)
.
Applying (2.17) we can bound∑
k∈Z20
Wm,R2(|x+ k|) ≤ C
∑
k∈Z20
e−m|k| ≤ C
m2
,
so going back to (2.18), we control separately the summand k = 0 with (2.19) and
the others as above, to get
(2.20) 0 <
∑
k∈Z2
Wm,R2(|x+ k|) =≤ −
1
2π
log
(
d(x, 0)
rm
)
χB(0,rm)(x) +
C
m2
(compare with the expansion (2.1)). Change of variables and (2.15) show that also
(2.21) 0 <
∫
R2
Wm,R2(|x|)dx ≤
C
m2
.
We now apply Ho¨lder’s inequality to obtain the thesis in the regime |β/γ| < 8π.
Keeping in mind that Wm is translation invariant,∫
T2N
e−βHWmdx1 · · · dxn =
∫
T2N
N∏
i=1
N∏
j 6=i,j=1
exp
(
−βσiσj
2γN
Wm(xi, xj)
)
dx1 · · · dxn
≤
N∏
i=1

 N∏
j 6=i,j=1
∫
T2
exp
(
−βσiσj
2γ
Wm(xj , 0)
)
dxj


1/N
,
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so we can restrict ourselves to the case of two particles. Since we are already
neglecting possible cancellations due to signs (and allowing for negative inverse
temperatures β), they are irrelevant: let us say they are opposite to fix ideas.
Applying the above pointwise estimates then leads to∫
T2
exp
(
β
2γ
Wm(x)
)
dx ≤
(
1 +
∫
d(x,0)≤rm
(
d(x, 0)
rm
) β
4piγ
dx
)
eC/m
2
(2.22)
≤ (1 + Cr2m) eC/m2 = 1 +O
(
(logm)2
m2
)
as soon as βγ < 8π for integrability, from which the thesis follows.
To cover all positive temperatures β/γ ≥ 0, we resort instead to the technique
employed in Proposition 2.1. Assume first that positive and negative vortices are in
equal number, and relabel them by minimal distance dipoles as in Proposition 2.1
(see (2.3), whose notation we employ in the following). Then we can group the
summands of the Hamiltonian function as
HWm =
1
γN
∑
i<j
(Wm(yi − yj)−Wm(zi, yj))(2.23)
+
1
γN
∑
i<j
(Wm(zi − zj)−Wm(yi, zj))− 1
2γN
∑
i
Wm(yi, zi).
The first and second term in the formula above are similar, so we only look at the
first one. There are two possible cases to consider. For i < j,
• if d(zi, yj) > rm2 , by (2.20) and (2.21) it holds
W (zi, yj)−Wm(yi, yj) ≤ − 1
2π
log
(
d(zi, yj)
rm
)
+
C
m2
.
1
m2
;
• if d(zi, yj) ≤ rm2 , then it must be d(yi, zi) ≤ rm2 , and thus
d(yi, yj) ≤ d(yi, zi) + d(zi, yj) ≤ 2d(zi, yj) ≤ rm,
so that we can bound, again by (2.20) and (2.21),
W (zi, yj)−Wm(yi, yj) ≤ − 1
2π
log
(
d(zi, yj)
rm
)
+
1
2π
log
(
d(yi, yj)
rm
)
+
C
m2
≤ 1
2π
log
(
d(yi, yj)
d(zi, yj)
)
+
C
m2
≤ C.
We conclude that, in either case,
W (zi, yj)−Wm(yi, yj) ≤ C
(
χd(yi,zi)≤rm/2 +
1
m2
)
Applying these estimates to the first and second sums in (2.23), we can control the
Gibbsian exponential density by
e−βHWm ≤
N∏
i=1
e
β
2γNWm(yi,zi)eCβ,γ(χd(yi,zi)≤rm/2+
1
m2
),
so that, integrating over all variables,∫
T2N
e−βHWmdxN ≤
(∫
T4
e
β
2γNWm(y,z)eC(χd(y,z)≤rm/2+
1
m2
)dydz
)N
.
We are now able to control the two exponentials separately by Cauchy-Schwarz
inequality and (2.20), (2.21). If 0 < δ < 4πγβ , the same computation of (2.22) leads
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to ∫
T4
e
β
γNWm(y,z) dy dz ≤
(∫
T4
e
δβ
γ Wm(y,z) dy dz
) 1
δN
≤ (1 + Cr2m) 1δN e CNm2 ,
while the second factor to control is∫
T2N
eC(χd(y,z)≤rm/2+
1
m2
)dydz ≤ (1 + Cr2m)e
C
m2 .
The thesis now follows collecting all estimates. The case in which there are more
positive than negative vortices, or vice-versa, is readily settled as follows. Let PN
and QN be the numbers of positive and negative vortices, say QN < PN . Then
(2.23) becomes
HWm =
1
γN
QN∑
i=1
PN∑
j=i+1
(Wm(yi − yj)−Wm(zi, yj))(2.24)
+
1
γN
QN∑
i=1
QN∑
j=i+1
(Wm(zi − zj)−Wm(yi, zj)) − 1
2γN
QN∑
i=1
Wm(yi, zi)
+
1
γN
PN∑
i=QN+1
PN∑
j=i+1
Wm(yi − yj).
Since it is always Wm & − 1m2 , the new term appearing in (2.24) –the fourth one
in the right-hand side– contributes at most with a factor exp
(
Cβ,γN/m
2
)
to the
exponential integral, so the proof carries on as before. 
Corollary 2.10. If N ≥ 1, β/γ ≥ 0, Zβ,γ,N is uniformly bounded in N by a
constant depending only on β, γ.
Proof. Let a > 0, m(N) = Na and p ≥ 1 an integer, then by Proposition 2.8 and
Proposition 2.9 we have
Zβ,γ,N =
∫
T2N
e−βHVm e−βHWmdxN
≤
(∫
T2N
e−2βHVmdxN
)1/2(∫
T2N
e−2βHWmdxN
)1/2
≤ Cβ,γ,p
(
1 +N
aβ
4piγ− p2 a2p
)(
1 + Cβ,γ
a2
N2a
)N
.
The partition function Zβ,γ,N is then uniformly bounded in N as soon as
β
4πγ
a <
p
2
, 1− 2a < 0.
Since, for any given β/γ > 0, we can choose p ≥ 1 in Proposition 2.8 large enough
for the interval 12 < a <
2πγ
β p not to be empty, the thesis follows. 
Remark 2.11. The separation of long-range relevant interaction and singular short
range ones in G = Vm+Wm may in fact be obtained in a variety of ways: a notable
mention is the decomposition G = Vε +Wε, with
Vε = e
−ε∆ ∗G =
∫ ∞
ε
e−t∆dt, Wε = G− Vε =
∫ ε
0
e−t∆dt
(in fact, Vε is the smoothed potential considered in [5]). The singular part Wε
admits the representation (2.18), with Bessel’s function K0 replaced by the expo-
nential integral function E1. The latter behaves very similarly to K0: it diverges
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logarithmically in the origin and decays exponentially for large arguments. Indeed,
this decomposition is completely equivalent to the one we chose for our purposes.
Remark 2.12. Bounds on partition functions of point vortices -or the closely related
2-dimensional Coulomb gas ensembles- are a central part in many works on the
topic. We refer for instance to the ones obtained in [12, 17, 8]. However, the
uniform bound we obtain with our particular scaling of intensities does not seem
to be obtainable from their estimates. A remarkable consequence of the results in
[24] is an asymptotic expansion in N of 2-dimensional log-gas partition function,
for fixed β and charge intensities: even though their expansion does not provide
straightforwardly the uniform bound we obtain in our scaling, a careful analysis of
their arguments might provide an alternative proof.
2.5. Proof of Central Limit Theorem. We are now able to conclude the proof
of Theorem 2.5. The first step is the case β = 0, which in fact does not rely on the
above arguments, and is essentially due to [13].
Proof of Theorem 2.5, β = 0. The statement on partition functions is trivial in this
case. Convergence in law of ωN ∼ µNγ to ω ∼ µγ on H˙s(T2), any s < −1, is
ensured by a straightforward application of the Central Limit Theorem for sums of
independent variables on Hilbert spaces. As for the convergence of the Hamiltonian:
let Gn converge to G in L
2(T2×2), with Gn vanishing on the diagonal, and split∫
G(x, y) :dωN (x)dωN (y): −
∫
G(x, y) :dω(x)dω(y):
=
∫
G(x, y) :dωN (x)dωN (y): −
∫
Gn(x, y)dω
N (x)dωN (y)
+
∫
Gn(x, y)dω
N (x)dωN (y)−
∫
Gn(x, y)dω(x)dω(y)
+
∫
Gn(x, y)dω(x)dω(y) −
∫
G(x, y) :dω(x)dω(y): .
The L2(Ω,P)-norms of the differences on the right-hand side vanish in the limit.
Indeed, thanks to Lemma 2.4, the first one is controlled uniformly in N by
E
[∣∣∣∣
∫
G(x, y) :dωN (x)dωN (y): −
∫
Gn(x, y)dω
N (x)dωN (y)
∣∣∣∣
2
]
.γ ‖G−Gn‖2L˙2(T2×2) ,
and the very same estimate holds for the third summand by Gaussian Ito¯ isometry,
cf. (2.8). The second moment of the middle term vanishes as N →∞ since we have
already proved that ωN converges in law on Hs(T2) for s < −1, so that ωN ⊗ ωN
converges in law on H2s(T2×2) (uniform integrability descends again by the above
estimate and Ito¯ isometry). 
Proof of Theorem 2.5, β > 0. Consider variables ωNγ ∼ µNγ converging to ωγ ∼ µγ
as above. We have just seen that if β = 0 the Hamiltonian H(ωNγ ) converges
to :E: (ωγ) in L
2(Ω,P). Since x 7→ e−βx is a continuous function on R, this
implies that e−βH(ω
N
γ ) converges in probability to e−β:E:(ωγ) for all β ∈ R. If
e−βH(ω
N
γ ) is uniformly integrable in N , then its expected value Zβ,γ,N converges to
Zβ,γ = E
[
e−β:E:(ωγ)
]
. By Corollary 2.10,
E
[(
e−βH(ω
N
γ )
)p]
= Zpβ,γ,N
is uniformly bounded in N for all pβ/γ ≥ 0. As a consequence, e−βH(ωNγ ) is
uniformly integrable if β/γ ≥ 0, thus proving point (1).
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Since (e−βH(ω
N
γ ), ωNγ ) converges in law to (e
−β:E:(ωγ), ωγ) on the Polish space
R× H˙s(T2), any s < −1, we deduce the convergence on H˙s(T2) of the probability
distributions
dµNβ,γ(ω) = e
−βH(ω)dµNγ (ω)→ e−β:E:(ω)dµγ(ω) = dµβ,γ(ω)
for all β ≥ 0. We are only left to prove convergence of the Hamiltonian H(ωNβ,γ)
for ωNβ,γ ∼ µNβ,γ . Since its Laplace transform is given by
E
[
eαH(ω
N
β,γ )
]
=
∫
eαH(ω)
e−βH(ω)
Zβ,γ,N
dµNγ =
Zβ−α,γ,N
Zβ,γ,N
,
convergence of partition functions and Lemma 2.3 show that
E
[
eαH(ω
N
β,γ)
]
N→∞−−−−→ Eµβ,γ
[
eα:E:(ω)
]
with ωβ,γ ∼ µβ,γ , for any α in a neighbourhood of 0 (β/γ as above), and we can
conclude by Le´vy continuity theorem (see [19, Theorem 4.3]). 
3. The Case of the 2-dimensional Sphere
Consider the 2-dimensional sphere S2 =
{
x ∈ R3 : |x| = 1} as an embedded sur-
face in R3, its tangent spaces as subsets of R3 and gradients of scalar functions as
vectors of R3. On S2 we consider the uniform measure dσ such that
∫
S2
dσ = 1.
The expressions x · y, x× y respectively denote in this section the scalar and vector
products in R3.
Euler equations on S2 are given by, for x ∈ S2,{
∂tω(x, t) = x · (∇ψ(x, t)×∇ω(x, t)) ,
−∆ψ(x, t) = ω(x, t).
Here ∆ denotes the Laplace-Beltrami operator, and we have to supplement the
Poisson equation for the stream function ψ with the zero average condition (just as
we did on T2). The Green function of −∆,
−∆G(x, y) = δy(x) − 1
has the simple form
G(x, y) = − 1
2π
log |x− y|+ c,
with | · | the Euclidean distance of R3 between x, y ∈ S2 and c a constant. Just
like in the case of flat geometries, smooth solutions preserve energy and enstrophy
(1.1). The definition of point vortices dynamics is also completely analogous to
the case on T2: the vorticity distribution ω =
∑N
1 ξiδxi evolves according to the
Hamiltonian dynamics (Helmholtz law)
x˙i =
1
2π
N∑
i<j
ξj
xj × xi
|xi − xj |2 ,
with Hamiltonian function corresponding to the (renormalised) energy of the con-
figuration,
H(x1, . . . xN ) =
N∑
i<j
ξiξjG(xi, xj).
We refer to [31] for a more complete discussion of this setting.
The similarity with the periodic case is such that almost the whole section 2
applies to S2: the very same statement of Theorem 2.5 holds on S2, with all the
involved objects defined as in that case. The proof proceeds analogously, splitting
G = Vm+Wm as in (2.9). The content of subsections 2.1 to 2.3 and 2.5 only needs
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the replacement of Fourier basis ek (which we used in Gaussian computations) with
spherical harmonics. In fact, the only argument in the proof of Theorem 2.5 which
needs to be adapted to the case on S2 is the control on Yukawa partition function
of subsection 2.4. A careful analysis of the proof of Proposition 2.9 reveals that it
is sufficient to prove the following bound on Wm = (m
2 −∆)−1.
Remark 3.1. The distance between x, y ∈ S2 on the surface is given by the angle θ ∈
[0, π] formed by the vectors x, y ∈ R3; therefore, by rotation invariance, G(x, y) =
G(θ) and Wm(x, y) =Wm(θ).
Proposition 3.2. Let rm = c
logm
m with c ≥ 0 large enough. It holds, as m → ∞,
uniformly in θ ∈ [0, π],
Wm(θ) =
(
− 1
2π
log
θ
rm
+O(1)
)
χθ≤rm +O(m
−2).
On T2, we relied on an explicit representation of Wm. Here, we seize the oppor-
tunity to present a more robust argument, based on the well-known representation
(3.1) Wm(x, y) =
∫ ∞
0
e−m
2tp(t, x, y)dt.
in terms of the heat kernel p(t, x, y). Indeed, the following arguments work more
generally on compact Riemannian surfaces without boundary. We nevertheless
prefer to keep using the terminology of S2, for the sake of simplicity. We will make
use of the following properties of the heat kernel p(t, x, y) = p(t, θ), for which we
refer to [27, 29].
Lemma 3.3. It holds, for any θ ∈ [0, 2π],
p(t, θ) ≤ C, t ≥ 1,(3.2)
p(t, θ) ≤ C
t
√
π − θ + te
− θ24t , t ≤ 1,(3.3)
with C > 0 independent from t. Moreover, for small t, uniformly on θ on compact
sets of [0, π),
(3.4) p(t, θ) = qt(θ)H(θ) +O(1), qt(θ) =
1
4πt
e−
θ2
4t , H(θ) =
θ
sin θ
.
Proof of Proposition 3.2. It is not difficult to see, using the estimates (3.2) and
(3.3), that
∫ ∞
r2m
e−m
2tp(t, θ)dt + χ{θ≥rm}
∫ r2m
0
e−m
2tp(t, θ)dt = O(m−2),
so we focus on the main term, χθ≤rm
∫ r2m
0 e
−m2tp(t, θ)dt. Thanks to (3.4), we have
∫ r2m
0
e−m
2tp(t, θ)dt = H(θ)
∫ r2m
0
e−m
2tqt(θ)dt+O(1).
Integrating by parts, straightforward computations show that∫ r2m
0
e−m
2tqt(θ)dt =
1
4π
∫ 1
0
exp
(
−c2 log2m− θ
2
r2m
)
ds
s
= − 1
2π
log
θ
rm
+O(1),
and since H(0) = 1 and H is differentiable in 0, the thesis follows. 
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4. The Case of a Bounded Domain
In this Section, D ⊂ R2 is a bounded domain with smooth boundary, G(x, y)
is the Green function of −∆ on D with Dirichlet boundary conditions. The
naught subscript refers to boundary conditions: Hα0 (D), α > 0, are the (frac-
tional) L2(D)-based Sobolev spaces defined as the closure of compactly supported
functions C∞c (D) with respect to the norm
‖u‖Hα0 (D) =
∥∥∥(1−∆)α/2u∥∥∥
L2(D)
,
whereas H−α(D) = Hα0 (D)
′. The Green function G can be represented as the sum
of its free version GR2(x, y) = − 12π log |x − y| and the harmonic extension in D of
the values of GR2 on ∂D,
(4.1) G(x, y) = − 1
2π
log |x− y|+ g(x, y),
{
∆g(x, y) = 0 x ∈ D
g(x, y) = 12π log |x− y| x ∈ ∂D
for all y ∈ D. Both G and g are symmetric, and maximum principle implies that
(4.2)
1
2π
log(d(x) ∨ d(y)) ≤ g(x, y) ≤ 1
2π
log diam(D),
with d(x) the distance of x ∈ D from the boundary ∂D.
4.1. Gibbs Ensembles and Gaussian Measures. The motion of a system of N
vortices with intensities ξ1, . . . , ξN ∈ R and positions x1, . . . , xN ∈ D is governed
by the Hamiltonian function
H(x1, . . . , xn) =
N∑
i<j
ξiξjG(xi, xj) +
1
2
N∑
i=1
ξ2i g(xi, xi).
The additional (with respect to the cases with no boundary) self-interaction terms
involving g are due to the presence of an impermeable boundary: it is thanks to
these terms that the system satisfies (in weak sense) Euler’s equations. We refer
again to [26, Section 4.1] for further details. We will consider intensities ξi =
σi√
γN
with signs σi = ±1 as in the previous section. We denote by dx the normalized
Lebesgue measure on D, and for γ > 0, β ≥ 0 we define
(4.3) νβ,γ,N(dx1, . . . , dxn) =
1
Zβ,γ,N
exp (−βH(x1, . . . , xn)) dx1, . . . , dxn.
Proposition 4.1. For any choice of γ > 0, β ∈ R, and signs σi = ±1, if
−8π N
max(n+, n−)
<
β
γ
< 4π
N
1 + min(n+, n−)
,
then Zβ,γ,N < ∞, and the measure νβ,γ,N is thus well-defined, where n+, n− are,
respectively, the number of vortices with positive and negative intensity.
Proof. Let us denote by Hi the interaction part and by Hs the self-interaction part
of the Hamiltonian H ,
Hi =
N∑
i<j
ξiξjG(xi, xj), Hs =
1
2
N∑
i=1
ξ2i g(xi, xi).
If β < 0, −βHs is bounded from above by (4.2). Since G ≥ 0, we can neglect in
Hi the contribution of vortices with different sign and
βHi ≤ − β
2γN
∑
σi,σj>0
G(xi, xj)− β
2γN
∑
σi,σj<0
G(xi, xj) := −βH+i − βH−i
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The terms H+i , H
−
i are functions on disjoint sets of variables, so the integral of
their exponential factorizes in the product of two integrals. We analyse the first
integral, the estimate of the second will follow likewise. Let I+ = {i : σi > 0}.
Again by (4.2), the self-interaction terms is bounded, therefore∫
Di+e−βH
+
i .
∫
Di+
∏
i∈I+
∏
j∈I+,j 6=i
|xi−xj |
β
4piγN ≤
∏
i∈I+
(∫
D
dxi
∏
j∈I+,j 6=i
∫
D
|xi−xj |
β
4piγN n+ dxj
) 1
n+
The integrals above are finite if β4πγN n+ > −2. Likewise, for H−i we obtain
β
4πγN n− > −2.
We turn to the case β > 0. By the Ho¨lder inequality with conjugate exponents
p and q, we can bound separately the contributions of Hi and Hs
Thanks to (4.2), it holds∫
DN
e−βqHs(x1,...,xN)dx1 . . . dxN ≤
(∫
D
d(x)−
βq
4piγN dx
)N
<∞
as soon as β4πγ <
N
q . As for the interaction term, since G is positive and g is
uniformly bounded from above,
−pβHi ≤ − βp
2πγN
N∑
σi·σj<0
log |xi − xj |+ CN.
Assume without loss of generality that n− ≤ n+, then by the Ho¨lder inequality,∫
DN
e−βHi .
∫
Dn−
∏
i∈I+
(∫
D
∏
j∈I−
|xi − xj |−
pβ
2piγN dxi
)
=
∫
Dn−
(∫
D
∏
j∈I−
|y − xj |−
pβ
2piγN dy
)n+
≤
∫
Dn−
∏
j∈I−
(∫
D
|y − xj |−
pβ
2piγN n− dy
) n+
n−
.
The right-hand side is finite if pβ2πγn− < 2. Combining the two conditions on p, q
we get the announced restriction on β/γ. 
The reader will notice that, unlike in Proposition 2.1, when N →∞ we still have
a restriction on the values of β/γ. See Remark 4.7 for more details.
We define the probability µNβ,γ on finite signed measures M(D) as the law of
ωNβ,γ =
N∑
i=1
ξiδxi ,
with x1, . . . xn sampled under νβ,γ,N . In the case of a bounded domain we will
assume the neutrality condition
(4.4)
N∑
i=1
σi = 0,
so that ωNβ,γ has zero average.
The limiting Gaussian random field should also have zero space average. Since
the constant function 1 does not belong to the spaces in which we set the problem
(it does not satisfy the Dirichlet b.c.), the definition is somewhat more involved
than it was on T2. Define the bounded linear operator
M : L2(D)→ L2(D), Mf(x) = f(x)−
∫
D
f(y)dy.
CLT FOR 2D EULER GIBBSIAN INVARIANT MEASURES 21
For γ > 0 and β ≥ 0, let ωβ,γ be the centred Gaussian random field on D with
covariance
∀f, g ∈ L2(D), E [〈ωβ,γ, f〉 〈ωβ,γ , g〉] = 〈f,Qβ,γg〉 , Qβ,γ =M∗(γ − β∆)−1M.
Equivalently, ωβ,γ is a centred Gaussian stochastic process indexed by L
2(D) with
the specified covariance. Analogously to the torus case, ωβ,γ can be identified with
a random distribution taking values in Hs(D) for all s < −1.
Renormalised energy of the vorticity distribution µβ,γ is defined just as in (2.5),
and the equivalent definition of µβ,γ provided by Lemma 2.3 still applies in this
context. In fact, all Gaussian computations in Fourier series of the last Section
still work on domains D ⊂ R2 if one considers an orthonormal basis of L2(D)
diagonalising the Laplace operator: for n ∈ N,
−∆en = λnen, λn ∼ n,
the latter being the well known Weyl’s law. The main difference is that explicit
expression in Fourier series on D are complicated by the presence of the zero-
averaging operator M in the covariance. We are now able to state the main result
of the Section, a perfect analogue of the Central Limit Theorem we proved above
on T2.
Theorem 4.2. Let β/γ ∈ [0, 8π), assume the neutrality condition (4.4), and set
g¯ =
∫
D g(y, y)dy. It holds:
(1) limN→∞ Zβ,γ,N = eβg¯Zβ,γ;
(2) the sequence of M-valued random variables ωN ∼ µNβ,γ converges in law on
Hs(D), any s < −1, to a random distribution ω ∼ µβ,γ, as N →∞;
(3) the sequence of real random variables H(ωN)− g¯ converges in law to :E: (ω)
as N →∞, with ωN , ω as in point (2).
Remark 4.3. Minor modifications of our arguments allow to replace the neutrality
condition on intensities with the hypothesis
∑N
i=1 ξi = o((logN)
−1/2). Moreover,
it is possible to consider random signs σi taking values ±1 with probability 1/2, or
more generally i.i.d. bounded signs with zero expected value. Such generalisations
are in fact inessential from the physical point of view, namely we are still dealing
with fluctuations around a null profile (see section 5): we omit details.
We conclude this paragraph proving the case β = 0 (and γ = 1, for notational
simplicity): if we can then provide a uniform bound for partition functions Zβ,γ,N ,
the content of subsection 2.5 completely carries on to the domain case. In the
remainder of this Section we show out how to adapt the strategy we used in the
torus case to control partition functions.
The expression (2.7) of double stochastic integrals with respect to white noise
still holds, and so does Lemma 2.4 in the following form:
Lemma 4.4. Let ωN ∼ µN0,γ. On continuous functions h ∈ C(D2) vanishing on
the diagonal, i.e. h(x, x) = 0 for all x, define the map
h 7→
∫
D2
h(x, y)dωN (x)dωN (y) =
∑
i6=j
ξiξjh(xi, xj).
Since it holds
E



∑
i6=j
ξiξjh(xi, xj)


2

 ≤ Cγ ‖h‖2L2(D2)
with Cγ a constant independent of N , the map takes values in L
2(µN0,1), and it
extends by density to a bounded linear map from L˙2(D2) to L2(µN0,1) which we will
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denote by
f 7→
∫
D2
f(x, y) :dωN (x)dωN (y): .
The proof only differs from the one on T2 in that is uses neutrality of total
intensity in place of the zero average condition. In considering the relation between
the Hamiltonian and renormalised energy, another relevant difference with respect
to the torus case appears: defining the renormalised energy of point vortices as in
section 2,
2 :E: =
∫
D2
G(x, y) :dωN ⊗ dωN :=
∑
i6=j
ξiξjG(xi, xj)
= 2H −
N∑
i=1
ξ2i g(xi, xi).
This is why we need corrections depending on g¯ =
∫
D
g(y, y)dy in points (1) and (3)
of Theorem 4.2: the Hamiltonian H alone is not a centred variable, and its mean
value is
N∑
i=1
ξ2i g(xi, xi) =
1
N
N∑
i=1
g(xi, xi),
which converges by the law of large numbers to g¯. That being said, proceeding as
in subsection 2.5 straightforwardly concludes the proof of the case β = 0.
4.2. Potential Splitting on Bounded Domains. We want to decompose G =
Vm+Wm as in section 2, with Vm a regular (long range) potential converging to G
as m→∞, and Wm a singular but vanishing remainder. In order for our strategy
to work we need to rewrite the part of H corresponding to Vm as sum of covariances
(in particular, positive terms) of a regular Gaussian field with zero space average.
At the same time, we will need a quite precise description of Wm. We thus choose
Wm as the Green function of m
2 − ∆ on D with Dirichlet boundary conditions,
that is
(4.5)
Wm(x, y) =
1
2π
K0(m|x−y|)+wm(x, y),
{
(m2 −∆)wm(x, y) = 0 x ∈ D
wm(x, y) = − 12πK0(m|x− y|) x ∈ ∂D
for all y ∈ D, and where we notice that 12πK0(m|x−y|) =Wm,R2(x, y) is the Green
function of m2 −∆ on the whole plane. We then set
Vm = G−Wm, vm = g − wm.
Unfortunately, Vm is not zero averaged, so we need to further define the potential
(4.6) V 0m(x, y) = Vm(x, y)−
∫
D
Vm(x, y)dy −
∫
D
Vm(x, y)dx +
∫
D2
Vm(x, y)dxdy,
which we will use as covariance kernel for the Gaussian field Fm: indeed, notice
that, as an integral kernel,
V 0m =M
∗m2(−∆(m2 −∆))−1M,
thus V 0m is positive definite and zero averaged.
Looking now at the corresponding decomposition of the Hamiltonian,
H =
N∑
i<j
ξiξjWm(xi, xj) +
1
2
N∑
i=1
ξ2i wm(xi, xi) +
N∑
i<j
ξiξjVm(xi, xj) +
1
2
N∑
i=1
ξ2i vm(xi, xi)
:= HWm +HVm ,
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a simple computation exploiting the neutrality condition yields
N∑
i,j
ξiξjVm(xi, xj) =
N∑
i,j
ξiξjV
0
m(xi, xj)−
N∑
i=1
ξ2i Vm(xi, xi),
so that, since Vm + vm = Vm,R2 (the Green function of −m−2∆(m2 −∆)), we can
rewrite
HVm =
1
2
N∑
i,j
ξiξjV
0
m(xi, xj)−
1
2
N∑
i=1
ξ2i Vm,R2(xi, xi).
One can easily show that Vm,R2 is a regular, symmetric, translation invariant func-
tion; moreover, it has a global maximum in Vm,R2(0, 0) =
1
2π logm+ o(logm), as it
is shown by taking the difference of
GR2(x, y) = −
1
2π
log |x−y|, Wm,R2(x, y) =
1
2π
K0(m|x−y|) ∼ − 1
2π
log(m|x−y|),
for close x, y ∈ R2. This, together with (4.6), implies that for all x ∈ D we also
have V 0m(x, x) =
1
2π logm+ o(logm) .
Lemma 4.5. Let Fm be the centred Gaussian field on D with covariance kernel V
0
m.
There exists a version of Fm(x) which is α-Ho¨lder for all α < 1/2, and moreover
for any α > 0, p ≥ 1 and m→∞, it holds
E
[
‖Fm‖pp
]
≃p (logm)p/2(4.7)
E
[
exp
(
−α ‖Fm‖22
)]
. m−
α
2pi .(4.8)
Proof. Ho¨lder property descends from Kolmogorov continuity theorem since Vm is
continuously differentiable (and so is V 0m). The estimate of p-moments is the same
as in the periodic case, so let us turn to exponential moments. Identifying kernels
and their associated integral operators, it holds
E
[
exp
(
−α ‖Fm‖22
)]
= exp
{
−1
2
Tr
(
log
(
1 + 2αV 0m
))}
.
Hence, we only need to compute the asymptotic behaviour in m of Tr V 0m, since
then we can apply the inequalities x − x22 < log(1 + x) < x and conclude as in
Lemma 2.6. We resort again to Fourier series: by definition of the kernel V 0m we
have
Tr V 0m =
∞∑
n=1
∫
D2
V 0m(x, y)en(x)en(y)dxdy
= TrVm − 2
∞∑
n=1
e¯n
∫
D2
Vm(x, y)en(x)dxdy +
∫
D2
Vm(x, y)dxdy
∞∑
n=1
e¯2n
= TrVm −
∞∑
n=1
m2e¯2n
λn(m2 + λn)
= TrVm +O(1), m→∞,
where we denoted e¯n the space averages of en(x) (that is, the Fourier coefficients
of the constant function 1). The last passage is a consequence of
0 ≤
∞∑
n=1
m2e¯2n
λn(m2 + λn)
≤
( ∞∑
n=1
m4
λ2n(m
2 + λn)2
)1/2
.
(∫ ∞
1
m4
x2(m2 + x)2
dx
)1/2
=
(
m2 + 2
m2 + 1
− 2 log(m
2 + 1)
m2
)1/2
= O(1), m→∞,
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where we used
(∑∞
n=1 e¯
4
n
)1/2 ≤ ∑∞n=1 e¯2n = ‖1‖2L2(D) = 1 and Cauchy-Schwarz
inequality. We conclude by noting that
TrVm =
∞∑
n=1
m2
λn(m2 + λn)
= Vm(0, 0). 
We can now apply the transformation
e−βHVm = e
β
2γ Vm,R2 (0,0)E
[
ei
√
β
∑N
i=1 ξiFm(xi)
]
and proceed as in the previous Section. The proof of Proposition 2.8 in the bounded
domain setting is just the same, thanks to Lemma 4.5. We are only left to prove
the analogue of Proposition 2.9, from which a uniform bound on partition functions
is derived as in Corollary 2.10.
Proposition 4.6. Let N ≥ 1, |β/γ| ≤ 8π and m > 0. There exists a constant
Cβ,γ > 0 such that∫
T2N
e−βHWm dx1 · · · dxn ≤
(
1 + Cβ,γ
(logm)2
m2
)N
.
Proof. As in the first part of the proof of Proposition 2.9, we reduce by means of
Ho¨lder inequality to bound the integral
I =
∫
D2
e
β
2γWm(x,d)dxdy.
We thus proceed to bound pointwise the interaction potentialWm(x, y) =Wm,R2(x, y)+
wm(x, y). Let us first fix x, and consider the small radius rm =
2 logm
m , as we did
in Proposition 2.9. For m large enough, B(x, rm) ⊆ D, and we have showed in
section 2 that for all x, y ∈ R2,
Wm,R2(x) ≤ −
1
2π
log
( |x− y|
rm
)
χB(x,rm)(y) +
C
m2
.
We are thus left to bound wm(x, y): by definition (4.5) and the maximum principle,
it holds, for all x uniformly in y,
wm(x, y) ≤ 1
2π
K0(md(x)) ≤ − 1
2π
log
(
d(x)
rm
)
χd(x)<rm +
C
m2
.
Going back to I, we get
I ≤ eC/m2
∫
B(x,rm)
(
1 +
( |x− y|
rm
)− β4piγ)
dy ·
∫
D
(
1 +
(
d(x)
rm
)− β4piγ)
dx
≤ eC/m2 (1 + Cr2m)2 ,
which concludes just as in Proposition 2.9. 
Remark 4.7. The technical reason behind the parameter restriction in Proposi-
tion 4.6 and Proposition 4.1 above could be avoided if a local decomposition of the
Yukawa potential as in Proposition 3.2 is available for a general domain D with
smooth enough boundary. Indeed, in that case, one could deduce that Zβ,γ,N <∞,
and thus that the meaure νβ,γ,N is well defined for all values of β > 0, γ > 0. Like-
wise, Proposition 4.6 and in turns Proposition 4.1 would hold woithout restrictions.
A way to prove a local decomposition for the Yukawa potential is to use the same
strategy of section 3, namely the general representation (3.1), that holds beyond
the geometry of the sphere. Through the point of view of the heat kernel, the role
of the geometry of the domain and of its boundary becomes apparent in terms of
the divergence in time of the heat kernel, whose behaviour depends on the number
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of geodetics and their intersection with the boundary. We refer to the fundamental
[27] for further details. We notice in particular that if the intrinsic geometry of
the domain is geodesically convex, that in the flat metric means that the domain
is convex, the same estimates, in particular [27, Theorem 2.1], of the case without
boundary such as the sphere or the torus, hold. This justify the following corollary,
that fully generalizes the central limit theorem of [8] from the sphere to general
convex domains.
Corollary 4.8. Assume the neutrality condition (4.4). If D is a convex domain,
then the conclusions of Theorem 4.2 hold for all β > 0 and γ > 0.
5. Concluding Remarks: a Comparison with Mean Field Theory
In this Section we reinterpret our results in sight of the mean field limit studied
by [9, 10, 20] (see also [25]). Those works cover the case of vortices with identical
intensities, while [8, 28] consider vortices with (random) intensities of different signs.
Vortices with random intensities on S2 have been analyzed in [21]. We also mention
results on vorticity filaments in dimension 3, [6, 7].
The scaling of intensities |ξ| ∼ N−1, is dictated by energy considerations, in order
for the dominant (infinite) self-interaction term to vanish. It is not the scaling we
assumed in the previous Sections, as it corresponds to the law of large number
scaling. The scaling of inverse temperature β ∼ N is chosen so that the limit is
non-trivial, see [26]. The resulting Hamiltonian on a bounded domain D ⊂ R2,
with parameters of order one up to rescaling, is
1
N
∑
i<j
σiσjG(xi, xj) +
1
2N
N∑
i=1
σ2i g(xi, xi),
with σi uniformly bounded. The corresponding Gibbs measure coincides with our
νNβ = ν
N
β,1.
In the case of a bounded domain, for vortices with the same intensity, [9] proved
that the single vortex distribution, that is the one dimensional marginal of νNβ ,
converges to a superposition of solutions to the Mean Field Equation,
(5.1) ω =
e−βψ∫
D e
−βψdx
, −∆ψ = ω,
with the Poisson equation for the stream function ψ being complemented with
Dirichlet boundary conditions. Solutions to (5.1) are particular steady solutions of
the Euler equations that minimize the energy-entropy functional βE + S (defined
in (1.1)). A unique minimum exists when β > 0 (and for β ≤ 0 close enough to 0),
so that νNβ converges, in the sense of finite dimensional distributions, to an infinite
product measure (propagation of chaos). Connections of the mean field equation
with the microcanonical ensemble and equivalence with the canonical ensemble are
considered in [10].
The case of intensities with different signs is studied in [8] through a large de-
viations approach. Under the assumption that the empirical measure of intensities
converges to a probability distribution µ, the joint empirical measure of intensities
and positions satisfies a large deviation principle with speed N−1, and the extended
energy-entropy functional as rate function:
(5.2) H(ν) +
β
2
∫
R2×D2
σσ′G(x, x′)ν(dσ, dx)ν(dσ′ , dx′),
where H is the relative entropy of ν with respect to the product of µ and the nor-
malized Lebesgue measure on D. The mean field equation satisfied by the density
26 F. GROTTO AND M. ROMITO
(corresponding to the Euler-Lagrange equation for the minimisation problem of the
rate function) is
ρ(σ, x) =
1
Z
e−βσψ,
with Z a normalising constant and ψ is the averaged stream function,
(5.3) ψ(x) =
∫
σG(x, y)ρ(σ, y)µ(dσ)dy.
Similar statement also hold in the periodic case.
Looking back to our setting, in both the case of zero average vortices on T2, S2,
and the one of vortices in a bounded domain D with neutral global intensity, for
β ≥ 0, the free energy (5.2) is non-negative and attains the value zero on the N -fold
product uniform measure. Moreover, the stream function (5.3) is null. The large
deviations principle of [8] implies a law of large numbers, while our Theorem 2.5
and Theorem 4.2 provide the convergence of fluctuations with respect to the null
average. We mention again the central limit theorem derived in [8], which is however
restricted to a disk domain and to a small class of test function.
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