Any self-su cient autonomous agent faces multiple tasks to which it must sequence its behaviour if it is to manage its time appropriately. This paper considers the minimal multiple task scenario -the two resource problem. Some possible mechanisms, inspired from ideas in ethology and having claim to perform optimally when analysed mathematically, are considered: one based on cost functions and another based on motivational tendencies. Several variants of the mechanisms are implemented and tested in a continuous two dimensional simulation environment under a variety of conditions. Those mechanisms closely linked to cost functions do not perform well, are not adaptive, and dither. The mechanisms based on motivational tendencies perform better, are more adaptive, and demonstrate opportunism. The di culty of nding e ective mechanisms by using a functional perspective is noted.
Introduction
Any autonomous agent needs to be able to resolve two things: what to do next and how to do it 1 . This paper concerns itself with the rst of those two questions. In particular, we are interested in the class of self-su cient autonomous agents. Self-su cient agents must ensure they will never run out of fuel or place themselves in a situation that will lead to their running out of fuel (McFarland and B osser, 1993 ).
An autonomous agent, much like an animal, must be able to sequence its behaviour between the various tasks that it must perform; at the very minimum these tasks would include maintaining its fuel supply and performing some additional tasks to, perhaps, earn its keep (McFarland and B osser, 1993; McFarland and Spier, 1997) . The requirement for an agent to be able to generate such a sequence is described under terms such as the action selecJournal of Theoretical Biology in press. y Animal Robotics Laboratory, Animal Behaviour Research Group Zoology Department, Oxford University, South Parks Road, Oxford OX1 3PS, UK. emmet.spier, david.mcfarland@zoology.ox.ac.uk z Center for Computational Neuroscience and Robotics, University of Sussex, Brighton BN1 9RH, UK. emmet@cogs.sussex.ac.uk 1 It is not necessarily the case that the answer to one of these questions cannot provide a guide to the other, however, Spier and McFarland (1996) show a possible avenue for development. tion problem or behaviour sequencing. Sequencing of behaviour has received a great deal of interest and the problem has seen many approaches, for instance from Agre and Chapman (1987) , Rosenblatt and Payton (1989) and Maes (1990) in the simulation of adaptive behaviour literature, from the more classical approaches in arti cial intelligence (AI), as well as from some aspects of the foraging theory literature.
We agree with Brooks (1990) that the deliberative methods used in classical AI for action selection have, certainly, not provided a fully satisfactory solution to the action selection problem. Such methods require the construction and maintenance of large models of the world. As Wilson (1991) has argued, if the agent has been constructed with due regard for the environmental niche in which it will exist, then more reactive or stimulusresponse methods of generating its behaviour sequences may be quite su cient. The model of behaviour sequencing developed in this paper is such a reactive type and following Wilson (1991) we will call such arti cial`animals', animats.
The second constraint we have placed upon our agents is that they should be self-su cient. By accepting this constraint on our agent we gain several bene ts. Firstly, self-su ciency gives the experimenter a concrete base line from which he can judge the performance of the agent; either the agent is self su cient, or it is not. Within a multi-task scenario there is no reason to expect that the agent will ever nish any particular task, for instance window cleaning. As such, it can be di cult to assess how the agent has performed in an absolute sense but much easier to see if the agent is managing to prevent the size of its workload from continuously growing. Secondly, the self-su ciency condition may give the agent a way of assessing its own behaviour, though the feedback from its own internal state, allowing the agent determine its own priorities without an externally imposed goal state. This can be useful for purposes of learning. Thirdly, the constraint of self-su ciency has many parallels with the survival constraint in a biological context and, as such, it is tempting to draw upon the history of ideas from ethology (McFarland and Houston, 1981; Halperin, 1991; Tyrrell, 1993; Blumberg, 1994; Spier and McFarland, 1996) .
One attractive idea that ethology has utilised for analysing the behaviour of animals is that of optimality, reviewed in Stephens and Krebs (1986) . This is a Spier and McFarland. Possibly Optimal Decision-Making 2 functional criterion. For an agent, the concept of optimality must be de ned with respect to a speci cation of performance which constitutes the function of the agent. If we could design agents that behaved optimally given the constraints we place upon them, such as achieving tasks we wish to see completed, then we cannot expect to obtain better results from that particular physical agent. Unlike animals, without the force of evolution, that statement is a tautology; however, optimality approaches still provide a very useful design guide since they provide methods to determine the upper bound to the performance of an agent where the concept of self-su ciency provides the lower bound. There are two problems with the optimality approach.
The rst is the requirement of nding an appropriate utility function. For a biological problem, this does not have to be di cult, the ultimate utility function for behavioural ecology is derived from the survival of the animal and its progeny. For more ne grain analysis, the utility function or currency can be guessed from this ultimate function and previously has been as simple as energy or more intricate like the quantity of plankton caught in a caddis y net (Georgian and Wallace, 1981) . McFarland and B osser (1993) suggest possible`ultimate' tness functions for autonomous agents may be based upon satisfying the owner as opposed to just simply surviving. It should be noted, as Matari c and Cli (1996) argue, the design of more ne-grained tness functions that capture the agent-environment interactions can be a complex task.
The second, and perhaps more serious, problem when considering applying optimality to agent design is that there is no rôte method of obtaining a mechanism for generating behaviour if you are in possession of a utility function. For designers of agents this is unsatisfactory since knowledge of what the agent should achieve is not the same as how it should achieve it. Methods available for calculating behaviour from a given utility function often require a perfect model of the environment (Bellman, 1957) . In some sense this approach is similar to the ones involved in classical planning where a goal state is required instead of a utility function. Typically, autonomous agents do not possess models of the environment, especially unpredictable dynamic environments (George , 1987) . Alternatively a genetic algorithm (GA) approach can be taken (e.g. Cli , Harvey and Husbands, 1993 , have produced impressive results), however the mechanisms they generate are typically large recurrent neural networks and, as such, are inscrutable and atheoretical. Certainly GA methods are a plausible approach but, here, we are making an attempt to develop a more theoretical perspective upon decision-making. This paper considers both the functional and mechanistic aspects involved in the design of a behaviour sequencing system for self-su cient autonomous agents. In 2 we describe a functional framework, using optimality methods, within which we can consider decision-making and then develop a mechanistic decision-making model. In the subsequent sections we then test, within a spatial simulation environment, the mechanistic model against various interpretations of the functional model. This approach allows us to consider what we can learn from analytic methods as well as providing an attempt to extend our understanding of behaviour sequencing using reactive mechanisms.
2 The two-resource problem as a paradigm case for decisionmaking A popular problem in animal psychology is the oneresource problem. This involves the study of animals controlling their behaviour to obtain some resource, for instance the control of feeding behaviour is reviewed by Staddon and Zanutto (1996) , drinking by Rolls and Rolls (1982) and mating by McFarland and Nunez (1978) . There are parallels, here, in the animat literature with energy as a resource (Wilson, 1985) . From the perspective of investigating decision-making, these experiments are unsatisfactory because they do not o er the animal any possibility of trading-o between the various systems concerned with other resources. This presents a rather constrained paradigm for model making. Extending the investigation to two resources has the advantage that interactions between systems can be incorporated into any explanation of the behaviour. Examples are interactions of hunger and thirst, food and temperature, money and play (Toates, 1980 (Toates, , 1986 Cabanac, 1992) . It could be argued that three or more resources would impose extra, realistic, constraints upon a model of behaviour. This could be valid, but just considering tworesources adds a signi cant degree of extra complexity whereas adding a third does not make as much di erence; the change from a scalar architecture to a vector one provides constraints upon the decision-making mechanisms that adding an another state to an already vector architecture would not. Additionally, it could be argued, that adding extra resources would not enlighten us any further because if achieving any particular resource is an exclusive act then we can always consider one resource to be competing against the bundle of possible attentions of all the other resources. An example of such a binary divide is energy, as the single resource, and work, as the collection of competing resources (McFarland and Spier, 1997) . Of course, this perspective does not match the nresource problem exactly but it does force us to consider our models with multiple resources in mind.
Within the animat eld, work on the multiple resource problem has been considered by Blumberg (1994, T shows a possible trajectory the agent could take. After Sibly and McFarland (1974) . two resources) and Tyrrell (1993, many resources) . They both consider the issues of satisfying several states however no criterion (except the ultimate one) was used to assess decision-making. Work discussed in 2.2 tries to provide a more analytic approach to assessing agent decision-making by considering that the agent can be attributed a cost function (its own or an`owners'; McFarland and B osser, 1993) . The subsequent body of this paper investigates the developed theoretical results in a simulation environment.
The Agent as a state space
The state space model for agents was proposed by Sibly and McFarland (1974) and further developed in McFarland and Sibly (1975) and McFarland and Houston (1981) . Within this framework an agent is characterised as a minimal set of internal state variables that can completely describe its physiological state. In such a description of an animal we could possibly identify hunger, thirst, temperature, oestrogen etc. as essential physiological state variables -for an animat we could identify energy, oil level, clean oors, etc. These variables sit within a Euclidean vector space as its orthogonal axes. In this space there will be regions that the agent can never encounter, for instance negative hormonal levels, and regions that should the agent cross into then it would die. The boundary of regions that are fatal to the agent are called lethal limits. Figure 1 illustrates such a state space for a model animal. The task of the agent within such a model is to maintain`homeostasis' of its state variables under perturbations from its own behaviour (eating makes you thirsty) and the environment's impact on it (at night it gets colder). In terms of an animat we would assign an axis for each task that we wish it to achieve. This would form a minimal space in which we could describe any behaviour it makes as a vector in the state space of consequences.
2.2
The quadratic cost function model of the two-resource problem Sibly and McFarland (1976) where h represents food de cit or hunger, t represents water de cit or thirst, the r h and r t are the respective rates that the agent can gain resources by performing the resource satisfying behaviours, the u h and u t are the control variables that the agent has to set to perform the behaviours appropriate to reducing their respective de cits and the k h and k t are constraints upon u h and u t respectively which represent the maximum rate at which the behaviour can be performed. The r h , r t , k h and k t provide the model of the environment where r h and r t , called the availability, can be considered to be the density of the resource in the environment and k h and k t , called the accessibility, represent the ease with which the agent can obtain the resource through its behaviour (Tovish, 1982; Spier and McFarland, 1996) . As can be seen from the equation above, u h and u t are variable elements and the task of the decision-making algorithm, in this case, is to set their values for every moment in time. With such a model the cost function was hypothesised to be 3 4 C = h 2 + t 2 which can be justi ed using geometric common sense by noting that as a de cit gets larger the cost of possessing that de cit increases at greater than a linear rate (however Houston and McFarland (1980) provide a more rigorous mathematical justi cation), although the choice of a quadratic function over any other convex function was made purely for mathematical simplicity (McCleery, 1977) . This cost function has the appropriate property that the cost increases more rapidly the further away from the homeostatic equilibrium point (in this case, h = t = 0) the animal's essential state variables lie. Sibly and McFarland (1976) calculated the solution to this problem using Pontryagin's maximisation method and found it could be summarised as:
if h:r h :k h > t:r t :k t then eat, if h:r h :k t < t:r t :k t then drink; this solution combines the agent's state with the parameters that describe the environment. If the cost function was not quadratic but had the same accelerating and separable characteristics then the rule would build products in the form of f (h):r h :k h where f (h) = @C @h . As such, the structure of the rule would not change since the function would just act to scale the state variable.
At this point it is worth commenting on an assumption made when modelling the environment in this way. Essentially the environment is modelled by a ratio, (r h :k h )=(r t :k t ), that describes the relative rate of return that the agent would obtain from performing the behaviours. In stating this we have implicitly made the assumption that the environment is su ciently homogeneous that, at the very minimum, the agent can achieve such a ratio before it completely depletes any essential state variable.
The Cue-De cit model
Analysis such as in 2.2 were used to provide the intuition for a framework to explain behaviour sequencing expounded in McFarland and Sibly (1975) and based upon the idea of motivational isoclines. In this model, the de cits of the state variables combine with stimuli from the environment. Here we consider stimuli to be a cue to resources that will have consequences to the agent's state variables. Figure 2 shows a hypothetical set of lines of equal feeding tendency, or motivational isoclines (McFarland and Sibly, 1975) . The decision to perform any behaviour is made by calculating the tendencies to perform all the various behaviours that the agent may exhibit and choosing the behaviour that possesses the highest tendency. It should be noted that there is no a priori way of determining the combination function for the de cits and cues to obtain the motivational strength -meaning that there are an in nity of ways in which the de cits and cues could be combined and no one method has reason to be better than any other. However, if we consider that the cues an agent receives from the environment about various resources allow it to obtain the potential rates of gain or loss to its state variables then we can associate the cue with, say, the r h :k h in the quadratic cost function model. This is attractive because under the assumption that the cue predicts a rate of gain of resource then we can hypothesise that a valid combination rule for the de cits and the cues is to multiply them together. Empirical evidence that this occurs in animals has been discussed at length in Baerends, et al. (1955) , Sibly (1975) and Houston and McFarland (1976) . In addition the quadratic cost function model developed in 2.2 predicts that such a multiplicative combination rule, when applied to the mechanistic de nitions of the de cit and cue, should generate optimal behaviour sequencing. Of course, for this prediction to hold both the environment and the control architecture must satisfy the assumptions of the cost function model. What this means is that the multiplicative cue-de cit rule is isomorphic to the optimal solution generated in 2.2 within the mathematical environment. The following section investigates the performance of these mathematically isomorphic approaches when they are investigated in a spatial simulation environment. If the addition of the spatial component highlights di erences between the performance of the two Spier and McFarland. Possibly Optimal Decision-Making 5 rules then this may inform us about di erences between planning methods (illustrated by cost function model) and motivation based reactive methods (illustrated by the cue-de cit model).
Our Approach
The discussion above has outlined the framework in which our work sits. The experiments described below were set out to test the control architectures developed above in a simulation environment which has a spatial component. By adding the spatial component the simple mathematical model of the environment in 2.2 no longer captures enough features of the environment to fully determine the behaviour of the agent, which has to decide from moment to moment not only what it will consume but where it will go. As such, it becomes an empirical question whether or not the inferences drawn from such a model are still valid or if the addition of a spatial component will mean the model will no longer perform as previously discussed.
A two dimensional arena in which an agent must consume resources to survive has also been investigated previously in the work of Simon (1956) and Toda (1982) . Both authors have attempted to apply, to a lesser and greater extent, some mathematical formulations as their tools of investigation. Simon argued that within such an environment the main consideration for an agents control system was that it should be able to`satis ce' its needs and was not required to make complex calculations for its decisions. Toda, on the other hand, supplied his agents with an ever more sophisticated evaluation function as a means to resolve what to do next. In some sense, the cue de cit models are more in line with Simon's ideas whereas the cost function models follow Toda's.
In addition, we are interested in applying these ideas to robot control systems (see McFarland and Spier, 1996) so such a preliminary investigation is a halfway house to allow us to gain experience with the framework.
Experimental Model
The simulation environment consisted of a continuous toroidal surface of 10,000 10,000 units within which resided the agent and two types of resource. The resources were of 60 units radius and randomly distributed on the surface. The choice of a toroidal environment was made to avoid the requirement of designing sophisticated, and possibly confounding, navigation algorithms when the investigation was interested in the decisions the control algorithms made. In addition a walled arena would cause the resource distribution to be even less like the theoretical model. The agent was manifested as a circle of radius 60 units and possessed sensors that could identify the egocentric bearing and distance of the near- The agent contained two internal state variables (A and B). If through its actions it permitted either to fall to zero then it would`die'. These variables could be considered to be food and water in the case of an animal or, say, fuel and clean plates in the case of a robot. The essential idea encapsulated by this dichotomy is that the agent must maintain a homeostasis of multiple distinct state variables within itself. The state variables had a maximum value after which the agent would be e ectively satiated and stop consuming that particular resource.
The agent possessed no memory, so should the agent move in a direction that takes it away from, say, a resource A towards another resource A then, when the agent gets closer to this second resource it will forget the rst resource and only be able to utilise the distance and bearing of the second resource in its control algorithms. While the agent was active both its state variables were diminished at a xed ratio. When the agent was adjacent to either of the two types of resource in the environment then it could (but need not) consume them to increase the allied state variable at the cost of a smaller loss to the other internal state variable, this representing the time and/or e ort used in the handling of the resource. If a resource was`consumed' then it was randomly replaced (after a short random delay) in the environment using the distribution pattern chosen for the simulation. Three types of distributions were tested and are fully described in 4.
The task of the agent was to survive. For measurement purposes the agent's opportunity to exist in the environment was curtailed at 50,000 cycles where a cycle consisted of either moving a standard distance in any chosen direction or, should the agent be adjacent to a resource, consuming the adjacent resource of its choice. The parameters associated with internal state expenditure per cycle and the gain per resource lump consumed were initially set so as to permit the agent a reasonable chance of surviving.
Although the mathematical model in 2.2 used only a few well speci ed parameters it is the nature of an environment simulator that a great many uninteresting parameters will be needed. The main criterion that speci ed the parameter space was that the agent should be approximately able to collect just enough resources to counter-balance the reduction in its state variables from the process of resource collection. For completeness, the parameters used within the simulation (with typical values in brackets) were: world size (10000 10000), state A loss per cycle (0.0045), state B loss per cycle (0.0045), initial internal state A (10), initial internal state B (10), maximum distance the sensors can resolve (1500), maximum value of internal state A (40), maximum value of internal state B (40), increase in internal state A after consumption of A (1), increase in internal state B after consumption of B (1), decrease in internal state B after consumption of A (0.2), decrease in internal state B after consumption of A (0.2), number of A items in the environment, number of B items in the environment, distance the agent moves in one cycle (10), A item radius (60), B item radius (60), agent radius (60).
Strategies tested within this environment were compared by slowly making the environment harder to exist in. This was performed in two ways; the strategies were titrated either by varying the loss per cycle the agent endured to its essential state variable per cycle or changing the maximum range that the agent's sensors could resolve.
Decision Strategies
By using a continuous space where the agent can e ectively reside anywhere and utilising a movement step that is much smaller than the agent's own radius we avoid the traditional gridworld type of environment like that in Wilson (1985) . Gridworld environments allow the control algorithms to use simpli ed perceptual systems that do not scale and treat time and space as discrete variables (Cli and Bullock, 1993) . Although, in this simulation we make the simplifying assumption that perception is equivalent to recognition, there are still an in nity of possible routes that an agent can adopt within the continuous environment so an exhaustive search over all such routes is an impossibility. As such, continuous space seems to provide the basis for a better model in which to explore algorithms that might be applicable to mobile robots. For this investigation the following strategies have been chosen, based upon the analysis in 2.
The criteria for the choice of the strategies was made by choosing the simplest variants of strategies based upon using the quadratic cost function and the cue de cit rule. The rational for this was that although it is possible to carefully adjust any algorithm to perform well within the simulation environment, such an incremental approach would not provide any insights into the bene ts of using the two approaches. Of course, this introduces a possible weakness of balance in this study however we feel that the strategies chosen o er a comparative range 7 of complexity where the question of scalability of both approaches remains open.
It should be noted, none of the strategies possessed parameters that were speci cally tuned or re ned for the experiments. This normal requirement was circumvented by the simplifying symmetrical nature of the environment and agent, in that, both the resource distributions and the agent's loss per cycle to its internal state variables were equal. This means that parameters typically necessary to balance between di erent systems were unitary.
Consume nearest
The rst strategy is very simple, the agent moves towards the resource that is closest to it and then consumes it; should no resource be within its sensitivities, it then searches 5 . This strategy was used as a control against all the others.
Cue De cit
The second strategy combines the internal state and the external sensor information. For each of the essential state variables of the agent the motivational strength to satisfy that state is calculated by rst multiplying the proximity sensor by the resource pay o to construct a cue linked to expected gain and then multiplying this complex by the current de cit each scaled between 0 and 1. The cue strength varied inversely with distance from a resource and the de cit was calculated by taking the current state away from the maximum value of the state. Competition between the two motivational tendencies decides which resource the agent pursues at any moment in time.
In intuitive notation the rule followed would be: 
Cost function
The third strategy is based upon the very simple quadratic cost function 6 discussed above, 5 The search strategy is simply moving forward with a small probability (0.01) of a +/-30 degree turn to circumvent the possibility that, given all the angles in the simulation are rational, the agent gets trapped in an in nite loop moving straight ahead around the torus. 6 Although, for simplicity, we will refer to the utility functions that the strategies use as cost functions, to be more precise we C = A De cit 2 + B De cit 2 . The decision to travel to either resource is formed by choosing the behaviour associated with whichever squared de cit is highest, that being the consumption of the resource that would instantaneously reduce the cost the most. If the resource cannot be seen then the agent searches.
One step planning cost function
A second variant of the cost function strategy is to calculate the cost function one step into the future. For example, the cost function for consuming A would be where the distance measurement is scaled to be in units of the distance the agent travels in a cycle. This means that the agent will discount the bene t of consuming the resource by the cost to its state variables of travelling to the resource to consume it. If the agent's sensors do not have a particular resource type within range then the appropriate Item Payo variable was set to zero. A similar cost calculation is made for consuming a B type resource and the agent sets its direction towards the resource associated with the lower overall cost. In the extreme case when one of the de cits was very close to zero the algorithm may choose to consume a resource that is out of sight, in which case the agent searches.
Reactive one step planning cost function
This strategy is the same as the one step planning cost function; however, if the appropriate resource is not in the sensory eld of the agent then it will use the consumenearest strategy.
Experiments
The decision strategies described above were tested in three simulated environments of di ering resource distributions. Each environment contained the same global density of resource but the distribution, quantity and reward' of individual resource objects was varied. This equality of global density is important for the purpose of comparison because from the theoretical work in 2.3 we should call them goal functions. This is because a utility function that the agent can access and use to determine its behaviour is called a goal function as opposed to a cost function which is the actual function that describes the impact upon the agent from the agent-environment interaction (McFarland and Houston, 1981 ). An agent can possess many alternative goal functions but there can only be one cost function. 8 expect all the strategies (except for the consume nearest) to perform comparably in a perfectly smooth and uniform distribution of resources. Since all the environments possess the same global distribution, di erences in performance will indicate how the strategies fair when tested with an unmodeled spatial component. The rst environment contained 20 objects of each resource uniformly distributed over the entire surface of the torus ( gure 3). When any resource object was consumed it was regenerated (after a random short delay) in a new location found under the same uniform distribution that was initially used.
The second environment also contained 20 resource objects of each type; however, they were allocated into uniformly distributed clumps of resource, each clump containing ve resource objects of the same type randomly spread within a 250 unit radius of the clump centre ( gure 4). For purposes of resource regeneration, during a run the centre point of each of the current resource type clumps was stored, and as resources were consumed they were replaced within the appropriate current resource type clump until it reached its maximum allocation at which point the current clump centre was randomly allocated to a new point on the surface of the torus. Hence, although the environment was clumped, the spatial location of the clumps moved over the period of the simulation.
The third environment was the same as the rst but with 40 resource objects of each type and each resource object possessing half the quantity of resource that the objects contained in the previous two environments. Although the density of resources in this environment is the same as the previous two it is to be expected that this environment would be energetically more expensive than them. The reason for this is because the actual distance the agent must travel to shuttle between all the resources has increased so although the global density was the same the travel time of the agent would have increased.
For each parameter con guration all the strategies were run for 80 trials. The cycle lifetime of the agent was recorded for each trial as a measure of the viability of the agent in the environment. Trials were curtailed at 50000 cycles. The parameters were varied over all the essential variables impinging upon the strategies, that being: the state A loss per cycle and state B loss per cycle (both altered symmetrically from 0.004 to 0.006 in steps of 0.002 unless the agents performed particularly poorly when the starting value of 0.003 was used) and the maximum distance the sensors can resolve (which ranged from 1000 to 2000 in steps of 1250 although only the ranges 1500 and 2000 are reported on here). Figures 5{10 contain the results of the simulation exercise; the paragraphs below survey the di erences in performance. The rst thing to note is the obvious result that as the resources consumed per cycle increase, the strategies nd it harder to survive. So, at very low quantities of resources consumed per cycle all the strategies will do well and any di erences between strategies will not make themselves apparent. Likewise, at very high quantities of resources consumed per cycle all the strategies nd it too hard to survive so, again, any performance di erence is invisible. The statistical comparisons between the data took this into account by only considering trials whose mean lifetime was greater than, an arbitrarily chosen, 10000. Mood's median test (Siegel, 1988) was used to determine if two trends were statistically di erent by testing pairs of points recorded under the same loss per cycle parameter. Unless otherwise mentioned, all pairs on a trend, whose mean lifetime was greater than 10000, generated the same statistical result and an indicative p value of a one degree of freedom test is mentioned. The median test is a non-parametric test suitable for data, like the reported lifetime data, which is truncated.
Results
Figures 5 and 6 show the performance of the strategies over two maximum range settings (low, 1500 and high, 2000) in an unclumped environment with 20 resource objects of each type; gures 7 and 8 show the performance of the strategies in a clumped environment with 20 resource objects of each type and gures 9 and 10 show the performance of the strategies in an unclumped environment with 40 resource objects of each type, each object possessing half the quantity of resource that the trials shown in gures 5{8 used for each object.
In the rst unclumped environment ( gures 5 and 6) the cue de cit (3.2.2) and the reactive cost function (3.3) performed similarly in the high range setting (Mood, p>0.08) with the reactive cost function strategy performing better in the low range setting (Mood, p<0.03). The consume nearest strategy (3.2.1) performed slightly similarly to the cue de cit in the low range setting (Mood, p>0.25 for two points) but worse at the higher range setting (Mood, p<0.01). The one step cost function strategy (3.2.4) performed much worse than the previous three (Mood, p<0.0001) and the simple cost function strategy (3.2.3) failed to produce any appropriate behaviour.
The clumped environment ( gures 7 and 8) generated data with a high variance (discussed below) however while and consume nearest strategies performed similarly in the low range setting (Mood, p>0.13), in the high range setting the reactive cost function performed worse than both of the others (Mood, p<0.02). The one step cost function strategy performed much worse than the previous three in the high range settings (Mood, p<0.001) and worse than the cue de cit and reactive methods in the low range settings (Mood, p<0.02). The simple cost function strategy, again, failed to produce any appropriate behaviour. Also the cost per cycle parameter range over which the strategies survived was much extended when compared to the unclumped environments.
In the unclumped environment with 40 resources of each type ( gures 9 and 10) the cue de cit and the reactive cost function performed almost exactly the same (Mood, p>0.5). The consume nearest strategy and the one step cost function strategy performed comparably (Mood, p>0.5) but with a lower average lifetime than the previous two at the high range setting (Mood, p<0.001). At the lower range setting the consume nearest strategy performed better than the one step cost function strategy (Mood, p<0.001). In both range settings the simple cost function strategy managed to perform above the minimal lifetime with its performance improving with increased range sensing.
Analysis of the results
Here we will consider each individual strategy in order of their overall performance within the simulation environments. It is important to remember that, as we argue in 2.3, all the strategies (except the consume-nearest, which was the control) perform comparably in the constructed mathematical model of 2.2.
Cost function
This strategy failed to generate any appropriate behaviour in both the unclumped, 20 resource object environment and the clumped environment. Within the unclumped, 40 resource object environment -the environment that most closely matched the mathematical models assumptions -it began to maintain a viable lifespan within the loss per cycle parameter range of the other strategies. The reason for this was its picky behaviour; it performed random search until it found the resource object that reduced its cost function the most in one go. Such insensitivity to fortuitous resource distributions would account for the low variance of its lifetimes when compared to the other strategies. The 40 resource environment increases the probability that the agent will encounter a resource item in any particular step, so reducing the search time expended between resource encounters. This permitted the cost function strategy to begin to attain comparable performance to the other strategies.
One step planning cost function
This strategy performed worse than the consume nearest strategy except in one con guration. Although, like the cost function strategy, it performed worse than consume nearest when in the 20 resource object environments, within the uniform 40 resource object environment its relative performance signi cantly improved, equalling the consume nearest strategy at the higher range sensor value. Within the clumped environment the one step planning strategy did not exhibit a viable lifetime in the extended range of loss per cycles that the reactive strategies did. This can be accounted for by the observation that even with the one step planning component, the strategy had to dither between resource patches and so could not take advantage of the extra information it gained when it encountered a clump of resource.
Consume nearest
As a control, the consume nearest strategy seemed to perform admirably, separating the strategies and indicating what kind of performance a naive reactive strategy ought to be able to obtain.
Reactive cost function
The reactive cost function strategy performed very well in all the environments except the clumped ones when its performance was equal to or worse than the consume nearest strategy. Here we can see that the extra information the extended range sensor provided, instead of serving to improve the relative performance of the strategy, was disadvantageous to it. This is because the increased range of its sensors reduced the number of times the reactive cost function strategy could utilise its reactive component -it no longer took advantage of the opportunities to consume an entire clump of resource if, with the now more frequent occurrence, a clump of an alternative resource was within its increased site range. Instead, the higher priority cost function component of the strategy would cause the agent to shuttle between the two resource clumps -this being much less e cient behaviour.
It should be noted, here, that there was a general lower rate of change in the average lifetimes of all the strategies within the clumped environments when titrated by the loss per cycle parameter. This can be accounted for by the rational that within these environments there is a lower probability that the agent encounters any resource patch (especially when the maximum distance at which the range sensor operates is low). As a consequence, many of the agents died very early on in their lifetimes, not having had the opportunity to build up a reserve of resources within themselves. This e ect would have a more serious impact on the low cost per cycle environments because the low lifetimes would have a marked impact on the mean lifetime of the otherwise high lifetimes obtained in the easy conditions. This also accounts for the higher variance in the clumped results.
Cue De cit
The cue de cit strategy performed very well in all the environments, only being bettered by the reactive cost function in the 20 resource unclumped environment with a low sensory range.
Discussion
The above investigation has been an attempt to use two approaches to the problem of creating an artefact that produces sensible sequences of behaviour. A functional approach contingent upon a cost function and a mechanistic one, more closely tied to the physicality (albeit virtual) of the agent. To compare the two approaches, which are mathematically equivalent in a very simple model, we tested instantiations of the algorithms in a spatial environment. The importance of considering the spatial component is that the bene ts of utilising reactive strategies become apparent when the (unknown) complexities of the world can no longer be modelled accurately 7 .
As far as our particular simulation is concerned, the rst thing to note is the most obvious; the strategies did not perform the same within the simulation environment. It is clear that the strategies based upon cost functions did not perform as well as the alternatives. The one exception to this is the reactive one step planning cost function strategy (3.3) that presumably obtained most of its additional e cacy from the consume nearest strategy (3.2.1). The probable cause for the cost function method's lower performance was their tendency to dither between resources, making sure one state variable did not get too far out of line of the other.
This observation can account for most of the results from the various cost function variants and is clearly demonstrated in gures 11 and 12. Figure 11 shows the cue-de cit (3.2.2) model taking advantage of opportunities presented to it (denoted by the o marks at the top of the gure), as such its state variables are permitted to drift apart somewhat. The contrary is the case in gure 12 where the cost function strategy (3.2.4) is seen to dither about the balance of the two state variables. The periods where it ignores obvious opportunities are marked at the top of the gure.
The downfall of the cost function strategies seems to be that they require the underlying assumption of a smooth homogeneous (and, as such, non-spatial) resource distribution in the environment, originated from the mathematical model used to stimulate their design. This occurs to varying degrees in the three environments -the 40 resource object unclumped environment being closer to the homogenous model than the other two. Also, an increase in the maximum sensory range is equivalent to increasing the amount of information available to the agent and as such, somewhat improving the`perfect' nature of the imperfect environment. For both of these reasons it is not possible to claim that the cost function which we used to model the agent can be used as a reference function with which the agent can generate optimal behaviour in the environments tested. By reference function we mean a function explicitly incorporated into the agents control system that the agent uses to guide its behaviour. It is worth noting that the reference function fails to generate anything like close to optimal behaviour despite the fact that the gross features of the environments satisfy the assumptions of the model to which the reference function matches the cost function. This raises the question of whether it is possible to design an adequate cost function for any environment that can be placed inside an agent so it can behave appropriately. Such a cost function must take into account all the contingencies that the world places upon the agent, an in nity of situations with no reason to be continuous, and the mathematical model necessary to create such a cost function must do this also. It is not just the level of mathematical sophistication required to solve the model that is the problem, but the ability of mathematics to even describe the agent -environment interaction within a spatial dynamic time-varying world.
That is not to say that mathematics nor cost functions can be of no help to us at all. This paper demonstrates that simple models can give inspiration and justi cation for other mechanisms, it is just that as the worlds within which our agents interact become more complex, the capacity for rigorous mathematics to provide speci c mechanisms wains. In addition work using dynamical systems theory (e.g. Beer, 1996) can provide an attractive descriptive framework which we can utilise to analyse the performance of agents but this is quite a di erent application of mathematics from the desire to use it to design the innards of an agents control system. Likewise, much good work has been carried out using methods associated with genetic algorithms, utilising a cost function. In these cases, the cost function acts in a shaping role to a mechanism that has no explicit access to it much as the cue de cit strategy was related its forming cost function (e.g. .
As a second theme, it is worthy of note that the cue de cit strategy consistently performed very well without so much performance de cit in the clumped environment compared to the unclumped one. Whether or not we should take reassurance in the fact that it has good reason to be an optimal strategy in a mathematical model is a di erent matter however, the advantage of the motivational tendency approach in the cue de cit strategy seems to be the ability to trade-o between different levels of danger to the agent due to high de cits on its state variables yet take advantage of opportunity in situations where the risk is not so high.
