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Introduction
In today's knowledge economy innovation is of prime importance. Innovation has led to the extraordinary productivity gains in the 1990's . In current business practice it is felt that the heat is on and that firms must innovate faster just to stand still (The Economist, October 13th 2007, Innovation: Something new under the sun). Therefore, technological progress is a crucial input a Mohammed Chahim (m.chahim@tilburguniversity.edu for firms in taking their investment decisions. Greenwood et al. (1997) argue that technological progress is the main driver of economic growth. They discovered that in the post-war period in the US about 60% of labor productivity growth was investment specific. Yorokoglu (1998) notes that information technology is a prime example where embodied technological progress led to an improvement of computing technology on the order of 20 times within less than a decade in the 1980's-90's. This paper combines technology adoption with capital accumulation, taking into account technological progress. The aim of this paper is to study the decision of when to introduce a new product. To do so we employ the Impulse Control modeling approach that is perfectly suitable to take into account the disruptive changes caused by innovations. This also enables us to determine the length of the time interval that the firm uses a particular technology, when it is time to launch a new product generation, and how these decisions interact with the firm's capital accumulation behavior. In Kort (1989) a dynamic model of the firm is designed in which capital stock jumps upward at discrete points in time at which the firm invests. However, technological progress in not taken into account.
An example where a firm has to decide about investments in new generations of products is the LCD industry. With every new generation the size of the mother glass or substrate increases. As the LCD panels are cut out of the substrate, the substrate on the one hand determines which panel sizes can be produced and on the other hand how efficient each possible panel size can be produced. We have a process innovation, because a larger glass area provides a more efficient solution of the "cutting problem", and thus lower costs in the production process. A product innovation arises, because the larger area of the substrate makes it possible to produce larger screens. For a firm it is important to determine when it is optimal to introduce a new product. However, since the new product will decrease the demand of the old product, the moment of introduction is crucial. Feichtinger et al. (2006) employs a vintage capital goods structure to study the effect of embodied technological progress on the investment behavior of the firm. They show that in the case that a firm has market power a negative anticipation effect occurs, i.e. when technological progress goes faster in the future, it is optimal for the firm to decrease investments in the current generation of capital goods. However, a direct implication of the vintage capital approach is that the firm adopts an infinite amount of different technologies. Of course, in practice a firm can adopt a new technology a limited number of times. also combines technology adoption with capital accumulation, while taking into account technological progress. They find that investment jumps upward right at the moment that a new technology is adopted, and that the larger the firm the later the investment in a new technology takes place. Moreover, they find that when a firm has market power, the firm cuts down on investment before a new technology is adopted. Where limits itself to process innovation, we concentrate on studying product innovation. use a multi-stage optimal control approach where a firm adopts a new technology in each stage. Unlike Feichtinger et al. (2006) , the number of technology adoptions is limited. However, the number of innovations is not determined by the model, but fixed exogenously instead. Unlike Feichtinger et al. (2006) and , in this paper capital accumulation only occurs in lumps. Moreover, these lumps are determined by the model, i.e. the lumpy investments are endogenous. In Saglam (2011) a multi-stage optimal control model is studied where the number of technology adoptions are endogenous. However, unlike our paper, the model does not incorporate any (fixed) cost associated with the adoption and the considered firm has no market power. In Boucekkine et al. (2004) a two-stage optimal control model is considered, where only one adoption occurs, without adoption (fixed) cost. Both Boucekkine et al. (2004) and Saglam (2011) incorporate learning, were the firm raises productivity of a given technology over time due to learning and revenue is linear in the capital stock.
Our paper is mostly comparable with . However, unlike , we do not need to fix the number of technology adoptions beforehand and we do incorporate a (fixed) cost associated with this adoption. When dealing with product innovation, firms do not always have to scrap all capital goods. Sometimes measures are taken to allow new or updated parts to be fitted to old or outdated assemblies. As in , we can model all situations in between the extreme cases where after every new investment the old capital goods are scrapped and the case where all the capital goods can be kept after adopting a new technology.
The method used to study firm behavior in this paper is Impulse Control. Impulse Control theory is a variant of optimal control theory where discontinuities (i.e. jumps) in the state variable are allowed. In Impulse Control the moments of these jumps as well as the sizes of the jumps are decision variables. Blaquière (1977a; 1977b; 1979; 1985) extends the standard theory on optimal control by deriving a Maximum Principle, the so-called Impulse Control Maximum Principle, that gives necessary and sufficient optimality conditions for solving such problems. Blaquière's Impulse Control analysis is based on the present value Hamiltonian form. In this paper we apply the Impulse Control theorem in the current value Hamiltonian framework as derived in Chahim et al. (2012) .
One of the striking results is that the firm does not invest such that the marginal profit is zero, but instead marginal profit is negative. Furthermore, we obtain that the firm in the beginning of the planning period adopts new technologies faster as time proceeds, but after some moment in time later technologies are used for a longer time period. This behavior is different from , who finds that the firm adopts new technologies faster as time proceeds for the whole planning period, but this also differs from the results found in Saglam (2011) , who finds that later technologies are used during a longer time period. Our results are somehow a combination of both. Moreover, we find that if the time it takes to double the efficiency of technology is larger than the time it takes for the capital stock to depreciate, the firm undertakes an initial investment. Finally, we show that when demand decreases over time the firm invest less throughout the planning period and that the first investment is delayed. This paper is organized as follows. In Section 2 we give the general setting and build up the Impulse Control model. Section 3 derives the necessary optimality conditions, whereas Section 4 gives a brief description of the algorithms present in the literature dealing with the Impulse Control Maximum Principle. In Section 5 we study the investment behavior of the firm, and in Section 6 we extend this analysis by adding decreasing demand, i.e. demand decreases over time due to competitors producing better products because of technological progress. Finally, in Section 7 we conclude and give some recommendations for future research.
The Model
Consider a firm that invests in lumps over time. Each time it invests it installs a production plant suitable to produce the new product. Due to product innovation the quality of the prod-ucts, and thus also demand, increases over time. This implies that the later an investment takes place, the better products can be made due to these investments. This is formalized as follows. A plant being installed at time τ will make products from which the price is given by the following inverse demand function:
where q(t) is the output at time t and θ(τ ) = 1 + bτ is the state of technology that the firm adopts at time τ 1 . We further assume that technology within the firm does not change between two technology adoptions, i.e.θ = 0 for all t = τ . At the moment the firm adopts a technology, the firms technology changes is given by
Hence, as in Feichtinger et al. (2006) and we impose that technological progress increases linearly over time, where b is a positive constant. In Saglam (2011) technology increases exponentially over time and in Boucekkine et al. (2004) there are only two different technologies available. We assume a simple production function in the sense that one capital good produces one unit of output. Denoting the stock of capital goods by K(t), this gives
We impose that only the capital stock of the new plant is able to produce the new products, i.e. each plant has its own capital stock that produces the products with a quality associated with the timing of the investment in this plant. In this setting we can also model a situation where just 100γ%, where γ ∈ [0, 1], of the capital stock is scrapped, while the remaining machines or tools can be reused for the new product. Hence, full scrapping corresponds to the case where γ = 1. This implies that old products, and thus also old capital goods, become worthless after the new plant is installed, implying that the old capital goods can be scrapped.
Denoting investment by I(t), at the moment the firm invests (adopts a new technology) capital stock changes by
At time zero the capital stock is equal to zero, i.e.
For each plant it holds that capital stock depreciates with rate δ, i.e.
Investing in a plant implies that the firm has to pay a fixed cost, i.e. part of the cost is independent of the plant size, and a variable cost that more than proportionally increases with the size of the plant. In particular, we assume that the investment cost is given by
This type of investment cost function, without the fixed cost, is common in the literature (e.g., among others, see , Sethi and Thompson (2006) and Seierstad and Sydsaeter (1987) ), where besides the fixed cost, the linear term consist of acquisition cost, where the unit price is equal to α and the quadratic term represents the adjustment cost. In "ordinary" optimal control the investment cost function (i.e. the profit (utility or costs associated with the system) does not include a fixed cost, because this violates the continuity of the cost function with respect to its arguments, i.e. the control and the state variable.
Total discounted revenue is given by
where revenue is determined by output price times output. Since we have a finite time planning period, a salvage value has to be defined. This salvage value is equal to the value of the firm at the time horizon T . We assume that this value is give by
The salvage value (2) is a lower bound of the discounted revenue stream of the firm after the planning period.
Total discounted investment cost are given by the sum of the cost of adopting a new technology, discounted at the time the adoption takes place. This results in
The above gives rise to the following impulse control model:
This is an Impulse Control problem as described in Blaquière (1977a; 1977b; 1979; 1985) . Note that this innovation model only contains an impulse control variable and no ordinary control variable. This approach differs from the multi-stage approach used in , because here investment takes place in lumps and every investment goes along with a fixed cost. As in we can model all situations between the extreme cases where after every new investment the old capital goods are scrapped (γ = 1) and where all the capital can be kept (γ = 0) to produce the new product. Another benefit of the above model is that the number of technology changes are endogenous.
Necessary optimality conditions
We apply the impulse control maximum principle in current value formulation derived in Chahim et al. (2012) . Other good references deriving the necessary optimality conditions for the Impulse Control problems are Blaquière (1977a; 1977b; 1979; 1985) , Seierstad (1981) and Seierstad and Sydsaeter (1987) . We define the Hamiltonian Ham and the Impulse Hamiltonian IHam
and obtain the adjoint equationṡ
The jump conditions are
from which we conclude that
which equals zero for γ = 1, and λ 2 τ − i = 0.
The condition for determining the optimal switching time τ i is
Using the above specification, we get
6
The transversality conditions are
At the non-jump points t = τ 1 , ..., τ N , it holds that lim I→0 ∂IHam ∂I = ∞ due to the fixed cost. Hence, the conditions for applying the Impulse Control Maximum Principle are met, see Section 2.3 of Chahim et al. (2012) .
Algorithm
In the literature three different algorithms are derived based on the Impulse Control Maximum Principle (Blaquière (1977a; 1977b; 1979; 1985) and Chahim et al. (2012) ). Luhmer (1986) derived a forward algorithm (starts at time 0) and Kort (1989, pp. 62-70) derived a backward algorithm (starts at final time horizon T ). Luhmer (1986) starts at t = 0 and uses the costate variable, as input to initialize his algorithm. Kort (1989) implements a backward algorithm that starts at the time horizon, i.e. t = T , and initializes the algorithm using the values of the state variables. Finally, Grass and Chahim (2012) designs an algorithm that is a combination of continuation techniques and a multi-point Boundary Value Problem (BVP) to solve Impulse Control problems.
The problem described by (4)-(10) has two state variables, the stock of capital (K(t)) and technology (θ(t)). The question is which algorithm is most suitable for this model. Applying the forward algorithm to problem (4)-(10) has a drawback. Namely, we have to guess the initial values for the two costate variables, λ 1 and λ 2 . A wrong guess of the costate variables at the initial time results in a solution that does not satisfy the transversality conditions (19) and (20) , which implies that the necessary optimality conditions are not satisfied. For the backward algorithm we start with choosing values for the state variables at time T . The resulting solution always satisfies the necessary optimality conditions, but here the problem is that the algorithm has to end up at the right K(0). In other words, with the backward algorithm one can apply the right necessary conditions to the wrong problem. An example where the backward algorithm is applied successfully is Chahim et al. (2011) . Moreover, in Chahim et al. (2011) clear upper and lower bounds have been derived for the state variable.
In addition, the backward algorithm has another drawback. When we apply it to the problem described by (4)-(10), starting at the time horizon and going back in time requires knowledge of the technology before the investment. In particular, we obtain from equation (18) that we need to know θ(τ N ) + = 1 + bτ N and θ(τ − N ) = θ(τ N −1 ) = 1 + bτ N −1 . Hence, solving this equation for τ N requires that we know τ N −1 . And with the backward algorithm, this predecessor is not known. We conclude that the backward algorithm is not suitable to solve our model.
The third algorithm described in the literature is an algorithm that considers the problem described by (4)-(10) as a multi-point Boundary Value Problem (BVP) and uses a continuation technique to solve it. The main idea behind the algorithm is as follows. To find the solution of the problem described by (4)-(10) we can apply a continuation strategy with respect to the time horizon T , i.e T is our continuation variable. The algorithm for this approach is described in Box 1. To initialize the algorithm, the problem is solved for T = 0. Assuming that a unique solution exists for T = 0, the initial conditions together with the transversality conditions combined with the necessary conditions results in a set of n equation with n unknowns. Given a solution for T = 0, T is increased (continued) during the continuation process whereas the conditions for possible jumps are monitored. If the conditions for a jump are satisfied, the BVP is adapted to this situation. With this new solution the continuation is pursued. Grass and Chahim (2012) describes this algorithm, based on Chahim et al. (2012) , more extensively. Another paper on BVP and continuation is Grass (2012) , but this one focusses on ordinary optimal control problems.
Define T as time horizon for the problem. DefineT to be a continuation variable. SetT = 0 and τ l = 0
Step 1: Find jump in [τ l ,T ] for: case 1: A jump occurs at the end, i.e. at t =T , save as JumpSol case 2: No jump at the end, save as noJumpSol
Step 2: Start the continuation forT ∈ (τ l , T ) with JumpSol until interior jump condition is satisfied, i.e. letT increase until (15)-(18) are satisfied for some t = τ . Set τ l = τ , save as JumpSol. Also continue the result of noJumpSol untilT = τ l , save as noJumpSol.
IfT ≥ T without satisfying interior jump conditions, stop. case 1: Objective of JumpSol higher than objective noJumpSol, add arc and go to step 1. case 2: Objective of JumpSol is lower than objective noJumpSol, go to step 3.
Step 3: Continue the solution of noJumpSol until the interior jump condition (15)-(18) is satisfied for t = τ ∈ (τ l , T ). Set τ l = τ save as JumpSol, add arc, and go to step 1. IfT ≥ T without satisfying interior jump conditions, stop.
Box 1: Multi-point BVP and continuation algorithm
Endogenous lumpy investments
When a firm is dealing with market power, the output price decreases with the quantity that is produced. Since it holds in this model that with one unit of capital stock one unit of output is produced, we have that the output price decreases with the amount of capital. So during the time period between two investments the output price increases, since depreciation decreases capital stock. We consider no scrapping, partial scrapping and total scrapping, i.e. we consider γ = 0, γ = 0.5 and γ = 1. We provide a numerical analysis starting with the parameter values b = 1 n log 2 = 1 2 log 2, α = 0, β = 0.2, C = 2 r = 0.04, δ = 0.2, which we considers as the benchmark throughout this paper. As in , we base our value for b on Moore's law 2 , where the value for b is such that the efficiency of the technology doubles every n years where we put n = 2. The results of the first ten investments, are presented in Table 1 for T = 100. Table 6 of the Appendix presents all investments up until T = 100.
Ignoring the first and last investment, we see that the better the technology is, the larger the investment becomes. It seems as if the firm delays the first investment (compared to the others) to start production of a new good. In Figure 1 (a) this is clearly seen (also see Figure  4 (a) and Figure 6 (a) in Appendix A). To understand what happens with the first investment we have to distinguish between γ < 1 and γ = 1. When γ < 1 capital growth is increased with each investment without fully scrapping the old capital stock. Because there is only limited scrapping, at an early stage the firm undertakes a relatively high investment to start production. A firm only undertakes this relatively high investment if there is limited scrapping, because the investments help to increase the capital stock in the future. Table 1 : First ten investments of Impulse Control solutions for γ. T = 100 and parameter values r = 0.04, δ = 0.2, b = 1 2 log 2, β = 0.2, α = 0. C = 2, K 0 = 0 and θ(0) = 1.
This behavior is clear to see in Figure 1 (a). Drawing a line in the point of Figure 1 (a) ignoring the first and last investment not only tells us that the first investment is relatively large, but also that the last investment is small. This last investment being small occurs due to the fact that the salvage value of the problem is (too) low, because it does not take into account technological improvement after time T . Table 1 shows that the higher the scrapping percentage the larger the investments become. This makes sense because a firm that wants similar production has to invest extra to replace the scrapped parts. This scrapping increases the investment cost and at the same time, due to the quadratic term in the investment cost function, investing such that the same level of capital is reached as in the case of no scrapping, is too expensive. Hence, the optimal level of capital stock in the case of scrapping is lower than under no scrapping, which explains the lower revenue. Table 6 of Appendix A presents all investments up until T = 100 (Table 7 , 8 and 9 present full results for γ = 0, 1 2 and 1, respectively). It shows that a higher scrapping percentage decreases the number of investments during the planning period. 
Undiscounted revenue 0 (b) Undiscounted revenue for the first ten investments Figure 1 : For T = 100 and parameter values r = 0.04, δ = 0.2, γ = 0, b = 1 2 log 2, β = 0.2, α = 0, C = 2, K 0 = 0 and θ(0) = 1 Another striking effect can be noticed when looking at Figure 1 (b) . We see that the firm invests in a new product such that marginal revenue is negative. In a "static" model (i.e. a model that does not depend on time) we know that the firms optimize profit and hence invest at the moment that marginal cost is equal to marginal revenue. Since we did not include any operation cost, we know that marginal cost is equal to zero. Hence, when marginal revenue is equal to zero, (i.e. K(t) = θ(τ i )/2) investment would be optimal according to this rule. In our dynamic setting it is impossible to stay at the point where marginal revenue is equal to zero, due to depreciation. In Table 2 we show the results for a case where we have no depreciation. We see that indeed the investments are such that the level of capital is set to K(t) = θ(τ i )/2. In the case that we have depreciation, the firm overinvests, i.e., invests such that marginal revenue is negative. Then up until the next investment, marginal revenue increases, becomes zero after some time, and then turns positive. Table 2 : Technology level and capital for T = 100 and parameter values γ = 0, r = 0.04, δ = 0, b = 1 2 log 2, β = 0.2, α = 0, C = 2, K 0 = 0 and θ(0) = 1.
In Figure 2 we have plotted the length of the time interval between two investments. We see that in the beginning of the planning period the firm adopts new technologies faster as time proceeds and after some moment it uses later technologies for a longer time period. This behavior is different from , who finds that the firm adopt new technologies faster as time proceeds for the whole planning period, but this also differs from the results found in Saglam (2011) , who finds that later technologies used during a longer time period.
Our results are somehow a combination of both. An explanation for this could be that the firm in the beginning of the planning period does not invest much since productivity is low. After some time technological progress is such that each investment is more profitable, which makes that the corresponding capital goods are used for a longer time. For this reason the time between investments increases. Also for higher T a similar effect is found. 
Sensitivity analysis with respect to the rate of technology change
Here we study how the rate of technological progress affects the investment behavior of a firm. Remember that we have assumed, using Moore's law, that efficiency of technology doubles every n years, setting n = 2 for our benchmark case. Table 3 shows the first ten investments for different values of the technology rate b. For all investments up until T = 100 see Table 10 of Appendix A (or Table 11 -15 for each level of technology change separately). When n > 5 an investment takes place at t = 0. The explanation behind this is that for n > 5 we have, under Moore's law, that it takes more than five years for the efficiency of a technology to double. Since we have a depreciation rate of 20%, this means that the firm's capital stock is (almost) depreciated before the efficiency of technology doubles. So the firm has no incentive to wait and invests at t = 0. Table 3 : First ten investments of Impulse Control solutions for b, T = 100 and parameter values γ = 0.5, r = 0.04. δ = 0.2, β = 0.2, α = 0. C = 2, K 0 = 0 and θ(0) = 1.
Sensitivity analysis with respect to the fixed cost
One of the main differences between , Boucekkine et al. (2004) and Saglam (2011) is that they do not incorporate any (fixed) cost) and this paper assumes that a fixed cost is included for each investment. Here we study how increasing these fixed cost affects the investment behavior of a firm. Table 4 shows the first ten investments for each size of fixed cost. For all investments up until T = 100 see Table 16 of Appendix A (or Table 17 -20 for each for each size of fixed cost separately). It is easily seen, that if we increase the fixed cost, the first investment is delayed and at the same time the time period between two investments increases. Hence, the number of investments decreases if the fixed cost increase. Comparing the results more carefully, we see that the size of the lumpy investments (i.e. jumps) increases, when C increases. Table 4 : Impulse Control solutions for C, T = 100 and parameter values γ = 0.5, r = 0.04, δ = 0.2, b = 1 2 log 2, β = 0.2, α = 0, K 0 = 0 and θ(0) = 1.
Lumpy investments under decreasing demand
In this section we consider the case where the demand for an existing product decreases over time. A main reason could be that the competitors' products become better due to their product innovations. We incorporate decreasing demand by settingθ = −ηt, where η is some positive constant.
Since it is reasonable to assume δ > η > 0 3 the output price after investment is first increasing and then decreasing, see Figure 3 . Hence, if a firm invests capital stock depreciates and the output price increases, and after some time this output price is decreasing due to this decreasing demand. Then the model becomes
subject toK
Remember that in Section 5 the output price was decreasing in capital. Hence, due to depreciation the output price is increasing in the time period between two investments. Since we are considering product innovation, it makes more sense that demand of a give product during the time period decreases. This is because over time new products are invented by other firms, which reduce demand of the current product. This demand decrease has a negative effect on output price and hence the firm has even a greater incentive to invest in a new technology.
Looking at the results of Table 5 and Table 21 (or Table 22 -24 for each decay rate of the demand separately) we can see that a change in the decrease of demand directly affects the investment behavior. It is clear to see, that if we increase η the first investment is delayed (compared to a smaller η) and at the same time the time period between two investments also increases. Hence, the number of investments decreases if the decay rate of the demand increases. This makes sense, since less demand makes investing less attractive. This results in a lower investment cost for higher η. Moreover, the larger η the lower the output price (compared to a lower η) and hence the lower the revenue. η = 0.01 η = 0.02 η = 0.03 (τ i .I(τ i )) 5 Table 5 : First ten investments of Impulse Control solutions for η, T = 100 and parameter values γ = 0.5, r = 0.04, δ = 0.2, b = 1 2 log 2, β = 0.2, α = 0, C = 2, K 0 = 0 and θ(0) = 1.
Conclusions
This paper employs an Impulse Control modeling approach that is perfectly suitable to take into account the disruptive changes caused by innovations. We describe and implement an algorithm based on current value necessary optimality conditions. The necessary conditions are solved using a multi-point Boundary Value Problem (BVP) combined with some continuation techniques.
From an economic point of view we have derived some guidelines for lumpy investments in new technology:
• A striking result is that the firm does not invest such that marginal profit is zero, but instead marginal profit is negative. Indeed, due to depreciation capital stock decreases in between two investments, implying that marginal profit goes up there due to the decreasing returns to scale assumption. The implication is that during such an interval first marginal profit is negative, but then after a while it turns positive and this stays that way until it is time for the next investment.
• We find that investments are larger and the time between investments is larger when more of the old capital stock needs to be scrapped. If a change in technology permits the firm to keep, update and reuse part of its capital stock, the investments are smaller.
• A nontrivial result is the optimal timing of investments. We see that the firm in the beginning of the planning period adopts new technologies faster as time proceeds, but later on the opposite happens. Moreover, we obtain that the firm's investments increase when the technology produces more profitable products.
• Numerical experiments show that if the time it takes to double the efficiency of a technology is larger than the time it takes for the capital stock to depreciate to half of its original level, the firm undertakes an initial investment.
• Further sensitivity results were provided for a scenario of decreasing demand. We find that when demand decreases over time and when fixed investment cost is higher, then the firm invests less throughout the planning period, the time between two investments increases and the first investment is delayed.
Interesting directions for further work would be to consider running cost in the model or to introduce a learning effect. Another possible extension would be to let the scrapping percentage depend on time.
Appendix A: tables and figures for all cases Table 6 : Impulse Control solutions for γ, T = 100 and parameter values r = 0.04, δ = 0.2, b = 1 2 log 2, β = 0.2, α = 0, C = 2, K 0 = 0 and θ(0) = 1. Table 7 : Impulse Control solutions for γ = 0, T = 100 and parameter values r = 0.04, δ = 0.2, b = 1 2 log 2, β = 0.2, α = 0, C = 2, K 0 = 0 and θ(0) = 1. Table 8 : Impulse Control solutions for γ = 0.5, T = 100 and parameter values r = 0.04, δ = 0.2, b = 1 2 log 2, β = 0.2, α = 0, C = 2, K 0 = 0 and θ(0) = 1. Figure 7 : For T = 100 and parameter values r = 0.04, δ = 0.2, γ = 1, b = 1 2 log 2, β = 0.2, α = 0, C = 2, K 0 = 0 and θ(0) = 1 b = 1 3 log 2 b = 1 4 log 2 b = 1 5 log 2 b = 1 6 log 2 b = 1 10 log 2 (τ i .I(τ i )) 4 Table 10 : Impulse Control solutions for b, T = 100 and parameter values γ = 0.5, r = 0.04, δ = 0.2, β = 0.2, α = 0, C = 2, K 0 = 0 and θ(0) = 1. Table 11 : Impulse Control solutions for b = 1 3 log 2, T = 100 and parameter values r = 0.04, δ = 0.2, γ = 0.5, β = 0.2, α = 0, C = 2, K 0 = 0 and θ(0) = 1. Table 12 : Impulse Control solutions for b = 1 4 log 2, T = 100 and parameter values r = 0.04, δ = 0.2, γ = 0.5, β = 0.2, α = 0, C = 2, K 0 = 0 and θ(0) = 1. Table 14 : Impulse Control solutions for b = 1 6 log 2, T = 100 and parameter values r = 0.04, δ = 0.2, γ = 0.5, β = 0.2, α = 0, C = 2, K 0 = 0 and θ(0) = 1. Table 15 : Impulse Control solutions for b = 1 10 log 2, T = 100 and parameter values r = 0.04, δ = 0.2, γ = 0.5, β = 0.2, α = 0, C = 2, K 0 = 0 and θ(0) = 1. C = 4 C = 8 C = 16 C = 32 (τ i .I(τ i )) 5. 7915 : 1.8832 8.0844 : 2.4856 11.1517 : 3.3199 15.2866 : 4.4754 9.6593 : 2.2099 12.7147 : 2.9206 16.6712 : 3.8947 21.8148 : 5.2241 12.8816 : 2.5607 16.5386 : 3.3546 21.1933 : 4.4297 27.1293 : 5.8789 15.7638 : 2.8797 19.9372 : 3.7422 25.1901 : 4.8993 31.8052 : 6.4443 18.4283 : 3.1763 23.0621 : 4.0984 28.8471 : 5.3256 36.0657 : 6.9513 20.9394 : 3.4571 25.9923 : 4.4325 32.2606 : 5.7215 40.0266 : 7.4169 23.3358 : 3.7265 28.7755 : 4.7502 35.4889 : 6.0947 43.7577 : 7.8515 25.6433 : 3.9871 31.4435 : 5.0556 38.5705 : 6.4506 47.3050 : 8.2618 27.8799 : 4.2412 34.0186 : 5.3513 41.5327 : 6.7926 50.7012 : 8.6525 30.0590 : 4.4903 36.5173 : 5.6394 44.3957 : 7.1237 53.9701 : 9.0270 32.1907 : 4.7354 38.9523 : 5.9215 47.1748 : 7.4458 57.1301 : 9.3879 34.2832 : 4.9775 41.3336 : 6.1989 49.8823 : 7.7606 60.1956 : 9.7373 36.3429 : 5.2174 43.6692 : 6.4726 52.5280 : 8.0694 63.1782 : 10.0767 38.3751 : 5.4557 45.9658 : 6.7433 55.1200 : 8.3732 66.0873 : 10.4075 40.3842 : 5.6929 48.2290 : 7.0118 57.6651 : 8.6731 68.9309 : 10.7307 42.3740 : 5.9295 50.4635 : 7.2788 60.1692 : 8.9698 71.7156 : 11.0472 44.3476 : 6.1658 52.6734 : 7.5447 62.6371 : 9.2641 74.4470 : 11.3579 46.3080 : 6.4022 54.8622 : 7.8101 65.0733 : 9.5565 77.1303 : 11.6634 48.2575 : 6.6390 57.0331 : 8.0754 67.4816 : 9.8476 79.7695 : 11.9643 50.1983 : 6.8765 59.1889 : 8.3409 69.8655 : 10.1379 82.3685 : 12.2611 52.1324 : 7.1149 61.3321 : 8.6072 72.2281 : 10.4280 84.9306 : 12.5542 54.0615 : 7.3546 63.4651 : 8.8745 74.5721 : 10.7183 87.4588 : 12.8441 55.9872 : 7.5957 65.5899 : 9.1432 76.9002 : 11.0092 89.9557 : 13.1311 57.9112 : 7.8386 67.7086 : 9.4136 79.2148 : 11.3012 92.4238 : 13.4156 59.8346 : 8.0833 69.8230 : 9.6860 81.5182 : 11.5947 94.8653 : 13.6978 61.7589 : 8.3302 71.9347 : 9.9609 83.8124 : 11.8901 97.2825 : 13.9625 63.6852 : 8.5795 74.0455 : 10.2384 86.0995 : 12.1878 99.7136 : 12.0324 65.6147 : 8.8313 76.1570 : 10.5191 88.3813 : 12.4883 67.5486 : 9.0860 78.2706 : 10.8031 90.6599 : 12.7920 69.4879 : 9.3438 80.3880 : 11.0909 92.9369 : 13.0994 71.4338 : 9.6049 82.5104 : 11.3829 95.2143 : 13.4107 73.3871 : 9.8696 84.6394 : 11.6793 97.4939 : 13.7081 75.3490 : 10.1381 86.7765 : 11.9807 99.8182 : 11.6236 77.3205 : 10.4107 88.9230 : 12.2875 79.3027 : 10.6877 91.0805 : 12.6000 81.2965 : 10.9694 93.2503 : 12.9188 83.3031 : 11.2562 95.4341 : 13.2441 85.3235 : 11.5483 97.6337 : 13.5562 87.3588 : 11.8462 99.8944 : 11.3351 89.4101 : 12.1503 91.4786 : 12.4609 93.5657 : 12.7786 95.6724 : 13.1036 97.8006 : 13.4128 Revenue ( Table 16 : Impulse Control solutions for C, T = 100 and parameter values γ = 0.5, r = 0.04, δ = 0.2, b = 1 2 log 2, β = 0.2, α = 0, K 0 = 0 and θ(0) = 1. Table 17 : Impulse Control solutions for C = 4, T = 100 and parameter values r = 0.04, δ = 0.2, b = 1 2 log 2, γ = 0.5, β = 0.2, α = 0, K 0 = 0 and θ(0) = 1. Table 19 : Impulse Control solutions for C = 16, T = 100 and parameter values r = 0.04, δ = 0.2, b = 1 2 log 2, γ = 0.5, β = 0.2, α = 0, K 0 = 0 and θ(0) = 1. Table 21 : Impulse Control solutions for η, T = 100 and parameter values γ = 0.5, r = 0.04, δ = 0.2, b = 1 2 log 2, β = 0.2, α = 0, C = 2, K 0 = 0 and θ(0) = 1. Table 22 : Impulse Control solutions for η = 0.01, T = 100 and parameter values r = 0.04, δ = 0.2, b = 1 2 log 2, γ = 0.5, β = 0.2, α = 0, C = 2, K 0 = 0 and θ(0) = 1. Table 23 : Impulse Control solutions for η = 0.02, T = 100 and parameter values r = 0.04, δ = 0.2, b = 1 2 log 2, γ = 0.5, β = 0.2, α = 0, C = 2, K 0 = 0 and θ(0) = 1. Table 24 : Impulse Control solutions for η = 0.03, T = 100 and parameter values r = 0.04, δ = 0.2, b = 1
