We contribute a foveated rendering implementation in Unreal Engine 4 (UE4) and a straight-forward metric to allow calculation of rendered foveal region sizes to compensate for overall system latency and maintain perceptual losslessness. Our system demonstrates appreciable computational gains in large resolution real-time rendering scenarios.
INTRODUCTION
Most strategies within the real-time rendering community operate on the assumption that a render can be fully appreciated at any single point in time. The market demands for 4K-8K UHD displays and high resolution/desnity HMDs make this approach currently unfeasible. Through the adoption of perceptually lossless rendering methods, in which lossy renders are indistinguishable from non-degraded counterparts, we can match system capacity to demands.
Foveated rendering methods have been implemented in Unreal Engine prior [2] , although the study focused on task performance under aggressive foveation. More recently, other studies have explored perceptually lossless rendering techniques, noting the importance of low system latency [1] . High latency systems produce a "pop" effect caused by the foveal region catching up to the gaze point.
METHOD
We propose Eq.1 to calculate the adjusted foveal diameter in pixels. Ltot is the worst-case total system latency, Smax is an estimated maximum saccadic speed for the task, α is the angle subtended by the fovea on the retina, du is the user's distance from the screen, ρ pixel is the screen's pixel density (pixels/mm), and bw is the width of the blending border. The error constant c is added to compensate for simplifications; we assume the user is perpendicular to and at a constant distance from the screen plane at all times and that the tracker's precision and accuracy errors are negligible.
Our pragmatic foveated rendering method is based on lowered acuity sensitivities in peripheral vision. The peripheral Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). render is rendered at a quarter of the intended display resolution and upscaled with minor blurring. The foveal render, with diameter calculated by Eq.1, is layered on and blended against the peripheral layer at the gaze point. We used a third-party commercial eye tracker, an informed group of 4 subjects, a Radeon 290X GPU, and two scenes (simple and complex) for our study. 
DISCUSSION
We found a foveal diameter corresponding roughly to 1000 pixels in a 4K UHD render of a simple scene, displayed on a 28" monitor at a typical viewing distance of 20", was sufficient to reasonably compensate for latency with a computational saving of approximately 6.8 MP. With near-zero latency the foveal window would only have to be approximately a third of that diameter. Given that the simple scene rendered at a relatively high frame rate, the eye tracker was the likely source of system latency. The total system latency under the same conditions for our complex scene was too high to avoid the "pop" effect. However, using the foveal diameter derived from our simple scene, our complex scene ran an average 24.3 FPS with foveation on compared to 14.0 FPS with foveation off (an average saving of 20 ms per frame).
We believe the current state of the market necessitates the adoption of perceptually based rendering methods and our results suggest the state of commercial eye tracking devices may be a factor holding back their adoption. Our implementation requires further perceptual validation on a larger test group, but we believe it serves as a starting point.
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