Abstract. In this paper we discuss the entropy satisfaction of the conservative shock-tracking technique developed in [D. K. Mao, J. Comput. Phys., 92 (1991) when it is applied to the Godunov scheme. We consider the scalar case in one-space dimension and assume that both the flux and entropy functions are strictly convex. We prove that, when the tracked shocks are strong enough in comparison with the variation of the numerical solution around them, the numerical solution satisfies the entropy condition in a certain sense. We also discuss the entropy situation when the convexity of the flux function is very weak and the tracked shock neighbors to strong simple waves.
1. Introduction. We consider the Cauchy problem of scalar conservation law in one-space dimension which is written u t + f (u) x = 0 u(x, 0) = u 0 (x), (1.1) where both u and f are scalar.
As is well known, a globally smooth solution of (1.1) may not exist since solutions may develop discontinuities, even if the initial data are quite smooth. Therefore, a weak solution u(x, t) which is a bounded measurable function and satisfies for all φ ∈ C 1 0 (R × R) is sought in practice for (1.1). Solutions satisfying (1.2) are not unique; therefore, an additional condition is required to select the unique physically relevant solution among them. This additional condition is the so-called entropy condition which can be described as follows: Denote by (η(u), ψ(u)) a pair of functions of u in which η(u) is convex and ψ(u) is a primitive function of f ′ (u)η ′ (u), i.e.,
with c a constant. η is called an entropy, ψ is called an entropy flux, and (η, ψ) is called an entropy pair. A solution u(x, t) of (1.1) is said to satisfy entropy inequality for the entropy pair if for all positive test functions φ ∈ C 1 0 (R × R + ) it satisfies R×R + (η(u)φ t + ψ(u)φ x )dxdt ≥ 0. (1.4) This is equivalent to the statement that η(u) t + ψ(u) x ≤ 0 (1.5) in the sense of distribution. The restriction that the weak solution of (1.1) satisfies the entropy inequality for a certain class of entropy pairs makes the weak solution unique. For example, the weak solution that satisfies (1.4) with η(u) = |u − c| and ψ = sgn(u − c)(f (u) − f (c)) for arbitrary real c is unique (see [7] ). In particular, when f is convex, according to a result of Diperna (see [13] ), the weak solution that satisfies (1.4) for only one entropy pair is unique. This unique solution is physically meaningful and is called the entropy solution.
The nonuniqueness of the solution brings difficulties to the numerical simulation of (1.1). When using conservative difference schemes to numerically solve (1.1), one may get entropy-violating solutions, which is a well-known situation for shock-capturing methods. Therefore, parallel to the investigation of nonlinear stability, the investigation of entropy satisfaction has also become an important branch of the study of numerical methods for conservation laws since the 1970s (see [2] , [3] , [4] , [9] , [13] , [14] , and the references cited therein). This study is of significance in both practical and theoretical senses. In the practical sense, it seeks the ways to avoid nonphysical solutions in numerical simulations, and in the theoretical sense, it is relevant to the convergence of numerical methods. As is well known, if difference schemes are conservative, of bounded total variation, and entropy satisfying, then the numerical solutions will converge to the unique entropy solutions of (1.1) (see [4] ).
In [10] , [11] , and [12] the author developed a shock-tracking method which uses the conservation feature of (1.1) rather than the Hugoniot conditions to locate discontinuity positions. As a result, the overall scheme is conservative and numerical experiments have shown its excellence. In this paper we shall study the entropy satisfaction of the tracking method. The study is significant since the tracking technique was not originally designed satisfying the entropy condition. The technique can be used to track entropy-violating shocks. For example, assume f (u) to be convex and consider the initial value u(x, 0) = u l , x ≤ 0, u r , x > 0, (1.6) with u l < u r . The entropy solution of this initial-value problem (IVP) involves a rarefaction wave with u l and u r on its two sides. However, numerically we can treat this discontinuity as a rarefaction shock from the initial time and use the tracking method (described in section 2) to obtain an entropy-violating solution to (1.1) . This indicates that some criterion should be set up to avoid improper use of the tracking method.
In this paper we study the entropy satisfaction of the tracking method when it is applied to the Godunov scheme in a first-order fashion. The purpose of the study is to provide an understanding of the entropy situation for the tracking method and to open the door for the discussion of entropy satisfaction when the tracking method is applied to higher-order Godunov-type schemes and to system cases.
We assume that both the flux function f (u) and the entropy η(u) are strictly convex, i.e., f ′′ (u) ≥ f * > 0 and η ′′ (u) ≥ η * > 0. We also assume that the mesh ratio λ = τ /h for the Godunov scheme is fixed. The main result is presented in Theorem 3.1. Roughly speaking, if a tracked shock is compressing and is strong enough in comparison with the variation of the numerical solution around it, then the decrease of entropy on the shock will suppress the possible increase of entropy caused by the numerical solution around it. Thus, the tracking method on the Godunov scheme satisfies the entropy condition in a certain sense.
The requirement that the tracked shocks be compressing is obviously reasonable since they are the only entropy-satisfying shocks. The condition that the tracked shock must be strong enough in comparison with the variation of the solution around it can be understood in that the tracking technique should be applied only to shocks rather than to large gradients. In the theorem we do not require the solution to be smooth around the tracked shocks; therefore, the theorem applies to the case when there are weak shocks near the tracked shocks and they are handled by the underlying Godunov scheme. However, the condition that the tracked shock must be strong enough in comparison with the variation of the solution around it excludes the case that tracked shocks neighbor to strong simple waves of either compression or rarefaction. The discussion in section 5 shows that the entropy condition may fail to be satisfied when the variation of the numerical solution around the tracked shocks becomes too strong and the convexity of f (u) becomes too weak. Improvement of the tracking method to overcome this problem is under investigation.
The format of the paper is as follows. Section 1 is an introduction. In section 2 we describe the conservative shock-tracking technique on the Godunov scheme. In section 3 we present the theorem of the paper, Theorem 3.1, and discuss the sense of the theorem. Section 4 is the main body of the paper in which we prove the theorem. Section 5 presents several further discussions, particularly on the generation and degeneration of shocks.
2. The conservation-based shock-tracking method. The Godunov scheme for the scalar conservation law (1.1) is described as follows: The numerical solution u n j is a cell-average approximation to the exact solution; i.e.,
Suppose that we have already computed the values of u n j at the time t n = nτ , where τ is the time step. In order to compute the values u n+1 j , we consider the IVP of (1.1) with the initial data given at t n
This IVP involves infinitely many local Riemann problems centered at (x j+1/2 , t n ) for j = . . . , −1, 0, 1, . . . . The exact solution to the problem,û(x, t), is obtained by piecing together the solutions to these Riemann problems when the mesh ratio λ = τ h is sufficiently small, where h is the space step. u n+1 j is then computed as
From the self-similarity of the solutions to the Riemann problems,û n (x j+1/2 , t) is constant for each j = . . . , −1, 0, 1, . . . . Denote by u * (u n j , u n j+1 ) this constant, which depends on u n j and u n j+1 . Then the Godunov scheme can be presented as
The Godunov scheme is nonlinear stable if the CFL-condition |λf ′ (u)| ≤ 1 is satisfied. In this paper we assume that λ ≥ λ 0 > 0. This is critical for the discussion in the following sections. The scheme satisfies the entropy condition in the following sense. Define a numerical entropy pair as follows:
Then the numerical solution satisfies a discrete entropy inequality
Now we describe the conservation-based tracking method on the Godunov scheme. As we have mentioned in the introduction we do not consider the generation and degeneration of shocks. We start with the method for a single shock. Assume that the grid cell [x j1−1/2 , x j1+1/2 ] at time t n harbors a shock. This cell is called a critical cell. The numerical solution in the critical cell is defined to have three values, u n j1 , the ordinary cell-average, u n,− j1 , the left cell-average computed using information only from the left, and u n,+ j1 , the right cell-average computed using information only from the right. The discontinuity position in the critical cell, ξ n , is determined from the three cell-averages, which will be described in the following discussion.
The numerical solution at t n+1 in the ordinary grid cells at least a cell away from the critical cell is computed by the underlying Godunov scheme as previously described. In the cell left adjacent to the critical cell the numerical solution is computed as
As one sees, the numerical flux at the cell-boundary x = x j1−1/2 is evaluated by solving the Riemann problem that has u n,− j1 , rather than u n j1 , as its right state. In doing so, the computation uses information only from the left side. Likewise, the numerical solution in the right adjacent cell is computed as
The data u in the critical cell are computed in the same way, using information only from the left and right, respectively. That is, is computed as (2.13) in which the numerical fluxes on the left and right cell-boundaries are evaluated using information only from the left and right, respectively. Computed in this way, the conservation is preserved in the sense that the numerical solution at t n+1 is still computed conservatively as
The discontinuity position at time t n+1 is solved from the equation
which is derived from the considerations that the numerical solution is piecewise constant in the critical cell with u on the left and right, respectively, and that the conservation should be preserved in the cell. There would be three possible cases for
In this case the cell is still the critical cell at t n+1 and the numerical solution has nothing to change.
(2) ξ n+1 propagates to the left in [x j1−3/2 , x j1−1/2 ]. In this case this cell becomes the critical cell at t n+1 , and the numerical solution should be changed as follows:
In this change, the numerical solution on the right is extended to the left in the new critical cell in a piecewise constant fashion and the conservation (2.14) is preserved.
(3) ξ n+1 propagates to the right in [x j1+1/2 , x j1+3/2 ]. In this case this cell becomes the critical cell at t n+1 , and, likewise, the numerical solution should be changed as follows:
Thus, a step of computation is completed.
We now describe how to deal with interactions of shocks. Throughout the paper we shall consider the interactions of only two shocks. The interactions of more than two shocks can always be considered as many interactions of two shocks. When two shocks approach each other as the time evolves, the following cases may happen and should be taken into consideration.
First, at a time, say, t n , the two critical cells become adjacent to each other, say, one is [x j1−1/2 , x j1+1/2 ] and the other is [x j1+1/2 , x j1+3/2 ]. In this case, when using (2.11), (2.12), and (2.13) to compute the numerical solution in a critical cell, in order to let the computation use information only from the same side, one should use the left or right cell-averages in the neighboring cells, instead of the ordinary cell-averages. For example, in the left critical cell
The computation in the right critical cell is carried out analogously, only the modification takes place on the left side then.
Second, the two discontinuity positions move in the same grid cell, say, are the ordinary cell-averages in the left and right critical cells, respectively. By this definition one can verify that the conservation relation (2.14) is still maintained.
The two stacked critical cells are treated individually as if the left one has u * on its right and the right one has u * on its left. The ordinary cell average is computed as
j1+1/2 is the numerical flux at the right cell-boundary in the right critical cell andf nl,− j1−1/2 is the numerical flux cell at the left cell-boundary in the left critical cell. By doing this, the conservation relation (2.14) is maintained. The two critical cells will be stacked in this way as long as (2.21) holds. They may separate again and this happens if one shock propagates to the left or right adjacent cell and the other one remains in the cell. The separation is also treated in the fashion that each critical cell is an individual one and the treatment is clear from the above discussion.
When (2.21) breaks down, we merge the two critical cells as follows: In the new critical cell, the left cell-average of the former left critical cell becomes the left cell-average, the right cell-average of the former right critical cell becomes the right cell-average, and the former ordinary cell-average becomes the ordinary cell-average. Again, by doing this, (2.14) is maintained.
Treating the interaction of shocks in such a fashion, one can resolve the subcell structure of the solution in the grid cell. This has been shown by the numerical results presented in [12] .
Thus, we complete the description of the tracking method.
3. Theorem on entropy satisfaction of the tracking method. Assume that the numerical solution at t n has been computed. We define the Godunov's initial data for (1.1) at t n , still denoted byû n (x, t n ), however, taking the subcell structure resolved by the tracking method into account. In an ordinary cell [x j−1/2 ,x j+1/2 ], we definê
and in a critical cell that harbors two stacked shocks,
where ξ n l and ξ n r are the left and right discontinuity positions and u * is the cell-average of the middle state.
We now solve (1.1) exactly with the initial data (3.1) and denote the solution bŷ u(x, t). The jumps corresponding to the tracked shocks in the initial data produce shocks in the solution. These shocks will arrive at time t n+1 if they are strong enough and do not disappear in the time step. Their positions at t n+1 , denoted byξ n+1 , will be different from the numerical positions ξ n+1 solved from (2.15). We now define the numerical entropy pair (η n j , ψ n j+1/2 ) for the conservation-based tracking method on the Godunov scheme as follows: In an ordinary grid cell,
in a critical cell [x j1−1/2 , x j1+1/2 ] that harbors a single shock located at ξ n ,
Again, the definition takes into account the subcell structure resolved by the tracking method. The entropy flux ψ n j+1/2 at cell-boundaries is defined as
The consistency of the numerical entropy pair is obvious.
To present the theorem on the entropy satisfaction of the tracking method we need to introduce the following notation. For a single shock we denote u For a stacked shock the corresponding quantities can also be defined; however, the quantities associated with the middle state in (3.4) vanish.
The following is the theorem concerning the entropy satisfaction of the tracking method. where c 1 and c 2 are two constants whose values will be seen in the proof, then there is a grid function R n j which has the following structure: (1) If the tracked shocks are indexed by l, then R n j can be decomposed as
where the grid function R n,(l) j corresponds to the lth tracked shock;
can be nonzero only in the corresponding critical cell and its two adjacent cells;
] is the critical cell corresponding to the lth tracked shock, then
where c 3 is a constant whose value will also be seen in the proof.
We have the following inequality for the tracking method:
When the total variation of the numerical solution is uniformly bounded, it can be shown by the theorem that under the condition (3.5) the convergent subsequence selected from the numerical solution converges to an entropy-satisfying solution to (1.1). In fact, if we multiply (3.9) by a smooth positive test function φ(x j , t n ), sum over j and n, and use summation by parts, we obtain
The left-hand side (LHS) of (3.10) tends to the LHS of the entropy inequality (1.4) because the subsequence converges. The RHS of (3.10) can be written as
Assume that [x j1−1/2 , x j1+1/2 ] is the critical cell corresponding to the lth tracked shock. It is easy to see from the structures (3) and (4) 
where K(φ) is a constant related to the test function φ. By substituting (3.12) into (3.10) and noticing that the total variation of the numerical solution is uniformly bounded and the assumption on the mesh ratio, we see that the RHS of (3.10) is greater than −O(h). Thus, the conclusion follows.
In [5] the author and Klingenberg proved that the conservation-based tracking method does maintain the TVD property if the underlying scheme is TVD.
As one can see, (3.5) indicates that for a tracked shock α n j1 should not be too small compared to β n j1 . This can be understood in that the tracked shocks are required to be relatively strong in comparison with the variation of the solution in its vicinity. However, this requirement excludes the case when a tracked shock is near to strong simple waves of either rarefaction or compression. The discussion in section 5 will show that (3.7) will fail when a strong simple wave is near and the convexities of f (u) are weak.
In Theorem 3.1 we do not assume the solution to be smooth on the two sides of a tracked shock but put an up-bound on the difference. Thus, the theorem applies to the case that there exist weak shocks in the vicinity of the tracked shock which are handled by the underlying Godunov scheme.
4. The proof of Theorem 3.1. We see that the main difficulty in the proof lies in the critical cells. In this section we first consider critical cells with single shocks, then critical cells with stacked shocks.
Assume that [x j1−1/2 , x j1+1/2 ] is a critical cell harboring a single shock. First, if ξ n+1 , the exact shock position inû n (x, t) at t n+1 , remains in the critical cell (as shown in Figure 4 .1), we integrate (1.5) over the rectangle (x j1−1/2 , x j1+1/2 ) × (t n , t n+1 ) and notice the definition of (η n j , ψ n j+1/2 ) to obtain
where D 1 is the following integral on the shock curve:
whereû n l andû n r are the limit values ofû n from the two sides on the shock curve and s is the slope of the shock curve. Quantity D 1 represents the amount of the entropy that is lost on the shock curve in the time step. Lemma A.1 in the appendix indicates that D 1 is negative.
At time t n+1 we definē
in the cell in whichξ n+1 locates, and we definē
in cells which do not contain any shock positions ofû n (x, t).
Fig. 4.2.
A single shock is tracked. The exact shock positionξ n+1 propagates in
By using Jensen's inequality and the convexity of η we have 
and (4.10) and A is the intersection point of the shock curve with the cell-boundary x = x j1+1/2 . Again, D 2 and D 3 are negative according to Lemma A.1 in the appendix.
Inequalities (4.6), (4.7), and (4.8) indicate that if we compute the numerical solution at t n+1 by (4.3a), (4.3b), and (4.4a) rather than by (2.11) and (2.12) and define the numerical entropy by (4.3c) and (4.4b) rather than by (3.2b), a discrete entropy inequality will be satisfied. However, such an algorithm is not feasible because (1) it is difficult to computeû n (x, t) in a critical cell and (2) it is difficult to approximately computeη n+1 j1 orη n+1 j1+1 whenξ n+1 is close to one of the cell-boundaries. Therefore, in practice we compute the quantities without bars instead of the quantities with bars. Because the quantities with and without bars are different, in practical computation (4.6), (4.7), and (4.8) may fail to be satisfied. A possible increase of entropy will occur in the RHS of these inequalities. The point of the proof is to show that this possible increase of entropy will be dominated by the decrease of entropy D 1 , D 2 , and D 3 if (3.5) is satisfied, so that the entropy totally decreases.
In the following we are going to construct R n,(l) j 's. We begin with the case that both ξ n+1 andξ n+1 remain in the original critical cell (see Figure 4 .1). We shall study the difference between η n+1 j1 andη n+1 j1 . To this end, we first observe the structure of u n (x, t) in the vicinity of the critical cell. The solutionû n (x, t) is divided by the shock curve into two parts. The solution in the left part is totally determined by u ). From the observation ofû n (x, t), |I 11 | and |I 12 | are bounded by O(β n j1 ). To estimate |I 13 | we need to estimate |ξ n+1 −ξ n+1 |. To this end, we observe that
because the two cell-boundaries have not been affected by the shock. If (2.15) is satisfied at t n , then from (3.1b)
n (x, t)dx = hu n j1 . However, (2.15) may not be satisfied because ξ n may propagate from adjacent cells in the previous time step. If this happens, the difference between
n (x, t)dx and hu n j1 is of hO(β n j1 ). Substituting this observation into (4.12) and noticing (2.13) yield
Noticing (2.15) at t n+1 we obtain
+ hO(β n j1 ), (4.14) which leads to . In this case we define
and one sees that such defined R n,(l) j is nonzero only at j = j 1 . The remaining thing is to prove that R n,(l) j1 is negative. To this end, we observe that the jump of shock at every point at the shock curve, i.e., u 
In this case, corresponding to (4.11), we have Ifξ n+1 propagates to the right adjacent cell, we define
We can use the same procedure to show that both |η 
we can again prove that R n,(l) j satisfies the requirements of the theorem. The only thing that is different in this case is that (4.12) is not obvious because the right cellboundary is crossed by the shock curve. To prove (4.12) we consider the following initial dataû n,+ (x, t n ) for (1.1):
The solution to (1.1) for the IVP,û n,+ (x, t), coincides withû n (x, t) on the right side of the shock; in fact, it extendsû n (x, t) smoothly across the shock to the left. In [x j1−1/2 , x j1+1/2 ] we have
We observeû n (x, t) andû n,+ (x, t) in the triangle formed byξ n+1 , A, and the grid point (x j1+1/2 , t n+1 ). For the two solutions the following integral relations hold on the boundary of the triangle:
where c denotes the shock curve connecting A andξ n+1 . Subtracting (4.27) from (4.28) and noticing the Hugoniot condition on c we have
(4.29)
By adding (4.29) to (4.25) and noticing
we finally obtain (4.12) in this case, only in whichū
is defined fromû n,+ (x, t). The case ofξ n+1 can be handled analogously. If two tracked shocks are stacked in a grid cell and they do not merge in the time step, we construct R n,(l) j 's for them as each of them is a single shock with the middle state u * on one side. If the two stacked shocks merge in the time step, we treat them as one shock and use the above procedure to construct R n,(l) j for it, only the situation will be a little more complex in this case; e.g., the initial value in the cell consists of three pieces with the middle one to be u * , and the two exact shocks in u n (x, t) may not merge. However, R n,(l) j can be constructed again in this case on the observation that the variation ofû n (x, t) on the two sides of the shocks is of O(β n j1 ) and the strength of the shocks is greater than O(α n j1 − O(β n j1 )). Now we verify that (3.9) is satisfied with R n j defined by (3.6) . It is obvious that for a single shock and for stacked shocks that merge in the time step (3.9) is true. Therefore, we need only to verify (3.9) for stacked shocks that do not merge in the time step. Assume that there are two shocks stacked in grid cell [x j1−1/2 , x j1+1/2 ] at t n . We subscript the quantities corresponding to the left shock with 'l' and the quantities corresponding to the right shock with 'r.' For simplicity, we assume that the two shocks are still stacked in the same cell at t n+1 . The other cases can be proved analogously. R n,(l l ) j and R n,(lr) j
for the left and right shocks must satisfy Thus the proof of the Theorem 3.1 is complete.
5. Several discussions.
5.1. Neighboring to strong simple waves. When a tracked shock is near to a strong simple wave, the conclusion of Theorem 3.1 may break down because (3.7) may not hold. This does happen when the convexity of the flux function f (u) is weak.
The following is such an example.
We consider the conservation law
where ǫ is a small positive number which will be determined in the discussion. Assume that the numerical solution at t n is defined as
and that [x j1−1/2 , x j1+1/2 ] is a critical cell with
The equalities (5.2) and inequality (5.3) indicate that the tracked shock neighbors to a rarefaction wave on the left and the strength of the shock is greater than the rarefaction wave. We choose the entropy pair (η(u), ψ(u)) to be (u 2 , u 2 + 2ǫ 3 u 3 ) and are going to show that when the mesh ratio λ and ǫ are small enough, (1) ξ n+1 , the shock position at t n+1 , is still in the critical cell, which means that the corresponding R n,(l) j defined in the theorem is nonzero only in the critical cell, and (2) R n,(l) j1 > 0, i.e., inequality (3.7) breaks down. To this end, we first consider the linear conservation law
with the same numerical solution at t n and show that (1) and (2) are true in this case. We then consider (5.1) to be obtained from (5.4) with a perturbation ǫ 2 u 2 in the flux and thus to prove that (1) and (2) are also true for (5.1) if ǫ is small enough.
For (5.4), we use the tracking method on the Godunov scheme to compute the numerical solution at t n+1 and obtain
Solved by (2.15) from the numerical solution at t n ,
and solved also by (2.15) from the numerical solution at t n+1 ,
One clearly sees that when λ is small enough, ξ n+1 is still located in
The entropy pair to be considered is (u 2 , u 2 ). Then one sees the numerical entropy defined by (3.2) in the critical cell to be
where X = u m −u r −λ(u m −u l ) and is positive when λ is small enough. The numerical entropy fluxes on the two cell-boundaries are
One can compute that
A is positive because of (5.3); thus, when λ is small enough, R n,(l) j1 is positive. Now we consider the entropy situation for (5.1). As we have mentioned before, (5.1) can be obtained from (5.4) with a perturbation 
where
Also we have
The shock positions at the two time levels are
Again, when λ and ǫ are small enough, ξ n+1 is still located in [x j1−1/2 , x j1+1/2 ]. The numerical entropy at the two time levels is
where X ǫ = u m − u l − λ(u m − u l ) − λǫd 1 and is positive when both λ and ǫ are small enough. The numerical entropy fluxes are
where In this case the tracked shock neighbors to a compressing simple wave on the right. The entropy pair (η(u), ψ(u)) is chosen to be (
. Again, we can show that the conclusion of Theorem 3.1 fails because (3.7) breaks down.
In the above two examples the convexity of the flux function is too weak (only of O(ǫ)) in comparison with the linear convention; therefore, the decrease of entropy on the tracked shock is not great enough to suppress the increase of entropy caused by the numerical linear convention. This also reflects on the assumption f ′′ (u) ≥ f * > 0 in section 1, which seems to have no way to be relaxed in our discussion. A remedy for this problem is still being sought. However, when the convexity of the flux is strong enough, in most cases entropy satisfaction can still be guaranteed. Even if it breaks down it will only take place at most at O(1/f * ) points. This is because the shock will absorb the neighbored simple wave and get either strengthened, weakened, or degenerated, and the process will take place only in O(1/f * ) time levels independent of the choice of h and τ . 5.2. Generation and degeneration of tracked shocks. Shocks will generate and degenerate in flows. A complete shock-tracking method should also include the treatment of the generation and degeneration of shocks. When a steep profile appears in smooth regions of the numerical solution, the tracking method should recognize it as a shock and then track it. When a tracked shock becomes too weak, the tracking method should abandon it by removing the corresponding critical cell and let it be handled by the underlying Godunov scheme in the computations that follow.
To treat the generation and degeneration of shocks a criterion is needed to determine whether a shock generates and degenerates. A criterion coming immediately from the previous discussion is if the jump of the numerical solution in the concerned grid cell and the variation of the numerical solution around it satisfy (3.5). If (3.5) is satisfied for an ordinary cell, then the cell should be recognized as harboring a shock and should be tracked in the following computation. If (3.5) is no longer satisfied for a critical cell, then the critical cell should be removed. If the generation and degeneration of shocks are handled in this way, entropy inequalities (2.6) and (3.9) are still satisfied, which can be seen from the previous discussion.
However, as seen in the first discussion, degenerating shocks in such a fashion excludes the case that shocks neighbor to strong simple waves and leaves the shocks to be handled by the underlying Godunov scheme. Also the steep profiles that present shocks in smooth regions usually contain several large-jump grid cells of the numerical solution and they are adjacent to each other. A typical case is shown in Figure 5 .1 in which a numerical shock computed by the Godunov scheme is displayed. Therefore, if we use (3.5) as a criterion for shock generation, we may not be able to capture a shock to track.
A criterion for generation used in practice is to set a tolerance number. If the jump of the numerical solution in a cell in smooth regions exceeds the number, we set the cell to be a critical cell and track it in the following computation, without observing the variation of the numerical solution around it. Numerical examples show that this criterion works well in many cases (see [10] and [12] ). However, an obvious drawback is that it will miss small shocks that are weaker than the tolerance number but are still shocks. More proper criteria for shock generation and degeneration are still being researched.
5.3. High-order Godunov-type schemes. Although the discussion is on the Godunov scheme, one can see that it applies to high-order Godunov-type schemes as long as these schemes satisfy the entropy condition. The basic observation is still that the decrease of entropy on tracked shocks can suppress the possible increase of entropy around it if the convexity of the flux function is strong enough and the strength of the tracked shock and the variation of the numerical solution around it satisfy certain restrictions.
Appendix. Lemma A.1. Assume that (η(u), ψ(u)) is the entropy pair of the conservation law 
