Abstract: This paper considers testing for two-sample covariance matrices of high dimensional populations. We formulate a multiple test procedure by comparing the super-diagonals of the covariance matrices. The asymptotic distributions of the test statistics are derived and the powers of individual tests are studied. The test statistics, by focusing on the super-diagonals, have smaller variation than the existing tests which target on the entire covariance matrices. The advantage of the proposed test is demonstrated by simulation studies, as well as an empirical study on a prostate cancer dataset.
Introduction
With the advent of the information technology used for data collection, data whose dimensionality is much larger than the sample sizes are increasingly Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) encountered in statistical analyses. As most of the conventional statistical inference methods were proposed under the setting where the data dimension is smaller than the sample sizes, the validity of these methods and their performance under the paradigm of high dimensionality require investigation and update. One important instance is in checking on the equality of two multivariate distributions in the study of certain treatment effects. It is usually carried out by testing the equality of key distributional characteristics, for instance the means or the covariance matrices of the two distributions. The studies on the effects of high dimensionality on the classical Hotelling's test for the means (Hotelling, 1931) serve as an excellent example on how high dimensional scrutiny of a classical multivariate procedure can be carried out. This line of studies includes the work of Bai and Saranadasa (1996) for discovering the shortcomings of the Hotelling's test and a modification that removes the inverse of the sample covariance (S n ) from the original test statistic, while Srivastava and Du (2008) considered using the diagonal matrix of S n to replace S n , and Chen and Qin (2010) suggested using U-statistics. See also Cai, Liu and Xia (2014) for a test based on the maximal norm and Hall and Jin (2009) that utilizes the dependence to enhance the signal strength of the testing problem.
Testing for the equality of two covariance matrices constitutes another Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) way for checking on the equality of the two distributions by focusing on the dependence structure. The outcomes of the test has immediate implications in multivariate analysis. For instance, it determines if pooling of the two sample variances can be exercised in the linear discriminant analysis and the above mentioned Hotelling's test for the two-sample means. Let X 1 and X 2 be generic p-dimensional random vectors from two populations with respective covariance matrices Σ 1 and Σ 2 . Let {X 1,j } n 1 j=1 be independent and identically distributed (iid) copies of X 1 and {X 2,j } n 2 j=1 be iid copies of X 2 . And these two samples of observations are mutually independent.
The primary interest of this paper is in testing H 0 : Σ 1 = Σ 2 vs. H 1 : Σ 1 = Σ 2 .
(1.1)
In the conventional fixed-dimensional setting, the testing problem had been well studied in classical multivariate analysis as summarized in Anderson (2003) and Muirhead (1982) , which include the likelihood ratio tests and related formulation as investigated in John (1972) , Nagao (1973) , and Gupta and Tang (1984) . However, these conventional methods may no longer be valid under the high-dimensional setting. Bai et al. (2009) found that the two-sample likelihood ratio test (LRT) is not consistent due to a bias caused by the inconsistency of the sample covariance estimator (Bai and Yin, 1993; Johnstone, 2001 ).
Statistica Sinica: Newly accepted Paper (accepted version subject to English editing)
The two sample covariance testing under high dimension has attracted much attention in the last decade or so. schott (2007) 2 )/(tr(Σ 2 )) 2 also for Gaussian data. Li and Chen (2012) suggested using U-statistics as the test statistic, which is an unbiased estimator of the Frobenius norm of Σ 1 − Σ 2 .
Cai, Liu and Xia (2013) introduced a test statistic which is defined as the maximum of standardized element-wise differences between the two sample covariance matrices. The last two tests are nonparametric as they allow flexible data distributions of the two populations.
Our goal in this paper is to develop a test for (1.1) by targeting on the differences in the super-diagonals between the two covariance matrices. For a square matrix (a i,j ) p×p , we define the l-th super-diagonal consisting of the matrix elements {a k,k+ℓ } p−ℓ k=1 for ℓ = 1, · · · , p − 1, which is broader than the concept that only refers to those elements directly above the main diagonal.
The main diagonal corresponds to ℓ = 0. The purpose of designing the test in such a fashion is to re-distribute the dimensionality of the testing problem Statistica Sinica: Newly accepted Paper (accepted version subject to English editing)
for power gains. Most of the existing tests in the literature (those listed in the above paragraph) tend to focus on the entire difference between Σ 1 and Σ 2 at once, which means that the test statistics would gather the variation from all the components in the high dimensional covariance matrices. This accumulation of variance can be very severe due to the high dimensionality, and hence can undermines the power of the tests.
The proposed test is formulated by first conducting two-sample tests on the super-diagonals followed by a simultaneous test over multiple superdiagonals to produce an overall test rule. The simultaneous test is facilitated by using a multiple testing procedure advocated in Benjamini and Hochberg (1995) and Storey, Taylor and Siegmund (2004) . The test statistic on each super-diagonal is of a smaller dimension than those based on the whole Σ 1 −Σ 2 matrix, as the size of each super-diagonal is no more than p whereas the size of Σ 1 − Σ 2 is of p 2 order. Although the overall dimensionality involved in the test is not necessarily less if we combine the two stages of the formulation together, the lower dimensionality in the first stage turns out to bring more power. The power of the proposed test will dominate especially when Σ 1 and Σ 2 have a "bandable" structure and the difference between Σ 1 and Σ 2 are sparse in terms of super-diagonals, as comparing with the tests of Srivastava and Yanagihara (2010) , Li and Chen (2012) and Cai, Liu and Xia (2013) .
The rest of this paper is structured as follows. Section 2, outlines the notations and technical assumptions, and introduce the test statistics. Section 3 investigates the theoretical properties of the proposed test. Section 4 studies the numerical performance of the proposed test. Section 5 reports an analysis on a prostate cancer dataset. We provide technical proofs for the main results in the supplementary document (He and Chen, 2018) .
Preliminaries
Let {X i,1 , . . . , X i,n i } be iid samples from populations X i for i = 1 and 2, where X i,j = (X i,j,1 , . . . , X i,j,p ) ⊤ , j = 1, . . . , n i , is a p-dimensional random vector with mean vector µ i and covariance matrix Σ i = (σ i,k,ℓ ) p×p .
Define S q = p−q s=1 (σ 1,s,s+q − σ 2,s,s+q ) 2 as a measure of the difference between the q-th super-diagonal of Σ 1 and Σ 2 for q = 0, . . . , p−1, where q = 0 stands for the main diagonal. Let D i,q = p−q s=1 σ 2 i,s,s+q for i = 1 and 2, and
We will first develop a test procedure for testing H 0,q : S q = 0 versus H 1,q : S q > 0 which facilitates a two-sample test on the two covariance matrices via testing multiply for H 0,q over a range of q.
We propose an unbiased estimator of S q for the q-th super-diagonal first, 
for i = 1 and 2, and
where * denotes the summation over mutually distinct subscripts and
There are other ways to obtain estimators for S q , for instance, by plugging in the sample covariance estimatorsσ i,s,s+q . However, doing so Bai and Saranadasa (1996) . We consider using summations over mutually different subscripts, which is the essence of the U-statistics formulation in order to avoid the above like terms in the test statisticŜ nq . As it turns out, this would bring easier derivation to establish the statistical properties and relaxed conditions on p and min{n 1 , n 2 }.
To quantify the variance ofŜ nq , we define Y
and a (p − q) × 1 random vector
). It is worth mentioning that for each given i and q, {Y i,j (q)} n i j=1 are iid.
As the components of the data vectors concerned may be dependent, we use the notion of α-mixing (Doukhan, 1994) to measure the degree of the dependence. The α-mixing coefficient for the generic
where G b a denotes the σ-algebra generated by {X i,a , . . . , X i,b } for a ≤ b.
Denote the minimum and maximum eigenvalues of a matrix A by λ min (A) and λ max (A) respectively. For two nonrandom sequences {a n } and {b n }, we write a n ≍ b n if there exist constants 0 < c < C such that c|b n | ≤ |a n | ≤ C|b n |. Throughout this article, c, C and M with or without subscripts denote positive constants whose values do not depend on any parameter. The following technical assumptions are needed in our analysis.
(C1) As n = min{n 1 , n 2 } → ∞, n 1 /(n 1 + n 2 ) → c for a fixed positive constant c ∈ (0, 1) and p = p(n 1 , n 2 ) → ∞.
(C3) There are positive constants c and β ∈ (1, ∞) such that the α-
(C4) There exists a p × m constant matrix Γ i = (Γ i,j,ℓ ) p×m such that
iid m-dimensional random vectors with zero mean and identity covariance matrix. Write Z i,j = (Z i,j,1 , . . . , Z i,j,m ) T . We assume that Z i,j,ℓ have uniformly bounded eighth moment, and for distinct subscripts j 1 , . . . , j s and any integers ℓ ν ≥ 0 with
The first part of (C1) is a standard condition in the two-sample asymp- indicates that h q is bounded by a polynomial rate of q. Hence, q>k h(q) → 0 as k → ∞ and p → ∞. This condition may be viewed as similar to the "bandable" condition in Bickel and Levina (2008) . Our proposal does not require a banded structure for the Σ i s as the case considered in Qiu and Chen (2012) . We only assume a gradual decay of dependence among the components of the data vectors which is reflected by the α-mixing rate in Assumption (C3). It is worth mentioning that we actually only need to assume there is a permutation of the data components under which (C3) is satisfied. In practice, we can employ algorithms, for instance that proposed in Friendly (2002) to re-arrange the data vector to make it bandable.
It is noted that under (C3) and (C4), the eigenvalues of Σ i are uni-formly bounded from above as shown in Lemma 2 in the supplementary document. This along with (C2) implies that the eigenvalues of Σ i are uniformly bounded from below and above. It is noted that the bounded eigenvalues assumptions are commonly assumed in the literature of high dimensional covariance inference, for instance in Bickel and Levina (2008) and Cai, Zhang and Zhou (2010) . As the proposed test targets on the super-diagonals rather than the whole covariance matrices, the bounded eigenvalues assumption may be relaxed at the expense of much more complicated derivations.
Assumption (C4) is assumed in Bai and Saranadasa (1996) , Li and Chen (2012) and Qiu and Chen (2012) , and gives a general multivariate model for generating the high dimensional data. It allows more flexibility in generating a wide range of multivariate distributions for X i,j . Condition (2.4) prescribes factorization of the moments of products to products of moments so that it can be viewed as a pseudo-independent condition of Z i,j . Trackable expressions of higher order cross moments of X i,j can be obtained under this condition. It can be shown that under the bounded eigenvalues assumption and (C4), X i,j,ℓ have uniformly bounded eighth moment. Assumption (C5) is used in the asymptotic analysis ofŜ nq and is a quite mild condition. Under (C2) to (C4), Lemma 2 in the supplementary document
shows that the eigenvalues of W i,q are also uniformly bounded from above.
Assumption (C5) allows a small fraction of eigenvalues of W i,q to be zero.
Assumptions (C2) to (C5) implicitly impose restrictions on the extent of dimensionality and the dependence, although (C1) does not prescribes an explicit relationship between p and n. Examples satisfying these conditions can be found in time series and spatial data, in which the covariances decay as the time interval or the distance grows.
According to Proposition 1 in Section 3,Ŝ nq is an unbiased estimator to S q and is location-shift invariant. Thus, without loss of generality, we assume µ 1 = µ 2 = 0 in the rest of the paper.
Main Results
In this section, we establish the limiting distribution ofŜ nq that target on the super-diagonals of the covariance matrices, followed by an analysis on the power of the test.
We first establish the mean and the variance ofŜ nq defined in (2.3). Let
The following proposition provides the mean and variance ofŜ nq .
Proposition 1. Under the Assumptions
Note that under H 0,q , E(Ŝ nq ) = 0 and J q = 0. Hence, Proposition 1 implies that the leading order variance V 2 nq becomes
In order to formulate a test procedure, we need to estimate V (2010), we consider the following estimator:
where
for i = 1 and 2, and The asymptotic normality ofŜ nq is given in the following theorem.
The theorem only covers the case of q = o(p). For q being a larger order of o(p), for instance q/p → c ∈ (0, 1), two key conditions (A.29) and (A.30) used in establishing the martingale central limit theorem (given in the supplementary document) forŜ nq cannot be guaranteed. This means that it is uncertain whether the asymptotic normality in Theorem 1 is valid.
Given this reality, we consider testing over N number of super-diagonals where N → ∞ gradually so that N = o(p) is maintained.
according to Theorem 1 and Proposition 2. This facilitates a test at a nominal α level of significance which rejects H 0,q if
where z 1−α is the 1 − α quantile of N (0, 1).
Next, we evaluate the power of the test since the asymptotic normality in Theorem 1 is also valid under H 1,q : S q > 0. Let β np,q (α) denote the power of the test given in (3.3) and δ np,q = S q /V nq . Since S q represents the signal strength on the q-th super-diagonal and V nq is the level of noise of S nq , δ np,q may be viewed as the signal to noise ratio for the individual test problem. Under H 1,q , we have
According to (3.1), we have V 2 nq ≥ V 2 0,nq for large n since W 1,q and W 2,q are nonnegative definite. Hence,
The following theorem provides the power of the proposed test under H 1,q .
Theorem 2. Under Assumptions (C1) -(C5) and H 1,q : S q > 0, then, for
The signal to noise ratio δ np,q is a key quantity in determining the power of the individual test in Theorem 2. Theorem 2 indicates that if δ np,q diverges to infinity, the power of the test will converge to one, implying the consistency of the test. To quantify δ np,q , we first specify the order of V
Detailed analysis for the order of V 2 nq can be found in the proof of Proposition 1 in the supplementary document.
Recall that h q = S q /(p − q) is defined as the average signal strength on the q-th super-diagonal. Due to different orders of V 2 nq , it can be shown that
(3.5)
According to (3.5) and Theorem 2, the test has nontrivial power if h q is at least the order of n −1/2 (p− q) −1/2 in Regimes (i) and (ii), and n −1 (p− q)
in Regimes (iii). The two multipliers n 1/2 (p − q) 1/2 and n(p − q) 1/2 in these two regimes of q compensate for the diminishing signal h q as q increases, and thus maintain the consistency of the test. These indicate that for a given signal level h q , not only larger n but also larger p are beneficial to the power, since they lead to larger δ np,q . The simulation study in Section 4 will provide numerical confirmation to this observation.
In the following we will use the individual super-diagonal test to facil- Let S be the index set of the super-diagonals which are included in the multiple testing, N 0 = {q ∈ S : S q = 0} and N 1 = {q ∈ S : S q = 0}.
For t ∈ [0, 1], we define V (t) = #{j ∈ N 0 : p j ≤ t} be the number of false discoveries and R(t) = #{j : p j ≤ t} be the total number of rejected null hypotheses. Then, given a tuning parameter λ ∈ [0, 1), an estimate of the false discovery rate at a significance threshold t proposed in Storey, Taylor and Siegmund (2004) is
is an estimate of the proportion of true nulls and N = #{j : j ∈ S}.
Given α and λ, H 0,q : S q = 0 is rejected if its corresponding p-value p q is less than or equal to t α ( FDR λ ) = sup{0 ≤ t ≤ 1 : FDR λ (t) ≤ α}. In addition, ifŜ nq are positively correlated, we can also employ the 
Simulation Results
In this section, we study the numerical performance of the proposed test and compare it with the tests proposed by Srivastava and Yanagihara (2010) , Li and Chen (2012) and Cai, Liu and Xia (2013) . The latter three tests are denoted respectively by SY, LC and CLX.
We first considered banded covariances where Σ i = (σ i,k,ℓ I(|k − ℓ| ≤ s)) p×p for a bandwidth s. Under H 0 : Σ 1 = Σ 2 , we generated iid random
j=1 , i = 1, 2, from a moving average (MA) model of order 5:
where {Z i,j,k } p k=1 , i = 1, 2, j = 1, . . . , n i were iid random variables from:
(i)N (0, 1); (ii) the standardized Gamma distribution G(1, 0.5) with zero mean and unit variance. Under model (4.1), Σ 1 and Σ 2 are both banded with the bandwidth s = 5. To evaluate the power, we generated the first sample from model (4.1) and the second from the following MA(4) model:
Under model (4.2), the covariance matrix Σ 2 is banded with the bandwidth s = 4. Thus, the Σ 1 − Σ 2 matrix is also banded with S q = 0 for only q = 0, 1, . . . , 5. The average signals h q = S q /(p − q) are plotted in the top left panel of Figure 5 .
Then, we considered covariance matrices whose elements decay at an
We generated iid Z i,j from the Gaussian and Gamma distributions, respectively. The covariance model (4.3) is commonly used in spatial statistical models, as in Cressie (1993) , Lee and Yu (2010) and Rodríguez and Bárdossy (2014) .
To evaluate the power, we first considered a banded Σ 1 −Σ 2 matrix with the first ten super-diagonals being nonzero and decaying at a polynomial rate. Define U = (u k,ℓ ) p×p and Another simulation setting had Σ 1 and Σ 2 different in consecutive superdiagonal blocks exhibiting a "wave-like" super-diagonal structure. In this setup, Define U = (u k,ℓ ) p×p to be symmetric with
where K is the index set of super-diagonals where Σ 1 and Σ 2 are different, and ω q iid ∼ U nif (0, 1) for q ∈ K is used to allow for different decay rate. For p = 50, K = {1, . . . , 5, 11, . . . , 15}; for p = 100, K = {1, . . . , 5, 11, . . . , 15, 21, . . . , 25}; and for p even larger, K = {1, . . . , 5, 11, . . . , 15, 21, . . . , 25, 31, . . . , ⌊0.5p 0.7 ⌋}. Still, the first sample was generated with Σ 1 = Σ * 1 + δI with Σ * 1 defined in (4.3) and the second with Σ 2 = Σ * 1 +U +δI. By this definition, Σ 2 − Σ 1 = U is denser than the previous models (4.1) to (4.4), in the sense that half of the super-diagonals of Σ 1 − Σ 2 we considered are nonzero.
For fair comparison, we only generated ω q once and used it throughout all (n, p)-settings to maintain the same signal strengths. Figure 5 gives the average signal h q , which shows that h q is not necessarily monotone decreasing as q grows.
We took equal sample sizes such that n 1 = n 2 = n. To make p and n increase simultaneously, we took p from 50 to 1000 and considered three sample sizes for each p in all simulation setups, that is n = 30, 50, 80 for p = 50; n = 50, 80, 100 for p = 100; n = 80, 100, 120 for p = 200; n = 100, 120, 150 for p = 400; n = 120, 150, 180 for p = 600; and n = shown in Figure 5 , and they increased rapidly and converged to one as n and p grew. Thus, these results are consistent with the theoretical analyses conveyed in Theorems 1 and 2. Tables 1 and 2 provide the empirical sizes and powers of testing H 0 :
Σ 1 = Σ 2 for models (4.2) and (4.4) respectively. For the proposed test, H 0 is rejected if there exists any H 0,q : S q = 0 rejected in the multiple test procedure It is observed that the empirical sizes of the proposed method were larger than 0.05 when n and p were both small, which was due to the error in the asymptotic distribution for small samples. This was in accordance with the finding in Figure 1 and 2 that the individual empirical sizes were also above 0.05 when p = 50 and 100. As n and p grow simultaneously, the sizes of the proposed test were close to 0.05. Most of the sizes were smaller than 0.05 because the FDR controlling methods tend to be conservative, as it controls the FDR rather than the familywise error rate. To alleviate any advantage of the proposed test due to having a larger size, we re-adjusted the nominal level for each (p, n)-setting so that the size of the proposed test was the smallest among the four tests considered in the simulation experiments. The adjusted sizes and powers are reported in the parentheses in Tables 1 and 2 . As n and p increased simultaneously, the empirical sizes of the proposed test became much more accurate, thus the adjustment had become smaller. Although the sizes were the smallest, the proposed test had consistently higher powers than the other three tests.
The improvement in the power was substantial in most of the cases.
We observed that in both Tables 1 and 2 The powers of the proposed test were significantly larger than the other three tests since we have larger signal to noise ratios. Table 3 reports the empirical FDR and the Correct Rejectionc Rates (CRRs) of the proposed test under models (4.1) and (4.2). Table 4 reports the results for models (4.3) and (4.4). The empirical FDRs were largely controlled to be under 0.05 in most cases. Still, the CRRs increased substantially as n and p grew. It is noted that the CRRs increased more quickly to 1 under model (4.4) than (4.2). This is also because the average signals in (4.4) are relatively larger, as shown in Figure 5 . Moreover, the perfor-mances of the test, as reflected by the FDRs and the CRRs, were robust with respect to different choices of the constant C in deciding the number of the super-diagonals in the test.
The results for the Gamma distributed data were reported in the supplementary document, and they were largely similar with those for the Gaussian data. Furthermore, since the correlation between S q are positive under models (4.1) -(4.4) in our simulation study, the proposed test can also be used in conjunction with the Benjamini and Hochberg (1995) procedure.
The corresponding results were also provided in the supplementary document, and they were similar with those using the Storey, Taylor and Siegmund (2004) procedure.
The empirical powers under model (4.5) are given in Table 5 . Considering that the powers of the SY, LC and the proposed tests were all equal to 1 when p = 600 and 1000, we only reported the results when p ranging from 50 to 400. In this case, Σ 1 − Σ 2 was denser than the previous models and did not have monotone decreasing signals Table 5 shows that the proposed method was consistently more powerful than the other three tests.
The table also reports the empirical FDRs and CRRs of the proposed test, which shows that the FDRs were largely controlled around 5% while the CRRs increased quickly as n and p grow. Since there are extreme small signals for some q, as observed in Figure 5 , the CRRs were not as high as those in Tables 3 and 4 . This provides some empirical evidence for using the proposed test when Σ 1 − Σ 2 does not have the bandable structure.
Empirical Study
In this section we consider an application of the proposed test to a prostate cancer dataset from Adam et al. (2003) . Blood serum samples were procured from either patients diagnosed with prostate cancer (the cancer group) or age-matched healthy men (the healthy group) and were analyzed in protein mass spectroscopy. For each blood sample i, the intensity X i,j for many time-of-flight values t j were observed. Time of flight is related to the mass over charge ratio m/z of the constituent proteins in the blood.
The order of the intensities are pre-determined by the value of m/z. The widely used mass spectroscopy technology allows one to find m/z-sites that discriminate between the two groups and thus to detect prostate cancer.
The full dataset consists of 167 patients in the cancer group and 157 in the healthy group. Following the original researchers, we ignored m/z-sites below 2000 to avoid the chemical artifacts and averaged the data in consecutive blocks of 20 to smooth the intensity profile. These gave a total of 2181 dimensions. The data dimension p = 2181 is a relatively large number for the sample sizes n 1 = 157 and n 2 = 167. Qiu and Chen (2012) carried out additional averaging on this dataset in consecutive blocks of 10, which gave 218 dimensions in total. For the original 2181-dimensional data we used in this paper, the left panel of Figure   6 plots the estimated average signalĥ i,q =D i,nq /(p − q) for i = 1 and 2, representing the healthy and the cancer group respectively. It shows thatĥ i,q decays rapidly as q increases. This agrees with the finding in Qiu and Chen (2012) that the elements of Σ 1 and Σ 2 decay as they move away from the main diagonal, and is eligible for the bandable assumption.
Meanwhile, Σ 1 − Σ 2 appears to obey a bandable structure according to the right panel of Figure 6 .
The proposed test was applied to test H 0 : Σ 1 = Σ 2 by implementing the multiple test H 0,q : S q = 0 for q = 0, . . . , N and controlling the FDR at 0.05. Figure 7 provides the values of the test statisticsŜ nq /V 0,nq for q ranging from 0 to (p−1). To show more clearly when the signal is relatively stronger, we plottedŜ nq /V 0,nq from q from 0 to N = ⌊2p 0.7 ⌋ = 434 in the right panel.
Comparing with Figure 6 , it can be seen that theŜ nq /V 0,nq effectively reflects the amount of dissimilarity between Σ 1 and Σ 2 . For q = 1 to 300, where obvious difference in the signals between the healthy and the cancer samples can be observed in Figure 6 , the tests for H 0,q : S q = 0 were all rejected. For q ≥ 300, althoughŜ nq were quite small, since the variancesV 2 np were also small, the signal to noise ratios for single super-diagonals turned out to be quite large leading to rejection of H 0,q as well.
Using the Storey, Taylor and Siegmund (2004) procedure with the tuning parameter λ = 0.5, the joint hypothesis H 0,q : S q = 0 for q = 0, . . . , N was rejected for N = ⌊2p 0.7 ⌋ = 434. And the Benjamini and Hochberg (1995) procedure gave the same result. This suggests that the dependence structure among the healthy and the cancer groups is significantly different.
We have also used the SY, LC and CLX's tests for the same null hypothesis H 0 : Σ 1 = Σ 2 . The LC's test rejects H 0 at the smallest p-value 0.0000, while The CLX's test rejects H 0 at p-value 0.0006, and the SY's test also rejects H 0 at p-value 0.015. The conclusion of the proposed method is in accordance with these three tests.
Supplementary Materials
we provide the proofs for the main propositions and theorems and technical lemmas which will be needed in the supplementary materials. And we also provide more simulation results of the proposed test method in conjunction with the Benjamini and Hochberg (1995) procedure and for the Gamma distributed data in the supplementary materials (He and Chen, 2018 Taylor and Siegmund (2004) procedure and the tests of Srivastava and Yanagihara (2010) (SY), Li and Chen (2012) (LC) and Cai, Liu and Xia (2013) 
Test Statistics values
Super−Diagonals Test Statistic
1.645

434
Figure 7: Standardized test statisticsŜ nq /V 0,nq for q ranging from 0 to (p − 1) (the left panel) and for q from 0 to N = ⌊2p 0.7 ⌋ = 434 (the right panel). In both panels, the black dotted horizontal line is the critical value z 0.95 = 1.645 for individual tests at 5% level of significance.
