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Abstract
Interaction of a strong laser eld with matter causes many interesting phenomena such as
high-order harmonic generation and nonsequential double ionization. The applications
of these phenomena include attosecond pulse generation and tomographic imaging of
molecular orbitals, and attract scientists with various backgrounds (physics, chemical
physics, biochemistry). The present thesis aims to reveal the dynamics of high-order
harmonic generation with carrier-envelope-phase (CEP) stabilized pulses (rst part) and
of tunnel ionization from polar molecules (second part).
In the rst part, we show the observations of the high-order harmonic spectra generated
in aligned molecules with CEP stabilized pulses. The spectrum has clear structures in
the cuto region (the shortest wavelength region) where their shape changes depending
on the value of the CEP. A Fourier analysis reveals that the structures stem from the
interference of attosecond bursts, and that the magnitude of the chirp of the high-order
harmonics (harmonic chirp) can be estimated by comparing the experimental results with
a simple model. The eects of the phase variation in high-order harmonics depending on
the orientation direction of molecules are also discussed.
In the second part, we study the tunnel ionization dynamics of carbonyl sulde by
observing the molecular-frame photoelectron distributions (MF-PADs) correlated with
the fragment ions produced from photodissociation of carbonyl sulde (S+, CO+, CS+,
and O+) with a coincidence velocity-map imaging spectrometer. The MF-PADs have clear
asymmetry, and depend on the species of the fragment ions. The asymmetry becomes
more signicant as the laser intensity increases from 51013 W/cm2 to 2:21014 W/cm2.
Since the asymmetry reects the angular-dependent ionization rates of OCS molecules,
the observed asymmetry indicates that electrons are more likely to be ionized from the
O atom than from the S atom for S+, CO+, and CS+, and vice versa for O+. The results
imply that the dissociation processes and the tunnel ionization processes are correlated
with each other. We qualitatively discuss the mechanism by giving a hypothetical idea
that the dierence in the asymmetry depending on the correlated dissociation channels
corresponds to the tunnel ionization of dierent (inner) molecular orbitals, leading to the
dierence in the (excited) states of the produced ions.
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Abbreviations and conventions
Unless specied, abbreviations and symbols have the meaning below.
Abbreviation Meaning
ADK theory Ammosov{Delone{Krainov theory
amu Atomic mass unit
a.u. Atomic units
CEP Carrier-envelope phase
CPA Chirped pulse amplication
CW Clockwise
CCW Counterclockwise
FWHM Full with at half maximum
HHG High-order harmonic generation
HHs High-order harmonics
HOMO Highest occupied molecular orbital
KLM Kerr-lend mode
LCP Left circularly polarized pulse
MF-PAD Molecular frame photoelectron angular distribution
MO-ADK theory Molecular Ammosov{Delone{Krainov theory
RCP Right circularly polarized pulse
TOF Time of ight
WFAT Weak-eld asymptotic theory
Symbol
Ip Ionization potential
I Intensity of laser eld
p Momentum
Up Ponderomotive potential
F Electric eld
  Ionization rate
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Figure 1: Vacuum symbols dened in Ref. [1].
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Chapter 1
Introduction
Intense laser elds have become available with the technical advance of ultrashort laser
pulse [2]. Such laser elds can compete with the Coulomb forces which electrons feel
in atoms and molecules. In the intensity regime of I  1014 W/cm2 the electric eld
strength F of the peak is given by
F =
r
2I
0c
 3 V/A; (1.1)
where c is the speed of light in vacuum, 0 is the permittivity in vacuum. As a result,
atoms and molecules interacting with intense laser elds exhibit new characteristics. In
this introductory chapter, we give basic concepts of the strong eld interaction in section
1.1. In section 1.2, we give our motivation of research presented in this thesis. Finally,
section 1.3 explains how this thesis is organized.
1.1 Strong eld interaction
A characteristic of ultrashort laser pulses is that the energy can be concentrated in a
short temporal duration [3]. Besides, the maximum intensity of the ultrashort pulse
can be reached before breaking matters by exciting or ionizing, which hinders us from
studying the interaction between the strong elds and neutral molecules. To obtain such
an intense laser pulse, a number of techniques have been developed such as Q-switching,
mode locking, and chirped pulse amplication (CPA) [2, 4]. For example, CPA laser
systems employing Ti:sapphire for the oscillator and amplifying medium are widely used
because they can generate femtosecond pulses (Full width of half maximum (FWHM) <
100 fs) with high repetition rates (frep > 1 kHz), and now they are commercially available.
When laser elds are suciently strong, higher order processes play a signicant role
instead of the single-photon absorption or emission [5]. These processes are called mul-
tiphoton processes during which molecules emit or absorb more than one photon. One
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Figure 1.1: Dierent strong-eld ionization dynamics depending on the Keldysh parameter Keldysh.
example of multiphoton processes is the multiphoton ionization of atoms and molecules,
in which electrons are ejected from the atoms and molecules by absorbing a number of
photons as shown in the left panel of gure 1.1. The multi-photon description can be
seen, for example, in a perturbation theory or in the Floquet theory. In the multi-photon
picture, the ionization of atoms can be described [5]
Ekin = n~!   Ip + Up; (1.2)
where Ekin is the kinetic energy of the ionized electron, n is the number of absorbed
photons, ~ is the Planck constant, Ip is the ionization potential, and Up is the induced
Stark shifts of the Rydberg and continuum states (ponderomotive energy) dened as
Up  F
2
4!2
; (1.3)
where F is an electric eld, and ! is an angular frequency of light. When the laser
frequency is low enough, ionization can be interpreted by using a quasi-static model [6].
In the model, the bound electrons feel an eective potential formed by the Coulomb
potential with the contribution due to the laser electric eld (gure 1.1, right panel). In
this model, ionization occurs in such a way that a bound electron tunnels out the eective
potential as shown in gure 1.1. The tunnel ionization rate   of a hydrogen atom in a
static electric eld is given by Landau as [6]
  =
4
F
exp

  2
3F

: (1.4)
The boundary of the two description of the ionization can be determined by an adia-
batic parameter, Keldysh, also known as Keldysh parameter [7]:
Keldysh =
!
p
2Ip
F
=
s
Ip
2Up
: (1.5)
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Figure 1.2: A typical spectrum of high-order harmonics.
The two descriptions are valid when the Keldysh parameter Keldysh satises the following
conditions:
Keldysh  1! Multiphoton ionization (1.6)
Keldysh  1! Tunnel ionization: (1.7)
We often refer that when Keldysh  1 it is multi-photon regime and when Keldysh  1 it is
tunneling regime. This parameter oers intuitive descriptions of light-matter interactions.
On the other hand, matters interacting with an intense laser eld can emit radiation at
multiples of the angular frequency of the fundamental laser (harmonic generation). It was
not until the invention of rst laser by Maiman [8] that harmonic generation was observed
at second order in 1961 [9], and at third order in 1967 [10]. Higher order harmonic
generation has been observed along with the development of short laser pulses. For
example, the 33rd, 29th, and 21st harmonics in argon, krypton, and xenon, respectively,
were observed using a 1064 nm Nd:YAG laser pulse with a duration of 30 ps [11, 12].
In 1993, the 109th harmonic in Ne were observed using a 125 fs, 806 nm Ti:sapphire
laser [13]. It was found that the high-order harmonic spectrum exhibit a rapid decrease
over the rst few harmonics, followed by a plateau of approximately constant intensity,
and a cuto in which the spectral intensity rapidly decreases. Figure 1.2 shows a typical
spectrum of high-order harmonics. These characteristics can be reproduced by using
non-perturbative approaches, because in a perturbative approach the harmonic intensity
in general decreases from one order to the next.
In 1993 Corkum presented a semi-classical theory for high-order harmonic generation
(HHG), which is known as three step model. Figure 1.3 shows a schematic diagram of
the three step model. When a molecule is subject to an intense laser eld with a long
wavelength (Keldysh  1), a portion of the electron wave packet tunnels through the
7
Figure 1.3: Schematic diagram of the three step model of high-order harmonic generation.
Figure 1.4: Angle-dependent interaction between molecules and laser elds in the tunneling picture.
Linearly-polarized pulses are aligned at  with respect to the molecular axis. (a) An electron with
momentum p recombines with a molecule at an angle of . (b) An electron with momentum p is tunnel
ionized at an angle of .
Coulomb potential distorted by the laser eld (step 1). The electron wave packet in
the continuum is driven by the laser eld, and after the laser eld changes its polarity,
it returns to the vicinity of the parent ion (step 2). When the electron wave packet
recombines with the parent ion with a probability, a high-energy photon, whose energy
is the sum of the kinetic energy of the electron wave packet and the ionization potential
of the neutral molecules, is emitted as a result of the coherent oscillation between the
recombining electron wave packet and the bound-state electron wave function (step 3).
A quantum-mechanical theory of HHG has been developed by Lewenstein et al. by using
a strong-eld approximation (SFA). As described in section 2.1, the theory not only
calculates the amplitude and the phase of harmonics but also reproduce the description
of the three-step model.
These tunneling-triggered phenomena have been attracting researchers because these
phenomena are very sensitive to molecular orbitals. As an example; Itatani et al. observed
high-order harmonic spectra generated from N2 molecules by varying the direction of the
8
Figure 1.5: Various experimental conditions where inversion symmetry breaks. (a) A condition where
a carrier-envelope-phase-controlled few-cycle pulse are used. (b) A condition where a phase-locked two-
color laser pulse are used. (c) A condition where an ensemble of oriented polar molar molecules are
prepared. (d) Photoion{photoelectron coincidence measurement by which the direction of molecular
axis at the instant of ionization can be estimated.
molecular axis with respect to the laser polarization, and demonstrated that the highest
occupied molecular orbital (HOMO) can be reconstructed from the angular-dependent
spectra [14]. However, HHG process is contributed both by the tunneling, the continuum
propagation, and the recombination. Each process requires sophisticated theories to
accomplish the reconstruction procedure [15]. In particular, tunneling process is very
sensitive to the shape of matters like the scanning tunneling microscope (STM). Akagi et
al. observed tunnel ionization of electrons from HOMO-1 of HCl molecules by observing
tunneling eciency depending on the angle between the molecular axis and the direction
of laser polarization [15].
A strong eld oers an opportunity of controlling the light{matter interactions be-
cause it give rise to strong interactions without resonances. The dynamics in atoms and
molecules in the strong laser eld are observed by using femtosecond laser pulses. A num-
ber of strong-eld phenomena such as high-order harmonic generation, non-sequential
double ionization, and above-threshold ionization have been observed, and explained
quantitatively. Intuitive pictures for these processes have been given in the early stage.
Researchers are now eager to describe those phenomena beyond these intuitive pictures.
1.2 Motivation
As seen in the above introduction, the anisotropy of molecules aects strong-eld pro-
cesses. Extension of applications such as tomographic imaging of molecular orbitals to
polar molecules requires observation of strong-eld processes without inversion symme-
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try. Those observations have been made by employing wave-form-controlled laser elds
(gure 1.5 (a) and (b)) or by using oriented polar molecules (gure 1.5 (c) and (d)).
The wave-form-controlled laser elds are accomplished, for example, by using CEP
stabilization technique [16] (gure 1.5 (a)) or by using phase-locked two-color laser elds
(gure 1.5 (b)) [17]. The orientation of molecules are accomplished by using orientation
techniques (gure 1.5 (c)) [18] or using axial recoil approximation where the direction
of molecular axis at the instant of ionization is determined from dissociation fragments
after the molecule has been ionized (gure 1.5 (d)) [19].
Under the conditions, interesting strong-eld phenomena have been observed. For ex-
ample, even-order harmonics are generated when molecules are irradiated with two-color
driving pulses because of the loss of inversion symmetry of the electric elds [20]. Sec-
ondly, the photoelectron angular distribution becomes inversion asymmetric when atoms
are ionized with CEP-controlled few-cycle pulses [21]. Besides, these observations have
reported new ndings such as single attosecond pulse generation [22], angular-dependent
tunnel ionization rates of polar molecules [23], and shape resonance of CO molecules [24].
The strong-eld interaction without inversion symmetry gives possibilities to reveal
new dynamics; however, few observation have been done due to their experimental com-
plexity. For example, the high-order harmonic spectrum generated with CEP-stabilized
pulses has been measured only for atoms as the non-linear medium, and the photoion{
photoelectron coincidence measurement has been applied only to diatomic molecules
[15, 25]. Therefore, we experimentally study the strong-eld interaction without inversion
symmetry in more complicated situations where aligned molecules are used for the former
case, and triatomic molecules are used for the latter case. In the following sections, we
introduce motivations for the two experiments in detail.
1.2.1 High-order harmonics generated from aligned molecules with carrier-
envelope-phase stabilized pulses
High-order harmonic generation from atoms and molecules has been extensively studied
over the last quarter century. Nowadays, the researchers' attentions are placed mainly on
the attosecond pulse generation and its applications [26], and molecular imaging using a
sample of aligned molecules [14, 27, 28, 29, 30, 31]. Since the HHG takes place within
one optical cycle and is a highly nonlinear process, each step of the HHG process can be
controlled by changing the CEP of the driving pulse. In addition, since both the step
1 and the step 3 are dependent on molecular alignment, one has to prepare a sample of
aligned molecules for the purpose of molecular imaging [14, 27, 28, 29]. The controllabil-
ity of the HHG process by the CEP was demonstrated by observing the changes of the
HHG spectra depending on the relative values of CEP a decade ago [32]. However, the
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studies aimed to elucidate the underlying physics of the HHG are quite limited. With
CEP-stabilized multi-cycle pulses, it is demonstrated that attosecond pulse trains can
be controlled, and that the self-referencing technique, which relies on the observation of
the interference fringes between the broadened spectral components of the adjacent odd-
order harmonics, can be used to estimate the relative phase between them [33]. We apply
the self-referencing technique to reveal that the eective duration of the driving pulse,
during which the specic orders of harmonics are eciently generated, is decreased as the
harmonic order is increased. In addition, the rst application of the technique to aligned
molecules leads to some ndings as discussed in Ref. [34]. Except for our previous work
[34], CEP-stabilized femtosecond pulses have not been used in the HHG experiments
with aligned molecules. Here we demonstrate that by employing CEP-stabilized pulses
with an appropriate pulse width as a probe pulse, an appropriate number of attosecond
pulses is generated to form clear and informative interference fringes in the high-order
harmonic spectra generated from aligned molecules. In fact, by performing a detailed
Fourier analysis, it is successfully revealed that the fringes are dependent on the CEP
and are formed by the interference between attosecond pulses when the harmonic chirp
is signicantly large. We also examine the possibility of observing the harmonic phase
change in the harmonic spectra generated from aligned CO2 and N2 without performing
direct harmonic phase measurements, which usually rely on the observation of photoelec-
trons generated from rare gas atoms with the combination of an attosecond pulse and
a driving pulse like a technique known as frequency-resolved optical gating for complete
reconstruction of attosecond bursts (FROG CRAB) [35].
1.2.2 Coincidence study of tunnel ionization dynamics in OCS molecules
The tunnel ionization of atoms and molecules in strong laser elds is one of the key
processes because this process is closely related to other strong eld phenomena such
as high-order harmonic generation [26], nonsequential double ionization [36], and above-
threshold ionization [36]. The tunnel ionization is the rst step of the high-order harmonic
generation or other phenomena caused by re-collision [26]. Recent studies have revealed
that the tunneled electrons can be applied to imaging of molecular orbitals [14] and prob-
ing nuclear dynamics [30] with attosecond resolution. Through the rescattering process,
the tunnel ionized electron itself can be utilized to measure elastic scattering cross sec-
tions of the target ion with the freed free electron [37, 38, 39]. Therefore, understanding
the mechanism of tunnel ionization is one of the most important subjects in strong-eld
physics.
The molecular ionization dynamics in strong elds has been successfully described
by molecular Ammosov{Delone{Krainov (MO-ADK) theory, which predicts that the
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angular-dependent ionization rate maps the the electron density prole of the ionized
molecular orbitals1 [41, 42, 43]. For example, the MO-ADK theory has reasonably de-
scribed the angular dependence of ionization rates of simple molecules such as N2 and
O2. However, recent experiments found that this prediction is not necessarily true, in
particular, for polar molecules [15, 23, 44].
Recently, the strong-eld interaction with polar molecules have been experimentally
studied via high-order harmonics generated in polar molecules by several groups with
molecular orientation techniques. Frumker et al. observed even-order high-harmonic
spectra generated from oriented CO molecules, which can not be observed with non-
polar molecules nor unoriented (randomly or only aligned) molecules for symmetry rea-
son [45][46]. The oriented CO molecules are prepared by irradiating with a two-color
femtosecond laser eld. Later, Kraus et al. achieved to prepare strongly-oriented CO
molecules for high-order harmonic generation by using a technique proposed theoreti-
cally [24, 47].
In order to solve the discrepancy of MO-ADK theory from the experimental results,
several theoretical approaches have been made to calculate the angular-dependent ion-
ization rate of polar molecules. One of the approaches is to take account of a large Stark
shift, a prominent characteristics of polar molecules, into the eective ionization potential
Iep [23]:
Iep = Ip + (
+   )F cos  (1.8)
+
1
2
F 2
hn
(k   +k )  (?   +?)
o
cos2  + (?   +?)
i
; (1.9)
where F is the electric eld, (+) is the permanent dipole moment of the molecule
(the molecular cation), k (+k ) and ? (
+
?) are the polarizability of the molecule (the
molecular cation) parallel and perpendicular to the molecular axis, and  is the angle
between the electric eld and the molecular axis. As described in Ref. [7], the impor-
tance of the Stark shift has been pointed out even in the case of atoms: the ionization
rate increases approximately 1.5{2 times by including the Stark shift [7, 48]. Dimitro-
vski et al. extended the MO-ADK theory by taking into account the Stark shift of OCS
molecules, and found that ionization of OCS molecules favors an orientation opposite to
that predicted by the MO-ADK theory, which was in good agreement with the exper-
imental results [23, 49]. As an other approach, Tolstikhin et al. developed the WFAT
to treat the tunnel ionization of polar molecules [50]. Other theoretical approaches such
as the MO-SFA theory [51], solving the time-dependent Schrodinger equation within the
single-active-electron and frozen nuclei [52], and the time-dependent density-functional
1The angular dependence of the ionization rate of molecules is particularly important because it contains information
about molecular orbitals [40].
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theory [53] are being developed. By experimentally examining the validity of the theories,
we can acquire a deep insight into the dynamics of tunnel ionization of polar molecules.
Several groups developed experimental techniques to reveal the ionization dynamics in
molecules without inversion symmetry.
A straightforward approach to measure the angular-dependent ionization rate of polar
molecules is to prepare oriented molecular samples. Holmegaard et al. is the rst to
measure the angular dependence of ionization rates by using a molecular orientation
technique [23]. They employed a molecular deector to select rotational states [54], and
the selected molecules were oriented by a technique known as DC + AC orientation,
whereby a dc electric eld and a laser electric eld adiabatically orient molecules [18].
They prepared highly oriented OCS molecules, strongly conned along the polarization
axis and 80 % of the molecules directing their O atoms towards the detector and 20 % of
them directing the opposite direction, and they subsequently observed the angle-resolved
photoelectron of the sample. They used nearly circularly polarized pulses to ionize OCS
molecules, and detected photoelectrons. They have found that OCS molecules are more
likely to be ionized when a laser eld is pointing from the O atoms to the S atoms than
when it is pointing in the opposite direction.
Another approach to study the angular-dependent ionization rate of polar molecules
has been done for 1-iodohexane, CO, and OCS molecules by Ohmura et al. [55, 56, 44]
and for CO and NO molecules by Li et al. [57]. Ohmura et al. observed photofragments
of OCS molecules by using femtosecond two-color laser pulses [17], and found that the
momentum distributions of Coulomb exploded fragments (e.g. CO+ and S+ for OCS
molecules) were sensitive to the relative phase between the two color laser pulses. They
attributed the observed asymmetry in the momentum distributions to the angular de-
pendent ionization rate of OCS, and, contrary to Holmegaard's results, concluded that
OCS molecules are more likely to be ionized when the electric eld points from the S end
to the O end than vice versa. They pointed out that the dierence might come from the
exited states of OCS cations.
In addition to the above two approaches (molecular orientation and two-color laser
eld), a photoelectron-photoion coincidence measurement enables us to study the angular-
dependent ionization rate of polar molecules, and oers another opportunities of observing
of the eects of excited states during tunnel ionization.
The importance of excited states is well recognized, in particular, in high-order har-
monic generation. The tunnel ionization into excited states of cations can be treated as
the tunnel ionization of lower-lying orbitals such as HOMO-1 in the Hartree-Fock picture
[58]. McFarland et al. observed high-order harmonics generated from HOMO-1 of N2
molecules [59]. Smirnova et al. observed destructive interference of high-order harmonics
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generated from HOMO and lower-lying orbitals of CO2 [58]. Tunnel ionization is the rst
step of the generation process of high-order harmonics; however, the 2nd (acceleration)
and the 3rd (recombination) processes make the analysis complicated. Therefore, the
study of tunnel ionization dynamics is especially important to investigate the eects of
lower-lying orbitals.
For investigating the eects of excited states, a photoelectron-photoion coincidence
measurement is preferable to study the eects of lower-lying molecular orbitals because
the technique can selectively measure photoelectrons correlated with fragment ions, which
is preferably produced from the excited states of cations. Utilizing the existing knowledge
what kind of excited states of a cation are likely to be fragmented (potential surfaces of
molecular orbitals), one can know how and from what orbital an electron is tunnel ionized
by tagging each electron to the fragmented ions.
Akagi et al. demonstrated that a photoelectron-photoion coincidence measurement en-
ables us to study tunnel ionization of lower-lying molecular orbitals [15]. They measured
the angular dependence of the ionization rate of HCl molecules by observing molecular
frame photoelectron distributions (MF-PADs) correlated with HCl fragments H+ and Cl+
with a cold target recoil ion momentum spectrometer (COLTRIMS) [60]. They found
that electrons in HOMO-1 are mainly ionized from the H atom despite the fact that the
density of the HOMO-1 electrons are higher around the Cl atom than around the H atom.
The results are apparently not consistent with the prediction of the MO-ADK theory.
They calculated the angular-dependent ionization rate by a density functional theory [53]
and successfully reproduced the experimental results by the HOMO-1 orbitals including
0.1 % contribution from the HOMO of HCl [15].
Wu et al. made coincidence measurement to observe the MF-PAD from CO molecules
[25]. They observed signicant contribution up to 30 % of HOMO-1 to the dissociative
single ionization process. In addition, they identied double ionization of multiorbitals by
observing the ion sum-momentum distribution of the exploded double ionization channel
of C+ and O+. In both cases, They found the linear Stark eect plays a minor role in
the ionization dynamics. Their measurement on the angular-dependent ionization rate is
determined by the shape of the molecular orbitals.
As shown above, coincidence measurements on the tunnel ionization of polar molecules
oer sophisticated opportunity to understand the dynamics related to excited states of
cations. However, the measurements have been limited to diatomic molecules and studies
on polyatomic molecules are demanded where a wealth of excited states are open to
produce various fragment ions. In chapter 4, we take a triatomic molecule OCS as a
sample, and make a coincidence measurement. It gives a deep insight into the dynamics
of tunnel ionization because the produced cations can dissociate into many channels:
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Table 1.1: Permanent dipoles  and polarizabilities , and ionization potentials Ip for several molecules.
The data are taken from Ref. [62] unless specied.
Molecule  (Debye)  (A3) Ip (eV)
OCS 0.71 7.52 [23] 11.19
CO 0.11 1.953 14.01
HCl 1.08 2.515 12.74
NO 0.15 1.698 9.26
OCS+ ! CO+ + S, CO + S+, O+ + CS, or O + CS+. In addition, OCS molecules have
larger polarizability than CO and HCl molecules have. Therefore, the eects of the Stark
shift on the tunnel ionization dynamics could be signicant (see table 1.1) [61]. Observing
the angular-dependent ionization rates correlated with these dissociation events, we study
the correlation dynamics how these dissociation paths aect the asymmetry in the MF-
PAD.
1.3 Contents of this thesis
This thesis is organized as follows: In chapter 2, we introduce theoretical backgrounds of
strong-eld interaction described quantum mechanically. In chapter 3, we show the ex-
periment results on the subject of high-order harmonics generated from aligned molecules
with carrier-envelope-phase stabilized pulses. In Chapter 4, we show the experiment re-
sults on the subject of coincidence study of tunnel ionization dynamics in OCS molecules.
These two chapters independently have four sections which presents the details of our
experimental setups and techniques (section 3.1 and section 4.1), show the results of these
experiments (section 3.2 and section 4.2), discuss the origins of the results (section 3.3
and section 4.3), and summarize the results (section 3.4 and section 4.4), respectively. In
chapter 5, we conclude this thesis.
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Chapter 2
Theoretical background
In this chapter we introduce theoretical backgrounds of strong eld interaction described
quantum mechanically. Keldysh have released his theory on the strong-eld interaction
[63], and the theory have been an important basis of modern theory of nonliniear ion-
ization [64]. Among a number of approaches the strong-eld approximation (SFA) is
widely used by experimentalists and theorists because the strong-eld approximation of-
fers not only intuitive descriptions of the strong-eld phenomena but also quantitative
results with low computational costs. The SFA model, known as the Lewenstein model,
is a successful case, which reproduced the description of the three-step model [65]. For
another case, the SFA is applied to calculate ionization rates. In the following section,
we introduce several theoretical treatments of tunnal ionization and high-order harmonic
generation.
2.1 Strong eld ionization
2.1.1 Atomic tunneling theory
In 1986, Ammosov, Delone and Krainov published their work on the formulation of the
tunneling rate for general atoms when the Keldysh parameter satises Keldysh  1,
known as \ADK theory" [66]. In the case of a linearly polarized eld the ionization rate
of an s-state atom is given by [64]
 linearADK =
r
2n3F
Z3
FD2
8Z
exp

  2Z
2
3n3F

(2.1)
where D is given by
D =

4eZ3
Fn4
n
; (2.2)
16
and Z is the charge of the ion left behind, and n is the eective principal quantum
number given by
n =
Zp
2Ip
(2.3)
where Ip is the ionization potential. In the case of a circularly polarized eld the ionization
rate of an s-state atom is given by [64]
 circularADK =
FD2
8Z
exp

  2Z
3
3n3F

: (2.4)
It is worth noting that averaging over the magnetic quantum numbers of a considered
atom the result for the ionization rate coincides with eq.(2.1), or eq.(2.4). These expres-
sions are applicable when the laser eld strength is smaller than the atomic electric eld
strength [64]:
FBSI =
Ip
4Z
; (2.5)
where Z is the charge of the atomic core.
The expression for the rate of tunnel ionization as a function of electron momentum
p is given by [64]
w(pk; p?) = w(0) exp
"
 p
2
k!
2(2Ip)
3=2
3F 3
  p
2
?(2Ip)
1=2
F
#
; (2.6)
where pk and p? are the components of electron momentum along and normal to the axis
of polarization of laser eld, respectively. In the case of circularly polarized eld, The
expression for the rate of tunnel ionization as a function of electron momentum p is given
by [67, 7]
w(pk) = w(0) exp
nh
 2 2Ip + (pk   F=!)23=2 + 2(2Ip)3=2i (3F ) 1o : (2.7)
The maximum value of the ionization rate takes place at non-zero energy:
Ek  F
2
2!2
; E? = 0; (2.8)
where Ek(?) = p2k(?)=2.
These theoretical predictions were experimentally examined by using a CO2-laser of
wavelength 10 m to ionize He atoms or Xe atoms, in which the values of the Keldysh
parameter is Keldysh  0:01 [67, 68, 69]. Their results of the ionization yields as a function
of the laser intensity are in good agreement with the predictions of the ADK theory [68].
Corkum et al. observed the electron energy spectrum for the ionization of Xe atoms by
a linearly polarized laser pulses [67], and Mohideen et al. observed the electron energy
spectrum for the ionization of He atoms by a circularly polarized pulses [69]. The both
results are in good agreement with the predictions of the ADK theory.
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2.1.2 Molecular tunneling theory
The calculations of the tunneling rates of molecules in electric elds are more dicult
tasks than those of atoms in electric elds because molecules in electric elds, in general,
do not have any symmetries.
There are several approaches to calculating the ionization rates of molecules in arbi-
trary oriented electric elds. A straight-forward method is a rst-principle calculation, for
example, using density-functional theory (DFT) [53] [70] [71]. They calculated the eigen
energies of Gamow state by complex number where the ionization rates were obtained
from the imaginary parts. It gives highly accurate values of ionization rates; however,
its computational cost and calculation techniques prevent, in particular, experimentalists
from applying the method to compare their results and calculations. Therefore, an ac-
curate approximated model or an analytical model for the molecular ionization is highly
demanded. One of those is an extension of the ADK theory, known as the molecular-
orbital ADK theory (MO-ADK theory) [41]. The theory gives analytical values of the
ionization rates, and an intuitive description of ionization that the angular-dependent
ionization rate maps the electron density prole of the ionized molecular orbitals. More
recently, a collaborated group of Russia, Japan, and Denmark has developed a new ap-
proach, called the weak-eld asymptotic theory (WFAT), to calculating the tunneling
rates utilizing Siegert states [50]. Those studies have shown that the tunnel ionization
rates of molecules depend crucially on their highest occupied molecular orbitals (HOMOs)
[41, 53, 50]. In the following sections, we introduce the two dierent theories, MO-ADK
theory and WFAT.
MO-ADK theory
The MO-ADK theory is an extension of the ADK theory to molecules [41]. Therefore, it
is based on the same assumptions as the ADK theory, and it does not include the many-
electron eects [41]. Nevertheless, it provides a new insight into the ionization dynamics
of molecules.
The asymptotic wave function of a HOMO of a molecule at large distances in the
molecular frame is given by [41]
	m(r) = ClFl(r)Ylm(r); (2.9)
	m(r)  rZ= 1 exp ( r) lClYlm(r) (2.10)
where m the magnetic quantum number, and l the angular quantum number. The coef-
cient Cl is calculated by tting equation (2.10) to calculated wave function of HOMO.
Several values for Cl are given in Ref. [72].
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The ionization rate is given by [41]
 MO-ADK(F ) =
1
2Z= 1
exp

 2
2
3F

m0
B2(m0)
2jm0jjm0j!

23
F
(2Z=) jm0j 1
(2.11)
where B(m0) represent orientation dependence of the ionization, and given by
B(m0) = lClmDlm0m(F )Q(l;m): (2.12)
Q(l;m) is given by
Q(l;m) = ( 1)(jmj m)=2
s
2l + 1
2
(l + jmj)!
(l   jmj)! : (2.13)
WFAT
Tolstikhin et al. made another approach to calculate ionization rates of molecules [50].
This is dierent from theories on the basis of the quasi-static approximation such as
MO-ADK theory [41]. The \weak" means that the ionization occurs by tunneling of an
electron through a potential barrier. On the other hand, when the electric eld is su-
ciently strong, the electron can escape from the potential through a classically accessible
window, which is termed as over-barrier regime. The two regime can be separated by
the atomic electric eld strength (eq. (2.5)). They constructed Siegert states, which
are the regular solutions to the stationary Schodinger equation under the outgoing-wave
boundary conditions. Using parabolic coordinates:
 = r + z; 0   <1 (2.14)
 = r   z 0   <1 (2.15)
 = arctan
y
x
; 0   < 2; (2.16)
the stationary Shrodinger equation for the electron in the static electric eld is given by
[50] 
@
@

@
@
+ () +
E
2
+
E2
4

 (r) = 0; (2.17)
where
B() =
@
@

@
@
+
 + 
4
@2
@2
  rV (r) + E
2
  F
2
4
: (2.18)
They found the solution in the form
 (r) =  1=2f()(; ; ); (2.19)
with the engenvalue E:
E = "  i
2
 ; (2.20)
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where   represents the ionization rate.
Later, Madsen et al. describe the ionization derived from WFAT as [73]
 WFAT() = nm nm() +O( 
2) (2.21)
 nm() = jGnm()j2Wnm(F )[1 +O(F )] (2.22)
Wnm(F ) =

2

22
F
2Z= 2n jmj 1
exp

 2
3
3F

(2.23)
Gnm() = i
pl=jM mjC(l)nmljM mj() (2.24)
lm() =
s
(2l + 1)(l  m)!
2(l +m)!
Pml (cos ); (2.25)
where n and m are parabolic quantum numbers,  nm is the structure factor, Wnm(F )
is the eld factor,  =
p
2jEj, and Z is the charge of the ion left behind. For even states
with respect to the plane including the molecular axis and the electric eld, the dominant
contribution is given by
 evenWFAT()  jG00()j2W00(F ): (2.26)
For odd states the dominant contribution is given by
 oddWFAT()  jG01()j2W01(F ): (2.27)
In these cases, the structure factors are simplied as
G00() = l=1C
(l)
00l1() (2.28)
G01() = l=0C
(l)
01l0(): (2.29)
The coecients C
(l)
00 and C
(l)
01 for OCS molecules are given in table 2.1 [73]. This formu-
lation allows experimentalists to compare their experimental results with the predictions
of WFAT. Figure 2.1 shows the two structure factors G00 and G01 for the two degenerate
HOMOs in OCS of g symmetry, respectively. These factors have dierent dependence
on the angle between the molecular axis and the electric eld due to their symmetry of
the orbitals. Note that the ionization rate is dominantly contributed from the even state,
the lower left panel of gure 2.1, because the eld factors in equation 2.26 and 2.27 are
W00(F )W01.
This theory is applicable when the following conditions are satised [73]:
F  Fc =
I2p
2j2Z  p2Ip(m+ 1)j ; 1 4!IpF 2 = Ip!Up = 2!2Keldysh: (2.30)
The rst condition guarantees that the laser eld amplitude is much smaller than the
critical eld for a given state (0, m). The second condition validates the adiabatic ap-
proximation [74], where an oscillating laser eld F (t) is treated as a static electric eld.
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Figure 2.1: Top: The magnitude of the structure factors for the two degenerate HOMOs in OCS of g
symmetry as a function of the angle  between the internuclear axis and the electric eld. Bottom: The
congurations of the inter-nuclear axis and electric eld for G00 (left) and G01 (right). The O atom is
on the negative axis in the molecular xed frame.
Under an experimental condition with OCS molecules (Ip = 11:174 eV): the wavelength
of 800 nm, the laser intensity is 1  1014 W/cm2, the angular frequency ! is 0.057 a.u.,
the electric eld strength F is 0.0534 a.u., and the Keldysh parameter Keldysh is 0.967.
In this case, the both conditions are satised because F=Fc = 0:69 and 2!
2
Keldysh = 0:11.
2.2 High-order harmonic generation
The semiclassical model provides an intuitive mechanism of high-order harmonic gen-
eration; however, it does not give the amplitude and phase of the radiation. In 1993,
Lewenstein et al. quantum mechanically described the high-order harmonic generation
using the single active electron approximation and the strong eld approximation. The
Schrodinger equation for atoms containing many electrons (even for He) is very dicult
to solve analytically; therefore, they assume that only one electron in the atom responds
to the external eld. The Schrodinger equation for the atom in the laser eld E(t) is
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Table 2.1: Structure coecients for the HOMO of OCS of  symmetry [73]. a[b] = a 10b.
l C
(l)
00 [OCS] C
(l)
01 [OCS]
0 -0.762
1 -1.093 3.038
2 1.470 1.471
3 0.690 0.757
4 0.352 0.268
5 0.123 0.759[-1]
6 0.340[-1] 0.164[-1]
7 0.749[-2] 0.147[-2]
8 0.105[-2]
9 -0.317[-3]
given by
i
@
@t
j	(t)i =

 1
2
r2 + V (r) E  x

j	(t)i; (2.31)
where x is the position of the electron. The resultant oscillation of the electric dipole
moment generates high-order harmonics.
Lewenstein et al introduced the following approximation: (i) As the bound state, only
the ground state j0i is considered and the contributions from all other bound states are
neglected. (ii) The depletion of the ground state by ionization is neglected. (iii) In the
continuum state, the electron does not inuenced by the Coulomb potential of the parent
ion, and treated as a plane wave. Under these approximation the dierential equation
can be integrated as [65, 75]
j	(t)i = eiIptj0i+
Z
d3p0eiIptb(p; t)jp0i; (2.32)
b(p; t) = i
Z t
t0
dt0E(t0)d

p 
Z t
t0
E(s)ds

exp
264 iZ t
t0
0B@

p  R t
t00 E(s)ds
2
2
+ Ip
1CA
375 ;
(2.33)
where jpi is the continuum state wave function with momentum p, Ip is the ionization
potential of the atom or molecule and
d(p)  hpjxj0i = (2) 3=2
Z 1
1
d3xe ipxxhxj0i (2.34)
is the bound{free transition dipole. Neglecting continuum{continuum transition, the
dipole moment x(t)  h	(t)jxj	(t)i is given by [65, 75]
x(t) = i
Z
d3p
Z t
t0
dt0jE(t0)d (p A(t0)) exp [ iS(p; t; t0)] d (p A(t)) + c:c:; (2.35)
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where A(t) is the vector potential:
A(t) =  
Z t
0
dt0E(t); (2.36)
and S(p; t; t0) are given by
S(p; t; t0) =
Z t
t0
"
(p A(t00))2
2
+ Ip
#
dt00: (2.37)
According to the classical electrodynamics theory, the electric eld emitted from the
dipole is given by [76]
E(t; r; ) =
d0!
2
40c2
sin 
r
ei!(t 
r
c ); (2.38)
where  is the electric permittivity of vacuum, c is the speed of light in vacuum,  is
angle between the axis of the dipole and the r vector, and d0 is the amplitude of dipole
moment. Therefore, the electric eld of high-order harmonics EHH, z(t) radiated from the
oscillation the calculated dipole x can be expressed as [75]
EHH, z(t) / xz(t D=c); (2.39)
where D is the distance from the electron to the detector and c is the speed of light.
Fourier transform of the electric eld EHH, z(t) is given by
~EHH, z(!) 
Z 1
 1
dtei!tEHH, z(t) /
Z 1
 1
dtxz(t D=c) /
Z 1
 1
dtxz(t): (2.40)
Assuming the envelope of laser pulses varies slowly enough and the degree of ionization
is negligible, we obtain a useful expression [75] :
~EHH, z(!) / !2~xz(!); (2.41)
where ~xz(!) is the Fourier transform of xz(t).
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Chapter 3
High-order harmonics generated
from aligned molecules with
carrier-envelope-phase stabilized
pulses
3.1 Experiment
Figure 3.1 shows the experimental setup. An output from a CEP-stabilized Ti:sapphire
based chirped pulse amplication system (FEMTOLASERS, FEMTOPOWER PRO V
CEP) has the center wavelength of 800 nm and is split into two pulses [77],[78]. One is
used as a 100-fs pump pulse to induce nonadiabatic molecular alignment and the other is
used as a probe pulse to generate high-order harmonics. A portion of the pump pulse is
used to measure the relative value of the CEP of the pulse with an f -to-2f interferometer,
which is fed back to the amplication system to stabilize it. The probe pulse is compressed
down to 10 fs with the center wavelength of 770 nm, measured by the SPIDER technique.
BS
BS
λ～800 nm
FWHM～25 fs
Energy～3 mJ/pulse
Vacuum chamber
Hollow-core fiber
Probe pulse
FWHM～10 fs
Energy～500 μJ/pulse
Harmonics
Feedback
Pump pulse
FWHM～100 fs
Energy～800 μJ/pulse
Concave mirror
λ/2
Iris Iris
BS
Chirped
mirrors
Pulsed
valve
Delay
Al filter
Slit
Flat-field 
spectrometer
CCD camera
CEP-stabilized
Ti:sapphire
SPIDER
(Pulse measurement)
f-to-2f interferometer
(CEP measurement)
CEP control
Harmonic spectrum
Figure 3.1: Experimantal setup. See texts for detail.
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The pump and probe pulses collinearly enter the vacuum chamber and are focused by a
300-mm-focal-length spherical concave mirror into a supersonic molecular beam supplied
by a pulsed valve. The generated harmonics are spectrally resolved by a at-eld vacuum
spectrometer and detected by an x-ray CCD camera. When aligned CO2 and N2 molecules
are used as a sample, the delay times between the pump and the probe pulses are set at
20.9 and 4.1 ps, respectively, corresponding to the half revivals of nonadiabatic alignment
of the sample molecules.
3.1.1 Laser
Our CPA laser systems employing Ti:sapphire for the oscillator and amplifying medium
are supplied by FEMTOLASERS. The oscillator is a Kerr-lens mode (KLM) locked
Ti:sapphire laser, and can generate a ultrashort pulse with its CEP stabilized by control-
ling the oset frequency fo of the pulse. Fluctuations of the CEP during the amplication
stage is compensated by a feed-back loop system. This section describes important mech-
anisms such as KLM, CPA, external compression, and CEP stabilization).
Kerr-lens mode locking
We use Titanium doped Sapphire crystal (Ti3+:Al2O3). It has advantages that it has
broad gain bandwidth (400-600 nm) and it allows one to exploit Kerr-lens mode locking
to produce a few cycle pulse. The optical Kerr-eect of the Ti:Sapphire crystal oers an
intensity dependent diraction index:
n(!; I(r; t)) = n1(!) + n2(!)I(r; t): (3.1)
The response time of the intensity dependence of the diraction is very fast (a few fem-
toseconds) because this eect is generally due to a hyper-polarizability of a solid medium.
Given a Gaussian transverse intensity prole (TEM00), the can be interpreted as a in-
troduction as a spherical lens in the medium by the optical Kerr eect (gure 3.2). The
resonator in the oscillator is optimized in such a way that the Kerr eect results in a bet-
ter overlap with the pump beam (soft aperture). The KLM can be started by inducing a
small but rapid change in the resonator length [79].
CPA system
Harmonic generation requires several mJ ultra short pulses; therefore a pulse from the
Ti:sapphire oscillator need a further amplication. We use a chirped pulse amplication
system to obtain several mJ with 25 fs duration pulses. The short pulse from the oscillator
is stretched with blocks of fused silica. The stretched pulse gain energy by passing other
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Figure 3.2: Schematic diagram of the Kerr lens eect. When a TEM00 pulse propagate in a Ti:sapphire
crystal, the crystal works as a spherical lens.
Figure 3.3: Left: the shape of the laser pulse measured by a SPIDER. The full width at half maximum
(FWHM) is measured to be 9.98 fs. Right: the power spectrum (black solid line) and the group delay
(pink dashed line) of the pulse.
Ti:sapphire crystals pumped with Nd:YAG laser 12 times. Before leaving the CPA system,
the pulse is compressed by a pair of gratings down to 25 fs.
External compression
In order to temporally shorten the duration of the laser pulse, the probe pulse is in-
troduced into a 0.25-mm-diam hollow-core ber lled with 2 bars Ne and gets linearly
chirped and spectrally broadened by the self-phase modulation (SPM) during the prop-
agation of 1 meter in the ber [80, 81]. The mechanism of SPM is that the refractive
index is dependent of the laser intensity. For 25 fs pulses the intensity modulation is so
large that it causes spectrum broadening. The spectrally-broadened pulse is compressed
down to 10 fs using two sets of chirped mirrors with 8-bounces in each set, one of which
is placed just after the hollow-core ber and the other near the vacuum chamber [82].
Figure 3.3 shows the pulse shape and its spectrum and group delay measured by the
SPIDER technique [83, 84].
CEP stabilization
The spectrum of the pulse generated from the oscillator is not a continuum, it has many
longitudinal modes spaced by the repetition rate, frep  100 MHz. A number of these
26
longitudinal modes in a resonator are phase locked such that they constructively interfere
to forms a Fourier transform limited pulse as a result of the mode locking. These modes
can be expressed as
fn = nfrep + fo (3.2)
frep =
c
2L
(3.3)
where frep is a repetition frequency, f0 is an oset frequency satisfying 0 < fo < frep, and
L is the cavity length. The electric eld is given by the Fourier transform of them:
F (t) = nFn cos [2(n  frep + fo)t+ CEP] ; (3.4)
If the oset frequency is frep=N , we obtain the relation
F (t+
N
frep
) = F (t); (3.5)
meaning that the exact same pulse is reproduced every N pulses. Therefore, locking of
the oset frequency fo is a key to stabilizing the CEP. In our system, the N is set at 4.
The oset frequency can be measured by observing the interference between the broad-
ened spectrum F SPM(!) by self-phase modulation (SPM) and the spectrum FDIF(!) by
dierent-frequency generation (DFG), because the dierent-frequency generation renders
the longitudinal modes fDIFn free from the oset frequency fo [85, 86],
fDIFn = n  frep: (3.6)
These pulses are generated by focusing a pulse from the Ti:sapphire oscillator into a
periodically poled magnesium-oxide-doped lithium niobate (PP-MgO:LN) in which DFG
and SPM occur at the same time [77]. An avalanche photodiode observes the beat due
to the interference of the electric elds:
F (t) = F SPM(t) + FDIF(t) (3.7)
= nF
SPM
n cos

2fnt+ 
SPM
n

+ FDIFn

2fDIFn t+ 
DIF
n

: (3.8)
(3.9)
The cross terms of F 2(t) are written as
nF
SPM
n F
DIF
n cos

2fot+ 
DIF
n   SPMn

; (3.10)
where we omit terms which oscillate faster than frep. The equation (3.10) says that the
beat frequency which oscillates slower than frep corresponds to the oset frequency
1. On
1The phase deviations caused by DIFn   SPMn in equation (3.10) do not aect this conclusion because a cos(fot) +
b cos(fot+ ) = c cos(fot+ ):
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Figure 3.4: Schematic diagram of the measurement technique of the oset frequency. The upper gure
shows broadened spectrum of the fundamental spectrum and dierent-frequency spectrum of the funda-
mental spectrum. The two spectra partially overlap in the region indicated by the dashed circle. The
lower gure shows the Fourier amplitude of the beat signal of the interference region.
the other hand, the control of the oset frequency fo can be accomplished by varying the
pump laser intensity and the path length in a fused-silica glass wedge [87].
After the amplication stage, we observe the value of the relative value of the CEP
with a f-to-2f interferometer. The spectrum of the pulse from the amplier is treated as a
continuous one because the repetition frequency is very small frep = 1 kHz. The pulse is
focused into a sapphire plate to induce self-phase modulation. As a result, the spectrum
is broadened spanning a octave. The second harmonic of the lower frequency component
of the pulse are generated by focusing the pulse into a BBO crystal. In the frequency
domain, the electric elds of the two pulses are produced:
F SPM(!) =
p
ISPM(!)ei
SPM(!)+iCEP (3.11)
F SH(!) =
p
ISH(!)ei
SH(!)+iCEP+! ; (3.12)
where ISPM and ISH are the intensities of the fundamental pulse and the second harmonic
of the low frequency component of the fundamental pulse,  is the delay between the two
pulses. The interference can be written as
S(!) / jESPM(!) + ESH(!)j2 (3.13)
= ISPM + ISH + 2
p
ISPMISH cos

! + SH(!)  SPM(!) + CEP

: (3.14)
The relative value of the CEP CEP can be extracted from the interference pattern by
Fourier transform spectral interferometry. The CEP drift caused in the amplication
28
Figure 3.5: 1-hour measurement of the CEP with a feed-back loop.
Figure 3.6: A schematic diagram of the electric eld of few-cycle pulses with dierent values of the CEP.
stage is compensated by varying the path length in a fused-silica glass wedge incorporated
into the laser pulse [87].
Figure 3.5 shows the result of a 1-hour measurement of the relative CEP with the
feed-back loop. The CEP drift is measured to be within 0.2 rad with a few events where
the CEP suddenly changes due to experimental errors.
When the spectrum intensity is Gaussian shaped, and replacing nEn and n  frep+ fo
with
R
d!E(!) and !, respectively, we obtain
E(t) =
Z
d!E0e
!2
2!20 ei(!t+CEP) + c.c.; (3.15)
= !0
p
2e
!20
2
t2e iCEP + c.c.: (3.16)
The equation explains how the phase CEP changes the shape of the electric eld within
the intensity envelope. Figure 3.6 shows the electric eld of few-cycle pulses with dierent
values of the CEP.
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Figure 3.7: Schematic diagram of the vacuum system of the HHG experiment. Vacuum symbols are
found in gure 1.
3.1.2 Vacuum system
Since harmonics have their spectral range in the XUV region, air absorbs harmonics.
Therefore, harmonics should be generated and detected in a vacuum chamber. Figure
3.7 shows the vacuum system in our experiment. The HHG chamber is evacuated and
maintains a vacuum pressure of 10 2 Pa during the injection of the gas jet by a turbo
molecular pump (Edwards, STP-A1603C, 1600 L/s) backed by a dry scroll pump (AN-
EST IWATA, ISP-500C, 500 L/min). The spectrometer chamber is evacuated to achieve
a pressure of 10 6 Pa by a turbo molecular pump (Varian, Turbo-V 301 Navigator, 250
L/s) backed by a dry scroll pump (Varian, SH-110, 90 L/min).
3.1.3 Optics
Because the pulses we use have broad band spectrum (  200 nm), special cares to
the group delay caused by optical components have to be taken. In particular, the lens
stretches the pulse by giving dierent group delays to the pulse propagating through
the lens center relative to the pulse propagating along the peripheral region (chromatic
aberration). To avoid the chromatic aberration, we use a concave mirror to focus the
pulses. Since the concave mirror is not parabolic one but spherical one with a curvature R,
it may cause a time delay T of the pulse depending on the position r o-axis (spherical
aberration). The spherical aberration can be evaluated using geometrical optics, which
is given by [3]
T =
3
4
R
c
 r
R

; (3.17)
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where c is the speed of light in vacuum. Under our experimental condition, r < 5 mm,
R = 600 mm, the delay is T < 0:01 fs, which is much smaller than the optical period
of the laser op  2:7 fs. Therefore, the eects of aberration can be neglected in our
experiment.
When generating high-order harmonics, the phase-matching condition for high-order
harmonics is very important because the characteristics of high-order harmonics are sen-
sitive to the phase-matching condition [88, 89]. We extract the high-order harmonics
generated from the short trajectories using the following procedure. First, the laser focus
is set at a few millimeter before the gas jet, which makes the major contributions from
the short trajectories [88, 89]. Second, the generated harmonics pass through a 1 mm
slit, exploiting the fact that the harmonics that are generated from the long trajectories
have a larger divergence than those from the short trajectories.
The timing between the pump pulse and the probe pulse is controlled with a delay stage
set in the path of the pump pulse. The driver of the pump pulse is controlled with a TTL
signal from an ANDOR PC. The overlap between the two pulses is achieved approximately
by observing the interference fringes projected on a paper. To achieve better overlap, we
carefully rotate a mirror such that the intensity of the harmonics increases due to the
interference of the two pulses. Furthermore, we optimize the divergence of the pump pulse
by adjusting a telescope placed in the path of the pump pulse such that the intensity of the
harmonics increases due to the interference between the pump pulse and the probe pulse.
After these procedures, we obtain good molecular alignment eects of the harmonics, as
shown in the results section.
3.1.4 Chamber apparatus
Gas jet
A gas jet of samples is expanded into the HHG chamber through a pulsed valve (Parker-
Hannin, 009-1670-900) with an orice diameter d = 0:1 mm and a backing pressure
P0 = 3 atm for generating high-harmonics. The pulsed valve is driven by a controller
with a repetition rate of 100 Hz (Parker-Hannin, IOTA-ONE). The temperature of the
molecules is estimated to be  60 K for N2 molecules and 70  80 K for CO2 molecules
[75].
Detector
The high-order harmonics are observed by a at-eld grating spectrometer (Vacuum
& Optical instruments, XUV-640). An aberration-corrected concave grating with 1200
grooves per mm (Hitachi001-0640) is used in the spectrometer to spectrally resolve the
HHs. The spectrally resolved HHs are detected by a charge-coupled device (CCD) camera
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(Andor Technology, DO420-BN) and the acquired spectra are transferred to a personal
computer through a controller card (Andor Technology, CCI-010). The CCD camera
format is 1024 255, 25 252. An aluminum lter (Luxel Corporation, with thickness
of 1500 A) is placed in front of the spectrometer to suppress the fundamental and the
lower-order harmonics.
3.1.5 Field-free molecular alignment
Compared to atoms, one of the most important properties of molecules is that they are
anisotropic. The angular dependence aects HHG in many ways. Therefore, a molec-
ular alignment technique is crucial to study the high-order harmonics generated from
molecules. In this experiment, we exploit the laser-induced nonadiabatic alignment tech-
nique, which was rst demonstrated by Rosca-Pruna and Vrakking [90]. In the following,
we describe the technique [91] [92].
Using the rigid-rotor approximation where the relative positions of the atoms are
frozen, the time-dependent Schrodinger equation of the nuclear wave packet is given by
[91]
i
@
@t
j (t)i =  BJ2 + V (t) j (t)i; (3.18)
where B = 1=2I is the rotational constants, and V (t) is the interaction potential induced
by the electric eld. When the molecule has a permanent dipole moment  along the
molecular axis and polarizability components k and ? parallel and perpendicular to
the molecular axis, the interaction potential is given by
V (t) =  E0(t) cos(!t) cos    1
2
E20(t) cos
2(!t)
 
k cos2  + ? sin2 

: (3.19)
When the envelope of the electric eld E0(t) changes much slower than the optical period
of the laser eld, the rapid oscillations are averaged over one cycle:
V (t) =  1
4
E20(t)
 
k cos2  + ? sin2 

=  1
4
E20(t)
 
 cos2  + ?

; (3.20)
where  = k   ?. By substituting equation. () with , eq. () becomes
i
@
@t
j (t)i =  BJ2   U?(t)  U(t) cos2  j (t)i; (3.21)
where U? = E20(t)?=4 and U(t) = E
2
0(t). This equation gives the dynamics of the
nuclear wave packet within the rigid-rotor approximation.
Figure 3.9 and gure 3.8 show the results of integration of the equation (3.21) for CO2
and N2, respectively, by using the Runge-Kutta method. The details of the calculation
method (basis set, symmetries, etc.) are found elsewhere [92, 91]. The results show
calculated degree of alignment hcos2 i of a CO2 (N2) molecule as a function of the time
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Figure 3.8: Left: Calculated degree of alignment hcos2 i of a CO2 molecule as a function of the time
delay t. The laser intensity is I = 4 1013 W/cm2, and the following molecular parameters are used:
B = 0:39 cm 2, k = 4:05 A3, and ? = 1:95 A3 [93]. Right: Populations of the rotational state with
J , before and after irradiating the molecule with the pulse.
Figure 3.9: Left: Calculated degree of alignment hcos2 i of a N2 molecule as a function of the time
delay t. The laser intensity is I = 4 1013 W/cm2, and the following molecular parameters are used:
B = 1:99 cm 2, k = 1:65 A3, and ? = 1:00 A3 [94]. Right: Populations of the rotational state with
J , before and after irradiating the molecule with the pulse.
delay t from the instant of the irradiation. The laser intensity is I = 4 1013 W/cm2,
which are equivalent to the estimated intensity of the pump pulse, and the following
molecular parameters are used: B = 0:39 cm 2 (1:99 cm 2), k = 4:05 A3 (1.65 A3), and
? = 1:95 A3 (1.00 A3) [93, 94]. Clear revivals of alignment can be seen at the time delays
t = Trot=4; Trot=2; 3Trot=4; Trot. At around the revival delay t = Trot=2, the degree
of alignment is high at the delay indicated with a, and low at the delay indicated with b,
which are called alignment and anti-alignment, respectively. In our experiment, aligned
molecules are prepared in this way, and the time delay t is set at around the half revival
delay Trot=2. We estimate the degree of alignment is estimated to be hcos2 i  0:65(0:6)
for CO2 (N2) molecules.
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Figure 3.10: Harmonic spectra generated in N2 (left) and CO2 (right) as a function of the delay between
the pump pulse and the probe pulse.
3.2 Results
3.2.1 Molecular alignment
Figure 3.10 shows the harmonic spectra generated from N2 as a function of the delay
between the pump pulse and the probe pulse. As explained in section 3.1.5, a femtosecond
pulse excites many rotational states, and the alignment condition is then restored at a
half rotational period Trot after the irradiation of the molecules with the pump pulse [91].
Figure 3.10 shows that the intensity of the harmonics increases at the half revival time
corresponding to half the rotational period Trot = 8:4 ps and decreases at slightly longer
delay. These intensity modulations are caused by the molecular alignment eects [95, 96]:
the intensity of high-order harmonics is enhanced when the molecules are aligned along
the polarization direction of the probe pulses, while it is suppressed when molecules are
antialigned on the plane perpendicular to the polarization direction. Therefore, we can
distinguish aligned molecules or anti-aligned molecules at these delays.
For CO2, the patterns of molecular alignment are almost the same as those for N2 at
around Trot, but the patterns of the intensity modulation of the high-order harmonics
are dierent because the alignment eects on the intensity of the harmonics are dierent
from those for N2. At the delay corresponding to half the rotational period Trot = 42:7
ps of CO2, the intensity of harmonics decreases because the harmonic generation process
is suppressed due to the destructive interference [27], as shown in g. 3.10.
In the following, We observe high-order harmonics generated with a CEP-stabilized
driving pulse from the following four samples: N2 aligned parallel to the laser polarization
(parallel N2), N2 aligned perpendicular to the laser polarization (perpendicular N2), CO2
aligned parallel to the laser polarization (parallel CO2), and randomly oriented CO2
(random CO2). When the perpendicular conguration is employed (perpendicular N2),
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Figure 3.11: High-order harmonic spectra near the cuto generated in parallel N2 for dierent values
of relative CEP from 0.0 rad to 4.2 rad. The intensity of the probe pulse is estimated to be 3  1014
W/cm2.
the pump pulse polarization is rotated 90 degrees by using a zero-order half-wave plate.
3.2.2 CEP eects
Figure 3.11 shows high-order harmonic spectra near the cuto generated in parallel N2
molecules for ve dierent values of the CEP of the driving pulse. The high-order har-
monic spectra decrease gradually and are super imposed by several complex peak struc-
tures, which correspond to fringe between attosecond pulses as discussed in the following
subsections. We conrm that these fringes disappear when the CEP is not locked. These
characteristics of the harmonic spectra are also observed for for all kinds of samples.
We also measured high-order harmonics spectra generated in perpendicular N2 in the
same frequency region. During the measurements of those spectra generated in parallel
N2 or perpendicular N2, we alternately measure the harmonic spectra generated in those
samples and random N2. In order to minimize the inuence of the long-term drift of the
probe pulse intensity and make the quantitative comparison of the harmonic intensities
accurate as much as possible, we devised a measurement procedure of harmonic intensi-
ties. The harmonic intensity generated in aligned molecules in the parallel conguration
and that from randomly aligned molecules are alternately measured. The latter sample
is prepared simply by blocking the pump pulse with a mechanical shutter. Using the
harmonic intensity from random N2 as a common reference, the harmonic intensities in
the two congurations are calibrated, and the result is shown in gure 3.16 (a).
Figure 3.12 shows high-order harmonic spectra near the cuto generated in parallel
CO2 molecules for ve dierent values of the CEP of the driving pulse. Clearly, the fringes
are not clear in the spectral range around  45 eV, while outside this region the fringes
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Figure 3.12: High-order harmonic spectra near the cuto generated in parallel CO2 for dierent values
of relative CEP from 0.0 rad to 4.2 rad. The intensity of the probe pulse is estimated to be 3  1014
W/cm2.
are clearly observed. During the measurements of the spectra generated in parallel CO2,
we alternately measure the harmonic spectra generated in random CO2. The result is
shown in gure 3.17 (a).
In the following sections, we focus on the fringes and discuss their physical origin.
3.2.3 Fourier analysis
Since the observed fringes do not seem to be approximated by single sinusoidal curves,
we choose Fourier analysis of the spectra rather than simply curve tting to analyze the
fringes. We follow the Fourier analysis procedure introduced by Tanaka et al. [97]. We
weight the spectrum by multiplying it by the Hanning window to eliminate the inuence of
the discontinuity of the spectrum at the both ends [97]. Figure 3.13 shows the absolute
values of the Fourier spectra for the HHs generated from N2. Figure 3.14 shows the
absolute values of the Fourier spectra for the HHs generated from CO2. Inspection of
gure 3.13 and 3.14 shows that there are at least three peaks in these Fourier spectra,
specically, at T = 1:35 fs, 2:53 fs, and 3:88 fs for parallel N2. We nd that the values
of the T do not change as the CEP is varied. We summarize the values of T for
all samples in table 3.1. We nd that molecular alignment does not aect the values
of T . The phases of the Fourier components Fourier are plotted as a function of the
CEP in gure 3.15. It is clear that the phases Fourier of the rst Fourier components are
independent of the CEP, while the phase of 2nd and 3rd Fourier components ,2ndFourier and
3rdFourier linearly increase as the CEP is varied. Figure 3.15 shows that molecular alignment
does not aect the phase 0. These observations mean that in the observed spectra there
36
Figure 3.13: The absolute values of Fourier spectra for parallel N2 (left) and for perpendicular N2 (right)
for dierent values of the relative CEP.
Figure 3.14: The absolute values of Fourier spectra for parallel CO2 (left) and for random CO2 (right)
for dierent values of the relative CEP.
exist three sinusoidal curves given by
cos (!Ti + 2CEP + 0 + (!)) ; (3.22)
where (!) is a frequency dependent phase. By applying inverse Fourier transform to the
Fourier spectrum [97] we obtain these sinusoidal curves. Figure 3.16 and gure 3.17 show
alignment dependence of the harmonic spectra (a), the ltered spectra of 2nd Fourier
peaks(b), and 3rd Fourier peaks(c) for N2 and CO2, respectively. The ltered spectra
(b) and (c) are shown for the relative CEPs 0, =3, 2/3, and  from the bottom to the
top. In gure 3.16 the solid black lines are for parallel N2 ,and the dashed red lines are
for perpendicular N2. In gure 3.17 the solid black lines are for parallel CO2, and the
dashed red lines are for random CO2. For CO2, in the suppressed region (42{54 eV) the
phase of the 2nd and 3rd Fourier peaks, 2ndFourier and 
3rd
Fourier, are distorted, while outside
the region these are relatively in phase.
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Figure 3.15: The phase of the Fourier peaks Fourier for the parallel and the perpendicular N2 (left) and
for the parallel and the random CO2 (right). The phase of the Fourier peaks Fourier for parallel N2 at
the relative CEP value CEP = 0 is set as 0 rad for the left panel. The phase of the Fourier peaks Fourier
for random CO2 at the relative CEP value CEP = 0 is set as 0 rad for the right panel.
Table 3.1: The potions of the Fourier peaks, T , for four kinds of samples. In the middle row, the results
for numerical simulations with Lewenstein model and the simple model are listed. By comparison, Tlas=2;
Tlas, and 3Tlas=2 where Tlas is an optical period at 800 nm are shown in the bottom line of the table.
sample T1 T2 T3
parallel N2 1.35 fs 2.53 fs 3.88 fs
perpendicular N2 1.35 fs 2.53 fs 3.88 fs
parallel CO2 1.23 fs 2.46 fs 3.81 fs
random CO2 1.23 fs 2.46 fs 3.81 fs
Lewenstein model 1.15 fs 2.64 fs 3.96 fs
Simple model 1.31 fs 2.60 fs 3.91 fs
Optical period Tlas 1.33 fs 2.67 fs 4.00 fs
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Figure 3.16: Harmonic spectra generated in parallel N2 (black) and perpendicular N2 (pink). (b) and
(c) The harmonic spectral components from the second and the third Fourier component, respectively,
obtained for dierent values of the CEP. The relative CEP are 0, =3, 2=3, and  from the bottom
to the top. The results obtained for parallel and random N2 are shown by the black solid red dashed
curves, respectively.
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Figure 3.17: Harmonic spectra generated in parallel CO2 (black) and random CO2 (pink). (b) and
(C) The harmonic spectral components from the second and the third Fourier component, respectively,
obtained for dierent values of the CEP. The relative CEP are 0, =3, 2=3, and  from the bottom
to the top. The results obtained for parallel and random CO2 are shown by the black solid red dashed
curves, respectively.
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Figure 3.18: Calculated spectra by the Lewenstein model [65]. Intensity is 3 1014 W/cm2
3.2.4 Simulation with the Lewenstein model
We use a computational simulation to understand the underlying physics of the experi-
mental results. We calculated the harmonics with a commonly used quantum mechanical
model (the Lewenstein model) [65] using the parameters that match the experimental
conditions. Figure 3.18 shows the calculated power spectra for ve dierent values of the
CEP. The peaks in the spectra show shifts that are similar to the experimental results.
We analyzed the calculated spectra with the procedures used to analyze the experimen-
tal results and described in section 3.2.3. Figure 3.19 shows the absolute values of the
Fourier spectra. We obtain Fourier components at T = 1:15 fs; 2:64 fs; and 3:96 fs. We
nd that the calculated Fourier spectra exhibit higher order components than the exper-
imental results. It is likely that the limited detector resolution and low signal-to-noise
ratio prevent these higher order Fourier components from being experimentally observed.
The phases of the Fourier components Fourier are shown on the right side of gure 3.19.
The phase of the rst Fourier 1stFourier component does not depend on the value of the CEP,
whereas the phases of the higher components show a dependence on the CEP values, as
seen in the experimental results.
3.3 Discussion
3.3.1 Simple model to describe origine of peaks in Fourier spectrum
The CEP-dependent changes of the spectral characteristics of the HHs were observed
by Baltuska et al.[32]. Shortly afterwards, Nisoli et al. observed the CEP-dependent
changes in the high-order harmonic spectra by exploiting one-shot measurements in which
the value of the CEP and the high harmonic spectra are simultaneously measured [98].
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Figure 3.19: Absolute values of Fourier transform of power spectra shown in gure 3.18 (left). The phase
of the Fourier peaks Fourier.
Both groups explained the changes of the spectral characteristics by an interference of
the attosecond pulses. When a few-cycle pulse is used, one or two attosecond pulses
are generated depending on the value of the CEP. Setting the CEP such that a single
attosecond pulse is generated, a structureless spectrum is observed in the cuto region,
while setting the CEP such that two or more attosecond pulses are generated, fringes are
observed in the cuto region. Recently, Mansten et al. showed that the interference can
be interpreted in terms of the number of attosecond pulses in a specic frequency region
by introducing a simple analytical model [99]. In this model, assuming that each pulse
has the same temporal prole a(t), the attosecond pulse train that contains N pulses and
(M = N or N  1) pulses which have dierent parity is given by
S(t) = Nj=1a(t)
 (t  jT )  Mj=1a(t)
 (t  jT   T=2); (3.23)
where T is an optical period of the femtosecond pulse. The Fourier transform of this is
given by
S(!) = A(!)(Nj=1e
ij!T   Mj=1eij!T+i!T=2) (3.24)
= A(!)(ei(N+1)!t=2
sinN!T=2
sin!T=2
  ei(M+2)!T=2 sinM!T=2
sin!T=2
): (3.25)
When N =M ,
S(!) = ei(N+1)
t=2
sinN
T=2
sin
T=2
(1  ei
T=2); then (3.26)
jS(!)j2 = jA(!)j2
sinN!T=2sin
T=2
2 j sin
T=4j2: (3.27)
The second term on the right-hand side of the equation (3.27) can be interpreted as fringes
seen in gure 3.11, while the third term can be interpreted as the odd harmonics. Note
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that this equation is not able to explain why three peaks appear in the Fourier transforms
of the spectra shown in gure 3.11. Therefore, they modied the spectral component
A(!) to include an amplitude and a phase which depends on the laser intensity Ij. They
calculate the spectrum that include those eects as a function of the CEP value, and nd
the fringes varies periodically with the CEP CEP.
3.3.2 Model simulation
Mansten et al. have succeeded in reproducing the periodic variation of the fringes by
introducing a simple model; however, the characteristics of the Fourier peaks of the fringes
(e.g. see gure 3.13) have not been studied. So then, we explain those experimental results
by a simulation with the simple model introduced by Mansten et al. [99]. Harmonics are
generally given in time domain by
S(t) = j( 1)jSj(t  jT=2  CEP
2
T ) + c.c.; (3.28)
where Sj represents an attosecond pulse. Quantum calculations revealed that high-order
harmonics have two kinds of chirps, known as \harmonic chirp" and \atto chirp", these
terminologies are following Ref. [100]. These chirps are approximately expressed by
[101, 102, 103, 104]
i(t) =  iI(t) i: harmonic order: (3.29)
The harmonic order dependence of the phase i is atto-chirp, while the phase change
owing to a temporal prole of the intensity I(t) is harmonic chirp. Here, because the
spectral range of interest is not so broad, we neglect the atto-chirp so that i is constant,
namely, . With an FWHM of the Gaussian temporal prole of the intensity, las, we
have a chirp of high-harmonics [105],
(t) =  I0e
  4t2 ln 2
2
las (3.30)
 bt2; b = 4I0 ln 2
 2las
(3.31)
where I0 is the maximum intensity of the laser pulse
2. As for FWHM of the attosecond
train, we use the value, train = 2 fs, determined with the result of the quantum model
calculation [65]. Then, we have
S(t) = e
  2t ln 2
train eibt
2
j( 1)jA(t  jT=2  CEP
2
T ) + c.c.; (3.32)
where A(t  jT=2  CEP
2
T ) is the jth atto-pulse in the attosecond train given by
A(t) = e
  2t2 ln 2
2atto ; (3.33)
2In deriving the equation (3.31) the constant phase -I0 is omitted.
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where the FWHM of the attosecond pulse is set 300 as, determined with the results of the
quantum model calculation [65]. Figure 3.20 shows the electric elds given by equation
(3.32) for three values of the CEP. The harmonic chirp eibt
2
is represented by the dashed
curve in the same gure. The power spectra of equation (3.32) is given by
jS(!)j2 = jFT (S(t)) j2; (3.34)
which corresponds to high-order harmonic spectra. Figure 3.21 shows the absolute value
of the Fourier spectrum of the equation 3.34. Note that ve distinctive peaks are found
at T = 1.31 fs, 2.60 fs, 3.91 fs, 5.22 fs, and 6.53 fs, respectively, which are comparable
with results for experimental ones and Lewenstein model simulations (see table 3.1).
Figure 3.22 shows how the change in the value of the chirp b aects the phase of the
2nd{5th Fourier components Fourier in the simple model. The upper left in gure 3.22
shows the phase of the 2nd Fourier components 2ndFourier for dierent values of the harmonic
chirp b. When the attosecond pulse train has no harmonic chirp (b = 0), the phase of any
Fourier component, including the 2nd Fourier component 2ndFourier shown in gure 3.22, is
independent of the value of the CEP. As the harmonic chirp coecient b is increased, the
phase of the Fourier components Fourier begin to be CEP-dependent, which are observed
for the all Fourier components Fourier shown in gure 3.22. When the harmonic chirp
coecient b is larger then 0.6 fs 2, the phase of the 2nd Fourier component varies linearly
with the CEP value 2ndFourier = 2CEP. On the other hand, when the harmonic chirp
coecient b is larger then 0.4 fs 2, the 3rd components 2ndFourier and the 4 th components
vary linearly with the CEP value. When the harmonic chirp coecient b is larger then
0.2 fs 2, the 5th components 5thFourier varies linearly with the CEP value. Since in our
experiment the phase of the 2nd and 3rd components, 2ndFourier and 
3rd
Fourier, vary linearly
with the value of the CEP 
2nd(3rd)
Fourier = 2CEP, the harmonic chirp coecient b must be
larger than 0.6 fs 2 observed in our experiment in this simple model.
We evaluate the magnitude of the chirp b by using equation (3.31) under our experi-
mental condition. The coecient  has been calculated by several groups. Varju calcu-
lated the value of the coecient  for Argon to be in the range of 10{15 (10 14 cm2/W)
in the cuto region at 1:5 1014 W/cm2 by using Lewenstein model [100]. Gaarde et al.
integrated the time-dependent Schrodinger equation within the single active electron ap-
proximation, and found the value of the coecient  to be in the range of 10{20 (10 14
cm2/W) in the cuto region for the 27th harmonic in argon and for the 41st harmonic
in neon [104]. We estimate the intensity of the driving pulse such that Lewenstein model
gives the same cuto energy of the high-order harmonics. However, it is known that the
intensity estimation in this way is not reliable. For example, the well-know cuto law
[106, 107]:
n~! = Ip + 3:17Up; (3.35)
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Figure 3.20: Solid lines: the temporal proles of the high-harmonics in the simple model given by
equation (3.32). The values of the CEP are 0, =3, and 2=3 from the top to the bottom. Dashed line:
the harmonic chirp dened in equation (3.31).
Figure 3.21: Absolute values of Fourier transform of the power spectrum calculated by equation (3.32)
without introducing the chirp b = 0. In this gure ve peaks are found at T = 1.31 fs, 2.60 fs, 3.91 fs,
5.22 fs, and 6.53 fs, respectively.
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Figure 3.22: The phase of the Fourier components 2ndFourier (upper left), 
3rd
Fourier (upper right), 
4th
Fourier
(lower left), and 5thFourier as a function of the CEP for dierent values of the harmonic chirp b, 0.0 fs
 2
(solid lines), 0.2 fs 2 (dashed lines), 0.4 fs 2 (dotted lines), and 0.6 fs 2 (dash-dotted lines).
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where Up is the ponderomotive energy, gives the intensity of 2:51014 W/cm2. Taking into
account these uncertainties for parameters included in equation (3.31), we estimate the
value of the chirp b to be 1:1(0:5) fs 2. This value is in good agreement with the results
b > 0:6 fs 2 obtained by the simple model. This fact reinforces the interpretation of the
observed fringes by the interference of attosecond pulses, and results in the possibility of
observing the magnitude of harmonic chirp b without direct measurements of the high-
order harmonic phase.
3.3.3 Eects of phase jump
Next we examine the possibility of observing the harmonic phase change in the harmonic
spectra generated from aligned CO2 and N2 molecules. For aligned CO2 and N2 molecules,
the harmonic phase depends both on the harmonic photon energy range and on the
congurations of aligned molecules as discussed below. It should be noted that the
harmonic phase is determined not only by the recombination phase but also by the
continuum evolution phase, which is strongly inuenced by the carrier laser eld [58] .
The continuum evolution phase can be signicantly important in the present experiments
with few-cycle pulses as the probe pulse because the intensity of the carrier wave changes
rapidly within the pulse envelope. In addition, when an excited state such as HOMO-1
also contributes to the HHG process, other sources of the relative phase between the
channels such as the phase associated with the evolution of the electronic states of the
ion during the excursion of the electron wave packet and the ionization phase can also
contribute to the harmonic phase [58]. Our Fourier analysis serves to examine in which
Fourier component the harmonic phase change takes place.
In the case of N2, it is reported that HOMO-1 in addition to HOMO contributes to the
high-order harmonic spectra [59]. Since the symmetry of HOMO-1 is u, the contribution
from HOMO-1 to the harmonic spectra should be more signicant in the perpendicular
conguration, where the probe pulse polarization is perpendicular to the molecular axis
of aligned molecules, than in the parallel conguration, where the probe pulse polar-
ization is parallel to the molecular axis of aligned molecules. The harmonic spectral
components from the second and the third Fourier component are shown in gures 3.16
(b) and (c), respectively, which include the spectral regions in which the phase jump is
observed with the RABITT technique [108]. First we note that the contribution from
the third Fourier component is small in the harmonic photon energy range higher than
52 eV. We also note apparent phase changes between the two congurations (parallel
and perpendicular) or even the harmonic phase distortions at 43{46 eV in the harmonic
spectral components from the second Fourier component. Although the observation of
phase changes between the two congurations demonstrates the potential applicability of
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the present self-referencing interferometry to probe harmonic phase changes in the HHG
from aligned molecules, we nd that high-order harmonic spectra with better statistics,
with which the harmonic spectral component from each Fourier component is evaluated,
are necessary to ensure the quantitative reproducibility of the phase change and to point
out a conclusive indication of the phase change.
In the case of CO2, destructive interference of electron de Broglie waves during the re-
combination process was rst observed by our group and is successfully explained by the
two-center interference picture [27]. The validity of the two-center interference picture
has been further reinforced by our observation that suppression of harmonic intensity
from aligned CO2 molecules is observed for both 1300-nm and 800-nm pulses over the
same harmonic photon energy range [29]. In fact, a  phase jump is observed in the har-
monic photon energy range, where the harmonic intensity from aligned CO2 molecules is
suppressed, with various harmonic phase measurement techniques [109, 110, 111]. In g-
ure 3.17 (b) one can see apparent phase changes or even anti-correlations in the harmonic
phases between the two samples especially at 42{54 eV in the harmonic spectral compo-
nent from the second Fourier component. However, since the intensities in the parallel
conguration are very low, we nd it rather dicult to provide a conclusive argument,
and it should also be very dicult to apply the direct harmonic phase measurement tech-
niques. We therefore emphasize that the strongly suppressed harmonic intensities in the
parallel conguration should be further examined experimentally and theoretically as a
new open question.
3.4 Summary
We observe clear interference fringes in the high-order harmonic spectra generated from
aligned molecules with CEP-stabilized 10-fs pulses. A detailed Fourier analysis is applied
to reveal that the CEP-dependent fringes are formed by the interference between attosec-
ond pulses when the harmonic chirp is signicantly large. We also examine the possibility
of observing the harmonic phase change in the harmonic spectra generated from aligned
CO2 and N2. In the course of the measurements, we nd a remarkable characteristic that
the harmonic intensities from aligned CO2 molecules are more strongly suppressed than
those observed with multi-cycle pulses. We also nd that the contribution from the third
Fourier component is small in the harmonic photon energy range higher than 52 eV
generated from aligned N2 molecules.
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Chapter 4
Coincidence study of tunnel
ionization dynamics in OCS
molecules
4.1 Experiment
We now describe the measurement system used in this experiment. A schematic diagram
of the experimental setup is shown in gure 4.1. We use the same laser system as for
the high-order harmonic generation experiment, but we do not use a hollow-core ber,
and the carrier-envelope phase is not stabilized. A laser pulse (FWHM  25 fs,  800
nm center wave-length) from the laser system passes though four optics and enters the
spectrometer through a 2-mm-thick fused-silica window. The laser intensity is precisely
controlled by the combination of a zero-order half-wave plate (Thorlabs) with a thin at
polarizer (65 incident, 25 mm diameter, LAYERTEC), and the intensity drift of the laser
pulses is monitored during measurements (1 day { 7 days) by a photo diode. Another
combination of a zero-order half wave plate and a zero-order quarter-wave plate allows us
to control the ellipticity and the major axis of the laser pulse. In a coincidence velocity-
map imaging spectrometer (CO-VIS) [112] unaligned molecular samples supplied in a
super sonic molecular beam are ionized by focusing the laser pulse by a 100-mm-focal-
length concave aluminum-coated mirror. The ionized samples and the produced electrons
are detected by micro channel plates and HEXs in the spectrometer. The signals sent
from detectors are processed by signal-processing electronics, and stored in a personal
computer. In the following, each component shown in gure 4.1 is described in detail.
4.1.1 CO-VIS apparatus
In this section, we describe the coincidence measurement system, called coincidence
velocity-map imaging spectrometer (CO-VIS) [112]. Figure 4.2 shows an overview of
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Figure 4.1: Schematic diagram of the experimental setup. See texts for details. =2: Half-wave plate.
=4: Quarter-wave plate. TFP: Thin-lm polarizer. PD: Photo diode.
Figure 4.2: Overview of the CO-VIS system. From left to right: source chamber (orange), dierential
pumping chamber (green), gate valve (purple), and main chamber (blue). Sample gases are expanded
into the source chamber (dotted line). The laser enters the main chamber through a fused silica window
(dashed line).
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Figure 4.3: Pumping system of CO-VIS. T1: Edwards, STP-451; T2: Pfeier, HiPace300; T3: Edwards,
STP-1603C; S1: ANEST IWATA, ISP-250C; S2: ; S3: ANEST IWATA, ISP-500C; A1: SAES Getters,
CapaciTorr D-2000; A2: home-built liquid N2 cold trap. Vacuum symbols are found in gure 1.
Table 4.1: Sustainable temperature for several components
item sustainable temperature
skimmer 1000
MCP 480
HEX 150
O-ring 140
View port(SQ) 350
the apparatus. The CO-VIS consists of three vacuum chambers: a source chamber for
loading sample gasses with an Even{Lavie valve, a dierential pumping chamber for skim-
ming the molecular beam, and a main chamber, where the laser pulse interacts with the
molecular samples, for coincidence measurement of photo-ions and photo-electrons. In
the following sections, we describe each component in detail.
Ultrahigh-vacuum chamber
A vacuum system is crucial for coincidence measurements because only a single target
molecule should be ionized by a given laser pulse. For our experiments, we designed a
vacuum chamber to obtained the vacuum of  1  10 10 torr. Under this pressure, a
typical background event is less than 0.1 per one laser shot. Figure 4.3 shows the pumping
system. The vacuum is created by turbo-molecular pumps assisted by a getter pump and
a liquid N2 cold trap. Baking the chamber at high temperature  100 C is a common
way to obtain an ultrahigh high vacuum. We used sheath heaters for each chamber
and extra ribbon heaters for joints and other places. Several items were maintained at
or below the temperatures given in table 4.1. With this setup, we obtained a vacuum
of  1  10 10 torr. Finally, we introduced a liquid N2 cold trap system to evacuate,
for example, remaining H2O molecules, which are more likely to be ionized than OCS
molecules, and pose major problems for our experiment.
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Photoelectron and fragment ion spectrometer
Several techniques and apparatuses have been developed to obtain the MF-PADs that are
usually smeared out by freely rotating molecules in the gas phase. The MF-PAD is the
key to understanding the underlying physics of molecule{light interaction because, for
one thing, photoelectrons carry information about the molecular orbitals [40]. Recently
two dierent experimental techniques have been developed to obtain the MF-PAD of
polar molecules in intense laser elds: the molecular alignment (orientation) technique
[23] and the photoion{photoelectron coincidence technique [19]. As described in section
1.2.2, we do a photoion{photoelectron coincidence measurement to obtain the MF-PAD.
The velocity imaging method was rst developed by Eppink and Parker[113], who
used electrostatic lens to form an inhomogeneous electric eld over the interaction region
to render the velocity imaging initial-velocity independent. To simultaneously detect
electrons and ions, Takahashi et al. placed a mesh in front of the ion-drift region to
develop a new apparatus wherein electrons and ions with the same initial velocity arrive
at the same position on the detector [114]. Later, Lebech et al. suggested a new apparatus
wherein placing two meshes in front of the electron- and ion-drift regions causes the
acceleration region to be formed by a homogeneous electric eld [115]. To study the
innershell photoionization dynamics of molecules, Hosaka et al. from the Yagishita group
developed the CO-VIS for coincidence velocity mapping. The design is based on the
velocity imaging method [112].
With the help of the Yagishita group, we have developed an home-built CO-VIS appa-
ratus. Ions and electrons are produced at the intersection of a super-sonic molecular beam
with a femtosecond laser pulse. Figure 4.4 shows the cross section of the spectrometer
and the associate equipotential lines. The intersection region wherein electrons and ions
are produced is located at the center of the cross section. The spectrometer is covered by
a  metal to avoid geomagnetic eld invading into the spectrometer. The spectrometer
has twelve lenses (L1{L12), two meshes ( one at L3 and one at L8), two MCPs, and two
delay-line anodes (DLAs). The lens sets (L1{L3 and L6{L8) form a homogeneous elec-
tric eld in the acceleration region, which directs charged particles into the drift region.
Two other lens sets (L4, L5, and 11 and L9, L10, and L12) form in-homogeneous electric
elds in the drift region to direct charged particles to the same position on the surface
of the MCP detectors, irrespective of their initial positions. The electric current of the
arrived charged particles is amplied by the voltage-biased MCPs and detected by the
delay-line anodes. The momenta of the charged particles can be calculated from these
current signals, as explained in section 4.1.3.
We optimized the voltage of each lens such that electrons generated over a Rayleigh
length (z = -2 mm to 2 mm) are focused to a 0.1-mm width on the surface of the MCP
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Figure 4.4: Equipotential lines formed by set of electrostatic lenses. Lenses L1{L3 and L6{L8 form an
acceleration region where the charged particle is extracted into a drift region through a mesh located at
L3 (or L8 for particles of opposite charge). The combination of L4 (L9), L5 (L10), and L11 (L12) forms
a drift region where charged particles generated at dierent positions are focused on the surface of the
MCP. The geometry le for the SIMION software is provided by the Yagishita group.
for electron moving along the x axis with the initial kinetic energies from 0 to 5 eV. Note
that the trajectories depend only on the potential and the kinetic energy [116]. We obtain
the following optimized voltage set: L3 (L8) = ( )500V, L4 (L9) = ( )712 V, L5 (L10)
= ( )319 V, and L11 (L12) = ( )170 V.
Delay-line anode
When an electron shower created by the MCP arrives at a wire at position u, two voltage
pulses propagate with a constant velocity vu from the position u toward the two ends
of the wire. Detecting the arrival times t1 and t2 of these pulses at the wire ends, the
position where the charge arrived can be calculated in the delay line's coordinate system
as
u = fv  (t1   t2); (4.1)
where fv = vu=2. A delay line consists of a pair of wires (\signal" and \reference") that
are wound around a holder. These two wires form a Lecher line, which has a well-dened
impedance. To gather almost all electrons, the signal wire is at a + 200 V potential
with respect to its reference wire. Combined with a dierential amplier, this geometry
signicantly reduces noise [117].
Note that the signal referred to above does not propagate along the wire but perpen-
dicular to the wire. This fact decreases the eective speed of the signal, which improves
spatial resolution. In addition, an electron shower hits several positions of wires. Because
the signal-processing electronics only deals with the \center of the mass" of the voltage
pulse, the detector's spatial resolution is better than the wire separation [117].
The HEX consists of three pairs of the delay-line anodes which are wound in dierent
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Figure 4.5: Coordinate system of HEX.
directions around a holder. They determine the positions u, v, w for each direction.
Figure 4.5 shows the relation between the hexagonal frame and a Cartesian coordinate
system. The hexagonal frame can be transformed into the Cartesian coordinate system
by the following equations [117]:
xuv = u; yuv = (u  2v)=
p
3 (4.2)
xuw = u; yuw = (2w   u)=
p
3 (4.3)
xvw = v + w; yvw = (w   v)=
p
3: (4.4)
These position data are used to calibrate the parameters fu; fv; fw. For further details
see manuals provided by RoentDek [117].
Gas jet
We use a supersonic molecular beam to supply samples into the spectrometer for two
reasons: First, it decreases translational temperature, which improves the momentum
resolution from kBT  26 meV at room temperature (300 K) to kBT  1 meV at 10
K. Second, a gas jet can insert a high density of samples into the spectrometer without
excessively sacricing the vacuum. In our experiment, we create a gas jet by using an
Even{Lavie valve [118], which can potentially reduce the sample temperature to  1 K.
Below 10 K, the momentum resolution in our experiment is determined by the detector
resolution.
Molecular samples are expanded in the source chamber through the Even{Lavie valve
supplies. A molecular beam is extracted from the free molecular ow region by a 3-mm-
diameter skimmer (Beam Dynamics, No. 50.8). A skimmer consists of a conical nozzle
shaped to avoid any supersonic shock waves going back into the gas ow and increasing the
translational temperature. The dimension of the extracted molecular beam is much larger
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than the laser focus, which is  0:1  1 mm2, and thus it would unnecessarily degrade
the vacuum of the spectrometer. Therefore, the molecular beam is further 0.5-diam
skimmed by another skimmer (Beam Dynamics, Model 2, 0.50 mm diameter) located in
the dierential pumping chamber. As a result, we maintain the vacuum of  1  10 10
torr in the spectrometer even when a molecular sample is introduced.
Coordinate system
Figure 4.6 denes the coordinate system in the spectrometer. The view from the polar-
ization plane is shown in gure 4.6 (a), and the side view of (a) is shown in gure 4.6 (b).
The molecular beam is injected along the negative y axis. Note that the x axis for the
electron detector is reversed. The laser propagates along the x axis of the ion detector,
and focused along the negative x axis of the ion detector by the concave mirror. the
spectrometer from negative x axis, and back focused by a concave mirror. On the upper
left side of the gure, the conditions of the polarization are described (CCW, CW). The
major polarization axis is along the z axis. Note that the condition of the polarization
does not change by the reection on the concave mirror.
To conrm this coordinate system, we measured momentum distribution of OCS+
with the electron detector by changing the polarity of the electrostatic lens and detectors.
Figure 4.1.1 shows momentum distribution of OCS+ detected with the ion detector (left)
and the electron detector (right). Intense signals are found around py   15 a.u. for both
cases. As explained in section 4.2.2, the momenta correspond to the initial velocity of the
molecular beam, and should be the same value for both cases in this coordinate system
(see gure 4.6.) Note that the two momentum distributions are measured at dierent
laser intensities, but this fact does not aect the above discussion.
4.1.2 Angular streaking and optical setup
When circularly polarized pulses or elliptically polarized pulses are used, ionized electrons
never return to the vicinity of its parent ions; therefore, the propagation of the electron
after ionization is simplied such that the electron is driven in the laser elds ignoring
the Coulomb potential of the parent ion [107]. The equation of the motion of the electron
after ionization is given by
_p(t) =  F (t); (4.5)
where atomic units are used (me = e = 1, see appendix), p is the momentum of the
electron, and F is the electric eld. Integrating this equation we have
p(1) =  A(t0); (4.6)
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Figure 4.6: Coordinate system in the spectrometer viewed from the laser window (a), and viewed from
the side of the laser window (b). The molecular beam is injected along the negative y axis. Note that
the x axis for the electron detector is reversed. The laser propagates along the x axis of the ion detector,
and focused along the negative x axis of the ion detector by the concave mirror. On the upper left side of
the gure, the conditions of the polarization are described (CCW (LCP), CW (RCP)). CW: clockwise,
CCW: counterclockwise, LCP: left-circularly polarized, RCP: right-circularly polarized.
Figure 4.7: Momentum distributions of OCS+. Left: Momentum distribution in the normal setup.
Right: Momentum distribution of OCS+ detected with the electron detector by changing the polarity of
electrostatic lens and detectors.
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where t0 is the instance of ionization and A(t) is the vector potential of the laser eld,
A(t) =   R t 1 F (t0)dt0. The vector potential precedes the electric eld by a phase of =2
or  =2, which causes the asymmetry in head and tail ionization eciency of molecules
to be converted into the electron momentum asymmetry. Assuming the pulse duration
is long enough to regard the pulse as a plane wave, the vector potential is given by
e
!
cos(0); (4.7)
where ! the laser angular frequency, 0 is the phase of the laser pulse at the instance of
ionization, 0 = !t0.
The angular streaking method is based on this classical picture. It originally proposed
to map tunnel ionization time to angle of electron momentum by using a CEP-controled
near-circularly polarized few-cycle pulse [119]. This technique is known as \attosecond
angular streaking" [119, 120, 121]. In our experiments, in multicycle regime, it maps the
angle of electric eld of elliptically polarized pulse at the instance of ionization to the
angle of nal momentum of the photoelectrons in the polarization plane. Figure 4.8 shows
the schematic diagram of the angular streaking and relationship between ionization rate
and momentum distribution of electrons. When right (left) circularly polarized pulses
are used, the momentum distribution corresponds to the ionization rate, but rotated by
(-)90. With this method, ionization rates of molecules can be measured as a function of
angles between the electric eld and the molecular axis [15, 23, 25].
Calibration of ellipticity
To experimentally determine the ellipticity and the angle of the major axis of the laser
pulse a polarization beam splitter mounted on a rotational stage is placed after the
quarter-wave plate, followed by a power meter. With the power meter, we measure the
power of the transmitted laser pulse as a function of the angle of the polarized beam
splitter. An elliptically polarized pulse is described as
F (t) = F (t)(cos!t;  sin!t); (4.8)
where F (t) represents the pulse envelope, ! is the angular frequency, and  is the ellipticity
of the pulse. A polarization beam splitter transmits p-polarized pulses and reects s-
polarized pulses. When rotating the splitter by  the p-polarized vector can be obtained
by multiplying Eq. (4.8) by the rotation matrix:
cos    sin 
sin  cos 

; (4.9)
which gives the following p-polarized pulse:
F (t; )2p = F (t)
2(cos2  cos!t+ 2 sin2  sin2 !t  2 cos  sin  cos!t sin!t): (4.10)
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Figure 4.8: Schematic diagram of the angular streaking. The upper part shows the schematic diagram
of the angular streaking for left circularly polarized pulses (left) and right circularly polarized pulses
(right). Two electrons gain momenta depending on the timing of ionization in a circularly polarized eld
(rotating pink arrow). The lower part shows the ionization rate of the A{B molecule and the momentum
distribution of ionized electrons as a function of angle. The angle is between z axis and the electric eld
for the ionization rate, and between z axis and the electron momentum for the momentum distribution.
LCP: left-circularly polarized. RCP: right-circularly polarized.
Averaging this over the phase !t and integrating over t, we obtain the power as a function
of the rotation angle  for a p-polarized pulse:
Fp()
2 / 1  (1  2) sin2 : (4.11)
Fitting the experimentally observed power with Eq.(4.11) as a function of the angle  of
the beam splitter gives the ellipticity  and the angle  of the major axis1.
Figure 4.9 shows the experimentally observed ellipticity  and the major axis of po-
larization  as a function of the angle of the half-wave plate. Because the laser pulse
has a broad spectrum, the angle of the major axis starts to deviate from zero as the
ellipticity nears unity. The wave plates ideally works only at wavelength of 800 nm. In
order to compensate for the change in the angle  of the major axis, we optimize the
angle of both the half-wave plate and the quarter-wave plate. As a result, we obtain a
right-circularly-polarized pulse (RCP) with ellipticity of 0.85 and a major axis angle of
 1:6 from the z axis and a left-circularly-polarized pulse (LCP) with ellipticity of 0.84
and a major axis angle of 2:7 from the z axis.
1Explicitly, the angle  in equation 4.11 should be replaced by 0 =  + , where  is the angle of the beam splitter, 
is the angle of the major axis of the polarization.
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Figure 4.9: Measured ellipticity as a function of angle of the =2 wave plate.
Intensity calibration
Laser intensity is one of the most important parameters in this experiment because it
changes the Keldysh parameter, and can change the ionization process accordingly. We
calibrated the intensity as described below. None of these values is reportedly more
reliable than within 0:5 1014 W/cm2 [122, 123].
The dissociation process for H2 molecules is strongly aected by changing the laser
intensity. In 1990, Bucksbaum et al. found that the kinetic energy released by the
dissociation of H2 has discrete momentum peaks separated by the energy of a single
photon [125]. They explained this phenomenon by introducing a eld-dressed bonding
state and invoking transitions between these states to explain the discrete momentum.
This phenomenon was named \bond softening". Later, Alnaser et al. suggested that
the momentum peak ratio can be used to calibrate the intensity of the laser pulse [124].
Figure 4.10 shows the reference TOF spectra of protons [126] and observed TOF spectra
of protons from background H2 at various laser powers measured by a power meter. By
comparing patterns of the TOF spectra to tabulated spectra from Ref. [126], we obtain
a rule: the intensity is roughly (1 0:5) 1014 W/cm2 for 100-mW pulses.
4.1.3 Reconstruction of momenta of ion and electrons
With the CO-VIS apparatus, an ion or an electron with a specic initial momentum hits
the MCP at the corresponding time and position. In order to reconstruct the initial
momentum, we should know the arrival time of one MCP signal and six DLA signals for
the ion and six DLA signals for the electron. To accurately record the arrival times, the
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Figure 4.10: Time of ight for protons with linearly polarized pulses for various pulse intensities. Com-
parison of the results with the reference spectra from Ref. [124] gives laser intensity estimation.
MCP and DLA signal are amplied by an amplier (FAMP8, Roentdek) followed by a
constant fraction discriminator (CFD) (CFD7x, Roentdek). The CFD reduces the timing
jitters caused by the uctuation in signal magnitude. The processed signals are digitized
by a TDC card (HPTDC8, RoentDek) in a personal computer and stored as a list-mode
le (LMF). LMFs are analyzed by a software (COBOLD2010, Roentdek). The program
reconstructs the TOF and the position of detected particles.
4.1.4 Momentum calibration
Ion
The ight time of ions tTOF can be described by the arrival time of the MCP signals tMCP
and the irradiation time of the laser pulse tlaser as
tTOF = tMCP   tLaser   toset: (4.12)
Here, the residual time toset includes the signal propagation in cables, detector process-
ing time in the electronics, etc. Calibration of the oset toset can be done with the
experimental data as following.
Starting from the law of conservation of energy (the rst integral of the equation of
the motion), we obtain the time of ight [116]:
tTOF =
r
m
2
Z
dz
E   U(z) ; (4.13)
where E the initial kinetic energy of ions, m the mass, and U(z) the electric potential.
This equation tells that the time of ight tmTOF of a particle with zero-kinetic energy is
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determined only by the mass of the particle m:
tmTOF = Amass 
p
m; (4.14)
tmMCP   tmLaser   toset = Amass 
p
m (4.15)
which gives a mass spectrum. The oset time toset and the coecient Amass can be
obtained by solving the equation 4.15 with at least two times tmMCP   tmLaser for dierent
masses.
We now nd the relation between the energy E and the time of ight tTOF. How-
ever, equation (4.13) is not solved analytically because the potential in the drift region
is inhomogeneous. Therefore, the momentum is calculated using approximations. We
approximate the momenta px and py:
px =
mx
tTOF
(4.16)
py =
my
tTOF
: (4.17)
Note that the tTOF, x, and y are measurable. Because of the focusing lens in the drift
region, the calculated momentum is dierent from the real one. This eect is compensated
afterwards. The reconstruction of the kinetic energy Ekin along the z axis by the time of
ight tTOF is done approximately as
Ekin = A
+  (tTOF   tmTOF)2 when tTOF   tmTOF > 0; (4.18)
= A   (tTOF   tmTOF)2 when tTOF   tmTOF < 0; (4.19)
where tmTOF is the time of ight with zero-kinetic energy given by eq (4.15). We obtain
the coecients A+ and A  by the following two steps: First, gure 4.13 shows the
kinetic energy vs TOF for two target molecules with masses of 28 and 32 amu (a CO
molecule and an S atom, respectively) obtained by simulating the trajectory with the
SIMION software. By tting these plots with the equation (4.19), we obtain the ratios
A =A+, which are almost the same for the two fragments ( A =A+ = 0:78365 for CO and
A =A+ = 0:78364 for S). Second, the value of the coecient A+ is obtained by exploiting
the symmetry between px and pz or between py and pz under an experimental condition.
Figure 4.11 shows momentum distributions by changing the direction of polarization of
the linearly polarized pulse with the same laser intensity. We change the value of the
coecient A+ such that the symmetric momentum pair py and pz appears in the same
way upon changing the direction of polarization.
At this stage, the ratios among the momenta px, py, and pz have been calibrated.
However, they have an ambiguity in the magnitude because of the focusing lens in the
drift region. The focusing lens shrinks the momentum distribution on the xy plane to
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Figure 4.11: Top: Momentum images of CO+ in yz plane with linearly polarized pulses. The polarization
are along y-axis (left) and z-axis (right) with the same intensity at  1 1014 W/cm2. The momentum
pz is calibrated by comparing these data. Bottom: Same but for S
+. See texts for details.
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Figure 4.12: The kinetic energy as a function of position on the detector. The solid line shows the
kinetic energy calculated with TOF and position data. The dashed line shows the result of the SIMION
simulation.
some extent. Therefore, we compare the results of the trajectory simulations with and
without the focusing lens eect, and magnify the momentum so that the momenta as
a function of the position become the same as simulated ones. Figure 4.12 shows the
kinetic energy as a function of position on the detector. The solid line shows the kinetic
energy calculated with TOF and position data. The dashed line shows the result of the
SIMION simulation. These plots are well tted with parabolic functions, Ekin = ax
2.
The coecients a are 0.01225 for the dashed line and 0.00293 for solid line. Therefore,
we obtain real kinetic energy by multiplying the calculated kinetic energy by  4:2.
This calibration method may be improved by using experimental data which have
discrete peaks separated by a specic energy such as the above-threshold ionization or
the photoelectron distribution by synchrotron radiation.
Electron
In the spectrometer electrons travel about two order of magnitude faster than ions. There-
fore, the measurements of time of ights of electrons are not accurate enough to obtain
the momenta of electrons along the z axis. Under an experimental condition where the
polarization is linear along the y axis, i.e., the cylindrical symmetry is retained, the mo-
mentum pz can be reconstructed by the Abel inversion method [127]. However, in our
experimental condition, the cylindrical symmetry is not strictly perfect. Nevertheless,
the two dimensional electron distributions have enough information to make conclusions.
We calculate the momentum in the xy plane in the same way as done for ions. Note that,
according to Maupertuis' principle [116], the trajectories of particles are determined by
the potential and the energy. In other words, an ion and an electron with the same
kinetic energy travels perfectly the same trajectory but the direction is inverse due to
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Figure 4.13: Kinetic energy as a function of time of ight of cations with masses of 28 amu and 32 amu
for the left and right panels, respectively.
their opposite charges2.
4.2 Results
4.2.1 Mass spectrum
Figure 4.14 shows the mass spectrum obtained when OCS molecules are introduced into
the spectrometer. The laser intensity is 11014 W/cm2, and the ellipticity is   0:84.
We observed many ions which originate from OCS and other background gasses (H2,
H2O, N2, O2, etc.). Intense and narrow signals of OCS
+ isotopes appear at 60 amu to 64
amu. OCS2+ are found at 30 amu to 32 amu. The most intense signals at 60 amu and
30 amu are 60OCS+ and 60OCS2+, respectively. CO+ and S+ appear with broad spectra
at 28 amu and 32 amu, respectively, presenting nite initial momenta. C+, O+, and CS+
appear at 12 amu and 16 amu, and 44 amu, respectively. The most intense background
signal is H2O at 18 amu. N
+
2 and O
+
2 are found at 28 amu and 32 amu, respectively,
which overlap with CO+ and S+, respectively. H+, H+2 , and C
2+ are found at 1 amu,
2 amu, and 6 amu, respectively. We have not observed SO+ at all, which is consistent
with the result where OCS is ionized by a wavelength-selected light beam from an atomic
discharge lamp with photon energies at 21.21 eV and 40.8 eV [128]. The observed ions
are tabulated in table 4.2.1.
2The dierential equation of the path can be derived by Maupertuis's principle as 2
p
E   U d
dl
hp
E   U dr
dl
i
=   @U
@r
[116].
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Table 4.2: Mass of some ions observed in the mass spectrum (gure 4.14. The atomic mass unit (amu)
is used.
H+ H+2 C
+ O+ H2O CO
+ N+2
Mass 1 2 12 16 18 28 28
OCS2+ S+ O+2 CS
+ OCS+
Mass 30 32 32 44 60
Figure 4.14: A mass spectrum at the laser intensity of 11014 W/cm2. The ellipticity of the pulse is 
0.84. The major polarization axis is along the y-axis.
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4.2.2 Momentum distribution
Ion
Figures 4.15 shows momentum distribution of OCS+ (left) and OCS2+ in the xy plane
at laser intensities of 11014 W/cm2. The ellipticity of the pulse is   0.84. The major
polarization axis is along the z axis. These distributions have maxima at pOCS
+
y   50
a.u. and pOCS
+
y   25 a.u. for OCS+ and OCS2+, respectively, which can be explained
by initial velocity of molecular samples. Since we use a gas jet to introduce OCS samples,
the OCS samples have a specic translational velocity. Therefore, other fragments of OCS
have the same initial velocity. We calculate the initial momentum pinitialy of fragmented
cations as
pinitialy = m 

pOCS
+
y =60 + p
OCS2+
y =30

2
; (4.20)
where m is the mass of the fragment ion in atomic mass unit.
Figure 4.16 shows the momentum distribution of CO+ fragments in the xy plane at
the laser intensity of 11014 W/cm2. The ellipticity of the pulse is   0.84. The major
polarization axis is along the z axis. We explain how to interpret the momentum distribu-
tion with this data. After the explanation, we will show other momentum distributions
at dierent laser intensities, or of other fragment ions. The interpretation we provide
can be applied to those other momentum distributions. As indicated by a red arrow in
gure 4.16, the isotropic distribution around the center px  py  0 is attributed to N+2
molecules, which has the same atomic mass as CO2. The region indicated by a yellow
arrow is produced by CO+ molecules which are dissociated from OCS+ molecules. The
region indicated by a brown arrow is produced by CO+ molecules which are produced by
Coulomb explosion of OCS2+ molecules. The two regions which stem from OCS molecules
(yellow and brown regions) shifts in momentum along the py axis by  20 a.u., which
can be explained by taking into account the initial velocity of the molecular beam. The
velocity of the molecular beam is estimated to be  400 m/s.
Figures 4.17 shows momentum distribution of S+ at laser intensities 5 1013 W/cm2
(upper left), 1 1014 W/cm2 (upper right), 1:5 1014 W/cm2 (lower left), and 2:2 1014
W/cm2 (lower right). The ellipticity of the pulse is   0:84 and its major axis is along
the z axis and its minor axis is along the y axis. The momentum distributions consist of
three regions: (i) background molecular ions (O2),which has the same atomic mass as S
and are observed near the center (px  py  0) and isotropic. (ii) dissociated S+ cations
produced from singly charged OCS molecules (OCS+), which are observed as a disc with a
small momentum, and are slightly anisotropic. (iii) Coulomb exploded cations produced
from highly charged OCS molecules (OCS2+, OCS3+, etc.), which are observed as an
anisotropic ring with a large momentum. The regions (ii) and (iii) are slightly shifted
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towards negative py, which can be explained by initial velocity of molecular samples.
Since we use a gas jet to introduce OCS samples, the OCS samples have a distinctive
translational velocity.
The background component without introducing OCS samples observed in the TOF
regions of S+ at the laser intensity of 1.51014 W/cm2 is shown in the upper right panel
of gure 4.21. The ellipticity of the pulse is   0.84. The main background ion near the
center is expected to be the molecular ion O+2 , which has the same atomic mass as S
+,
and small signals of 18O16O is observed. These momentum distributions are all small and
isotropic. Therefore, anisotropic distributions observed in gures 4.17{4.20 are conrmed
to be from OCS samples.
The channel (ii) of the dissociated ions have small kinetic energy and show as light
anisotropy. As discussed in section 4.3.2, the slight anisotropy indicates a rather long
lifetime of the excited states which correlate to the S+ + CO channel. At the laser
intensity 51013 W/cm2 (upper left in gure 4.17), the dissociated ion channel dominates
the momentum distribution, and is decreased as the intensity increases. On the other
hand, the Coulomb explosion channel (iii) is a minor one at the intensity of 51013 W/cm2
and is increased as the intensity increases. At the laser intensity higher than 1:5  1014
W/cm2, the channel (iii) is the dominant channel in the momentum distribution. This
fact shows that the production eciency of highly charged ions OCS2+, OCS3+, etc.
becomes much higher at these laser intensities.
Figure 4.18 shows momentum distributions of CO+ obtained at laser intensities 51013
W/cm2 (upper left), 1  1014 W/cm2 (upper right), 1:5  1014 W/cm2 (lower left), and
2:2  1014 W/cm2 (lower right). The ellipticity of the pulse is   0:84 and its major
axis is along the z axis and its minor axis is along the y axis. As observed in the
momentum distributions of S+, there are three regions (i), (ii), and (iii) in the momentum
distributions of CO+. The region (ii) for CO+ is more anisotropic than that for S+,
extending along the major polarization axis (z axis). The background molecular ions are
expected to be N+2 ions for CO
+.
At the intensity  5 1013 W/cm2 (upper left), the dissociated ion channel (ii) dom-
inates the momentum distribution, and is decreased as the intensity decreases. On the
other hand, the Coulomb explosion channel (iii) is the dominant channel in the momen-
tum distribution. This is the same situation as S+ momentum distributions. OCS+ into
CO+ and S+.
Figure 4.19 shows momentum distributions of CS+ at laser intensities 51013 W/cm2
(upper left), 1 1014 W/cm2 (upper right), 1:5 1014 W/cm2 (lower left), and 2:2 1014
W/cm2 (lower right). The ellipticity of the pulse is   0:84 and its major axis is along
the z axis and its minor axis is along the y axis. The three regions (i), (ii), and (iii) can
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Figure 4.15: Momentum distributions of OCS+ (left) and OCS2+ in the xy plane at laser intensities of
11014 W/cm2. The ellipticity of the pulse is   0.84. The major polarization axis is along the z axis.
be observed as other fragments. At all laser intensities, the dominant contribution is the
background molecular ions (i) which are expected to be CO+2 . In the dissociation channel
(ii) there is an intense narrow peak at the center of the region. We expect these are CO+2
contained in OCS samples. It is known that the sample of OCS are contaminated with a
small amounts of CO2 impurity, which may produces spurious CO
+ signals. However, the
observed amounts of CO+2 is smaller than the amounts of CO
+. In addition, we conrm
that CO2 samples do not aect our experimental results, described in section 4.2.5.
Figure 4.20 shows momentum distributions of O+ at laser intensities 5 1013 W/cm2
(upper left), 1 1014 W/cm2 (upper right), 1:5 1014 W/cm2 (lower left), and 2:2 1014
W/cm2 (lower right). The ellipticity of the pulse is   0:84 and its major axis is along the
z axis and its minor axis is along the y axis. It can be seen the three regions (i), (ii), and
(iii) as other fragments. The lower right panel in gure 4.21 shows background component
without introducing OCS samples observed in the TOF region of O+ at the laser intensity
of 1:5  1014 W/cm2. The ellipticity of the pulse is   0:84. The background ions are
expected to be O+ produced from H2O or O
+
2 . In the dissociation channel (ii), two well
separated ions are seen with an oset caused by the initial velocity of molecular samples.
We do conrm that this ions are not produced by Coulomb explosion by counting the
number of correlated electrons, which will be described in section 4.2.3. Also, a possible
production mechanism of O+ by ionization of CO2 contaminated in OCS samples will be
considered in section 4.2.5.
Electron
Figure 4.22 shows momentum images of electrons on the xy plane correlated with OCS+
for dierent values of ellipticity,   0 (left) and   0:84 (right). Their major axis of
the polarization are along the y axis for the linearly polarized pulse, and the z axis for
the elliptically polarized pulse. The intensity is 1  1014 W/cm2 for both pulses. Every
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Figure 4.16: Momentum distributions of CO+ in the xy plane at the laser intensity of 11014 W/cm2.
The ellipticity of the pulse is   0.84. The major polarization axis is along the z axis.
Figure 4.17: Momentum distributions of S+ in the polarization plane (yz plane) at laser intensities of
51013 W/cm2 (upper left), 11014 W/cm2 (upper right), 1.51014 W/cm2 (lower left), and 2.21013
W/cm2 (lower right). The ellipticity of the pulse is   0.84. The major polarization axis is along the z
axis.
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Figure 4.18: Same as gure 4.17, but for CO+ cations.
Figure 4.19: Same as gure 4.17, but for CS+ cations.
70
Figure 4.20: Same as gure 4.17, but for O+ cations.
Table 4.3: Considered regions of the momentum for coincidence measurements. We dene the region by
the absolute momentum pmin, pmax, and the angle dis with respect to the z axis. Atomic units are used.
Cation pmin pmax dis
S+ 20 66 =4 and =8
CO+ 10 50 =4 and =8
CS+ 14 44 =4 and =8
O+ 10 40 =4 and =8
electron is correlated with an OCS+ ion When linearly polarized pulses are used (upper
left), the photoelectron distribution is conned along the polarization axis (y axis) with
a maximum region located around the center py  0. When ellipticity is increased from
  0, the photoelectron distribution spreads along the minor axis of the polarization and
the most intense momenta shift from the center to a higher point along the py axis.
4.2.3 Coincidence measurement
In order to estimate the emitted direction of photoelectrons with respect to the molecular
frame, we employ the coincidence measurement of a single electron and a single fragment.
By using an elliptically polarized pulse, the ionization probability is much higher when
the electric eld directs in the direction of major axis of the ellipse. Assuming an in-
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Figure 4.21: Momentum distributions without introducing OCS samples observed in the same TOF
regions as S+ (upper right), CO+ (upper left), CS+ (lower left), and O+ (lower right). The laser
intensity is 1.51014 W/cm2. The ellipticity of the pulse   0.84. The major polarization axis is along
the z axis.
Figure 4.22: Momentum images of photoelectrons obtained with linearly polarized pulses (left) and
elliptically polarized pulses (right) with the ellipticity   0:84. Their major axis of the polarization are
along the y axis for the linearly polarized pulse, and the z axis for the elliptically polarized pulse. The
intensity is 1 1014 W/cm2 for both pulses. Every electron is correlated with an OCS+ ion.
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stant dissociation, the direction of fragment ions represent the direction of the target
molecule, and, with the help of angular streaking technique, explained in section 4.1.2,
the ionization eciency within the molecular frame can be obtained. Here note that the
Coulomb explosion channel inevitably produces two electrons, which make the analysis
more complicated. Therefore, in the following, we focus on the dissociated ion channels.
To analyze the coincidence event, we place the following restrictions on each event3:
(i) single target cation (CO+, S+, O+, or CS+) and single electron are detected. (ii) we
only consider a specic region of the momentum for respective cations. The region R of
the ion distribution is given by 4
R = f(p; ; )jpmin < p < pmax; 0   < dis; 0    2g ; (4.21)
where p; , and  are the spherical polar coordinates in momentum space dened as
px = p sin  cos (4.22)
py = p sin  sin (4.23)
pz = p cos : (4.24)
The values of pmin, pmin, and dis for each fragment are given in table 4.3.
Restriction (i) should be fullled for any coincidence measurement to prevent an ac-
cidental coincidence. With restriction (ii), the direction of the molecular axis is xed
along the z axis, and the correlated photoelectrons are in the molecular frame. The
momentum regions are dened for each target cation such that the regions include the
dissociated fragments but exclude the Coulomb exploded fragments and the background
contributions (see gures 4.18{4.19). Finally, the molecular-frame photoelectron momen-
tum distributions are obtained by selecting electron which meets the above restrictions.
To better understand this analysis, we show how the momentum image of CO+ is pro-
cessed given with restrictions in gure 4.23 when the clockwise polarization of ellipticity
  0:84 with the intensity of 1 1014 W/cm2 is employed.
The panel (a) in gure 4.23 shows the momentum image of CO+ (same as shown in
gure 4.18). The panel (b) shows the momentum image of CO+ when no other ions
are detected in the same event and the momentum is restricted (restriction (i) and (ii)).
The panels (c) and (d) show the electron distributions correlated with the positive z-
momentum pz of dissociated CO
+ and the negative z-momentum pz of them shown in
the panel (b) in gure 4.23. The molecular axis is xed to the z axis within axial
recoil-approximation; therefore, the photoelectron images are regarded as the MF-PADs
projected on the xy plane. By projecting the momentum image in the panel (c) and (d)
3In a event a molecular jet and a laser pulse come across in the spectrometer.
4Note that this region R is shifted by pinitialy (equation 4.20) to take account of the momentum shift by the initial
velocity of molecular samples.
73
in gure 4.23 on y axis, we obtain the momentum distribution as shown in gure 4.24.
In the left panels, momentum distributions py of electrons correlated with CO
+ having
positive pz (upper left) and negative pz (middle left) are shown. For comparison, we plot
in the bottom panel in gure 4.24 the momentum distribution of electrons correlated
with the molecular ion 61OCS+. In the right panels, the same distributions but changing
the polarization from clockwise to counterclockwise are shown. This analysis allows
us to cross check the experimental results [15, 23, 25]. They clearly have asymmetric
distribution as a function of the momentum py in those MF-PADs depending on the
polarization and the correlated ion' momentum pz. In order to quantitatively evaluate
the positive{negative asymmetry, we introduce the up/total ratio Rup/total of the MF-PAD
given by
Rup/total =
R1
0
dpy
R1
 1 dpx (px; py)RR1
 1 dpydpx (px; py)
; (4.25)
where (px; py) is the electron distribution. In the case of CO
+ (gure 4.24), the up/total
ratio Rup/total for electrons correlated with positive pz is smaller than 0.5, whereas the ra-
tio Rup/total for electrons correlated with negative pz is larger than 0.5 when the clockwise
polarization is employed. This situation reverses when changing the laser polarization
from clockwise to counterclockwise. Tables 4.4{4.7 summarize how laser intensity and
polarization aect the up/total ratios Rup/total for each OCS fragment S
+, CO+, CS+,
and O+. We measured MF-PADs at four laser intensities 51013 W/cm2, 11014 W/cm2,
1.51014 W/cm2, and 2.21014 W/cm2 with two polarization conditions of clock wise
elliptical polarization and counterclockwise elliptical polarization, in both polarization
cases ellipticity is   0.84. The values of Keldysh parameter Keldysh are 1.78, 1.26, 1.03,
and 0.85 for the laser intensities of 51013 W/cm2, 11014 W/cm2, 1.51014 W/cm2, and
2.21014 W/cm2, respectively. In the tables, denoted by p+( )z;=4(=8), the ratios Rup/total
are calculated for MF-PADs which are correlated with the target cations which are dis-
tributed within the angle =4 (=8) with respect to the z axis and have positive (negative)
momenta p+z (p
 
z ). The ratios Rup/total correlated with
61OCS+ cations are shown for com-
parison. As can be seen in gures 4.17{4.20, background gases may contribute to the
MF-PADs measurements. To observe the eects of the background gases, we do the same
measurements and analysis without introducing OCS samples. Those results are shown
at the bottom lines of the tables 4.4{4.7. In principle, as explained above, the up/total
ratio Rup/total should be inverted against the baseline of Rup/total = 0:5 by changing from
electrons with positive to negative pz ions or by changing from clockwise to counterclock-
wise polarization. On the general tendency, the ratio Rup/total follows the above relation
on polarization and molecular axis as can be seen in table 4.4{4.7. However, because
of statistical and machine-dependent reasons, the ratio Rup/total has a few percent of de-
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viation from 50 % also in the background signals without introducing OCS or in the
electrons correlated with 61OCS+ ions. In order to compensate these small errors, we
average the four cases (positive and negative momentum for CW and CCW polarization)
and introduce the degree of asymmetry AMF-PAD of the MF-PAD by taking the average
as
AMF-PAD = all

sign  (Rup/total   0:5)

=alljsignj (4.26)
where the summation takes all cases (the direction of pz and the dierent polarization) for
each fragment. The sign is dened such that the degree of asymmetry can be interpreted
how the electron tunnels through the potential of an OCS, that is, when AMF-PAD > 0
, electrons are more likely to be ionized from the O atom of OCS molecules than from
the S atom of OCS molecules, and when AMF-PAD < 0 , electrons are more likely to be
ionized from the S atom of OCS molecules than from the O atom of OCS molecules. The
values of sign are listed in table 4.8 for all fragments. Note that for S
+ we neglect the
events where the momenta pz is negative because these signals overlap with the intense
isotope signals of 61OCS2+ and 62OCS2+. Figure 4.25 shows the degree of asymmetry
AMF-PAD for CO
+ and S+ for various laser intensities. In order to check the validity of
our analysis, we plot AMF-PAD for angle restrictions dis =4 and =8. It is clear that
the asymmetry of the both cations increase as the intensity increases. In particular, as
the intensity increases from 0.51014 W/cm2 to 1.01014 W/cm2 strong enhancements
of the degree of asymmetry AMF-PAD are observed for all fragments. The selection of the
momentum distribution range (=4 and =8) does not aect the asymmetry so much.
These intensity-sensitive behavior of the degree of asymmetry AMF-PAD implies that the
dissociation mechanism and the ionization mechanism are sensitive to the laser intensity
as discussed in section 4.3.2.
4.2.4 Dissociation probability
As shown in gure 4.25, the degree of asymmetry AMF-PAD considerably diers for respec-
tive fragment ions event at a given laser intensity. This fact implies that the ionization
eciency depends not only on the directions between the polarization and the molecular
axis but on the nal state of the ionization, that is, the excited state of molecular ion
which correlates with the specic fragment ions. Therefore, it is important to investi-
gate the characteristics of fragment ions produced in the strong eld ionization, by which
theoretical investigations can be related to the experimental results. First, we evaluate
the dissociation ratios of OCS+ into various fragment ions by calculating the ratios of
the numbers of detected fragments NCO+ , NS+ , NO+ , and NCS+ to the number of the
detected cations NOCS+ . Due to the detector system and the experimental conditions,
the following precautions ,(i) and (ii), are taken to count the number of fragment ions,
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Figure 4.23: Coincidence analysis of events where a single CO+ and a single electron are detected. The
clockwise polarization of ellipticity   0:84 with the intensity of 1  1014 W/cm2 is employed. (a)
The momentum distribution of CO+. (b) Selected momentum distribution with the angle restriction
dis = =8 and absolute value momentum restriction (see table 4.3). (c) Momentum distribution of
electrons which are correlated with the ion with negative pz values, which are indicated by a left circle in
(b). (d) Momentum distribution of electrons which are correleted with the ion with positive pz values,
which are indicated by the right circle in (b).
Table 4.4: The up/total ratios Rup/total with the ellipticity  0:84. The MF-PADs are correlated with
positive z-axis momenta p+z and negative z-axis momenta p
 
z of S
+. The distributions of momenta are
selected within angles of =4 (p+z;=4 and p
 
z;=4), and =8 (p
+
z;=8 and p
 
z;=8), for each case. The up/total
ratios correlated with 61OCS+ cations are listed in the right column. For comparison, the up/total
ratios Rup/total without introducing OCS samples are shown in the bottom line. Uncertainties are given
in parentheses after the corresponding last digits. Values larger than 50 % are colored red, and values
smaller than 50 % are colored blue.
Intensity (W/cm2) p+z;=4, p
+
z;=8 p
 
z;=4, p
 
z;=8 Reference
51013 (CW) 48.6(2), 49.4(4) 46.4(2), 46.0(4) 50.7
51013 (CCW) 48.4(2), 47.6(4) 50.2(2), 50.4(4) 51.9
11014 (CW) 53.1(2), 54.8(4) 47.1(2), 47.4(2) 50.8
11014 (CCW) 47.9(3), 46.3(5) 51.3(2), 50.3(3) 52.0
1.51014 (CW) 54.1(1), 55.1(3) 47.2(1), 47.9(1) 47.6
1.51014 (CCW) 46.3(2), 46.7(3) 52.4(1), 51.5(1) 48.5
2.21014 (CW) 53.9(2), 54.4(3) 46.4(2), 46.6(3) 47.9
2.21014 (CCW) 47.9(2), 47.4(4) 55.3(2), 55.8(4) 48.7
1.51014 (CW) 55.41, 47.22 51.67, 48.44 n/a
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Figure 4.24: Upper gures show momenta of electrons along the y axis correlated with CO+ having
positive pz (+) and negative pz (-) with elliptically polarized pulses rotating clockwise (CW) and coun-
terclockwise (CCW). The lower gure shows electron distributions correlated with 61OCS+ with the
same pulses.
Table 4.5: Same as table 4.4, but the correlated fragments are CO+.
Intensity (W/cm2) p+z;=4, p
+
z;=8 p
 
z;=4, p
 
z;=8 Reference
51013 (CW) 45.2(5), 46.3(8) 52.2(5), 54.8(9) 50.7
51013 (CCW) 52.4(5), 51.7(8) 47.6(5), 50.1(10) 51.9
11014 (CW) 43.1(5), 44.4(9) 59.2(5), 61.1(9) 50.8
11014 (CCW) 58.4(6), 5 6.9(10) 42.0(6), 43.6(11) 52.0
1.51014 (CW) 41.3(3), 40.1(6) 58.5(4), 61.1(7) 47.6
1.51014 (CCW) 59.7(4), 60.0(5) 41.7(4), 41.9(7) 48.5
2.21014 (CW) 50.5(2), 48.3(6) 56.5(3), 57.5(7) 47.9
2.21014 (CCW) 56.6(3), 57.8(6) 47.7(4), 44.4(8) 48.7
1.51014 (CW) 54.96, 55.93 53.00, 52.8 n/a
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Table 4.6: Same as table 4.4, but the correlated fragments are CS+. Signals are too weak to measure
the ratios Rup/total without introducing OCS samples.
Intensity (W/cm2) p+z;=4, p
+
z;=8 p
 
z;=4, p
 
z;=8 Reference
51013 (CW) 51.2(19), 43.8(33) 45.8(19), 42.9(33) 50.7
51013 (CCW) 46.9(20), 37.3(29) 56.6(21), 58.1(44) 51.9
11014 (CW) 62.4(17), 73.8(25) 36.9(17), 21.6(24) 50.8
11014 (CCW) 40.4(19), 37.3(33) 60.7(17), 60.0(34) 52.0
1.51014 (CW) 56.5(11), 55.1(21) 39.2(11), 35.47(24) 47.6
1.51014 (CCW) 40.5(12), 35.0(23) 61.0(12), 70.1(20) 48.5
2.21014 (CW) 55.4(9), 61.3(23) 46.6(11), 49.8(22) 47.9
2.21014 (CCW) 48.6(9), 39.2(24) 59.4(11), 62.1(28) 48.7
1.51014 (CW) n/a n/a n/a
Table 4.7: Same as table 4.4, but the correlated fragments are O+.
Intensity (W/cm2) p+z;=4, p
+
z;=8 p
 
z;=4, p
 
z;=8 Reference
51013 (CW) 64.2(24), 75.0(35) 46.7(26), 40.9(42) 50.7
51013 (CCW) 54.0(25), 58.1(40) 55.6(26), 54.8(44) 51.9
11014 (CW) 59.9(9), 61.1(14) 37.8(10), 36.6(16) 50.8
11014 (CCW) 40.2(10), 41.6(18) 60.5(11), 61.6(19) 52.0
1.51014 (CW) 61.4(4), 63.3(6) 36.3(4), 36.2(7) 47.6
1.51014 (CCW) 38.1(4), 38.5(7) 62.7(4), 63.1(7) 48.5
2.21014 (CW) 56.7(3), 59.3(3) 40.3(3), 37.8(5) 47.9
2.21014 (CCW) 43.3(3), 43.6(6) 61.6(4), 62.7(6) 48.7
1.51014 (CW) 50.78, 50.84 47.49, 50.00 n/a
Table 4.8: The values of the signs sign used in equation 4.26. For S
+ the events where the momentum
pz is negative are neglected because the signal overlaps with the isotopes of OCS
2+.
Cation p+z;=4, p
+
z;=8 p
 
z;=4, p
 
z;=8
S+ (CW) 1 0
S+ (CCW) -1 0
CO+ (CW) -1 1
CO+ (CCW) 1 -1
CS+ (CW) 1 -1
CS+ (CCW) -1 1
O+ (CW) -1 1
O+ (CCW) 1 -1
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Figure 4.25: Degrees of asymmetry of MF-PADs AMF-PAD dened in equation (4.26) for the S-loss
dissociation cations (left) and the O-loss dissociation cations (right) as a function of the laser intensity.
The two momentum distributions ddis (=4 and =8) with respect to the major polarization axis are
considered for each fragment. For S+ we neglect the event where the momentum pz is negative because
those signals overlap with the isotopes of OCS2+. The values of Keldysh parameter Keldysh are 1.78,
1.26, 1.03, and 0.85 for the laser intensities of 51013 W/cm2, 11014 W/cm2, 1.51014 W/cm2, and
2.21014 W/cm2, respectively.
depending on the specic ion.
(i) OCS+
The cations OCS+ have a small momentum distribution due to the cold translational
temperature. So, the eciency of multi-hit detection of OCS+ is expected to be very
low because of the dead time of the detector. Under typical experimental conditions, an
OCS+ is detected every three laser shots. We expect many OCS+ events to be missing.
Therefore, we used the third-most-probable isotope of OCS, 61OCS+, as reference cation.
Under typical experimental conditions, 61OCS+ is detected once per 100 laser shots.
Therefore, a multi-hits with 61OCS are rare: a few percent of hits is multi-hit events5.
We use the same gas cylinder throughout this experiment, and the experiment was
performed over a period of about 2 months. The ratio 61OCS/60OCS is expected to
remain constant throughout the experiments. We measure the abundance of isotopes
of OCS molecules by decreasing the counting rate of 60OCS to lower than 10 2, which
eliminates the eect of the multi-hit of 60OCS. At the laser intensity 1.51013 W/cm2
and 3.51013 W/cm2, the count rates are  10 3 and  10 2, respectively. Table 4.9
shows the measured abundance Rlow and Rhigh of the isotopes of OCS molecules at the
lower intensity and the higher intensity, respectively, and calculated proportions using
the representative isotopes of oxygen, carbon, and sulfur.
We conrm that the measured abundance of 60OCS is in agreement with the repre-
5Assuming (1  x)N = S, where x ( 1) ionization rate, N ( 1) number of molecules, S ( 1) probability of no
ionization event in a laser shot, the probability of double hits against single hit is given by lnS 1. When S = 1  10 M ,
lnS 1  10 M .
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Figure 4.26: Calculated ionization ratio between 60OCS and 61 OCS by the ADK theory. The ionization
potential of 61OCS is assumed to be higher than that of 60OCS by 0.01 eV, which is the same value of
the ionization potential dierence between H2 and HD. The ionization potential of
60OCS is 11.19 eV
[62].
sentative isotopes within the statistical errors.
To avoid the eect of the multi-hit, we use the measured abundance Rlow to calibrate
the number of 60OCS cations in the following calculations of dissociation rates.
Finally, we consider the isotopic shifts of ionization potentials of molecules due to
coupling of the electronic structure and the nuclear structure [129, 130]. For example, the
ionization potentials of H2, HD, and D2 are 15.43 eV, 15.44 eV, and 15.47 eV, respectively
6
[62]. In the case of OCS molecules, we expect the isotope shift of the ionization potential
is negligibly small because the HOMO of OCS molecules is not localized around the
nuclei; therefore, the coupling of the electronic structure and the nuclear structure rarely
happens. This can be seen in the dierence of ionization potentials between H2
16O and
H2
18O, 0.000 eV for the HOMO and 0.316 eV for the inner O1s orbital, respectively [129].
Nevertheless, to estimate the error in measuring the abundance of 61OCS, we calculate
the ionization rates of the isotopes of OCS molecules by assuming the ionization potential
of 61OCS is higher than that of 60OCS by Ip = 0.01 eV, which is the same value of
the ionization potential dierence between H2 and HD, and by Ip = 0.001 eV, which
is a still larger dierence than that for H2O isotopes (H2
16O and H2
18O). Figure 4.26
shows that the ratio of the ionization rates as a function of the laser intensity. Even with
the apparently overestimated ionization dierence Ip = 0:01 eV, the existence ratio of
61OCS to 60OCS can be measured accurately within 10 %, which is comparable to the
standard errors in the measurements (see gure 4.9). Therefore, we can for sure say
that the isotopic eect on the ionization potential of OCS molecules is negligible in our
experiment.
6Note that the zero-point energy of D2 and HD is lower than that of H2.
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Table 4.9: The calculated and measured values of the existence ratios of isotopes of an OCS molecule.
The most probable isotope, 60OCS, has 30 protons (p) and 30 neutrons (n). The calculation is done by
using the representative isotopic composition of oxygen, carbon, and sulde. The measured data Rlow
and Rhigh are taken at the laser intensity of 1:5  1013 W/cm2 and 3:5  1013 W/cm2, respectively.
Uncertainties are given in parentheses after the corresponding last digits. a[b] = a 10b.
p+n calculated Rlow Rhigh
60 93.7 % 94.11(4) % 92.96(4) %
61 1.80 % 1.78(10) % 1.84(8) %
62 4.44 % 4.11(13) % 5.21(15) %
63 5.10[-2] % n/a n/a
64 2.85[-2] % n/a n/a
(ii) Dissociated fragments
As explained in section 4.2.2, the momentum images of fragments CO+, S+, O+, and
CS+ have two regions together with background signals: one related to the dissociation
of OCS+ and the other related to the Coulomb explosion of OCS2+. Here we focus on the
dissociation events. To accurately count the number NCO+ , NS+ , NO+ , and NCS+ of the
dissociated cations, we separate the Coulomb exploded cations and from background ions
by selecting ions with absolute momenta below a specic value pmax for each fragment
(see table 4.3.). The background ions (for example, N+2 in CO
+ region and O+2 in S
+
region) are separated by the dierence of the velocity of molecular samples. Here, ions
from background gases and a molecular beam have dierent momenta of the center of
mass than those from a molecular beam due to the velocity of the molecules in the
molecular beams, the two still overlap due to the spread in momentum. We neglect
the overlapped regions (upper half), integrate the non-overlapped regions (lower half),
and double the result of the integration. For S+, the isotopes of OCS2+ overlap with
S+ momentum distribution. This contribution can be eliminated by selecting ions with
momenta, pz > 0. Finally, we obtain the number of the dissociated S
+ fragments by
multiplying the number of selected ions by four. Figure 4.27 shows the procedure for
CO+ (upper) and S+ (lower). Table 4.10 gives the ratios Rfragment = Nfragment=NOCS+
for several experimental conditions. We plot the ratios as a function of laser intensity
in gure 4.28 by taking the average values of the ratios for the CW cases and the CCW
cases. The ratios tends to increase as a function of the laser intensity from 5  1013
W/cm2 to 2:2  1014 W/cm2. But the ratios RS+ and RCO+ decreases from the laser
intensity of 1:5 1014 W/cm2 to the laser intensity of 2:2 1014 W/cm2. This decreasing
behavior is expected to be caused by sequential ionization of dissociation states of OCS+,
which can be seen in the momentum distributions of S+ and CO+ at the laser intensity
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of 2:2 1014 W/cm2, there are fewer dissociation signals (gure 4.17 and gure 4.18).
We now evaluate these dissociation probabilities P fragmentdis :
OCS+
(dissociation)       !
8>>><>>>:
S+ + CO with probability P S
+
dis
CO+ + S with probability PCO
+
dis
CS+ +O with probability PCS
+
dis
O+ + CS with probability PO
+
dis :
(4.27)
There are four dissociation paths for OCS+. Therefore, the dissociation probability Pdis
for each path is given by
P fragmentdis =
Nfragment
NOCS+ +NS+ +NCO+ +NCS+ +NO+
: (4.28)
In our experiment the dissociation probability meets P fragmentdis  1 so that NS+ +NCO+ +
NCS++NO+  1, the probability of dissociation into each fragment path can be calculated
as
P fragmentdis 
Nfragment
NOCS+
= Rfragment; (4.29)
which enables us to compare the dissociation probabilities with a theory.
Next, we calculate the dissociation probability by a simple tunneling model where the
tunnel ionization into the states of OCS+ occurs with a probability given by the ADK
theory (equation 2.4) [7]. The ionization rate is given by the ionization potential for each
state. As will be described in detail in section 4.3.2, the ground state X2 of OCS+ is
stable, while the excited states A2, B2+, and C2+ of OCS+ decay into fragments. It
is well known that S+ cations are produced from the A, B, and C states, and CO+ and
CS+ cations are produced from the C state. The dissociation path for O+ fragments are
unclear. The ionization pathways are given below with the ionization probabilities into
these states  circularADK [Ip]:
OCS
(ionization)      !
8>>><>>>:
OCS+(X) with probability  circularADK [Ip(X)]
OCS+(A) with probability  circularADK [Ip(A)]
OCS+(B) with probability  circularADK [Ip(B)]
OCS+(C) with probability  circularADK [Ip(C)] ;
(4.30)
where Ip(X), Ip(A), Ip(B), and Ip(C) are ionization potentials of an OCS molecule into
the X, A, B, and C states, respectively, and  circularADK [Ip] is given in equation (2.4). The
dissociation probabilities Pdis(A), Pdis(B), Pdis(C) for three pathways (via the A, B, and
C states) are given by
Pdis(excited state) =
 circularADK [Ip(excited state)]
 circularADK [Ip(X)]
; (4.31)
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Table 4.10: Ratios of the number of CO+ cations RCO+ and S
+ cations RS+ to the number of OCS
+
cations for dierent laser intensities. The ellipticity is   0:84. The ratios for clockwise (CW) and
counterclockwise (CCW) rotating polarizations are shown. a[b] = a 10b.
Intensity (W/cm2) RS+ RCO+ RCS+ RO+
51013 (CW) 5.66[-3] 4.22[-4] 2.35[-5] 1.46[-5]
51013 (CCW) 5.08[-3] 5.08[-4] 2.21[-5] 1.37[-5]
11014 (CW) 1.26[-2] 1.54[-3] 7.81[-5] 2.27[-4]
11014 (CCW) 1.09[-2] 1.41[-3 7.13[-5]] 1.83[-4]
1.51014 (CW) 2.16[-2] 3.62[-3] 1.88[-4] 1.19[-3]
1.51014 (CCW) 1.95[-2] 3.20[-3] 1.69[-4] 1.01[-3]
2.21014 (CW) 1.68[-2] 3.35[-3] 6.68[-4] 5.16[-3]
2.21014 (CCW) 1.57[-2] 2.88[-3] 5.50[-4] 4.84[-3]
We plot the dissociation probabilities for the A, B, and C states as a function of the
laser intensity in gure 4.28 together with the measured ones Rfragment. The measured
dissociation probabilities for S+ and CO+ fragments are much higher than the calculated
dissociation probabilities for all states. The measured dissociation probabilities for CS+
and O+ fragments are much higher than the calculated dissociation probability for the
C state. These results indicate that not only the direct tunnel ionization into excited
electronic states but also multiphoton excitation processes after tunnel ionization occurs:
OCS
(ionization)      ! OCS+(X) (excitation)      !
8><>:
OCS+(A)
OCS+(B)
OCS+(C):
(4.32)
This situation may explain the observed larger dissociation probabilities than calculated
ones because the multiphoton excitation of the X state decreases the number of detected
OCS+ cations NOCS+ , and increases the number of the detected fragment ions NS+ , NCO+ ,
NCS+ , and NO+ . In section 4.3.2, we discuss possible dissociation mechanisms.
4.2.5 Reference experiment: CO2 molecular sample
A comparison of the results for OCS molecules to the results for CO2 molecules gives us
a insight into the eect of the asymmetry in molecular structure on the MF-PADs. The
electronic states of a CO2 molecule is similar to those of an OCS molecule, replacing the
O atom of the CO2 molecule with an S atom, both of which belong to the same group
in the periodic table of the elements. In addition, it is known that commercial OCS
gas samples contain a small amount of CO2 impurity, which may produce spurious CO
+
2
(the same mass as CS+) and O+ signals, and the eect of the impurity will be conrmed
negligible below.
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Figure 4.27: How to count the NCO+ (upper) and NS+ (lower). Upper left: momentum distribution of
CO+. Upper right: selected momentum distribution of CO+. Lower left: momentum distribution of
S+. Lower right: selected momentum distribution of S+. The laser intensity is 1  1014 W/cm2. The
ellipticity is   0:84.
Figure 4.28: The measured dissociation rates RS+ , RCO+ , RCS+ , and RO+ are plotted in these gures.
Relative ionization rates for ionic states A 2 (solid line), B2+ (dashed line), and C2+ (dotted line)
of OCS+ to the ground state X2 of OCS+ as a function of the laser intensity of the circularly polarized
pulse. The ionization potentials for these excited states are given in Ref. [131]. The calculation is done
by using the ADK theory (equation (2.4)).
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Table 4.11: The up/total ratios Rup/total with the ellipticity   0:84 for CO2 samples. The MF-PADs are
correlated with positive z-axis momenta p+z and negative z-axis momenta p
 
z of CO
+. The distributions
of momenta are selected within angles of =4 (p+z;=4 and p
 
z;=4), and =8 (p
+
z;=8 and p
 
z;=8), for each
case. The up/total ratios correlated with CO+2 cations are listed in the Reference column. Uncertainties
are given in parentheses after the corresponding last digits.
Intensity (W/cm2) p+z;=4, p
+
z;=8 p
 
z;=4, p
 
z;=8 Reference
2.21014 (CW) 50.6(4), 51.5(7) 48.6(4), 50.5(9) 50.0
2.21014 (CCW) 49.8(4), 48.6(8) 49.5(4), 48.1(8) 50.0
Figure 4.29 shows the momentum distributions for CO+ and O+ cations, which have
dierent characteristics than the momentum distributions of CO+ and O+ produced
from OCS samples (see gure 4.18 for CO+ and gure 4.20 for O+). The momentum
distribution of CO+ (left panel of gure 4.29) consists of three momentum regions: (i)
background molecular ions, (ii) dissociated CO+, (iii) CO+ produced from CO+2 . This is
similar situation to the case of OCS samples; however, the momentum distribution of the
dissociated channels (ii) are not well separated along the major axis of the polarization,
which are major dierence in the momentum distributions between the case of CO2
samples and OCS samples (see 4.18). In the momentum distribution of O+ (right panel
of gure 4.29), there are observed four distinctive regions: (i) dissociated O+. (ii) inner
ring. (iii) outer ring. The rings are expected to be originated from CO2+ and CO3+.
Tables 4.11 and 4.12 show the up/total ratios Rup/total of the MF-PADs correlated with
CO+ and O+, respectively. The ratios do not show clear dependence on the polarization
nor on the direction of the momentum pz of cations, which are dierent situations from
that for OCS samples.
The degrees of asymmetry AMF-PAD are calculated to be 0.68(22), 1.32(25), 1.22(20),
and 0.53(20) for CO+ with =4 distribution, CO+ with =8 distribution, O+ with =4
distribution, and O+ with =8 distribution, respectively. These values are much smaller
than the results for OCS samples. Therefore, we obtain two conclusions: First, the eect
of impurity of CO2 in OCS samples is not a candidate which causes the asymmetry in
MF-PADs correlated with O+. Second, the MF-PADs for symmetric molecular samples
does not have asymmetry. Therefore, we suppose that the asymmetry caused by the
direction of the electric eld at the instant of the ionization does not play a role in the
subsequent dissociation processes 7.
7For OCS molecules, asymmetry is caused by the direction of the molecular axis and the charge distribution, while for
CO2 molecules, asymmetry is caused by the charge distribution.
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Figure 4.29: Momentum distributions of CO+ (left) and O+ (right) in the polarization plane (yz plane)
at the laser intensity of 2.21014 W/cm2. The ellipticity of the pulse is   0.84. The major polarization
axis is along the z axis.
Table 4.12: Same as table 4.11, but the correlated fragments are O+.
Intensity (W/cm2) p+z;=4, p
+
z;=8 p
 
z;=4, p
 
z;=8 Reference
2.21014 (CW) 50.7(5), 49.6(8) 48.2(5), 49.7(8) 50.0
2.21014 (CCW) 51.1(4), 48.8(7) 51.3(4), 49.8(7) 50.0
4.3 Discussion
4.3.1 MF-PADs calculated by the WFAT theory
In this section, we compare the experimental results with weak-eld asymptotic theory
(WFAT) by calculating the up/total ratios Rup/total under our experimental conditions.
The details of the theory are described in section 2.1. The electric eld is given by
F () = (Fz; Fy) = (F0 cos 
0
; F0 sin 
0
); (4.33)
where F0 the maximum electric eld, 
0
 the orientation angle of the polarization ellipse, 
the ellipticity. To compare our experimental results with WFAT, we need to consider the
angular distribution of the molecular axis of OCS molecules. The ionization rate d calc
is given by
d calc =  WFAT(
0
; m; m)P (m; m)dd
m; (4.34)
where P (m; m) the angular distribution of the molecular axis, m and m are the polar
and the azimuthal angles of the molecular axis of OCS, respectively. In our experiments,
OCS molecules rotate freely, but the angular distribution of the molecular axis P (m; m)
can be obtained by observing momenta of dissociated fragments. We thus obtain the
ionization rate d calc
d calc = jG00(#)j2W00 [F (0)]P (m; m) sin mdmdmd0; (4.35)
86
Figure 4.30: Geometry for the calculation. (a) The elliptically polarized electric eld. (b) The angular
distribution of the inter-nuclear molecular axis. When daxis is small ( 0), the OCS molecule is oriented
with the S atom toward positive z. See text for details.
where # is the angle between the molecular axis and the electric eld, and is given by
# = #(0; m; m) (4.36)
= arccos fsin m sinm sin [arctan( tan 0)] + cos m cos [arctan( tan 0)]g : (4.37)
Assuming that the angular distribution P (m; m) is given by
P (m; m) = 1 when m < daxis and (4.38)
= 0 when m > daxis; (4.39)
where daxis is the molecular angle with respect to the z axis, we obtain the ionization rate
by equation (4.35). Figure 4.31 shows the ionization rate as a function of the angle of
polarization with the ellipticity of 0.6 and 0.84 for dierent molecular axis distribution
daxis from 1
 to 90  by integrating equation (4.35) over m and m. Note that the
ionization rate is very sensitive to both ellipticity and the molecular axis distribution
daxis. For example, the up (0
-90)/total (0 -180) ratios Rup/total of the photoelectron
distributions drastically vary as the molecular axis distribution daxis changes from 30
 to
90. This sensitivity can be understood by noting that the ionization rate has peaks at
each of the angles of  27 and  116, and minima at each of the thee angles of 0, 61,
and 180 as shown in gure 2.1.
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Figure 4.31: Ionization rate as a function of the orientation angle of the electric eld with ellipticity of
0.6(upper left), 0.84(upper right), 0.9 (lower left), and 1.0(lower right) for various angular distributions
daxis of the molecular axis. The angular distribution daxis is dened with respect to the z axis.
Table 4.13: up/total ratios Rup/total for dierent values of ellipticity and the molecular axis distributions
daxis. Values larger than 50 % are colored red, and values smaller than 50 % are colored blue.
Ellipticity d < 1 d < 15 d < 30 d < 60 d < 90
0.6 85.03 % 84.19 % 78.53 % 51.47 % 38.89 %
0.84 79.48 % 79.08 % 74.47 % 50.44 % 39.89 %
0.9 68.56 % 69.17 % 66.77 % 49.17 % 42.03 %
1.0 45.59 % 47.29 % 49.41 % 47.58 % 46.62 %
Table 4.14: The calculated energy, E, of excited states of an OCS+ cation at the equilibrium bond
lengths [132]. For clarity the energy of the ground state of the OCS cation is taken as a zero. The decay
times and the dissociation fragments of those states are also listed.
state E[eV] rCO[A] rCS[A] Decay time fragment
~X
2
 11.174 [131] 1.130 1.649 stable n/a
~A
2
 15.075 [131] 1.290 1.575 110 ns [133] S+ [131, 128]
~B
2
+ 16.041 [131] 1.146 1.569 80 ns[133] S+ [131, 128]
~C
2
+ 17.958 [131] 1.180 1.545 unknown S+, CO+, CS+ [131, 128]
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Figure 4.32: Images of the three highest occupied molecular orbitals, HOMO, HOMO-1, and HOMO-2.
The O (S) atom of the OCS molecule is directing to the left (right). The symmetry and related cation
states, which ionization of an electron in a molecular orbital causes, of each molecular orbital are shown.
Figure 4.33: Potential surface of OCS+ [134]. . The permission of reuse of this gure is given by AIP
Publishing LLC with a license number 3557451426393.
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4.3.2 Dissociation mechanism
In this subsection, we discuss previous studies on the dissociation of OCS+, and compare
those results to our experimental results. We propose possible mechanisms of the disso-
ciation observed in our experiments. Based on the above consideration, we examine the
validity of obtained MF-PADs for each dissociated cation.
The valence electronic conguration of the ground state of OCS molecules is
....82922434 [132]. The lowest four states of OCS+, X2, A2, B2+ and C2+,
can be well described by ionization of an electron from the 3, 2, 9 and 8 orbitals,
respectively [132]. Table 4.14 shows the ionization potentials from the neutral ground
state and symmetries for four lowest excited states of OCS+. These four ionic states are
reported to be linear from photoelectron spectroscopy [134]. Other higher excited states
have not been studied experimentally nor theoretically, to the best of our knowledge.
Figure 4.33 shows ab initio potential surfaces of the ground and excited states of OCS+
molecules calculated by Hirst [132]. Stable OCS+ states are the ground state ~X and a
fraction of the vibronic ground state of the ~A state, which emits uorescence [128], while
other states are repulsive or quasi-stable and easily decay into fragments. Morse et al.
measured the branching ratios to ionic products from X, A, B, and C states of OCS+
by a photoelectron-photoion coincidence measurement [128]. The A and B states decay
producing S+, and the C state decays producing S+ and CO+ with a branching ratio
 80% and  20%, respectively. In 1994, Boesl et al. measured the decay time of OCS+
[133]. They have revealed that the decay times of vibrationally-excited A state are longer
than 15 ns for the bending modes, but those for stretching modes are smaller than 15 ns
[133].
Chang et al. investigated dissociations of a mode-selected B state prepared by a
double-resonance excitation scheme [135]. In their study two dissociation mechanisms
are suggested. Internal conversion of the B state to the X state followed by the direct
dissociation. Alternatively, a conical intersection between the B state and the A state
followed by the dissociation via the intersection of the potential surface with the repulsive
2 surface. These mechanisms are examined by an ab-initio calculation by Hirst, and
conclude that the both mechanisms are reasonable [132].
The ~C state correlates adiabatically with S(1D) + CO+(X++), intersected by disso-
ciative surfaces, 4 , 2 , and 2 [134, 132]. A coincidence experiment which was done
by Morse et al. [128] showed the ~C state yield both S+ and CO+.
Before moving on to the discussion for dissociation into specic fragments, we would
like to stress that the multiphoton excitation processes contribute to the dissociation
processes. We can see two evidences of the contributions in the dissociation probabilities
measured for all dissociated fragments (see gure 4.28): First, the measured dissociation
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Figure 4.34: Schematic diagram of the dissociation mechanism of OCS+ ! S+ + CO in the low intensity
regime (left) and in the high intensity regime (right). Solid arrows represent the tunnel ionization.
Dashed arrows represent the multiphoton excitation. The nal states A, B, or C may dissociate into S+
and CO.
probabilities for S+ and CO+ fragments are much higher than the dissociation probabili-
ties for all states, and the measured dissociation probabilities for CS+ and O+ fragments
are much higher than the dissociation probability for the C state. This implies multi-
photon excitation from the ground state of OCS+ molecules to the A, B, and C excited
states. Second, At the highest intensity 2.21014 W/cm2, these dissociation probabil-
ities are smaller than those at the intensity 1.51014 W/cm2, which can be explained
by subsequent ionization of excited states (A, B, or C) of OCS+ molecules by the laser
pulse. In the rest of this section, keeping in mind the above discussion, we discuss each
dissociation process.
Dissociation into S+ + CO
All excited states introduced above, A, B, and C state, can decay into S+ and CO.
However, the A and B states decay much slower than the rotational period Trot = 82
ps of OCS [133]. In this case, the momentum distribution does not correlate with the
molecular axis during the ionization, which may explain why the momentum distributions
of dissociated S+ are near isotropic (see gure 4.17), and the value of the degree of
asymmetry AMF-PAD is small at the low laser intensity 51013 W/cm2. However, we
observe that the degree of asymmetry AMF-PAD grows as the laser intensity increases (see
gure 4.25). This may be explained by considering the multiphoton excitation or the
tunnel ionization from deep orbital described below. As the intensity increases, the ratio
of the C state and the vibrationally excited A and B state to the lower-lying vibrational
levels in A and B state become larger by the multiphoton excitation (bond softening)
[125] or tunnel ionization from deep orbitals [15, 25]. Figure 4.34 schematically shows
the mechanism. If the C state decays faster than the rotational period Trot = 82 ps of
OCS molecules, the orientation dependence of the ionization rate aects the MF-PADs
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as in the case of the dissociation into CO+ + S. We expect that the excitation from the
A or the B state to the C state is probable because they have the same multiplicity and
the similar equilibrium bond lengths [6].
Dissociation into CO+ + S
As described above, we expect the decay of the C state is the major contribution to the
dissociation path OCS ! CO+ + S. Unfortunately, to the best of our knowledge the
decay time of the C state has not been measured. In our experiment, the momentum
distribution of CO+ is extended along the major polarization axis. Therefore, We expect
the decay time of the C state is much faster than the rotational period Trot = 82 ps of
OCS molecules. We now examine how the C state is populated during the interaction
of OCS molecules with the pulse. The measured dissociation probability is much higher
than the prediction by the ADK theory (see gure 4.28). Therefore, we expect that the
population mechanisms by multiphoton excitations from the X, A, and B states into the
C states after ionization are more probable than the direct tunnel ionization into the C
state. Neglecting the contributions of the excited states A and B, almost all the electrons
can be interpreted to be tunneled from the HOMO of OCS molecules, which may explain
why electrons are more likely to be ionized from the O atom of OCS molecules than the
S atom of OCS molecules [23].
Dissociation into CS+ + O
The left side of gure 4.33 shows potential curves of OCS+ as a function of the C{O
bond length. The appearance potential for CS+ dissociated from OCS+ was reported to
be ranging from 18 eV to 20 eV by several groups. For example, the rst dissociation
limit CS+ (X2+) + O (3Pg) was measured to be 18.56 eV [128], 18.22 eV [136], and
18.7 eV [137]. Hubin-Franshin et al. proposed that the dissociation into CS+ + O
became accessible through vibrationally excited C2+ state [131]. Very recently, Dong
et al. studied this dissociation mechanism of the OCS+ ion by the complete active space
self-consistent-eld and multiconguration second-order perturbation theory [138]. They
suggested predissociation mechanisms of the OCS+ via the C2+ state.
The momentum distribution for this channel is nearly isotropic (gure 4.19), which
is similar case for S+. However, the degree of asymmetry AMF-PAD is larger than that
for S+ and comparable to that for CO+ (gure 4.25). These results indicate that some
excited states decay into CS+ + O faster than the rotational period Trot = 82 ps of OCS
molecules. The increasing and decreasing behavior may indicate that the population ratio
of these fast decay states vary as the laser intensity increases.
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Dissociation into O+ + CS
To the best our knowledge, the dissociation mechanism of OCS+ which produces O+
fragment ions has not been studied. The study on the dissociation into O+ + CS is
more rare than the dissociation into O + CS+ because O+ + CS has higher energy than
O + CS+. In our experiment, the dissociated O+ are well separated along the major
polarization axis (see gure 4.20) and a clear asymmetry of MF-PAD is observed (see
gure 4.25 and table 4.7). Therefore, we expect the decay time of the dissociation is
much faster than the rotational period Trot = 82 ps of OCS molecules.
The dissociation rate for O+ is higher than those for CO+ and CS+ at the laser
intensity of 2:2  1014 W/cm2 (see gure 4.28) instead of the fact the adiabatic energy
of the channel is largest. This result indicates that the saturation eects is important in
this laser intensity regime  1 1014 W/cm2.
4.4 Summary
MF-PADs for OCS molecules by an intense elliptically polarized eld have been observed
for each correlated dissociation channel (S+, CO+, CS+, and O+). These MF-PADs have
the up/total asymmetry AMF-PAD, which can be interpreted as angular-dependent ioniza-
tion rates of OCS molecules. The asymmetry have dierent characteristics depending on
the dissociated fragments. When CO+, S+, or CS+ molecules are observed, the observed
MF-PADs can be interpreted that electrons are more likely to be ionized from the O
atoms of OCS molecules, while when O+ molecules are observed, the observed MF-PADs
can be interpreted that electrons are more likely to be ionized from the S atoms. We
provide possible dissociation mechanisms by comparing the experimental results with pre-
vious studies on the dissociation of OCS+ molecules ionized by synchrotron radiation or
incoherent lights by atomic discharge. With the help of these studies, we have succeeded
in qualitatively explaining the intensity-dependent asymmetry AMF-PAD and fragment-
dependent asymmetry AMF-PAD. However, the inverse asymmetry of MF-PADs for O
+
fragments are yet to be understood fully. One of the reasons for that is the dissociation
which produces O+ has not been studied well.
Finally, the explanation we made are on many assumptions. For example, the C states
decay much faster than the rotational period of OCS molecules and the multiphoton
excitation after ionization is as probable as tunnel ionization into excited states. These
assumptions could be conrmed by calculating the transition matrix. Using a few-cycle
pulse would make the discussion clearer because the multiphoton excitation process is
less likely to occur.
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Chapter 5
Concluding remarks
In this work we have experimentally studied strong-eld interaction with molecules where
inversion symmetry is not preserved. Among a number of strong-eld phenomena, we
studied the process of high-order harmonic generation and the tunnel ionization, both
of which are particularly important phenomena as described in chapter 1. The breaking
of inversion symmetry is introduced by employing the CEP-controlled few-cycle pulses
for experiments on the high-order harmonic generation, and by employing coincidence
measurement of tunnel ionized OCS molecules for experiments on the tunnel ionization.
We obtained novel information such as the harmonic chirp of high-order harmonics and
molecular-orientation dependence of tunnel ionization rates, both of which are not ob-
tained under conditions where inversion symmetry is preserved. In the rest of this chapter,
we summarize the results and the outlook of the two experiments.
Results and Outlook
In chapter 3 we observed high-order harmonic spectra generated from aligned N2 molecules
and CO2 molecules with CEP-controlled 10-fs pulses. The spectra showed fringes in the
cuto region which vary their shape depending on the relative values of the CEP. We an-
alyzed the structure by employing Fourier analysis, and found three peaks in the Fourier
spectrum. The positions (Ti) did not change by varying the CEP and the non-linear
medium. The phase (nthFrourier) of these peaks were found to be linear with the value of
the CEP for the 2nd and 3rd Fourier peaks, and independent with the value of the CEP
for the 1st Fourier peaks.
To understand underlying physics, we performed two numerical calculations: a quantum-
mechanical simulation (Lewenstein model) and a simple model simulation. Both of the
two calculations reveal that the observed CEP-dependent spectra stemmed from the inter-
ference between attosecond pulses with a signicantly large harmonic chirp. The simple
model calculation predicted the magnitude of the harmonic chirps as b > 0:6 fs 2, which
94
is consistent with the result b  1:1(0:5) fs 2 obtained with a well-known formula of
intensity-dependent phase. Finally, we also examine the possibility of observing the har-
monic phase change in the harmonic spectra generated from aligned CO2 and N2. By
applying inverse Fourier transform to the Fourier spectrum, we extracted the interference,
the 2nd and 3rd Fourier peaks. We found phase changes and phase distortions in the
region where the phase jump reportedly occurs. However, since the interference signals
were very low, we found it rather dicult to provide a conclusive argument.
We revealed the mechanism of the CEP-dependent structure observed in harmonic
spectra in the cuto region. This mechanism oers the possibility of observing the magni-
tude of harmonic chirp b without direct measurements of the high-order harmonic phase.
Besides, note that we observed the interference between attosecond pulses which were
generated at dierent instantaneous laser intensity. Some groups reported that the posi-
tion of destructive interference change depending on the intensity of the laser pulse. This
eects may aect the CEP dependence of the fringes.
In chapter 4 we observed MF-PADs for OCS molecules irradiated with elliptically
polarized femtosecond pulses which are tunnel ionized and dissociate with elliptically
polarized pulses. The orientation-dependent tunnel ionization rates for each dissocia-
tion channel (S+, CO+, CS+, and O+) were reconstructed from the up/total asymmetry
AMF-PAD by using the angular streaking method. The asymmetry AMF-PAD was found to
depend on the dissociation channels and the laser intensity: 1. The magnitude of the
asymmetry became larger when the laser intensity increased from 0.51014 W/cm2 to
1.01014 W/cm2, while that became smaller when the laser intensity increased up to
1.51014 W/cm2 or 2.21014 W/cm2. 2. The asymmetry AMF-PAD of the photoelecrons
which correspond to the channels producing fragment ions of S+, CO+, or CS+ had posi-
tive values, while that for the channel producing O+ had negative values. By considering
the basics of angular streaking method, the second results showed that OCS molecules
are more likely to be ionized when the electric eld is directing from the O atom to the
S atom for the dissociation channels which produce S+, CO+, and CS+, while those are
more likely to be ionized when the electric eld is directing from the S atom to the O
atom for the dissociation channel which produces O+. In order to understand the dis-
sociation mechanism of OCS+ molecules, we performed numerical simulations where the
dissociation probability was calculated within the ADK model, and compared it with
the experimental results. The simulation revealed that the multiphoton excitation into
dissociative electronic states of OCS+ molecules after tunnel ionization of the HOMO
of OCS molecules dominantly took place rather than the direct tunnel ionization into
the dissociative electronic states for the S+, CO+, and CS+ channels. This model may
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explain why the observed orientation-dependent ionization rates for S+, CO+, and CS+
are consistent with the results by the photoelectron measurement with oriented OCS
molecules [23] and the results of the numerical simulation within the WFAT, in which
the HOMO of OCS molecules are considered. Comparing the experimental results with
previous research done with other light sources (synchrotron radiation, atomic discharge,
etc.), we also showed that the intensity dependence of the asymmetry AMF-PAD can be
explained by variation of the nal population of the electronic states (X, A, B, C, etc.)
of OCS+ molecules. The nal population was expected to be sensitive to the laser in-
tensity, and determined by a combination of the tunnel ionization and the multiphoton
excitation.
The apparently dierent asymmetry AMF-PAD for the O
+ channel implied the tunnel
ionization mechanism was not the same as other channels. To the best of our knowledge,
it is not clear how O+ cations are produced during the dissociation of OCS+ molecules.
One possible situation leading to this result is the tunnel ionization of inner orbitals
(HOMO-1, HOMO-2, and etc.) of OCS molecules.
This is the rst observation of MF-PAD of triatomic molecules by using the coinci-
dence measurement technique. This measurement, for the rst time, found the eects
of the inner molecular orbitals (HOMO, HOMO-1, HOMO-2, etc.), which cannot be
obtained with the orientation techniques such as AC+DC, two-color laser elds, and
plasma-shuttering techniques. The contribution of the multiphoton excitation for OCS
molecules was much larger than that for HCl molecules. The dierence may come from
the larger Stark shifts (permanent dipoles, polarizabilities) for OCS molecules than that
for HCl molecules. The eect of the Stark shifts is one of the most important to re-
veal the tunnel ionization dynamics in polar molecules with large permanent dipole and
polarizability.
Finally, the explanation we made were on many assumptions. For example, the C
states decay much faster than the rotational period of OCS molecules and the multiphoton
excitation after ionization was as probable as tunnel ionization into excited states. These
assumptions could be conrmed by calculating the transition matrix. Experimentally,
by using the few cycle pulses, the multiphoton excitation from the ground state will be
suppressed and the discussion would clearly elucidate the eects of tunnel ionization of
inner molecular orbitals.
In the present thesis, we break inversion symmetry by employing inversion asymmet-
ric laser eld (chapter 3) or orienting polar molecules (chapter 4). The next challenge
would be the combination of these techniques such as high-order harmonic generation
from oriented molecules with CEP-controlled few-cycle pulses, secondly, a coincidence
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measurement of dissociative tunnel ionization of polar molecules with CEP-controlled
few-cycle pulses. In those congurations, the electron emits or recombines from only one
direction in the molecular frame. There are possibilities to obtain new information such
as the electron recombination (scattering) cross sections of polar molecules.
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Appendix A
Atomic units
Atomic units are summarized in table A.1.
Table A.1: Conversion and formulas for atomic units. The values of atomic units in SI are given in Ref.
[62] for constants, and in Ref. [139] for dimensions.
constant symbol SI units
reduced Planck's constant ~ 1.054571726(47)10 34 Js
elementary charge e 1.602176565(35)10 19 C
electron mass me 9.10938291(40)10 31 kg
dimension symbol formula SI units
length a0 40~2=(mee2) 5.29177210 11 m
energy Eh e
2=40a0 4.35974810 18 J
time s 40a0~=e2 2.41888410 17 s
velocity v0 e
2=40~ 2.41888410 17 m/s
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