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Введение
В работе будут рассматриваться обыкновенные дифференциальные
уравнения второго порядка вида:
x+ c0 _x+ (x) = f(t);
где x 2 R – общее перемещение вследствие деформации, (x) – упруго-
пластическая восстанавливающая сила(нелинейность упруго-пластического
типа), f(t) – внешняя сила. Известно, что такие уравнения описывают
один класс упруго-пластических деформаций [1].
При приложении силы к телу оно может деформироваться, при этом
разделяют два разных вида деформаций. Деформация называется упру-
гой, если она исчезает после удаления вызвавшей её нагрузки (то есть
тело возвращается к первоначальным размерам и форме), и пластиче-
ской, если после снятия нагрузки деформация не исчезает (или исчезает
не полностью).Рассмотрим декомпозицию перемещения x на упругую
и пластическую части:
x = xe + xp;
где xe – упругая часть деформации, xp – пластическая часть. Тогда
нелинейность можно представить в следующем виде:
(x) = K(x  xp);
где K 2 R – коэффициент жесткости.
В первой главе работы представлены два различных способа пред-
ставления упруго-пластической нелинейности, а именно гистерезис и
дифференциальное включение, а также приведен пример задания упруго-
пластического осциллятора.
Во второй главе рассматривается представление упруго-пластического
осциллятора в виде дифференциального включения, а также приво-
дится теорема существования решения для дифференциального вклю-
чения.
В третьей главе представлены элементы теории монотонных операто-
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ров и ее приложение к задаче нахождения решений ОДУ с упруго-
пластической нелинейностью.
В четвертой главе рассматриваются ОДУ с гистерезисными нелинейно-
стями и теорема существования решения ОДУ с такой нелинейностью,
которая позволяет установить существование решения в случае, напри-
мер, билинейного гистерезиса.
В пятой главе используются элементы теории коциклов для получе-
ния условий частотной теоремы в случае неавтономной системы. С ее
помощью становится возможным сделать вывод о существовании пери-
одических решений в неавтономной системе.
В шестой главе рассматривается метод усреднения для численного по-
строения периодических решений ОДУ с гистерезисной нелинейностью
и проводятся эксперименты над коэффициентами ОДУ.
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Цели и задачи
Целью данной работы является изучение обыкновенных дифферен-
циальных уравнений с нелинейностями упруго-пластического типа. Необ-
ходимо решить ряд задач, а именно:
1. Рассмотреть различные способы описания нелинейности упруго-
пластического типа;
2. Найти условия существования решений ОДУ c упруго-пластической
нелинейностью;
3. Выполнить поиск условий существования периодических решений
для ОДУ упруго-пластического типа;
4. Описать численный алгоритм нахождения периодического реше-
ния для ОДУ упруго-пластического типа и провести эксперимен-
ты.
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1. Нелинейности упруго-пластического ти-
па
В этой главе будет приведены способы задания нелинейностей упруго-
пластического типа, а также рассмотрен пример упруго-пластического
осциллятора.
1.1. Предварительные сведения
Упруго-пластическая теория описывает поведение тела под напря-
жением , которое имеет упругое поведение до упругого предела, кото-
рый определяется поверхностью текучести. После этого предела возни-
кают пластические деформации, которые не исчезаеют(или исчезают
не полностью) после снятия нагрузки.
При повторной нагрузке часто обнаруживается повышение предела упру-
гости материала, называемое упрочнением. Феномен упрочнения из-
меняет поверхность текучести, смещая ее(кинематическое упрочнение)
и/или однородно расширяя(изотропное упрочнение).
1.2. Модель упруго-пластического осциллятора
В этом параграфе будет описана модель одномерного осциллятора,
использованная в работе [1]. Модель предполагает аддитивную деком-
позицию деформации, т.е. общее перемещение x может быть разделено
на упругую часть xe и пластическую часть xp следующим образом:
x = xp + xe: (1.1)
Далее, зависимость между напряжением и перемещением задается ра-
венством
 = K(x  xp); (1.2)
где K – коэффициент жесткости.
Введем внутренние переменные  и , описывающие феномен упроч-
нения. При этом  описывает изотропное упрочнение и называется
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внутренней переменной упрочнения. Ее можно задать следующим об-
разом:
_ = j _xpj: (1.3)
Кинематическое упрочнение описывается внутренней переменной , ко-
торая называется обратной переменной нагрузки и описывается раен-
ством
_ = HK _x
p; (1.4)
где HK – кинематический параметр упрочнения.
Если задана скорость пластического перемещения , то пластическое
перемещение xp можно задать так:
_xp = sign(   ): (1.5)
Поверхность текучести, которая определяет границу между областями
упругих и пластических деформаций, задается следующим образом:
h(; ; ) = j   j   (T +HI); (1.6)
где HI - модуль пластичности, а T - напряжение, которое изначально
необходимо применить, чтобы поведение сменилось на пластическое.
Формула (1.6) учитывает сдвиг поверхности текучести (j   j) и ее
расширение (T +HI).
Необратимый характер пластической деформации возможно пред-
ставить с помощью следующих условий:
  0; h(; ; ) = 0;  _h(; ; ) = 0; если h(; ; ) = 0: (1.7)
1.3. Дифференциальное уравнение осциллятора
Рассматриваем осциллятор с одной степенью свободы, массой m и
внешним линейным параметром вязкой диссипации c. Тогда уравнение
выражается следующим образом:
mx+ c _x+ (x; xp; ; ) = f(t); (1.8)
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где (x; xp; ; ) - упруго пластическая восстанавливающая сила осцил-
лятора, f(t) - внешняя сила. Запишем ОДУ (1.8) в виде системы. Рас-
смотрим x1 = x; _x1 = x2. Используя (1.2)–(1.7), получим:
_x1 = x2; _x2 =
f(t)
m   c0x2   !20(x1   xp1);
_x1
p = sign(   ); _ = ; _ = HKsign(   );
h(; ; ) = j   j   (T +HI);   0;
h(; ; ) = 0;  _h(; ; ) = 0; если h(; ; ) = 0;
(1.9)
где c0 = c/m;!20 = K/m.
Если рассматривать y = (x1; x2; xp1; ; ), то система (1.9) принимает
вид _y 2 F (y), где y 2 R5, учитывая дополнительные условия(1.7). В
данном случае F : R5 ! P (R5) – многозначная функция, где P (R5)
- множество всех непустых подмножеств. Более подробно эта система
будет обсуждаться в следующей главе.
1.4. Гистерезисные нелинейности
В предыдущем параграфе был рассмотрен пример описания упруго-
пластической нелинейности. В дальнейшем будет часто использоваться
иной вариант задания – билинейный гистерезис [2], изображенный на
рис. 1. Вообще говоря, гистерезис часто встречается в задачах, связан-
ных с упруго-пластическими деформациями, а также во многих других,
например [3].
Угол  на рис. 1 задается параметром билинейного гистерезиса  сле-
дующим образом:
 = tan 1(1  ): (1.10)
Заметим, что при  ! 0 имеем  ! x. Таким образом, чем меньше ,
тем тело имеет более упругое поведение. Необходимо также отметить,
что гистерезис имеет свойство зависимости от предыдущих состояний.
Для того, чтобы по рис. 1 определить значение  по значению x, необ-
ходимо знать поведение системы в прошлом.
Например, зафиксируем x0 = 2, что показано на рисунке пунктирной
линией. Легко видеть, что на рис. 1 такому x0 соответствует два значе-
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Рис. 1: Билинейный гистерезис с максимальной амплитудой R = 5
ния , а именно 1 = 2 и 2 = 0. Однако возможны и любые значения из
промежутка [0; 2], так как перемещение x может начать уменьшаться в
любой точке из промежутка [2; 5]. Какое значение выбрать для x0 = 2
в конкретном случае, зависит от прошлого системы.
Таким образом, можно заметить, что билинейный гистерезис, вообще
говоря, – многозначная функция.
1.5. Задание нелинейности через дифференциаль-
ное включение
В этом параграфе будет рассмотрен способ задания нелинейности
упруго-пластического типа через субдифференциал, который рассмот-
рен в книге [4]. Он отличается от способа задания с помощью гисте-
резиса, рассмотренного в предыдущем параграфе тем, что пластиче-
ское перемещение задается субдифференциалом произвольной выпук-
лой функции.
Определение 1.5.1. Пусть (E; (; )) - гильбертово пространство. Суб-
дифференциалом @f(x0) выпуклой функции f : E ! R [ f+1g в точке
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x0 называется множество fwjw 2 Eg:
f(x0 + )  f(x0) + (w; ); (1.11)
где  2 E.
Рассмотрим нелинейность типа
x(t) 2 @g((t)) (1.12)
для п.в. t 2 [0; t0]; t0 2 R.
Рассмотрим пример, который часто встречается при моделировании за-
дач упруго-пластического типа.
Пример 1.5.1. Зафиксируем E = R; 0 > 0.
C = f 2 R : jj  0g
Пусть  - индикаторная функция множества C, т.е. () = 0, если
 2 C, иначе () = +1.
Предложение 1.5.1. Тогда
@() =
8>>><>>>:
0; jj < 0;
R;  = 0;
?; jj > 0:
Доказательство. 1. В случае, когда jj < 0, () = 0 и условие (1.11)
будет записано следующим образом:
( + )  (w; ) (1.13)
для произвольных  2 R. Заметим, что левая часть неотрицательна и
равна нулю тогда и только тогда, когда j + j  0. В таком случае
очевидно, что w = 0 – единственное решение (1.13).
2. Рассмотрим  = 0. В таком случае условие (1.11) примет следующий
вид:
(0 + )  (w; ) (1.14)
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для произвольных  2 R. Заметим, что левая часть неравенства (1.14)
равна нулю, если  2 [ 20; 0]. В таком случае решением (1.14) будут
w 2 R+.
3. Рассмотрим  =  0. Неравенство (1.11) принимает вид:
( 0 + )  (w; ) (1.15)
для произвольных  2 R. Левая часть неравенства (1.15) равна нулю
при  2 [0; 20]. Тогда (1.15) имеет место при w 2 R .
4. Наконец, jj > 0. Условие (1.11) принимает вид:
( + )  +1+ (w; ) (1.16)
для произвольного  2 R. Такого w 2 R не существует.
Рис. 2: Нелинейность из примера 1.5.1, где 0 = 7
На рис. 2 изображена нелинейность из примера 1.5.1. Такая функ-
ция  обычно возникает в задачах моделирования идеально-жестко-
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пластического стержня, т.е. в случае, когда упругие деформации от-
сутствуют до поверхности текучести. Однако с помощью (1.12) можно
моделировать и другие случаи упруго-пластических нелинейностей. В
следующих главах будет подробно рассмотрен вопрос существования
решений ОДУ с нелинейностями упруго-пластического типа, в том чис-
ле вида (1.12).
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2. Дифференциальные включения
В этой главе будут рассматриваться условия существования реше-
ний дифференциальных включений и их применение к упруго-пластическим
задачам.
2.1. Предварительные сведения
В этой главе будут рассматриваться дифференциальные включения
вида
_y 2 F (t; y); (2.1)
где y 2 Rn, F– многозначная функция, т.е. F (t; y)  Rn для всех
t 2 R; y 2 Rn.
Такое представление системы с нелинейностью упруго-пластического
типа удобно в случае, когда пластическая деформация описывается
включением (1.12), но его можно использовать и для описания систем
вида (1.9).
2.2. Представление упруго-пластического осцилля-
тора в виде дифференциального включения
В качестве примера рассмотрим систему (1.9) и представим ее в виде
дифференциального включения.
Рассмотрим
y =
0BBBBBB@
x1
x2
xp1


1CCCCCCA ; (2.2)
где _x1 = x2; x1 = xe1+xp1,  и  – параметры упрочнения. Напомним, что
поверхность текучести определяется функцией
h(; ; ) = j   j   (T +HI);
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где  = K(x1   xp1); T ; HI 2 R. Рассмотрим функцию, описывающую
скорость пластической деформации
(; ; ) =
8<:0; h(; ; ) = 0; _h(; ; ) = 0;0; в остальных случаях; (2.3)
где 0 2 R– фиксированная скорость пластической деформации.
Рассмотрим следующую функцию:
sign(x) =
8>>><>>>:
1; x > 0;
[ 1; 1]; x = 0;
 1; x < 0:
(2.4)
Функция (2.4) изображена на рис.3.
Рис. 3: Многозначная функция sign(x)
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Наконец, рассмотрим правую часть системы (1.9)
F (t; y) =
0BBBBBB@
x2
f(t)
m   c0x2   !20(x1   xp1)
(; ; )sign(   )
(; ; )HKsign(   )
(; ; )
1CCCCCCA ; (2.5)
где y из (2.2), (; ; ) из (2.3), f(t) – внешнее возмущение, m;!0; HK 2
R – параметры системы. таким образом мы получаем возможность за-
писать систему (1.9) в виду дифференциального включения
_y 2 F (t; y); (2.6)
где y из (2.2), F из (2.5).
2.3. Существование решения дифференциального вклю-
чения с выпуклой правой частью
В этом параграфе обсуждаются некоторые элементы теории суще-
ствования решения дифференциального включения. Более подробные
результаты можно найти в работе [5].
Определение 2.3.1. Пусть  - многозначное отображение, опреде-
ленное на D  Rm; F (p)  Rn; 8p 2 D. Многозначное отображение
 называется полунепрерывным сверху в точке p0, если для любого
открытого множества V  Rn такого, что (p0)  V , существует
окрестность U(p0) точки p0 такая что:
(p)  V (2.7)
для всех p 2 U(p0)
Теорема 2.3.1. Пусть отображение (t; y) удовлетворяет в области
G  Rm следующим условиям:
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1. Множество (t; y) является выпуклым и компактным для лю-
бых (t; y) 2 G.
2. Многозначное отображение (t; y) полунепрерывно сверху в об-
ласти G.
Тогда для любой точки (t0; y0) 2 G существует решение задачи Коши
_y 2 (t; y); y(t0) = y0; (2.8)
определенное на некотором отрезке [t0; t0 + d].
Теорема 2.3.2. Любое решение задачи(2.8) может быть продолжено
на правый максимальный промежуток существования.
Рассмотрим применение теоремы 2.3.1 к упруго-пластическому ос-
циллятору в форме дифференциального включения (2.5),(2.6), рассмот-
ренному в предыдущем параграфе. Покажем, что оба условия выпол-
нены.
Предложение 2.3.1. Правая часть упруго-пластического осцилля-
тора (2.5) удовлетворяет обоим условиям теоремы 2.3.1.
Доказательство. 1. (; ; ) принимает значения 0 или 0, sign( ) в
точке 0 имеет значение [ 1; 1]. Этот отрезок является выпуклым и ком-
пактным. В остальных точках (2.5) не является многозначной функци-
ей, поэтому требования выполнены очевидно.
2. Рассмотрим sign в p0 = 0. Заметим, что sign(p0)=[ 1; 1]. Так как
1 2 [ 1; 1] и  1 2 [ 1; 1], условие полунепрерывности сверху для sign
выполнено очевидно. Также отметим, что по построению  также по-
лунепрерывен сверху. Таким образом (2.5) полунепрерывна сверху.
Рассмотрим далее случай, когда пластическое течение, а значит и
нелинейность, задается в виде (1.12).
Предложение 2.3.2. Пусть D – открытое выпуклое подмножество
R, g : D ! R – выпуклая функция, определенная на D.
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Тогда дифференциальное включение, описывающее упруго пластиче-
скую систему с пластическим течением, задаваемым в виде (1.12),
имеет решение в смысле теоремы 2.3.1.
Доказательство. Достаточно воспользоваться теоремой 2.3.1. Из тео-
рии выпуклых функции известно, что в условиях предложения, @g(x) –
полунепрерывное сверху многозначное отображение с выпуклыми ком-
пактными значениями, что и является условием теоремы.
Существуют иные теоремы существования решения дифференци-
ального включения, которые не имеют условия выпуклости правой ча-
сти. В работе [6] рассмотрен вопрос существования решения в случае,
когда правая часть удовлетворяет условию Липшица.
19
3. Монотонные операторы
В этой главе будут рассмотрены элементы теории монотонных опе-
раторов и их приложение к поиску условий существования решений
ОДУ с нелинейностями упруго-пластического типа.
3.1. Основные определения
Предположим, что (E; (; )) - вещественное гильбертово простран-
ство, P (E) - совокупность всех непустых подмножеств пространства E.
Определение 3.1.1. Оператор : E ! P (E) называется монотон-
ным, если для всех y1; y2 2 E и для всех w1 2 (y1); w2 2 (y2) выполнено
(w1   w2; y1   y2)  0.
Определение 3.1.2. Монотонный оператор : E ! P (E) называется
максимально монотонным, если R(I + ) = E для любых  > 0,
где R() - область значений оператора .
Рассмотрим теорему, которая доказывает существование и един-
ственность решения дифференциального включения с максимально мо-
нотонной правой частью(см. [7, 8, 9]).
Теорема 3.1.1. Пусть  : Rn ! P (Rn), где  - максимально монотон-
ный оператор. Тогда для всех y0 существует единственная функция
y : [0;+1)! Rn такая, что:
1. y(0) = y0;
2. y удовлетворяет на [0;+1) условию Липшица;
3. _y(t) 2 F (y(t)) почти везде на [0;+1).
3.2. Монотонность правой части системы с гистере-
зисом
Рассмотрим способ задания нелинейности упруго-пластического ти-
па  с помощью билинейного гистерезиса(см. параграф 1.4) как на
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рис.4. Рассмотрим также систему уравнений
Рис. 4: Билинейный гистерезис
8<: _x1 = x2;_x2 =  (x1); (3.1)
где x1; x2 2 R. Обозначим ее правую часть F . Рассмотрим условие мо-
нотонности последовательно на сторонах четырехугольника на рис.4,
начав с выделенной красным цветом. Заметим, что в рассматриваемом
случае оператор не будет многозначным. Положим
y1 =
 
x1
x2
!
; y2 =
 
x01
x02
!
: (3.2)
Также рассмотрим стандартное скалярное произведение на R2. Тогда
(y1   y2; F (y1)  F (y2)) = 0; (3.3)
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так как (x2)   (x1) = x2   x1, вследствие отсутствия пластической
деформации на этой области нелинейности. Рассмотрим иную область,
Рис. 5: Билинейный гистерезис
выделенную на рис.5. Положим
S =
 
1 0
0 (1  )
!
; (3.4)
где  – параметр билинейного гистерезиса(см. параграф 1.3). Эта мат-
рица симметрична, положительно-определена, следовательно 8w1; w2 2
E зададим скалярное произведение следующим образом:
(w1; w2) =
1
2
(Q(w1 + w2) Q(w1) Q(w2)); (3.5)
где Q(w) = wTSw для всех w 2 E. Оно корректно определено, т.к. S -
положительно определенная матрица.
Можно проверить, что для любых двух x из рассматриваемой области,
будет выполнено условие монотонности относительно такого скалярно-
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го произведения.
Заметим, что в случае билинейного гистерезиса все пространство мож-
но разбить на области, рассмотренные выше с точностью до сдвига.
Если рассматривать все пространство, то гистерезисный оператор не
является монотонным.
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4. ОДУ с гистерезисной нелинейностью
В этой главе будут рассматриваться обыкновенные дифференциаль-
ные уравнения с гистерезисной нелинейностью и вопросы существова-
ния их решений.
4.1. Постановка задачи
Как было указано ранее, нелинейности упруго-пластического типа
зачастую являются гистерезисными нелинейностями [10] , поэтому в
данной главе будут рассматриваться уравнения вида:
y0 = f(t; y;W [S[y]]) опред. на (0; tE); y(0) = y0; (4.1)
где W – гистерезисный оператор, (0; tE) – промежуток рассмотрения
системы(4.1), S - оператор суперпозиции вида:
S[y](t) = g(y(t)): (4.2)
Например, в случае упруго-пластического осциллятора:
x+ c _x+W [x] = F1(t): (4.3)
Перепишем (4.3) как (4.1). Пусть x2 = _x; x1 = x, y = (x1; x2), g(x1; x2) =
x1, F (t) = (0; F1(t)), c0 = (0; c).
_y = F (t) + c0y  W(g(y)): (4.4)
Далее необходимо обсудить критерии существования решения для си-
стемы (4.1 - 4.2), которые будут отличаться от рассмотренных ранее.
4.2. Теорема о существовании решения
Теорема 4.2.1. (Пикар-Линделеф; Локальная версия)
Пусть y0 2 Rn и функция f : [0; tE] Rn  R! Rn ограничена на огра-
ниченных множествах аргументов, измерима по t и локально липши-
цева по (y; w), т.е. для каждого C > 0 существует L > 0, такой что:
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kf(t; y1; w1)  f(t; y2; w2)k  L(ky1   y2k+ jw1   w2j); (4.5)
где t 2 [0; tE]; yi 2 Rn; wi 2 R; kyik  C; jwij  C; i = 1; 2: Также пред-
положим, что гистерезисный оператор W и функция g : Rn ! R
таковы, что композиция W  S отображает W 1;1(0; tE;Rn) на C[0; tE]
и локально липшицева, используя соответсвтвующие нормы. Тогда
(4.1),(4.2) имеет единственное решение y 2 W 1;1(0; ;Rn) для доста-
точно маленького  > 0.
Здесь W 1;1(0; tE;Rn) и W 1;1(0; ;Rn) – пространства Соболева [10].
Доказательство. Рассмотрим интегрированную версию(4.1):
y(t) = y0 +
Z t
0
f(s; y(s);W [S[y]](s))ds; t 2 [0; tE]: (4.6)
Для всех 0 <   tE правая часть (4.6) определяет оператор
T : W 1;1(0; ;Rn)! W 1;1(0; ;Rn):
Для достаточно малых  > 0 оператор T становится оператором сжа-
тия на некотором шаре вокруг функции y  y0. Исходя из условий на
f , единственная неподвижная точка оператора T имеет ограниченную
производную почти везде.

Замечание 4.2.1. (Частный случай теоремы)
Пусть y0 2 Rn и функция f удовлетворяет условиям Теоремы 4.2.1.
Если функция g : Rn ! R локально липшицева, то (4.1),(4.2) имеет
единсвенное решение y 2 W 1;1(0; ;Rn) для некоторого  > 0, если
W : C[0; tE]! C[0; tE]
локально липшицевый гистерезисный оператор.
Глобальность становится возможным получить, если задать условия
роста для функций f; g и оператора W.
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Теорема 4.2.2. (Пикар-Линделеф; Глобальная версия)
Пусть предположения теоремы 4.2.1 или замечания 4.2.1 верны. Пусть
f; g;W растут линейно, т.е. существуют такие константы c0; c1; c2,
что:
kf(t; y; w)k  c0 + c1kyk+ c2jwj; kg(y)k  c0 + c1kyk; (4.7)
где все аргументы из соответсвтвующих областей,
kWf(s)k1  c0 + c1ksk1; 8s 2 S: (4.8)
Тогда (4.1),(4.2) имеет единственное решение y 2 W 1;1(0; tE;Rn) для
всех tE > 0.
Приведенные выше теоремы верны для большинства гистерезис-
ных эласто-пластических нелинейностей. Билинейный гистерезис, на-
пример, задается линейными частями, поэтому условие локальной лип-
шицевости верно очевидно.
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5. ОДУ с неавтономными коэффициентами
В этой главе будет рассмотрена система управления. Для нахожде-
ния решений таких систем часто применяется частотная теорема, более
подробно она описана в работах ([11, 12, 13, 14]). В этой работе будет
рассмотрен ее неавтономный вариант.
5.1. Некоторые определения из теории коциклов
В этом параграфе приведены некоторые определения из теории ко-
циклов. Более полное и подробное изложение присутствует в рабо-
те [15].
Пусть (Q; d) – метрическое пространство (пространство внешних воз-
мущений). Пусть также (f tgt2R; (Q; d)) – базисная динамическая си-
стема на (Q; d) и (M;) – метрическое пространство. Обозначим через
^ метрику на декартовом произведении QM , то есть
^((q; p); (q0; p0)) :=
p
d2(q; q0) + (p; p0)
или
^((q; p); (q0; p0)) := max fd(q; q0); (p; p0)g
для любых (q; p); (q0; p0) 2 QM .
Определение 5.1.1. Пара
(f't(q; )gt2R;q2Q; (M;)); (5.1)
где 't(q; ) : M !M 8t 2 R 8q 2 Q, называется коциклом над данной
базисной динамической системой
(f tgt2R; (Q; d)); (5.2)
если:
1. '0(q; ) = idM8q 2 Q;
2. 't+s(q; ) = 't( s(q); 's(q; ));8t; s 2 R 8q 2 Q.
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Ассоциированная динамическая система (ftgt2R; (W; ^)), где W :=
Q M; ^ – метрика на W и t : M ! M задана как w = (q; p) 2 W 7!
t(q; p) := ( t(q); 't(q; p)) 8w 2 W . Эта система называется динамиче-
ской системой типа косого произведения или системой расширения.
Определение 5.1.2. Семейство Z^ = fZ(q)gq2Q называется для коцик-
ла (5.1), (5.2) глобально B-притягивающим при вытягивании назад,
если 8q 2 Q 8B M (B-ограниченное множество)
lim
t!1 dist('
t( t; B); Z(q)) = 0:
Определение 5.1.3. Коцикл (5.1), (5.2) называется диссипативным,
если (5.1), (5.2) имеет глобальное B-притягивающие при вытягивании
назад семейство Z^ = fZ(q)gq2Q.
Далее введем понятие потока Бебутова, которое будет использовано
в следующем параграфе. Рассмотрим неавтономное дифференциальное
уравнение:
_y = f(t; y); (5.3)
где f : RRn ! Rn – гладкое отображение. Введем отображение сдвига
для правой части уравнения (5.3) через
(s; q) 7!  s(q) := f(+ s; );
где q = f(t; ). Пусть также Q = f t(q)jt 2 Rg – оболочка функции f .
Определение 5.1.4. Пара (f t(q)gt2R; Q)) называется потоком Бебу-
това на оболочке Q.
5.2. Условия частотной теоремы
В этом параграфе будет проведена подготовка к применению ча-
стотной теоремы для неавтономного случая, описанная в [16].
Рассмотрим систему
_y = A(t)y +B(t); (5.4)
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где y 2 Rn;  2 Rm, A;B–ограниченные равномерно непрерывные мат-
ричные функции на R, при начальном условии y(0) = y0.
Пусть задана квадратичная форма
G(t; y; ) = 1
2
(y;G(t)y) + 2(y; g(t)) + (; R(t)); (5.5)
где ()–скалярное произведение в Rn(Rm), G; g;R –ограниченные равно-
мерно непрерывные матричные функции на R(размерностей n n; n
m;mm соответственно), G;R–симметричны, R(t)–отрицательно опре-
деленная, т.е. R(t) < 0 8t 2 R. Рассмотрим задачу минимизации функ-
ционала
I =  
Z +1
0
G(s; y(s); (s))ds: (5.6)
Применяя принцип максимума Понтрягина получаем гамильтонову си-
стему уравнений A   gR 1B:
J
dz
dt
= H(t)z; (5.7)
где
H =
"
G  gR 1g (A BR 1g)
A BR 1g  BR 1B
#
; (5.8)
z =
 
u
v
!
; J =
 
0  In
In 0
!
: (5.9)
Для целых k  1 и l  1 пусть Mk;l = fM jk  l матрицаg.
Тогда A : R ! Mn;n, B : R ! Mn;m, G : R ! Mn;n, g : R ! Mn;m,
R : R !Mm;m – ограниченные и равномерно непрерывные матричные
функции.
Пусть
Fk;l = ff : R!Mk;ljf   неперывна и ограниченаg: (5.10)
Например, A 2 Fn;n. На этом векторном пространстве рассмотрим то-
пологию непрерывной сходимости на компактных подможествах R.
Рассмотрим однопараметрическую группу ограниченных линейных сдви-
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гов на Fk;l:
 t(a)(s) = a(t+ s); (5.11)
для любых a 2 Fk;l и t; s 2 R.
Множество f tjt 2 Rg задает непрерывный поток Бебутова сдвига ар-
гумента на пространстве Fk;l.
Обозначим
F = Fn;n Fn;m Fn;n Fn;m Fm;m: (5.12)
Определим однопараметрическую группу сдвигов на F через соответ-
ствующие группы на Fk;l:
 t(A0; B0; G0; g0; R0) = ( t(A0);  t(B0);  t(G0);  t(g0);  t(R0)); (5.13)
где t 2 R. Эта группа задает поток Бебутова на F .
Заметим, что q0 = (A;B;G; g; R) 2 F . Рассмотрим множество:
Q = f t(q0)jt 2 Rg (5.14)
Заметим, что оно компактно и инвариантно относительно сдвигов в F .
Назовем это множество оболочкой q0. Рассмотрим функции A^; B^; G^; g^; R^,
заданные для q = (q1; q2; q3; q4; q5) 2 Q:
A^ = q1(0);
B^ = q2(0);
G^ = q3(0);
g^ = q4(0);
R^ = q5(0):
(5.15)
Заметим, что A^( t(q0)) = A(t); B^( t(q0)) = B(t); G^( t(q0)) = G(t); g^( t(q0)) =
g(t); R^( t(q0)) = R(t).
Итак, (5.4) порождает коцикл ' над потоком Бебутова f tgt2R на обо-
лочке Q. Введем семейство систем:
_y = A^( t(q))y + B^( t(q)); (5.16)
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где q 2 Q. Для q = q0 система (5.16) совпадает с исходной системой
(5.4). Аналогично вводится семейство квадратичных форм:
Gq(t; y; ) = 1
2
[(y; G^( t(q)y) + 2(y; g^( t(q))) + (; R^( t(q)))]; (5.17)
где q 2 Q;Gq0 = G и семейство гамильтоновых систем:
J
dz
dt
= H^( t(q))z; (5.18)
где
H^ =
"
G^  g^R^ 1g^ (A^  B^R^ 1g^)
A^  B^R^ 1g^  B^R^ 1B^
#
; (5.19)
z =
 
u
v
!
; J =
 
0  In
In 0
!
: (5.20)
Условие A.1. (Частотное условие)
Для каждого q 2 Q уравнение (5.18) не имеет нетривиальных ре-
шений z(t), ограниченных на всей оси R.
Пусть q(t) – фундаментальная матрица системы (5.18), q(t) – 2n
2n-матричная функция, q(0) = I2n, q : R2n ! R2n–линейный проек-
тор.
Определение 5.2.1. Будем говорить, что уравнение (5.18) экспонен-
циально дихотомично над Q, если существуют такие константы
c1 > 0; c2 > 0 и непрерывные проекторы q 2 Q 7! q : R2n ! R2n,
что: 8<:kq(t)q 1q (s)k  c1e c2(t s); t  skq(t)(I   q) 1q (s)k  c1ec2(s t); t  s (5.21)
Определение 5.2.2. Множество Z  Q;Z 6= ? называется мини-
мальным для динамической системы (f tgt2R; Q), если Z является
замкнутым инвариантным множеством, которое не содержит соб-
ственных подможеств с такими же свойствами.
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Известно, что множество минимально тогда и только тогда, когда
любая положительная траектория всюду плотна.
Теорема 5.2.1. (Sacker, Sell) Пусть:
1. Z - компактное минимальное подмножество Q,
2. Частотное условие (A.1) выполнено для любого q 2 Z.
Тогда (5.18) экспоненциально дихотомично над Z.
Используем гамильтонову структуру (5.18). Пусть Z – компактное
инвариантное подмножество Q, (5.18) имеет над Q семейство проекто-
ров fqg. Тогда
rank(q) = n; 8q 2 Z;
т.е. rank(q) не завсисит от выбора q 2 Z.
Теорема 5.2.2. (Sacker, Sell) Пусть Z – произвольное минимальное
компактное подпространство Q, выполнены условия теоремы (5.2.1)
и, следовательно, (5.18) имеет семейство проекторов fqg на каж-
дом Z с постоянным rank(q) на Z. Предположим, что этот ранг не
зависит от Z. Тогда (5.18) экспоненциально дихотомично над Q.
Как следствие теоремы 5.2.2 при условии A.1 на всем Q имеется экс-
поненциальная дихотомия, т.е. имеется семейство проекторов fqgq2Q,
для которого выполнены неравенства (5.21).
Далее рассмотрим условие осцилляторности.
Определение 5.2.3. n-мерное векторное подпространство L  R2n
называется лагранжевым, если для всех векторов z1; z2 2 L выполнено:
hz1; Jz2i = 0;
где
J =
 
0  In
In 0
!
:
Пусть n – лагранжев грассманиан, т.е. совокупность всех лагранжевых
подпространств L пространств R2n. Известно, что n имеет структуру
вещественного аналитического многообразия размерности n(n+1)2 .
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Определение 5.2.4. Подпространство L0 = spanfen+1; :::; e2ng называ-
ется вертикальным лагранжевым подпространством R2n.
Предложение 5.2.1. L0 2 n.
Доказательство. Рассмотрим zi 2 L0:
zi = a
i
n+1en+1 + :::+ a
i
2ne2n, i = 1; 2.
(0; :::; 0; a1n+1; :::; a
1
2n)
 
0  In
In 0
!
0BBBBBBBBBBBBBB@
0
:
:
0
a2n+1
:
:
a22n
1CCCCCCCCCCCCCCA
= (a1n+1; :::; a
1
2n; 0; :::; 0)
0BBBBBBBBBBBBBB@
0
:
:
0
a2n+1
:
:
a22n
1CCCCCCCCCCCCCCA
= 0
Определение 5.2.5. Множество C = fL 2 jdim L \ L0  1g называ-
ется вертикальным циклом Маслова.
Можно показать, что для любого q 2 Q множество
Lq = Range(q) = fq(z)jz 2 R2ng; (5.22)
где fqg – семейство линейных проекторов из (5.21), есть лагранжево
подпространство. Для этого необходимо ввести следующее определение.
Определение 5.2.6. Вещественная 2n  2n-матрица M называется
симплектической, если
MTJM = J; (5.23)
где
J =
 
0  In
In 0
!
:
Предложение 5.2.2. Lq из (5.22) – лагранжево подпространство.
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Доказательство. Так как система (5.18) гамильтонова, то q(t) – сим-
лектическая матрица для любых q 2 Q; t 2 R. Далее, если z1; z2 2 Lq,
то
hz1; Jz2i = hq(t)z1; Jq(t)z2i ! 0; t!1: (5.24)
Условие A.2. (Условие неосцилляторности) Для каждого q 2 Q Lq /2
C, т.е Lq не принадлежит к вертикальному циклу Маслова.
5.3. Частотная теорема и ее приложение к суще-
ствованию периодических решений
Теорема 5.3.1. (Yakubovich-Fabbri-Johnson-Nu~nez)
Пусть выполнены частотное условие A.1 и условие неосцилляторно-
сти A.2. Тогда для каждого малого  > 0 существует непрерывная
функция M : Q ! Mn;n, т.е. в пространстве симметричных n  n-
матриц, таких, что
Vq(t; y) = (y;M(
t(q))y); (5.25)
где y 2 Rn; q 2 Q; t 2 R, удовлетворяет неравенству
d
dt
Vq(t; y) + 2Gq(t; y(t); (t))   (ky(t)k2 + k(t)k2) (5.26)
для каждой непрерывной функции () и y() как решения
_y = A^y + B^(t)(t):
Кроме того, M(q) положительно определена для каждого q 2 Q.
Предложение 5.3.1. Рассмотрим систему (5.4). Пусть A(t); B(t)
– T-периодические функции, при этом выполнены частотное условие
A.1 и условие неосцилляторности A.2. Тогда построенный коцикл дис-
сипативен и, таким образом, система имеет периодическое решение.
Доказательство. Аналогично работе [13].
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6. Применение метода усреднения к поиску
периодических решений
Для поиска периодических решений эласто-пластической системы в
этой главе используется метод усреднения Крылова-Боголюбова([17]).
Его применение к уравнениям, содержащим билинейный гистерезис,
рассмотрено в ряде работ, например, [2, 18].
6.1. Подготовка к применению метода
Рассмотрим уравнение
x+ c1 _x+ (x; ) = F1(); (6.1)
где  - билинейный гистерезис (см. параграф 1.4), такой что (x; )! x,
когда ! 0.
Таким образом, мы рассматриваем только системы вида(6.1) с доста-
точно маленькими  и c0. Система(1.9) может быть приведена к ви-
ду(6.1) c помощью преобразований вида:
K
m
= !20;
c0
!0
= c1; !0t = ; F1() =
F ()
K
: (6.2)
На рис. 6 изображен билинейный гистерезис, где  = tan 1(1  ).
6.2. Получение системы коэффициентов
Рассмотрим случай, когда возмущение имеет вид
F1() = xs cos() (6.3)
Будем искать периодическое решение(6.1) в виде
x() = R cos(); (6.4)
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Рис. 6: Билинейный гистерезис ( = 0:7; R(0) = 5; x0 = 2)
где  =  + . Пусть
R0 cos() R0 sin() = 0 (6.5)
Тогда используя средние значения на цикле для производных, возмож-
но получить следующую систему для коэффициентов:8<: 2R0   c1R + S(R) = xs sin() 2R  2R+ C(R) = xs cos(); (6.6)
где
S(R) =
1

Z 2
0
(Rcos(); )sin()d; (6.7)
C(R) =
1

Z 2
0
(Rcos(); )cos()d: (6.8)
Значения вычисляются следующим образом:
S(R) =
8<: 
R
 sin
2(); R > x0;
0; R < x0;
(6.9)
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C(R) =
8<: 2( + (1  )  

2sin(2
); R > x0;
R; R < x0;
(6.10)
где  = cos 1[1   2x0R ]. Более подробные вычисления можно найти в
работе [2].
6.3. Эксперименты
В этом параграфе будут рассмотрены результаты численного реше-
ния системы уравнений (6.6) c помощью пакета MATLAB. Исходные
коды можно найти в конце работы.
Решая систему (6.6), находились коэффициенты решения (6.4) и стро-
ился график как, например, на Рис.(7).
Рис. 7: (R(0) = 3; (0) = 0; x0 = 2;  = 0:7; xs = 0:3; c1 = 0:1;  = 1)
На Риc.(8) показано, как изменяется решение в зависимости от пармет-
ра c1.
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Рис. 8: (R(0) = 3; (0) = 0; x0 = 2;  = 0:7; xs = 0:3;  = 1)
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Заключение
В рамках данной работы получены следующие результаты:
1. Описаны различные способы задания упруго-пластической нели-
нейности;
2. Получено представление упруго-пластического осциллятора в ви-
де дифференциального включения и представлена теорема суще-
ствования решения;
3. Использована теория монотонных операторов для изучения ОДУ
с гистерезисной нелинейностью;
4. Построен коцикл для неавтономной системы упруго-пластических
деформаций и получены частотные условия существования пери-
одических решений для такой системы;
5. Рассмотрен метод усреднения и показано его применимость к ОДУ
с упруго-пластической нелинейностью для численного построения
периодических решений.
39
Исходные коды
В заключительной главе будут приведены исходные коды программ,
с помощью которых строились графики и численно решались системы
дифференциальных уравнений.
Нелинейность(идеально-жестко-пластический стер-
жень)
1 func t i on drawZeid ( sigma0 , range )
2 Zeid_x (1) =  range ;
3 Zeid_y (1) =  sigma0 ;
4 Zeid_x (2) = 0 ;
5 Zeid_y (2) =  sigma0 ;
6 Zeid_x (3) = 0 ;
7 Zeid_y (3) = sigma0 ;
8 Zeid_y (4) = sigma0 ;
9 Zeid_x (4) = range ;
10 x_axis_x (1) =  range ;
11 x_axis_y (1) = 0 ;
12 x_axis_x (2) = range ;
13 x_axis_y (2) = 0 ;
14 Yield_x (1) =  range ;
15 Yield_y (1) = sigma0 ;
16 Yield_x (2) = range ;
17 Yield_y (2) = sigma0 ;
18 g r id on ;
19 ax i s ([  range range  sigma0 *1 .5 sigma0 * 1 . 5 ] ) ;
20 hold on ;
21 p l o t (Yield_x , Yield_y , ’b ’ ) ;
22 p l o t ( Zeid_x , Zeid_y , ’ r ’ , ’ LineWidth ’ , 2) ;
23 p l o t ( x_axis_x , x_axis_y , ’ k ’ ) ;
24 x l ab e l ( ’ x ’ ) ;
25 y l ab e l ( ’ \ sigma ’ ) ;
26 legend ( ’ Yie ld Plane ’ , ’ Non l i n ea r i t y ’ ) ;
Многозначная функция sign
1 func t i on drawSign
2 sign_x (1)= 2;
3 sign_y (1)= 1;
4 sign_x (2) =0;
5 sign_y (2)= 1;
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6 sign_x (3) =0;
7 sign_y (3) =1;
8 sign_y (4) =1;
9 sign_x (4) =2;
10 x_axis_x (1)= 2;
11 x_axis_y (1) =0;
12 x_axis_x (2) =2;
13 x_axis_y (2) =0;
14 g r id on ;
15 ax i s ([ 2 2  1.5 1 . 5 ] ) ;
16 hold on ;
17 p l o t ( sign_x , sign_y , ’ r ’ , ’ LineWidth ’ , 2) ;
18 p l o t ( x_axis_x , x_axis_y , ’ k ’ ) ;
19 legend ( ’ s i gn (x ) ’ ) ;
Билинейный гистерезис
Код для построения билинейного гистерезиса:
1 func t i on hystDraw ( AngleParameter , YieldPlane ,MaximumAmplitude )
2 %Drawing the b i l i n e a r h y s t e r e s i s ( Displacement /Force r a t i o i s  = xe
3 Displacement (1 ) = 0 ;
4 Res i s t i ngForce (1 ) = 0 ;
5 Res i s t i ngForce (2 ) = Yie ldPlane ;
6 Displacement (2 ) = Yie ldPlane ;
7 Displacement (3 ) = MaximumAmplitude ;
8 Res i s t i ngForce (3 ) = Res i s t i ngForce (2 ) + (MaximumAmplitude   YieldPlane ) * (1  
AngleParameter ) ;
9 Displacement (4 ) = Displacement (3 )   2 * Yie ldPlane ;
10 Res i s t i ngForce (4 ) = Res i s t i ngForce (3 )   2 * Yie ldPlane ;
11 Displacement (5 ) =  MaximumAmplitude ;
12 Res i s t i ngForce (5 ) =  Res i s t i ngForce (3 ) ;
13 Displacement (6 ) = Displacement (5 ) + 2 * Yie ldPlane ;
14 Res i s t i ngForce (6 ) = Res i s t i ngForce (5 ) + 2 * Yie ldPlane ;
15 Displacement (7 ) = Displacement (2 ) ;
16 Res i s t i ngForce (7 ) = Res i s t i ngForce (2 ) ;
17 p l o t ( Displacement , Re s i s t i ngForce ) ;
18 hold on ;
19 g r id on ;
Периодические решения по методу усреднения
Система:
1 func t i on dy = systemHyst ( t , y )
2 f requency=1;
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3 Yie ldPlane=2;
4 OuterAmplitude =1.7 ;
5 AngleParameter =0.005;
6 F i r s tDer ivat iveParamete r =0.1 ;
7 dy = ze ro s (2 , 1 ) ;
8 t e t a=acos (1 (2*Yie ldPlane ) /y (1 ) ) ;
9 i f ( y (1 ) < Yie ldPlane )
10 S = 0 ;
11 e l s e
12 S = (( AngleParameter*y (1 ) ) / p i ) *( s i n ( t e t a ) ) ^2;
13 end ;
14 i f ( y (1 ) < Yie ldPlane )
15 C = y (1) ;
16 e l s e
17 C = (y (1 ) / p i ) *( AngleParameter* t e ta + (1 AngleParameter ) * p i   (
AngleParameter /2) * s i n (2* t e ta ) ) ;
18 end ;
19 dy (1 ) = (OuterAmplitude* s i n (y (2 ) )   S + Fir s tDer ivat iveParamete r * f requency *y
(1 ) ) /( 2* f requency ) ;
20 dy (2 ) = (OuterAmplitude* cos ( y (2 ) )   C + ( frequency ^2) * y (1 ) ) /( 2* f requency *y
(1 ) ) ;
21 end
Графики:
1 func t i on s o l u t i o n
2 TimePeriod=[0 100* p i ] ;
3 y0=[3 0 ] ;
4 [ Time ,Y]=ode45 (@systemHyst , TimePeriod , y0 ) ;
5 f o r i =1: l ength (Time)
6 So lu t i on ( i , 1 )=Y( i , 1 ) * cos (Time( i )+Y( i , 2 ) ) ;
7 end ;
8 p l o t (Time , So lu t i on ) ;
9 g r id on
10 legend ( ’ Amplitude ’ , ’ Angle ’ ) ;
11 end
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