Abstract. We study the expanding properties of random perturbations of regular interval maps satisfying the summability condition of exponent one. Under very general conditions on the interval maps and perturbation types, we prove strong stochastic stability.
Introduction
Non-uniformly expanding interval maps play an important role in the theory of dynamical systems. The statistical properties of these systems as well as the persistency of these properties have attracted much interest. In particular, the celebrated work of Jakobson [J] showed that non-uniformly expanding maps are abundant among interval maps. Extensions and generalizations of this work have produced many of the main examples of non-uniformly hyperbolic dynamical systems in dimension one or higher, see [BC1, BC2, V, WY, R] among others.
In this paper, we study random perturbations of non-uniformly expanding interval maps f , modeled by iterates of random maps. So we shall study composition of maps of the form g n−1 • · · · • g 1 • g 0 , where g 0 , g 1 , . . . are independently chosen random maps from a small neighborhood of f in a suitable space of interval maps. Under very general conditions on the dynamics f and on perturbation types, we shall prove stochastic stability: a typical random orbit g n−1 • · · · • g 1 • g 0 (x) has roughly the same asymptotic distribution in the phase space as a typical orbit of f , in a strong sense.
To be more precise, let f : [0, 1] → [0, 1] be a multimodal interval map of class C 3 with non-flat critical points. We shall assume that f has no attracting or neutral cycles. In the deterministic case, existence of an ergodic invariant probability measure which is absolutely continuous with respect to the Lebesgue measure (acip) has been extensively studied. Such a measure is a physical measure in the sense that there exists a subset E of [0, 1] with positive Lebesgue measure such that for a.e. x ∈ E, 1 n n−1 i=0 δ f i (x) → µ as n → ∞ Date: December 18, 2012. 2010 Mathematics Subject Classification. Primary: 37E05, Secondary: 37D25, 37C40, 37C75, 37H99.
The work was partially supported by AcRF Tier 1 Grant No. R-146-000-128-133. 1 in the weak star topology. In the recent work [BSS, BRSS] , existence of acip was proved under the following large derivatives condition: for each critical value v, we have (1.1) |Df n (v)| → ∞ as n → ∞, which generalizes earlier results in [CE, NS, BLS] among others, where stronger growth conditions on |Df n (v)| were assumed. In general, an interval map f may have more than one acip's. However, by [BL, SV] , if ω(c) ∩ ω(c ′ ) = ∅ for any critical points c, c ′ , then f is ergodic with respect to the Lebesgue measure, so f has a unique acip (under the condition (1.1)). In particular, it is the case if f is unimodal.
To consider random perturbations, we shall need a stronger assumption on f : the summability condition of exponent 1, which means that for each critical value v, we have
We shall define a space Ω ∋ f of interval maps which we call admissible and from which all random maps will be taken. The precise definition can be found in §2.1. At this moment, let us mention that when all critical points of f are of quadratic type and are contained in the open interval (0, 1), we may take Ω to be a small neighborhood of f in the C 2 topology. For ε > 0, let Ω ε denote the ε-neighborhood of f in Ω with respect to the C 1 metric. A sequence {x n } ∞ n=0 is called an ε-random orbit if for each n ≥ 0, x n+1 = g n (x n ) for some g n ∈ Ω ε . Given a Borel probability measure ν ε supported in Ω ε , the measure Leb× ν N ε on [0, 1]× Ω N ε naturally induces a probability measure on the space of ε-random orbits which is our reference measure on the space of ε-random orbits. A Borel probability measure µ ε is called physical for ε-perturbations if the set of ε-random orbits {x n } ∞ n=0 with the following property has positive measure:
δ xi → µ ε as n → ∞ in the weak star topology.
To obtain meaningful results, we shall need to assume certain regularity of ν ε . Given ν ε , we define a family P ε = {p ε (·|x)} x∈ [0, 1] of probability measures in [0, 1] as follows:
(1.4) p ε (E|x) = ν ε ({g ∈ Ω : g(x) ∈ E}) .
Then each p ε (·|x) is supported in the ε-neighborhood of f (x). We write ν ε ∈ M ε (L) if for each x ∈ [0, 1], and each Borel set E ⊂ [0, 1], we have
where |E| denote the Lebesgue measure of E.
Main Theorem. Let f : [0, 1] → [0, 1] be a map of class C 3 with non-flat critical points and without attracting or neutral cycle and let Ω ∋ f be an admissible space of interval maps. For each ε > 0 small, let ν ε be a Borel probability measure on Ω ε . Assume that
• f satisfies the summability condition of exponent 1.
• f is ergodic with respect to the Lebesgue measure.
• there exists L > 1 such that ν ε ∈ M ε (L) for all ε > 0 small. Then there exists ε 0 > 0 such that the following hold:
(i) For each ε ∈ (0, ε 0 ], there exists a unique physical measure µ ε for ε-perturbations. Moreover, µ ε is absolutely continuous with respect to the Lebesgue measure and (1.3) holds for a.e. random orbits. (ii) f is strongly stochastically stable in the following sense: as ε → 0, the density functions dµ ε /dLeb converge in the L 1 topology to the density function of the unique acip µ of f .
Indeed, for each ε > 0 small, µ ε is the unique stationary measure for homogenous Markov chains χ ε with p ε (·|x) as transition probabilities. Recall that a probability measure µ ε on [0, 1] is called a stationary measure for χ ε (or for P ε , or for ν ε ) if for each Borel set A ⊂ [0, 1], we have
Stochastic stability of dynamical systems was introduced by Kolmogrov and Sinai. It is natural in consideration that any system arising from real world is unavoidably affected by external noises. In the long term project proposed by Palis [P] , this notion is used to replace structural stability introduced by Andronov and Pontrjagin, as a property which may be satisfied by "most" dynamical systems. It is now well-known that structural stability is tightly linked to uniform hyperbolicity, hence too restrictive. For instance, by [KSS] , the map f in the Main Theorem is not structurally stable in any C r topology. On the other hand, it had been shown in [Ly, AM] that almost every quadratic polynomial x → ax(1 − x) satisfies either Axiom A, or the Collet-Eckmann condition and hence is strongly stochastically stable with respect to the random perturbations considered here.
An extensive historical account on stochastic stability of dynamical systems can be found in [LK] or [BDV] . For non-uniformly expanding interval maps, stochastic stability was previously studied in [KK, T1, BeY, BaV] . All these works considered interval maps which satisfy a condition of the Benedicks-Carleson type (or an even stronger condition). So our assumption on f is significantly weaker. The perturbation types allowed here are also more general than those in [T1, BeY, BaV] . In particular, we allow the density functions of the transition probabilities to have singularity. However, in [KK] , random perturbations modeled by general Markov chains were considered (for logistic maps of the Misiurewicz type). In general it is unclear what Markov chain perturbations can be realized by iterates of smooth random maps, although some results in this direction were obtained in [K, Section 1 .1], [Q] , [BeV] and [JKR] . It would be interesting to find a formulation of perturbation types which covers both of the (independent) settings in [KK] and here, even in the logistic Misiurewicz case.
Strong stochastic stability for multimodal Collet-Eckmann maps was stated as Conjecture 1 in [BLS, Section 1] , where the authors also suggested that "possibly the Collet-Eckmann condition itself can be replaced by a much weaker growth condition". Stochastic stability for interval maps satisfying a summability condition stronger than (1.2) was posed as a problem in [BDV, Problem E.5] .
The Main Theorem will be proved using an inducing scheme. Our Theorem 2 asserts that for each ε > 0 small, under the regularity assumption on the measure ν ε , almost every random orbit has a large scale time which is integrable in Leb × ν N ε and uniformly in ε. The idea of inducing is well-known and powerful in the research on deterministic non-uniformly hyperbolic dynamics. Implementation of the idea in the random setting appeared in [AA, AV, BBM] . However, it seems more difficult to verify the assumptions adopted in [AA, AV] than construct an inducing scheme directly, at least in the set-up of this paper. (In [BBM] , stochastic stability was not discussed.)
To obtain Theorem 2, we shall first obtain lower bounds on growth of derivatives along random orbits, see Theorem 1. This is based on a combination of analysis on expansion of the deterministic dynamics and the binding argument initiated by Jakobson [J] and . While the former argument requires only the large derivatives condition, we need the stronger condition (1.2) for the latter. Based on a result of [BRSS] , the backward contraction property for an interval map f with the large derivatives condition, we shall show that the total distortion of the first landing maps to suitably chosen critical neighborhoods of f is small, see Lemma 4.5. This result plays a crucial role in making a delicate choice of the preferred binding period, see Propositions 4.1 and 5.2. As a consequence of Theorem 1, we shall prove the first landing map of ε-random orbits into a suitably chosen critical neighborhood B(ε) of f has small total distortion, see Proposition 5.6. Theorem 1 also provides control of the recurrence of most ε-random orbits into B(ε) under the regularity assumption on ν ε , see Proposition 7.1.
As an application of the method and results presented here, a generalization of the Jakobson's theorem is given in [GS] .
The paper is organized as follows. In §2, we give precise definitions of the space of interval maps considered here and state Theorems 1 and 2. This section also contains lemmas about distortion and shadowing. The proof of the Main Theorem is given in §3 assuming the two theorems just mentioned. Theorem 1 is proved in §5, after some preparatory study on the deterministic dynamics done in §4. The last three sections, § §6-8, are devoted to the proof of Theorem 2. In particular, in §6, an outline of the proof of this theorem is given. In §7, we study the recurrence of ε-random orbits to a suitably chosen small neighborhood of critical points, and estimate diffeomorphic return times to various critical regions. The final inducing step is carried out in §8.
Preliminaries and Statement of results
2.1. Space of interval maps. For each k = 0, 1, . . ., we use F k to denote the space of all C k maps from [0, 1] into itself, endowed with the C k metric. For g ∈ F 1 , let C(g) denote the set of critical points of g and let CV(g) = g(C(g)).
For k = 1, 2, . . . , let A k be the collection of maps g ∈ F 1 which have only hyperbolic repelling periodic points and which are of of class C k with non-flat critical points. The latter means that the following properties hold for g: g is of class C k outside C(g); and for each c ∈ C(g), there exists a number ℓ c > 1 (called the order of g at c) and diffeomorphisms φ, ψ of R of class C k with φ(c) = ψ(g(c)) = 0 such that, |ψ • g(x)| = |φ(x)| ℓc holds on a neighborhood of c in [0, 1] . Note that each g ∈ A 1 has at least one critical point and let ℓ max (g) denote the maximum order of the critical points of g.
A subspace Ω of F 1 is called admissible if the following two conditions are satisfied: (i) there exists a constant C > 0 such that for any x, y ∈ [0, 1] and g ∈ Ω, we have
.
(ii) there exist an integer n ≥ 0, real numbers ℓ 1 , ℓ 2 , . . . , ℓ n > 1 and δ > 0, O 1 > 0, O 2 > 0 such that the following hold:
• A map g ∈ Ω has exactly n critical points, denoted by
Clearly, for f ∈ F 2 with non-degenerate critical points all of which lie in (0, 1), a small neighborhood of f in F 2 is admissible. Let LD denote the collection of all maps f ∈ A 3 which satisfies the large derivatives condition (1.1), and let S 1 denote the collection of all maps f ∈ A 3 which satisfies the summability condition of exponent 1, i.e., (1.2). Clearly, S 1 ⊂ LD and a map f ∈ LD has no critical relation: for any c ∈ C(f ) and any integer n ≥ 1, f n (c) ∈ C(f ). So if f has a critical point c ∈ {0, 1} then it is not contained in the image of f and hence dynamically irrelevant.
2.2. Notations. Unless otherwise stated, in the following, f ∈ A 3 and Ω ∋ f is a subspace of F 1 . We shall always endow Ω with the C 1 metric and denote by Ω ε the ε-neighborhood of f in Ω.
For g = (g 0 , g 1 , . . .) ∈ Ω N and n ≥ 1, let
Let g 0 (x) = x. We shall often consider the skew product
where σ :
Given a C 1 diffeomorphism ϕ : J → I between bounded intervals, define
and define
where the supremum is taken over all subintervals J ′ of J. Note that when ϕ is C 2 , we have
Let C = C(f ), CV = f (C) and ℓ max = ℓ max (f ). For each c ∈ C and δ > 0, let B(c; δ) denote the component of f −1 (B δ (f (c))) that contains c, let ℓ c denote the order of c, and let
Moreover, let B(δ) = c∈C B(c; δ). Throughout we fix a small constant δ * = δ * (f ) > 0 such that the intervals B(c; 2δ * ), c ∈ C are pairwise disjoint, and let
Replacing δ * by a smaller constant, we may assume the following: for any c ∈ C,
2.3. Two intermediate theorems.
Theorem 1. Consider f ∈ S 1 and Ω = F 1 . For each ε > 0 small enough, there exist Λ(ε) > 1 and α(ε) > 0 such that
and such that the following hold:
where A > 0 is a constant independent of ε.
In the case that f satisfies the Collet-Eckmann condition, i.e. for each v ∈ CV, lim inf n→∞ log |Df n (v)|/n > 0, our proof shows that a stronger version of the theorem holds: we can replace ε α(ε) by a positive constant independent of ε. For an S-unimodal map satisfying a stronger condition of the Benedicks-Carleson type, this was proved in [BaV] .
Before we state our Theorem 2, let us introduce nice sets for random perturbations, as an analogue to the deterministic case. A nice set for ε-random perturbations is a measurable subset V of [0, 1] × Ω N ε with the following properties:
g is an open neighborhood of C, and each component of V g contains exactly one point of C;
For each g ∈ Ω N ε and c ∈ C, we use V g c to denote the component of V g which contains c. A positive integer m is called a Markov inducing time of (x, g) ∈ V , if there exists an interval J ∋ x and a critical point c ∈ C such that
For (x, g) ∈ V , let m V (x, g) denote the minimal Markov inducing time of (x, g).
(If such a time does not exist, set m V (x, g) = ∞.) Theorem 2. Consider f ∈ S 1 with C ⊂ (0, 1), an admissible space Ω ∋ f and a family of probability measures ν ε ∈ M ε (L) on Ω ε . Fix p ≥ 1. Then for each δ 0 > 0 small, there exist constants C 0 > 0 and ε 0 > 0 with the following property: For each ε ∈ (0, ε 0 ], there exists a nice set V for ε-random perturbations such that
and such that
2.4. Estimate of distortion. In order to control the distortion of iterates of random perturbations of f , we shall use the well-known "telescope" technique. For interval maps with non-flat critical points, the following notation, appearing in [BC1, T1] , is natural to consider. For
The following lemma is essentially proved in [T1] .
Lemma 2.1. Let Ω ⊂ F 1 be a space of interval maps which satisfies the admissibility condition (2.1). Then there exists a constant θ 0 > 0 such that for any (x, g) ∈ [0, 1] × Ω N and any integer n ≥ 1 with A(x, g, n) < ∞, putting
we have that g n |J is a diffeomorphism and N (g n |J) ≤ 1. Moreover, for each y ∈ J, we have
Proof. By assumption, there exists θ 0 ∈ (0, (6e) −1 ) such that for each interval
Let n 0 be the maximal integer in {1, 2, . . . , n} such that (2.10)
Note that the inequality holds for n 0 = 1. We shall prove that n 0 = n. Indeed, (2.10) implies that for each 0 ≤ i < n 0 , 2|g
contradicting the maximality of n 0 . Thus n 0 = n.
This proves that N (g n |J) ≤ 1/2 < 1. For each y ∈ J, and 0 ≤ m < n, we have
The inequality (2.9) follows.
2.5. A binding lemma. We shall use the following lemma for the binding argument.
ε and each 0 ≤ j < N , the following hold:
Lemma 2.3. Let f ∈ A 2 and Ω = F 1 . Then there exists θ 1 > 0 such that the following holds provided that ε > 0 is small enough. Let v ∈ [0, 1] and let N be a positive integer such that
Then N is an eW -binding period for (v, ε).
Proof. Let θ 1 ∈ (0, 1/(2e)) be a small constant such that for each interval J ⊂ [0, 1] and each x ∈ J, (2.14)
ε , let I i be the closed interval bounded by y i := g i (y) and
Claim. For each n = 0, 1, . . . , N , we have the following three inequalities:
We shall prove the claim by induction on n. The case n = 0 is clear: (2.16) follows from the construction of I 0 and (2.17) and (2.18) are trivial. Assume that these statements hold for all n not greater than some n 0 ∈ {0, 1, . . . , N − 1}. Let us consider the case n = n 0 + 1. We first prove that (2.17) holds for n = n 0 + 1. Indeed, since (2.16) holds for n = 0, 1, . . . , n 0 , we have
This proves (2.17). In particular, for each 0
So (2.18) holds for n = n 0 + 1. Now let us prove that (2.16) holds for n = n 0 + 1. By the mean value theorem and (2.15), for each i = 0, 1, . . . , n 0 , there exists
Since (2.18) holds for n = n 0 + 1, for each 0 ≤ k ≤ n 0 we have
Therefore,
This proves that (2.16) holds for n = n 0 + 1. We have completed the induction step, and thus the proof of the claim. Now let us verify that the three inequalities in the definition of binding period holds with C = eW , in the case that ε > 0 is small enough. Clearly, (2.11) follows from (2.17), and (2.13) follows from (2.16). To prove (2.12), note
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This implies that for each 0
In particular, Dg i (y i ) and Df (y i ) have the same sign for each 0 ≤ i < N . Moreover, for each 0 ≤ j < N we have
where the last inequality follows from (2.19) since d(v i , C) ≤ 1. By (2.18), we have
(2.12) follows.
2.6. Expanding away from critical points. The following is a well-known result due to Máñe, see [M] .
The following consequence is also known. We provide a proof for the reader's convenience.
Proposition 2.5. Consider f ∈ A 2 and an admissible space Ω ∋ f . For any neighborhood U of C, there exist K > 1 and η > 0 such that the following hold provided that ε > 0 is small enough:
Proof. (i). Let U 0 be a neighborhood of C such that U 0 ⋐ U . Let C > 0 and λ > 1 be given by Proposition 2.4 for U 0 and let N be an integer such that Cλ N > 4. By continuity, provided that ε > 0 is small enough, for any x ∈ [0, 1], any g ∈ Ω N ε and any 0 ≤ n ≤ N , we have
ε and n such that g j (x) ∈ U for all 0 ≤ j < n. Assume ε is small, and write n = kN + r with k ∈ N and 0 ≤ r < N . Then we have
and for each 0 ≤ i < k,
where K = 4/C and η = log 2/N .
So by Lemma 2.1, there exists τ > 0 independent of n, x such that g n maps a neighborhood J n (x) of x diffeomorphically onto an interval of length τ with N (g n |J n (x)) ≤ 1. By shrinking τ if necessary, we may assume that
Let ρ be a small constant to be determined. Let us prove that there exists
g be the union of the intervals
By Besicovic's covering lemma, there exists a subfamily of {J N (x) : x ∈ Λ g N (U )} with uniformly bounded intersection multiplicity which forms a covering of
where C is a universal constant. We can choose ρ small so that the right hand side is less than 1/2. This proves η k+1 < η k /2.
Proof of the Main Theorem
In this section, we shall deduce the Main Theorem from Theorem 2. So let f, Ω and ν ε be as in the Main Theorem. As we mentioned in §2.1, we may assume C ⊂ (0, 1).
3.1. Physical measures for random perturbations. In this section, we shall prove statement (i) of the Main Theorem.
Let P denote the set of Borel probability measures on [0, 1] and let T ε : P → P be defined as
Note that a stationary measure µ ε for ν ε is just a fixed point of T ε . The following is standard.
Lemma 3.1. For each m ∈ P, any accumulation point of 1 n n−1 j=0 T j ε m in the weak star topology is a stationary measure.
In particular, we have Lemma 3.2. A stationary measure µ ε for ν ε is absolutely continuous.
A subset E of [0, 1] is called almost forward invariant for ε-perturbations if |g(E)\ E| = 0 holds for ν ε -a.e. g ∈ Ω ε . If both E and E c = [0, 1] \ E are almost forward invariant for ε-perturbations, then we say that E is almost completely invariant for ε-perturbations. The lemma will be proved in the next subsection after we recall Theorem 2. We say that a stationary measure µ ε is ergodic if for each Borel set E ⊂ [0, 1] which is almost completely invariant for ε-perturbations, we have either µ ε (E) = 0 or µ ε (E) = 1.
Lemma 3.4. For each ε > 0 small enough, there exists a unique stationary measure µ ε . This stationary measure µ ε is ergodic.
Proof. Take an integer N > 3/η and let
where η is as in Lemma 3.3. Since f is ergodic with respect to the Lebesgue measure, for each 0 ≤ i, j ≤ n there exist positive integers k ij and m ij such that f
is a non-degenerate interval. Now assume ε ∈ (0, ε 0 ] is small so that the conclusion of Lemma 3.3 holds. Then for each E ⊂ [0, 1] which is almost completely invariant set for ε-perturbations, we have either
up to a set with Lebesue measure zero. That is, g kij (I i ) ∩ g mij (I j ) has Lebesgue measure zero, which contradicts what we proved above.
Since a stationary measure is absolutely continuous, it follows that a stationary measure is ergodic. The uniqueness follows.
Proof of the Main Theorem (i). By Lemma 3.4, for each ε > 0 small enough, there exists a unique stationary measure µ ε and it is ergodic. For
To complete the proof, we shall prove that for each
To this end, we first note that µ ε ×ν N ε is an ergodic probability invariant measure for F . See for example [Ar, Section 7.2] . By Birkhorff's Ergodic Theorem, u ε (x) = 1 holds for µ ε -a.e. x ∈ [0, 1], so
1/L holds for each n = 1, 2, . . . and each Borel set A ⊂ [0, 1]. Since µ n,x converges to the unique stationary measure µ ε and 0 ≤ u ε ≤ 1, we have
This implies that for each n,
where the last equality follows from (3.1).
3.2. Strong stochastic stability. In the rest of this section, we shall prove µ ε → µ in the strong topology.
By Theorem 2, there exist δ 0 > 0 and ε 0 > 0 such that for ε ∈ (0, ε 0 ] there exists a nice set V = V ε for ε-random perturbations with
where C 0 > 0 is a constant. In the following we fix such a choice of V ε for each
Proof of Lemma 3.3. Assume ε small. Then by Proposition 2.5, we have
with the following properties:
• x is a Lebesgue density point of E;
The last property implies that there exists a sequence of integers s 1 < s 2 < · · · and c ∈ C such that g sn maps a neighborhood I n of x diffeomorphically onto B(c; δ 0 ) with N (g sn |I n ) ≤ 2 and |I n | → 0 as n → ∞. Thus 
These are functions in
is the density function of the absolutely continuous measure (g n ) * (Leb|J). We shall need the following lemma.
Proof.
Clearly, D C is a compact subset of L 1 . Moreover, for each ρ > 0 there exists C > 1 such that for any g, J, n as in the lemma, we have L
Proof of the Main Theorem (ii). Take an arbitrary c ∈ C and let Z = B(c; δ 0 ). Let
Since ϕ i (x)dx = T i ε (Leb|Z), we have that 1 n n−1 i=0 ϕ i (x)dx converges to the unique stationary measure µ ε . Thus it suffices to prove that there exists a compact subset K of L 1 independent of ε and n such that ϕ n ∈ K. To this end, we shall prove that for each η > 0, there exists a compact subset K η of L 1 such that for each n, ϕ n can be written in the following form:
) denote the collection of positive integers of the form
where n runs over all positive integers for which (x, g) ∈ dom(G n ). For m ≥ 1 and k ≥ 1, let
and
Fix n ≥ 0 and let
forms a measurable partition of Z up to a set of Lebesgue measure zero. Then
and write
The set H g,0 is the collection of elements J of H g for which ∂J ∩ ∂Z = ∅ and
, it suffices to show that |g k+m (J)| is bounded away from zero, since
k+m g, hence its length is bounded away from zero. If ∂J ∩ ∂Z = ∅, then |J| ≥ η, so by definition of m V , |g k+m (J)| is bounded away from zero as well.
Together with (3.5), by Lemma 3.5, this implies that there is a compact subset
4. Some properties of the deterministic dynamics
In this section, we study the dynamics of an interval map f ∈ LD, see (1.1). The main results are the following Propositions 4.1 and 4.2, which will be used to study derivative growth along random orbits in the next section. Recall that d * was defined in (2.4).
Proposition 4.1. Given f ∈ LD, L > 1, θ ∈ (0, 1) and ζ > 0, for any critical value v and any δ > 0 small enough there exists a positive integer M v (δ) such that the following hold:
Let L c (δ) denote the collection of all orbits {f j (x)} n j=0 with f j (x) ∈ B(δ) for each j = 0, 1, . . . , n − 1 and f n (x) ∈ B(c; 2δ). The following proposition is a variation of a result in [BS] using a different argument.
Proposition 4.2. Given f ∈ LD, there exists a constant κ 0 > 0 such that for each δ > 0, the following holds. For {f
We start by stating some known facts in § 4.1. Propositions 4.1 and 4.2 will be proved in § 4.2 and § 4.3 respectively.
Some facts. The following is [BRSS, Theorem 1].
Proposition 4.3. If f ∈ LD, then f is backward contracting in the following sense: For each δ > 0 small, there exists r(δ) > 1 such that lim δ→0 r(δ) = ∞ and such that for each δ ∈ (0, δ 0 ) and each integer
The notion of "backward contraction" was introduced in [RL] . Actually, the converse of the proposition is also true, see [LiS] . We shall use the following consequence of the proposition. 
Proof. Assume that δ > 0 is small so thatr(δ) > 4. By backward contraction, there exists an interval J ∋ y such that f n maps J diffeomorphically onto B(c;r(δ)δ) and such that |J| < δ. Since f n (y) lies roughly in the middle of B(c;r(δ)δ), by the Koebe principle (see [SV, Theorem C] ), there exists a universal constant C > 0 such that
The lemma follows.
4.2. Proof of Proposition 4.1. The following lemma is the key to the proof of Proposition 4.1.
Lemma 4.5 (Small total distortion). For each f ∈ LD and δ > 0, there exists a constant θ(δ) ≥ 0 such that for any orbit {f
Proof. Given δ > 0, let θ(δ) be the minimal non-negative number such that (4.6) holds for each orbit in L c (δ), c ∈ C. Such a number exists because f is uniformly expanding outside B(δ) (Proposition 2.4). Again by this proposition, for each δ 0 > 0, θ(δ) is bounded from above for δ ≥ δ 0 . To complete the proof, it suffices to prove that for δ > 0 small enough, we have
where
where C is a universal constant and ρ 1 (δ) = 2/r(δ). Since {f
Similarly, if s 1 = 0, then we have
It follows that
which implies by (4.9) that
This proves (4.7), completing the proof of the lemma. 
Consider v ∈ CV and δ > 0 small. Let N = N v (δ) be the maximal positive integer such that A(v, f, N ) ≤ θ/δ. Let us first prove that
provided that δ is small enough. Indeed, otherwise, there exists a minimal t ∈ {1, . . . , N − 1} such that f t (v) ∈ B(c; L(δ)δ) for some c ∈ C. By Lemma 4.4,
provided that δ > 0 is small enough. This is a contradiction.
In the following we shall define an integer M = M v (δ) ∈ {1, 2, . . . , N } for δ > 0 small enough, such that (4.3) holds. This will complete the proof of the proposition. Indeed, (4.3) implies (4.4): when δ > 0 is small, if
is also large since the forward orbit of v is disjoint from C.
, then we take M (v; δ) = N . Since δ ′ ≤ Lδ, the inequality (4.3) follows from (4.10). In the following we assume that f
provided that δ > 0 is small enough. Let s k1 = −1 and for each 0 ≤ k < k 1 , define
Then, either (4.13)
or (4.14)
If (4.13) holds, then we define M = N . Since f n (v) ∈ B(δ * ) for each s 0 < n ≤ N , by Proposition 2.4, there exists a constant C 1 > 0 such that
provided that δ > 0 is small enough. Thus (4.3) holds in this case. If (4.14) holds then we define M = s k . By definition of s k there exists c k ∈ C such that f s k (v) ∈ B(c k ; δ k ) and δ ′ ≤ δ k . By Lemma 4.5, there exists a constant C 2 > 0 such that
, where the second inequality follows from (4.14). Since
, this implies (4.3) provided that δ is small enough.
4.3. Proof of Proposition 4.2. In this section, we study the derivative of first landing map to critical neighborhoods for the map f and prove Proposition 4.2.
Proof of Proposition 4.2. Let δ 0 > 0 be a small constant such that Lemma 4.4 applies for all δ ∈ (0, δ 0 ) with r(δ) > 2. By Proposition 2.4 we only need to prove the proposition in the case that δ ∈ (0, δ 0 /2).
Consider an orbit {f
, there exists a sequence of non-negative integers n 1 < n 2 < · · · < n m = n with the following properties:
• n 1 is the minimal non-negative integer such that f n1 (x) ∈ B(δ 0 ); • for each i = 1, 2, . . . , m − 1, n i+1 is the minimal integer with n i+1 > n i and
For each i = 1, 2, . . . , m, let c i ∈ C be such that f ni (x) ∈ B(c i ; δ 0 ) and let with δ = ρ i , we obtain
Dc 1 (ρ0) , where κ 0 > 0 is a constant. Indeed, if δ ′′ < δ 0 then the inequality follows from Lemma 4.4; otherwise, it follows from Mãné's theorem (Proposition 2.4). Thus
Growth of derivatives along pseudo-orbits
The main goal of this section is to prove Theorem 1. So we will be working on f ∈ S 1 and Ω = F 1 . In §5.1, we apply the binding argument to deduce a part of the first statement of the theorem from the results obtained in § 4. We shall decompose a random orbit into pieces, each of which is shadowed by either the true orbit of a critical value or a true orbit corresponding to a first landing into a critical neighborhood. In §5.2, we complete the proof of Theorem 1 by combing this result in §5.1 with Mãné's theorem. In §5.3, we collect a few properties for return maps to the critical neighborhood B(ε) under ε-random maps. These are deduced from Theorem 1, and reveal that many of the properties of the deterministic dynamics remain under random perturbations.
5.1. Return to critical neighborhoods. In this section, we shall prove the following proposition which asserts that part (i) of Theorem 1 holds with ε α(ε) replaced by 0.
Proposition 5.1. Consider f ∈ S 1 and Ω = F 1 . For each ε > 0 small, there exists a constant Λ(ε) > 0 such that lim ε→0 Λ(ε) = ∞ and such that for each g ∈ Ω ε , x ∈ [0, 1] with d(x, CV) ≤ 4ε and an integer s ≥ 1, if g j (x) ∈ B(ε) for 1 ≤ j < s and g s (x) ∈ B(c; 2ε) for some c ∈ C, then
To prove this proposition, we shall first define a binding period for each v ∈ CV and each δ > 0 small as follows.
Let C 0 = max [0, 1] |Df | ≥ 1, let η * ∈ (0, 1) be a constant which is smaller than the distance between any two distinct critical points and let
Let θ > 0 be a small constant such that
where θ 1 > 0 is as in Lemma 2.3. Moreover, fix constants L > 2 ℓmax and ζ ∈ (0, ℓ −1 max ). For v ∈ CV and δ > 0 small, we fix a positive integer M v (δ), called the preferred binding period for (v, δ), such that the conclusion of Proposition 4.1 holds for these constants θ, L and ζ. 
where c is the critical point of f closest to
Proof. Fix v ∈ C and δ > 0 small and write M = M v (δ). Let y and g be as in the proposition and let c be the critical point of f closest to y M . By Lemma 2.3, (4.1) implies that M is an eW 0 -binding period for (v, 4δ). By (2.11) and (4.2), the statement (5.3) holds provided that δ > 0 is small enough. By (2.13), we have
. By (4.3) and the definition of Λ 0 (δ) we obtain
Let us prove the inequality (5.4). By (2.12), (5.7) and (5.6), we have
where C 2 > 0 is a constant and we used δ ′ ≥ δ for the last inequality. Provided that δ is small enough, C 2 Λ 0 (δ) ζ1 > 1, so (5.4) holds. Finally, let us assume δ ′′ := d * (y M , C) ≥ δ and prove that (5.5) holds with ζ 2 = ζ 1 /ℓ max provided that δ is small enough. By (2.5), we have
where C 3 > 0 is a constant. We now distinguish two cases.
is much closer to c than y M . Thus there exists C 4 > 0 such that η M ≥ C 4 | B(c; δ ′′ )|, which implies by (5.8)
By (2.12) and (2.13),
where C 5 > 0 is a constant. The inequality (5.5) follows provided that δ is small enough.
In this case, combining (2.12), (5.7), (5.6) and (5.8), we obtain
where C 6 > 0 is a constant. The inequality (5.5) follows provided that δ is small enough.
Let O ε (δ) denote the collection of ε-random orbits {x j } n j=0 for which x j ∈ B(δ) for each 0 ≤ j < n, and for each c ∈ C, let L ε c (δ) denote the collection of ε-randomorbits {x j } n j=0 ∈ O ε (δ) for which x n ∈ B(c; δ).
Lemma 5.3. Consider f ∈ LD and Ω = F 1 . For each δ > 0, there exist ε = ε(δ) > 0, C(δ) > 0 and η = η(δ) > 0 such that for any ε-random orbit {g
where δ ′′ = max(d(x, CV), δ) and κ > 0 is a constant independent of δ.
Proof. Fix δ > 0. By Proposition 2.5 (i), there exists C > 0 and η > 0 such that if ε > 0 is small enough, then for any ε-random orbit {g
, then the desired estimate holds with κ = 1 and η = η. So assume the contrary. Then n is bounded from above by a constant N (δ). When ε is small enough, we have {f j (x)} n j=0 ∈ L c (0.9δ) and |Dg n (x)| ≥ |Df n (x)|/2. By Proposition 4.2, there is a constant κ 0 > 0 such that
Taking η ′ > 0 such that exp (η ′ N (δ)) < 2, we obtain the inequality (5.9) with η = η ′ and κ = κ 0 /4.
Let I ε c (δ, δ) denote the collection of ε-random-orbits {x j } n j=0 for which there exists v ∈ CV such that d(x 0 , v) ≤ 4δ and such that one of the following holds:
• either x Mv (δ) ∈ B(c, δ) and n = M v (δ);
In the language of [BC1] , n is the first free return of the random orbit {x j } n j=0 into B( δ).
Lemma 5.4. There exists a constant ζ 3 > 0 such that the following holds. For each δ 0 > 0 small enough, there exists ε 0 > 0 such that for each {g j (x)} n j=0 ∈ I ε c (δ, δ 0 ) with δ ∈ (0, δ 0 ] and 0 ≤ ε ≤ min(ε 0 , δ), we have
Moreover, if x n ∈ B(δ) then
Proof. In the following, we assume that δ 0 > 0 is a small constant such that for all δ ∈ (0, δ 0 ] the conclusion of Proposition 5.2 holds, and let ε 0 = ε(δ 0 ) be the constant determined by Lemma 5.3. Let ζ 3 = min(ζ 1 , ζ 2 )/2. Assume δ ∈ (0, δ 0 ] and 0 ≤ ε ≤ min(ε 0 , δ), and consider
then n = M and the desired estimates hold, by Proposition 5.2. Assume
Combining with the estimates given by (5.5) in Proposition 5.2, this implies
Since δ 0 ≥ δ, it follows that there exists a constant C 1 > 0 such that
Provided that δ 0 is small enough, Λ 0 (δ) is large, so (5.10) follows. To prove the second inequality, assume ρ :
Since ρ < δ 0 , by (5.12), there exists a constant C 2 > 0 such that
The inequality (5.11) follows provided that δ 0 is small enough.
Proof of Proposition 5.1. Let δ 0 > 0 be a small constant such that Λ 0 (δ) > 1 for all δ ∈ (0, δ 0 ]. Reducing δ 0 > 0 if necessary, we may assume that there exists ε 0 > 0 such that the conclusion of Lemma 5.4 holds. Consider 0 ≤ ε ≤ min(ε 0 , δ 0 /2). Let
be an ε-random-orbit with d(x 0 , v) ≤ 4ε for some v ∈ CV, x j ∈ B(ε) for each 1 ≤ j < s and x s ∈ B(c; 2ε) for some c ∈ C. We shall prove that |Dg
. Let s 1 be the minimal integer such that s 1 ≥ M v (ε) and x s1 ∈ B(δ 0 ), and let c 1 ∈ C be such that x s1 ∈ B(c 1 ; δ 0 ). Then {x j } s1 j=0 ∈ I ε c1 (ε, δ 0 ). If s 1 = s then the desired estimate follows from (5.10).
Assume s 1 < s. Then δ 1 = d * (x s1 , C) ≥ 2ε. By (5.11), we have
Let v 1 = f (c 1 ) and define s 2 to be the minimal integer such that s 2 ≥ M v1 (δ 1 ) and x s2 ∈ B(δ 0 ). If s 2 = s then we stop. Otherwise, we define c 2 , v 2 , δ 2 and s 3 similarly. The procedure continues until we get s k = s. Then for each i = 1, 2, . . . , k − 1,
for all i = 1, 2, . . . , k − 2 and by (5.10),
Combining these inequalities, we obtain
Thus the desired estimate holds.
Exponential rate of expansion.
We shall complete the proof of Theorem 1. Let ε 0 be a small constant such that Proposition 5.1 holds for all ε ∈ (0, ε 0 ] with Λ(ε) > 2e, and let ε 1 = ε(ε 0 ) and η = η(ε 0 ) be constants determined by Lemma 5.3 for δ = ε 0 . Replacing ε 1 by a smaller constant if necessary, we assume ε 1 < ε 0 . Let R ε c (δ) denote the collection of ε-random-orbits {x j } s j=0 for which d(x 0 , CV) ≤ 4δ, x j ∈ B(δ) for 1 ≤ j < s and x s ∈ B(c; 2δ). Let η 0 (δ) be the maximal number
For an orbit {g j (x)} s j=0 ∈ R ε c (ε 0 ) with 0 ≤ ε ≤ ε 1 , |Dg s (x)| is exponentially large in s. Combining with Proposition 5.1, this gives us
and let
Combining the estimate given by Proposition 5.1 with (5.14), we obtain that
Proof. Given a random orbit {g
Let s 1 < s 2 < · · · < s k = s be all the positive integers such that x si ∈ B(2δ). Then
, where s 0 = −1 and c i is the critical point of f which is closest to x si . Therefore, by (5.17), for each 0 ≤ i < k, we have (5.19)
Proof of Theorem 1, part (i). The lemma above implies that log ε η 0 (ε) → 0 as ε → 0. Hence α(ε) := log ε η 0 (ε) → 0 as ε → 0. By (5.17), the statement holds.
Proof of Theorem 1, Part (ii). Take ε 0 , ε 1 and η as above. Let η be the constant given by Proposition 2.5 for U = B(ε 0 ). For each δ ∈ (0, ε 0 ], let η 0 (δ) be as above and let
Then α(δ) := log η(δ)/ log δ → 0 as δ → 0. Now let ε ∈ (0, ε 1 ] and consider an ε-random-orbit {x j } s j=0 = {g j (x)} s j=0 with x j ∈ B(ε) for all 0 ≤ j < s. For each j = 0, 1, . . . , s, let c j be a critical point of f closest to x j and let ρ j = d * (x j , C). By Proposition 2.5 (i), the desired estimate holds if ρ j ≥ ε 0 for all j = 0, 1, . . . , s− 1. Without loss of generality, we may assume that ρ 0 < ε 0 and ρ s−1 < ε 0 .
If there exists s ′ < s − 1 such that ρ s ′ < ρ s−1 , then letting s ′ be the maximal integer with this property, we have {x j } s−1 j=s ′ +1 ∈ R ε cs−1 (ρ s−1 ), hence by (5.17),
It follows that we only need to prove the desired estimate under the further assumption that ρ s−1 ≤ ρ j for each 0 ≤ j < s. In this case, let s 0 < s 1 < · · · < s k = s − 1 be a sequence of integers such that s 0 = 0 and such that for each 0 ≤ i < k, s i+1 is the minimal integer such that
(ρ si ), so by (5.14), we have
which implies that
where A > 0 is a constant. Since ρ s−1 ≥ ε, the inequality (2.7) follows.
More properties of return maps to B(ε).
The following proposition is an analogue of Lemma 4.5 for iterates of random maps. It provides distortion control of first landing maps of ε-random maps taken from an admissible space into B(ε).
Proposition 5.6. Consider f ∈ S 1 and Ω = F 1 . For each ε > 0 small there exists θ(ε) ≥ 0 such that lim ε→0 θ(ε) = 0 and such that the following holds: For x ∈ [0, 1] and g ∈ Ω N ε , if n ≥ 1 is an integer such that g j (x) ∈ B(ε), j = 0, 1, . . . , n − 1, and
Proof. This can be proved in the same way as Lemma 4.5. Indeed, by part (ii) of Theorem 1, for each ε > 0 small, there exists a minimal number θ(ε) ≥ 0 such that for any
n (x)|. Replacing Lemma 4.4 by part (i) of Theorem 1 and arguing as in the proof of Lemma 4.5, we show that θ(ε/2) ≤ κ(θ(ε) + ρ(ε)) for some constant κ ∈ (0, 1) and ρ(ε) → 0 as ε → 0. Thus θ(ε) → 0.
Proposition 5.7. Consider f ∈ S 1 and Ω = F 1 . Given any 0 < ξ < ξ ′ ≤ 2, the following holds for each ε > 0 small: for any g ∈ Ω N ε and any integer s ≥ 1, if W is an interval intersecting B(ξε) and g
Proof. We first prove the proposition assuming that
Our strategy is to show that
, which clearly implies that W ⊂ B(ξ ′ ε). Let c, c 0 ∈ C be such that W ′ ⊂ B(c 0 , 2ε) and g s (W ) ⊂ B(c; 2ε). Provided that ε > 0 is small enough, |Dg 0 (x)| ≥ CD c0 (ε) for each x ∈ B(c 0 ; 2ε) \ B(c 0 ; ξε), where C > 0 is a constant depending only on ξ. By part (i) of Theorem 1, it follows that
for each x ∈ W ′ . Thus
Provided that ε > 0 is small enough, this implies that |W ′ | is much smaller than | B(c 0 ; ε)|. Since W ′ intersects the boundary of B(c 0 , ξε), it follows that W ′ is compactly contained in B(ξ ′ ε). This proves the proposition under the assumption (5.20). Now assume that (5.20) does not hold. Let 0 = s 0 < s 1 < · · · < s k < s be all the integers such that g si (W ) ∩ B(ε) = ∅. Then replacing ξ ′ and ξ by 2 and 1 respectively in the argument above, we obtain that g s k (W ) ⊂ B(2ε). Repeating the procedure we obtain g
The following proposition provides us nice sets. The proof is very similar to the deterministic case provided in [BRSS] which followed the original argument of Rivera-Letelier [RL] for complex rational maps.
Proposition 5.8. Consider f ∈ S 1 and Ω = F 1 . If 0 < ε ≤ δ are small enough, then there exists a nice set V for ε-random perturbations such that for g ∈ Ω N ε , we have B(δ) ⊂ V g ⊂ B(2δ).
Proof. Assume that 0 < ε ≤ δ are small. By Proposition 5.7, for any g ∈ Ω ε ⊂ Ω δ , if J is an interval intersecting B(δ) and g n (J) ⊂ B(2δ) for some integer n ≥ 1
is a nice set for ε-random perturbations. It remains to show that for each n ≥ 0, we have
To this end, we proceed with induction on n. The case n = 0 is trivial. Assume that the statement holds for some integer n ≥ 0. Fix c, g. To show that V g c (n + 1) ⊂ B(c; 2δ), it suffices to show that each component J of V g c (n + 1) \ B(c; δ) is contained in B(2δ). To this end, let m ∈ {0, 1, . . . , n} be minimal such that (2δ) . This completes the induction step and hence the proof of the proposition.
Structure of proof of Theorem 2
This section and the rest of this paper are devoted to the proof of Theorem 2. Unless otherwise stated, f ∈ S 1 , C = C(f ) ⊂ (0, 1), Ω ∋ f is an admissible space, and for each ε > 0 small, ν ε is a probability measure on Ω ε which belongs to the class M ε (L), where L > 1 is a fixed constant. Moreover, write P ε = Leb| [0, 1] 
Let θ 0 > 0 be a small constant determined by Lemma 2.1. For each x ∈ [0, 1], g ∈ Ω N and n ≥ 1, let
, and
Then g n maps J g x,n diffeomorphically onto its image and
We say that an integer s ≥ 1 is a θ-good return time of (x, g) into B(δ) × Ω N if there exists c ∈ C such that g s (x) ∈ B(c; δ) and such that
x,s ) contains B(c; δ). We say that a positive integer s is a τ -scale expansion time of
We shall use the following notations:
The following is an easy consequence of Proposition 5.6:
). The lemma follows.
Theorem 2'. Let f, Ω, ν ε be as in Theorem 2 and let θ > 0 and p ≥ 1 be constants. Then for each δ 0 > 0 small there exist ε 0 > 0 and C > 0 such that for each ε ∈ (0, ε 0 ] the following holds:
Let us deduce Theorem 2 from Theorem 2'.
Proof of Theorem 2. Fix p > 1 and θ = θ 0 /4. Let δ 0 > 0 be small such that the conclusion of Theorem 2' holds. Reducing δ 0 > 0 if necessary, by Lemma 6.1,
δ0 . Thus by Proposition 2.5,
is bounded from above by a constant, provided that ε > 0 is small enough. Together with Theorem 2', it follows that there exists a constant C > 0 such that
holds when ε > 0 is small enough. Reducing δ 0 > 0 if necessary, by Proposition 5.8, when 0 < ε ≤ δ 0 , there exists a nice set V for ε-perturbations such that
Theorem 2 follows.
Let us outline the proof of Theorem 2'. By analyzing recurrence of ε-random orbits into the critical region B(ε), we shall first prove the following propositions in §7.
Proposition 6.2. Given θ > 0, p > 1 and γ > 0, there exists τ > 0 such that for any c ∈ C, we have
provided that ε > 0 is small enough.
Proposition 6.3. Given θ > 0, α > 0 and b > 0, there exists τ > 0 such that the following holds provided that ε > 0 is small enough: For each x ∈ B(ε) \ B(bε) and
Next, for p ≥ 1, c ∈ C and 0 < ε ≤ δ ≤ δ 0 /e, write
We shall prove the following two propositions in § 8.
Proposition 6.4. Fix θ > 0, γ > 0 and p ≥ 1. For each δ 0 > 0 small enough, there exist ε 0 > 0 and C > 0 such that the following hold provided that 0 < δ ≤ δ 0 /e and 0 < ε ≤ min(ε 0 , δ):
Proposition 6.5. Fix p ≥ 1, γ > 0 and λ ∈ (e −ℓ −1 max , 1). There exists θ * > 0 such that for each θ ∈ (0, θ * ) the following holds: For each c ∈ C,
Now let us assume these propositions and prove Theorem 2'.
Proof of Theorem 2'. Take λ ∈ (e −ℓ −1 max , 1) and γ > 0 such that λ 0 := λe γ < 1. Let p ≥ 1 and θ > 0 be given. We may certainly assume that θ ∈ (0, θ * ). So by Propositions 6.4 and 6.5, for each δ 0 > 0 small, there exist ε 0 > 0 and C 1 > 0 such that (6.13) for any 0 < δ ≤ δ 0 /e and 0 < ε ≤ min(δ, ε 0 ), where
Let us prove that S(δ 0 , ε) is bounded from above by a constant. Let N be the maximal integer such that e
where C 2 > 0 is a constant. Clearly S(e −N δ 0 , ε)/S(eε, ε) is bounded from above, so by (6.12) and (6.13), S N is bounded from above by a constant. Thus S(δ 0 , ε) is bounded from above by a constant.
Slow recurrence of ε-random-orbits into B(ε)
The goal of this section is to prove Propositions 6.2 and 6.3. To this end, we shall first study the recurrence to B(ε) of ε-random orbits, in § 7.1. Proposition 7.1 there means that ε-random orbits entering B(ε) too deep and too often are rare. In § 7.2 we study the expanding property of ε-random orbits with slow recurrence to B(ε) and show that they allow a certain large scale time, see Proposition 7.6. The proof of Propositions 6.2 and 6.3 will be completed in § 7.3.
We shall continue to use the notations h
7.1. Most random orbits satisfy a slow recurrence condition.
Moreover, for non-negative integers 0 ≤ n 1 ≤ n 2 , let g; ε) ) , and such that lim
Moreover, for c ∈ C, let Bad c m (κ, ε) = {(x, g) ∈ Bad m (κ, ε)|x ∈ B(c; ε)}. The main result of this section is the following: Proposition 7.1. There exist κ > 0, K > 0 and ρ > 0 such that if ε > 0 is small enough, then for each c ∈ C and each integer m ≥ 0, we have
To prove this proposition, we need a few lemmas.
Lemma 7.2. For each ε > 0 small the following holds: For any g ∈ Ω N ε and x ∈ [0, 1] with d(x, CV) ≤ 4ε, if n := l ε (x, g) < ∞ and J is the component of g −n ( B(ε)) which contains x, then g n maps J diffeomorphically onto its image, N (g n |J) ≤ 1 and |J| < ε.
Proof. Let θ = θ 0 /e. By Lemma 6.1, provided that ε is small enough, we have h
x,n be defined in (6.1). Then g n |I is a diffeomorphism onto its image and N (g n |I) ≤ 1. Let c ∈ C be such that g n (J) ⊂ B(c; ε). It follows that for each y ∈ ∂I \ {0, 1}, |g
Let F ε denote the first entry map into the region
we have
Proof. Assume ε > 0 small. We first observe that there exists a constant
Moreover, there exists a constant Q such that Z h c (Q) ⊂ B(c; ε/e). For q < Q, the inequality (7.5) clearly holds with a suitable choice of K 1 . So let us assume q ≥ Q. For any y ∈ Y ε (g, v; q), let n(y) = R ε (y, g), let c(y) ∈ C be such that g n (y) ∈ B(c(y); ε), and let J = J(y) be the component of (g n(y) ) −1 ( B(c(y); ε)) containing y. Let us prove that there exists a constant K 3 > 0 such that
Indeed, since g n(y) (y) ∈ B(c; ε/e), g n (J) contains at least one component of B(c; ε)\ B(c; ε/e), so |g n(y) (J(y))|/| B(c; ε)| is bounded away from zero. By Lemma 7.2, N (g n(y) |J(y)) ≤ 1. In view of (7.6), it suffices to prove that
To this end, take y ′ ∈ J(y) ∩ Y ε (g, v; q). We need to prove that n ′ := R ε (y ′ , g) = n(y). Otherwise, we would have 1 ≤ n ′ < n(y). Since g n ′ (y ′ ) ∈ B(ε/e), by Proposition 5.7, we would have g n ′ (J(y)) ⊂ B(ε), hence g n ′ (y) ∈ B(ε), contradicting the minimality of n(y). This proves (7.8) and hence (7.7).
Since the intervals J(y), y ∈ Y ε (g, v; q) form a covering of Y ε (g, v; q), by Besicovic's covering lemma, we can find a sub-covering with bounded intersection multiplicity. By Lemma 7.2, |J(y)| ≤ ε, so J(y) ⊂ B(v, 3ε). The inequality (7.5) follows.
Lemma 7.4. There exist K 0 > 0 and ρ 0 > 0 such that for each ε > 0 small enough the following holds. For each x ∈ B(ε) and q ≥ 0, putting
Proof. For x ∈ B(c; ε), c ∈ C and g ∈ Ω N ε , putting X ε (x, g; q) = {g ∈ Ω ε : q ε (F ε (g(x), g)) ≥ q} , then for each g ∈ X ε (x, g; q), we have g(x) ∈ Y ε (g, f (c); q), so by (1.5) and (7.5),
Lemma 7.5. For any q ∈ N n , n ≥ 1, the following holds. For any x ∈ B(ε), we have
where K 0 and ρ 0 are constants as in Lemma 7.4.
Proof. The case n = 1 is given by Lemma 7.4. For n ≥ 2, it suffices to show that for any q = (q 1 , q 2 , . . . , q n ) ∈ N n and x ∈ B(ε), we have
where p = (q 1 , q 2 , . . . , q n−1 ).
To this end, define
ε with g i = g i for 0 ≤ i < s, then g ∈ W s if and only if g ∈ W s . In other words, W s can be written in the form
By Lemma 7.4, for each (g 0 , g 1 , . . . , g s−1 ) ∈ A s , we have
Since
This proves (7.10), and completes the proof of this lemma. 
To this end, we first show that for each (x, g) ∈ Bad c m (κ, ε), there exists s ≥ 0 such that
then we take s = s 0 . Otherwise, take s < s 0 to be the maximal integer such that
Thus the inequality (7.13) holds. For each
) > κn. This proves (m ′ , n) ∈ I and completes the proof of (7.12). Now let us estimate P ε (∆ 0 ). By definition of q ε , there exists a constant C = C(κ) such that for each g ∈ Ω n ε , |{x ∈ B(c; ε) :
Thus by Fubini's theorem, (7.14)
Finally, let us estimate
Since the number of q ∈ N n with |q| = m ′ is
, by Lemma 7.5, we obtain
By our choice of constants, this gives us
For each (m ′ , n) ∈ I, we have m ′ > κn/2, and hence
which implies by Fubini's theorem that
Combining the last inequality with (7.12) and (7.14), we obtain the desired estimate (7.4).
7.2. Good return time and large scale time. The main result of this section is the following proposition.
Proposition 7.6. Given θ > 0, κ > 0 and α > 0, there exists τ > 0 such that the following holds provided that ε > 0 is small enough.
To prove this proposition, we shall need a few lemmas.
Lemma 7.7. Consider f ∈ S 1 and Ω = F 1 . Given K > 0 and β > 0, the following hold for each
(ii) If t ≥ 1 is an integer such that h t (y) ∈ B(δ), then
Then s is a θ-good return time of (x, g) into B(ε) × Ω N .
Proof. Let 0 = s 0 < s 1 < s 2 < · · · < s n = s be all the integers such that g si (x) ∈ B(ε) and let c i ∈ C be such that g si (x) ∈ B(c i , ε).
We need to prove that θ A n ≥ A (x, g, s) . By Proposition 5.6, we have
where θ(ε) → 0 as ε → 0.
Let K 0 be a large constant and assume ε > 0 small. By Lemma 7.7 (i), for each i = 0, 1, . . . , n − 1,
Lemma 7.9. Given θ > 0 and γ > 0, there exists τ > 0 such that the following holds provided that ε > 0 is small enough. Let (x, g) ∈ B(ε) × Ω N ε and let s ≥ 1 be an integer such that for each 0 ≤ j < s,
Proof. Let β = γ/4 and K = 1. Let ε 0 > 0 be a small constant such that the conclusion of Lemma 7.7 holds for all δ ∈ (0, ε 0 ]. In the following, we assume that ε ∈ (0, ε 0 /e] is small. Let N be the maximal integer such that e N −1 ε ≤ ε 0 . Then 2 ≤ N ≤ log(ε 0 /ε) + 1 < ε −β . Let s 0 = s and for i = 1, 2, . . . , N , let
Define an integer n ∈ {0, 1, . . . , N } as follows: if s 0 − s N < ε −3β , then n = N ; otherwise, let n be the minimal integer in {0, 1, . . . , N − 1} such that s n − s n+1 ≥ ε −2β . Note that the minimality of n implies s 0 − s n < N ε −2β ≤ ε −3β . By (7.15), it follows that for 0 ≤ j < s n , we have
Note that this inequality is clear if the right hand side is zero. If n = N , then by Lemma 7.8, s N is a θ-good return time of (x, g) into B(ε)×Ω N , so we are done in this case. Assume from now on n < N , so that g sn (x) ∈ B(ε). For each 0 ≤ j ≤ s n , let
We need to estimate A sn /A(x, g, s n ) from below. Let s N +1 > s N +2 > · · · > s N +N0 = 0 be all the integers such that g sN+i (x) ∈ B(ε). Then, by Lemma 7.7 (ii), for all N + N 0 ≥ k > n, we have
(To apply the lemma, we take (y, h) = F s k (x, g) and δ = ε in the case k ≥ N and
, by (7.16), this implies that
By Proposition 5.6, this implies,
Let us now distinguish two cases to complete the proof. Case 1. n > 0. Then g sn (x) ∈ B(ε 0 ). By Proposition 5.6 again,
Together with (7.18), this gives A(x, g, s n ) ≪ A sn , so s n is a θ-good return time of (x, g) into B(ε). Case 2. n = 0. Then g j (x) ∈ B(ε 0 /e) for s 1 < j < s 0 . By part (ii) of Theorem 1 (or Lemma 5.3), |Dg sn (x)|/|Dg j (x)| is exponentially big in s n − j, hence
Together with (7.18), this gives A(x, g, s n ) ≍ A sn , which implies that s n is a τ -scale expansion time of (x, g) for some constant τ > 0.
Proof of Proposition 7.6. Fix β ∈ (0, α/4). Let (x, g) ∈ B(ε) × Ω N ε with ε > 0 small. We first prove that there exists τ > 0 such that
0 (x, g; ε)}. Indeed, if T 1 < ∞, then the minimality of T 1 implies that for each 0 ≤ j < T 1 ,
By Lemma 7.9, there exists τ > 0 such that the inequality (7.19) holds.
, and the proof is completed. So assume
, which implies that Q s0−1 0 (x, g; ε) > m. Since (x, g) ∈ Bad m (κ, ε), there exists a minimal non-negative integer s 1 such that
we have s 1 < s 0 . Moreover, the minimality of s 1 implies that g s1 (x) ∈ B(ε) and that for each 0 ≤ j < s 1 ,
. If s 1 ≥ 1, then by Lemma 7.8, h θ ε (x, g) ≤ s 1 < s 0 ≤ mε −α , and the proof is completed. Suppose s 1 = 0 and let
Again by Lemma 7.8, h
. By the minimality of T 1 once again, for each 0 < s < min(s 2 , T 1 ), we have
The proof is completed.
7.3. Proof of Propositions 6.2 and 6.3.
Proof of Proposition 6.2. Take α ∈ (0, γ/p), and let τ > 0 be given by Proposition 7.6. Then for
By Proposition 7.1, (6.8) follows.
Proof of Proposition 6.3. Clearly, there exists κ = κ(b) and m = m(b) ≥ 1 such that for (x, g) ∈ B(ε) × Ω N ε with x ∈ B(bε), we have (x, g) ∈ Bad m (κ, ε), provided that ε > 0 is small. So the desired estimate follows from Proposition 7.6.
Inducing to a large scale
In this section, we shall prove Propositions 6.4 and 6.5, hence complete the proof of Theorem 2. Let f, Ω, ν ε , P ε be as introduced at the beginning of § 6. 8.1. Preparatory lemmas. We say that a positive integer s is a θ-close return time of (x, g)
(i) Let 0 = T 0 < T 1 < · · · < T n be integers such that for each 0 ≤ i < n, T i+1 − T i is a 1/2-close return of F Ti (x, g). Then T n is a 1-close return time of (x, g).
(ii) If t is θ 1 -close return of (x, g) and s is a θ 2 -good return time of (y, h) :
which implies the statement.
(
, we have
where c ∈ C is such that g t+s (x) ∈ B(c; δ). The statement follows.
We say that a Borel measurable map G :
We say that G is future-free if the following holds: for (x, g) ∈ E and h ∈ Ω N with g i = h i for each 0 ≤ i < T (x, g), we have (x, h) ∈ E and T (x, h) = T (x, g).
Given Borel probability measure ν on Ω, let
The following is a simple consequence of the Fubini's Theorem.
N be a future-free, Borel measurable induced map with an inducing time function T and let φ : E → [0, ∞) be a Borel measurable function. Then for any Borel probability measure ν on Ω, we have Assume first that g h (x) ∈ B(δ 0 ). Then l = 0. If h is a τ -scale expansion time, then by (8.3), it is a θ-good return time of (x, g) into B(δ 0 ) × Ω N , so we are done. Otherwise, it is a θ-good return time of (x, g) into B(δ ′′ ) × Ω N for some δ ′′ ≥ δ. Let δ ′ = min(δ ′′ , δ 0 ). By definition, it follows that h is a θ-good return time of (x, g) into B(δ ′ ) × Ω N . Assume now that g h (x) ∈ B(δ 0 ). Then l ≥ 1 and so the latter part of (8.4) holds. Since h is a θ 1 -close return of (x, g), by Lemma 8.1, we conclude that l + h is a θ-good return time of (x, g) into B(δ 0 ) × Ω N . By Proposition 2.5, there exist constants ε 0 ∈ (0, δ 0 ), C 1 > 0 and ρ 0 > 0 such that for each g ∈ Ω N ε with ε ∈ (0, ε 0 ], we have |{y : l δ0 (y, g) ≥ l}| ≤ C 1 e −ρ0n . Now fix c ∈ C and ε ∈ (0, ε 0 ]. Write h(x, g) = h θ ε,τ (x, g), l(x, g) = l δ0 (x, g) and H(x, g) = inf δ ′ ∈[ε,δ0] h θ δ ′ (x, g). Then h(x, g) and l(x, g) are finite P ε -almost everywhere. By Lemma 8.3, for each (x, g) ∈ B(ε) × Ω N ε , we have (8.6) h(x, g) + l(F h(x,g) (x, g)) ≥ H(x, g),
Proof of Proposition
provided that δ 0 is small enough. For each k = 1, 2, . . ., let X k = {(x, g) ∈ B(c; ε) × Ω (ii) Similarly as in (i), using Proposition 6.3 instead of Proposition 6.2, we prove that for δ 0 small enough, there exists ε 0 > 0 such that if 0 < δ ≤ δ 0 /e and 0 < ε ≤ min(δ, ε 0 ), then we have , let E 1 = {(x, g) ∈ B(δ) × Ω N ε : s(x, g) < s(x, g)} and let G : E 1 → E 0 denote the map (x, g) → F s(x,g) (x, g). For each n = 1, 2, . . ., let E n = dom(G n ) and ϕ n = 1 En ϕ • G n . Furthermore, for each c ∈ C, and n = 0, 1, . . ., let E n (c) = E n ∩ ( B(c; δ 0 ) × Ω Proof. It suffices to prove that for each (x, g) ∈ E 0 , we have
provided that δ 0 is small enough. If (x, g) ∈ ∞ n=0 E n , then the right hand side is infinity, so the inequality holds. If (x, g) ∈ E 0 \ E 1 , then the inequality holds by definition. So assume that there exists an integer n ≥ 1 such that (x, g) ∈ E n \ E n+1 . In this case, the inequality follows from Lemma 8.1. Indeed, letting T 0 = 0 and T i = i−1 j=0 ϕ j (x, g) for each 1 ≤ i ≤ n+1, then for each 0 ≤ i < n, T i+1 −T i is a 1/2-close return of F Ti (x, g), so by part (i) of that lemma, T n is a 1-close return of (x, g). Since T n+1 is a θ/2-good return time of F Tn (x, g) into B(δ ′ ) × Ω N ε for some δ ′ ∈ [eδ, δ 0 ], it follows by part (ii) of that lemma that T n+1 is a θ-good return time of (x, g) into B(δ ′ ) × Ω N ε . To complete the proof of Proposition 6.5, we shall estimate K n (c). X denote the set of all x ∈ B(c; δ) for which (x, g) ∈ E 1 (c) and g s(x,g) (x) = y. For each x ∈ X , let J x := J To this end, we shall first prove the following claim: For each x ′ ∈ J x ∩ X with s(x ′ , g) > s(x, g), we have J x ⊃ J x ⊃ J x ′ . To prove this claim, let s = s(x, g), s ′ = s(x ′ , g) and let (z, h) = F s (x ′ , g). We first prove that d * (z, C) ≤ δ ′ . Arguing by contradiction, assume d * (z, C) > δ ′ . Since
= y there exists a minimal positive integer t ≤ s ′ − s such that d * (h t (z), C) ≤ δ ′ . Let δ ′′ ∈ (δ ′ , δ 0 ] be such that d * (h j (z), C) ≥ δ ′′ for all 0 ≤ j < t. Then by Lemma 6.1, t is a θ/(2e 2 )-good return time of (z, h) into B(δ ′′ ) × Ω N ε , provided that δ 0 is small enough. By Lemma 2.1,
≥ e −1 |Dg s (x)| A(x, g, s)
,
, C(g s )), i.e., s is a 1-close return of (x ′ , g). By Lemma 8.1, it follows that s + t is a θ/e 2 -good return time of (x, g) into B(δ ′′ ) × Ω N ε . Since δ ′′ ≥ δ, this implies that s(x ′ , g) ≤ s + t ≤ s ′ . Since s(x ′ , g) ≥ s(x ′ , g) = s ′ , it follows that s(x ′ , g) = s(x ′ , g), which contradicts the assumption that (x ′ , g) ∈ E 1 . This proves d * (z, C) ≤ δ ′ . Since N (g s |J x ′ ) ≤ 1, we have |g
