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La dynamique de l'écoulement de surface induit par le mouvement essentiellement vertical
d'un corps génère des eﬀorts sur ce dernier qu'il convient de quantiﬁer pour son dimension-
nement et celui de ses organes de manoeuvre. Le mouvement d'une porte clapet, se fermant
en sortant d'une chambre en fond de radier d'écluse, est un exemple de ce type d'écoulements
complexes et montre leur importance dans le domaine industriel. La faiblesse théorique des
réponses à ces problématiques disponibles dans la littérature montre l'intérêt majeur d'une
telle étude et laisse place à une grande originalité méthodologique.
Depuis plusieurs mois, d'importantes recherches ont été eﬀectuées au sein du service d'Hy-
drodynamique Appliquée et Construction Hydraulique pour créer un schéma numérique ef-
ﬁcient de modélisation des écoulements dans un plan vertical à surface libre instationnaire,
y compris les écoulements induits par le déplacement quelconque d'un corps à l'intérieur du
ﬂuide. En 2006, A. Canor avait créé un modèle expérimental de porte basculante dans le but
de valider une première version du code de calcul basée sur les équations des écoulements
irrotationnels.
Par une approche complète (théorique, numérique et expérimentale) requérant un large
spectre des compétences de l'ingénieur, l'ambition de cette étude est de participer, au sein
de l'équipe du HACH, à cet eﬀort de création d'un outil de modélisation de ces écoulements
complexes et des eﬀorts qu'ils induisent. En premier lieu, il est proposé une vaste étude théo-
rique des méthodes numériques de résolution des équations de Navier-Stokes 2D vertical et
3D, ainsi que des méthodes numériques de suivi d'interface. Ces développements mathéma-
tiques et numériques, couplés avec une évaluation critique de leur potentiel, s'inscrivent dans
la foulée de l'eﬀort de recherche de l'équipe du HACH.
En outre, le dispositif expérimental a été aménagé pour acquérir au mieux l'information
hydrodynamique et mécanique utile à une validation du code de calcul ainsi créé. Pour ce
faire, le système de manoeuvre de la porte a été remplacé par un système de levage vertical
de la porte placée horizontalement. Les phénomènes induits par le mouvement vertical de cet
élément plan correspondent mieux aux phénomènes hydrodynamiques pris en compte dans le
code numérique et atteignent des intensités signiﬁcatives étant donné le domaine de mesure
et la précision des capteurs disponibles.
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Experimental study of effects induced by flap
gate setting up movement
Dynamics of free surface ﬂow induced by an essentially vertical body's movement generates
forces on this one, which we have to quantify in order to size the gate and its manoeuvring
system. Flap gate's movement, sealing the sas by coming from a chamber at the bottom of
the lock's fondation raft, is a good example of this kind of complex ﬂows and shows their
industrial major importance. The theorical weakness of available answers in literature to this
problematics shows the major interest in such study and lets us the possibility to follow an
original methodology.
Since several months, wide-ranging research have been done within the Applied Hydrody-
namics and Hydraulic Structure (Hydrodynamique Appliquée et Constructions Hydrauliques
HACH ) department in order to create an eﬃcient numerical scheme simulating unsteady free
surface ﬂows in a vertical plane, including ﬂows induced by an essentially vertical body's
movement inside the ﬂuid. In 2006, A. Canor created an experimental ﬂap gate's model in
order to validate a ﬁrst attempt of the numerical scheme based on irrotational ﬂow's equations.
Trough an theorical, numerical and experimental combined approach requiring a wide
spectrum of engineer's skills, this study's ambition is taking part, within HACH team, in
the eﬀort to create a complex ﬂow's and induced forces simulation tool. First of all, a wide-
ranging theorical research about numerical methods of solving vertical two-dimensional and
tri-dimensional Navier-Stokes equations and interfaces tracking's numerical methods is pro-
posed. These mathematical and numerical developments, coupled with a critical evaluation
of their potentialities, are ine line with the HACH team's research works.
The experimental system has been furthermore modiﬁed in such a way as to get hydro-
dynamic and mechanical data useful to validate the HACH simulation tool. In order to do it,
ﬂap gate's manoeuvring system was replaced by a vertical uplift system actionning the gate
placed horizontally. Phenomena induced by the vertical movement of this horizontal plate
correspond better to hydrodynamic phenomena described by the simulation tool and reach
signiﬁcant intensity in comparison with the available sensor's measuring range and accuracy.
KEYWORDS : Hydrodynamics, Level Set method, Projection method, incompressible Navier-
Stokes equation, Hamilton-Jacobi equation, vertical two-dimensional incompressible ﬂow, bo-
dy's induced ﬂow, ENO and WENO schemes.
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Table des notations
Le maillage utilisé dans cette étude est un maillage 2D uniforme ∆x = ∆y où les notations
suivantes sont utilisées :
Fig. 1  Maillage
Opérateurs
P Opérateur de projection dans l'espace des champs de divergence nulle
∇ Opérateur diﬀérentiel
∇φ Gradient de φ
∇.a Divergence de a
∆φ Laplacien de φ
∇× a Rotationnel de a
d/dt Dérivée matérielle
∂/∂t Dérivée par rapport au temps
∂/∂xi Dérivée spatiale
D+ Diﬀérence ﬁnie décentrée aval




a, ai, a Vecteur accélération, composante et module de l'accélération
a Variable intermédiaire de la méthode gauge
cfl Constante de Friedrichs-Levy-Courant
dS élément inﬁnitésimal de surface
dx élément inﬁnitésimal de longueur




F Fonction de courant
F Vitesse normale à l'interface
F ext Champ de vitesse normale à l'interface étendue
g Accélération de la pesanteur
H Hauteur
H Fonction de préservation du volume
h Profondeur
K Coeﬃcient de proportionnalité
l longueur
L2(Ω) Espace de Hilbert de Ω
M Moment de rotation
M Masse
m Fonction minmod
N, n Nombre donné






tn−1γ quantile d'ordre 1− γ de la loi de student à n− 1 ddl
T Variable du problème eikonale
v, vi, V Vecteur vitesse, composante et module de vitesse
u, ui, U Vecteur vitesse, composante et module de vitesse
v∗ Champ de vitesse approché
V Volume
V0 Vitesse de translation du plan
r, R Norme du vecteur er en coordonnées cylindriques et sphériques
w Champ de vitesse ﬁctif
x, xi vecteur position et composante de la position
x abscisse de la position
y ordonnée de la position





e Relatif à l'eau
s Relatif au corps solide
p Relatif au plan
L Relatif à la portance
D Relatif à la traînée
sup Relatif à la face supérieure du plan
inf Relatif à la face inférieure du plan
t Relatif au temps
th Valeur théorique
x valeur moyenne de la variable x
Caractères grecs
α Niveau de conﬁance en terme probabiliste
β Pseudo-vitesse de l'onde de pression
∆ Variation ﬁnie
∆ Erreur de mesure
ϕ Fonction quelconque
φ Fonction Level Set
φ Variable intermédiaire de la méthode gauge





pi Produit sans dimension
θ Angle
ρ Masse volumique
Ω Domaine de calcul
∂Ω Frontière du domaine de calcul
σ Coeﬃcient de tension surfacique
σ2 Variance
τ Contrainte de cisaillement
ω Vitesse angulaire
ξ Fonction de vorticité
ψ Variable intermédiaire de l'approche multistep
Nombres adimensionnels
Cp Coeﬃcient de pression ∆p/(1/2)ρv2
Cf Coeﬃcient de frottement local τw/1/2ρv2
CL Coeﬃcient de portance FL/1/2ρv2A
CD Coeﬃcient de traînée FD/1/2ρv2A
Fr Nombre de Froude v2/gl
M Nombre de Mach v/c
Re Nombre de Reynolds ρvd/µ
We Nombre de Weber ρv2l/σ
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The signiﬁcance of ﬂuid mechanics becomes apparent when we consider the vital
role it plays in our everyday lives. When we turn on our kitchen faucets, [...] we
use electricity [...], we drive our cars [...], we are conﬁdent in the operation of
hydraulic [...] processes. And our lives depend on a very important ﬂuid mechanic
process : the ﬂow of blood through our veins and arteries.
J. A. Roberson
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CHAPITRE 1. INTRODUCTION
1.1 Préambule
La dynamique des écoulements à surface libre induis par le mouvement essentiellement
vertical d'un corps immergé est un phénomène complexe et diﬃcile à appréhender. En parti-
culier, il est diﬃcile de prévoir les eﬀorts générés par le ﬂuide en mouvement sur le corps qui
donne naissance à l'écoulement. Ainsi, à ma connaissance, aucune théorie générale décrivant
ce type de phénomène n'est proposée dans la littérature.
La complexité de ces écoulements découle principalement du couplage fondamental qui
existe entre le champ de pression à la surface du corps en mouvement et le champ de vitesse
induit par ce déplacement. En eﬀet, les eﬀorts à la surface de l'élément plan sont induits par
l'écoulement, mais ils correspondent aussi au moteur de l'écoulement. Il n'est pas possible
d'étudier l'un sans l'autre.
Des exemples pratiques de mouvements quasi-verticaux de structures du génie civil im-
mergées dans l'eau sont pourtant régulièrement rencontrés par les bureaux d'études. Ainsi, le
relèvement d'une porte basculante (ﬁgure 1.1), se fermant en sortant d'une chambre en fond
de radier d'écluse, est un exemple typique de ces écoulements à surface libre quasi-verticaux.
Fig. 1.1  Principe de la porte relevante
Historiquement, le dimensionnement de ce type d'ouvrage était réalisé au moyen d'études
expérimentales spéciﬁques sur un modèle réduit de la structure. Les résultats des essais ob-
tenus en laboratoire sont alors étendus à la structure à taille réelle sur base de la théorie
des similitudes. Néanmoins, depuis une trentaine d'années, la computational ﬂuid mechanics
fournit un nouvel outil pour traiter ce type de problème. Cette nouvelle science, apparue avec
l'essor des ordinateurs, permet de simuler numériquement les écoulements de ﬂuide et s'af-
franchir de la création d'un modèle réduit coûteux. Les travaux du HACH, en toute généralité,
et cette étude en particulier, s'intègrent dans cette démarche de création et de validation de
codes de calcul pour le dimensionnement des constructions hydrauliques.
Page 2
CHAPITRE 1. INTRODUCTION
1.2 Exemple de la porte basculante
Le relèvement d'une porte basculante (ﬁgure 1.1), se fermant en sortant d'une chambre
en fond de radier d'écluse, est un exemple typique de ces écoulements à surface libre quasi-
verticaux. En réalité, le vocable porte clapet ou porte basculante (ﬂap gate) identiﬁe plusieurs
types de structures des constructions hydrauliques. Outre la porte d'écluse, il désigne égale-
ment certains barrages mobiles et déversoirs à niveaux variables. D'une manière générale, ces
portes basculantes se composent d'un vantail rigidiﬁé par des proﬁlés qui a pour fonction de
retenir une certaine quantité d'eau. Ce vantail s'articule autour d'un axe de rotation horizon-
tal disposé sur la fondation (ﬁgure 1.1).
De nombreux mécanismes destinés à actionner le relèvement de la porte ont été élaborés.
Pour le cas spéciﬁque des portes d'écluses, les principaux types sont résumés ci-dessous :
 Système Hottop : Ces portes peuvent être rendues automotrices en les munissant d'un
double bordage et de réservoirs à air qui sont remplis lorsque la porte est ouverte et
reposent sur le fond. Ce principe, utilisé dans la pratique sur un certain nombre d'écluses
sur le Rhin et le Danube, est tout à fait d'actualité puisqu'il a été choisi pour équiper
les portes marée-tempête de la ville de Venise (Projet Moïse).
 Système Myholm : La porte est reliée dans sa partie supérieure à des contrepoids par
l'intermédiaire d'une chaîne. Le contrepoids est directement relié au sas de telle manière
qu'il soit plein d'eau lorsque le sas est au niveau amont et vide lorsque le sas est au
niveau aval. Ainsi, la porte est actionnée par la chute elle-même.
Fig. 1.2  Systèmes Hottop et Myholm [future-sciences, 2007]/[Campus,page 58]
 Système mécanique : Divers systèmes mécaniques ont vu le jour et ont été appliqués
dans la pratique. Ainsi, l'écluse de Troja utilise un système de chaînes et poulies actionné
à la main, alors que les écluses du canal Rhin-Herne utilisent un bras ﬁxe supérieur. Avec
l'avènement des méthodes électromécaniques, l'utilisation de verins hydro-pneumatiques
ou hydrauliques placés sous la porte a été rendue possible.
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 Système d'arbre moteur : Grâce au développement des moteurs et des procédés
d'exécution des éléments métalliques, il est également possible de construire des arbres
de transmission qui assurent le relèvement de la porte. La porte de contrôle du déversoir
du Montgomery Dam en Arkansas en est un exemple.
Fig. 1.3  Systèmes mécanique et par arbre moteur [Ronquieres, 2007]/[AIPCN,2006,page 3]
Pour dimensionner ces systèmes de manoeuvre, il est nécessaire d'évaluer les eﬀorts induits
par l'écoulement lors du mouvement de la porte. Cette évaluation permet alors de mesurer
le couple résistant dû au mouvement de l'eau Me par rapport à l'axe de rotation. La seule
formulation utilisable disponible dans la littérature est proposée par Serge LELIAVSKY . Il
établit dans [Leliavsky] une formulation simple basée sur l'hypothèse que la résistance que
l'eau oppose au mouvement de la porte est équivalente à celle que l'eau oppose au mouvement
















est la vitesse de rotation de la porte
H [m] est la hauteur de la porte
Cette formulation, vu la très grande approximation faite dans l'hypothèse à la base du
raisonnement, donne des résultats peu précis. Elle fournit une première idée mais ne permet
pas de se dispenser de la construction d'un modèle réduit.
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1.3 Sujet de l'étude
Une première approche d'évaluation des eﬀorts induits lors du relèvement d'une porte
basculante a été réalisée au sein du HACH en 2006 par A. Canor [Canor,2006]. Ce travail,
essentiellement expérimental, met en évidence la complexité extrême des écoulements induits
par le mouvement quasi vertical de la porte d'écluse. De nombreux phénomènes visqueux,
turbulents et instationnaires se produisent simultanément, rendant la décomposition des ef-
fets en contributions simples quasi impossible. De plus, le mécanisme utilisé limite fortement
la vitesse de rotation et donc l'intensité des phénomènes observés et mesurés. Enﬁn, la com-
paraison des mesures expérimentales avec une première ébauche de code de calcul développée
par le HACH montre la nécessité de créer un nouveau schéma numérique plus robuste et précis.
Cette étude propose donc de concentrer ses eﬀorts sur un phénomène plus fonda-
mental que la rotation, à savoir la translation. La translation verticale d'un élément plan
horizontal dans l'eau (ﬁgure 1.4) représente en eﬀet la conﬁguration la plus fondamentale
de la dynamique des écoulements à surface libre induits par les mouvements quasi-verticaux
de corps solides. L'étude de ce mécanisme permet de mieux isoler les contributions des di-
vers phénomènes simples aux mesures expérimentales. Autrement dit, l'auteur se propose de
prendre du recul vis-à-vis du phénomène aﬁn d'en améliorer la compréhension.
Fig. 1.4  Écoulement sur un élément plan perpendiculaire - Principe
En résumé, l'objectif de ce travail de recherche est de fournir une contribution
théorique à la compréhension de la dynamique de l'écoulement 2D induit par le
mouvement de translation vertical d'un élément plan et en particulier des eﬀorts
générés par le ﬂuide. Pour ce faire, il est mené en parallèle une étude bibliogra-
phique sur ce type d'écoulement et une campagne expérimentale de mesure des
eﬀorts sur l'élément plan. Les conclusions sur les mécanismes de l'écoulement sont





La démarche scientiﬁque à la base de cette étude se décompose en trois grands volets qui
sont présentés successivement dans ce texte. Ces trois parties correspondent chacune à un
aspect du métier de l'ingénieur. C'est pourquoi nous avions aﬃrmé, en préambule, que ce
TFE requiert un large spectre des compétences de l'ingénieur.
1.4.1 Contribution théorique simpliﬁée à la modélisation des écou-
lements induits par le mouvement quasi vertical d'un corps
L'objectif de cette partie est d'obtenir une description complète et argumentée des méca-
nismes participant à la création des eﬀorts sur les parois d'un corps immergé dans un ﬂuide
à surface libre. Ceci doit en fait nous permettre de dégager les principaux paramètres
inﬂuençant le champ de pression sur la surface de l'élément ainsi que des for-
mules de prédimensionnement. Cette approche correspond clairement au modus
operandi de l'ingénieur-concepteur, qui utilise des formules simpliﬁées pour ob-
tenir un prédimensionnement.
Pour ce faire, dans une première tentative purement théorique, le théorème de Vaschy-
Buckingham est appliqué successivement à un élément plan en translation dans l'air puis
dans l'eau. Ce simple raisonnement théorique expose la spéciﬁcité de l'hydrodynamique sur
l'aérodynamique que constituent la présence et le rôle actif d'une surface libre.
La ﬁn de chapitre comporte une analyse originale sur le thème des écoulements à surface
libre induits par le mouvement de corps. Celle-ci est le résultat de six mois de réﬂexion au
cours desquels a été mené un va-et-vient constant entre recherche bibliographique, essais expé-
rimentaux et raisonnements mathématiques, en vue d'obtenir un modèle simpliﬁé décrivant le
phénomène. Sur base du théorème de Bernouilli généralisé et de la théorie des couches limites,
il est établi un modèle simpliﬁé totalement novateur qui décrit les diﬀérents mécanismes qui
génèrent de la pression sur le plan en mouvement : pression aérodynamique purement Ber-
nouilli, pression aérodynamique générée par le décollement de la couche limite, surpression
générée par l'inertie et surpressions consommées en pertes de frottement et d'ondes de surface.
1.4.2 Contribution expérimentale à la modélisation des écoulements
induits par le mouvement quasi vertical d'un corps
La deuxième phase se base sur une méthode classique et caractéristique pour le dimension-
nement des ouvrages hydrauliques, qui consiste à construire une maquette à échelle réduite en
laboratoire. Habituellement, les mesures sur la maquette sont extrapolées grâce à la théorie
des similitudes pour être utilisées par l'ingénieur du bureau d'étude dans sa note de calcul.
Dans notre cas, l'objectif premier des essais n'est pas cette extrapolation, car nous n'étu-
dions pas une application pratique précise. Le but poursuivi dans cette étude par l'analyse
expérimentale est double :
1. fournir des résultats ﬁables qui serviront à valider le code de calcul numérique
du HACH ;
2. alimenter la réﬂexion de l'auteur sur le phénomène, mettre en évidence les
principaux paramètres d'inﬂuence, tester les hypothèses théoriques émises aboutissant
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à l'élaboration du modèle conceptuel du chapitre 2.
Pour ce faire, il a été construit un cadre métallique sur lequel vient s'accrocher un dispositif
de traction verticale d'un élément plan de 2 × 0,75 m. Cet élément plan est instrumenté grâce
à des sondes de pression, de profondeur et des ﬁlaments de visualisation. Pour améliorer la
précision des mesures, un traitement statistique des résultats est utilisé et fournit un intervalle
de certitude à chaque grandeur expérimentale.
1.4.3 Contribution mathématique à la résolution numérique des écou-
lements verticaux à surface libre
Nous savons que l'essor des ordinateurs a permis de simuler numériquement les écoule-
ments de ﬂuide et de s'aﬀranchir de la création d'un modèle réduit coûteux. Cette nouvelle
science est appelée computational ﬂuid mechanics et constitue un domaine de travail privilégié
pour l'ingénieur recherche-développement du XXI e`me siècle. Cette étude propose donc
une synthèse discursive et argumentée de la littérature traitant de la résolution
numérique des écoulements incompressibles 2D verticaux et 3D à surface libre.
Cette partie ne constitue en rien un catalogue exhaustif de toutes les méthodes
possibles et de leur détails d'implémentation. Mon objectif est de décrire systé-
matiquement mais très brièvement les choix possibles face à une problématique
et d'argumenter en faveur de l'une ou l'autre qui sera alors approfondie jusqu'à
la question suivante.
Numériquement, cette modélisation nécessite de créer deux solveurs distincts qui sont
ensuite couplés dans un programme de calcul complet. Le premier solveur doit permettre
de résoudre de manière eﬃcace les équations de Navier-Stokes qui décrivent les écoulements
incompressibles. Le second doit permettre de suivre avec précision la position de la surface
libre.
Solveur Navier-Stokes
La première partie de l'étude sur ce solveur décrit le principe des cinq principales mé-
thodes de discrétisation des équations de Navier-Stokes incompressibles. Il est montré que,
pour diminuer l'eﬀort de calcul, les méthode des projection et méthode gauge sont privilégiées.
Le principe de la méthode des projections, qui consiste à projeter les équations dans l'es-
pace des champs de divergence nulle, ainsi que sa mise en équation, est détaillé dans ce texte.
La projection est approximativement réalisée en calculant un champ de vitesse approché, du-
quel on dérive le champ de pression réel. Il est alors possible de corriger le champ de vitesse.
Les choix qui sont réalisés dans ce chapitre sont essentiellement basés sur deux critères. Le
premier est la consistance des conditions aux limites proposées et la manière dont les erreurs
introduites aux frontières sont propagées dans le domaine de calcul. Le second critère est la
convergence de la solution qui impose une cohérence des schémas de discrétisation des deux
pas de l'approche multistep. Il est en eﬀet démontré analytiquement que les deux pas sont
intimement liés, rendant la discrétisation du premier pas dépendante de celle du second.
Pour ﬁnir, il est envisagé d'utiliser la méthode gauge. Cette discrétisation novatrice (2003)
permet de résoudre les deux problèmes précités sans complexiﬁer le schéma numérique.
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Solveur de suivi d'interfaces
Dans ce chapitre, il est décrit une méthode de suivi numérique d'interface utilisée dans les
codes de calcul d'écoulements 2D verticaux pour suivre avec précision la position de la surface
libre. C'est la méthode Level Set développée à Berkeley. La plupart des méthodes classiques
proposent de suivre explicitement l'interface dans un espace de dimension n. Au lieu de cela,
le principe de la méthode Level Set est de créer une surface dans un espace élargi de dimension
n + 1 qui possède la propriété fondamentale d'intercepter l'espace initial de dimension n au
niveau de l'interface. Cette surface est déﬁnie en pratique grâce à une fonction φ dite fonction
Level Set. Il suﬃt ensuite de mouvoir la surface créée dans l'espace élargi et de positionner son
intersection avec l'espace initial pour connaître la position de la surface libre à tout moment.
Dans les algorithmes Level Set, le choix de la fonction φ n'est pas imposé. Ce mémoire
argumente en faveur d'une fonction de type distance signée. Néanmoins, en pratique, la résolu-
tion de l'équation d'évolution ne permet pas à la fonction φ de conserver une telle structure,
rendant le schéma numérique instable. C'est pourquoi une étape supplémentaire, appelée
réinitialisation, est nécessaire à chaque pas de temps. Les principaux algorithmes de réinitia-
lisation sont exposés dans ce texte.
Enﬁn, il est mis en évidence un grave problème de précision de ces algorithmes suite à
la réinitialisation. Ceci explique que nous avons poussé les recherches vers des adaptations
modernes de la méthode Level Set : Narrow Band Level Set, Reinitialisation raﬃnée, Reini-
tialisation itérative conservative.
Résultats numériques WOLF
Dans une dernière étape, une version simpliﬁée du code de calcul développé par le HACH
pour la résolution des écoulements 2D verticaux à surface libre est appliquée au cas de la
translation verticale uniforme d'un élément plan. Ce code de calcul est en réalité une version
en développement du module 2D vertical de la suite logiciel Wolf. Cette application permet




Fig. 1.5  approche générale de l'étude
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Première partie
Contribution théorique simpliﬁée à la
modélisation des écoulements induits par




Hydraulic research cannot be dissociated from theory if it is to be fully eﬀective.
The purely experimental approach to the solution of a problem without any
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CHAPITRE 2. MODÈLE SIMPLIFIÉ
2.1 Analyse dimensionnelle
L'analyse dimensionnelle constitue un outil de choix pour l'hydraulicien. Elle permet de
fournir des informations sur un phénomène physique à partir de simples considérations d'ho-
mogénéité. Dans ce texte, nous proposons d'utiliser cette théorie pour réduire le nombre de
variables du problème étudié expérimentalement et donc mettre en évidence les dépendances
les plus fortes. En outre, la comparaison des résultats de cette analyse dimensionnelle avec
les résultats classiques de l'aérodynamique met en évidence la source fondamentale de toute
la problématique que nous étudions, à savoir l'inﬂuence forte de la surface libre du ﬂuide par
le biais du nombre de Froude.
2.1.1 Théorème de Vaschy-Buckingham
Considérons un phénomène physique décrit par une relation de la forme f (q1, q2, ...., qn) =
0 où q1, q2, ...., qn sont n paramètres indépendants.
Si k désigne le nombre minimal d'unités fondamentales nécessaires pour dé-
finir les dimensions des paramètres q1, q2, ...., qn,
Alors il est possible de grouper les n paramètres en n-k produits sans dimen-
sion et établir la relation fonctionnelle initiale sous la forme
ϕ (pi1, pi2, ...., pin) = 0 (2.1)
où pi1, pi2, ...., pin sont les produits sans dimension définis à partir des q1, q2, ...., qn.
2.1.2 Analyse dimensionnelle d'un élément plan en mouvement dans
un ﬂuide à surface libre
Classiquement, en hydrodynamique et hydraulique, la vitesse v considérée dans les diverses
formules et nombres adimensionnels est la vitesse du ﬂuide. Cependant, dans le cadre de
cette étude, l'écoulement complexe analysé est induit par le mouvement de l'élément plan.
L'expérimentateur connaît donc uniquement le mouvement du corps et souhaite étudier le
déplacement de ﬂuide généré. C'est pourquoi, dans ce paragraphe, il est proposé une analyse
dimensionnelle atypique et originale. Le raisonnement est en eﬀet mené en prenant le point
de vue du corps lui-même et pas de l'écoulement. Autrement dit, vitesse v et profondeur h
utilisées sont des paramètres relatifs à l'élément plan.
Les paramètres physiques qui peuvent inﬂuencer le phénomène sont les suivants :
- Eﬀort sur la porte par mètre linéaire P [M T−2]
- Longueur de l'élément plan l [L]
- Epaisseur de l'élément plan e [L]
- Masse volumique de l'eau ρ [M L−3]
- Viscosité absolue de l'eau µ [M L−1 T−1]
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- Accélération de la pesanteur g [L T−2]
- Masse volumique de l'élément plan ρs [M L−3]
- Coeﬃcient de tension surfacique σ [M T−2]
- Vitesse du corps vp [L T−1]
- Module d'élasticité du ﬂuide Eυ [M L−1 T−2]
- Profondeur du corps hp [L]
- Accélération du corps ap [L T−2]
Par application du théorème de Vaschy-Buckingham, nous savons qu'il est possible de























est le nombre de Weber du corps
∝ compare l'énergie cinétique par unité de volume








est le nombre de Mach du corps
∝ compare l'énergie cinétique par unité de masse à l'énergie




est le nombre de Reynolds du corps





est le nombre de Froude du corps
∝ compare les forces d'inertie aux forces volumiques
associées au champ de pesanteur
Puisque les mesures précises que nous réalisons sont des mesures de pression locale, il
s'avère plus utile de se placer de manière locale en un point précis x de l'élément plan et
considérer la pression p en lieu et place de l'eﬀort total P par mètre linéaire. On déﬁnit ainsi



















Le dispositif expérimental (chapitre 3 page 25 ) ne permet de faire varier, dans un domaine













2.1.3 Comparaison avec l'aérodynamique
L'action d'un ﬂuide sans surface libre sur un corps de forme quelconque a été largement
étudiée en aérodynamique car ce phénomène est crucial pour le comportement des avions. Par
changement de repère, on peut montrer qu'il y a stricte équivalence entre l'action d'un ﬂuide
de vitesse uniforme et constante sur un corps et l'action d'un ﬂuide immobile sur un corps en
mouvement de translation uniforme et rectiligne.
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Grâce à l'analyse dimensionnelle analogue à celle du paragraphe 2.1.2, il est montré, dans
[Candel,1990,page 305], que le coeﬃcient de pression d'un écoulement uniforme sur une plaque











Dans ce chapitre, ce n'est tant les similitudes que les diﬀérences entre l'hydrodynamique et
l'aérodynamique qui nous intéressent. La comparaison des formulations (2.4) et (2.5) montre
clairement que, en présence d'eau, le coeﬃcient de pression Cp dépend du nombre de Fr et de
l'accélération adimensionnelle a
g
, alors que ce n'est pas le cas en présence d'air. Cette nouvelle
dépendance constitue la clef du présent travail et tout son intérêt.
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2.2 Mécanisme de création de traînée en hydrodynamique
Dans l'annexe A.1 page III est présentée la théorie générale relative aux forces agissant
sur un corps fermés dans un écoulement stationnaire à vitesse V0 sans surface libre. Après
avoir déﬁni les notions de portance et de traînée, nous y démontrons que, dans le cas du plan
perpendiculaire à l'écoulement, la force de portance est nulle et celle de traînée de frottement
est négligeable. Le lien qui existe entre la résistance à l'avancement de l'élément plan et la
distribution de pression sur les faces amont et aval y est clairement identiﬁé :
D =
∫




sup(x)dx− ∫ b/2−b/2 pinf (x)dx
(2.6)
De plus, la littérature de l'aérodynamique, dont un résumé est présentée dans cette annexe,
donne une idée des résultats à atteindre. Nous montrons en eﬀet que le coeﬃcient de pression
devient très vite indépendant du nombre de Reynolds pour des vitesses élevées et que la
distribution de pression sur les faces est alors donnée par la ﬁgure 2.1. Néanmoins, comme
l'analyse dimensionnelle l'a clairement mis en évidence au paragraphe 2.1, ces résultats ne
sont pas généralisables à l'hydraulique.
Fig. 2.1  Distribution des pressions sur les faces amont et aval d'un élément plan dans un
écoulement ﬂuide sans surface libre
La question essentielle qui se pose dès lors est demettre en évidence la spéciﬁcité des
écoulements à surface libre dans le mécanisme de création de la traînée. Autrement
dit, pourquoi, physiquement, l'eau ne crée pas un eﬀort de traînée identique à l'air ?
Pour ce faire, la dynamique de l'écoulement généré par la translation d'un élément est
étudiée sur base de l'équation de Bernouilli, successivement en négligeant puis en tenant
compte de l'inertie du ﬂuide. Ainsi, l'eﬀet de l'inertie est mis en évidence de manière nette.
Ensuite, l'expression de l'eﬀet d'inertie en fonction de la position de la surface libre est éta-
blie analytiquement. Cette formulation permet d'identiﬁer la diﬀérence fondamentale entre
l'aérodynamique et l'hydrodynamique et d'expliquer le mécanisme de déformation de la sur-
face libre. Enﬁn, la contribution de l'accélération du corps sur les eﬀorts induits à sa surface
est brièvement analysée.
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2.2.1 Écoulement non inertiel
Dans ce paragraphe, l'écoulement de ﬂuide induit par le mouvement de translation du
plan est étudié en supposant que le ﬂuide ne présente pas d'inertie. L'objectif est de retrouver
les valeurs de la distribution de pression qui sont présentées sur la ﬁgure 2.1. Il sera en eﬀet
montré dans le paragraphe 2.2.2 que les résultats de l'aérodynamique correspondent en réalité
à un écoulement sans inertie.
Théorème de Bernouilli






+ z = cst (2.7)
qui est valable pour autant que le ﬂuide soit dénué de viscosité et donc irrotationnel, qu'il
soit incompressible et que les forces volumiques dérivent seulement du potentiel g.
Fig. 2.2  Distribution de coeﬃcient de pression théorique sur base de Bernouilli
En se basant sur les notations de la ﬁgure 2.2, l'application du théorème de Bernouilli


















pour autant que l'on suppose que la pression est nulle dans l'écoulement non perturbé (i.e
pC = 0).
Puisque la vitesse varie de U = 0 en A à U = V0 +∆V en B, la pression le long de la face
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pour atteindre en B la valeur pB = −ρ ∆V 22 où ∆V est la survitesse nécessaire pour assurer
la continuité entre les masses d'air amont et aval.
Par un raisonnement parfaitement analogue, on obtient la distribution de vitesse des dé-
pressions sur la face aval telle qu'elle est représentée sur la ﬁgure 2.2.
Décollement
La distribution de pression de la ﬁgure 2.2 établie sur base du théorème de Bernouilli
seul n'est pas identique à celle trouvée dans la littérature et représentée sur la ﬁgure A.4. Il
faut en eﬀet tenir compte, pour la face aval, du phénomène de décollement de la couche limite.
Le décollement intervient lorsque la couche limite se développe en présence d'un gradient
de pression adverse, c'est-à-dire dans la situation où la pression augmente dans la direction
de l'écoulement. C'est exactement le cas rencontré sur les bords latéraux de l'élément plan.
Si on se place du point de vue du ﬂuide, sa vitesse, à l'extrémité aval du bord latéral, vaut
V0+∆V . Par Bernouilli, il est donc le siège d'une pression p = −ρ (V0+∆V )
2
2
, alors que le ﬂuide
au centre de la face aval a une vitesse nulle et est donc caractérisé par une pression nulle. On
observe donc un gradient de pression adverse entre les points B' et C'.
Fig. 2.3  Zone de décollement de la couche limite
Dans ce cas de ﬁgure, la vitesse de l'écoulement externe à la couche limite le long des
parois du plan diminue et les particules ﬂuides subissent une décélération. La décélération
est encore plus intense dans la couche limite du fait des transferts de quantité de mouvement
par les forces visqueuses. En eﬀet, la quantité de mouvement du ﬂuide diminue graduellement
pour compenser les gradients de pression et les forces de frottement pariétales. En un certain
point, la vitesse s'annule.
Dans le cas de l'élément plan, le point d'annulation de la vitesse correspond, dès les faibles
vitesses, aux arêtes avals du plan. Il existe donc, derrière le plan, une zone de ﬂuide de
vitesse convective nulle mais fortement turbulente. Voilà pourquoi le coeﬃcient de
pression vaut une valeur constante sur toute la face aval du plan.
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2.2.2 Écoulement inertiel
Théorème de Bernouilli généralisé
Selon [Pirotton,2001,page246], le théorème de Bernouilli stationnaire (2.7) peut être mo-
















où un terme dû à l'accélération en instationnaire apparaît comme terme source dans la varia-
tion de la charge totale.
En se basant de nouveau sur les notations de la ﬁgure 2.2, l'application du théorème de































pour autant que l'on suppose que la pression est nulle dans l'écoulement non perturbé (i.e
pC = 0). Clairement, puisque la vitesse du ﬂuide est nulle en A et vaut V0 + ∆V en B,
l'intégrale de (2.13) est toujours positive ou nulle. Le terme d'inertie majore donc la pression
sur la face amont de l'élément plan ! Un raisonnement identique, mené pour la face aval,
conclut que l'inertie crée une augmentation de la dépression.
Prise en compte de la surface libre
L'évaluation du terme d'inertie dans (2.13) est malaisée sans résoudre complètement l'écou-
lement puisque la vitesse U(x, y, t) dont il dépend est la vitesse du ﬂuide. Par contre, il est
possible de montrer clairement que ce terme augmente plus l'élément plan se rapproche de la
surface libre (ou d'une frontière ﬁxe). En eﬀet, pour ce faire, il suﬃt de déﬁnir un volume de
contrôle au droit des parois latérales de l'élément plan et qui remonte jusqu'à la surface libre
comme illustré sur la ﬁgure 2.4.
Supposons l'élément plan en translation uniforme à vitesse V0. Pour chaque intervalle de
temps ∆t, un volume ∆V doit être expulsé du volume de contrôle supérieur et un volume
∆V doit être aspiré dans le volume de contrôle inférieur. Évidemment, ce volume expulsé doit
traverser la surface d'échange du volume de contrôle, si bien qu'on peut écrire :





= A(t) U(t, x, y) (2.15)
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Fig. 2.4  Application du théorème de Bernouilli généralisé à la translation uniforme d'un
élément plan dans un ﬂuide à surface libre
où A(t) est l'aire de la surface d'échange, directement liée à la profondeur de l'élément plan.
























= −Cst ∗ 1
A(t)2
(2.19)
Grâce à cet élégant développement analytique, on vient de montrer que l'accélération
nécessaire pour assurer la continuité du ﬂuide entre la face amont et la face aval du plan en
mouvement est inversement proportionnelle à A(t)2. Cette dépendance permet de distinguer
deux comportements diﬀérents :
1. Si la surface libre est très éloignée, A(t) → ∞ ce qui implique que a(t) → 0. Le terme
d'inertie dans (2.13) est donc nul et la pression sur les parois de l'élément est iden-
tique à celle trouvée pour un écoulement non inertiel. Ceci explique que les écoulements
aérodynamiques soient analogues à l'écoulement théorique non inertiel.
2. Si le corps aeure la surface libre, A(t)→ 0 ce qui implique que a(t)→∞. La contri-
bution du terme d'inertie dans (2.13) explose et la pression sur les parois de l'élément
augmente fortement par rapport au cas théorique d'un écoulement non inertiel. Ceci
explique la diﬀérence de comportement entre l'aérodynamique et l'hydrodynamique.
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Mouvement de surface libre
Sur base de ces résultats, les mouvements d'oscillations de la surface libre sont justi-
ﬁables. En eﬀet, il vient d'être exposé que, pour éjecter l'eau latéralement, il faut vaincre les
phénomènes d'inertie. La pression du ﬂuide contenu dans le volume de contrôle s'en trouve









Or, au niveau de la surface libre, la pression est imposée par la relation d'équilibre suivante :
pC = patm + psurf (2.21)
où psurf est la pression due à la tension de surface, liée à la courbure de la surface libre, et
évaluée par la loi de Laplace (in [Tanguy,2004,page5]) :
psurf = σκ (2.22)
où σ est le coeﬃcient de tension de surface et κ la courbure de l'interface entre les deux
ﬂuides immiscibles. Une rapide évaluation indique que pour une élévation de 2 mm d'eau,
psurf = 0, 002 mm H2O, ce qui est totalement négligeable.
Dés lors, pour maintenir l'équilibre (2.21) des pressions à la surface tout en
générant la surpression (2.20) nécessaire pour vaincre l'inertie, la surface libre
s'élève au droit du plan. La charge qui sera consommée en inertie lors de l'éjection du
ﬂuide est stockée sous forme de pression hydrostatique et de tension de surface. Le raisonne-
ment est bien évidemment analogue pour expliquer la dépression de la face aval.
Notons une conséquence directe de ce mécanisme. Suite à l'élévation de la surface libre,
une onde inﬁnitésimale se crée à la surface du ﬂuide. Il est connu, [Pirotton,2001,page304], que
ce type d'onde se propage avec une célérité donnée par la formule de Lagrange sur la surface
du bassin. Cette propagation n'est rien d'autre qu'un transport de quantité de mouvement
qui sera dissipée pour sa majorité en frottements divers. Cette réﬂexion montre clairement
qu'une partie de la charge fournie au ﬂuide par le plan en mouvement est dissipée au cours
du stockage et n'est plus disponible pour vaincre l'inertie.
Sur base de la théorie linéaire des ondes de surface, nous savons que l'énergie transportée









Dans le cas d'une translation verticale à vitesse constante 90 mm/s, il est mesuré (voir
paragraphe 3.3 page 32) une vague d'environ 5 mm d'amplitude si bien que E ≈ 10 J/mlin.
Si la largeur du plan vaut 0, 75 m, la distance de translation 0, 7 m, la pression générée sur
les deux faces du plan pour créer cette vague durant les 6 secondes de translation vaut alors
p ≈ 0, 95 mm H20. C'est de l'ordre de grandeur des pressions expérimentalement attribuées
à l'onde de surface.
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Pertes visqueuses
Pour mémoire, signalons qu'une partie de la charge fournie au ﬂuide est dissipée sous forme
de tensions visqueuses. En bonne approximation, cette perte est néanmoins négligeable.
Eﬀet mémoire
Un dernier point, lié au phénomène d'inertie et de stockage de charge par déformation de
la surface libre, vaut la peine d'être analysé. Dans le phénomène étudié, toute la charge four-
nie provient du mouvement du plan. Nous savons qu'une partie est directement consommée
pour mettre les particules en mouvement. Il vient également d'être montré qu'une partie est
stockée par déformation de surface libre. A la ﬁn de l'essai, la charge stockée est rendue au
ﬂuide lorsque la surface libre revient à son niveau initial.
De ce point de vue, une partie du travail produit en début de translation est consommée
avec un certain retard, à la ﬁn de la translation ! Plus généralement, une partie du travail four-
nie lorsque la surface libre s'élève est consommée en réalité lorsque la surface libre s'abaisse.
Ce phénomène, que nous appellerons eﬀet mémoire, a une conséquence importante dans l'ex-
ploitation des résultats. Comme nous le verrons par la suite, ce retard empêche de relier le
coeﬃcient de pression Cp à des valeurs simples tels que Fr et Re.
2.2.3 Eﬀet de l'accélération
Selon la seconde loi de Newton, une force F appliquée à un corps de masse M lui commu-
nique une accélération a telle que F = M a. Cette loi suppose que le corps est dans le vide
et elle s'applique approximativement s'il se trouve dans un ﬂuide dont la masse volumique
est faible par comparaison avec sa propre masse volumique. Si le corps se trouve dans l'eau,
ou plus exceptionnellement dans l'air (cas des dirigeables), la force est partiellement utilisée
pour communiquer une accélération aux particules ﬂuides1 :
F =M a+∆F (2.24)
S'il n'y a pas de perte d'énergie dans des tourbillons ou dans la turbulence (écoulement
irrotationnel) et que la viscosité est négligée(ﬂuide parfait), la force communiquée aux par-
ticules ﬂuides est proportionnelle à l'accélération du corps, le coeﬃcient de proportionnalité
Ma étant déﬁni comme la masse ajoutée du corps :
∆F =Ma a
Ma = K ρ V
(2.25)
où K [−] est un coeﬃcient de proportionnalité
V [m3] est un volume de référence souvent pris égal au volume du corps solide
1L'analogie suivante peut aider le lecteur à appréhender ce phénomène : les particules ﬂuides sont des balles
de ping pong qui sont accélérées en venant rebondir sur la raquette qu'est le corps en mouvement accéléré
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Il est ensuite évident de transformer cet eﬀort en surpression :
pa = K ρ
V
S
= K ρ ep. a (2.26)
Pour les écoulements rotationnels, le phénomène devient bien plus complexe. Des déve-
loppements analytiques plus poussés ont été menés par N.E. KOCHIN [Kochin,1964]. On ne
peut le résoudre qu'en utilisant des données expérimentales qu'il faut interpréter en terme de
nombres sans dimension. Une méthode consiste à considérer la force hydrodynamique comme
la somme d'une force d'inertie dépendant de l'accélération selon la formule précédente et d'une
force de traînée dépendant de la vitesse.
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2.3 Synthèse du modèle simpliﬁé
La ﬁgure 2.5 synthétise les six phénomènes consommant la charge hydrodynamique fournie
au ﬂuide et mis en évidence dans notre modèle simpliﬁé. Ce modèle simpliﬁé est purement
qualitatif car la dépendance temporelle du phénomène ne permet pas de quantiﬁer les contri-
butions par des formulations directs. La traînée dépend de l'historique de l'écoulement !
Fig. 2.5  Décomposition de la charge hydrodynamique fournie au ﬂuide
Pour illustrer le rôle de la surface libre, réalisons l'expérience de pensée représentée sur la
ﬁgure A.7, qui consiste en la translation uniforme d'un plan dans un ﬂuide non-visqueux. En
l'absence de surface libre (ﬁgure de gauche), l'application du modèle simpliﬁée ou du paradoxe
de d'Alembert (annexe A.2) montre que l'eﬀort de traînée est nul. Alors que, à proximité d'une
surface libre (ﬁgure de droite), l'eﬀort de traînée n'est plus nul, car la charge fournie au ﬂuide
est consommée en inertie du ﬂuide et en transport de quantité de mouvement par les ondes
de surface.
Fig. 2.6  Expérience de pensée
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CHAPITRE 3. ANALYSE EXPÉRIMENTALE
3.1 Dispositif expérimental
Les mesures expérimentales présentées dans cette étude ont été réalisées dans le bassin,
dédié à la dynamique des écoulements quasi-verticaux, du Laboratoire des Constructions
Hydrauliques de l'Université de Liège. Les principaux organes de ce dispositif sont présentés
sur la ﬁgure 3.1 page 26. Dans ce paragraphe, chacun des organes est décrit de manière précise
aﬁn que le lecteur puisse rééditer la campagne expérimentale s'il le souhaite.
3.1.1 Bassin et système mécanique de translation de l'élément plan
Le bassin est réalisé en maçonnerie sur une dalle en béton et oﬀre une surface de
10 m de longueur sur 2 m de large. Cette longueur du bassin permet, dans la majorité
des essais, que les mesures ne soient pas perturbées par le passage d'ondes de surface ré-
ﬂéchies sur les extrémités du bassin. En eﬀet, par application de la formule de Lagrange
[Pirotton,2001,page 305], nous savons que la célérité d'une onde de surface inﬁnitésimale vaut√
g h =
√
9, 81 ∗ 1 ≈ 3, 2 m
s
. Une onde de surface créée par le mouvement de relèvement de
l'élément plan met donc environ 3 secondes pour se réﬂéchir sur les parois et atteindre à nou-
veau la zone centrale du bassin. En outre, des isolants alvéolés sont placés aux extrémités du
bassin pour réduire l'amplitude des ondes de surface. Il est nécessaire de disposer d'un bassin
relativement large pour que la zone centrale ne soit pas aﬀectée par des eﬀets de bords et que
l'approximation 2D soit valide. Aﬁn de pouvoir visualiser l'écoulement quasi-vertical induit,
les parois latérales du bassin dans la zone centrale sont réalisées en carreaux de plexiglas sur
toute la hauteur du prototype.
L'élément plan utilisé dans la série d'expériences est une structure en aluminium (ﬁ-
gure 3.1) recouverte de deux plaques de plexiglas. Les creux dans la structure permettent de
placer les capteurs de pression. Durant les essais, les vides de la structure sont remplis d'eau.
Au ﬁnal, l'élément fait 2 m de longueur, 75 cm de largeur et 14 cm d'épaisseur. Son poids total
complètement immergé vaut 64 kg. Sur base de la note de calcul de A. Canor [Canor,2006],
il a été vériﬁé que les eﬀorts restaient admissibles.
Enﬁn, le système d'accrochage de l'élément plan est constitué d'un cadre en proﬁlés mé-
talliques muni de poulies sur lesquelles repose un câble métallique reliant l'élément plan au
système de manoeuvre (ﬁgure 3.2). Plus précisément, quatre câbles relient les quatre extrémi-
tés de l'élément plan à un anneau. Cet anneau est accroché à une poulie double. Le câble fait
deux allers-retours entre cette poulie double et deux poulies simples accrochées au cadre. Une
extrémité du câble est ﬁxée au cadre et l'autre est ancrée dans le système de manoeuvre (voir
paragraphe 3.1.2). Grâce à ce dispositif judicieux de poulies, l'eﬀort à développer pour
lever l'élément plan est diminué d'un facteur 3 ou 4.
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Fig. 3.1  Dispositif expérimental
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Fig. 3.2  Cadre et système de traction
3.1.2 Systèmes de manoeuvre
Pour développer l'eﬀort de traction nécessaire à la remontée de la porte, deux dispositifs
de manoeuvre de la porte sont utilisés :
 Un simple contrepoids (ﬁgure 3.1 page 26) de masse connue est ﬁxé à l'extrémité du
câble de manière a réaliser un essai à eﬀort de traction contrôlé. L'avantage de ce
mécanisme est de permettre une haute reproductibilité des essais et d'apprécier la valeur
de l'eﬀort total pour un coût ridiculement faible. Le principal désavantage est lié aux
eﬀets de l'accélération sur les mesures.
 Une manivelle est actionnée manuellement pour remonter l'élément plan à vitesse
constante (ﬁgure 3.1 page 26). Un contrepoids est inséré dans le mécanisme pour
limiter la valeur de l'eﬀort à fournir. De plus, un système de poulies (démultiplicateur
de mouvement) est intercalé pour permettre d'atteindre des vitesses 8 fois supérieures
à celles obtenues avec la manivelle seule.
Fig. 3.3  Position des capteurs de pression dans l'élément plan
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3.1.3 Système de mesure
Le système de mesure disponible est composé de 5 sondes de pression et d'une sonde de
déplacement angulaire. Les sondes de pression (ﬁgure 3.1 page 26) ont été tarées en usine
de manière à fournir les valeurs des coeﬃcients de conversion du signal électrique en hauteur
d'eau. Néanmoins, suite au vieillissement des sondes et en fonction des conditions atmosphé-
riques journalières, des corrections sont eﬀectuées avant chaque série d'essais. Le fournisseur
garantit une précision de ±1 mm H20 sur les mesures de pression.
Les sondes de pression sont utilisées pour deux types de mesures :
 3 sondes sont placées dans la partie médiane de l'élément plan, orientées successivement
vers la face supérieure et vers la face inférieure, pour mesurer les pressions totales
agissant sur les faces de l'élément en mouvement (ﬁgure 3.3).
 2 sondes de pression sont placées, ﬁxes, 20 mm sous le niveau de la surface libre au
repos, au droit des capteurs centraux et latéraux se trouvant dans la porte. L'objectif
de ces sondes est de mesurer les variations de surface libre de manière à pouvoir
déterminer avec précision les composantes dynamiques des pressions mesurées par les
sondes de la porte.
Fig. 3.4  Système de mesure
Comme illustré sur la ﬁgure 3.1 page 26, la position de l'élément plan est obtenue
grâce à un capteur de déplacement angulaire couplé à l'arbre de rotation d'une poulie.
Une corde s'enroule autour de cette poulie, une extrémité de cette corde étant ﬁxée à l'élément
plan et l'autre à un poids en laiton qui maintient une tension dans la corde. Par des mesures
manuelles, la constante de déplacement qui permet de convertir les mesures électriques en
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mesures métriques a été établie en début de projet. La précision du capteur est donc de
±1 mm H20.
Tarage du système de mesure
Comme il vient d'être signalé, les valeurs des coeﬃcients de conversion valeurs électriques
- valeurs de pression des capteurs de pression et de déplacement sont quotidiennement recal-
culées. Pour ce faire, il est procédé à une validation hydrostatique préalable à chaque série
d'essai dynamique. La procédure de validation hydrostatique du système de mesure est la
suivante :
1. stabiliser l'élément plan à une profondeur donnée et laisser l'eau du bassin atteindre son
état au repos ;
2. eﬀectuer les mesures de pression et de déplacement avec les coeﬃcients non corrigés ;
3. eﬀectuer une mesure manuelle de la profondeur ;
4. comparer les mesures manuelles et des capteurs ;
5. les coeﬃcients sont corrigés selon les valeurs obtenues précédemment ;
6. des mesures sont eﬀectuées avec les capteurs corrigés lorsque l'élément plan est ﬁxe
en 10 positions pour valider la correction. Si des erreurs apparaissent, la procédure est
appliquée une nouvelle fois pour aﬃner les coeﬃcients.
Cette procédure nous assure que les mesures dynamiques réalisées ne présentent pas de biais
signiﬁcatifs.
3.1.4 Système de visualisation de l'écoulement
La visualisation de l'écoulement constitue un problème complexe. En concertation avec les
techniciens du Laboratoire des Constructions Hydrauliques de l'Université de Liège, la solution
qui fut choisie consiste à placer des ﬁls colorés à la surface de l'élément plan. Ces ﬁlaments
se placeront dans le sens de l'écoulement rendant possible l'observation de l'écoulement du
ﬂuide autour du corps en translation.
Page 30
CHAPITRE 3. ANALYSE EXPÉRIMENTALE
3.2 Campagne d'essais
La campagne d'essais réalisée du mois de février au mois d'avril 2007 comporte trois
grandes phases successives :
1. Des essais préliminaires à eﬀort contrôlé et à vitesse constante pour évaluer l'intensité
des phénomènes mis en jeu et établir un plan d'essais cohérent.
2. Une série d'essais avec les capteurs de pression central et latéral placés sur la face
supérieure de l'élément plan. Les essais suivants sont réalisés :
(a) 2 séries de 15 essais à eﬀort contrôlé avec des contrepoids de 20 kg et 30 kg.
(b) 1 série de 25 essais à vitesse constante dont sont extraits des groupes de résultats
à 90 mm/s et 95 mm/s après dépouillement des données de mesures.
(c) 2 série de 3 essais à eﬀort contrôlé sur une distance réduite de 160 mm successive-
ment au fond du bassin puis en surface pour mettre en évidence l'inﬂuence de la
surface libre.
3. Une série d'essais avec les capteurs de pression central et latéral placés sur la face
inférieure de l'élément plan. Il est réalisé les essais suivants :
(a) 2 séries de 15 essais à eﬀort contrôlé avec des contrepoids de 20 kg et 30 kg.
(b) 1 série de 25 essais à vitesse constante dont sont sortis des groupes de résultats à
90 mm/s et 95 mm/s après dépouillement des données de mesures.
(c) 2 série de 3 essais à eﬀort contrôlé sur une distance réduite de 160 mm successive-
ment au fond du bassin puis en surface pour mettre en évidence l'inﬂuence de la
surface libre.
4. Une série d'essais sans capteur de pression mais avec le système de visualisation de
l'écoulement :
(a) 2 essais à eﬀort contrôlé avec des contrepoids de 20 kg et 30 kg.
(b) 1 essai à vitesse constante.
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3.3 Essais à vitesse constante
Ce chapitre débute par la description des mesures brutes réalisées par le système de mesure
présenté précédemment et se poursuit par une description de la manière dont nous utilisons
ces mesures pour en déduire les variables physiques ﬁables et utiles à l'interprétation. Ensuite
seulement, ces valeurs utiles sont commentées de manière complète et les principales inter-
prétations sont présentées. L'essai étudié est une translation verticale à 90 mm/s réalisée
grâce au système de manoeuvre présenté sur la ﬁgure 3.1 page 26.
3.3.1 Mesures expérimentales brutes
Grâce au système de mesure dont la présentation a été réalisée au paragraphe 3.1.3 page
28, nous obtenons l'évolution temporelle (ﬁgure 3.5) des mesures de pression totale sur la face
considérée en deux points (dits central et latéral), l'évolution temporelle de la profondeur
de la face considérée et l'évolution temporelle de la position de la surface libre au droit des
capteurs de pression de l'élément plan. Ces valeurs de pression brutes n'ont que peu d'intérêt
telles quelles car celles-ci sont largement dominées par la contribution hydrostatique. Néan-
moins, il est montré dans les pages suivantes que ces mesures permettent de fournir toutes les
grandeurs physiques utiles à l'interprétation du phénomène. La variation de surface libre est
quant à elle directement utilisable pour l'interprétation. Néanmoins, son étude ne prend son
plein sens que si on la compare avec la position du plan, sa vitesse et son accélération.
Fig. 3.5  Évolution temporelle des mesures brutes fournies par les capteurs - essai à vitesse
constante 90 mm/s
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3.3.2 Exploitation statistique des mesures
Si la précision des capteurs détermine l'erreur des mesures expérimentales, il est démon-
trable que la variabilité dans les essais eux-mêmes (horizontalité de l'élément, vitesse,...)
provoque également des erreurs dans les mesures. Puisque le dispositif expérimental dispo-
nible au laboratoire ne permet pas une répétabilité parfaite des essais, l'erreur sur les mesures
risque d'être importante. Néanmoins, à défaut de pouvoir supprimer les erreurs, il est possible
de trouver les bornes de cette erreur et réduire l'intervalle d'erreur par traitement statistique.
C'est le sujet de l'annexe B.1 page XII. Cette théorie fournit un intervalle de certitude sur les
espérances mathématiques des grandeurs physiques mesurées. On peut donc interpréter les
mesures en connaissant le degré de certitude de nos conclusions.
Pour ce faire, un certain nombre d'essais sont réalisés (5 à 10). La moyenne des mesures
sur plusieurs essais est calculée et l'intervalle de certitude sur la moyenne est obtenu grâce à
la formule suivante :





où α = 1− 2γ est le niveau de conﬁance souhaité
N est le nombre de mesures
σˆ2 est la variance empirique corrigée
x¯ est la moyenne
µ est l'espérance de la loi normale suivie par les variables mesurées
tn−1γ est le quantile d'ordre 1− γ de la loi de student à n-1 degré de liberté
Tous les résultats donnés dans les paragraphes suivants sont donc présentés
avec leur intervalle de certitude à 95 % et correspondent à la moyenne sur plusieurs
essais. De ce fait, le lecteur peut se faire une idée de la validité des résultats.
3.3.3 Vitesse et accélération
Sur base de l'évolution temporelle de la profondeur, donnée par le capteur de déplacement,
les évolutions temporelles de la vitesse et de l'accélération de la translation de l'élément plan








La forte variabilité de l'évolution de l'accélération est une conséquence de la grande sensi-
bilité numérique de la formule (3.2) qui permet d'évaluer cette valeur. Une erreur de mesure
faible entraîne en eﬀet des variations fortes. Il est évident que ces variations n'ont pas de
signiﬁcation physique.
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Fig. 3.6  Évolution temporelle de la vitesse et de l'accélération - essai à vitesse constante 90
mm/s
Sur la ﬁgure 3.6, la translation se décompose clairement en trois phases successives :
- Phase 1 Accélération depuis une vitesse nulle jusqu'à la vitesse maximale, le module de
l'accélération étant décroissant.
- Phase 2 Translation à vitesse constante, le module de l'accélération étant nul.
- Phase 3 Décélération depuis la vitesse maximale jusqu'à une vitesse nulle, le module de
l'accélération étant croissant.
3.3.4 Analyse de la variation de surface libre
Sur la ﬁgure 3.7, l'évolution de la vitesse de translation en fonction de la profondeur de la
face supérieure de l'élément plan est mise en parallèle avec les variations du niveau de la sur-
face libre. On observe une élévation sensible du niveau de surface libre suite à l'accélération
initiale. Cette élévation très transitoire est rapidement modérée par propagation de l'onde
de surface vers les extrémités du bassin. La surface libre revient alors à son niveau initial.
L'impact de la translation à vitesse constante sur la surface libre varie avec la profondeur de
l'élément plan. Pour des profondeurs importantes, la translation ne crée pas ou peu d'éléva-
tion de la surface libre. Par contre, plus la profondeur diminue, plus la niveau de la surface
libre s'élève, atteignant un maximum lorsque l'élément plan aeure la surface libre. Notons
que l'élévation de surface libre est légèrement perturbée par le train d'ondes de surface créées
au préalable et qui se réﬂéchissent sur les parois avant de revenir au droit de l'élément plan
en trois secondes. Enﬁn, la décélération crée une baisse du niveau de surface libre sous son
niveau initial.
Puisque nous savons que la variation de surface libre correspond, en translation uniforme,
à la charge nécessaire pour vaincre l'inertie du ﬂuide, le graphe 3.7 correspond à la variation
de la contribution de l'inertie à l'eﬀort de traînée sur la face supérieure. La forte dépendance
de ce terme à la profondeur est ainsi prouvée expérimentalement.
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Fig. 3.7  Évolution temporelle de la vitesse comparée à la variation de surface libre - essai
à vitesse constante 90 mm/s
3.3.5 Pression de traînée et pression hydrodynamique
Sur base de l'ensemble des mesures brutes, deux grandeurs physiques utiles sont calcu-
lables. Pour cela, il suﬃt de décomposer comme suit la pression totale mesurée par les capteurs
centraux et latéraux
= la profondeur en mm H20, déﬁnie comme la diﬀérence entre le niveau du capteur et le
niveau de la surface libre au repos et mesurée par le capteur déplacement.
+ la pression de traînée déﬁnie, sur la face inférieure et la face supérieure, comme la pression
générée par l'écoulement inertiel sur les faces du corps.
Fig. 3.8  Contributions à la pression mesurée
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La pression de traînée telle que déﬁnie par cette équation constitue le sujet
de notre étude et mesure la somme de la contribution purement Bernouilli de la
vitesse, de la contribution pour vaincre l'inertie d'éjection du ﬂuide, de la contri-
bution de l'accélération et enﬁn, uniquement pour la face supérieure, de la perte
par propagation d'une onde de surface. La résultante de cette contribution de pression
sur tout l'élément plan représente l'eﬀort engendré par l'écoulement sur le corps en mouve-
ment.
La pression de traînée sur la face supérieure peut elle même être décomposée comme suit
+ la variation de surface libre déﬁnie comme l'incrément ou le décrément de pression dû aux
ondes de surface et mesuré par les deux capteurs de pression en surface et correspondant
à la variation de la contribution de l'inertie à l'eﬀort de traînée.
+ la pression hydrodynamique déﬁnie comme la pression dûe aux phénomènes instationnaires
non inertiels et aux pertes par propagation d'ondes de surface.
Mesure expérimentale de la pression de traînée
La ﬁgure 3.9 représente l'évolution temporelle des pressions de traînée calculée sur base
des mesures d'essais à vitesse constante de 90 mm/s. Sur ce graphique sont représentées les
valeurs relatives aux deux positions du capteur, centrale et latérale, pour les deux faces de
l'élément plan.
Rappelons une nouvelle fois ici que la pression de traînée pour la face inférieure correspond
à la contribution purement Bernouilli de la vitesse, la contribution pour vaincre l'inertie d'as-
piration du ﬂuide et la contribution de l'accélération. Pour la face supérieure, elle comprend
en outre la perte de charge par propagation d'ondes de surface.
L'analyse qualitative des courbes relatives à la face supérieure montre que la pression aug-
mente lors de la phase d'accélération jusqu'à une valeur de pression légèrement croissante du-
rant la phase de translation à vitesse constante. Ensuite, une diminution relativement brusque
vers une pression nulle accompagne la décélération de l'élément plan. Des pressions largement
négatives apparaissent transitoirement à l'arrêt de la translation.
Les courbes de pression calculées pour la face inférieure présentent également un pic de
pression atypique, mais au cours de la phase d'accélération de l'élément plan cette fois-ci.
Cette pression négative intense disparaît quasi instantanément lorsque la vitesse atteint sa
valeur maximum. La décélération s'accompagne d'une surpression beaucoup plus faible. Du-
rant la phase de translation à vitesse constante, on observe une courbe de pression très agitée
mais dont la valeur moyenne est légèrement négative. Un petit pic juste avant la dépression
de décélération est observé sans que l'on en sache la cause.
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Fig. 3.9  Évolution temporelle de la pression de traînée - essai à vitesse constante
Sur base du modèle simpliﬁé présenté dans le chapitre 2 page 11, il est possible d'ar-
gumenter le comportement que nous observons. En eﬀet, au démarrage du plan, l'épaisseur
de ﬂuide sous la plaque est faible. La contribution d'inertie pour aspirer le ﬂuide est donc
grande. Ce phénomène est ampliﬁé par l'accélération de la plaque qui nécessite de créer une
dépression supplémentaire pour mettre en mouvement tout le volume de traînée. Sur la face
supérieure, c'est l'accélération qui constitue la contribution principale. Durant la translation à
vitesse constante, la contribution d'inertie augmente progressivement pour la face supérieure
et diminue pour la face inférieure. Enﬁn, lors de la décélération, les particules sous le plan
sont arrêtées par contact avec la plaque. Au dessus du plan, la lame ﬂuide est faible, donc
la contribution d'inertie est très grande mais s'annule très vite à l'arrêt du plan. Ce phéno-
mène est ampliﬁé par la décélération et la possibilité qu'a le ﬂuide de continuer à se mouvoir
librement grâce à la surface libre.
Page 37
CHAPITRE 3. ANALYSE EXPÉRIMENTALE
Comparaison capteur central - capteur latéral
La ﬁgure 3.10 illustre l'évolution avec le temps des pressions de traînée aux deux capteurs
successivement pour la face supérieure et la face inférieure. La comparaison des résultats re-
latifs à la face supérieure montre un comportement très proche des mesures. La forme des
courbes est sensiblement identique. Néanmoins, la pression hydrodynamique mesurée au cap-
teur latéral est très légèrement inférieure à celle du capteur central, sans que cette diﬀérence
soit signiﬁcative à 95 % de certitude. Il est à noter que la diﬀérence s'accroît de manière
signiﬁcative avec la profondeur.
Concernant la face inférieure, la diﬀérence entre les capteurs central et latéral est nettement
plus sensible que pour la face supérieure. Si la forme des courbes reste analogue, l'intensité
des pics de pression varie signiﬁcativement. Ainsi, la valeur des extrema est moindre pour le
capteur latéral que pour le capteur central.
Fig. 3.10  Comparaison de l'évolution de la pression de traînée au capteur central et latéral
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Pression hydrodynamique théorique
Dans le chapitre 2 page 11 sont présentées des formules simpliﬁées relatives à un écou-
lement non inertiel. Ces formules, nous le savons, ne sont pas applicables dans le cadre de
l'hydrodynamique. Il n'existe en eﬀet pas d'énoncé simple du terme d'inertie, ni des pertes
qu'il engendre par propagation d'ondes de surface.
Ces formules permettent néanmoins d'identiﬁer approximativement deux contributions qui
n'ont pas encore été étudiées explicitement. En eﬀet, la diﬀérence entre les valeurs théoriques
de la pression supérieure et les valeurs de la pression hydrodynamique réellement mesurées
coïncide avec le surplus de charge que doit fournir le corps au ﬂuide pour maintenir la surface
libre au niveau de la charge inertielle. Autrement dit, cette diﬀérence correspond à la perte
par propagation d'onde de surface. Pour la face inférieure, puisque le sol du bassin est ﬁxe,
la diﬀérence entre les valeurs théoriques de la pression supérieure et les valeurs de la pression
de traînée réellement mesurées représente la charge inertielle elle-même.
Rappelons que la pression théorique est obtenue en tenant compte d'une contribution de
la vitesse du corps comme en aérodynamique et d'une contribution de l'accélération du corps.
La formulation ainsi obtenue s'écrit
pth = cp ρ
v2
2
+K ρ e a (3.3)
où cp [−] est le coeﬃcient de pression dont les valeurs, données par la ﬁgure












est la vitesse de translation de l'élément plan
K [−] est un coeﬃcient de proportionnalité relatif à la notion de masse ajoutée
(paragraphe 2.2.3 page 21) et valant très approximativement 1,5 pour le
capteur central et 1 pour le capteur latéral






est l'accélération de translation de l'élément plan
Les valeurs obtenues sur base de cette formule sont représentées pour le capteur central
sur la ﬁgure 3.11 où elles sont mises en comparaison avec les valeurs expérimentales. L'analyse
de la pression sur la face supérieure montre que la contribution d'accélération à la pression est
sensiblement bien représentée par la formule théorique. Par contre, dans le domaine à vitesse
constante, il apparaît clairement que la pression est sous-évaluée par la formule théorique
3.11. Cet écart représente donc la pression à générer sur la face de l'élément pour alimenter
la perte de charge dûe à la propagation d'ondes de surface.
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Fig. 3.11  Évolution temporelle des valeurs de pression hydrodynamique théorique
Pour la face inférieure, nous constatons que l'extremum de pression généré lors de la phase
de décélération de la translation de l'élément plan est relativement bien décrit par la formule
simpliﬁée alors que le pic généré lors de l'accélération est largement sous-estimé. Le compor-
tement dans la zone de mouvement uniforme est constant. Néanmoins, le petit pic de pression
observé sur la mesure expérimentale n'est toujours pas expliqué et la valeur de la dépres-
sion est légèrement sous-estimée. La diﬀérence entre les deux courbes est bien évidemment la
charge inertielle d'aspiration, grande au début et qui diminue avec la profondeur.
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3.3.6 Coeﬃcient de pression
La combinaison de la pression de traînée et de la vitesse de l'élément plan permet d'obtenir





(ﬁgure 3.12). En théorie (paragraphe 2.1
page 12), ce nombre adimensionnel ne dépend que des nombres de Froude et de Reynolds,
ainsi que de la position sur l'élément considéré. Il est souvent élégant de mettre les résultats
sous cette forme. En pratique, comme cela est représenté sur la ﬁgure 3.12, le coeﬃcient de
pression présente un comportement fortement chahuté. Les tentatives de l'auteur d'exprimer
le coeﬃcient de pression sous la forme (2.2) n'ont pas été couronnées de succès. En eﬀet, cette
formulation présuppose que le système complet se mette dans un état stable immédiatement.
Autrement dit, il faut que l'information se transmette instantanément dans tout le système
physique. Or, comme signalé dans le paragraphe 2.2.2 page 21, les charges transmises au ﬂuide
agissent sur l'écoulement avec parfois un retard. Le coeﬃcient Cp représenté sur 3.12 dépend
donc également de l'historique de l'écoulement !
Fig. 3.12  Évolution du coeﬃcient de pression - essai à vitesse constante
3.3.7 Conclusion sur l'essai à vitesse constante
La réalisation des essais à vitesse constante permet de confronter, avec succès, le modèle
phénoménologique présenté au chapitre 2 avec des résultats expérimentaux. Par contre, pour
la grande majorité des courbes obtenues, l'intervalle de certitude reste grand vis-à-vis de
l'intensité des phénomènes. Puisqu'il n'est pas possible de réduire fortement cet intervalle, il
est cohérent de réaliser une série d'essais dans laquelle l'intensité des phénomènes mesurés est
ampliﬁée. Pour ce faire, le mécanisme de manoeuvre est modiﬁé et on utilise un contrepoids.
Ce sont les essais à eﬀort contrôlé qui fourniront des valeurs ﬁables pour la comparaison avec
les résultats du modèle numérique.
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3.4 Essais à eﬀort contrôlé
Dans ce chapitre sont exposés les résultats de mesures relatives aux essais à eﬀort contrôlé,
réalisés grâce au dispositif de manoeuvre par contrepoids (paragraphe 3.1.2). L'approche
statistique de traitement des résultats, exposée au paragraphe 3.3.2, est toujours appliquée.
La réalisation de ces expérimentations poursuit trois objectifs majeurs :
1. Comparer les mesures de pression sur les faces de l'élément à l'eﬀort de relèvement
réellement développé par le dispositif de manoeuvre.
2. Augmenter l'intensité des pressions agissant sur les faces de l'élément en relevant le plan
à vitesse élevée.
3. Diminuer la taille de l'intervalle de certitude à 95 % grâce à un dispositif expérimental
présentant des bonnes caractéristiques de répétabilité.
Fig. 3.13  Evolution avec la profondeur de l'eﬀort de traction sur l'élément plan - essai à
eﬀort contrôlé
L'essai étudié est une translation verticale réalisée grâce à un poids de 29, 3 kg qui permet
de développer l'eﬀort de traction représenté sur la ﬁgure 3.13.
3.4.1 Vitesse et accélération
Par application de la formule (3.2) sont dérivées les évolutions temporelles de la vitesse
et de l'accélération de la translation de l'élément plan (ﬁgure 3.14). Comme signalé précé-
demment, la forte variabilité de l'évolution de l'accélération est une conséquence de la grande
sensibilité numérique de la formule (3.2). Il est évident que ces variations n'ont pas de signi-
ﬁcation physique.
Sur la ﬁgure 3.14, la translation se décompose clairement en trois phases successives :
- Phase 1 Accélération depuis une vitesse nulle jusqu'à la vitesse maximale, le module de
l'accélération atteignant rapidement un maximum avant de décroître plus lentement.
- Phase 2 Décélération depuis la vitesse maximale jusqu'à une vitesse nulle, le module de
l'accélération passant par un maximum assez intense.
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Fig. 3.14  Évolution temporelle de la vitesse et de l'accélération - essai à eﬀort contrôlé
- Phase 3 Une zone de rebond où l'élasticité de la corde d'arrêt permet une certain mouve-
ment de l'élément plan.
Quantitativement, la vitesse atteint l'intensité non négligeable de 285 mm/s.
3.4.2 Variation de surface libre
La ﬁgure 3.15 représente l'évolution de la variation de surface libre en fonction du temps
et de la profondeur. L'étude de ces courbes montre clairement que l'intensité des phénomènes
est largement supérieure aux eﬀets générés par la translation à vitesse constante (paragraphe
3.3 page 32). L'élévation subite lors de la mise en mouvement du plan apparaît à nouveau. Ce
pic atteint 5, 2 mm H2O, soit 4 fois plus que le pic observé à vitesse constante. La surface libre
ne revient plus à son niveau initial après ce pic initial car l'accélération reste positive après le
sursaut initial. Néanmoins, on observe une diminution du taux d'élévation de la surface libre.
Ceci s'explique par la baisse de l'intensité de l'accélération (changement de courbure dans le
graphe de vitesse ) sans que celle-ci s'annule.
Fig. 3.15  Evolution de la variation de surface libre - Essai à eﬀort contrôlé
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Le fait marquant dans l'étude de l'évolution de la surface libre est l'augmentation du ni-
veau à un taux inversement proportionnel à la profondeur. Plus l'élément plan s'approche
de la surface, plus le niveau de celle-ci augmente rapidement. D'ailleurs, l'élévation se pour-
suit alors même que l'accélération devient négative ! Le maximum du niveau de la surface
libre, ainsi observé avec un certain retard sur l'extremum de la vitesse, atteint la valeur de
22, 6 mm H2O pour le capteur central et 14, 5 mm H2O pour le capteur latéral. Lors de l'arrêt
de l'élément plan, une diminution très intense du niveau de la surface se produit et atteint
−30, 25 mm H2O pour le capteur central et −25, 827 mm H2O pour la capteur latéral. La
comparaison des résultats relatifs aux capteurs centraux et latéraux montre de nouveau la
grande diﬀérence des valeurs atteintes. La surface libre prend une forme de cloche au droit de
l'élément plan.
L'ensemble de ces observations est expliqué à nouveau comme la manifestation de deux
phénomènes. Premièrement, l'accélération du plan fournit une composante verticale à la vi-
tesse des particules entraînant une élévation de la surface libre. Secondement, la nécessité
d'augmenter la charge dans le ﬂuide surmontant le plan pour vaincre l'inertie de l'écoulement
provoque un déséquilibre des pressions au niveau de l'interface qui implique une élévation de
la surface libre. De plus, il est clairement observé que, approximativement, l'inertie est inver-
sement proportionnelle au carré de la profondeur. Enﬁn, le retard observé entre l'extremum de
la vitesse et celui du niveau de surface libre est une nouvelle manifestation de l'eﬀet mémoire
et de la forte inertie de l'écoulement.
3.4.3 Pression de traînée et pression hydrodynamique
Mesures expérimentales de la pression de traînée
La ﬁgure 3.16 représente l'évolution temporelle des pressions de traînée calculées sur base
des mesures d'essais à eﬀort contrôlé. Sur ce graphique sont représentées les valeurs relatives
aux deux positions du capteur, centrale et latérale, pour les deux faces de l'élément plan.
L'analyse qualitative des courbes relatives à la face supérieure montre que la pression de
traînée augmente assez brutalement lors de l'accélération initiale. Cette élévation se poursuit
ensuite avec un taux de croissance plus faible mais qui reste largement positif. Le maximum
de pression de traînée est atteint avec un certain retard sur le maximum de vitesse. Ceci
constitue évidemment une preuve supplémentaire de la forte inertie que présente l'écoulement
induit par la translation du corps. Enﬁn, au cours de la décélération et de l'arrêt du plan,
une dépression très intense et hautement transitoire est une nouvelle fois observée sur la face
supérieure. Celle-ci correspond évidemment à la création d'une charge négative nécessaire
pour ralentir le ﬂuide en mouvement. Cette charge négative est ampliﬁée par la condition
d'équilibre des pressions imposée au niveau de la surface libre.
Les courbes de pression de traînée calculées pour la face inférieure montrent deux pics
de pressions caractéristiques. Au départ, une dépression importante apparaît subitement.
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Fig. 3.16  Évolution temporelle des pressions de traînée - Essai à eﬀort contrôlé
Puisque cette dépression n'est pas observé dans les essais à vitesse constante, elle est imputée
à l'accélération du plan ampliﬁée par la présence du fond du bassin. A partir de cet extre-
mum, la courbe de pression croît plus ou moins régulièrement jusqu'à une valeur nulle un
peu avant que le plan n'atteigne son maximum de vitesse. Cette croissance prouve expéri-
mentalement que, pour la face inférieure, le terme d'inertie diminue au fur et à mesure que
l'on s'éloigne du fond du bassin. Enﬁn, dès que le corps en translation décélère, une pression
positive apparaît et augmente pour ralentir le ﬂuide dans son mouvement d'ascension vertical.
Comparons la position des extrema atteints lors de l'arrêt de la translation sur les capteurs
central et latéral. Le sommet positif observé sur la face inférieure est atteint beaucoup plus
tôt que la dépression de la face supérieure. Cette observation constitue une nouvelle preuve
expérimentale que le ﬂuide présente une forte inertie, mais également que la surface libre joue
un rôle de stockage temporaire de charge hydrodynamique. Enﬁn, l'étude quantitative de ces
résultats met en évidence que l'intervalle de certitude à 95 % atteint une valeur acceptable
par rapport à l'intensité des grandeurs physiques mesurées.
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Comparaison capteur central-capteur latéral
La ﬁgure 3.17 illustre l'évolution avec la profondeur des pressions de traînée aux deux
capteurs successivement pour la face supérieure et la face inférieure. La comparaison des
résultats relatifs à la face supérieure montre un comportement très proche des mesures. La
totalité des conclusions relatives aux essais à vitesse constante est généralisable aux essais à
eﬀort contrôlé. La forme des courbes est sensiblement identique. Néanmoins, en valeur absolue,
la pression mesurée au capteur latéral est très légèrement inférieure à celle du capteur central
et cette diﬀérence devient signiﬁcative à 95 % de certitude. Il est à noter que la diﬀérence
s'accroît au fur et à mesure que l'on s'approche de la surface libre pour la face supérieure et
l'inverse pour la face inférieure.
Fig. 3.17  Comparaison de l'évolution de la pression de traînée aux capteurs central et latéral
- essai à eﬀort contrôlé
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Pression hydrodynamique théorique
La formulation 3.3, établie au paragraphe 3.3.5 page 39, permet d'obtenir une approxi-
mation relative à un écoulement non inertiel. Ces formules ne sont pas applicables dans le
cadre de l'hydrodynamique car la perte par propagation d'onde de surface n'est pas prise en
compte. Il faut donc s'attendre à une diﬀérence entre la valeur théorique et la valeur mesurée !
Les valeurs théoriques ainsi obtenues sont représentées pour le capteur central sur la ﬁgure
3.11. Elles sont mises en comparaison avec les valeurs expérimentales utiles, c'est à dire pres-
sion hydrodynamique pour la face supérieure et la pression de traînée pour la face inférieure .
Fig. 3.18  Évolution temporelle de la pression théorique - essai à eﬀort contrôlé
L'analyse de la pression sur la face supérieure montre que la contribution d'accélération
à la pression est sensiblement bien représentée par la formule théorique pour le départ mais
largement surestimée lors de l'arrêt. Il est également constaté que la diﬀérence entre les deux
courbes s'accentue plus la surface libre se rapproche. Cette observation est aisément expli-
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cable. En eﬀet, le rapprochement du corps en mouvement vers la suface libre s'accompagne
d'une augmentation de l'élévation de la surface libre. Si les ondes générées présentent une plus
grande amplitude, la perte généré par les ondes de surface augmente.
Pour la face inférieure, la diﬀérence entre les deux courbes exprime la surcharge nécessaire
pour vaincre l'inertie d'aspiration du ﬂuide. Néanmoins, puisque l'écart est maximum au dé-
part et à l'arrêt du plan, il semble cohérent d'aﬃrmer que le coeﬃcient K utilisé pour calculer
la contribution d'accélération est sous-estimé.
Enﬁn, on constate un retard du pic ﬁnal mesuré vis-à-vis du pic théorique. Ce retard est à
mettre en parallèle avec la remarque faite au paragraphe B.2.2 relative à la surface libre. Il y
est dit que la surface libre atteint son niveau maximum avec un certain retard sur l'extremum
de vitesse. La conclusion à ces deux remarques est que l'inertie du ﬂuide et la capacité de
stockage de charge de la surface libre créent un eﬀet mémoire des phénomènes. Ainsi, le ﬂuide
ne réagit pas tout de suite aux changements induits sur l'élément plan.
Comparaison de l'eﬀort de manoeuvre mesuré et généré
Un des objectifs poursuivi lors de la réalisation d'essais à eﬀort contrôlé est de vériﬁer
que l'eﬀort appliqué par l'écoulement sur l'élément plan et mesuré par l'intermédiaire des
sondes de pression reste cohérent avec l'eﬀort de manoeuvre réellement généré. Pour ce faire,
il convient d'évaluer les eﬀorts de manoeuvre à partir des paramètres connus, à savoir la
pression en des points discrets, l'évolution de la profondeur et le poids du contrepoids. Il n'est
pas possible et pas utile de rentrer ici dans les détails du raisonnement qui est somme toute
relativement simple. C'est pourquoi le principe de calcul et les formules sont résumées sur la
ﬁgure 3.19
Fig. 3.19  Principe du calcul des eﬀorts générés
Page 48
CHAPITRE 3. ANALYSE EXPÉRIMENTALE
Par application de ces deux formules et en supposant que la perte par frottement est
de 20 kg, il est possible de tracer les courbes de la ﬁgure 3.20. Il faut noter que les formules
utilisées ne sont valables que lorsque le contrepoids est libre de tout mouvement, si bien qu'un
intervalle de validité est déﬁni sur la courbe. On constate que la forme générale est correcte.
Notre approche est donc validée par cette vériﬁcation.
Fig. 3.20  Comparaison de l'eﬀort de manoeuvre généré par le contrepoids et mesuré par la
sonde de pression
3.4.4 Coeﬃcient de pression
La combinaison de la pression de traînée et de la vitesse de l'élément plan permet d'obtenir





(ﬁgure 3.12). En théorie (paragraphe 2.1 page
12 ), ce nombre adimensionnel ne dépend que des nombres de Froude et de Reynolds, ainsi
que de la position sur l'élément considéré. Il est souvent élégant de mettre les résultats sous
cette forme.
Fig. 3.21  Evolution temporelle du coeﬃcient de pression Cp - Essai à eﬀort contrôlé
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En pratique, comme cela est représenté sur la ﬁgure 3.12, le coeﬃcient de pression présente
un comportement fortement chahuté. Les tentatives de l'auteur d'exprimer le coeﬃcient de
pression sous la forme (2.2) n'ont ainsi pas été couronnées de succès. En eﬀet, cette formulation
présuppose que le système complet se mette immédiatement dans un état stable. Autrement
dit, il faut que l'information se transmette instantanément dans tout le système physique.
Or, comme signalé dans le paragraphe 2.2.2 page 21, les charges transmises au ﬂuide agissent
sur l'écoulement avec parfois du retard. Le coeﬃcient Cp représenté sur 3.12 dépend donc
également de l'historique de l'écoulement !
3.4.5 Conclusion sur l'essai à eﬀort contrôlé
La réalisation des essais à eﬀort contrôlé permet de confronter, de nouveau avec succès,
le modèle phénoménologique présenté au chapitre 2 avec des résultats expérimentaux. Ceci
conﬁrme donc la validation déjà réalisée à vitesse constante.
En outre,les essais à eﬀort contrôlé fournissent des valeurs ﬁables pour la comparaison
avec les résultats du modèle numérique. Il est en eﬀet observé sur les courbes des paragraphes
précédents que l'intervalle de certitude à 95 % sur les grandeurs physiques est acceptable
vis-à-vis de l'intensité des grandeurs mesurées et des hypothèses faites.
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3.5 Inﬂuence de la surface libre
L'objectif de cette partie est de mettre en évidence l'inﬂuence de la surface libre sur l'eﬀort
de traînée. Pour ce faire, il a été opéré à deux séries d'essais à eﬀort contrôlé de courte distance
(environ 170 mm de translation verticale), l'une proche de la surface libre et l'autre le plus
profondément possible. Le contrepoids a été calculé de manière à ce que l'eﬀort de traction
soit très proche dans les deux séries d'essais.
3.5.1 Vitesse et accélération
La ﬁgure 3.22 montre l'évolution en fonction de la profondeur de l'eﬀort de traction et de la
vitesse atteinte par l'élément plan sous cet eﬀort de traction. On observe clairement que l'eﬀort
est sensiblement identique pour les essais en surface et en profondeur. De même, les courbes
de vitesse oﬀrent une forme analogue. Néanmoins, on constate que la vitesse atteinte lors de
l'essai en surface, à eﬀort quasi identique, est nettement plus faible. La diﬀérence atteint, au
maximum des vitesses, 25 mm/s. En conclusion, si on exerce un eﬀort identique sur un
élément plan, sa vitesse est moindre s'il est proche de la surface libre. Autrement
dit, à vitesse et accélération identiques, l'eﬀort de traînée sur un élément plan est moindre
si la surface libre est éloignée. Cette diﬀérence constitue la principale mise en évidence du
rôle actif de la surface libre sur l'eﬀort de traînée (i.e. de la perte par propagation d'ondes de
surface).
Fig. 3.22  Comparaison de l'évolution de la vitesse et de l'eﬀort de traction
3.5.2 Variation de surface libre
La ﬁgure 3.23 illustre l'évolution temporelle du niveau de la surface libre pour les deux
séries d'essais, en surface et en profondeur. Sans grande surprise, les ondulations induites
par l'essai en surface sont largement supérieures en amplitudes que celles induites par l'élé-
ment plan en profondeur. Puisque l'on sait que la variation de surface libre correspond à la
charge nécessaire pour vaincre l'inertie de l'eau, le résultat théorique inertie÷ 1
profondeur2
est
expérimentalement mis en évidence.
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Fig. 3.23  Comparaison des variations temporelles de surface libre - capteur central
3.5.3 Pression de traînée
L'évolution temporelle de la pression hydrodynamique totale, déﬁnie comme la diﬀérence
entre la pression hydrodynamique sur la face supérieure et la pression hydrodynamique sur
la face inférieure, est représentée sur la ﬁgure 3.24. Comme attendu, les deux courbes sont
analogues et presque de même intensité. Cette concordance est une conséquence directe du
choix de réaliser des essais à eﬀort identique. Puisque la force développée pour la traction est
identiques et le poids de l'élément identique, l'eﬀort exercé par le ﬂuide sur la porte doit être
identique. Cependant, pour cet eﬀort identique, la vitesse et l'accélération de la porte ne sont
pas identique. Un eﬀort donné permet donc à l'élément plan d'atteindre une vitesse moindre
s'il se trouve en surface que s'il se trouve en profondeur.
Fig. 3.24  Comparaison de l'évolution temporelle des pressions hydrodynamiques totales -
capteur central
En outre, lors de l'essai en surface, il est observé un retard dans l'apparition du pic de
dépression à l'arrêt de l'élément plan. L'explication se trouve dans la capacité de stockage de
charge de la surface libre
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Troisième partie
Contribution mathématique à la
résolution numérique des écoulements





The pressure is a somewhat mysterious quantity in incompressible ﬂows. It is not a
thermodynamic as there is no equation of state for an incompressible ﬂuid. It is in
one sense a mathematical artefact - a Lagrange multiplier that constrains the
velocity ﬁeld to remain divergence-free (i.e incompressible) - yet its gradient is a
relevant physical quantity : a force per unit volume.
P. M. Gresho and R. L. Sani
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CHAPITRE 4. SOLVEUR NAVIER-STOKES INCOMPRESSIBLE
4.1 Mise en équation
Aﬁn d'établir les équations régissant l'écoulement isotherme d'un ﬂuide incompressible
tel que l'eau, seuls deux principes physiques sont utilisés. Les applications successives du
principe de conservation de la masse et du principe de conservation de la quantité







v ⊗ v + 1
ρ









est la masse volumique de l'eau supposée constante
v = vi (x, y, z, t) i = 1..3 est le vecteur vitesse
p (x, y, z, t) est le scalaire représentant la pression
τ représente le tenseur de tension de cisaillement visqueuse
F est le vecteur des forces volumiques
Dans le cadre de cette étude, diverses approximations sont nécessaires aﬁn de traiter les
équations 4.1 de manière cohérente et optimale. La première approximation consiste à utiliser
les équations moyennées de Reynolds [Pirotton,2001,page 166]. Si les tensions de Rey-
nolds τR = −v′′ ⊗ v′′ sont supposées nulles, la forme du système 4.1 reste identique mais les
variables v, p, F représentent des variables moyennées sur un intervalle de temps [−T/2;T/2].
Il est bien évident que les méthodes présentées dans les pages suivantes peuvent être couplées
à un modèle de turbulence1.
Puisque l'eau est un ﬂuide Newtonien, la tension de cisaillement visqueuse prend la forme















En insérant la forme 4.2 dans le système d'équations 4.1, nous obtenons la forme classique




+ (v.∇) v = 1
ρ
∇ p+ ν ∆ v + F
(4.3)
où µ est la viscosité dynamique ou de cisaillement du ﬂuide
ν = µ
ρ
est la viscosité du ﬂuide
1Pour plus de détails, le lecteur se référera à la littérature spécialisée sur la turbulence, et en particulier,
[Pirotton,2001,chapitre IV]
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En introduisant les conditions aux limites et les conditions initiales, le problème bien posé
devient : 





∇.p = −∇. (v ⊗ v − ν ∇ v) + F ∀x ∈ Ω
v = vb (x, t) ∀x ∈ ∂Ω
avec
∫
Γ n.vb = 0
v (x, 0) = v0 (x) ∀x ∈ Ω⊕ Γ
avec ∇.v0 = 0 ∀x ∈ Ω
avec n.v0 = n.vb,0 ∀x ∈ Ω
(4.4)
où Ω est le domaine de calcul
Γ est la frontière du domaine de calcul
Il apparaît assez intuitivement que la seule force volumique qu'il est nécessaire d'envisager
est la force de gravité si bien que F = ρ g = (0, 0, ρ g)T . De plus, il importe de souligner
qu'il ne faut pas imposer de conditions aux limites sur la pression p pour un écoulement
incompressible. Les conditions aux limites sur la vitesse permettent de déterminer à la fois le
champ de vitesse et le champ de pression.
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4.2 Principes de résolution
Cinq méthodes de résolution sont envisageables pour traiter le système d'équations (4.4).
Dans ce paragraphe, leur principe est rapidement décrit, ainsi que leurs principaux avantages
et désavantages.
4.2.1 Méthode itérative implicite
La première méthode[Studer,2006,page 2], la plus intuitive, consiste à mettre le système
(4.4) sous une forme quasi-linéaire. Pour simpliﬁer, la discrétisation sera limitée à une discré-





+ (v.∇) v = −1
ρ
∇ p+ ν ∆ v − ρg
(4.5)
⇔









+A (pn+1) = Ff
n+1 (4.6)
où A∗ = ∇.
A = ∇
B (V ,W ) = (v.∇)W
Il suﬃt ensuite de résoudre un système linéaire d'inconnues (pn+1, vn+1) de la forme sui-








De nombreuses méthodes itératives, telle que la technique du point ﬁxe, sont connues et
applicables pour la résolution de ce système. Néanmoins, ces solutions sont très coûteuses en
terme de temps de calcul et de capacité de stockage si bien qu'il est illusoire de vouloir les
utiliser, en particulier pour un problème instationnaire.
4.2.2 Fonction de courant et de vorticité
En introduisant la fonction de courant F tel que v = ∇ ∧ F et la fonction de vorticité ξ
tel que ξ = ∇ ∧ v dans le système d'équation (4.4), il est possible d'obtenir une formulation
simpliﬁée qui satisfassent automatiquement la condition d'annulation de la divergence du
champ de vitesse. Dans un domaine 2D, ce changement de variable mène à un système de 2
équations à 2 inconnues. Cependant, dans un domaine 3D, il s'avère nécessaire de résoudre un
système de 3 équations à 6 inconnues. L'objectif de l'étude menée ici étant de développer un
code de calcul 2D vertical pour ensuite le généraliser en 3D, il est évident que cette solution
n'est pas adaptée au problème posé.
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4.2.3 Méthode de la compressibilité artiﬁcielle
Introduite à l'origine par A.J Chorin [Chorin,1967], cette méthode consiste à imposer une
variation temporelle à la pression du ﬂuide et à résoudre le système ainsi formé en supposant
que l'état stationnaire est atteint pour la pression. Le système d'équation, qui prend un











v ⊗ v + 1
ρ




Dans cette équation, β a les dimensions d'une vitesse et représente une pseudo-vitesse
de l'onde de pression. En réalité, ce système d'équation représente l'écoulement d'un ﬂuide
compressible avec un petit nombre de Mach. Bien évidemment, le comportement transitoire
(du point de vue de la pression) du système d'équation perd tout sens physique lorsqu'il est
appliqué à un ﬂuide incompressible. La signiﬁcation physique n'est recouverte qu'à l'état sta-
tionnaire.
β joue un rôle important dans la détermination du taux de convergence et de la stabilité
de la méthode. Il doit être ajusté pour assurer que l'onde de pression se soit propagée dans
tout le domaine de calcul en un temps inférieur au temps nécessaire à l'onde de gravité
pour traverser une maille. Une rapide évaluation de la valeur de β et du nombre de Courant
[Versteegh,1990,page 3.3] permet d'évaluer l'ordre de grandeur du pas de temps qu'il serait
nécessaire d'adopter pour assurer la stabilité de ce schéma : ∆t ≈ 10−5. Cette très faible
valeur de ∆t constitue la principale limitation de cette méthode en apparence très simple. Ceci
explique qu'on lui ai préféré, dans cette étude, une méthode de type projection (paragraphe
4.5). Comme cela a été justement souligné par C. Hirsch [Hirsch,1984,b,page 656] dans sa
description de la méthode AC (Artiﬁcial Compressibility Method), cette technique de calcul
est surtout adaptée à la résolution de système stationnaire.
4.2.4 Méthode des projections
La méthode des projections, dont l'idée revient à Harlow et Welch [Harlow,1965], est
basée sur l'observation que le premier terme de l'équation de conservation de la quantité de
mouvement du système (4.4) constitue une décomposition de HODGE. Dès lors, les deux
équations de conservation de Navier Stokes sont équivalentes à la formulation donnée par
∂v
∂t
= P [−∇. (v ⊗ v − ν ∇ v) + F ] (4.9)
où P est l'opérateur qui projette le champ vectoriel dans l'espace des champs vectoriels dont
la divergence est nulle avec des conditions aux limites appropriées.
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Mathématiquement, on obtient la déﬁnition suivante pour l'opérateur P
P : E (Ω) → E0 (Ω) (4.10)
où l'on a déﬁni les espaces suivants :
E (Ω) =
{




v ∈ [L2 (Ω)]3 | div v = 0 ; γn (v) = 0 (i.e v.n = 0)
} (4.11)
L'intérêt de cette projection est de faire disparaître le terme de pression lors de la projec-
tion. En eﬀet, le gradient de pression ∇.p est orthogonal à l'espace vectoriel E0 (Ω). De plus,
elle permet d'atteindre des pas de temps de l'ordre de 10−1. Cette méthode semble la plus
adaptée à notre objectif, qui est de créer un code de calcul eﬃcace dans une large gamme de
phénomènes instationnaires 2D et 3D.
Ce principe a abouti à un nombre important de mises en oeuvre diﬀérentes par divers
auteurs. Les principales applications sont présentées le plus complètement possible dans le
paragraphe 4.3. Sur base des nombreuses publication disponibles sur le sujet, il a été distingué
les approches aux variables primitives et intermédiaires, ainsi que les approches simultanées
ou multistep. La principale diﬃculté, comme l'avait signalé A.J. Chorin [Chorin,1967], est de
poser les bonnes conditions aux limites. Dès lors, dans le paragraphe 4.3, cette question est
traitée avec plus grand soin. Bien que l'état actuel de la science ne permette d'y répondre
complètement, une proposition de conditions aux limites est proposée par l'auteur.
4.2.5 Méthode Gauge
Dans le paragraphe 4.4 page 70, une méthode novatrice publiée par Weinan et Liu [Wei-
nan,2003] en 2003 est considérée. Cette méthode à été dénommée gauge method par analogie
avec l'électromagnétisme. Bien que très semblable en apparence avec la méthode des projec-
tions, elle permet de résoudre les principaux problèmes de cette dernière. Le point de départ
de la méthode gauge est de remplacer la pression par une variable étalon φ et d'introduire
un champ vectoriel a = u+∇φ. Ces nouvelles variables n'ont plus aucun sens physique, mais
des formules simples permettent d'en dériver la pression et la vitesse.
Bien que les chercheurs du HACH privilégient le développement de la méthode des pro-
jections, l'auteur souhaite présenter le principe de cette méthode en raison de son caractère
novateur et pour fournir un état complet des connaissances en 2007.
Page 59
CHAPITRE 4. SOLVEUR NAVIER-STOKES INCOMPRESSIBLE
4.3 Méthode des projections
Dans ce texte, la partie théorique est illustrée par un cas simple : une discrétisation






∇.pn+1 = −∇. (vn ⊗ vn − ν ∇ vn) + F
(4.12)
L'application pratique de cette formulation est néanmoins sujette à caution. En eﬀet,
selon Weinan et Liu [Weinan,1995,a], si Rc = Re ∆x
L
= O (1), alors il est nécessaire de
traiter le terme visqueux de manière implicite. Il convient donc de vériﬁer si, en pratique, une
formulation totalement explicite fournit des résultats satisfaisants.
4.3.1 Méthode des variables primitives
La première manière de projeter, proposée par Harlow and Welch [Harlow,1965], consiste
à remplacer l'équation de continuité par la divergence de l'équation de conservation de la
quantité de mouvement, qui prend la forme d'une équation de Poisson pour la pression. On
opère donc clairement le remplacement suivant (dans lequel on suppose que ∇.v = 0 ) :






∇.p = −∇. (v ⊗ v − ν ∇ v) + F
)
⇒ ∆p = −∇. (v.∇) v +∇.F
(4.13)
Cette méthode n'est applicable qu'aux discrétisations totalement explicites des équations
de Navier-Stokes. Nous la citons dans ce texte pour mémoire et pour introduire la principale
diﬃculté de la méthode des projections : les conditions aux limites. Le propos sur ces condi-
tions est traité de manière complète dans le paragraphe 4.3.2 consacré à l'approche multistep
de la méthode des projections.
Condition aux limites additionnelle
Selon William D. Henshaw [Henshaw,1994,a], il est nécessaire d'imposer une condi-
tion aux limites supplémentaires pour la pression aﬁn que le nouveau système soit
bien posé et équivalent au système (4.4). Cette condition supplémentaire doit, selon lui,
satisfaire à trois conditions :
1. Elle doit être choisie telle que le nouveau système (et les conditions de compatibilité)
soit bien posé ;
2. Elle doit être consistante avec la formulation originale (4.4) ;
3. Elle doit être choisie telle que la nouvelle formulation soit équivalente à la formulation
originale (4.4).
Ces trois conditions sont satisfaites par la condition ∇.v = 0 sur la frontière, bien que celle-ci
ne ressemble pas au premier coup d'oeil à une condition pour la pression.
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Ainsi, en remplaçant l'équation de continuité et en imposant une condition aux limites





∇.p = −∇. (v ⊗ v − ν ∇ v) + F ∀x ∈ Ω
∆p+∇vx.∂v∂x +∇vy.∂v∂y +∇vz.∂v∂z −∇f = 0 ∀x ∈ Ω
B (v, p) = 0 ∀x ∈ ∂Ω
∇.v = 0 ∀x ∈ ∂Ω
v (x, 0) = v0 (x) ∀x ∈ Ω
(4.14)
Dans ce nouveau système, l'équation de Poisson nous assure que le taux de variation de
la divergence du champ de vitesse v s'annule partout. Cette équation déﬁnit donc ∇.v à une
constante additive près. La nécessité d'imposer ∇.v = 0 sur les frontières présente donc une
certaine logique.
En appliquant cette méthode au système d'équations (4.12), on obtient les deux équa-
tions suivantes, qui sont évidemment solutionables en deux étapes successives du fait que la
discrétisation temporelle est explicite :
∆pn+1 = −∇. (vn.∇) vn +∇.fn sur Ω




∇.pn+1 −∇. (vn ⊗ vn − ν ∇ vn) + fn
)
sur Ω
vn+1 (x)|∂Ω = vn+1b (x) sur Γ
∇.vn+1 (x)|∂Ω = 0 sur Γ
(4.15)
Rappelons que les conditions de compatibilité sur les conditions aux limites et les condi-
tions initiales du système d'équations de Navier-Stokes (4.4) sont bien évidemment toujours
applicables. Dans la toute grande majorité des cas, il est extrêmement diﬃcile de générer des
conditions qui satisfassent à ces relations de compatibilité. C'est pourquoi on déﬁnit souvent
v0 par une décomposition de Hodge :
v0 = vI +∇ψ ∀x ∈ Ω
n.v0 = n.v∂Ω ∀x ∈ ∂Ω∫
∂Ω n.vds = 0
(4.16)
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Conditions aux limites en pratique
Le problème des conditions aux limites de pression n'est pas encore totalement résolu.
En eﬀet, il est clair que pour résoudre l'équation (4.15) de Poisson pour la pression, il est
nécessaire de disposer de valeurs pour la pression p sur les frontières. Cette nécessité ne remet
aucunement en cause nos conclusions précédentes. Physiquement, il ne faut pas imposer
de conditions aux limites sur p. Numériquement, c'est une nécessité pratique. La
question est donc de dériver une expression de la pression p sans introduire d'informations
supplémentaires et en restant cohérent avec les équations (4.14).
De nombreux auteurs se sont attachés à dériver une condition sur la pression, avec plus
ou moins de succès. La philosophie de la démarche a été énoncée par Gustafson et Halasi
[Gustafson]. Pour obtenir les conditions aux limites de l'équation de pression de
Poisson, il faut appliquer l'équation de conservation de la quantité de mouvement
et de l'équation de continuité sur les frontières du domaine. Néanmoins, chaque au-
teur y va de sa méthode et de nombreux résultats sont disponibles dans la littérature.
William D. Henshaw [Henshaw,1994,b] propose une méthode relativement générale pour
dériver des conditions aux limites pour atteindre le quatrième ordre de précision. Pour ce
faire, il crée deux rangées de mailles ﬁctives (la frontière est donc composée de trois rangées
de mailles) et résout un système non linéaire de 12 équations à douze inconnues (Ui,j, Pj)
pour chaque maille de la frontière. En créant un tel nombre de conditions aux limites, il peut
s'assurer que toutes les équations de Navier-Stokes et toutes leurs conditions aux limites sont
vériﬁées sur les frontières.
Dans la plupart des cas néanmoins, on veut s'éviter d'imposer autant de conditions aux
frontières. Il faut donc faire un choix dans les équations que l'on applique aux frontières.
Ainsi, une méthode pour exprimer une condition aux limites sur la pression p, proposée par
Gresho et Sani [Gresho,1994], consiste à appliquer les équations initiales de Navier-Stokes sur
les frontières et ensuite les projeter selon la normale (n) ou selon la tangente (τ). Ce faisant,



















(τ .v) + g.τ sur Γ
(4.17)
Nous constatons donc que, à la fois, des conditions aux limites de Neumann et de Dirichlet
sont acceptables pour la pression dans l'équation de Poisson. De nombreux articles ont été
écrits sur le sujet et leurs propos divergent de manière notable. Les récents travaux de Weinan
et Liu [Weinan,1995,a] et de Gresho et Sani [Gresho,1994] semblent conﬁrmer que le compor-
tement numérique2 des solutions est meilleur avec des conditions aux limites de Neumann.
2par comportement numérique, il faut comprendre l'importance des erreurs introduites aux frontières et la
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En particulier, Gresho et Sani montrent que
1. Pour résoudre l'équation de Poisson, seules les conditions aux limites de Neumann sont
toujours appropriées et fournissent une solution unique pour t ≥ 0.
2. La solution numérique du problème de Neumann bien posé satisfera les conditions de
Dirichlet mais en général seulement pour t > 0
Il importe de bien comprendre que, selon ces auteurs, la manifestation de la condition
aux limites ∇.v = 0 sur Γ correspond en pratique aux conditions de Neumann sur
la pression et à la relation v.n = v0.n.
En pratique, comme il est expliqué au paragraphe 4.3.2, ces conditions aux limites par-
tielles, même appropriées, introduisent des erreurs aux frontières ce qui limite fortement la
précision du schéma. Le lecteur se référera au paragraphe précité pour plus de détails.
Equivalence des systèmes
Aﬁn de vériﬁer l'équivalence entre le système (4.4) des équations de Navier-Stokes avec
la nouvelle formulation (4.14), il est intéressant de reprendre le problème inverse. Peut-on
dériver les équations (4.4) du système (4.14) ?
Gresho and Sani [Gresho,1994] ont montré que la réponse est non, pas toujours ! Par contre,
si, lorsque l'on dérive l'équation de Poisson des équations de Navier-Stokes, on suppose que
∇.v 6= 0 dans le terme visqueux, l'équation de Poisson devient
∆ P n+1 = ν ∆ Dn −∇. (vn.∇) vn
Dn = ∇.vn
(4.18)
Gresho et Sani ont montré que cette formulation de l'équation de Poisson permet de retrou-
ver les équations (4.4) de Navier-Stokes, pour autant que le problème (4.14) avec la nouvelle
équation de Poisson soit bien posé, ce qui est le cas.
Cette conclusion est pour le moins paradoxale et montre tout le soin que l'on doit apporter
dans cette méthode : l'équation de Poisson simpliﬁée est obtenue en supposant que Dn = 0.
Cependant, dans ce cas, le système obtenu ne nous assure plus automatiquement que Dn = 0.
Si, par contre, on suppose que Dn 6= 0, l'équation de Poisson consistante que l'on obtient nous
assure que Dn = 0.
Sur base de cette constatation, C. Hirsch [Hirsch,1984,b,page 660] propose des formula-
tions améliorées de l'équation de Poisson pour la pression dans lesquelles il n'est pas supposé
que la divergence du champ de vitesse soit nulle au pas de temps précédent. En eﬀet, cette
divergence ne s'annule pas dans tous les cas (erreurs de troncatures, convergence vers une
manière dont elles sont propagées dans le domaine
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solution stationnaire).
∆ P n+1 = D
n
∆t
+ ν ∆ Dn −D2n − (vn.∇)Dn −∇. (vn.∇) vn
Dn = ∇.vn
(4.19)
Bien évidemment, cette relation se simpliﬁe si on suppose que Dn = 0. Néanmoins, dans
la méthode des projections, puisque la relation Dn = 0 n'est pas toujours totalement vériﬁée
à l'issue de l'itération temporelle n, utiliser la relation précédente permet de corriger cette
approximation au pas de temps suivant. Le schéma résultant est donc plus robuste.
Conclusions
La méthode des projections avec les variables primitives constitue donc une solution pour
résoudre les équations de Navier-Stokes en découplant (partiellement) le calcul du champ de
vitesse du calcul du champ de pression. Elle est cependant loin d'être parfaite. En eﬀet, le
découplage entre la pression et la vitesse n'est eﬀectif que dans le cadre d'une formulation
totalement explicite. Si l'on souhaite traiter implicitement certains termes, on doit se reporter
à l'approche multistep. En outre, la gestion des conditions aux limites s'avère diﬃcile, comme
nous le verrons dans le paragraphe 4.3.2.
4.3.2 Méthode des variables primitives - approche multistep
Principe et analyse de l'erreur
L'idée de l'approche multistep pour la résolution du système (4.14) revient à A.J. Chorin
[Chorin,1968,a] et permet de traiter, par la méthode des projections, les discrétisations tem-
porelles explicites et implicites. Le principe de la méthode est d'évaluer un champ de vitesse
approximé u∗ à partir duquel est calculée la pression pn+1. Ensuite, le champ de vitesse est
corrigé. Avec discrétisation arrière d'Euler (4.12), le schéma du premier ordre s'écrit :




= −∇. ((v ⊗ v)n − ν ∇ vn) + ρg
B (v∗) = 0
(4.20)
 Pas 2 : Réalisation de la projection en résolvant l'équation de Poisson (en utilisant des
conditions aux limites consistantes avec B (v∗) = 0 et vn+1|∂Ω = vn+1b ).
v∗ = vn+1 +∆t∇pn+1
∇.vn+1 = 0
(4.21)
Pour un premier ordre de précision, la condition aux limites sur v∗ est naturellement posée
v∗ = vn+1b . Choisir la condition aux limites de pression s'avère une question plus diﬃcile.
Si l'on s'en réfère au paragraphe 4.3.1, il semble que les conditions de Neumann soient les
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mieux adaptées. De plus, pour s'assurer que l'espace des champs vectoriels de divergence
nulle soit orthogonal à l'espace des champs vectoriels irrotationels, il est nécessaire d'imposer
la condition aux limites vn+1.n sur ∂Ω. Grâce à (4.17), le second pas (4.21) de la méthode
devient : 
∆t ∇2.pn+1 = ∇.v∗ sur Ω
∂p
∂n
= g.n sur Γ
(4.22)
Ces résultats sont à considérer avec soin car, dans la plupart des cas, de larges erreurs
sont introduites aux frontières, aussi bien sur la pression que sur la vitesse, en raison de
l'inconsistance des conditions aux limites. Il est quasi impossible de pouvoir évaluer à priori
ces erreurs (de nombreux mathématiciens travaillent toujours sur le sujet) de même qu'il est
diﬃcile d'évaluer la manière dont ces erreurs vont se propager dans le domaine intérieur.
Weinan et Liu consacrent 3 articles ([Weinan,1995,a], [Weinan,1995,b] et [Weinan,1995,c])
à cette question de la forme de l'erreur introduite aux frontières par approximation des vi-
tesses et pressions et la manière dont celle-ci se propage au sein du domaine de calcul. Leurs
conclusions sont les suivantes : l'eﬀet des frontières solides ne se limite pas à créer des couches
limites numériques. En eﬀet, elles introduisent des modes numériques additionnels dans le
problème (i.e. la méthode des projections est une perturbation singulière du système d'équa-
tions diﬀérentielles d'origine) et ces modes ont la structure d'une couche limite numérique.
Weinan et Liu apportent une preuve de ce fait par une analyse spectrale d'un cas simple.
Une analyse de Godunov-Ryabenki permet également de montrer que les frontières solides
peuvent détériorer la solution d'un quart d'ordre de précision.
De plus, Weinan et Liu constatent que l'équation de Poisson obtenue dans la méthode des
projections doit être résolue avec des schémas de discrétisation très spéciaux aﬁn de ne pas
créer de modes parasites. Pour comprendre ce fait, reprenons les équations (4.21) du second
pas de l'approche multistep. Lors de la discrétisation spatiale de ces équations, il faudra déﬁnir
les formes discrètes, notées Gh et Dh des deux opérateurs ∇.




Le champ de pression est alors obtenu en résolvant
Dh v





où ∆˜ = Dh ∗Gh et un+1 = u∗ −Gh∆tpn+1.
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Dès lors, Dh et Gh (ou Dh et ∆˜) ne peuvent pas être choisis indépendamment l'un de
l'autre sinon des modes parasites apparaissent. Par exemple, si une diﬀérence ﬁnie centrée du
second ordre est utilisée, l'opérateur laplacien qui en résulte présente en son sein des modes
parasites en damier.
Il est donc très diﬃcile d'élaborer un schéma simple pour obtenir un second ordre de
précision avec cette méthode. A l'heure actuelle, la littérature ne présente que trois schémas
de résolution multistep dits du second ordre de précision. Ces trois méthodes diﬀèrent es-
sentiellement par le choix du terme pour lequel un eﬀort d'amélioration de la précision est
consenti.
Méthode des projections basée sur une condition aux limites précises pour le
champ de vitesse intermédiaire
Le jeu d'équations résolues dans cette méthode, proposée par Kim and Moin [Kim,1985],











vn + v∗ = ∆t∇pn−1/2 ∀x ∈ ∂Ω
v∗ = vn+1 +∆t∇pn+1/2 ∀x ∈ Ω
∇.vn+1 = 0 ∀x ∈ Ω
n.vn+1 = n.vn+1b ∀x ∈ ∂Ω
(4.25)
Dans cette formulation, Kim et Moin retiennent donc une condition de Neumann homogène
pour la pression et une condition aux limites non homogènes pour le champ de vitesse v∗ de
telle sorte que vn+1 soit d'ordre ∆t2 sur la frontière.
Méthode des projections basée sur une condition aux limites précises pour le
champ de pression
Le jeu d'équations résolues dans cette méthode, proposée par Orszag et al. [Orszag,1986],
sont les suivantes :
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v∗ = vn+1b ∀x ∈ ∂Ω
v∗ = vn+1 +∆t∇pn+1/2 ∀x ∈ Ω











Dans cette formulation, Orszag retient donc une condition de Dirichlet homogène pour le
champ de vitesse v∗ et une condition de Neumann non homogène pour la pression de telle
sorte que vn+1 soit d'ordre ∆t2 sur la frontière.
Méthode des projections basée sur une formule d'incrément de pression
Le jeu d'équations résolues dans cette méthode, proposée par de nombreux auteurs dont











v∗ = vn+1b ∀x ∈ ∂Ω
v∗ = vn+1 +∆t∇pn+1/2 ∀x ∈ Ω
∇.vn+1 = 0 ∀x ∈ Ω
n.vn+1 = n.vn+1b ∀x ∈ ∂Ω
(4.27)
Dans cette formulation, les auteurs retiennent donc des conditions de Dirichlet homogènes
pour le champ de vitesse v∗ et pour la pression et améliore la précision du calcul du champ
de vitesse vn+1 de telle sorte que celui-ci soit d'ordre ∆t2 sur la frontière.
Conclusions
Dans les paragraphes précédents, diverses formulations de projections et de conditions aux
limites qui sont utilisées avec succès en pratique ont été présentées. L'auteur insiste sur le
fait que, si ces méthodes sont performantes en pratique, elles constituent encore des énigmes
théoriques pour les mathématiciens. En particulier, Weinan and Liu [Weinan,2003] aﬃrment
que ces méthodes sont faussement dites du second ordre. En eﬀet, ils montrent que l'ordre de
précision de ces trois schémas pour la pression et le champ de vitesse est au mieux du premier
ordre pour les champs de vitesse et de pression. Seule l'erreur de la divergence du champ de
vitesse obtenue est du second ordre.
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4.3.3 Méthode des variables intermédiaires - approche multistep
Une amélioration de la méthode précédente, proposée par Chorin[Chorin,1968,b], consiste à
remplacer la pression par une autre variable purement numérique et d'en déduire une nouvelle
équation de Poisson. Pour ce faire, Chorin propose d'eﬀectuer une décomposition de Hodge
du champ de vitesse et de ce fait opérer la projection P : E (Ω) → E0 (Ω) :
v∗ = v +∇ ψ ⇒ ∆ ψ −∇.v∗ = 0 (4.28)
Une fois que cette décomposition est introduite dans les équations de Navier Stokes et que
celles-ci sont discrétisées, elles sont résolvables par l'approche multistep :






(v ⊗ v)n + 1
ρ
p∗ I − ν ∇ vn
)
+ ρg (4.29)
B (v∗) = 0 (4.30)
 Pas 2 : Réaliser la projection en résolvant l'équation de Poisson (en utilisant des condi-
tions aux limites consistantes avec B (v∗) = 0 et vn+1|∂Ω = vn+1b ).
∆ ψ −∇.v∗ = 0 (4.31)
 Pas 3 : Reconstruire les variables primaires v et p.
v = v∗ −∇ ψ
pn+1 = p∗ + L (ψn+1)
(4.32)
Nous constatons que, dans cette nouvelle méthode, un champ de pression a été introduit.
C'est une seconde innovation apportée par Chorin. Celui peut prendre une valeur quelconque,
et en particulier p∗ = 0. Le lecteur gardera à l'esprit que l'objectif de la méthode des pro-
jections est de découpler le calcul du champ de pression et de vitesse. Chorin réintroduit
cependant un champ de pression approché p∗ car il importe que le champ de vitesse approché
u∗ soit le plus proche possible du champ de vitesse solution un+1 pour obtenir un ordre de
précision élevée. Classiquement, si p∗ = 0, seul un premier ordre de précision est atteignable,
alors que si p∗ = pn, un second ordre de précision devrait être atteignable. En pratique, selon
[Weinan,2003], ce second ordre n'est jamais atteint.
Dans cette méthode, il reste deux choix à opérer pour déﬁnir complètement la méthode
de résolution : les conditions aux limites B (v∗) = 0 et la fonction L (ψn+1) qui exprime la
dépendance de pn+1 en ψn+1. Le point crucial de la méthode est de choisir correctement ces
deux fonctions, alors qu'il a été montré dans [Brown,2001,b] qu'il existe des couplages mul-
tiples entre le choix de p∗ et ces deux fonctions. Ces couplages doivent être considérés avec
soins pour s'assurer un ordre de précision suﬃsant. En particulier, le choix des conditions aux
limites pour v∗ doit être consistant avec l'équation (4.31) de Poisson, alors qu'à ce moment
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les conditions aux limites qui sont appliquées sur la fonction ψn+1 ne sont pas encore connues.
Il importe de comprendre que l'utilisation de cette méthode impose de déﬁnir de nouvelles
conditions aux limites, dites numériques car elles n'ont aucun sens physique. Elles permettent
uniquement de résoudre les équations dépendant des variables dites intermédiaires (p∗, v∗, ψ ).
Si on reprend les conditions de Dirichlet proposées précédemment :
v (x)|∂Ω = vb (x) (4.33)
on peut déﬁnir les choix de la méthode de résolution




2. pour résoudre l'équation (4.31), il est nécessaire d'imposer des conditions aux limites
purement numériques sur ψ. Par déﬁnition de ψ et en projetant selon la normale à la
















Il est montré dans les paragraphes 4.3.1 et 4.3.2 que l'ordre de précision de
la méthode est fortement inﬂuencé par l'erreur introduite aux frontières. Dans le
cas présent, l'erreur sur les frontières est donc lié à l'ordre de précision avec lequel
on déﬁnit les conditions aux limites numériques (u∗ et ψ∗) à partir des conditions
aux limites physiques (un+1 et ∇.un+1) où la pression p n'intervient pas. Il semble,
selon les résultats rencontrés dans la littérature, que cette méthode nous assure
un premier ordre de précision. Le second ordre ne semble pas atteignable dans
l'état actuel des choses
Évidemment, les conditions initiales doivent également satisfaire certaines conditions de
compatibilité. Notons qu'il n'est pas nécessaire de déﬁnir des conditions initiales pour les
variables intermédiaires u∗ et ψ∗, mais que c'est indispensable pour p∗ s'il n'est pas choisi
identiquement nul. Pour les variables primaires, on a :
∇.v0 = 0 ∀x ∈ Ω
n.v0 = n.v∂Ω ∀x ∈ ∂Ω∫
∂Ω n.vds = 0
(4.36)
3Si l'équation à résoudre n'était pas implicite, il faudrait ajouter des termes visqueux, voire convectifs dans
cette équation
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4.4 Gauge methode
Comme il est exposé au paragraphe 4.3, la méthode des projections, quelle que soit sa
formulation, présente des diﬃcultés qu'il est nécessaire de prendre en considération :
- la méthode des variables primitives nécessite de forcer l'incompressibilité du ﬂuide près
des frontières du domaine, ce qui s'avère très diﬃcile à réaliser avec précision et en
conservant la consistance du problème de Neumann lors de la discrétisation ;
- la reformulation des conditions aux limites en fonction de la pression p introduit dans
le problème des modes numériques additionnels en augmentant l'ordre de l'équation
diﬀérentielle partielle initiale (i.e. la méthode multistep est une perturbation singulière
de l'équation diﬀérentielle partielle initiale) et ces modes numériques ont la structure
de couches limites numériques ;
- les deux pas de la méthode multistep ne sont pas indépendants si bien que l'équation de
Poisson doit être résolue par des schémas spéciaux pour ne pas introduire de modes
parasites ;
- au ﬁnal, nous ne pouvons guère nous attendre à un ordre de précision supérieur à 1 pour
la pression et le champ de vitesse.
Pour passer outre ces diﬃcultés, je propose, essentiellement à titre d'information, d'envi-
sager une méthode novatrice publiée par Weinan et Liu [Weinan,2003] en 2003 et qui semble
tout à fait robuste et libre de telles liaisons sous-jacentes. Cette méthode à été dénommée
gauge method par analogie avec l'électromagnétisme.
4.4.1 Principe
Le point de départ de la méthode gauge est de remplacer la pression par une variable










Il est aisé de démontrer, par comparaison avec les équations (4.4) de Navier-Stokes, que







Le principal avantage de cette nouvelle formulation est que la liberté due à l'étalon per-
met d'assigner des conditions aux limites non ambigues sur a et φ. Il est possible de montrer
[Brown,2001,b] que l'on dispose d'un degré de liberté sur le choix des conditions aux limites.
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Supposons que l'on pose arbitrairement an+1 = an+1b . Il est ensuite nécessaire de poser des
conditions aux limites en φn+1 de tel sorte que ∇φn+1|Γ = an+1b − vn+1b . Malheureusement,
pour le problème elliptique, une seule condition aux limites peut être imposée et φn+1 n'est
pas connu au moment où on pose an+1b . Il est donc nécessaire d'extrapoler φ
n+1 et plusieurs
solutions sont possibles.
Si l'on souhaite imposer des conditions de Neumann sur l'étalon φ, nous pouvons écrire
les conditions aux limites suivantes :
∂φn+1
∂n













Si l'on souhaite imposer des conditions de Dirichlet (peu intéressant) sur l'étalon φ, nous
pouvons écrire les conditions aux limites suivantes : φ













Pour extrapoler φn+1 dans le calcul des conditions aux limites de an+1, Brown propose
φn+1 = 2φn − φn−1.
Bien que cette formulation semble très proche de la méthode des projections avec variables
auxiliaires, la théorie mathématique sous-jacente est fondamentalement diﬀérente. Pour une
mise en évidence des diﬀérences entre les deux méthodes, le lecteur se référera au paragraphe
4.4.3. Selon ses concepteurs, cette méthode permet de résoudre les équations de Navier-Stokes
d'une manière qui n'est pas plus compliquée que de résoudre des équations classiques séparé-
ment. L'ordre de précision obtenu est donc celui des schémas de discrétisation utilisés pour
les équations séparées. Weinan et Liu montrent ainsi [Weinan,2003] que les premier et se-
cond ordres de précision sont facilement atteignables avec des discrétisations temporelles et
spatiales adéquates. Wang et Liu ont également prouvé [Wang,2000] mathématiquement la
convergence de leur méthode.
4.4.2 Résolution
La résolution de cette nouvelle formulation nécessite un schéma de discrétisation tem-
porelle. Nous prendrons, pour l'illustration, la discrétisation arrière d'Euler, tous les autres
schémas étant applicables. L'approche multistep de la méthode des projections est applicable
également à cette nouvelle formulation :
- Pas 1 : résolution du champ an+1.
an+1−an
∆t
+ (vn.∇h) vn = 1Re∆han sur Ω
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- Pas 2 : résolution du champ φn+1
∆hφ
n+1 = ∇h.an+1 sur Ω
D
Dn
φn+1 = 0 sur Γ
(4.42)
- Pas 3 : reconstruction des variables vn+1 et pn+1
vn+1 = an+1 −∇hφn+1 sur Ω









4.4.3 Comparaison avec la méthode des projections
La diﬀérence entre la formulation de la méthode gauge et la méthode des projections est
très petite. Principalement, on remplace le champ de vitesse un dans la dérivée temporelle et
dans le terme visqueux. Néanmoins, il importe de comprendre que, ce faisant, on découple
complètement l'équation de conservation de la quantité de mouvement de la contrainte cinéma-
tique d'incompressibilité. La nouvelle méthode n'est donc pas une méthode à pas fractionné,
mais bien une décomposition consistante du système d'équations diﬀerentielles initiales en 2
équations diﬀérentielles.
Dans la méthode des projections, le champ u∗ ne dévie jamais très fort de l'espace des
champs de divergence nulle, alors que dans la méthode gauge, le champ a est O (1) de cette
espace.
Cette diﬀérence à deux conséquences importantes :
- la méthode gauge n'introduit pas de modes numériques additionnels aux frontières ;
- l'équation de Poisson dans la méthode gauge ne doit pas être traitée par des schémas
spéciaux.
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4.5 Schémas proposés
Méthode des projections
- Pas 1 : résolution du champ de vitesse intermédiaire v∗.
v∗−vn
∆t
+ (vn.∇h) vn = 1Re∆hvn sur Ω
v∗ = vn+1 sur Γ
(4.44)
- Pas 2 : résolution du champ de pression pn+1
∆hψ
n+1 = ∇h.v∗ sur Ω
D
Dn
ψn+1 = 0 sur Γ
(4.45)
- Pas 3 : reconstruction des variables vn+1 et pn+1
vn+1 = v∗ −∇hψn+1 sur Ω







- Pas 1 : résolution du champ an+1.
an+1−an
∆t
+ (vn.∇h) vn = 1Re∆han sur Ω




- Pas 2 : résolution du champ φn+1
∆hφ
n+1 = ∇h.an+1 sur Ω
D
Dn
φn+1 = 0 sur Γ
(4.48)
- Pas 3 : reconstruction des variables vn+1 et pn+1
vn+1 = an+1 −∇hφn+1 sur Ω












According to Hermann Weyl, the introduction of a coordinate system to geometry
is an act of violence. Level Set Methods commit this violence, and, doing so,provide
mathematical and computational tools for tracking evolving interfaces with sharp
corners and cusps, topological changes, and three dimensional complications.
J.A. Sethian
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CHAPITRE 5. MÉTHODE LEVEL SET
5.1 Méthodes de suivi d'interface
Caractériser une interface mobile est un problème auquel des réponses ont été proposées
depuis la naissance des mathématiques. Que ce soit du point de vue de la géométrie (eucli-
dienne ou analytique), de la théorie des niveaux ou de l'analyse mathématique, ces réponses
sont valables et ont donné naissance à des méthodes applicables et eﬃcaces en computational
ﬂuid mechanics. L'application de ces méthodes va permettre, dans le cadre de ce travail, de
suivre la position de la surface libre des écoulements.
5.1.1 Introduction
Historiquement, les méthodes lagrangienne ont tenu une place importante et ont permis
de résoudre de nombreux problèmes. Ce sont essentiellement les méthodes Marker and Cell,
publiée dans [Harlow,1965], et les méthodes sur grille mobile publiée dans [Magnaudet,2003].
D'autres approches, eulériennes, ont également été utilisées avec succès. Nous pouvons citer
à cet égard la méthode Volume Of Fluid spécialement conçue pour la modélisation des écou-
lements diphasiques et présentée dans [Lafaurie,1994].
Dans ce texte, nous proposons d'étudier l'approche eulérienne de suivi des interfaces pro-
posée par le professeur J.A Sethian1 de Berkeley. Au lieu de se focaliser sur la frontière mo-
bile elle-même, il considère une reformulation des équations de mouvement de cette
frontière comme une loi de conservation hyperbolique et visqueuse et s'applique
à résoudre ces équations grâce aux nombreuses techniques développées en dynamique des
ﬂuides. Cette idée a abouti à deux méthodes complémentaires : la méthode Level Set ex-
trêmement générale et la méthode Fast Marching spéciﬁque aux problèmes à vitesse de signe
constant. L'algorithme de cette méthode est également partiellement utilisé pour accélérer
la méthode Level Set. Cette approche a été appliquée avec succès dans une large gamme de
modélisation en mécanique des ﬂuides, météorologie, biotechnologie, sismique,....
5.1.2 Principe de la méthode Level Set
Plutôt que de suivre l'interface elle-même dans un espace de dimension n, l'approche Level
Set considère l'interface Γ à modéliser dans un espace de dimension supérieur n + 1. Autre-
ment dit, une surface est construite sur base de la courbe d'interface (pour un problème 2D).
Cette surface, représentée sur la ﬁgure 5.1, possède une propriété majeure : elle intersecte
le plan XY exactement au niveau de la courbe d'interface original. Ensuite, pour suivre la
propagation de l'interface, l'idée consiste à faire bouger la surface conique créée sur
base de l'interface initiale et calculer l'évolution de son intersection avec le plan
de hauteur nulle.
1Cette approche a été présentée et améliorée dans une cinquantaine d'articles et ouvrages de référence. Les
principales idées qui seront exposées dans ce texte sont résumées dans l'ouvrage [Sethian,1999,a], ainsi que
dans l'article de référence [Sethian,2001]
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Mathématiquement, une fonction Level Set φ est déﬁnie et attribue une hauteur
z = φ (x, y, t = 0) à chaque point de l'espace de départ. Le choix de la fonction Level Set
n'est pas unique. Toute fonction continue sur le domaine de calcul et dont l'iso-courbe nulle
déﬁnit l'interface peut être utilisée. Sethian, dans [Sethian,1999,a], propose d'utiliser la fonc-
tion distance à l'interface, qui vériﬁe bien évidemment ces deux conditions. Dans un article
de ﬁn 2006 [Olsson,2005], Olsson et Kreiss, propose d'utiliser une fonction caractéristique
attribuant la valeur zéro à la zone sèche, la valeur 1 à la zone humide, et prenant des valeurs
intermédiaires autour de l'interface sur une certaine épaisseur liée à la taille du maillage. Bien
que mathématiquement séduisante, cette méthode mène à des diﬃcultés numériques qui nous
poussent à lui préférer une fonction distance. Selon cette dernière déﬁnition, l'interface cor-
respond évidemment au niveau zéro de la fonction Level Set. Dans le paragraphe 5.2.1, la loi
d'évolution de la fonction φ est dérivée de manière à assurer que le niveau zéro de la fonction
corresponde à la position de l'interface à tout temps t. Ainsi, pour connaître la position à
un temps quelconque t, il suﬃt de résoudre une équation diﬀérentielle dont les conditions
initiales sont données par la position de l'interface au temps t = 0 et chercher la courbe de
valeur nulle φ = 0 de la fonction Level Set ainsi trouvée.
Fig. 5.1  Évolution temporelle de la fonction Level Set [www.wikipeda.fr]
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Pour résumer, l'approche Level Set transforme un problème géométrique à coordonnées
mobiles (la propagation d'une courbe) en un problème à coordonnées ﬁxes basé sur une
fonction φ. A priori, cette approche semble complexiﬁer le problème puisque le nombre de
dimensions du problème est augmenté. Pourtant, les avantages de la méthode compensent
totalement cette faiblesse :
1. la méthode reste inchangée si le nombre de dimensions augmente (il suﬃt de considérer,
en toute généralité, l'interface comme une hypersurface) ;
2. la méthode traite les changements topologiques de l'interface (jonction ou séparation
en plusieurs éléments) de manière tout à fait naturelle vu le choix de la valeur 0 pour
caractériser l'interface (voir le diagramme 5.1) ;




‖φ‖ κ = ∇.
∇φ
‖φ‖ (5.1)
4. les méthodes développées en dynamique de ﬂuides sont applicables aux équations trai-
tées.
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5.2 Équation d'évolution de la fonction Level Set
5.2.1 Formulation
Étant donnée une interface Γ, la méthode Level Set consiste à introduire une fonction
continue φ(x, t) dont la courbe de niveau zéro représente l'interface :
Γ = {x |φ(x, t) = 0} (5.2)
Par extension, cette relation peut être généralisée à l'ensemble des lignes de niveaux déﬁnies
par :
Γk = {x |φ(x, t) = Ck } (5.3)
Nous obtenons alors l'équation exacte qui doit être respectée pour que l'interface se propage




Grâce à quelques manipulations et en introduisant les conditions initiales, le problème
aux valeurs initiales suivant est obtenu :
∂φ
∂t
+ (V .∇)φ = 0
φ(x, t = 0) donne´ par Γ
(5.5)
En introduisant la notion de vitesse normale à l'interface F = V .n, il vient
∂φ
∂t
+ F |∇φ| = 0
φ(x, t = 0) donne´ par Γ
(5.6)
Enﬁn, signalons une formulation conservative développée pour les ﬂuides incompressibles
par E. Marchandise et J.F. Remacle dans [Marchandise,2006] :
∂φ
∂t
+∇. (V φ) = 0
φ(x, t = 0) donne´ par Γ
(5.7)
Grâce à cette équation, il n'est plus nécessaire d'évaluer ∇φ qui mène à des instabilités en
l'absence de réinitialisation de la fonction Level Set.
5.2.2 Choix de l'équation d'évolution
Le choix entre les 3 équations d'évolution (5.5) à (5.7) n'est pas aisé. Comme E. Mar-
chandise et al. l'ont mis en évidence dans [Marchandise,2006], la forme conservative oﬀre des
performances supérieures aux autres. Néanmoins, cette formulation nécessite de connaître le
champ de vitesse réel du ﬂuide sur tout le domaine de calcul. Dans notre cas, contrairement
aux écoulements diphasiques, ce champ n'est pas connu au-dessus de la surface libre.
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La littérature scientiﬁque ne propose pas de méthodologie pour reconstruire un champ de
vitesse vectoriel v sur tout le domaine de calcul, si bien que la formulation (5.7) n'est pas
utilisable dans notre cas. Par contre, une démarche de calcul de vitesses normales étendues
F a été développée avec succès et permet d'utiliser l'équation (5.5) en ne connaissant que la
vitesse de l'interface. Cette démarche est présentée au paragraphe 5.4.1.
5.2.3 Nature mathématique
L'équation (5.5) d'évolution est une équation d'Hamilton-Jacobi . Cette équa-
tion correspond à une interrogation classique de la physique théorique et des mathématiques.
Cet énoncé est en eﬀet une reformulation de la mécanique classique et, ainsi, équivalente à
d'autres formulations comme les lois de Newton, les mécaniques Lagrangienne ou Hamilto-
nienne. En particulier, l'équation d'Hamilton-Jacobi est la seule formulation de la mécanique
dans laquelle le mouvement d'une particule peut être représenté comme une onde. La forme
canonique de cette équation diﬀérentielle partielle non-linéaire du premier ordre pour une













S(q1, q2, ..., qN , t = 0) = S0(q1, q2, ..., qN)
(5.8)
où q1, q2, ..., qN sont les variables du problème, H est un Hamiltonien localement Lipschitz
continu2 et S0 est une condition initiale localement Lipschitz continu. Sous ce formalisme,












φ(x, y, t = 0) = φ0(x, y)
(5.9)







Solution de l'équation d'Hamilton-Jacobi
Il a été montré, dans [Crandall,1983] notamment, que les solutions3 de (5.9) sont Lipschitz
continues mais peuvent avoir des dérivées discontinues quelle que soit la régularité de φ0. En
outre, comme il est démontré au paragraphe 5.2.3, la solution généralisée de (5.9) n'est pas
unique. Ces deux diﬃcultés ont amenés Crandall et Lions, dans [Crandall,1983], à introduire
une généralisation du concept classique de ce que nous appelons une solution des équations
diﬀérentielles partielles. Ils montrent en eﬀet que pour de nombreuses équations diﬀérentielles
partielles, dont l'équation d'Hamilton-Jacobi, la solution de viscosité est le concept naturel
de solution !
2voir l'annexe C.4.3 page XLVIII
3Contrairement aux solutions des équations de conservation hyperboliques qui peuvent être discontinues.
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Le concept classique de la solution stipule que l'équation Q(x, u, du) = 0 sur un domaine
x ∈ Ω a une solution si nous pouvons trouver une fonction u(x) continue et diﬀérentiable sur
tout le domaine tel que x,u et Du satisfassent l'équation précédente en tout point.
Du point de vue du concept de solution de viscosité, u n'a pas besoin d'être
diﬀérentiable partout(i.e. il peut y avoir des points où Du n'existe pas). En eﬀet,
une fonction continue u(x) est solution de viscosité de Q(x, u, du) = 0 si elle est à la fois
supersolution et suprasolution 4 de Q(x, u, du) = 0.
Lien avec les lois de conservation hyperbolique
On peut montrer qu'il existe un lien fort entre l'équation d'Hamilton-Jacobi et les lois de
conservation hyperboliques. En eﬀet, si nous posons ∇.φ = u = (ux;uy), la divergence de
l'équation (5.5) devient : 
∂u
∂t
+∇.H (x, y;ux;uy; t) = 0
u(x, y, t = 0) = u0(x, y)
(5.12)
qui présente la forme d'une équation de conservation hyperbolique. En toute rigueur, il de-
vrait être possible de dériver des schémas de discrétisation ﬁables de l'équation
d'Hamilton-Jacobi à partir des schémas relatifs aux lois de conservations hy-
perboliques. Le traitement des lois de conservation hyperboliques est en eﬀet un domaine
relativement bien connu de la computational ﬂuid mechanics. Ceci explique qu'il soit souvent
dit que la méthode Level Set exploite un lien fort entre les interfaces mobiles et la mécanique
des ﬂuides numérique.
Ce lien explique qu'un résumé relativement complet sur les équations de conservation
hyperbolique soit présenté dans l'annexe C page XXV. Nous supposons en eﬀet que ces ré-
sultats sont applicables aux équations d'Hamilton-Jacobi moyennant quelques modiﬁcations
ou remarques. Il n'existe pas encore de preuve mathématique indiscutable qui légitime cette
généralisation. Néanmoins, le succès des nombreux essais pratiques, présentés dans [Cran-
dall,1983], [Osher,1988], [Shu,1997],.... légitime l'utilisation de cette analogie.
4Si Du ne doit pas exister en certain point, le superdiﬀérentiel D+u et le supradiﬀérentiel D−u, déﬁnis par




u (x1)− u (x0)− p (x1 − x0)






u (x1)− u (x0)− p (x1 − x0)
|x1 − x0| ≥ 0
}
(5.11)
La notion de supersolution et suprasolution de viscosité de Q(x, u, du) = 0 peut être alors déﬁni comme
suit. Une fonction continue u est dite supersolution de viscosité si Q(x, u, p) ≤ 0 ∀ x ∈ Ω, ∀ p ∈ D+u.
Une fonction continue u est dite suprasolution de viscosité si Q(x, u, p) ≥ 0 ∀ x ∈ Ω, ∀ p ∈ D−u.
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Caractéristiques de l'équation




= 0 le long de
dx
dt
= F (x, t) (5.13)
La caractéristique (5.13) montre que la quantité conservée φ se propage avec la vitesse F
sur tout le domaine. L'utilisation d'un schéma centré pour résoudre ces équations essentiel-
lement convectives, réalisé dans les années 70 par de nombreux auteurs, a mis en évidence
l'instabilité fondamentale de ce type de schémas. Courant a alors proposé d'introduire le
sens de propagation des quantités conservées dans les schémas de discrétisation numérique.
C'est ainsi que sont nés les schémas upwind ou décentré amont6, dont le décentrement est
indispensable dans le cas de (5.9) et peut être réalisé de multiples manières.
Fig. 5.2  Forme des caractéristiques de l'équation d'évolution - choc et raréfaction
En outre, l'étude de la caractéristique permet de voir le problème de la non-unicité des
solutions, présenté au paragraphe 5.2.3, sous un jour nouveau. En eﬀet, si la valeur de φ reste
5Le lecteur notera que en 1D, l'équation d'Hamilton-Jacobi dégénère en équation de conservation hyper-
bolique si bien que les solutions peuvent devenir discontinues
6La nécessité de décentrer le schéma numérique peut également s'expliquer sur base du critère de Friedrich-
Levy-Courant : le domaine de dépendance physique de φ doit être inclus dans le domaine de dépendance
numérique utilisé dans le schéma.
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constante le long d'une caractéristique, la pente de celle-ci varie avec le temps t et la position
x. Cela donne lieu à deux situations singulières :
1. Les caractéristiques s'entrecoupent, forçant la fonction φ à prendre simultanément deux
valeurs en un point unique (ﬁgure 5.2 a.). Cette ambiguïté sur la valeur de φ est appelée
un choc. Le long de la ligne qui marque le choc, la solution est discontinue, sautant de
la valeur à droite à la valeur à gauche.
2. Les caractéristiques divergent, laissant une zone non déﬁnie (ﬁgure 5.2 b.). Cette indé-
termination sur la valeur de φ est appelée une raréfaction ou onde de propagation. Cette
zone correspond en réalité à la zone des solutions faibles de l'équation (i.e. solutions de
l'équation intégrale). En général, les solutions faibles de l'équation ne sont pas uniques.
La question qui se pose alors est de trouver comment générer la solution faible correcte.
Deux solutions extrêmes sont envisageables :
(a) Le rarefaction choc caractérisé par un choc dans la zone de rarefaction, donc une
discontinuité (ﬁgure 5.2 b.1).
(b) Le rarefaction fan caractérisé par une transition progressive entre les deux valeurs
extrêmes de la zone de rarefaction (ﬁgure 5.2 b.2).
La solution qui est observée dans la nature est la seconde solution. Notons que cette






lorsque υ −→ 0. Cette solution correspond donc bien à la notion de solution de viscosité
introduite au paragraphe 5.2.3.
Fig. 5.3  Solutions faibles du problème intégral [Sethian,1996,a]
Pour illustrer physiquement ces singularités, considérons la propagation d'une interface
sinusoïdale à une vitesse F = 1 identique sur toute la longueur de l'interface. Il apparaît
clairement (ﬁgure 5.3) que deux solutions se dégagent : la solution swallowtail dans laquelle
la fonction φ prend deux valeurs en certains points et la solution leading wave qui correspond
à une situation physiquement correcte. Il est donc indispensable de déﬁnir des schémas numé-
riques qui fournissent des solutions faibles de l'équation de conservation. En outre, il convient
donc de trouver une condition mathématique, dite d'entropie, pour savoir laquelle de ces solu-
tions décrit le comportement physique souhaité. En pratique, cette condition d'entropie doit
lisser numériquement les angles susceptibles de se former. Pour ce faire, il suﬃt de se baser sur
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le second principe de la thermodynamique et ne sélectionner que les résultats correspondant
à une variation négative d'entropie. L'expression de la condition d'entropie pour les lois de
conservation hyperboliques est présentée dans l'annexe C.1.3 page XXVIII. Il est également
montré dans cette annexe que la condition d'entropie est automatiquement vériﬁée par les
schémas numériques upwind monotones.
Phénomène de Gibbs
Les diﬀérences ﬁnies sont basées sur des interpolations de données discrètes utilisant des
fonctions simples type polynôme. Pourvu que la fonction interpolée soit lisse dans le domaine
d'interpolation, l'ordre de précision de l'approximation augmente avec la taille du domaine
d'interpolation (i.e. avec le nombre de points utilisés dans l'interpolation).
Cependant, il a été mis en évidence que l'utilisation d'un schéma centré du premier ordre
pour résoudre des équations essentiellement convectives génèrent des oscillations au voisinage
des discontinuités de la solution. Ces oscillations, appelées phénomène de Gibbs, ne diminuent
pas lorsque le maillage est raﬃné. L'étude des caractéristiques, qui montre que l'information
ne provient jamais des chocs, ainsi que celle du critère Friedrichs-Levy-Courant, qui assure
la stabilité numérique du schéma lorsque le domaine de dépendance physique est inclu dans
le domaine d'interpolation numérique, nous conduit à utiliser des schémas décentrés amont
pour résoudre ce problème. En conclusion, l'introduction du sens de propagation des quan-
tités conservées dans les schémas de discrétisation numérique doit nous prévenir de telles
oscillations. C'est la cas pour les schémas du premier ordre.
Fig. 5.4  Phénomène de Gibbs
Malheureusement, nous observons que l'interpolation du second ordre ou d'ordre supé-
rieur est nécessairement oscillatoire près des discontinuités, même si elle est décentrée amont.
Les schémas numériques d'ordre élevé que nous élaborons doivent donc tenir compte de ce
phénomène et permettre de le supprimer ou du moins le garder dans des limites acceptables.
Nous verrons que cela est réalisé en utilisant des schémas TVD, ENO ou WENO.
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5.2.4 Schéma du premier ordre de précision
La compréhension de cette partie nécessite d'être familier avec la théorie classique en
computational ﬂuid dynamics de la résolution des lois de conservation hyperboliques. Dans
le cas contraire, j'invite le lecteur à se référer à l'annexe C page XXV résumant cette théorie
fondamentale.
Schéma semi-discret conservatif
La formulation conservative semi-discrète (method of lines) sur un maillage carré uniforme




















où Hˆ est l'Hamilton numérique supposé
1. localement Lipschitz continu
2. consistant avec l'équation continue H : Hˆ(u, u, v, v) = H(u, v)
3. Hˆ est monotone (i.e est non-croissant dans son premier et troisième argument et non-
décroissante dans son deuxième et dernier argument) symboliquement noté Hˆ(↓, ↑, ↓, ↑)
Nous avons montré dans l'annexe C que la discrétisation sous forme d'un schéma numérique
conservatif assure, par application du théorème de Lax-Wendroﬀ, la convergence vers une
solution faible du problème continu. Il reste alors à s'assurer que la solution faible obtenue est
la solution physiquement la plus probable. L'utilisation d'un Hamiltonien monotone décentré
amont assure que le schéma numérique vériﬁe la condition d'entropie et donc converge vers
la solution correcte. Ce schéma est limité à 5 points car la théorie des lois de conservation
hyperboliques montre que les schémas monotones sont intrinsèquement limités au premier
ordre de précision.
Formulation des ﬂux monotones
Par analogie avec les lois de conservation hyperboliques, les 2 ﬂux monotones Hˆ que nous
proposons d'utiliser dans (5.14) sont :
1. Le ﬂux de Osher-Sethian [Osher,1988] :
Pour le cas particulier H(u, v) = f(u2, v2) où u est une fonction monotone des deux
arguments, le ﬂux d'Osher-Sethian, purement décentré amont, s'écrit
HOS(u+, u−, v+, v−) = f(u2, v2) (5.15)
où u2 = (min(u−, 0))2 + (max(u+, 0))2 si f ′(u) ≤ 0
et u2 = (min(u+, 0))2 + (max(u−, 0))2 si f ′(u) ≥ 0.
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2. Le ﬂux de Osher-Engquist [Osher,1989] :
Valable pour un Hamiltonien général, ce ﬂux correspond à une reformulation du ﬂux
de Godunov, qui est un ﬂux décentré amont, et s'écrit
HOE(u+, u−, v+, v−) = extu∈I(u−,u+) extv∈I(v−,v+) H(u, v) (5.16)
où I(a, b) = [min(a, b),max(a, b)]
et la fonction ext est déﬁnie par
extu∈I(a,b) =
 mina≤u≤b si a ≤ bmaxb≤u≤a si a > b
Pour rappel, l'hamiltonien de Godunov est obtenu en résolvant exactement le problème
de Riemann au niveau des interfaces du maillage et en supposant que la fonction u est
constante par partie sur le maillage. La formulation Osher-Sethian est basée sur une
solution approximée du problème de Riemann. Ce schéma est le moins dissipatif des
ﬂux monotones disponibles.
3. Il existe d'autres ﬂux tout à fait utilisables en pratique mais que nous n'envisageons
pas ici : le ﬂux de Lax-Friedrichs [Crandall,1984], le ﬂux de Lax-Friedrichs local
[Shu,1989], le ﬂux de Roe avec correction d'entropie [Shu,1989].
Schéma discret du premier ordre de précision
Dans [Sethian,1999,a], un schéma conservatif du premier ordre de précision décentré amont
et monotone est introduit. Temporellement, une simple discrétisation d'Euler est utilisée.
Spatialement, ce schéma repose sur le ﬂux monotone d'Osher-Sethian. Puisque le signe de
f ′(u) est le même que celui de F , le cas du ﬂux non-décroissant F > 0 est séparé du cas du
ﬂux non-croissant F < 0 grâce à une formulation compact min-max :
φn+1i,j = φ
n










































Il est ainsi obtenu un schéma du premier ordre en temps et espace. La monotonicité du ﬂux
nous assure simultanément de converger vers la solution faible physiquement acceptable et
l'absence d'oscillations. Nous proposons maintenant de créer des schémas d'ordres supérieurs
toujours en se basant sur les résultats de la computational ﬂuid dynamics.
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5.2.5 Schéma d'ordre de précision deux et supérieure
Le remplacement direct des diﬀérences ﬁnies du premier ordre par leur équivalent d'ordre
supérieure mène à des problématiques similaires à celle rencontrées avec les schémas centrés,
c'est-à-dire la génération d'oscillations appelées phénomène de Gibbs. (voir le paragraphe
5.2.3)
De nombreux travaux ont été menés pour résoudre ce problème et sont présentés dans
l'annexe C. A l'heure actuelle, seules deux méthodes semblent ﬁables :
1. Introduire dans le schéma des composantes non-linéaires qui contrôlent l'intensité des
gradients calculés et préviennent l'apparition d'extrema non-physiques. Ces composantes
sont appelées limitateurs
2. Le second principe consiste à adapter le domaine d'interpolation pour ne jamais inclure
la discontinuité. C'est le domaine des schémas ENO et WENO.
Étant donné sa grande généralité et les succès rencontrés dans la pratique, nous allons étudier
la seconde solution. Son principe est complètement décrit dans l'annexe C.
Schéma discret ENO du second ordre de précision
Le schéma du second ordre de précision avec une discrétisation spatiale de type ENO
















max (Fi,j, 0)∇+φ(1) +min (Fi,j, 0)∇−φ(1)
] (5.18)
où les opérateurs ∇+ et ∇− sont donnés :
∇+ =
 max (A, 0)2 +min (B, 0)2
+max (C ,0)2 +min (D,0)2
 12
∇− =
 max (B, 0)2 +min (A, 0)2
+max (D, 0)2 +min (C, 0)2
 12






























ou` m(x, y) =

 xsi |x| ≤ |y|ysi |x| < |y|
 xy ≥ 0
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Les valeurs ∇+ et ∇− sont construites sur base des schémas ENO où la procédure est
simpliﬁée par application de la fonction m(x, y) qui correspond au limitateur minmod bien






sont obtenues par une interpo-
lation au second ordre. Pour ∂φ
∂x
+
, les domaines d'interpolation possibles sont {xi, xi+1, xi+2}




la plus faible. Autrement dit, on utilise la dérivée seconde de φ comme mesure de la
variation de la solution numérique.
Schéma discret ENO du troisième ordre de précision
Nous pouvons résumer l'algorithme, présenté initialement dans [Osher,1991], par la procé-
dure suivante basée sur une discrétisation spatiale de type ENO itérative et une discrétisation
temporelle de type Runge-Kutta TVD à trois pas :
1. En chaque point (i, j), ﬁxer j et calculer le long de l'axe x l'expression de P φ,3i+1/2,j(x) par
la procédure inductive suivante :
(a) Connaissant φ(xi,j) en chaque point discret xi,j, on pose
P φ,1i+1/2,j(x) = φ [xi,j] + φ [xi,j, xi+1,j] (x− xi,j)
kmin = i
(b) Si kl−1min et P
φ,l−1












∣∣∣a(l)∣∣∣ ≥ ∣∣∣b(l)∣∣∣, alors c(l) = b(l) et klmin = kl−1min − 1
Si
∣∣∣b(l)∣∣∣ ≥ ∣∣∣a(l)∣∣∣, alors c(l) = a(l) et klmin = kl−1min






(e) Retourner à l'étape (b) tant que l < 3 pour un troisième ordre de précision souhaité.














7φ [..., ...., ...] est la classique diﬀérence divisée de Newton déﬁnie dans l'annexe C
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5. Si le schéma d'Euler décentré amont est TVD sous le critère CFL λ = ∆t
∆x
≤ λ0, alors le
schéma de Runge-Kutta est TVD sous le critère CFL λ = ∆t
∆x
≤ λ0.
Schéma discret WENO du cinquième ordre de précision
Présenté initialement dans [Shu,1990], les schémas Weighted Essentially Non-Oscillatory
fournissent une méthode simple pour doubler l'ordre de précision des schémas ENO présen-
tés ci-dessus sans complexiﬁer notablement la discrétisation. Nous présentons ici le schéma
WENO du cinquième ordre de précision en espace introduit dans [Jiang,2000] :
dφi,j
dt
= L(φ)i,j = −Hˆ
(











où Dx±φi,j sont les approximations WENO de
∂φ
∂x










































et Dy±φi,j sont les approximations WENO de
∂φ
∂y































où la fonction ΦWENO est déﬁnie par
ΦWENO (a, b, c, d) =
1
3






(b− 2c+ d) (5.24)
Page 88
CHAPITRE 5. MÉTHODE LEVEL SET
et les poids w0, w2 et les indicateurs de régularités β0, β1, β2 sont déﬁnis par
w0 =
α0
α0 + α1 + α2
w2 =
α2












β0 = 13 (a− b)2 + 3 (a− 3b)2
β0 = 13 (b− c)2 + 3 (b+ c)2
β0 = 13 (c− d)2 + 3 (3c− d)2
(5.27)
Ici,  est utilisé pour éviter que le dénominateur ne s'annule et est pris égal à 10−6.
La déﬁnition (5.26) des poids résulte de deux principes généraux :
1. Si φ est lisse sur l'entièreté du domaine d'interpolation, alors nous imposons que
(a) w0 = 0.1 + 0 (∆x2),
(b) w1 = 0.6 + 0 (∆x2),
(c) w2 = 0.3 + 0 (∆x2),
ce qui revient à s'assurer que (5.21) est une approximation du cinquième ordre de pré-
cision. Le choix w0 = 0.1,w1 = 0.6 et w2 = 0.3 permet d'atteindre la plus petite erreur
de troncature.
2. Si le domaine d'interpolation WENO contient une singularité de φ, les poids tendent
vers 0 ou 1 de manière à ce que le domaine d'interpolationWENO tende vers un domaine
ENO qui ne contient pas la discontinuité.
Le ﬂux numérique monotone Hˆ Lipschitz continue peut être choisi parmi les ﬂux classiques
présentés dans l'annexe C. Dans ce texte, nous proposons de se focaliser sur le ﬂux de Osher-
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Concernant la discrétisation temporelle, il est prouvé dans [Gottlieb,1998] qu'aucun schéma
de Runge-Kutta à 4 pas ou plus n'est TVD pour des coeﬃcients αi,k et βi,k non-négatifs. Pour
pouvoir utiliser des valeurs de βi,k (αi,k ≥ 0), nous savons que l'opérateur adjoint L˜ doit être
déﬁni et qu'il faut prouver la stabilité du schéma d'Euler décentré aval (annexe C). Comme
il ne semble pas possible de faire une telle preuve de stabilité, nous considérons ici un schéma














































































i,j − 845∆t L(φ(1)) + 845φ(3)i,j + 23∆t L(φ(3)) + 1415φ(5)i,j + 790∆t L(φ(5))
(5.29)
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5.3 Méthode Fast Marching
5.3.1 Problème eikonale
La méthode Fast Marching, proposée par Sethian dans [Sethian,1996,b] est une technique
de diﬀérence ﬁnie pour résoudre l'équation eikonale :

|∇T | F (x, y, z) = 1
T = 0 sur Γ
(5.30)
Cette équation est un problème bien connu en physique, en particulier en mécanique ondu-
latoire. L'équation peut en eﬀet être vue comme un problème de propagation de front d'onde
pour un front initialement situé en Γ et se propageant à une vitesse F (x, y, z) > 0. Notons
que ce problème est une équation diﬀérentielle partielle aux valeurs frontières, par opposition
à la méthode Level Set qui repose sur une équation diﬀérentielle partielle aux valeurs initiales.
On peut exposer le principe de la méthode de manière simple. Considérons un maillage
uniforme du domaine de calcul. Supposons qu'un observateur se place sur chaque noeud et
note le temps T auquel le front l'atteint. La distribution des valeurs de T (x, y) constitue une
fonction sur le domaine de calcul. Si l'interface initiale est un cercle et la vitesse de propaga-
tion constante, la fonction T (x, y) prend la forme d'un cône (ﬁgure 5.5). Cette surface possède
à nouveau la propriété majeure de couper le plan (x, y) exactement où la courbe se trouve
initialement. Autrement dit, à chaque ligne de niveau de hauteur T correspond l'interface
atteinte au temps t = T .
L'idée de base de la méthode Fast Marching consiste à construire la surface conique
T (x, y) en ne passant qu'une fois par chaque maille du domaine de calcul. Pour ce faire, l'algo-
rithme identiﬁe la maille la plus proche (en tenant compte de la vitesse F (x, y)) de l'interface
déjà construite et calcule la valeur de T dans cette maille. De proche en proche, tout le
domaine est couvert assez rapidement.
Fig. 5.5  Principe de la méthode Fast Marching [Sethian,1999,a]
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Le grand avantage de la méthode est de traiter une fonction T (x, y) restant régulière et
de comportement adapté même si le front évolue. De plus, cette méthode est incroyablement
rapide car elle ne passe qu'une fois par chaque maille du domaine de calcul.
5.3.2 Lien avec les problèmes de suivi d'interface
Application au suivi d'interface
La méthode Fast Marching constitue une méthode rapide de suivi d'interface, remplaçant
la méthode Level Set, applicable aux problèmes dans lesquels la vitesse F est variable mais ne
change pas de signe sur le domaine de calcul. Dans ce cas, le problème instationnaire (Level
Set) est remplaçable par un problème stationnaire (Fast Marching).
En eﬀet, connaissant l'interface initiale et le champ de vitesse, il est possible de construire,
de proche en proche, selon la démarche présentée au paragraphe 5.3.4, la fonction T (x, y) sur
tout le domaine de calcul. Ensuite, pour un temps t = T quelconque, la forme de l'in-
terface est construite en positionnant la courbe de niveau t(x, y) = T grâce aux
algorithmes de visualisation présentés au paragraphe 5.4.4.
Malheureusement, dans le cadre de notre étude, le champ de vitesse étendue F n'est pas
de signe constant et n'est pas connu à priori si bien que l'application de la méthode Fast
Marching en remplacement de la méthode Level Set n'est pas possible. Néanmoins, cette
méthode peut être utilisée pour accélérer la méthode Level Set.
Utilisation dans la méthode Level Set
Notre intérêt dans le cadre de la modélisation d'un écoulement instationnaire se limite à
utiliser la méthode Fast Marching pour construire un schéma eﬃcace de (ré)initialisation
de la fonction Level Set et pour assurer la construction des vitesses étendues. Ces
deux problèmes doivent en eﬀet être résolus à chaque itération de la méthode Level Set et il
est donc vital de créer un schéma eﬃcace. Ces deux applications sont traitées en détail dans
le paragraphe 5.4 page 95.
5.3.3 Equation eikonale approchée
Considérons un schéma de diﬀérence ﬁnie décentré amont du premier ordre de précision






















où D−xT = Ti,j−Ti−1,j
∆x
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Dans [Sethian,1996,a], Sethian suggère néanmoins fortement d'utiliser des schémas dis-
crétisés d'ordre de précision plus élevé. Ainsi, on peut écrire un schéma de diﬀérence ﬁnie
décentré amont du second ordre de précision :
√




où A, B, C et D ont été déﬁnis au paragraphe 5.2.5 page 86.
5.3.4 Algorithme de la méthode Fast Marching
La méthode Fast Marching est liée au principe de Huygens pour la propaga-
tion des ondes lumineuses : des fronts d'ondes circulaires sont tracés en chaque point de
l'interface de départ, avec un rayon proportionnel à la valeur F (x) en ce point. L'enveloppe
de ces fronts d'ondes est alors construite et déﬁnit une nouvelle interface. La procédure est
ensuite répétée.
Fig. 5.6  Principe de la méthode Fast Marching
La méthode Fast Marching imite cette construction :
 Initialisation :
 supposons que l'on connaisse la solution du problème de eikonale au temps t = 0
(Points bleu) ;
 attribuons l'état accepted à ces points ;
 attribuons l'état considered à tous les points voisins des points accepted qui ne sont
pas accepted (Points rouge) ;
 attribuons l'état far à tous les autres points ;
 calculons les valeurs de T aux points considered grâce à la relation (5.31) en supposant
que les points far et considered ont la valeur ∞ ;
 Boucle :
 attribuons l'état trial aux points considered avec la plus petite valeur de T ;
 attribuons l'état considered à tous les voisins des points trial qui ne soient pas accep-
ted ;
 calculons les valeurs de T aux points considered voisins des points trial grâce à la
relation (5.31) en supposant que les points far et considered ont la valeur ∞ ;
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 puisque les valeurs minimales obtenues sont les valeurs correctes de T, attribuons
l'état accepted aux points trial ;
 recommencer jusqu'à ce que tous les points soient accepted.
Le point clé de cet algorithme est d'implémenter une méthode eﬃcace pour trouver les
points de valeur minimum dans la bande étroite des valeurs considered. Pour ce faire, Sethian,
dans [Sethian,1996,a], propose d'utiliser une structure de données min-heap avec des
pointeurs arrières pour stocker les valeurs de T calculées. La structure Min-heap n'est rien
d'autre qu'un arbre binaire complet avec la propriété que la valeur en un noeud est inférieure
ou égale à celle de ses enfants. Ce faisant, la méthode fast marching nécessite O(NlogN)
opérations.
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5.4 Opérations complémentaires à la méthode Level Set
5.4.1 Construction de la vitesse étendue
Utilité
La construction de l'équation diﬀérentielle partielle (5.5) signiﬁe que la vitesse F est main-
tenant déﬁnie pour tous les niveaux de la fonction Level Set, pas uniquement pour le niveau
zéro correspondant à l'interface. Pour spéciﬁer ce nouveau champ de vitesse, dit vitesse éten-
due, la notation F ext est utilisée. Il est donc indispensable de trouver une méthode générale de
construction du champ de vitesse étendue, car celui-ci ne possède souvent pas de signiﬁcation
physique.
Pour ce faire, la liberté laissée par la méthode Level Set est relativement grande. Il est
seulement nécessaire que F ext = F sur l'interface Γ. Dans la publication originale de la mé-
thode Level Set [Osher,1988], la vitesse était directement liée à la courbure si bien que les
vitesses étendues étaient construites en utilisant la géométrie de chaque ligne de niveau. En
mécanique des ﬂuides, selon [Rhee,1995], il est possible de choisir directement la vitesse du
ﬂuide comme la vitesse étendue. Néanmoins, comme signalé au paragraphe 5.2.2, le champ de
vitesse n'est pas connu au-dessus de la surface libre dans notre application, rendant ce choix
impossible.
Si le choix de ces vitesses est laissé à l'appréciation de chacun, il est cependant souhaitable
que le champ de vitesse étendue entraîne le mouvement des niveaux au voisinage de l'interface
de telle manière que l'écartement des lignes de niveau soit préservé. Autrement dit, il est
intéressant de s'assurer que la fonction Level Set garde la structure d'une fonction
distance signée lors de son évolution. Dans [Sethian,2001], Sethian a montré que cette
condition est assurée si les champs F ext et φ vériﬁent l'équation suivante :
∇F ext.∇φ = 0 (5.33)
L'application de cette formule à un très haut ordre de précision couplée à une résolution
numérique de très haute précision de l'équation d'évolution doit permettre, en théorie du
moins, de se passer de la phase de réinitialisation présentée dans le paragraphe 5.4.3.
Mise en oeuvre
Dans la grande majorité des publications relatives aux écoulements incompressibles, le
champ de vitesse réel v est utilisé. La seule stratégie de construction d'une vitesse étendue
ne possédant pas de sens physique qui soit proposée dans la littérature est attribuable à
Adalsteinsson et Sethian dans [Adalsteinsson,1999]. Elle consiste à intégrer la construction du
champ de vitesse étendue selon la formule (5.33) dans la phase de réinitialisation de la fonction
Level Set (voir le paragraphe 5.4.3). En pratique, connaissant φn à l'instant n, la stratégie
revient à déterminer simultanément une fonction de distance signée correcte φ˜n et
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une vitesse étendue F ext. A l'issue de cette opération, la fonction φn sera ou non remplacée
par φ˜n suivant la précision avec laquelle φ˜n a été évalué. Pour ce faire, ils résolvent le problème
d'eikonale grâce à une application de la méthode Fast Marching. Les détails de cette méthode
sont présentés dans le paragraphe 5.4.3.
5.4.2 Initialisation de la fonction Level Set
La méthode Level Set est un problème aux valeurs initiales. Il est donc indispensable d'ini-
tialiser la méthode en construisant la fonction distance signée qui sert de valeurs initiales pour
φ. Pour ce faire, on peut utiliser une méthode de mesure directe de la distance d'une maille
quelconque à l'interface. Néanmoins, ces méthodes sont peu eﬃcaces et on leur préférera un
algorithme basé sur la méthode Fast Marching , présentée au paragraphe 5.3. En eﬀet,
il suﬃt de résoudre l'équation eikonale (5.31) en supposant que Fi,j = 1. L'algorithme proposé
au paragraphe 5.3.4 est alors applicable tel quel en remplaçant T par φ.
Néanmoins, cette méthode, pour être appliquée, nécessite de connaître initialement la
valeur de φ sur un certain nombre de mailles autour de l'interface. Les autres valeurs sont
alors déduites par application de la méthode fast marching. On parle d'initialisation de la
méthode fast marching . Ce calcul des distances de l'interface aux mailles d'initialisation
est une des diﬃcultés principales de la méthode. Dans ce texte, nous étudions une méthode,
proposée par Sethian dans [Sethian,1999,a,page 134], qui utilise seulement l'intersection du
front d'onde avec les lignes de noeuds.
Fig. 5.7  Conﬁgurations possibles pour le calcul des distances à l'interface
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Grâce aux diverses symétries, il n'existe que cinq cas possibles qu'il est nécessaires de
considérer (voir la ﬁgure 5.7) :
a. Seul un des points voisins est de l'autre côté du front : la distance s est déﬁnie comme
la distance entre le noeud et l'intersection de l'interface avec la ligne de noeuds. Cette
valeur est plus grande que la valeur réelle, mais la plupart du temps, la valeur au noeud
de l'autre côté de la surface est la distance au même point si bien que la ligne de niveau
zéro ne sera aﬀectée par cette erreur.
d = s
b. Deux des points voisins sont de l'autre côté du front : si s et t sont les distances du noeud





















d. La distance approximative est la solution de
d = min (s1, s2)










Notons que la distance n'est pas exacte mais approchée dans les seuls cas 1 et 3.
5.4.3 Algorithmes de (ré)initialisation
Utilité
Selon [Tanguy,2004], il a été constaté, dans les premières applications de la méthode Level
Set, que l'entre-distance des lignes de niveau de la fonction Level Set n'est pas tou-
jours conservée lors de l'évolution temporelle de cette fonction. Autrement dit, la
solution de l'équation d'évolution temporelle n'est plus nécessairement une fonction distance.
Ces imprécisions peuvent même mener à des instabilités de la méthode.
Pour pallier cette dégradation de la fonction Level Set, une étape de réinitialisation de
celle-ci est nécessaire. Sethian propose dans [Sethian,2001] d'appliquer la méthode Fast Mar-
ching en résolvant un problème d'eikonale. En outre, grâce à cet algorithme, il est possible
de calculer simultanément le vitesse étendue. Sussmann, Osher et Smereka proposent quant à
eux, dans [Sussman,2000], une méthode itérative qui présente l'avantage de ne pas nécessiter
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le positionnement explicite de l'interface. En outre, des adaptations légères de ces algorithmes
permettent d'initialiser la fonction Level Set sur base de la position précise de l'interface au
temps initial.
Pour être complet, notons que E. Marchandise et J.F. Remacle ont montré dans [Mar-
chandise,2006] que les instabilités sont essentiellement dûes aux mauvaises approximations de
∇φ. Ils montrent alors que l'utilisation de la formulation conservative (5.7) page 78 permet
de résoudre ces instabilités et donc de se passer de l'étape de réinitialisation. Néanmoins,
l'utilisation d'un algorithme de réinitialisation de φ permet d'améliorer la précision du posi-
tionnement de l'interface.
Réinitialisation par la méthode Fast Marching
La technique proposée dans [Adalsteinsson,1999] exploite la méthode fast marching et
permet, simultanément, de construire le champ de vitesse étendue et réinitialiser
la fonction Level Set tel que
∇F ext.∇φtemp = 0 sur Ω
φtemp = φn sur Γ
F ext = F sur Γ
(5.34)
La méthode prévoit, dans un premier temps, de calculer la distance signée φtemp en utili-
sant la méthode fast marching pour résoudre l'équation de eikonale |∇T | = 1 de chaque côté
de l'interface avec la condition que T = 0 sur l'interface. La méthode fast marching est menée
séparément de part et d'autre de l'interface.
Dans l'approche de Adalsteinsson et Sethian, les valeurs nécessaires à initialiser la struc-
ture min-heap sont calculées en positionnant le front grâce à un algorithme de visualisation
des iso-surfaces, tel que présenté au paragraphe 5.4.4 et ensuite en calculant les valeurs de T
proches de l'interface selon la méthode présentée au paragraphe 5.4.2 sur l'initialisation de la
fonction Level Set. Ces valeurs sont désignées φtemp.
Une fois que φtemp est trouvé, l'étape suivante consiste à construire le champ de vitesse
étendue à partir du champ de vitesse de l'interface. Cette reconstruction doit étendre la vitesse
d'une manière continue et éviter, si possible, l'introduction de discontinuités dans le champ
de vitesse proche de l'interface.
L'utilisation de la méthode fast marching permet de réaliser ces deux étapes en ne passant
qu'une fois en chaque noeud. En eﬀet, nous construisons le champ φtemp comme expliqué
précédemment. Cependant, dès que cette valeur a été calculée en un point et acceptée, le
champ de vitesse étendue est construit en ce point en résolvant l'équation (5.34). Si on utilise
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une discrétisation décentrée amont, l'approche fast marching nous assure de connaître les










F exti+1,j − F exti,j
∆x
,




Similairement à la construction de la distance signée, il est ici nécessaire de trouver les
valeurs de la vitesse dans les mailles initiales de la méthode fast marching . Dans
[Sethian,1999,a], Sethian propose une nouvelle fois d'approximer la vitesse F à l'interface sur
base des valeurs de v aux mailles adjacentes à l'interface. Sethian ne donne aucun détail sur la
manière de faire cette approximation. Ensuite, connaissant la vitesse à l'interface, il propose
de calculer la vitesse dans les mailles à initialiser en utilisant une extension de la méthode
présentée au paragraphe 5.4.2. Il considère la vitesse aux points de l'interface intersectant les
lignes de noeuds, points que nous avions utilisés pour calculer le distance signée, et suppose
que la vitesse est une moyenne pondérée de ces vitesses. Le poids de chaque vitesse est
proportionnel au carré de la distance de ce point au noeud. Reprenant les 5 cas de la ﬁgure
5.7 page 96, on obtient



































La méthodologie qui vient d'être présentée souﬀre d'un grave inconvénient.
En eﬀet, il est nécessaire, pour initialiser la méthode en φ et F de reconstruire explicite-
ment l'interface par une méthode classique de visualisation présentée au paragraphe 5.4.4 et
d'extrapoler les valeurs de φ et F à partir de l'interface. Cette approche est contraire à la
philosophie même de la méthode Level Set dont le but est de ne pas suivre explicitement
l'interface.
Fig. 5.8  Erreur introduite lors du positionnement de l'interface
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En pratique, des erreurs très importantes sont introduites lors du positionnement de l'in-
terface, même avec les méthodes de visualisation les plus performantes. Considérons l'exemple
suivant : Un cercle de rayon 45 mm sur un maillage de 25 mm x 25 mm. Calculons, par la
méthode présentée au paragraphe 5.4.2, les valeurs de φ dans les mailles adjacentes à l'in-
terface. Ensuite, grâce à la méthode des Marching squares, reconstruisons l'interface. Dans
cet exemple, aucune équation d'évolution ni de réinitialisation n'a été résolue. Pourtant, on
constate que le cercle a perdu 1/10 de sa surface. Il importe que le lecteur comprenne que
cette erreur est inévitable. En eﬀet, puisqu'on connaît au maximum quatre valeurs de φ par
maille, la reconstruction de l'interface sera, au maximum, linéaire.
Réinitialisation par la méthode itérative
L'algorithme proposé par Sussman et al. dans [Sussman,2000] se présente sous la forme
d'une équation aux dérivées partielles instationnaire à résoudre de manière itérative pour
atteindre un état stationnaire qui correspond à la réinitialisation complète de la




+ w.∇d = sign (φ)
d(x, t, τ = 0) = φ(x, t)
(5.36)
où d(x, t, τ) est une fonction distance ﬁctive
w = sign (φ) ∇d|∇d| est la vitesse ﬁctive de propagation de l'onde d.
signdx (φ) est une fonction signe approximée numériquement
=





1 φ > dx
Nous reconnaissons aisément une équation hyperbolique non-linéaire qui ressemble beau-
coup à l'équation (5.6) d'évolution de la fonction Level Set. Il est donc facile d'étendre les
schémas de résolution développés pour (5.6) à cette nouvelle équation. Nous remarquons
aussi que l'information se propage des points les plus proches de l'interface vers les points les
plus éloignés car les caractéristiques sont normales à l'interface et orientées vers l'extérieur.
Puisque la fonction φ doit vériﬁer la propriété de distance essentiellement près de l'interface,
S. Tanguy a montré dans [Tanguy,2004] que deux itérations de l'algorithme sont suﬃsantes
pour réinitialiser correctement φ pour autant que φ soit une fonction distance algébrique au
début du pas de temps considéré.
L'algorithme précédent présente le grand avantage d'éviter de trouver expli-
citement la position de l'interface. Il s'est avéré très eﬃcace en pratique. Néanmoins,
la position de l'interface peut être légèrement modiﬁée par application de cet algorithme,
sans atteindre des erreurs de l'ordre de grandeur de la méthode Fast Marching présentée au
paragraphe 5.4.3.
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5.4.4 Méthode de visualisation
Comparaison des algorithmes
Connaissant la distribution de la fonction Level Set sur le maillage du domaine de calcul, la
position exacte de l'interface doit être reconstruite pour la visualisation. Ce problème trouve
de nombreuses réponses en infographie. Dans ce domaine, il est en eﬀet fréquent de vouloir
déterminer un modèle polygonal d'un iso-contour (2D) ou d'une iso-surface (3D) à
partir de la donnée des valeurs d'une fonction G (x) sur un maillage structuré et
uniforme. A ce sujet, Elvins propose dans [Elvins,1992] une étude comparative des principales
méthodes utilisées en infographie pour ce type de problèmes :
1. Contour Connecting Method ;
2. Marching Cubes (Squares) Method ;
3. Marching Tetrahédra Method ;
4. Dividing Cubes Method ;
5. Opaques Cubes Method.
La comparaison de ces cinq algorithmes est menée selon les critères suivants : temps et
espace mémoire requis, facilité d'implémentation, types de données utilisables. En confrontant
les qualités et les défauts de chaque méthode avec l'application spéciﬁque du suivi de la surface
libre de l'écoulement, nous proposons d'utiliser l'algorithme Marching squares. Il permet en
eﬀet d'approcher, en des temps faibles, l'ordre de précision maximum avec 4 noeuds par maille.
Insistons sur le fait que l'ordre de précision de l'outil de visualisation est ma-
thématiquement limité par le nombre de points de la maille où la valeur de la
fonction Level Set est connue. Dans notre cas, cette valeur étant ﬁxée aux seuls noeuds du
maillage volume ﬁni, la fonction φ est, au mieux, représentable par un plan. Cette contrainte
mathématique limite fortement l'ordre de précision atteignable. A titre de comparaison, dans
les codes éléments ﬁnis, utilisant des éléments riches en noeuds (8 à 10 noeuds par maille), des
méthodes de visualisation d'ordres plus élevés sont utilisables, comme cela est montré dans
[Remacle,2007].
Méthode Marching squares
L'algorithme Marching squares, qui constitue l'application 2D de l'algorithme Marching
cubes, fut proposé par Bill Lorensen et Harvey Cline8. Son principe est de calculer les diﬀé-
rentes conﬁgurations que peut prendre l'iso-courbe dans un élément carré en fonction du signe
des valeurs de la fonction aux 4 sommets du carré. En eﬀet, selon le signe des sommets, il
n'existe que 16 conﬁgurations possibles (voir la ﬁgure 5.9). Vu le faible nombre de conﬁgura-
tions possibles, il est facile d'encoder une comparaison systématique des cellules du maillage
avec les cas de référence.
8La méthode a été présentée en 1987 lors de la conférence Sysgraph après que ceux-ci aient déposé l'algo-
rithme au Bureau des Brevets Américains le 5 juin 1985
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Fig. 5.9  Conﬁgurations de base de la méthode Marching Squares et mise en évidence des
ambiguités
Sur la ﬁgure 5.9, le lecteur constate qu'il existe deux situations ambiguës où la connais-
sance des signes aux sommets ne permet pas de savoir avec certitude la forme de l'iso-courbe.
D. Eberly, dans [Eberly,2002], propose, pour lever cette incertitude, de calculer le paramètre
∆ = Gi,j ∗ Gi+1,j+1 − Gi+1,j ∗ Gi,j+1. Suivant le signe de ce paramètre, il distingue les 3 cas
possibles.
Pour le calcul de la position des points sur les arêtes, trois méthodes sont possibles :
 placer le point au milieu de l'arête par convention ;
 placer le point par interpolation linéaire des valeurs de G sur les extrémités de l'arête ;
t = ∆x ∗ Gi,j
(Gi+1,j −Gi,j)
 placer le point par interpolation d'ordre supérieur des valeurs de G sur les extrémités
de l'arête (très complexe) ;
Si l'on utilise une interpolation, il faut évidemment veiller à faire ensuite correspondre les
deux points reconstruits sur l'arête.
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5.5 Algorithmes améliorés
5.5.1 Méthode Narrow Band Level Set
Temps de calcul
Si l'on utilise un schéma de discrétisation temporelle, l'équation (5.6) peut être résolue
directement mais un critère sur le pas de temps est nécessaire pour assurer la stabilité des










où cfl est le nombre de Courant qui varie entre 0 et 1 selon le schéma numérique adopté.
Lorsque la vitesse F dépend de la courbure de l'interface, l'équation possède un compor-
tement parabolique, ce qui est souhaité pour s'assurer de choisir la bonne solution faible du
problème intégral (5.6). Néanmoins, dans ce cas, une condition supplémentaire sur le pas de





Enﬁn, dans le formalisme Level Set, à la fois la fonction φ et la vitesse F sont liées à un
espace de dimension supérieur n+1. Pour un problème très simple où F = 1 et en supposant
qu'il faut N pas de temps pour que le front se propage au sein du domaine, la méthode
nécessite O(N4) opérations. Puisque la valeur maximal de N est imposée par le critère CFL
et le critère visqueux, le temps de calcul peut devenir astronomique.
Principe de la méthode Narrow Band Level Set
Dans [Adalsteinsson,1999], Adalsteinsson et Sethian propose d'accélérer le calcul en utili-
sant une amélioration de la méthode Level Set dite méthode Narrow Band Level Set. L'idée
de base de cette méthode consiste à limiter le domaine d'étude à une bande de lar-
geur réduite. Si le domaine total est stocké dans une matrice, les mailles de ce domaine
appartenant à cette bande étroite sont stockées dans un vecteur pour les positionner. Seules
les valeurs de φ aux points appartenant à la bande étroite sont actualisées à chaque pas de
temps. Les valeurs de φ hors de la bande étroite sont gelées. Lorsque l'interface approche de
la frontière de la bande étroite, le calcul est stoppé et une nouvelle bande étroite est créée
avec l'interface au centre.
Cette approche nécessite de créer des algorithmes de complexité égale à la méthodeMarker
and Cell mais permet de conserver les avantages de la méthode Level Set en diminuant le
nombre d'opérations à O(kN3) où k est le nombre de mailles de la bande étroite.
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5.5.2 Conservation des volumes
La méthode Level Set présente un gros désavantage : elle ne conserve pas les volumes de
ﬂuides. Dans un certain nombre d'applications, ceci peut s'avérer très dommageable. Il existe
plusieurs manières de pallier ce désavantage. Dans un premier temps, la méthode Level Set
a été couplée avec la méthode VOF dans [Sussman,2000] ou avec la méthode des particules
dans [Enright,2002] (Marker and Cell). Cependant, toutes ces méthodes de corrections sont
locales et tendent de ce fait à introduire des ﬂuctuations dans la courbure de l'interface.
En outre, la simplicité du formalisme Level Set est partiellement perdue. M. Sussman et al
proposent dans [Sussman,1998] également une modiﬁcation de leur formule de réinitialisation
itérative qui assure une certaine conservation du volume de ﬂuide. Enﬁn, Herrman développe
dans [Herrmann,2005] une méthodologie qui permet d'améliorer la précision de l'étape de
réinitialisation en travaillant sur un maillage raﬃné. Ce faisant, la conservation des volumes
est améliorée.
Algorithme de réinitialisation itératif amélioré
En théorie, l'algorithme de réinitialisation présenté au paragraphe 5.4.3 ne devrait pas
changer la position de la ligne de niveau nulle. Malheureusement, dans les calculs numériques,
ceci n'est pas forcément respecté. Dans un second article [Sussman,1998] sur la méthode Level
Set, M. Sussman, E. Fatemi, P. Smereka et S. Osher proposent une contrainte qui améliore
signiﬁcativement la précision de la méthode.








0 si d < 0
1
2
si d = 0
1 si d > 0
(5.39)




+ w.∇d = sign (φ) + λi,jf(φ)
d(x, t, τ = 0) = φ(x, t)
(5.40)








f(φ) = H ′ (φ) |∇φ|
(5.41)
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Raﬃnement du maillage
Un seconde méthode pour améliorer la conservation du volume, proposée par Hermann
dans [Herrmann,2005], consiste à résoudre les équations de la méthode Level Set sur un autre
maillage que celui utilisé pour résoudre les équations de Navier-Stokes. Ce second maillage est
raﬃné par rapport au maillage initial et est nommé G-Grid. Herrmann justiﬁe sa méthode en
argumentant que la précision de l'ensemble des équations de résolution de la fonctionLevel Set
s'améliore lorsqu'on diminue la taille du maillage. Autrement dit, pour avoir le même ordre
de précision sur les deux solveurs (Navier Stokes et Level Set), il adapte les maillages plutôt
qu'adapter les méthodes.
Néanmoins, le temps de calcul peut augmenter fortement avec le raﬃnement du maillage.
Dès lors, Herrmann suggère d'adopter le formalisme de la méthode Narrow Band Level Set à
deux niveaux :
1. Dans le grid initial, toute les cellules contenant une partie de l'interface sont activées et
chaque cellule est discrétisée selon un maillage plus ﬁn.
2. Dans ce nouveau grid, on détermine la bande étroite des mailles contenant l'interface.
Ce faisant, Herrmann traite les équations Level Set avec une précision grande sans aug-
menter la charge de calcul.
5.5.3 Level Set à haut ordre de précision sans réinitialisation
La vitesse F utilisée dans l'équation d'évolution de la fonction Level Set ne possède pas
de sens physique et peut être choisie librement. Nous avons montré dans le paragraphe 5.4.1
page 95 qu'il était possible de construire une vitesse étendue qui permettent à la fonction φ
de garder sa structure de fonction distance signée. Si la construction de cette vitesse étendue
et la résolution de l'équation d'évolution sont réalisées à l'aide de schéma à très haut ordre
de précision, il est théoriquement possible de se passer d'une phase de réinitialisation. Cette
question constitue un thème de recherche sur lequel de nombreux laboratoires travaillent à
l'heure actuelle.
Dans les paragraphes précédents, nous avons construis une partie des outils nécessaires
pour implémenter en pratique cette idée. Dans le paragraphe 5.2.5 est proposée une discré-
tisation WENO du cinquième ordre de précision qui capture correctement les discontinuités.
En outre, une méthode de construction de la vitesse étendue a été présenté dans le para-
graphe 5.4.1. Nous recommandons chaudement que des recherches sur l'implémentation de
cette méthode soit poursuivi.
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5.6 Synthèse sur la méthode Level Set
Sur base du raisonnement présenté dans ce chapitre, l'auteur propose deux algorithmes
généraux qui, selon lui, permettraient d'atteindre un niveau de performance acceptable et
cohérent avec les performances du solveur Navier-Stokes présenté dans le chapitre 4.
Le premier de ces algorithmes, que nous nommerons Level Set à bande étroite raf-
ﬁnée et réinitialisée par le Fast Marching Method , constitue essentiellement en une
amélioration de l'ordre de précision par un travail sur un maillage plus ﬁn que dans le solveur
Navier-Stokes. L'algorithme s'écrit :
1. Choix d'une taille de maillage ∆x ≤ (∆xNV S)
1
kNV S où ∆xNV S est la taille des mailles
et k l'ordre de précision du solveur Navier-Stokes.
2. Initialisation de la fonction Level Set φ = φ0 par la Fast Marching Method :
(a) Initialisation de la FMM en φ et F par la méthode des paragraphes 5.4.2 et 5.4.3.
(b) Résolution de l'équation ∇φ.∇F ext = 1 par la FMM pour trouver φn et F ext.
(c) Réduction du domaine de calcul en une bande étroite.
3. Calcul de φn+1 à partir φn et F ext sur le domaine réduit en résolvant l'équation ENO
du second ordre de précision (5.18) obtenue dans le paragraphe 5.2.5.
4. Réinitialisation par la Fast Marching Method en retournant au point 2.
Le second algorithme, que nous nommerons Level Set essentiellement non oscil-
latoire à très haute ordre de précision , est une méthode tout à fait originale et qui
constitue un domaine de recherche très prometteur. L'idée est de se passer de réinitialisation
en résolvant l'équation d'évolution avec un schéma à très haut ordre de précision et qui traite
correctement la discontinuité qui va progressivement apparaître à l'interface. Si nécessaire,
une réinitialisation itérative est envisageable. L'algorithme s'écrit :
1. Choix d'une taille de maillage ∆x = ∆xNV S.
2. Initialisation de la fonction Level Set φ = φ0 par la Fast Marching Method :
(a) Initialisation de la FMM en φ et F par la méthode des paragraphes 5.4.2 et 5.4.3.
(b) Résolution de l'équation ∇φ.∇F ext = 1 par la FMM pour trouver φn et F ext.
3. Calcul de φn+1 à partir φn et F ext sur le domaine réduit en résolvant l'équation WENO
du cinquième ordre de précision (5.21) obtenue dans le paragraphe 5.2.5.
4. Construction du champ de vitesse étendu F ext par la Fast Marching Method en résolvant
∇φ.∇F ext = 1 avec un schéma décentré amont d'ordre élevée.
5. Réinitialisation itérative de la fonction φ (paragraphe 5.5.2) si la discontinuité devient
trop importante.




Ce n'est qu'en essayant continuellement que l'on ﬁnit par réussir.
Shadoks
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CHAPITRE 6. RÉSULTATS NUMÉRIQUES WOLF
6.1 Présentation du code WOLF
6.1.1 Suite logicielle WOLF
L'implication du service d'Hydrodynamique Appliquée et Constructions Hydrauliques du
Professeur Pirotton dans la recherche en computational ﬂuid mechanics s'est concrétisée par
la suite logicielle WOLF. En intégrant (ﬁgure 6.1) un module de paramétrisation et trois
modules spéciﬁques aux écoulements hydrologiques, ﬁlaires, et quasi 3D, la suite logicielle
WOLF permet de modéliser la majorité des écoulements rencontrés dans la pratique. Ces
quatre modules ont été testés avec succès sur un grand nombre de cas réels.
Fig. 6.1  Architecture de la suite logicielle WOLF
L'ensemble des logiciels développés proﬁte d'une interface originale et conviviale de pré-
et post-processing. Cette interface a été développée dans le but de permettre une mise en
oeuvre rapide de l'ensemble des données relatives à toute simulation complexe et à une vi-
sualisation en temps réel des résultats en chaque maille de discrétisation (hauteurs, débits,
vitesses, Froude, charge totale,...). Cette interface est entièrement écrite en VisualBasic de
manière à proﬁter pleinement des capacités qu'oﬀre l'environnement Windows tandis que les
codes de calcul sont programmés en Fortran95 qui oﬀre une rapidité et une puissance de calcul
scientiﬁque incontestées. WOLF oﬀre ainsi un environnement de travail uniﬁé et confortable
pour tout modélisateur du HACH quel que soit le type d'application envisagée.
Les chercheurs du HACH concentrent à l'heure actuelle leur travail sur le développement
d'un module 2D vertical qui puisse modéliser correctement tous les écoulements quasi verti-
caux, y compris ceux induits par le mouvement d'un corps. A terme, en couplant ce module
avec le module 2D horizontal, les écoulements 3D seront modélisables. Nous avons déjà signalé
que ce TFE s'intègre totalement dans cette démarche.
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6.1.2 Module 2D vertical
Le module 2D vertical est en cours de développement sous la responsabilité de Sylvain
Detrembleur. Lors de la conception de ce module, M. Detrembleur a souhaité utiliser au
maximum les modules déjà disponibles dans WOLF de manière à alléger le code complet.
Sans entrer dans les détails d'implémentations, décrivons le principe de fonctionnement du
nouveau module.
La résolution des équations de Navier-Stokes est menée par application de la méthode
des projections basée sur les variables primitives et l'approche multistep. Le jeu d'équations
correspondant à cette méthode a été décrit en détail dans le paragraphe 4.3.2 page 64. Ainsi,
les trois étapes de calcul sont résolues comme suit :
1. Résolution du champ de vitesse intermédiaire v∗ par application du module WOLF 2D1 :
v∗−vn
dt
= −∇. ((v ⊗ v)n − ν∇.vn) + ρg
n.v∗ = n.vb
(6.1)
2. Résolution de champ de pression par application de la routine GMRS développée lors








3. Calcul direct du nouveau champ de vitesse vn+1 :
vn+1 = v∗ +∆t∇.pn+1 (6.3)
4. Cette routine est répétée 3 fois par pas de temps de manière à utiliser une discrétisation
temporelle de Runge-Kutta à 3 pas.
Il est prévu de suivre l'interface par application de la méthode Level Set présentée en
détail dans le chapitre 5 page 74. Néanmoins, le couplage des deux solveurs posant encore des
problèmes, nous n'avons pas pu modéliser le surface libre dans cette étude !
1Routine volume ﬁni décentré amont par ﬂux Vector Splitting
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6.2 Modélisation numérique
Le module en développement WOLF 2D vertical est utilisé dans ce travail de ﬁn d'études
pour modéliser un essai de translation verticale uniforme à 95 mm/s. Les résultats expéri-
mentaux de cet essai ont été présentés dans le paragraphe 3.3 page 32.
Puisque ce module est toujours en développement, toutes les fonctionnalités ne sont pas
encore disponibles. En particulier, la gestion des mailles partiellement mouillées n'est pas en-
core implantée et le couplage du solveur Navier-Stokes et du solveur Level Set, développés
séparément, n'est pas encore eﬀectif. Dès lors, il n'est pas possible de modéliser la situation
instationnaire complète.
Il est néanmoins possible d'exploiter les parties déjà développées. En accord avec le Profes-
seur Pirotton et Sylvain Detrembleur, il a été décidé d'étudier une situation stationnaire
équivalente. Dans ce cas simpliﬁé, le plan est ﬁxe à une profondeur donnée et le champ
de vitesse est imposé à 95 mm/s sur les frontières du plan (ﬁgure 6.2). De plus, la surface
libre est remplacée par une paroi ﬁxe imperméable. La perte de charge hydrodynamique par
propagation des ondes de surface, que nous avions mis en évidence dans le chapitre 2 page
11, n'est donc pas modélisée. Par contre, la contribution d'inertie devrait être correctement
représentée.
Fig. 6.2  Domaine de calcul et conditions aux limites
Sur base de ce modèle simpliﬁé, nous proposons dans ce paragraphe de vériﬁer que le
module capture correctement la forme du champ de vitesse et la contribution d'inertie dans la
pression à la surface de l'élément plan. En outre, bien que le mouvement de la surface libre ne
soit pas modélisé, il est possible d'inférer celui-ci de la distribution de pression sur la frontière
supérieure du domaine de calcul.
De nombreux essais ont été réalisés par le service du HACH pour tester l'inﬂuence des
diﬀérents paramètres et la stabilité du schéma numérique. Ce cas de base a donc servi de
benchmark pour le développement du module 2D vertical de Wolf. Il importe de souligner une
nouvelle fois l'intégration totale de cette étude dans la démarche complète du HACH.
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Ces multiples essais ont mené à une modélisation type de la translation à 65 mm/s.
L'analyse qualitative du champ de vitesse (ﬁgure 6.3) montre une corrélation remarquable avec
les observations faites au laboratoire. Pour obtenir ce schéma, il a été nécessaire d'introduire
de la viscosité dans le schéma numérique. La viscosité permet en eﬀet de générer la zone de
recirculation que nous observons sur les faces latérales du plan.
Fig. 6.3  Champ de vitesse numérique
Le champ de pression donné par le code numérique est représenté sur la ﬁgure 6.4. Nous
constatons que, qualitativement, sur les faces supérieures et inférieures du plan, la forme
du champ de pression est en adéquation avec la forme que nous obtenions dans le chapitre
2. Par contre, d'un point de vue quantitatif, il faut constater que la valeur numérique est
nettement supérieure à la valeur expérimentale (ﬁgure 6.4). De nombreuses raisons peuvent
expliquer cette diﬀérence. Certains phénomènes de type Bernouilli ou de propagation d'ondes
de surface ne sont pas pris en compte. De plus, la simpliﬁcation réalisée n'est pas forcément
parfaitement valable en pression. Toutes ces approximations montrent qu'il existe une diﬀé-
rence non négligeable entre le cas théorique et l'expérience. Il n'est donc pas certain que cette
diﬀérence corresponde à un problème de modélisation. Plutôt que d'essayer de trouver des
solutions à un problème potentiel, nous préférons laisser au soin des chercheurs du HACH de
vériﬁer les données expérimentales sur le code complet, une fois que celui-ci aura été complè-
tement développé et validé sur des cas simples. Nous pourrons alors modiﬁer la modélisation
si nécessaire.
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La recherche est un processus sans ﬁn dont on ne peut jamais dire comment il
évoluera. L'imprévisible est dans la nature même de la science.
F. Jacob
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CHAPITRE 7. CONCLUSIONS
7.1 Contributions à la modélisation du phénomène
L'ambition des six mois de recherches intensives que j'ai menées sur la dynamique des écou-
lements à surface libre induits par le mouvement essentiellement vertical d'un corps immergé et
en particulier sur les eﬀorts générés par ces écoulements sur la surface du corps en mouvement
était clairement d'apporter ma contribution à la modélisation de ces phénomènes complexes.
Comme cela était annoncé en introduction de ce rapport, les trois stratégies classiques de mo-
délisation (modélisation simpliﬁée sur base des concepts fondamentaux de l'hydrodynamique,
modélisation expérimentale sur modèle à échelle réduite et modélisation numérique) ont été
appliquées avec l'objectif avoué d'obtenir une description uniﬁée et utile du phénomène. Ces
trois volets de la modélisation ont été décrits en détail dans les pages précédentes et je propose
ici un bref résumé des points marquants de l'étude et des principales innovations que j'ai pues
apporter.
7.1.1 Modèle simpliﬁé
Dans la première partie de ce travail (chapitre 2) est exposé en détail le modèle simpliﬁé
que je propose pour décrire le mécanisme de la création de la traînée en hydrodynamique.
Basé sur les concepts classiques et bien maîtrisés par l'ingénieur, que sont le théorème de
Bernouilli généralisé et la théorie des couches limites, ce modèle propose une division de la
pression générée par le ﬂuide sur le corps en mouvement en six contributions fondamentales
résumées sur la ﬁgure 7.1. La nouveauté de ce modèle réside dans la mise évidence des deux
contributions induites par la présence de la surface libre.
Fig. 7.1  Contributions à l'eﬀort de traînée en hydrodynamique
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Une démonstration analytique rigoureuse, inspirée de la démarche intuitive du Professeur
Pirotton et du Dr Dewals, permet d'isoler la première de ces contributions. Cette pression
apparaît lorsque le corps en mouvement s'approche des frontières (solides ou mobiles) du
domaine mouillé car la charge hydrodynamique fournie au ﬂuide est alors consommée par un
terme d'inertie. Le raisonnement analytique, basé sur une utilisation judicieuse des volumes
de contrôles, aboutit en eﬀet à la relation
Inertie÷ 1
distance a` la frontie`re2
qui montre clairement qu'en l'absence de surface libre ou d'une frontière imperméable, le terme
d'inertie s'annule. Au contraire, ce dernier devient très important lorsque le corps s'approche
de la surface libre ou d'un bord imperméable.
Le résultat majeur de ce TFE pour la compréhension de la dynamique des écoulements
induits par le mouvement d'un corps est sans nul doute l'identiﬁcation d'une seconde contri-
bution de la surface libre à l'eﬀort de traînée. Je montre en eﬀet, sur base d'un raisonnement
intuitif alimenté par les résultats des essais expérimentaux, qu'une partie de la charge fournie
au plan pour assurer sa translation est consommée par propagation des ondes de surface. En
conclusion, les ondes de surface génèrent des eﬀorts sur un corps en mouvement en surcroît
de la simple variation hydrostatique générée par l'élévation de la surface libre. Ceci explique
que je soutienne l'idée que la surface libre joue un rôle actif dans la génération des eﬀorts de
traînée sur les corps en mouvement dans un ﬂuide.
7.1.2 Modèle expérimental
Le deuxième aspect de l'étude relève de l'approche expérimentale qui est classique en hy-
draulique. Cette méthode a en eﬀet été pendant de nombreuses années la seule méthode ﬁable
pour le dimensionnement des ouvrages hydrauliques. L'originalité de l'approche expérimen-
tale prise dans cette étude découle de la manière moderne dont nous utilisons les résultats
des mesures. Ainsi, dans un premier temps, les expérimentations ont servis à alimenter la
réﬂexion théorique visant à établir le modèle simpliﬁé présenté dans la première partie. En
particulier, le modèle réduit a permit de valider nos hypothèses théoriques. De plus, la cam-
pagne expérimentale a fournis des mesures de pression ﬁabilisées par traitement statistique en
vue de la validation d'un code numérique. Le niveau de précision atteint lors de nos essais est
remarquable. Le service du HACH dispose ainsi de mesures ﬁables correspondant à six essais
diﬀérents pour valider le code de calcul complet développé par Sylvain Detrembleur lorsque




La majeure partie du travail de recherche réalisé ces derniers mois a porté sur la conception
d'un schéma numérique ﬁable, robuste et eﬃcace qui décrive la dynamique de l'écoulement
mais aussi et surtout les eﬀorts générés sur le corps en mouvement. Nous avons montré que
cette simulation nécessite le développement de deux solveurs complémentaires : un solveur
pour résoudre les équations de Navier-Stokes et un second pour suivre la surface libre.
Solveur Navier-Stokes
Dans le chapitre 4, il a été argumenté en faveur de la méthode des projections pour
résoudre les équations de Navier-Stokes. Nous montrons comment, par simple projection de
l'équation de conservation de la quantité de mouvement dans l'espace des champs vectoriels
de divergence nulle, les champs de vitesse et de pression solutions sont aisément calculables.
Ma recherche s'est surtout axée sur la déﬁnition de conditions aux limites bien posées et
consistantes. En eﬀet, force est de constater que ce point constitue la faiblesse majeure de la
méthode des projections. L'approche novatrice utilisée pour poser les conditions aux limites,
présentée en intégralité dans le chapitre 4, se résume comme suit :
1. Plutôt que de poser une condition au limite en pression traduisant l'imperméabilité de
la paroi, j'impose une condition aux limites supplémentaire sur le champ de vitesse : la
divergence de ce champ à la frontière doit être nulle.
2. Je dérive, par simple application de l'équation de conservation de la quantité de mou-
vement sur les conditions aux limites ainsi posée, une nouvelle condition aux limites en











(n.v) + g.n (7.1)









3. Nous constatons que cette nouvelle condition aux limites est une généralisation de la
condition d'imperméabilité des parois classiquement imposées. (7.1) tend vers la condi-
tion d'imperméabilité lorsque la frontière est ﬁxe. Nous avons montré que le terme en
n.v représente en quelque sorte la diminution de type Bernouilli de la pression dans un
ﬂuide en mouvement.
Cette nouvelle formulation de la condition d'imperméabilité en pression, valable pour les
frontières mobiles, constitue un apport majeur et très audacieux de ce TFE. Elle est l'abou-
tissement d'un raisonnement mathématique dans lequel les équations de Navier-Stokes sont
envisagées d'un point de vue novateur. Cette conception des équations de Navier-Stokes in-
compressible sera plus que probablement objet de controverse avec certains lecteurs de cette
étude. En eﬀet, je considère la pression presque comme un artiﬁce de calcul, comme un multi-
plicateur Lagrangien, qui force l'incompressibilité (i.e l'annulation de la divergence du champ
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de vitesse) du ﬂuide dans les équations de Navier-Stokes. Les résultats ainsi obtenus pré-
sentent la propriété de dégénérer vers les résultats classiques lorsque la paroi est ﬁxe. Cette
constatation argumente en faveur de notre raisonnement.
La condition (7.1) est assez complexe à résoudre avec un ordre de précision élevé à chaque
pas de temps. C'est pourquoi j'ai poursuivi mes recherches et découvert une formulation
alternative de la méthode des projections, testée avec succès par de nombreux chercheurs. Dans
ce formalisme, la pression est remplacée par une variable purement numérique ψ = v∗ − v.
Étant donné la volonté aﬃchée du HACH d'utiliser la méthode des projections, le schéma
d'équations que je propose s'écrit alors :
- Pas 1 : résolution du champ de vitesse intermédiaire v∗.
v∗−vn
∆t
+ (vn.∇) vn = 1
Re
∆vn sur Ω
v∗ = vn+1 sur Γ
(7.3)
- Pas 2 : résolution du champ de pression pn+1
∆ψn+1 = ∇.v∗ sur Ω
D
Dn
ψn+1 = 0 sur Γ
(7.4)
- Pas 3 : reconstruction des variables vn+1 et pn+1
vn+1 = v∗ −∇hψn+1 sur Ω






où v∗ est le champ de vitesse approché ;
ψ est la variable numérique intermédiaire.
Il est montré dans le chapitre 4 que la condition au limite D
Dn
ψn+1 = 0 est une condition
unique valable pour les frontières ﬁxes et mobiles mais qu'elle résulte d'une approximation
au premier ordre de précision. Il est donc vain de vouloir atteindre des ordres de précision
supérieurs au premier ordre avec la suite d'équations (7.5). C'est pourquoi je me positionne
ouvertement en faveur du développement de la méthode Gauge, présentée pour la première fois
en 2003 et qui semble très prometteuse sur base des premiers résultats publiés. Clairement,
cette méthode novatrice n'a pas encore fait l'objet d'une vaste campagne de recherches et
de publications. Son développement nécessiterait une quantité de travail non négligeable.
Néanmoins, nous avons montré que l'ordre de précision de la méthode n'est pas limité d'un
point de vue strictement théorique et laisse donc une marge de progression potentielle plus




Dans le chapitre 5, une méthode moderne de suivi eulérien des interfaces, dite méthode
Level Set, a été étudiée en détail. Rappelons que le principe de cette méthode est de déﬁnir,
à partir de la position initiale de la surface libre, une fonction Level Set dont l'iso-courbe
zéro est l'interface. Ensuite, l'évolution temporelle de la fonction est décrite par une équation
d'Hamilton-Jacobi qui est résolue par les techniques classiques de computational ﬂuid mecha-
nics.
Dans ce travail, je me suis surtout focalisé sur le problème de la réinitialisation de la
fonction Level Set. Je montre en eﬀet que cette étape introduit des erreurs inacceptables
(premier ordre de précision) à chaque pas de temps. Après avoir clairement identiﬁé la source
de ce problème, je me suis attaché à proposer, sur base de la littérature disponible, deux
solutions élégantes à ce problème :
1. La première de ces solutions a été proposée dans [Herrmann,2005] et consiste à utiliser
des maillages diﬀérents dans le solveur de Navier-Stokes et le solveur de suivi d'interface.
2. Dans la seconde méthode, l'objectif est de ne plus réinitialiser à chaque pas de temps
et d'espacer les réinitialisations le plus possible. Pour ce faire, l'équation d'évolution
doit être résolue grâce à des schémas numériques à très haut ordre de précision et qui
capture les chocs de manière naturelle.
La seconde méthode a la faveur de nombreux centres de recherches bien qu'aucun ne soit
encore parvenu à se passer complètement de la réinitialisation. Nous traitons donc dans cette
étude un thème de recherche tout à fait actuel. L'algorithme que je propose est le suivant :
1. Initialisation de la fonction Level Set φ = φ0 par la Fast Marching Method :
(a) Initialisation de la FMM en φ et F par la méthode des paragraphes 5.4.2 et 5.4.3.
(b) Résolution de l'équation ∇φ.∇F ext = 1 par la FMM pour trouver φn et F ext.
2. Calcul de φn+1 à partir φn et F ext sur le domaine réduit en résolvant l'équation WENO
du cinquième ordre de précision (5.21) obtenue dans le paragraphe 5.2.5.
3. Construction du champ de vitesse étendu F ext par la Fast Marching Method en résolvant
∇φ.∇F ext = 1 avec un schéma décentré amont d'ordre élevé.
4. Réinitialisation itérative de la fonction φ (paragraphe 5.5.2) si la discontinuité devient
trop importante.
5. Retour au point 2.
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7.2 Axes de recherches pour la modélisation
La modélisation de la dynamique des écoulements à surface libre induits par le mouvement
essentiellement vertical d'un corps immergé et en particulier sur les eﬀorts générés par ces
écoulements sur la surface du corps en mouvement est un vaste domaine de recherche dans
lequel de nombreux travaux sont encore possibles.
Du point de vue de la compréhension du phénomène, l'approche théorique/expérimentale
que j'ai menée dans les chapitres 1 et 2 peut clairement être réitérée sur des mouvements
quasi-verticaux complexes telles que la rotation et sur des géométries variables. Ce faisant,
nous pourrions à la fois souligner de nouvelles contributions aux eﬀorts sur les parois et fournir
des mesures ﬁables sur des cas complexes pour valider le code numérique.
Du point de vue numérique, la première tâche qui découle de cette étude consiste à valider,
sur des cas simples et autres benchmark, les hypothèses et les schémas développés dans les
pages précédentes. Il est évident que le papier se laisse dessiner et que la discrétisation des
équations oﬀrent souvent des surprises lors de l'implémentation. Enﬁn, une large phase de
validation du code numérique sur des cas de complexité croissante peut clôturer le travail de
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Le modèle simpliﬁé présenté dans le chapitre 2 page 11 se base sur un certain nombre de
principes fondamentaux de la mécanique des ﬂuides et notamment de l'aérodynamique. Pour
le lecteur non familier de ces théories, je propose ici un court résumé concernant les notions
de portance et de traînée ainsi que le paradoxe de d'Alembert.
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ANNEXE A. DÉVELOPPEMENTS THÉORIQUES DIVERS
A.1 Rappel sur la portance et la traînée
Considérons les forces agissant sur un corps fermé dans un écoulement stationnaire à vitesse
Vo sans surface libre. La résultante des forces F agissant sur le corps peut être décomposée en
deux composantes : la force de traînée FD agissant parallèlement à l'écoulement et la force de
portance FL agissant perpendiculairement à l'écoulement. Puisque la vitesse varie en chaque
points de la surface du corps, la pression en ces points varie par application de la loi de
Bernouilli.
Fig. A.1  Forces de portance et de traînée
Dans un ﬂuide parfait, il est connu que le tenseur des contraintes est sphérique si bien
que le seul type de forces agissant sur le corps sont les eﬀorts de pression. Dans les ﬂuides
visqueux, des forces tangentielles se produisent sur toute la surface solide et viennent ajouter
leur eﬀet à celui de la pression. Naturellement, la force de traînée agissant dans la direction
du mouvement est donnée par la résultante de l'ensemble des eﬀorts, de frottement et de
pression, agissant dans la direction de l'écoulement. La force de portance est obtenue de
manière identique pour les eﬀorts agissant dans la direction perpendiculaire à l'écoulement.
FD =
∫
S [p cosθ + τ0 sinθ] dS
FL =
∫
S [p sinθ + τ0 cosθ] dS
(A.1)
A.1.1 Eﬀort de traînée d'un élément plan perpendiculaire à l'écou-
lement
Dans le cas de l'élément plan en translation verticale, la force de portance est évidem-
ment nulle car, aussi bien les eﬀorts de friction sur les surfaces supérieure et inférieure que la
pression sur les faces latérales de l'élément plan sont symétriques. Nous nous concentrons
donc dans cette étude sur l'eﬀort de traînée .
Nous savons que la force de traînée FD dans la direction de l'écoulement est donc la somme
de deux contributions :
1. la traînée de frottement causée par les contraintes de cisaillement agissant tangentielle-
ment sur les parties latérales de l'élément plan ;
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2. la traînée de pression qui est engendrée par la diﬀérence entre les forces de pression
agissant perpendiculairement aux faces inférieures et supérieures de l'élément plan.
Ces deux phénomènes relèvent de théories tout à fait diﬀérentes mais agissent simultanément
sur le corps. Nous allons donc envisager ces deux phénomènes de manière successive.
A.1.2 Traînée de frottement d'un élément plan perpendiculaire à
l'écoulement
Sur les faces latérales de l'élément plan, parallèles à l'écoulement, se développent des zones
dans lesquelles le cisaillement des particules ﬂuides est important. Ces zones sont d'épaisseurs
faibles mais des forces d'intensités non négligeables y agissent. L'étude de ce phénomène relève
de la théorie de la couche limite introduite par Ludwig Prandtl en 1904. Il n'entre pas dans
le cadre de ce texte d'exposer la théorie complète relative à ces phénomènes passionnants.
Le lecteur se référera pour de plus amples informations aux notes de cours du professeur Le-
jeune[Lejeune,1993], la référence théorique dûe à Schlichting [Schlichting,1968] ou la référence
relative aux aspects numériques de Cebeci et Bradshaw [Cebeci,1977].
Fig. A.2  Couche limite sur les parois latérales de l'élément plan
On se limitera donc ici à évaluer la contribution du frottement à l'eﬀort de traînée FD
en supposant que le comportement du ﬂuide dans la couche limite est équivalent à celui
d'une plaque plane dans un écoulement uniforme. Nous restons néanmoins conscient que
l'écoulement possède une composante de vitesse transversale au niveau de l'arête supérieure
de l'élément plan. Ainsi, selon [Roberston,1997], on pose
























si ReL ≥ 107
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où FD,f est la contribution de frottement des deux
faces latérales à l'eﬀort de traînée
l est l'épaisseur de l'élément plan
V0 est la vitesse du ﬂuide venant sur la porte, dont la valeur
est approximée par la vitesse de la porte
Pour une vitesse V0 = 0, 5 ms , l'eﬀort de traînée vaut FD,f = 0, 17
N
mlin
. Cette valeur est
clairement négligeable vis-à-vis de la traînée de pression si bien que cette contribution est
négligée dans cette étude.
A.1.3 Traînée de pression d'un élément plan ﬁn perpendiculaire à
l'écoulement
Théorie générale
Pour étudier le phénomène de traînée de pression sur un élément plan, supposons ce dernier
inﬁniment ﬁn. Dans ce cas, seule la diﬀérence de pression entre les deux faces de l'élément
contribue à la traînée :
D =
∫




sup(x)dx− ∫ b/2−b/2 pinf (x)dx (A.3)
Pour résoudre les intégrales, il est indispensable de connaître la distribution de pression sur
les surfaces inférieure et supérieure. Ces eﬀorts peuvent être déterminés expérimentalement
ou à l'aide de code de calcul 2D. En hydraulique, il n'existe pas de tables récapitulatives de
ces distributions pour des raisons de complexité de l'écoulement. L'objet de ce travail est
justement de contribuer à combler ce vide théorique.
Fig. A.3  Ecoulement autour d'un élément plan
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Résultats de l'aérodynamique
Si ce n'est pas le cas en hydraulique, la littérature en aérodynamique regorge de tables de
distribution de pression sur les formes diverses. Il a été montré, dans [Roberston,1997,page
430], que la distribution de pression sur les faces amont et aval avait la forme représentée sur
la ﬁgure A.4 pour les nombres de Reynolds importants (Re > 104).
Fig. A.4  Distribution des pressions sur les faces amont et aval d'un élément plan dans un
écoulement ﬂuide sans surface libre
Dès lors, la variation de pression prévue par cette théorie pour les capteurs de notre essai
expérimental, si l'eau possédait un comportement parfaitement identique à l'air, est donnée
par :
1. ∆p [mm H2O] = Cp
ρ
2
v20 = 1 ∗ 50 v20 pour le capteur central.
2. ∆p [mm H2O] = Cp
ρ
2
v20 = 0, 8 ∗ 50 v20 pour le capteur latéral.
De plus, la loi d'évolution du coeﬃcient de traînée CD = Dρ
V 2
0
en fonction du nombre de
Reynolds Re a été déterminée expérimentalement pour un grand nombre de proﬁls diﬀérents.
Dans la loi relative à une plaque perpendiculaire à l'écoulement (ﬁgure A.5), donnée dans
[Lejeune,1993,page VI.28], trois phases de comportement sont mises en évidence :
1. Lorsque le nombre de Reynolds Re < 0, 1, l'écoulement est purement visqueux et les
lignes de courant suivent la plaque sans se décoller. Le coeﬃcient CD est essentiellement
lié aux forces de frottement et diminue avec la vitesse.
2. Pour des valeurs de Re supérieures à 0, 1, des décollements apparaissent sur la face aval
et deux tourbillons apparaissent. Les lignes de décollement se ﬁxent très rapidement sur
les arêtes vives.
3. Pour des valeurs de Re de l'ordre de 10, un sillage tourbillonnaire se développe et
présente un comportement de plus en plus turbulent avec l'augmentation de Re.
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Fig. A.5  Coeﬃcient de traînée d'une plaque plane perpendiculaire à l'écoulement
On conclut de cette étude phénoménologique que le coeﬃcient CD devient très rapidement
constant. On peut expliquer ce phénomène simplement. Dans un élément proﬁlé, les limites des
zones de décollement varient avec le nombre de Reynolds, si bien que l'étendue de la zone de
pression négative varie et le coeﬃcient de traînée dépend du nombre de Reynolds. Par contre,
dans le cas de la plaque plane perpendiculaire à l'écoulement, les limites du décollement sont
stables puisqu'elles coïncident avec les limites géométriques de la plaque et le coeﬃcient de
traînée devient constant.
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A.2 Application du Paradoxe de d'Alembert
Dans le chapitre 2 page 2, le rôle actif de la surface libre dans la création de traînée est
mis en évidence grâce à un premier raisonnement basé sur l'analyse dimensionnelle et un
second basé sur le théorème de Bernouilli. Dans cette annexe, une troisième méthode pour
mettre en évidence cette inﬂuence est proposée. Elle est basée sur un résultat fondamental de
la mécanique des ﬂuides : le paradoxe de d'Alembert.
A.2.1 Paradoxe de d'Alembert
La force s'exerçant sur un corps arbitraire qui se meut dans un
fluide incompressible et idéal à vitesse constante selon une trajec-
toire rectiligne est égale à zéro pourvu que la circulation Γ = 0. Donc,
en particulier, il n'y a pas de résistance à l'avancement d'un solide plan
dans un fluide idéal.
Basons la démonstration de ce paradoxe sur la théorie de la superposition des écoulements
irrotationnels telle qu'elle est présentée par Rhyming [Ryhming,1991]. A une grande distance
d'un corps fermé, le champ de vitesse homogène et parallèle est perturbé comme sous l'eﬀet
caractéristique d'un dipôle. On peut exprimer cette situation par un développement asymp-
totique du champ de vitesse perturbé au moyen de termes de la forme R−n et r−n. On peut
montrer que le terme le plus grand a le caractère d'un dipôle, c'est-à-dire que les composantes
de la vitesse perturbée
v − U∞i = (vx − U∞, vr, 0) = (vR − U∞cosθ, vθ + U∞cosθ, 0) (A.4)
se comportent pour R, r →∞, de la façon suivante :
- pour un corps tridimensionnel fermé v − U∞i ≈ O(R−3)
- pour un corps cylindrique fermé v − U∞i ≈ O(r−2)
La force agissant sur un corps peut être déduite de l'étude de l'équation intégrale de la
quantité de mouvement. Par exemple, pour un corps tridimensionnel, le volume de contrôle
est limité d'une part à l'extérieur par une surface Se constituée d'une grande sphère de rayon
R centrée sur le corps, et d'autre part à l'intérieur par une surface Si enveloppant le corps
lui-même (ﬁgure A.6 ). Ayant ainsi exclu le corps du volume de contrôle il faut introduire
une force qui représente la force exercée par le corps sur le volume de contrôle. A partir
de l'équation intégrale de la quantité de mouvement et de l'expression sphérique du tenseur
des contraintes (écoulement irrotationnel) et par application du principe d'action-réaction, la
force Fi agissant dans la direction i sur le corps est donnée en toute généralité par
−Fi = ∫Se (ρ ~V .~n) vidS + ∫Se p cos (~n, xi) dS (A.5)
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Fig. A.6  Volume de contrôle pour le calcul de la traînée
Sur la surface Se, les variables vx, v.n = vR et p cosθ s'expriment donc par les relations
suivantes : 
vx = U∞ +O(R−3)
vR = U∞ cosθ +O(R−3)
p = p∞ −O(R−3)
dS = R2 sinθ cosθdω
(A.6)
Les intégrales (A.5) contenant U∞ et p∞ s'annulent sur la surface Se puisque la circulation
Γ = 0 et celles contenant les termes O(R−3) tendent vers zéro quand R tend vers l'inﬁni. Cette
dernière aﬃrmation n'est valable qu'en l'absence de tout mécanisme de transport d'énergie
ou de quantité de mouvement.
L'explication physique de ce résultat surprenant est liée à des considérations énergétiques.
La puissance mécanique fournie par une force de résistance doit être transformée au sein du
ﬂuide soit en chaleur, soit en énergie cinétique. Cela représenterait un débit continu d'énergie
vers l'inﬁni sous la forme d'un transport en aval de l'énergie interne croissante du ﬂuide dans
le premier cas ou d'un transport d'énergie cinétique sous forme de mouvement ondulatoire
dans le second cas. Cependant, nous avons présupposé que dans un écoulement idéal aucun
mécanisme de dissipation d'énergie ne puisse exister. Il en est de même en ce qui concerne les
phénomènes ondulatoires dans un ﬂuide incompressible d'étendue inﬁnie. De ce fait la force
ne peut pas exister.
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A.2.2 Paradoxe de d'Alembert en présence d'une surface libre
Le paradoxe de d'Alembert est-il toujours applicable en présence d'une surface libre ? La
réponse à cette question est clairement non. Si on reprend la dernière étape de la démons-
tration du paragraphe A.2.1 relative à l'annulation des intégrales (A.5), on constate que les
ondes de surfaces qui peuvent être engendrées à la surface libre du ﬂuide incompressible idéal
sont susceptibles de transporter de l'énergie et de la quantité de mouvement vers l'inﬁni. Par
conséquent, les ondes de surface sont intimement liées à une force de traînée.
Pour illustrer l'importance fondamentale de ce résultat, réalisons l'expérience de pensée
suivante : Considérons un élément plan en translation verticale uniforme dans l'océan que nous
considérerons comme un ﬂuide parfait. Lorsque l'élément plan se trouve à très grande profon-
deur, l'inﬂuence de la surface libre est négligeable et aucun mécanisme de transport d'énergie
ou de quantité de mouvement n'est disponible. Par application du théorème d'Alembert, l'ef-
fort de traînée est nul. Par contre, lorsque cet élément s'approche de la surface, les ondes de
surfaces générées transportent de l'énergie et de la quantité de mouvement si bien que l'eﬀort
de traînée devient non nul. Cette expérience de pensée met clairement en évidence le rôle
fondamental que joue la surface libre dans le mécanisme de création d'eﬀorts de traînée. Il
est donc clair que les résultats de l'aérodynamique ne sont pas applicables à l'hydrodynamique.





Dans le chapitre 3 page 3 est présentée une partie des résultats de la campagne expérimen-
tale menée au Laboratoire des Constructions Hydrauliques de l'Université de Liège. Aﬁn de
tester la validité et la robustesse des conclusions inférées de ces essais, d'autres essais furent
menés en variant divers paramètres. Puisqu'ils n'apportent pas d'informations supplémen-
taires, il n'est pas justiﬁé de les placer dans le corps de ce travail. Néanmoins, l'auteur, ne
souhaitant pas que cette base de données soit complètement perdue, propose un recueil de
ces résultats dans cette annexe.
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ANNEXE B. RESULTATS EXPÉRIMENTAUX COMPLÉMENTAIRES
B.1 Analyse de l'erreur de mesure
En dépouillant les résultats de mesures expérimentales, trois sources d'erreurs sont à consi-
dérer :
1. la précision de la mesure ∆1, ou l'incertitude ;
2. la dispersion statistique ∆2 ;
3. l'erreur systématique ∆3 ou biais.
L'erreur totale est alors donnée par ∆ = ∆1 +∆2 +∆3
B.1.1 La précision de la mesure
La précision de la mesure est directement liée à la résolution des capteurs et la stabilité des
valeurs qu'ils donnent. Dans le cas qui nous intéresse, les données fournisseurs indiquent une
résolution de ±1 mm pour les capteurs de pression, de déplacement et de surface libre. Étant
donné que ces capteurs ne sont pas neufs, il a été réalisé une validation des trois capteurs
par comparaison de leurs mesures avec des mesures manuelles. Une analyse statistique de la
dispersion des résultats a été alors possible et les résultats sont fournis ci-dessous.
Pour les capteurs de pression (pression mesurée sur les faces de l'élément plan et variation
de surface libre), on constate sur la ﬁgure B.1 que les erreurs sont comprises entre ± 2 mm.
Puisque la mesure manuelle a une précision de ± 1 mm, on peut admettre que la précision de
la mesure de pression vaut ∆1 = 1 mm. De plus, on constate que les résultats ne présentent
pas de biais.
Fig. B.1  Analyse statistique de l'erreur sur la mesure de pression (117 mesures) en mm H20
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Comme illustré sur la ﬁgure B.2, la précision sur la mesure de déplacement est ∆1 = 1
mm et les mesures ne présentent pas de biais.
Fig. B.2  Analyse statistique de l'erreur sur la mesure de déplacement (69 mesures) en mm
En conclusion, la précision sur les mesures réalisées au laboratoire vaut ∆1 = 1
mm.
B.1.2 Erreur systématique
L'erreur systématique comprend des phénomènes comme l'erreur d'échantillonnage, l'er-
reur de préparation,... Ces problèmes peuvent introduire une dispersion statistique (on se
reportera alors au paragraphe B.1.3) ou bien un décalage des résultats si l'erreur commise est
toujours la même. On peut en eﬀet avoir une très faible dispersion statistique des mesures et
avoir toutefois un résultat faux !
Aﬁn d'éviter toute erreur systématique, il est opéré à une validation hydrostatique préalable
à chaque série d'essais dynamiques qui permet la disparition des biais signiﬁcatifs ( voir
paragraphe 3.1.3).
B.1.3 Dispersion statistique
Si l'on mesure plusieurs fois le même phénomène avec un appareil suﬃsamment précis,
on obtiendra chaque fois un résultat diﬀérent xi. Parmi les phénomènes perturbateurs qui
expliquent ces variations, on peut dénombrer :
 l'erreur d'échantillonnage ;
 l'erreur de préparation : la porte peut prendre des positions dans l'eau sensiblement
diﬀérentes ;
 la stabilité de l'appareil : celui-ci peut être sensible aux variations de température, de
pression atmosphérique, de tension d'alimentation électrique, aux vibrations,...
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Sur un grand nombre de mesures, on peut considérer que l'on a une probabilité dont la
distribution est gaussienne. Le résultat de la mesure sera alors la moyenne empirique x¯ des
résultats. La théorie statistique indique en eﬀet que x¯ constitue un estimateur de l'espérance
µ de la loi normale suivi par les variables x1, ..., xN . En outre, il est possible d'obtenir un
intervalle de conﬁance pour µ à partir d'une réalisation des variables x1, ..., xN de laquelle on








i=1 (xi − x¯)2





où α = 1− 2γ est le niveau de conﬁance souhaité
N est le nombre de mesures
σˆ2 est la variance empirique corrigée
x¯ est la moyenne
µ est l'espérance de la loi normale suivie par les variables mesurées
tn−1γ est le quantile d'ordre 1− γ de la loi de student à n-1 degré de liberté
B.1.4 Conclusion
En conclusion de cette étude de l'erreur sur les mesures expérimentales, nous constatons
que l'erreur totale sur chacun des capteurs est donné par la relation suivante
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B.2 Essais complémentaires à vitesse constante
B.2.1 Vitesse et accélération
Fig. B.3  Évolution de la vitesse et de l'accélération - essais à vitesse constante 95 mm/s
B.2.2 Variation de surface libre
Fig. B.4  Évolution en fonction de la profondeur de la variation de surface libre - essais à
vitesse constante 95 mm/s
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B.2.3 Pression de traînée
Mesures expérimentales
Fig. B.5  Évolution temporelle de la pression de traînée - essais à vitesse constante 95 mm/s
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Comparaison capteur central - capteur latéral
Fig. B.6  Comparaison de l'évolution temporelle de la pression de traînée entre le capteur
central et latéral - essais à vitesse constante 95 mm/s
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Pression hydrodynamique théorique
Fig. B.7  Évolution des pressions hydrodynamiques théoriques- essais à vitesse constante 95
mm/s
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B.2.4 Coeﬃcient de pression
Fig. B.8  Évolution des coeﬃcients de pression - essais à vitesse constante 95 mm/s
Page XIX
ANNEXE B. RESULTATS EXPÉRIMENTAUX COMPLÉMENTAIRES
B.3 Essais complémentaires à eﬀort contrôlé
B.3.1 Eﬀort, vitesse et accélération
Fig. B.9  Évolution en fonction de la profondeur de l'eﬀort de traction - essais à eﬀort
contrôlé - 20 kg
Fig. B.10  Évolution temporelle de la vitesse et de l'accélération - essais à eﬀort contrôlé -
20 kg
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B.3.2 Variation de surface libre
Fig. B.11  Évolution temporelle de la variation de surface libre - essais à eﬀort contrôlé - 20
kg
B.3.3 Coeﬃcient de pression
Fig. B.12  Évolution avec la profondeur du coeﬃcient de pression - essais à eﬀort contrôlé -
20 kg
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B.3.4 Pression de traînée
Mesures expérimentales
Fig. B.13  Évolution temporelle de la pression de traînée - essais à eﬀort constant - 20 kg
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Comparaison capteur central-capteur latéral
Fig. B.14  Comparaison de l'évolution temporelle des pressions de traînée au capteur central
et latéral - essais à eﬀort contrôlé - 20 kg
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Pression hydrodynamique théorique
Fig. B.15  Évolution temporelle des pressions hydrodynamiques théoriques - essais à eﬀort
contrôlé - 30 kg
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Annexe C
Discrétisation des lois de
conservation hyperboliques
Dans le paragraphe 5.2 page 78 traitant de la discrétisation de l'équation d'évolution tem-
porelle (5.9) de la fonction Level Set, il est fait appel à de nombreuses reprises aux résultats
concernant la résolution numérique des équations de conservation hyperboliques. C'est pour-
quoi, dans cette annexe, nous proposons, au lecteur non familier de cette théorie fondamentale
de la mécanique des ﬂuides, un résumé non-exhaustif de ces méthodes. Cet aide-mémoire est
largement issu de [Pirotton,2001], [Shu,1997], [Hirsch,1984,a] et [Hirsch,1984,b].
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C.1 Nature mathématique de l'équation
Dans cette étude, il est envisagé de modéliser l'évolution de la surface libre grâce à la mé-
thode Level Set mais en se passant de la problématique étape de réinitialisation de la fonction
Level-Set. Cette possibilité nécessite de résoudre l'équation d'évolution temporelle (5.9) page
79 de la fonction φ à un très haut ordre de précision. Il est montré dans le chapitre 5 que
cette équation d'évolution est une équation de type Hamilton-Jacobi.
Dans le paragraphe 5.2.3 page 80, nous avons démontré que la résolution numérique des
équations d'Hamilton-Jacobi présente un lien fort avec la résolution numérique des lois de
conservation hyperboliques. En particulier, TOUS les schémas discrets utilisables en pratique
pour résoudre (5.9) constituent des adaptations des schémas développés en computational
ﬂuid dynamics pour la résolution des équations de conservation hyperboliques. De ce fait, il
n'existe aucune théorie autonome de la discrétisation des équations d'Hamilton-Jacobi.
Dans le paragraphe 5.2 page 78 ne sont donc présentés que les résultats spéciﬁques à l'équa-
tion d'évolution. Il y est fait appel à de nombreuses reprises aux résultats des publications de
la computational ﬂuid dynamics traitant des équations de conservation hyperboliques. C'est
pourquoi, dans cette annexe, il est proposé un résumé non-exhaustif des méthodes classiques
de discrétisation des lois de conservation hyperboliques. Cet aide-mémoire, tel que nous le pré-
sentons ici, est largement issu de [Pirotton,2001], [Shu,1997], [Hirsch,1984,a] et [Hirsch,1984,b].










u(x, t = 0) = u0(x) (C.2)
Il est bien connu que l'équation diﬀérentielle partielle aux valeurs initiales (C.1) développe des
solutions discontinues. En fait, l'apparition de solutions discontinues est symptomatique d'une
classe particulière de solution. Cette classe, dite des solutions faibles, correspond à l'ensemble
des solutions de l'équation intégrale de (C.1), dite forme faible de l'équation. Notons que la
solution faible est rarement unique. Cette constatation est le point clé de la résolution des
lois de conservation hyperboliques. Comment est-il possible de s'assurer que le schéma
numérique fournira la solution faible physiquement admissible ?
C.1.1 Caractéristiques
Le problème des solutions faibles et discontinues est mis clairement en évidence lors de
l'étude des caractéristiques de l'équation (C.1). En supposant le domaine unidimensionnel
(d = 1), la caractéristique s'écrit
du(x)
dt
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Fig. C.1  Caractéristiques de l'équation de conservation hyperbolique 1D
La quantité constante u (dite variable conservée) se propage donc dans le temps et l'espace
le long de la caractéristique de pente ∂f
∂u
. Puisque cette pente varie au cours du temps, les
caractéristiques ne sont pas parallèles, donnant lieu à deux situations singulières :
1. Les caractéristiques s'entrecoupent, forçant la fonction u à prendre simultanément deux
valeurs en un point unique (ﬁgure C.1 a.). Cette ambiguïté sur le valeur de u est appelée
un choc. Le long de la ligne qui marque le choc, la solution est discontinue, sautant de
la valeur à droite à la valeur à gauche.
2. Les caractéristiques divergent laissant une zone non déﬁnie (ﬁgure C.1 b.). Cette indé-
termination sur la valeur de φ est appelée une rarefaction ou onde de propagation. Cette
zone correspond en réalité à la zone des solutions faibles de l'équation (i.e solutions de
l'équation intégrale). En général, les solutions faibles de l'équation ne sont pas uniques.
La question qui se pose alors est de trouver comment générer la solution faible correcte.
Deux solutions extrêmes sont envisageables :
(a) Le rarefaction choc caractérisé par un choc dans la zone de rarefaction, donc par
une discontinuité (ﬁgure C.1 b.1).
(b) Le rarefaction fan caractérisé par une transition progressive entre les deux valeurs
extrêmes de la zone de rarefaction (ﬁgure C.1 b.2). La solution physiquement
observée dans la nature est cette seconde possibilité.
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C.1.2 Théorème de Lax-Wendroﬀ
Dans ce texte, tous les schémas de discrétisation utilisés ou envisagés sont des schémas
conservatifs. En eﬀet, le theorème de Lax-Wendroﬀ nous assure que la solution four-
nie par un schéma conservatif, si ce dernier converge, est une solution faible du
problème aux valeurs initiales.





f ∗i+1/2 − f ∗i− 1/2
∆x
= 0 (C.4)
où f ∗, appelée ﬂux numérique, est fonction des (2k-1) points voisins
f ∗i+1/2 = f
∗ (uni−k, uni−k+1, ...., uni+k) (C.5)
et vériﬁe la condition de consistance suivante :
f ∗u,u,...,u = f(u) (C.6)
L'importance de la formalisation de cette condition de conservation est exprimée par le
théorème fondamental de Lax-Wendroﬀ :
Si la solution ui de l'équation discrétisée (C.4) converge de manière bornée
presque partout vers une fonction u(x, t) lorsque ∆x → 0 et ∆t → 0, alors
u(x, t) est une solution faible de l'équation (C.1).
C.1.3 Condition d'entropie
Nous venons de voir que les équations de conservation hyperboliques admettent des solu-
tions discontinues qui, d'un point de vue mathématique, ne satisfont pas les équations diﬀé-
rentielles, mais sont des solutions de la forme intégrale des équations. Si le schéma numérique
est sous forme conservative, le théorème de Lax-Wendroﬀ assure que la solution obtenue est
une solution faible du problème. Néanmoins, plusieurs solutions faibles peuvent exister sans
que celles-ci aient toujours un sens physique. Il est donc indispensable d'imposer une condi-
tion supplémentaire qui permette de choisir la solution faible correcte lors de la résolution
numérique de l'équation.
Sur base du second principe de la thermodynamique, qui aﬃrme que l'entropie de toute
évolution adiabatique réalisable ne peut qu'augmenter durant la transformation du système,
il est à nouveau établi que seuls les chocs de compression correspondent à des situations
physiques. Les rarefaction chocs, qui correspondent à une variation négative d'entropie, sont
exclus par ce principe. L'étude de l'entropie d'un phénomène permet donc de juger de son ac-
ceptabilité. Il est donc légitime de chercher à obtenir une expression mathématique du second
principe de la thermodynamique, dite condition d'entropie, que seuls les processus physiques
satisfont.
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Nous présentons dans ce texte l'analyse de la condition d'entropie développée par Lax et
résumée dans [Hirsch,1984,b,page 520]. Cette condition peut se mettre sous plusieurs formes.
Concentrons nous sur les formes les plus adaptées aux problèmes pratiques.
Lax a ainsi montré que tout problème aux valeurs initiales possède une solution généralisée
unique, satisfaisant la condition d'entropie, qui peut être considérée comme la limite, pour










Ce résultat donne des indications sur une première manière d'implémenter la condition d'en-
tropie dans les schémas numériques : si des termes appropriés de viscosité sont ajoutés aux
équations discrétisées, aucune discontinuité non-physique n'apparaîtra. Cette solution pratique
est néanmoins complexe à contrôler ﬁnement et provoque parfois des dissipations trop impor-
tantes de la solution réelle. C'est pourquoi d'autres formulations de la condition d'entropie
s'avèrent nécessaires.
En introduisant la notion de fonction d'entropie |u− z|, où z est une constante quelconque,
la condition d'entropie de l'équation de conservation hyperbolique scalaire ∂tu + ∂xf(u) = 0






[f(u)− f(z)] .sgn (u− z) ≤ 0 (C.8)
qui possède ∀t > t0 la borne suivante au sens de la norme L1 :
‖u(x, t)− v(x, t)‖L1 ≤ ‖u(x, t0)− v(x, t0)‖L1 (C.9)
Kruskov, en 1970, a montré que cette condition assure l'existence et l'unicité de la solution
de la loi de conservation scalaire. Au niveau discret, la propriété (C.9) devient
‖um − vm‖L1 ≤ ‖un − vn‖L1 ∀ m ≥ n ≥ 0
avec ‖um − vm‖L1 =
∑




i − vni ) .sgn (uni − vni )
(C.10)
Cette condition d'entropie n'est pas véritablement utilisable en pratique dans les schémas
numériques. Néanmoins, elle met en évidence la signiﬁcation intime de la condition d'entro-
pie : la variation de la solution, au sens général, ne peut augmenter au cours de l'évolution
temporelle de la solution. En outre, il est possible de mettre en évidence une famille de sché-
mas numériques qui vériﬁent toujours cette équation. Ce sont les schémas monotones, qui
sont présentés dans le paragraphe suivant.
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C.1.4 Condition de monotonicité
La condition de monotonicité s'exprime de manière plus aisée si le schéma numérique
conservatif appliqué à l'équation de conservation scalaire ∂tu + ∂xf(u) = 0 est exprimé sous










Ce schéma est dit monotone si H est une fonction monotone croissante de











≥ 0 ∀ i− k ≤ j ≤ i+ k (C.12)









= uni − τ
(
f ∗i+1/2 − f ∗i−1/2
)

















qui revient à dire que le ﬂux numérique doit être non-décroissant en son premier argument et
non-croissant en son dernier : f ∗(↑, ↓).
Dans [Harten,1976], il est démontré que toute solution convergente d'un schéma
monotone correspond toujours à un état physiquement admissible (i.e vériﬁe la
condition d'entropie). Lors du choix des schémas numériques, il suﬃt donc de s'assurer
que le ﬂux numérique soit monotone pour assurer la condition d'entropie, et donc choisir la
solution faible acceptable physiquement.
C.1.5 Décentrement du schéma
Autour des discontinuités qui peuvent apparaître dans la solution, il a été montré que
les solutions numériques basées sur des interpolations centrées présentent un comportement
oscillatoire parasite. C'est le phénomène de Gibbs qui est représenté sur la ﬁgure C.2.
Pour améliorer la stabilité de la solution numérique et lutter contre l'apparition d'os-
cillations dans le voisinage d'une discontinuité, Courant a proposé d'introduire le sens de
propagation des quantités conservées dans le schéma de discrétisation numérique.
C'est ainsi que sont nés les schémas upwind ou décentrés amont1. Ce décentrement
peut être réalisé de multiples manières.
1La nécessité de décentrer le schéma numérique peut également s'expliquer sur base du critère de Friedrich-
Levy-Courant : le domaine de dépendance physique de φ doit être inclus dans le domaine de dépendance
numérique utilisé dans le schéma.
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Fig. C.2  Phénomène de Gibbs
La première méthode, reprise sous le nom générique de ﬂux vector splitting, consiste à di-
viser les termes de ﬂux selon le sens de propagation des quantités conservées. La direction de
propagation est indiquée par le signe de la valeur propre de la matrice convective de l'équation
de conservation hyperbolique quasi-linéaire. Cette méthode classique n'est pas utilisée dans ce
mémoire si bien que l'on renvoie le lecteur à [Hirsch,1984,b,page 400] et [Pirotton,2001,page
534] pour un exposé complet de la méthode.
La seconde manière permet d'introduire le sens de propagation physique de l'information
dans le schéma numérique à un niveau plus élevé. Dans cette méthode, développée initialement
par Godunov, les variables conservatives sont considérées comme constantes par partie sur
les cellules du maillage à chaque pas de temps. L'évolution temporelle est déterminée par la
solution exacte du problème de Riemann aux frontières entre les cellules. Cette approche a
été étendue à des ordres de précision élevés et à des solveurs de Riemann approximés sous
le vocable général ﬂux diﬀerence splitting. Nous détaillons cette approche dans la suite de ce
paragraphe car elle sert de base pour la construction des schémas ENO et WENO.
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C.2 Méthode de Godunov
C.2.1 Problème de Riemann
Le problème de Riemann consiste en une interaction transitoire uni-dimensionnelle entre
deux écoulements uniformes diﬀérents. La résolution de ce problème constitue un pré-
requis à la méthode de Godunov. Mathématiquement, le problème peut être ramené à






u(x, t = 0) = u0(x) =
 uL si x < 0uR si x > 0
(C.15)
Il est facilement montré que la solution du problème de Riemann, qui consiste en la
convection pure d'une discontinuité, s'écrit :
u(x, t) = u0(x) =
 uL si (x− a ∗ t) < 0uR si (x− a ∗ t) > 0 (C.16)
Fig. C.3  Problème de Riemann 1D
La forme de la caractéristique (ﬁgure C.3) montre clairement que la courbe caractéristique
sépare l'espace-temps en deux zones distinctes. La partie gauche sur laquelle la solution est
uL et la droite où la solution est uR.






u(x, t = 0) = u0(x) =
 uL si x < 0uR si x > 0
(C.17)
La diagonalisation de cette équation permet de mettre en évidence les invariants de Rie-
mann Wi associés à chaque courbe caractéristique dxdt = λi :
Wi(x, t) =Wi(x− λit, 0) (C.18)
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La solution du problème consiste donc en un faisceau de m ondes émanant de l'origine,
chacune transportant une discontinuité (par analogie au problème de Riemann à une seule
équation) se propageant à la vitesse λi. Puisque u =
∑m
i=1Wi K
(i), K(i) étant le vecteur
propre (i) de la matrice A, on peut montrer que la solution est auto-similaire pour t > 0 (i.e
u(x, t) = u(x/t)).
Un résultat remarquable qui nous sera utile dans la suite est obtenu lors du calcul de la
solution à l'origine. Celle-ci est en eﬀet indépendante du temps et égale à la solution initiale
à cet endroit.
La résolution d'un problème de Riemann pour un système non-linéaire hyperbolique est
beaucoup plus diﬃcile que pour le cas linéaire. Une décomposition d'ondes est toujours obte-
nue, mais le résultat est plus complexe. Trois types d'ondes apparaissent : les ondes de choc,
les ondes de contact, les ondes d'expansion.
C.2.2 Principe du schéma de Godunov
Dans la méthode de Godunov, le domaine de calcul est divisé en volumes de contrôle, qui
interagissent par l'intermédiaire de leurs facettes contiguës :
1. La solution est considérée constante sur chaque volume de contrôle et égale à la moyenne
de la cellule. Il en résulte la fonction constante par partie représentée sur la ﬁgure C.4.
2. Les discontinuités aux interfaces des cellules produisent des ondes d'interaction, comme
dans le problème de Riemann présenté dans le paragraphe C.2.1. La méthode de Godu-
nov résout donc un problème de Riemann en chaque interface et la solution va évoluer
en fonction de la propagation des ondes.
3. La solution au temps t = n+ 1 est obtenue par une nouvelle moyenne pour obtenir un
état constant.
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Fig. C.4  Principe de la méthode de Godunov
Analytiquement, la solution sur la cellule i peut être obtenue en intégrant sur un volume[
xi−1/2, xi+1/2
]
× [0,∆t] de l'espace-temps le système d'équations basé sur la solution exacte
u˜ du problème de Riemann, ce qui donne :∫ xi+1/2
xi−1/2
u˜ (x,∆t) dx =
∫ xi+1/2
xi−1/2
































xi−1/2 u˜ (x,∆t) dx
u¯n+1i =
∫ xi+1/2



















Nous reconnaissons la formulation conservative des équations de conservation hyperbo-
liques avec des ﬂux numériques qui sont les moyennes temporelles des ﬂux physiques aux
interfaces. L'intégrant f (u˜ (x, t)) à chaque interface dépend de la solution exacte u˜ (x, t) d'un

















ce qui revient à dire que le ﬂux numérique correspond au ﬂux physique appliqué à
la solution exacte du problème de Riemann.
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C.2.3 Schéma de type Godunov
Plusieurs auteurs ont pris de la méthode de Godunov comme base de développement d'une
méthode plus aisée à mettre en oeuvre. C'est le cas des solveurs approximés de Riemann, tel
que le solveur de Roe, présenté de manière complète dans [Pirotton,2001,page 540], ou encore
des deux solveurs suivants.
Flux de Osher
Dans ce texte, attardons-nous plutôt sur une reformulation compacte de la solution exacte
du problème de Riemann présenté par Osher dans [Osher,1984]. Il montre que




− ζu(R)(ζ) = minu∈[uL,uR] [f(u)− ζu]









− ζu(R)(ζ) = maxu∈[uL,uR] [f(u)− ζu]






Dès lors, on peut écrire le ﬂux numérique de Godunov sous la forme compacte :
f ∗i+1/2 =

minui≤u≤ui+1 = f(u) si ui < ui+1
maxui≥u≥ui+1 = f(u) si ui > ui+1
(C.23)
Cette formulation est classiquement utilisée pour résoudre de manière exacte le problème
de Riemann en vue d'obtenir une expression des ﬂux de Godunov aux interfaces.
Flux de Osher-Engquist
Engquist et Osher ont également développé une formulation très compacte d'un ﬂux numé-
rique basé sur un solveur approximé du problème de Riemann aux interfaces. La démonstration




max(f ′(u), 0) du+
∫ ui+1
0
min(f ′(u), 0) du+ f(0) (C.24)
Si f est un ﬂux convexe (i.e f ′(u) est de signe constant), le ﬂux numérique (C.24) associé à
la formule (C.20) s'écrit :
f ∗i+1/2 = f [max(ui, u
∗)] + f [min(ui+1, u∗)] (C.25)
où u∗ est la vitesse sonique (i.e f ′(u∗) = 0).
Le ﬂux Osher-Engquist, comme cela est montré dans le chapitre 5 page 74, fournit des
résultats de très bonne qualité lorsqu'il est appliqué à la résolution des équations d'Hamilton-
Jacobi.
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minui≤u≤ui+1 = f(u) si ui < ui+1
maxui≥u≥ui+1 = f(u) si ui > ui+1
Osher − Engquist =
 max(f ′(u), 0) (f [max(ui, u∗)] + f [min(ui+1, u∗)])+min(f ′(u), 0) (f [min(ui, u∗)] + f [max(ui+1, u∗)])
(C.27)
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C.3 Schéma de type Godunov du second ordre de préci-
sion ou plus
Le schéma de Godunov que nous venons de présenter est du premier ordre de précision.
Rappelons que l'introduction du sens de propagation physique des quantités conservées dans
le schéma numérique permet de lutter contre l'apparition d'oscillations aux alentours des dis-
continuités de la solution. Comme cela est mis en évidence dans [Hirsch,1984,b,page 510], le
remplacement direct des diﬀérences ﬁnies du premier ordre de précision par leur homologue
du second ordre de précision mène à des oscillations parasites dans le voisinage des disconti-
nuités, même si l'algorithme reste décentré amont.
Pour comprendre ce phénomène, attachons nous à comprendre le mécanisme de génération
des extrema parasites dans la solution numérique. Si l'on considère le passage du premier au
second ordre de précision de la méthode de Godunov, cela revient à remplacer la fonction
constante par partie sur le maillage par une fonction linéaire par partie sur le maillage (ﬁ-
gure C.5). Comme cela est représenté sur cette ﬁgure, si la pente déﬁnie par les valeurs aux
cellules xi−1 et xi+1 est trop importante, la solution de l'équation de convection linéaire au
temps n+1, obtenue après translation de la solution linéaire par partie, va créer des nouveaux
extrema aux interfaces. Ainsi, les oscillations autour des discontinuités sont générées
par la détermination numérique de gradients trop importants.
Fig. C.5  Mécanisme de génération des oscillations dans la solution numérique
Avant de présenter les méthodes numériques permettant de lutter contre ces oscillations,
il est essentiel de déﬁnir et exprimer mathématiquement les propriétés non-oscillatoires d'un
schéma.
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C.3.1 Schéma monotone
Dans le paragraphe C.1.4 page XXX, la condition de monotonicité est déﬁnie par une re-
lation sur les dérivés des ﬂux numériques (équation C.14). Il importe de comprendre que cette
condition revient à s'assurer que le schéma ne vas pas mener à un comportement oscillatoire.
Dès lors, l'utilisation d'un ﬂux monotone devrait prévenir l'apparition du phénomène de Gibbs.
Malheureusement, Harten et al., dans [Harten,1976], ont montré que les schémas conser-
vatifs monotones pour une équation non-linéaire sont limités au premier ordre de précision.
Pour des ordres supérieurs, la condition de monotonicité n'est jamais vériﬁée. Il est donc
nécessaire de déﬁnir une condition, moins sévère que celle de monotonicité, qui permette de
construire des schémas de haute précision et fournissant des solutions satisfaisant la condition
d'entropie.
C.3.2 Schéma Total Variation Diminishing
Une condition plus faible que la monotonicité est fournie par le concept de Variation Totale
(TV) introduit par Harten en 1983 et présenté dans [Hirsch,1984,b,page 528]. Le concept de
Variation Totale bornée trouve son origine dans une propriété importante des lois de conser-





ne peut pas augmenter dans le temps.
La Variation Totale en x (TV) d'une solution discrète d'une loi de conservation scalaire




|ui+1 − ui| (C.29)
Une solution numérique est dite à Variation Totale bornée ou Variation Totale stable si la
Variation totale est uniformément bornée en t et ∆x.
Un schéma numérique est dit Total Variation Diminishing (TVD) si
TV (un+1) ≤ TV (un) (C.30)
Enﬁn, si les propriétés de monotonicité suivantes sont maintenues au cours du temps :
1. aucun extremum local en x ne peut être créé ;
2. la valeur du minimum local est non-décroissante, la valeur du maximum local est non-
croissante ;
le schéma est dit à monotonicité préservée.
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Autrement dit, les proﬁls monotones sont préservés durant l'évolution temporelle des so-
lutions discrètes et aucun extremum parasite n'est créé. Puisqu'il est montré que tous les
schémas TVD sont à monotonicité préservée, il est clair que la condition TVD est suﬃ-
sante pour nous assurer l'absence d'oscillations aux alentours de la discontinuité.
Notons également que tous les schémas monotones sont TVD. En ce sens, la condition TVD
est moins sévère que la condition de monotonicité.
Schémas TVD
Sur base de cette nouvelle condition de régularité, une nouvelle famille de schémas, dits
schémas TVD, a été développée et testée avec succès. Pour empêcher l'apparition d'oscil-
lations, des facteurs de correction non-linéaires, appelés limitateurs, sont introduits dans le
corps du schéma numérique. De nombreux types de limitateurs ont été utilisés avec succès
dans un grand nombre d'applications. Pour mémoire, les principaux sont le limitateur min-
mod, celui de Van Leer, Superbee,...
Malgré leurs nombreux succès pratiques, ces schémas ne sont pas étudiés dans ce texte.
Nous leur préférons en eﬀet une technique plus moderne : les schémas Essentially Non Oscil-
latory. Cette méthode moderne permet de construire un schéma TVD de manière très simple
et en conservant le formalisme de la méthode de Godunov.
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C.4 Schémas ENO et WENO pour la résolution des lois
de conservation hyperboliques
Principe des schémas ENO
L'idée des schémas ENO (Essentially Non-Oscillatory), proposée dans [Harten,1987], semble
être la première tentative couronnée de succès d'obtenir une interpolation de fonction lisse
par partie indépendante de la taille des mailles, uniformément de haut ordre de précision
et essentiellement non oscillante (i.e l'amplitude des oscillations diminue comme O(∆xk) où
k est l'ordre de précision du schéma). Son principe est basé sur la déﬁnition d'une mesure
de la variation ou mesure de la régularité de la fonction solution. Ainsi, pour interpoler la
fonction en une maille Ii,j quelconque, le domaine d'interpolation est choisi de telle manière
que la Variation Totale de la solution résultante de la fonction interpolée soit la plus faible de
tous les domaines d'interpolation possibles. Autrement dit, le domaine d'interpolation varie
de maille en maille. Ainsi, la discontinuité n'est jamais prise dans un domaine d'interpolation.
Depuis la publication du papier original de Harten et al., les auteurs originaux ainsi que
plusieurs autres chercheurs ont amélioré la méthode, testé ses performances sur des cas pra-
tiques et étendu son domaine d'application à une large gamme de disciplines. En particulier,
la méthode WENO (Weighted Essentially Non-Oscillatory) permet de doubler l'ordre de pré-
cision de la méthode sans complexiﬁer le formalisme des schémas ENO. Enﬁn, cette théorie a
été étendue à la résolution des équations d'Hamilton-Jacobi. Puisque seule cette partie nous
intéresse dans le cadre de ce travail, la théorie spéciﬁque à cette équation est exposée dans
le corps de texte du chapitre 5 page 74. Cette annexe se contente de résumer le principe des
méthodes ENO et WENO pour la résolution des équations de conservation hyperboliques.
Cette théorie constitue en eﬀet un prérequis à la compréhension du texte du cha-
pitre 5.
Le résumé que nous présentons dans cette annexe est largement inspiré de la synthèse sur
les schémas ENO et WENO publié par C.W Shu ([Shu,1997]).
C.4.1 Reconstruction 1D des valeurs aux frontières
Dans la méthode de Godunov pour la résolution numérique des lois de conservation hy-
perboliques d'ordre de précision supérieur à un, la première étape consiste à reconstruire les
valeurs aux frontières de la cellule à partir des valeurs moyennes sur les cellules. Connaissant






u (ζ) dζ, i = 1, 2, ....N (C.31)
ce problème revient à trouver, pour chaque cellule Ii, le polynôme pi(x) de degré au plus égal
à k − 1 tel qu'il soit une approximation à l'ordre de précision k de la fonction u(x) dans Ii :
pi(x) = u(x) +O(∆x
k), x ∈ Ii, i = 1, 2, ....N (C.32)
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En particulier, ce polynôme fournit les approximations de la fonction u(x) aux frontières de
la cellule :
u−i+1/2 = u(xi+1/2) +O(∆x
k) = pi(xi+1/2), i = 1, 2, ...., N (C.33)
u+i−1/2 = u(xi−1/2) +O(∆x
k) = pi(xi−1/2), i = 1, 2, ...., N (C.34)
La procédure pour résoudre ce problème et trouver le polynôme pi(x) peut se résumer
comme suit :
 Connaissant la position Ii et l'ordre de précision voulu k, nous choisissons d'abord un
domaine d'interpolation, basé sur r cellules à droite, s cellules à gauche, et Ii lui-même
si r, s ≥ 0 et r + s+ 1 = k : S(i) ≡ {Ii−r, ...., Ii+s}
 Il existe un polynôme unique de degré au plus k − 1 = r + s, noté par pi(x), dont la






pi (ζ) dζ, j = i− r, ...., i+ s (C.35)
Ce polynôme pi(x) est l'approximation à l'ordre k que nous cherchons !
 Puisque la relation entre la valeur moyenne de la cellule u¯i dans le domaine d'interpola-
tion S(i) et les valeurs aux frontières u−i+1/2 et u
+
i−1/2 est linéaire, il existe des constantes
cr,j et c˜r,j, qui dépendent du décentrement r du domaine d'interpolation, de l'ordre de










Notons que la diﬀérence entre les valeurs ± à la même position xi+1/2 est due à la
possibilité d'utiliser des domaines d'interpolation diﬀérents pour la cellule Ii et pour la
cellule Ii+1. Si nous identiﬁons le déplacement à gauche r, non pas avec la cellule Ii,
mais avec le point de reconstruction xi+1/2, il est clair que cr,j = c˜r−1,j.
En résumé, connaissant les k valeurs moyennes u¯i−r, ..., u¯i−r+k−1, il existe des constantes





et que cette valeur soit à l'ordre k de précision :
ui+1/2 = u(xi+1/2) +O(∆x
k) (C.39)
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Enﬁn, pour un grid uniforme (une formulation analogue est obtenue pour les grids non-







q=0/q 6=m,l (r − q + 1)∏k
l=0/l 6=m (m− l)
(C.40)
La démonstration de cette formulation, ainsi que de celle relative aux maillages non-uniformes,
est disponible dans [Shu,1997,page 8].La ﬁgure C.6 résume les valeurs des coeﬃcients cr,j.
Fig. C.6  Table des constantes cr,j pour un maillage uniforme
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C.4.2 Approximation ENO et WENO en 1D
Nous savons que la solution des équations de conservation hyperboliques peut être lisse par
partie. Si la fonction u(x) est de ce type, une approximation sur un domaine d'interpolation
ﬁxe n'est pas adéquate près des discontinuités. On observe en eﬀet des oscillations, appelées
phénomène de Gibbs, telles que représentées sur la ﬁgure C.7. Ces oscillations parasites se dé-
veloppent principalement parce que le domaine d'interpolation contient la cellule discontinue.
Cette constatation est à la base des schémas ENO. L'idée est d'éviter d'inclure les cellules
discontinues dans le domaine d'interpolation.
Fig. C.7  Phénomène de Gibbs
Diﬀérences divisées de Newton
Avant de décrire le principe du schéma ENO, il convient de rappeler quelques notions sur
les diﬀérences divisées de Newton. Ce concept est déﬁni de manière inductive comme suit :
























xi+j−1/2 − xi−1/2 (C.42)














2V (x) est la primitive de u(x) et la déﬁnition des diﬀérences divisées de u(x) est parfaitement analogue
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V (xi+1/2)− V (xi−1/2)
xi+1/2 − xi−1/2 = u¯i (C.45)
i.e la diﬀérence divisée de degré 0 de u¯ est égale à la diﬀérence divisée de degré 1 de la primi-
tive V (x). Il est donc possible d'écrire les diﬀérences divisées de V (x) par l'intermédiaire de
celles de u¯.









pour un ζ appartenant au domaine d'interpolation xi−1/2 < ζ < xi+j−1/2, pour autant que
V (x) soit lisse dans ce domaine. Si V (x) est discontinu en un point du domaine d'interpolation,









En conclusion, la diﬀérence divisée de V (x) ou u¯(x) est une mesure de la régu-
larité de la fonction dans le domaine d'interpolation.
Procédure d'approximation ENO
Supposons que notre objectif soit de trouver un domaine d'interpolation de k + 1 points
consécutifs incluant xi−1/2 et xi+1/2 et de telle sorte que V (x) soit le plus lisse dans ce domaine
en comparaison aux autres domaines possibles. Ce travail est réalisé par étape, en ajoutant
seulement un point au domaine d'interpolation à chaque phase. Ainsi, nous démarrons avec






où nous avons utilisé S˜ pour dénoter un domaine d'interpolation de la fonction primitive V (x).
Sur base des résultats du paragraphe C.4.2, nous savons en eﬀet que le domaine d'interpolation
S˜ pour V correspond à un domaine d'interpolation S pour u¯. Par exemple, le domaine (C.48)
correspond pour u¯ au domaine à cellule unique
S(i) = {Ii} (C.49)
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L'interpolation linéaire dans le domaine d'interpolation S˜2 (C.48) peut s'écrire sous la
forme d'un polynôme de Newton :











A l'étape suivante, nous n'avons que deux choix possibles pour étendre le domaine d'inter-
polation en ajoutant un point. Nous pouvons ajouter le voisin de gauche xi−3/2, générant
l'interpolation quadratique suivante :









ou ajouter le voisin de droite xi+3/2, générant l'interpolation quadratique suivante :









Il a été montré dans le paragraphe C.4.2 que la diﬀérence divisée de V (x) dans le domaine
d'interpolation correspond à une mesure de la régularité de la fonction dans ce domaine.
Puisque nous souhaitons choisir le domaine où la fonction est la plus lisse, il est évident que
nous opérons par comparaison des deux diﬀérences divisées et choisissons celle qui possède la
plus petite valeur absolue :
Si
∣∣∣V [xi−3/2, xi−1/2, xi+1/2]∣∣∣ < ∣∣∣V [xi−1/2, xi+1/2, xi−3/2]∣∣∣ S˜3(i) = {xi−3/2, xi−1/2, xi+1/2}
Si
∣∣∣V [xi−3/2, xi−1/2, xi+1/2]∣∣∣ > ∣∣∣V [xi−1/2, xi+1/2, xi−3/2]∣∣∣ S˜3(i) = {xi−1/2, xi+1/2, xi+3/2}
(C.53)
Cette procédure peut être poursuivie en ajoutant au domaine d'interpolation un point à
chaque étape, sur base de la comparaison des diﬀérences divisées, jusqu'à ce que le nombre
de points nécessaires pour atteindre l'ordre de précision voulu soit compris dans le domaine.
Pour une fonction lisse par partie V (x), l'interpolation ENO démarrant avec deux points




possède alors les propriétés intéres-
santes suivantes :




, x ∈ Ii, est valide pour toute cellule
Ii qui ne contient pas de discontinuité. La procédure ENO permet donc de recouvrir le
plein ordre de précision directement au droit de la discontinuité.
2. Pi(x) est monotone dans chaque cellule Ii qui ne contient pas de discontinuité.
3. La reconstruction est TVB (Total Variation Bounded) pour toute cellule Ii, même celles
qui contiennent des discontinuités.
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Procédure d'approximation WENO
Présentés initialement dans [Shu,1990], les schémas Weighted Essentially Non-Oscillatory
fournissent une méthode simple pour augmenter l'ordre de précision des schémas ENO sans
complexiﬁer notablement la discrétisation. La modiﬁcation se fonde sur les remarques sui-
vantes concernant la performance des schémas ENO tels qu'ils sont étudiés dans le paragraphe
C.4.2 :
1. Les valeurs de la mesure de régularité (i.e diﬀérence divisée) de la fonction dans les
diﬀérents domaines d'interpolation possibles sont extrêmement proches dans les zones
où la fonction est lisse. Dès lors, le choix du domaine d'interpolation est peu robuste
et dépend en partie des erreurs de troncatures dans les zones lisses, alors que cette
adaptation du domaine n'est justement pas nécessaire dans ces zones.
2. L'Hamiltonien numérique résultant n'est pas lisse puisque le domaine d'interpolation
varie entre noeuds voisins.
3. Dans la procédure de choix du domaine d'interpolation 1D, k domaines d'interpolation
candidats sont considérés, couvrant 2k − 1 mailles. Cependant, un seul domaine est
retenu pour évaluer le ﬂux numérique, ce qui fournit un ordre de précision k. Si toutes
les 2k − 1 cellules étaient utilisées, un ordre de précision 2k − 1 pourrait être atteint.
4. L'utilisation d'opérateurs SI est coûteuse en temps de calcul.
L'idée de base du schéma WENO est assez simple. Au lieu d'utiliser un seul domaine
d'interpolation candidat pour générer la reconstruction, une combinaison convexe de tous les
domaines d'interpolation candidats de l'approche ENO est employée. Pour être plus précis,
notons les k domaines d'interpolation candidats :
Sr(i) = {xi−r, ...., xi−r+k−1} r = 0, ....., k − 1 (C.54)







La reconstruction WENO a recours à la combinaison convexe de tous les u(r)i+1/2 déﬁnis par







La clé du succès du schémaWENO est clairement le choix des poids de la combinaison convexe




wr = 1 (C.57)
pour la stabilité et la consistance. En outre, si la fonction u(x) est lisse dans tous les domaines






i+1/2 = u(xi+1/2) +O(∆x
2k−1) (C.58)
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ce qui justiﬁe notre tentative. Evidemment, lorsque la fonction u(x) présente une disconti-
nuité dans un ou plusieurs domaines d'interpolation candidats, nous souhaiterions que les
poids correspondants s'annulent.









où  > 0 est introduit pour éviter que le dénominateur ne s'annule. La valeur  = 10−6 est gé-
néralement prise en pratique. βr est appelé indicateur de régularité du domaine d'interpolation
Sr(i). Cette formulation du poids wr de la combinaison convexe nous assure que :
1. Si v(x) est une fonction lisse dans le domaine d'interpolation Sr(i), alors l'indicateur de
régularité est choisi de telle sorte que βr = O(∆x2) si bien que wr = O(1).
2. Si v(x) est discontinue dans le domaine d'interpolation Sr(i), alors l'indicateur de régu-
larité est choisie de telle sorte que βr = O(1) si bien que wr = O(∆x4).
Puisque la Variation Totale est une bonne mesure de la régularité (paragraphe C.3.2 page
XXXVIII), il serait désirable de choisir l'indicateur de régularité de manière à la minimiser à
l'intérieur de la cellule Ii. Des considérations sur un ﬂux monotone et le rôle des variations












Le membre de droite de l'équation (C.61) correspond juste à la somme des normes L2 de
toutes les dérivées du polynôme d'interpolation pr(x) sur l'intervalle (xi+1/2, xi−1/2). Le fac-
teur ∆x2l−1 est introduit pour enlever toute dépendance en ∆x dans les dérivées de sorte que
l'auto-similitude est préservée.
Pour k = 2, l'expression (C.61) fournit
β0 = (u¯i+1 − u¯i)2
β1 = (u¯i − u¯i−1)2
(C.62)












(u¯i−2 − 2u¯i−1 + u¯i)2 + 14 (3u¯i−2 − 4u¯i−1 + 3u¯i)2
(C.63)
Page XLVII
ANNEXE C. DISCRÉTISATION DES LOIS DE CONSERVATION HYPERBOLIQUES
C.4.3 Schémas ENO et WENO pour les lois de conservation 1D
Dans cette section, nous décrivons l'application des schémas ENO et WENO présentés






(u (x, t)) = 0 (C.64)
munies des conditions initiales et aux limites adéquates.







f ∗i+1/2 − f ∗i−1/2
)
(C.65)
où ui(t) est l'approximation numérique de la valeur ponctuelle u(xi, t) et le ﬂux numérique
f ∗i+1/2 = f
∗ (ui−r, ..., ui+s) (C.66)
satisfait les conditions suivantes :
 f ∗ est une fonction Lipschitz continue3 en tous ses arguments.
 f ∗ est consistant avec le ﬂux physique f, f ∗(u, ..., u) = f(u)
 f ∗ est un ﬂux monotone4 (i.e. fonction non-décroissante en son premier terme et non-
croissante en son dernier terme).
Dans le paragraphe C.3, le ﬂux numérique f ∗i+1/2 est obtenu par application d'un ﬂux
monotone résolvant le problème de Riemann avec les valeurs aux frontières obtenues par
reconstruction constante. Grâce aux schémas ENO et WENO, le ﬂux monotone est appliqué
sur les valeurs à la frontière ui+1/2 reconstruites grâce à la procédure présentée au paragraphe
C.4.2 page XLIII :







Le fait que les valeurs à la frontière soient reconstruites en évitant les domaines d'interpolation
non-lisses nous assure de la monotonicité de la solution numérique.
Les ﬂux monotones f ∗ classiquement utilisés sont les mêmes que pour les schémas de
Godunov, à savoir le ﬂux de Osher et le ﬂux de Osher-Engquist qui sont présentés dans le
paragraphe C.2.3.
3En mathématique, la continuité Lipschitz est une condition de régularité pour les fonctions plus forte que
la continuité régulière. La fonction f est dite Lipschitz continue s'il existe une constante K ≥ 0 pour tout
x1,x2 tel que
|f(x1)− f(x2)| ≤ |x1 − x2|
Intuitivement, la condition Lipschitz continue signiﬁe que le taux de variation de la fonction f(x) est limité :
une ligne joignant deux points quelconques sur le graphe n'a jamais une pente plus grande que la constante de
Lipschitz K. Le théorème de Cauchy-Kovakeskaïa assure l'existence et l'unicité de la solution aux équations
diﬀérentielles partielles lorsque l'Hamiltonien est Lipschitz continu.
4Le lecteur notera que la condition de monotonicité n'est pas indispensable dans le cas d'un schéma
diﬀérence ﬁnie. Celle-ci est en eﬀet un peu sévère et il est possible de la remplacer par une condition de
décentrement amont simple. Néanmoins, l'utilisation exclusive de schémas monotones nous assure que les
oscillations resteront bornées. C'est pourquoi j'ai choisi de n'envisager que ceux-ci
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Procédure ENO pour la résolution de l'équation de conservation hyperbolique
1D
1. Reconstruire les valeurs u−i+1/2 et u
+
i+1/2 pour toutes les valeurs de i selon la procédure
de reconstruction ENO :
(a) Calculer les diﬀérences divisées de la fonction primitive V (x) pour k = 1, ..., k sur
base de u¯i grâce aux formules (C.42) et (C.45) page XLIV.




pour V (x), ce qui est équivalent au domaine S1(i) = {Ii} pour u¯.





un des deux points voisins xj−1/2 ou xj+l−1/2 au domaine d'interpolation suivant
la valeur de la diﬀérence divisée :
i. Si
∣∣∣V [xi−3/2, xi−1/2, xi+1/2]∣∣∣ < ∣∣∣V [xi−1/2, xi+1/2, xi−3/2]∣∣∣, ajouter xj−1/2 au do-




ii. Sinon, ajouter xj+l+1/2 au domaine d'interpolation S˜l(i) pour obtenir S˜l+1(i) ={
xj+1/2, ...., xj+l+1/2
}
(d) Utiliser la formule de Newton (C.44) pour obtenir pi(x), qui est un polynôme de
degré au plus k − 1 dans Ii et satisfaisant pi(x) = u(x) + O(∆xk) tant que u(x)
















en utilisant les coeﬃcient cr,j trouvés dans le tableau C.6 page XLII.
2. Choisir un ﬂux monotone (Osher, Osher-Engquist, Lax-Friedrichs) et calculer la valeur
de f ∗i+1/2 pour tout i :






3. Résoudre l'équation (C.65)
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Procédure WENO pour la résolution de l'équation de conservation hyperbolique
1D
1. Reconstruire les valeurs u−i+1/2 et u
+
i+1/2 pour toutes les valeurs de i selon la procédure
de reconstruction WENO :
(a) Obtenir les k valeurs reconstruites u(r)i+1/2 d'ordre de précision k relatives aux do-
maines d'interpolation Sr(i) = {xi−r, ...., xi−r+k−1} r = 0, ....., k − 1 ; ainsi que
les valeurs u(r)i−1/2. Pour ce faire, il suﬃt d'appliquer k fois la routine ENO décrite
dans le paragraphe C.4.3.





















Par symétrie, d˜r = dk−1−r.
(c) Trouver l'indicateur de régularité βr grâce à (C.61) pour r = 0, ..., k − 1.
(d) Calculer les poids wr et w˜r en utilisant (C.59) et (C.60) pour r = 0, ..., k − 1.














2. Choisir un ﬂux monotone (Osher, Osher-Engquist, Lax-Friedrichs) et calculer la valeur
de f ∗i+1/2 pour tout i :






3. Résoudre l'équation (C.65)
Conditions aux limites
L'implémentation des conditions aux limites est assez aisée dans les schémas ENO et
WENO. Il suﬃt généralement de créer autant de cellules fantômes qu'il est nécessaire pour
atteindre l'ordre de précision voulue. La valeur imposée dans ces cellules est liée aux propriétés
de symétrie, antisymétrie, d'écoulement imposé,... Dans les schémas ENO, la manière la plus
naturelle de traiter les conditions aux limites est d'utiliser les seuls domaines d'interpolation
ne contenant que des cellules réelles.
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C.4.4 Schémas ENO et WENO pour les lois de conservation 2D
Dans cette section, nous décrivons la manière dont la procédure de reconstruction ENO
présentée au paragraphe C.4.3 est étendue aux espaces de dimensions supérieures à un. En
particulier, les raisonnements sont présentés pour le cas 2D car la généralisation aux dimen-
sions supérieures est identique.







u (ζ, η) dζdη i = 1, ..., Nx ; j = 1, ..., Ny (C.68)
le problème posé par la reconstruction est de trouver un polynôme pi,j(x, y), de préférence de
degré au plus k, tel qu'il soit une approximation à l'ordre de précision k de la fonction u(x, y)
dans Ii,j :
pi,j(x, y) = u(x, y) +O(∆
k) (x, y) ∈ Ii,j i = 1, ..., Nx ; j = 1, ..., Ny (C.69)
En particulier, sur base de ce polynôme, il est possible d'obtenir les approximations de u(x, y)
aux frontières de la cellule
u±i∓1/2,j = pi,j(xi∓1/2, y) = u(xi∓1/2, y) +O(∆
k) i = 1, ..., Nx ; yj−1/2 ≤ y ≤ yj+1/2 (C.70)
u±i,j∓1/2 = pi,j(x, yi∓1/2) = u(x, yi∓1/2) +O(∆
k) j = 1, ..., Ny ; xi−1/2 ≤ x ≤ xi+1/2 (C.71)
Connaissant la position Ii,j et l'ordre de précision voulu k, nous pouvons de nouveau choisir
un domaine d'interpolation sur base des k(k+1)
2
cellules voisines. La collection de ces cellules







pi,j (ζ, η) dζdη si Il,m ∈ S(i, j) (C.72)
Avant de poursuivre plus en avant, signalons deux diﬃcultés majeures qui apparaissent en
2D par rapport au 1D et dont la preuve est faite dans [Shu,1997,page34] :
1. Tous les domaines d'interpolation ne peuvent pas être utilisés pour obtenir un polynôme
p(x, y) de degré au plus k − 1 satisfaisant la condition (C.73).
2. Même si un tel polynôme est obtenu, rien ne garantit que la condition de précision
(C.69) soit conservée.
Sur les maillages rectangulaires, ces deux diﬃcultés sont dépassées en utilisant le produit
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Shu montre que l'utilisation de ces polynômes simpliﬁe fortement la reconstruction en 2D.
Nous réalisons d'abord une reconstruction 1D, selon la direction y par exemple,
obtenant ainsi des cellules unidimensionnelles moyennes de la fonction dans l'autre
direction (selon x dans notre exemple). Nous réalisons ensuite une reconstruction
selon l'autre direction.




(x, y, t) +
∂f
∂x
(u (x, y, t)) +
∂f
∂y
(u (x, y, t)) = 0 (C.74)
munies des conditions initiales et aux limites adéquates.















où ui,j(t) est l'approximation numérique de la valeur ponctuelle u(xi, yj, t) et les ﬂux numé-
riques
f ∗i+1/2,j = f
∗ (ui−r,j, ..., ui+s,j)
g∗i,j+1/2 = g
∗ (ui,j−r′ , ..., ui,j+s′)
(C.76)
satisfont les conditions suivantes :
 f ∗ et g∗ sont des fonctions Lipschitz continues en tous ses arguments.
 f ∗ et g∗ sont consistants avec le ﬂux physique f, f ∗(u, ..., u) + g∗(u, ...., u) = f(u)
 f ∗ et g∗ sont des ﬂux monotones5 (i.e fonction non-décroissante en son premier terme
et non-croissante en son dernier terme).
Les ﬂux monotones sont appliqués sur les valeurs aux frontières ui+1/2,j et ui,j+1/2 recons-
truites grâce à la procédure 1D présentée au paragraphe C.4.2 page XLIII appliquée succes-
sivement à la fonction u(x) = f (u(x, yj, t)) avec j ﬁxé puis à la fonction u(y) = f (u(xi, y, t))
avec i ﬁxé :














Le fait que les valeurs à la frontière soient reconstruites en évitant les domaines d'interpolation
non-lisses nous assure de la monotonicité de la solution numérique.
Les ﬂux monotones f ∗ classiquement utilisés sont les mêmes que pour les schémas de
Godunov, à savoir le ﬂux de Osher et le ﬂux de Osher-Engquist qui sont présentés dans le
paragraphe C.2.3.
5Le lecteur notera que la condition de monotonicité n'est pas indispensable dans le cas d'un schéma
diﬀérence ﬁnie. Celle-ci est en eﬀet un peu sévère et il est possible de la remplacer par une condition de
décentrement amont simple. Néanmoins, l'utilisation exclusive de schémas monotones nous assure que les
oscillations resteront bornées. C'est pourquoi j'ai choisi de n'envisager que ceux-ci
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C.5 Discrétisation temporelle
Pour atteindre un ordre de précision élevé également lors de la discrétisation temporelle,
il a été choisi d'utiliser des schémas de Runge-Kutta d'ordre de précision adapté à l'ordre de
la discrétisation spatiale. Il faut cependant insister sur le fait que la discrétisation temporelle
introduit aussi des oscillations dans la solution numérique. Les schémas de Runge-Kutta choi-
sis doivent donc présenter des propriétés particulières de régularité. On parle à nouveau de
schémas Total Variation Diminishing. Les schémas de Runge-Kutta TVD présentés dans ce
mémoire sont issus de [Shu,1988] et [Shu,1989].
Notons l'équation diﬀérentielle partielle décrivant la loi de conservation hyperbolique sous
la forme canonique résultant d'une approximation spatiale type method of lines :
∂u
∂t
= L (u) (C.79)











u(0) = un , u(0) = un+1
(C.80)
La diﬀérence entre les schémas traités dans ce chapitre et les schémas classiques de Runge-
Kutta réside dans la volonté d'utiliser des schémas dont on peut s'assurer à priori que la
Variation Totale diminue avec temps. Pour prouver la propriété TVD, Shu se base sur les
résultats théoriques obtenus pour la discrétisation décentrée amont du premier ordre d'Euler
un+1 = un +∆t L (un) (C.81)
Si nous supposons que cette discrétisation est stable pour une certaine norme ‖un+1‖ ≤ ‖un‖
(classiquement la norme TV) sous la restriction ∆t ≤ ∆t1, alors le schéma de Runge Kutta
(C.80) maintient la même stabilité sous la restriction ∆t ≤ c∆t1. Shu montre ainsi que la





pourvu que αi,k ≥ 0 et βi,k ≥ 0.




















pour un coeﬃcient CFL c = 1.
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pour un coeﬃcient CFL c = 1.
Malheureusement, il est prouvé dans [Gottlieb,1998] qu'aucun schéma de Runge-Kutta
à 4 pas n'est TVD pour des coeﬃcients αi,k et βi,k non-négatifs. Pour pouvoir utiliser des
valeurs négatives de βi,k (αi,k ≥ 0), l'opérateur adjoint L˜ doit être déﬁnit. La condition pour
L˜ est d'approximer la même dérivée spatiale que L, mais d'être TVD pour le schéma d'Euler
décentré aval en temps :
un+1 = un −∆t L˜ (un) (C.85)





pourvu que αi,k ≥ 0 et L soit remplacé par L˜ si βi,k < 0.
Une recherche complète réalisée par Gottlieb et Shu dans [Gottlieb,1998] montre que le
























































pour un coeﬃcient CFL c = 0, 936.















































































i,j − 845∆t L˜(u(1)) + 845u(3)i,j + 23∆t L(u(3)) + 1415u(5)i,j + 790∆t L(u(5))
(C.88)
pour un coeﬃcient CFL c = 7
30
.
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