Background 23 Dengue Fever (DF) is a tropical mosquito-borne disease that threatens public health 24 and causes enormous economic burdens worldwide. In China, DF expanded from 25 coastal region to inner land, and the incidence sharply increased in the last few years.
DF is a mosquito-borne tropical disease caused by the dengue virus infection and 85 a climate-sensitive disease [10, 11] . The symptoms include high fever, headache, 86 vomiting, muscle, joint pains and a skin rash [12] . In a small proportion, the disease 5 87 develops into severe cases, resulting in bleeding, low levels of blood platelets and 88 blood plasma leakage or shock syndrome [10] . The dengue virus (five serotypes of the 89 dengue virus) is transmitted by the Aedes albopictus and Aedes aegypti [13] , highly 90 sensitive to environmental factors such as temperature and precipitation [14] [15] [16] [17] . 91 Meteorological conditions such as temperature, precipitation, and humidity have a 92 significant impact on the DF spread as the conditions help to increase the Aedes 93 population density [14] [15] [16] [17] . As the temperature and the precipitation increases, the 94 stages of development from Aedes larvae to pupa become shorter thereby increasing 95 the Aedes population growth [18, 19] to deploy LSTM networks has been carried out to predict dengue incidence and assess 125 its performance. In this study, we aimed to construct an accurate model to predict a 126 monthly number of DF cases using the LSTM, a sophisticated deep learning method. 
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where is the logistic sigmoid function, and , , and are the forget gate, The LSTM memory cell was used to compose network prediction architecture 214 (Fig 2) . The is a set of input The output is computed through the following equations:
is the weight matrix of fully connected layer, the is a bias vector of 
Results

235
Final parameter selection 236 The LSTM network model has three layers: a hidden layer which includes 64 237 memory cells, an input layer and an output layer (Fig. 2) training time was 8000 epochs. The dropout rate was set to 40% to combat network 255 overfitting. All models were trained in python using the TensorFlow library.
256
We designed two model training routes, one is to train the LSTM model using the relationship between dengue dynamics and climatic variation can be understood.
298
In this study, mosquito data were discarded to assist the LSTM model to predict the 299 prevalence of dengue.
300
Our neural network model is compared with the other three previously published 301 models. to capture the characteristics of viral transmission in areas with a low dengue 308 incidence. However, this problem can be solved using TL in areas shown in Table 2 .
309
Using TL, the RMSE prediction results of some models significant declined. In 310 these areas, RMSE decline is more obvious in the vicinity of Guangzhou. The neural 311 networks model is less effective for low-resource training. Although TL improves the 312 model appropriately, it is required that the source and target tasks are the same [38] .
313
The TL is an optimisation to improve the learning of a new task through the transfer 314 of knowledge from related learning tasks. In our study, TL is available in similar 16 315 climate regious, and it is the improvement of learning in areas with fewer dengue 316 incidences through the transfer of the model to already learned areas with high dengue 317 incidences.
318
Our study develops statistical analysis though the multiyear time series [8, 23, 27] , 319 built from the previous research that links dengue with meteorological variables 320 [14-17] and climate change [39] . Our findings suggest that the advance prediction of 321 dengue trends is achieved through neural network models using combinations of 322 meteorological and disease surveillance variables.
323
However, our modelling approaches have some limitations. The RMSE of the 324 predicted result is high in Hangzhou, where no record of dengue outbreaks is found.
325
Moreover, we failed to consider potential relevant other social factors, such as 326 population movements and city size. In the future, we will obtain a more accurate 327 prediction model by obtaining traffic and immigration data. Nevertheless, this study 328 provides a more efficient technique for the prediction of infectious diseases. 
