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Introduction
The literature provides an abundance of studies on the benefits and losses connected with giving up a national currency to adopt a new one, common for a larger territory. Thus, the questions arise: when and on what conditions could the adotion of a common currency by two countries of two different currencies be a beneficial solution? According to the OCA (Optimum Currency Area) theory ,an optimum solution should guarantee the attainment of fundamental goals of economic policy, i.e. full employment, external balance and the stability of prices. Substantive debate on the benefits and losses relating to the currency union and the adoption of a common currency by individual economies is still going on. For us it will not be the focal point of this Chapter. Our objective is to present selected data on Polish trade compared against data on trade between euro area member states, or more broadly the European Union, and third countries in the light of selected theoretical aspects of the traditional role of optimum currency areas and a new theoretical approach as well as selected results of empirical studies. The paper's aim is the analysis of selected studies on the subject in question and the analysis of statistical data reflecting trade between Poland and the euro area, on the one hand, and Poland and the EU member states from outside of the euro area, on the other hand, in the period 2000-2010. Considerations are based on theoretical achievements of the optimum currency area theory. Due to restrictive space requirements, we will focus on the analysis of the endogenous approach to the optimum currency area criterion and trade in theoretical context. Based on that, we will try to make an assessment and answer the question whether Poland's integration with the EU has largely contributed to an increase in trade between Poland and euro area member states from the viewpoint of the objective of the paper.
Optimum currency area theory -evolution of the theoretical concept Studies devoted to the creation of a currency union, accession of new countries to it and the consequences of being inside the union are based on the achievements of the optimum currency area theory (OCA). OCA theory defines criteria (conditions) which must be complied with before two countries adopt a common currency (a pegged/fixed exchange rate). In the traditional approach defined by Mundell (1961) , McKinnon (1963) , and Kenen (1969) ,the adoption of a common currency is optimum for countries which have adequate adjustment mechanisms that can be quickly activated in case of asymmetric shocks between them. It is worth stressing that the models by Mundell, McKinnon and Kenen are based on the Keynesian assumptions of price rigidity. A currency area is considered optimum when there is mobility of production factors. Benefits of a monetary union increase with the enhancement of economic integration among countries-members of the union with a potentially possible reduction of associated costs. In accordance with traditional OCA theory, one of the fundamental issues to be considered by a country joining a single currency area is the existence of a similar, although diversified, structure of demand, production, and exports of the country in relation to the structures of the members of the area (Bilski, 2006) . It allows the so called asymmetric shocks to be minimised. In contrast to symmetric shocks, the consequences of which are equally distributed across all the members of the area, asymmetric shocks hit, to a greater or lesser extent, a country or a group of countries.
The problem of optimum production structure within OCA theory was mentioned for the first time by Kenen (1969) , who drew attention to the relation between the degree of product diversification in domestic production and the scale of the impact of negative external shocks on production, investment and employment. In this case, the author stresses that deeper diversification of the export product mix means a greater probability that shocks in demands for specific groups of products will level each other out, which means higher resistance of the economy to fluctuations in the aggregate demand for exports. Based on his considerations, the author stresses that strongly diversified export production makes the economy less susceptible to both internal and external asymmetric shocks. In literature the synchronisation of macroeconomic shocks is referred to as the "meta-criterion" for the establishment of an OCA (Kenen, 1969) . It may mean e.g. that the higher the similarity of economic structures, the more synchronized business cycles of interconnected economies. This, in turn, inclines towards a common currency policy, which transmits monetary impulses relatively uniformly. We need to stress that in the case of both symmetric and asymmetric shocks, we may speak of demand or supply shocks. Demand asymmetric shocks are important for the assessment of benefits and costs connected with joining the euro area. The assumption is that similar consumption patterns and production or export structures in individual countries of the monetary union will not provoke significant differences in the consequences as the shock hits all the countries uniformly (Mongelli, 2002) . The mobility of production factors, price and wage flexibility and fiscal and financial integration help the economy absorb shocks vis-à-vis other members of the monetary union (symmetry).
If business cycles of the countries in a monetary union are similar, the risk of asymmetric shocks is relatively low (flexibility). When economies are strongly diversified in respect of the above elements, a rapid drop in demand for a particular product, whose share in the overall output of a country is relatively high, differently impacts individual sectors of the member states of the common area. Hence, when considering the benefits and costs of joining a group of countries, which use a common currency, the theoretical assumption of a similar, convergent business cycle in the countries in the monetary union is important. The more convergent the economic situation, demand and supply structures of the countries, the more uniform the impact of a rapid external impulse of a change in external demand or supply across individual economies. Otherwise, the deployment of instruments of a single currency policy in the area will destabilise the economies causing increased inflation in some of them and decreased employment in others. In the opinion of Wójcik (2008) , nominal and real convergence 12 criteria in the catching-up process are of key importance. For example, Gros (2001) claims that the degree of real convergence should not be too much of a problem for countries joining the euro area to quickly integrate in monetary terms. The argument here is that, in essence, real convergence is supply-based and that is why it should not adversely affect the economic condition of those countries which joined the EU on 1 May 2004 after they enter the euro area. The opponents argue that adhesion to the euro should be preceded by the attainment of real convergence or, at least, an appropriate level thereof. Their arguments are based on the conclusion that the gap these countries should close in relation to other EU member states is dramatically wide compared to those which joined the euro area earlier. Against this background there is a highly interesting and heated theoretical discussion on the adequacy of nominal criteria from Maastricht for the structure and development stage of economies of the countries which joined the EU in 2004.
As we already indicated at the beginning of this paper, attention shall focus on one of the aspects of the OCA theory and the endogenous approach, i.e. on the analysis of the openness of the economy in respect of trade flows and mutual trade relations among countries of the common currency area. According to McKinnon (1963) , a high degree of openness of candidate economies is the prerequisite for creating an OCA (Bilski, 2006) . Thus, the area can be created by countries with a large share of international trade in their GDP. The more open an economy (measured by the relation of exports and imports flows to the GDP), the higher the importance of foreign exchange rate for domestic prices. Economic openness is measured with the relation of tradable goods to goods traded domestically, which are referred to as non-tradable. A high share of tradable goods in the consumer goods of a country means a higher dependence of domestic prices on world market prices in the analysed currency area. There is a general conviction that in a country of a high degree of openness, the price effect of devaluation will be relatively higher than in a less open economy. At the same time, in a more open economy, the quantitative effect, i.e. the impact of devaluation on the competitiveness of national enterprises and an increase in output will be more limited than in a country which is relatively closed.
Literature studies indicate that one of the benefits of joining the euro area is trade intensification. It is the effect of the elimination of transaction costs and of the risk connected with exchange rate fluctuations. That is why one of the assumptions for the creation of a single currency area is an enhanced intensity of trade as a result of easier, cheaper and less risky trade among its members. Further, increased trade is to favour production specialisation and brings benefits such as the so called economies of large-scale production, which translate into higher productivity and more investment. We must add that the validity of the last assumption is analysed particularly intensely in the literature.
Contrary to the so called old OCA theory, the new approach to OCA (Mongelli, 2002) stresses the benefits of establishing a monetary union and the clearly decreasing importance of costs. Economists agree that the primary assumptions of the theory put too much stress on the scale of costs and they underappreciated the potential opportunities resulting from currency unification. The endogenous effect of integration-related processes is a consequence of exchange rate risk elimination and the abolition of all borders (together with borders delineated by the use of a national currency). It contributes to the shortening of distances, reducing transaction costs (also the cost of currency exchange) and the cost of insurance against exchange rate risk. Also, the costs of gathering information are reduced. This is due to the fact (Lutkowski, 2004 ) that currency is more useful when its area of application is bigger (the network effect). A common currency helps reduce or even remove these barriers, the so called border effect or home bias, by which it may significantly impact the size and directions of international trade (Tchorek, 2009) . Figure 1 presents the traditional approach, which is the starting point for further considerations, both theoretical and based on earlier obtained empirical results. In the traditional approach, the benefits curve goes upwards while the costs curve goes downward with the advancement of the integration among monetary union member states measured by the share of trade in the GDP (%). We must stress that in our cost-benefit analysis, we take account of one of the elements, i.e. the degree of openness of economies measured with the share of trade (exports plus imports) in the GDP. On Figure 1 , the intersection point of the two curves marked with T determines the critical degree of openness, which makes it worthwhile for a country to join a monetary union (De Grauwe, 2003) . Left from this point, the benefits of having a country's own currency are higher than doing away with it, while right of the point it is more beneficial for a country to join a common currency area. The above approach to benefits and costs connected with changes in trade is reflected in the two main streams of economic theory: monetarism and Keynesianism. Figure 2 presents both approaches. Monetarists believe the costs curve is very close to the origin of the x, y-coordinates system and its slope is high, meaning changes in the exchange rate are ineffective when it comes to restoring the balance. The argument is that, in the long-run, the exchange rate is not an effective instrument of improving economic competitiveness and it can be used only in the short-term as an adjustment tool. For example, nominal depreciation of a country's currency improves the competitiveness of its exports but relative increase in prices of imports intensifies inflationary tendencies, which leads to real appreciation of the currency and reduced competitiveness of the country. Monetarists argue that, under such circumstances, the benefits from joining a monetary union will materialise very quickly and it is more profitable for countries to join a monetary union than to remain outside of it, even when economic convergence criteria differ for them.
This view was adopted in the European Commission report (1990) . According to the Commission, in the case of symmetric shocks, the exchange rate is not an effective instrument to stabilise the economy. It goes on to say that the symmetry of disturbances largely depends on trade integration. Moreover, the Commission adds that progressing economic integration in the European Union reduces the probability of asymmetric shocks due to the diversified production structure in countries-members of the grouping (contrary to the Keynesian position). In opposition to the stance of the European Commission, Krugman (1993) claims that increasing integration leads to deeper specialisation among members of the monetary union, decreasing business cycle correlations and, as a result, higher susceptibility to asymmetric shocks.
Keynesian economists stress that, due to price and wage rigidity in the economy and the lack of labour mobility, the exchange rate may become an effective balance restoring instrument. It means that currency integration may be preceded with trade integration. The cost curve is located relatively further away from the origin of the x, y-coordinates system and the benefits from joining a monetary union appear relatively late. De Grauwe (2003) states that in such a case, big countries should be divided into smaller currency zones.
Based on the above, we may conclude that in accordance with the view of Keynesian economists, countries of a relatively high share of trade in the GDP will benefit more from joining a monetary union compared to countries with a low openness index. On the other hand, however, monetarists stress that even countries with a relatively low share of trade in the GDP may experience lasting benefits exceeding costs. Unfortunately, such an assumption would be very risky, as taking account of other elements in the analysis could lead to completely opposite conclusions. Differences in the degree of openness to trade among various countries are not the only criterion for membership in a monetary union.
The results of studies by De Grauwe and Schnabl (2004) demonstrate that exchange rate stability in the CEE countries reduced inflation and instigated economic growth. According to the authors, this positive impact of the stable exchan-ge rate on economic growth, comes from, among others, a stable exchange rate of a country's currency vis-à-vis the euro, leading to increased trade between partners. It is predicted that the process will also continue after the country in question joins the euro area and, most probably, it will result from the endogeneity of OCA theory (Frankel, Rose, 2002) . It means the countries, which in the ex ante period do not meet the optimality criteria in accordance with the traditional OCA theory, will be able to meet them ex post, after they have joined the monetary area. This view is additionally confirmed by studies conducted by Micco et al. (2003) , where it was noted that membership of new countries in the monetary union increases their trade with old members of the area to an extent greater than it would have been the case if they had stayed outside of the common currency area. The analysis showed that within four years of adopting the euro, trade among the member states increased on average by 4-16%. The authors also add that increased trade did not limit trade with countries from outside the area. A similar opinion on the impact of a common currency on trade and growth was presented by Lutkowski (2009) . He explains the phenomenon with "endogenous understanding of optimum currency area criteria". Following representatives of this school of thought, he states that a monetary union, established even when OCA criteria are not fully met in the traditional interpretation of the idea (Mundell (1961) , McKinnon (1963) , Kenen (1969) ), to a certain extent spontaneously initiates processes leading to catching up (…) and meeting the criteria after joining the union (…) and it itself provides the basis, which enables and justifies its existence and economic efficiency (Lutkowski 2009 ).
Endogeneity of the optimum currency area criteria and synchronisation of business cycles of countries within the monetary union
Assuming that the costs of monetary currency decrease with the increasing openness of the economy, and that the basic cost of a monetary union is the elimination of the exchange rate as an instrument of economic policy, according to the new theoretical approach, a monetary union may be an optimum area even when the adjustment mechanisms do not work in the case of asymmetric shocks. Specific studies analyse the scope of susceptibility of a country to asymmetric shocks. By the end of the 1990s, Frankel and Rose (1997, 1998) had already stressed that the type of integration-induced trade we are dealing with and the type of shock are very important. If a common currency contributes to intensified trade among the countries of the area, which indirectly synchronises business cycles, a common monetary policy in the monetary union makes it more balanced. Studies by Bussiere (2008) demonstrate that within a decade, i.e. in the years [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] countries of Central and Eastern Europe experienced very strong trade integration with the euro area members, which implied two things. Firstly, for the euro area countries, the share of the Central and Eastern European countries in their trade doubled in the period in question and these countries as a group became the third biggest trade partner of the euro area members after the UK and the United States. Secondly, for Central and Eastern European countries, the euro area became the most important trade partner. Rose (2008) , based on existing studies and the literature, conducted a meta-analysis 23 of the effect of common currencies on international trade using a gravity model. He examined fixed effects and random effects for meta-estimates common to the entire thematic field. Considering the data for the euro area, based on 26 studies, he noted that the members of the area had already seen trade a rise of at least 8% (fixed effects) to even 23% (random effects). The author makes a reservation that the euro area is a relatively young organism and studies are limited by the time series available for a relatively short period.
For example, Baldwin (2006) estimated that the use of the euro in trade within the euro area probably did boost intra-Eurozone trade by on average ca. 5-10% but he also says that these estimates may change in time when the monetary union has lasted longer and new years of data emerge. In the literature on trade we can find two effects of the establishing and functioning of the euro area (Rose, 2008) . These are: direct and indirect effects. The first one relates to the increase in trade as a consequence of linking a group of countries with a common currency, while the indirect impact of the area is reflected in a deeper synchronisation of business cycles of the members of a monetary area.
In the above mentioned study, Rose (2008) reviewed the literature and analyses of the effect of trade between countries on the synchronisation of business cycles and, based on that, he concluded that there is a positive statistic and substantive justification. Making estimates based on the results of twenty studies by different authors, he noted that a 1-per cent increase in trade between countries increases by 0.02 the correlation coefficient, which measures business cycle synchronisation. In conclusion, the author states that the existence of the EMU increased trade and the synchronisation of business cycles among the members of the area. Thus, he justifies why there is no need for each and every individual member of the area to pursue its own separate national monetary policy. In his study, Rose (2008) also stresses that one of the benefits of establishing a common currency area is its trade promoting effect. The author draws special attention to the simultaneous impact of these two elements. His thesis is that, in practice, a currency union that does not look like an optimum currency area ex ante, may become one ex post. This condition is met when trade between countries increases enough to make the course and fluctuations of the business cycle comparable and, as a result, monetary policy in the monetary union will be uniform for all its members.
According to traditional OCA theory, the loss of monetary independence when joining the euro area may turn out to be costly when business cycles of the new members of the area are not yet aligned with those of its major countries. Some authors claim (Flandreau, Maurel, 2005 ) that candidates to become new Eurozone members should join it as fast as possible independently of the harmonisation of their business cycles with the cycles of the Eurozone economies. Fast joining the euro area is especially stressed by the new EU member states. However, the proponents of this recommendation, Babetskii (2005) and Frankel (2004) , base their view on the endogeneity of the optimum currency area criteria considering only the trade effects of integration (increased trade between countries). In the literature there is no consensus that increasing trade between countries leads to greater synchronisation of business cycles of their economies. Krugman (1993) points out that, as countries become more integrated, they increasingly specialise in certain fields of production. Thus, Krugman draws our attention to the fact that potential industry-specific asymmetric shocks will become country-specific shocks for the members of the currency union. The results of studies by Frankel and Rose (1997, 1998 ) question Krugman's thesis. They explicitly stress that intra-industry trade plays a specific role in the synchronisation of business cycles. Also, the studies by Pentocete et al. (2011) contradict Krugman's thesis. The authors estimated equations that describe trade intensity, specialisation, financial links and new trade-related flows. The sample included 11 members of the euro area in the period 1995-2007. They noted that international trade intensity in these economies does not have any major impact upon production specialisation. However they add that production reveals some concentration tendencies, but, as they stress, that happens when countries are distant from each other, when their economies are relatively big, and under the assumption that the integration of their capital markets is low. It confirms the observations of Kalemli--Ozcan et al. (2001) , according to which increased specialisation takes place when countries are divided only by a common border. In conclusion, we may state that an increase in trade or, more precisely, the increase in its intensity among the members of a common currency area importantly and positively influences the synchronisation of business cycles. Artis et al. (2008) studied business cycle correlation in the years 1990-2004 among six members of the Eurozone and six new EU member states (the Czech Republic, Estonia, Hungary, Poland, Slovakia and Slovenia). The authors' thesis was that countries with a relatively high share of bilateral trade and financial flows (in this case FDI) have higher business cycle correlation coefficients. Initial analyses show that the group of the above mentioned six countries is relatively homogenous when it comes to the trade structure among the new member states which joined the EU in 2004. Nevertheless, the analyses revealed quite substantial differences in business cycles in the region. Business cycles in the Czech Republic, Estonia, and Slovakia differ from the cycles of other European Union member states. However, there was a relatively high correlation for Hungary, Poland and Slovenia in the period (on average 0.4 for growth cycles). Interestingly, in this last group of countries, the correlation is not much lower than the average correlation in bilateral relations between euro area members (0.53 for the growth cycle). Despite some heterogeneity of the studied countries, the analyses by Artis et al. show that for all these countries, business cycle synchronisation was assumed to be similar (low correlation was reported for Slovakia and Estonia: from 0.0 to 0.1). In the literature (Artis, Zhang, 1997) we can find the term "European business cycle", providing an additional argument for the hypothesis that economic integration results in highly correlated business cycles of the members of the grouping.
Artis's studies largely converge with what has been reported by other authors. Many of them, e.g. Darvas and Szapary (2005) as well as Fidrmuc and Korhonen (2006) , conclude that business cycles of new EU member states (who joined on 1 May 2004) are close to the business cycles of the EU member states at the second half of the 1990s. At the beginning of the 1990s, business cycles were determined, in the authors' opinion, by the transitional transformation. For this reason, the correlation of business cycles remains low if measured at the beginning of the 1990s. Correlation between the cycles took place in the mid-1990s as a result of a dynamic increase in trade, especially in exports from candidate countries to the EU member states. The survey by Artis confirms the hypothesis of the endogeneity of the optimum currency area criterion. Enhanced trade intensity between countries, the inflow of FDI and intra-industry trade are indicative of business cycle synchronisation.
Poland's international trade in the years 2000-2010 -an attempt at synthesis
In the first decade of the 21st century, every year Poland reported high increases in exports to selected economies (Bilski, 2012) . Exports to EU member states enjoyed the highest share. Within 10 years, exports to the EU had increased almost threefold in terms of its value in euro (ca. While for Poland's exports in 2004 we can note that its dynamics, from period to period, were higher than the dynamics of Poland's exports to the EU member states, for imports to Poland the situation was the reverse (Figure 4) . The increase of imports to Poland from the EU reached 29.3% in that period while from non-EU countries it was -3%. The data in Table 1 demonstrate that almost 80% of Polish exports and ca.70% of imports are sold and bought in European Union member states, with the euro area countries accounting for ca. 55% (2010) of the total exports of Poland and ca. 46% (2010) of total imports. It means Polish trade dynamics areclosely linked with the economic situation and economic growth dynamics of the euro area countries and, more broadly, of the EU itself. Source: own calculations based on Eurostat data.
Similarly to the members of the euro area and of the EU, periods of enhanced international trade were recorded in 2000 and between 2004-2008 , while the trade decreased in 2009. We should highlight that, for Poland, the dynamics of exports and imports in 2000-2008 were higher, and on many ocassions much higher, than for other EU countries, with the exception of 2009, when the consequences of the financial and economic crisis were equally felt by all the EU economies, and 2010, the year of post-crisis economic activities. Analysis of the shares of individual countries in intra-Community trade (intra-EU27) lets us conclude that in the period 1999-2010 they did not change significantly. In 1999, the highest share in exports of the EU member states was enjoyed by Germany, France, the Netherlands, Great Britain, Italy, and Belgium. The overall exports of these countries amounted to 74.1%. In 2010, their mutual exports were 68.4%. For some countries, the share in intra-EU exports decreased (France: 13.1% in 1999 (France: 13.1% in , 9.4% in 2010 Italy: 9.2% in 1999 Italy: 9.2% in , 7.6% in 2010 Great Britain: 10.2% in 1999 , 6.5% in 2010 . Although Poland's share of exports to other EU member states is relatively low, we should note its increase from 1.4% in 1999 to 3.6% in 2010.
Taking account of the data describing Polish trade in relation to the GDP in euro (Figure 5 ), we can say that intra-EU27 exports have a relatively high share in the GDP of Poland, mostly with the euro area members (exports to EU: 2001 EU: -15.4%, 2010 ; including exports to the euro area: 2001 -11%, 2010 -17.7%). We must remember that in 2001 there were 15 member states in the European Union while in 2010 there are 27. Thus, within a decade we can observe an increase in trade turnover, which, to some extent, is a natural consequence of the higher number of parties involved. It is worth paying special attention to the increasing importance of Polish exports to the euro area for the GDP. The total share of Poland's imports in the to- Although the share of trade in the GDP continuously increased for Poland from the beginning of the 1990s (in particular with the EU member states), compared to other economies it is considered medium-high. It means exporters and importers are more interested in conducting a pass-through of the exchange rate fluctuations to domestic prices of traded products, as their profitability is largely determined by exchange rate fluctuations. The data let us conclude that Poland is a relatively open economy. In 2009, Polish exports and imports represented almost 66% of the GDP. Moreover, the trade is mostly directed to the euro area countries (ca. 53.3%). Thus, in accordance with the results obtained by Rose (2008) , if Poland acceded to the common currency area, and if its trade with the Eurozone increased by 1%, the share of trade in the GDP would increase on average by 0.04% (in accordance with Rose's estimates: 0.1 x 0.53 x 0.66 = 0.04).
Analysis of data in Figure 5 shows that the thesis on the relationship between foreign trade turnover and the size of the economy, known from the literature, has been confirmed in this case. It states that in a relatively small country, such as Poland, the share of exports in the GDP is higher than in bigger economies, e.g. the EU market (Maciejczyk-Bujnowicz, 2012) . In territorial terms, the group of recipients of Polish goods is dominated by the European Union member states. The share of exports of Polish goods to the EU in the GDP accounted for 33.2% in 2010, and 26.1% of it ended up on the intra-EU27 market, including 17.7% in euro area members, and 7.1% was sold to non-EU countries.
In accordance with the traditional optimum currency area theory, economies in the currency union should have a similar although diversified structure of production, demand and exports, and a high intensity of trade relations (McKinnon 1963 , Kenen 1969 ). In the member states of the euro area, similarly to the entire contemporary global economy, international specialisation and trade are based mainly on parallel exports and imports of goods of similar characteristics and high diversity (the so called intra-industry trade). In the case of Poland, intra-industry trade, in different goods of the same industry, is the most developed for machinery and equipment, means of transport, chemical products and finished consumer products (Misala, 2001) . Intra-industry trade is of critical importance for the synchronisation of business cycles. In economies intertwined in this way, economic disturbances are symmetric. Empirical studies confirm a statistically significant dependence between the convergence of business cycles and the strength of intra-industry relations (Fidrmuc, 2001) . At the beginning of the 1990s, the trade of Poland with the current members of the Eurozone followed the classic model of international trade based on comparative advantages (Cieślik, 2000) . That was due to the fact that the Polish economy was complementary in relation to the euro area market, which was reflected in the indices of revealed comparative advantage, and highest for labourand raw materials-consuming goods. For technologically advanced goods, there was no competitive advantage. The relatively high share of low processed products (41.5% in 1990; 13.2% in 2002) made Polish exports vulnerable to changes in the economic situation of the major trade partners and to exchange rate fluctuations. The structural transformations in the Polish economy, and most of all the inflow of FDI, increased the importance of more processed goods (mainly machinery and means of transport: 10.7% in 1990; 37.9% in 2002) (Report, 2009) .
The share of intra-industry trade (i.e. simultaneous exports and imports within the same industry, of goods representing similar characteristics) in Poland was 0.7 in 2000, 0.8 in 2004, and 0.76 in 2008) (Misala, 2010) . The intensity of this trade increased in Poland and is higher than in the euro area, where intra-industry trade decreased (0.77 in 2000, 0.73 in 2004, and 0.70 in 2008) 3 .
4 It means that exchange rate fluctuations, to a rather high degree, are passed through on import, export, production and consumer prices. This is due to the fact that intra-industry trade in Poland is becoming more and more diversified and covers mainly products of low degree of substitution 45 between domestic and foreign products, i.e. of a low degree of exchange rate fluctuation pass-through to prices. For Poland, the average share of basic products and raw materials accounted for ca. 25% in exports and ca. 40% in imports between 1992-2006. It means highly processed goods had the highest share in exports and imports in the analysed period. For the Eurozone, the average share of basic products and raw materials in total exports was ca. 30% while in exports it did not exceed 50%. Thus, the comparison of the data shows that both in the euro area and in Poland, the share of intra-industry trade in international trade is relatively similar, which, according to the above presented thesis on business cycle synchronisation, means it reduces the risk of asymmetric shocks.
The above considerations relating to trade are just one of many elements taken into account by countries facing the decision on joining the currency union. Cost and benefit analysis includes many other factors, which, when analysed together, produce opposite results. For example, Maliszewska (2004) analysed bilateral trade flows between EU member states and countries of Central and Eastern Europe in the years 1992-2007 (857 observations) using the OLS method. It means that when Poland adopts the euro, trade will increase on average by 23%, while for EU countries treated in total as an integration grouping, the value was negative. Cieślik et al. (2008) analysed the trade consequences of Poland's accession to the Economic and Monetary Union using the generalised gravity model. In the opinion of the authors of the study, Polish exports immediately after joining the euro area will increase by ca. 12%. In the study, the authors took account of the specificity of the Polish economy and of other Central and Eastern European countries, which, unlike the present members of the euro area, are less developed and have a different structure of exports and imports. The authors' analyses show that the effect of trade expansion may emerge just after the decision to join the euro area and obligation to stabilise the exchange rate. Further, they maintain that joining the euro area should contribute to further increases in the trade (exports) of Poland with other countries in the area. They claim the expansion effect may be reduced in the longer term. On top of that, the euro area stimulates imports from third countries but it is limited to exportation. The authors interpret these results as an effect of internal and external trade expansion.
Interesting studies on the synchronisation of the Polish economy with the euro area countries were conducted by Adamowicz et al. (2009) within a research project in the National Bank of Poland in 2009. The most important conclusions from their studies and analyses are presented in points. Some of them are worth our attention. Firstly, as shown by the analysis, the structure of the Polish econo-my compared to the structures of the economies of the euro area shows considerable differences. They relate mainly to the structure of production, employment and income. The Polish economy represents a higher share of sectors of low value added: mining and extraction industries as well as agriculture and a lower share of services. (…) Relatively smaller differences were detected in the demand structure. Poland has a higher share of goods with low prices and income elasticity of demand, however, the demand structure reveals some similarities to the euro area, in particular to its the biggest countries. In the authors' opinion, the above differences may be potential sources of asymmetric macroeconomic shocks. Secondly, strong cyclical output fluctuations of the economy were found. In the period covered by the study, 4 short cycles were distinguished, of between 2.5 to 4 years, with upward phases slightly longer than downward ones. Differences in the length of the cycle and its phases appeared depending on the method of time series filtration and on how the cycle was measured. The studies showed a significant similarity of the business cycle in the euro countries and in Poland. The biggest revealed differences concerned the Russian crisis and the accession boom felt more in Poland than in the euro area countries. Output fluctuations in Poland occur earlier there than in the euro countries. Fourthly, from among all the analysed quantitative variables, the closest synchronisation for business cycles in Poland and in the euro countries was found for industrial production sold, investment, and GDP; identified fluctuations have common turning points but the intensity of individual phases differs. High synchronisation of the GDP cycles and industrial production sold, with simultaneous lower synchronisation of the consumption cycle for Poland, was confirmed by e.g. Darvas and Szapary (2004) . The biggest coherence of cyclical fluctuations was reported between Poland and the average for 12 euro area countries. Among individual countries, the biggest similarities in cyclical fluctuations were detected between the Polish and German economies. When it comes to differences in fluctuations of variables between Poland and the euro area, the closest similarities were revealed between Poland and smaller EU countries: Spain, Portugal, and Ireland. In general terms, the results of the study give grounds to conclude that there is synchronisation of business cycle fluctuations in Poland and in the euro area. The conclusion concurs, in general, with conclusions from most similar analyses. The results of the studies by Konopczak (2009) confirm the thesis that the Polish economy, compared to other countries in the region, and to euro area members, shows a high degree of synchronisation with the cycle of the area as a whole. The author finds disturbing theinsignificant correlation of structural shocks hitting Poland and euro area countries. She adds that the absence of autonomous instruments of shock accommodation, such as the exchange rate and monetary policy at national level, may be the cost of Poland's membership in the euro area. In conclusion, the author states that with the coherence of some shocks after joining the currency union, one may expect cyclical convergence, and that for Poland the optimum currency area criteria will be endogenous.
Summary
The literature review shows that one of the benefits of joining the euro area is trade recovery and intensification. Trade recovery is supported by the elimination of costs of transaction and of the risk of exchange rate fluctuations. Taking account of the share of Polish exports and imports in the GDP, despite their continuous increases since the beginning of the 1990s, trade is still considered medium high compared to other economies. Poland's trade with the current members of the euro area was consistent with the classic model of international trade based on comparative advantages, which resulted from the complementarity of the Polish economy vis-à-vis the euro area. Since 2000, both in the euro area and in Poland, the share of intra-industry trade in exports and imports is relatively close, meaning it reduces the risk of asymmetric shocks. It is estimated that if Poland adopts the euro, trade will increase on average by 23% (Maliszewska 2004 ). According to estimates (Rose, 2008) , when Poland joins the common currency area, if trade with the euro area increased by 8%, the share of trade in the GDP would increase by almost 3%. According to Cieślik et al. (2008) exports from Poland, directly after joining the euro area, will increase by ca. 12%. Konopczak (2009) verifies the validity of the thesis that the Polish economy, compared to other countries in the region and to euro area members, reveals a high degree of synchronisation with the cycle of the area. The author adds that the absence of autonomous instruments of the accommodation of shocks, such as the exchange rate and national monetary policy, may be the cost of joining the euro area for Poland. On the basis of the above considerations, we may conclude that joining the monetary union will initiate a cyclical convergence for Poland while optimum currency area criteria for Poland will be endogenous.
