The spike code of neurons has been studied in detail 1,2 but much less is known about the vesicle code transmitting information across the synapse 3 . Since the work of Katz [4] [5] [6] , the general view has been that changes in presynaptic potential are communicated by modulating the mean rate of a Poisson process in which vesicles at the active zone are triggered to fuse independently [7] [8] [9] . At most synapses, the voltage signal controlling this process is digital, arriving in the form of an all-or-nothing spike, and the output is also digital, in the form of a vesicle releasing a fixed packet of neurotransmitter Synapses driven by analogue signals are distinguished from those driven digitally by the presence of a specialized structure, the ribbon, that holds many tens of vesicles just behind the active zone 11, 12 . It has generally been assumed that these ribbon synapses carry out the key step of analogue-to-digital conversion when the graded voltage signal is represented as changes in the rate of events releasing just one quantum of neurotransmitter 7, 8, [13] [14] [15] . A number of in vitro studies have, however, shown that ribbon synapses are also capable of modulating the size of the packet of neurotransmitter through a process termed coordinated multivesicular release (CMVR) [15] [16] [17][18][19] [20] . This observation is intriguing because it suggests that the output of a ribbon synapse may not be a single "symbol", but a number of symbols varying in amplitude
potential that are graded with the strength of the stimulus 10 . How are these sensory signals recoded for transmission across a synapse?
Synapses driven by analogue signals are distinguished from those driven digitally by the presence of a specialized structure, the ribbon, that holds many tens of vesicles just behind the active zone 11, 12 . It has generally been assumed that these ribbon synapses carry out the key step of analogue-to-digital conversion when the graded voltage signal is represented as changes in the rate of events releasing just one quantum of neurotransmitter 7, 8, [13] [14] [15] . A number of in vitro studies have, however, shown that ribbon synapses are also capable of modulating the size of the packet of neurotransmitter through a process termed coordinated multivesicular release (CMVR) [15] [16] [17] [18] [19] [20] . This observation is intriguing because it suggests that the output of a ribbon synapse may not be a single "symbol", but a number of symbols varying in amplitude 21 . The functional role of CMVR has, however, been unclear because it has not been observed in response to light or sound.
To understand whether the coordinated release of vesicles contributes to the transmission of visual information we used the fluorescent glutamate reporter iGluSnFR 22 to image the output of ribbon synapses in the retina of zebrafish. Optimizing the signal-tonoise ratio allowed us to count vesicles released from individual active zones in vivo and investigate how they are used to transmit the visual signal while it is still in analogue form.
We show that ribbon synapses of bipolar cells employ a coding strategy that is a hybrid of the known rate code and of changes in the amplitude of synaptic events, which we term the amplitude code. We describe how amplitude coding confers several advantages, including the ability to signal contrast beyond the range where the rate code has saturated, improving the temporal precision of transmission and increasing the efficiency of communication by transmitting more bits of information per vesicle.
iGluSnFR signals at adjacent active zones did not always coincide in time, reflecting the stochastic nature of vesicle release (Fig. 1c) and, most notably, the size of glutamate transients varied widely ( Fig. 1c and d) .
Figure 1 near here
To improve estimates of the timing and amplitude of glutamatergic events, a Wiener filter was applied 9 in which the raw iGluSnFR trace ( (Fig. 1e ). These quanta are very likely to correspond to synaptic vesicles given the electrophysiological evidence that ribbon synapses in auditory hair cells and the retina can sometimes coordinate the fusion of two or more vesicles rather than releasing them all independently 16, 17, 19 . Based on amplitude histograms allowing estimates of the quantal signal, we partitioned iGluSnFR signals of different sizes into numbers of quanta using a maximum likelihood estimate, as shown in the lower panel of Fig. 1d and described in Supplementary Methods.
Two further observations indicated that larger glutamate events involved the synchronized release of vesicles rather than coincidental and independent fusion occurring within a narrow time window [16] [17] [18] [19] . First, the time-courses of iGluSnFR signals containing multiple quanta were indistinguishable from those containing just one (Supplementary Figure   4) . Second, the distribution of time intervals between events consistently deviated from the Poisson statistics expected for vesicles released independently with constant probability (Supplementary Figure 9) . Coordinated release of two or more vesicles was observed in all of 186 active zones that we investigated in both the ON and OFF channels of the retina (74 ON and 112 OFF synapses).
Reverse-correlation at an active zone: the transmitter-triggered average
The existence of a process that synchronizes the release of two or more vesicles has been recognized at ribbon synapses for some years, but it's functional role has not been clear [16] [17] [18] [19] .
Particularly puzzling has been the observation that, although the frequency of CMVR in hair cells and bipolar cells is calcium-dependent, the amplitude of events is not 17, 18 . At face value, this would suggest that CMVR does not encode the loudness of sound or contrast of a visual stimulus. These experiments did not, however, measure responses to a physiological stimulus but instead stimulated the synapse through a patch pipette 17, 18 .
Counting vesicles with iGluSnFR allowed us to make an in vivo investigation of how CMVR contributes to the encoding of visual stimuli.
We began investigating this question by adapting an approach that has been widely used to explore the information represented by spikes -calculation of the spike-triggered average (STA). The STA is calculated by reverse-correlating the spike train generated by a random ("white noise") stimulus to the stimulus itself 2, 23 and provides an estimate of the neurons tuning in the form of its linear filter in time or in space and time. By reversecorrelating events measured using iGluSnFR in response to full-field noise, we instead constructed the "transmitter triggered average" (TTA) to describe the output of an active zone. This approach to understanding the function of a synapse was first proposed in 2004 3 , but has not been realized until now. A fundamental distinction between the STA and TTA was that the while the spike output of a neuron contains just one symbol, here we are dealing with a vesicle code involving a number of symbols (1, 2, 3 quanta etc). We therefore calculated the TTA separately for synaptic events composed of different numbers of vesicles (Fig. 2a) .
The TTA revealed that the more quanta within an event the higher, on average, the temporal contrast driving it (Fig. 2b) . The relationship between the number of quanta released per event (Q e ) and the contrast in the temporal filter (C) could be described by a first-order saturation of the form C = C max x Q e /( Q e + Q 1/2 ), where C max = 19% and Q 1/2 = 2.4 vesicles (Fig. 2c) . Thus, CMVR encodes one of the most fundamental properties of a visual stimulus -temporal contrast -in a simple and direct way.
Figure 2 near here
The TTA revealed a second distinction between events of different amplitude: uniquantal events were characterized by temporal filters that were monophasic through both ON and OFF channels, corresponding to a low-pass filter, but the TTA from ON synapses were biphasic corresponding to band-pass characteristics with peak transmission at ~4Hz (Fig. 2b) . In other words, a period of hyperpolarization before depolarization favoured larger synaptic events through the ON channel. Such biphasic antagonism in the time-domain is commonly observed in the temporal receptive fields of neurons early in the visual system 24 ,
where it has been proposed to underly the suppression of redundant signals 25 .
Synchronizing the release of multiple vesicles is expected to amplify the output of a bandpass filter to enhance the signaling of change in the time-domain. Together, the results in Figs. 1 and 2 demonstrate that CMVR plays a fundamental role in transmitting the visual signal 16, 17, 19 .
A hybrid rate and amplitude code
To investigate further how changes in the amplitude of synaptic events transmitted information about a visual stimulus we constructed contrast-response functions for individual active zones. Fig. 3a shows a protocol used to quickly assess this function, in which the contrast of a 5 Hz stimulus was increased in 10% steps. The first measure of response that we used was the total number of quanta per cycle of the stimulus (Q c ), from which we estimated the contrast generating the half-maximal response, C 1/2 , as shown by the example in Fig. 3b . This value occurs at the steepest part of the contrast-response function, and so also defines the range in which the synapse signaled a change in contrast with the highest sensitivity 2 . A first inspection of these traces shows that an increase in contrast increases both the frequency and amplitude of glutamatergic events, as can also be seen in the records in Fig, 4a , Fig. 5a and Fig. 6a .
Figure 3 near here
What are the relative contributions of the rate and amplitude codes? To assess how these two modes of signaling operated in parallel, we focused on the range where contrast sensitivity was highest, C 1/2 ± 10%, using a second stimulus protocol in which different contrasts were applied in 2 s steps separated by 2 s intervals, as shown in Fig. 6a . Q c was then factorized into two quantities: the number of events per cycle (E c , representing the contribution of the rate code) and the number of quanta per event (Q e , the amplitude code).
The relative change in E c and Q e varied across synapses: in 38 of 55 active zones, an increase in contrast caused E c to rise more steeply than Q e (Fig. 3c ) but in the remaining 17 the amplitude code was dominant and Q e rose more rapidly than E c (Fig. 3d) . Synapses in which the amplitude of synaptic events was modulated more strongly displayed a second striking property: when the rate code saturated, further increases in contrast were represented wholly as increases in the size of the glutamate packets released (arrowed in Fig. 3d ). CMVR therefore extends the range of contrasts that can be signaled beyond those allowed by the rate code alone.
One factor determining the shift towards release events composed of more quanta at higher contrasts was the ON/OFF identity of the bipolar cell. The change in the distribution of event amplitudes when the contrast was increased from 20% to 100% are shown in Fig. 4 .
At 20% contrast, Q e was not significantly different in the ON and OFF channels (0.48 ± 0.19 and 0.58 ± 0.18; n= 18 and 33, respectively). But at 100% contrast, the average event amplitude in the OFF channel (5.07± 0.45 quanta) was significantly higher than the ON (2.89 ± 0.5; p<0.0001 students t-test). The distribution of event amplitudes at 100% contrast were also significantly different through ON and OFF channels (Chi-squared;p<0.0001). For instance, there was a cut-off above which larger events uniquely coded higher contrasts which was about six quanta and for the OFF channel and four quanta for the ON (Fig. 4b and c). The largest synaptic events in both ON and OFF bipolar cells were composed of about eleven vesicles (Fig. 4b) . Thus, while most synapses in the brain signal with zeros and ones, the ribbon synapses of bipolar cells go up to eleven. . It may therefore be that CMVR at the ribbon synapse of hair cells is not used to encode loudness, although further experiments in a more intact preparation would be required to confirm this (see Discussion).
The amplitude code improves the temporal resolution of visual signals
Events of larger amplitude improved the temporal precision with which the visual signal was transmitted. The timing of uniquantal events relative to the phase of a 5 Hz stimulus is shown in Fig. 5a for contrasts of 20% and 100%. Uniquantal events displayed a standard deviation ("temporal jitter") of 24 to 28 ms over a range of contrasts, while events composed of 7 or more quanta jittered by as little as 2.5 ms (Fig. 5b) . The spike trains of retinal ganglion cells (RGCs) post-synaptic to bipolar cells can also encode visual signals of high contrast with millisecond precision 26 and the stronger excitatory input from large glutamatergic events may be one mechanism by which this is achieved. . These different degrees of synchronization might reflect the higher operating frequencies of auditory synapses compared to visual in combination with an inherent temporal limit in the processes triggering CMVR.
The degree to which synaptic events were consistent in time depended not only on event amplitude, but also the contrast of the stimulus eliciting the event (Fig. 5b ). For instance, the largest packets of glutamate consistently observed at 20% contrast contained 8 quanta with a temporal jitter of 12.1 ± 1.4 ms, while 8 quantal events at 100% contrast jittered by 4.6 ± 0.6 ms. These observations run counter to electrophysiological measurements of CMVR made from hair cell ribbon synapses, where the amplitude of the changes in presynaptic potential had no effect on the size of the evoked events 20 . The properties of the amplitude code shown in Fig. 5 are, however, similar to the properties of the spike train in post-synaptic ganglion cells, which also become more temporally precise as the contrast is increased 26 . A shift to larger glutamatergic inputs of higher temporal precision may be one of the mechanisms that cause the spike trains of ganglion cells to become less variable as contrast is increased.
Amplitude coding improves the efficiency of information transmission
The ionic mechanisms that generate neural signals and the synaptic processes that transmit them are a major energetic cost to the brain 28, 29 . The need to transmit information in an energy-efficient manner has provided a unifying principle by which to understand the design of sensory circuits 15, 30, 31 . This framework provides, for instance, a teleological explanation for the use of analogue signaling to transmit early visual and auditory information: graded changes in membrane potential transmit information more efficiently than spikes 15 . The reason that analogue signals do not find more widespread use in the vertebrate nervous system is that they dissipate over relatively short distances, requiring a switch to digital signaling with regenerative spikes to relay information beyond the distance of one or two small neurons. The finding that ribbon synapses employ a hybrid rate and amplitude code to transmit analogue signals therefore led us to compare the amount of information contained within uniquantal and multiquantal events.
Using information theory 32 , we quantified the mutual information between a set of stimuli of varying contrasts (Fig. 6a) and release events containing different numbers of quanta (Fig. 6b) . Vesicles released individually carried an average of 0.125 bits of information which is, as expected, significantly less than the 1-3.6 bits transmitted per spike in post-synaptic ganglion cells 26, 33 . The amount of information contained within events of different size is shown in Fig. 6b . Larger events transmitted progressively more information because they were rarer 34 ( Fig. 4b and c) and driven preferentially by higher contrasts rather than occurring randomly (Fig. 2) . The relation between the specific information (i, bits) and Q e , the number of vesicles comprising the event, could be described as a power function of
, with i o = 0.12 bits, A= 0.008, x = 2.8. This supralinear relation indicates that larger synaptic events transmit more information per vesicle.
Figure 6 near here
To explore this idea more directly we divided the amount of information in an event by the number of vesicles it contained to provide a measurement of "vesicle efficiency"
before averaging across synapses to quantify the trend. The change in this quantity is plotted in Fig. 6c after normalizing to the value measured in the same synapse for one vesicle. This analysis confirmed that multiquantal events transmit more information per vesicle. For instance, events composed of five quanta carried, on average, four times as much information per vesicle as uniquantal events (Fig. 6c) . The amplitude code at ribbon synapses counteracts the reduction in the efficiency of information transmission that accompanies the conversion from analogue to digital signaling 15 .
Discussion
Achieving single-vesicle resolution with iGluSnFR has provided the opportunity to investigate the synaptic code by counting vesicles released from individual active zones, much as electrophysiology has been used to investigate the spike code of neurons 2 . This in vivo approach demonstrates that the coordinated release of two or more vesicles is a fundamental aspect of the strategy by which ribbon synapses recode an analogue signal for transmission across the synapse. CMVR discretizes the analogue signal into about eleven output values, with larger modulations of intensity increasing the average quantal content of synaptic events ( Fig. 4b and c) . As a result, vesicles are used to generate a hybrid code that consists of changes in both the rate and amplitude of events (Figs. 3-5 ). The amplitude code complements the rate code by increasing the temporal accuracy (Fig. 5) , efficiency ( Fig. 6 ) and operating range (Fig. 3d ) of synapses transmitting the visual signal to RGCs.
An amplitude code at ribbon synapses
In essence, CMVR provides a mechanism by which the excitatory effects of glutamatergic vesicles can be summed. Normally, this process occurs on the dendrites of the post- Measuring the currents injected into the afferent by CMVR relative to the currents needed to depolarize the fiber beyond threshold demonstrates that larger glutamatergic events will reliably trigger spikes 20 .
One factor determining how efficiently presynaptic summation of glutamate converts . Wash-out of these buffers through a pipette allows more vesicles to be released by very brief calcium transients and may also disrupt the normal relationship between the calcium current and CMVR. Regenerative calcium signals ("calcium spikes") within the bipolar cell terminal are also subject to washoutone of the mechanisms which coordinates the release of multiple vesicles. These problems might be overcome by using the perforated patch technique to maintain intracellular molecules while stimulating a bipolar cell or hair cell 36 . Certainly, the relationship between the pre-synaptic calcium signal and the triggering of CMVR requires further investigation.
Potential mechanisms of CMVR
The cellular mechanisms synchronizing the release of two or more vesicles remain to be discovered. One suggestion is that vesicles attached to the ribbon can fuse to each other to create a multiquantal packet of glutamate which can subsequently fuse with the surface membrane to generate a larger post-synaptic event 16 . This idea is supported by two lines of evidence. Electron microscopy of bipolar cell terminals demonstrates the appearance of large tubular structures on or around the ribbon after a period of stimulation 37, 38 and fluorophore-assisted light inactivation of the ribbon reduces both the rate and amplitude of excitatory post-synaptic potentials 19 . It has been suggested that variable amounts of glutamate might also be released from a single vesicle because of the dynamics of a fusion pore 39 , but this runs counter to evidence that bipolar cells transmit by full collapse of vesicles into the membrane surface 40, 41 . Electrophysiological evidence provides stronger support for the idea that ribbon synapses can coordinate the simultaneous fusion of two or more vesicles rather than releasing them all independently 16, 17, 19 and this idea is corroborated by the quantization of iGluSnFR events shown in Fig. 1 .
The presence of ribbon structures at synapses driven by analogue signals correlates with a second functional specialization -a continuous mode of operation that allows the transmission of sensory information to be maintained over prolonged periods 12, 42 (Figs. 4 and   5 ). The ribbon is thought to support continuous release by capturing vesicles from a mobile pool in the cytoplasm 37 and then transporting them to the active zone 19 . The maximum rates of continuous release that we observed using iGluSnFR were in the range of 50-100 vesicles s -1 per active zone (Fig. 3b) , which is in agreement with measurements made using the membrane dye FM1-43 42, 43 and the fluorescent reporter protein sypHy 14 .
Amplitude and rate coding in relation to the output of the retina
For vision to be useful, information about important stimuli must be transmitted over an appropriately short time window. Multiquantal events were rare and strongly dependent on temporal contrast, so their arrival provided more information about a preceding stimulus than vesicles released individually (Fig. 6) . Crucially, CMVR also encoded the timing of a stimulus more precisely: the largest glutamatergic events jittered by just a few milliseconds relative to a stimulus (Fig. 5) , which is similar to the spike responses observed in postsynaptic ganglion cells. These spike trains often consist of brief increases in firing rate from longer background periods of silence, making it difficult to describe activity as a time-varying rate.
Rather, it has been suggested that "Firing events containing single spikes or bursts of spikes are elicited precisely enough to convey distinct packets of visual information, and hence may constitute the fundamental symbols in the neural code of the retina" 26 . It seems likely that these symbols originate in the amplitude code of bipolar cell synapses.
To understand why a coding strategy based on amplitude might have arisen, it is useful to think about the temporal requirements of a simple rate code. If a Poisson synapse releasing all vesicles independently encodes an event by changing the rate of vesicle release from R to kR, the signal-to-noise ratio achieved over an observation time D t will be Equation 4 ). If one considers the range of contrasts around C 1/2 ± 10%, the rate of vesicle release was modulated by a factor k of 1.8 (Q e x E c ; Fig. 3c ), from a basal rate R of no more than 20 vesicles s -1 . To detect such a change with a SNR of 4 (i.e good reliability) would require an observation time of ~3.5 s. In comparison, within an OFF synapse, any release event with amplitude greater than four quanta would immediately signal an increase in contrast beyond 20% (Fig. 4c) . This simple comparison illustrates one of the potential advantages of recoding an analogue signal using symbols varying in amplitude rather than as rates of digital events: an unexpected symbol immediately imparts new information, while a stochastic rate code composed of a single event must be observed over a time window sufficiently long to establish a significant change relative to the noise.
Further analysis of the statistics of CMVR will likely shed light on the properties of the vesicle code transmitting visual information.
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Online Methods

Zebrafish husbandry
Fish were raised and maintained under standard conditions on a 14 h light/10 h dark cycle 14 .
To aid imaging, fish were heterozygous or homozygous for the casper mutation which results in hypopigmentation and they were additionally treated with1-phenyl-2-thiourea (200 µM final concentration; Sigma) from 10 hours post fertilization (hpf) to reduce pigmentation further. All animal procedures were performed in accordance with the Animal Act 1986
and the UK Home Office guidelines and with the approval of the University of Sussex local ethical committee.
Molecular Biology
The zebrafish ribeye a (ctbp2) promoter was used to drive expression of iGluSnFR in all neurons with ribbon synapses (17). Tg(-1.8ctbp2:Gal4VP16_BH) fish that drive the expression of the transcriptional activator protein Gal4VP16 were generated by co-injection of I-SceI meganuclease and endofree purified plasmid into wild-type zebrafish with a mixed genetic background. A myocardium-specific promoter that drives the expression of mCherry protein was additionally cloned into the plasmid to allow for phenotypical screening of 
Multiphoton Imaging In Vivo
Zebrafish larvae (7-9 days post-fertilization) were immobilized in 3 % low melting point agarose (Biogene) in E2 medium on a glass coverslip (0 thickness) and mounted in a chamber where they were superfused with E2, as described previously 
Calculation of temporal jitter
In order to compute the temporal jitter of the glutamatergic events, we first calculated the vector strength:
where t qi is the time of the i th q-quantal event, T is the stimulus period, and N q is the total number of events of composed of q-quanta. The temporal jitter can then be computed by:
where f is the stimulus frequency.
The signal-to-noise ratio associated with a change in the rate of a Poisson process
Imagine the mean rate of a Poisson process, R, changes by a factor k. The signal, S, generated by comparing two observation times D t will be the change in the mean number of events counted in each period (kR
, and the variance in that signal will be the sum of the number of events counted in each period (kR
. Defining the SNR in the same way as the discriminability (d') used in signal detection theory 45 , we have
which can be rearranged to obtain the time period D t required to obtain a given SNR, as
Calculation of the Transmitter Triggered Average (TTA)
The TTA for an event containing a specific number of quanta (s q ) was calculated by averaging the stimuli that preceded each release event of that type:
where q is the quantal event type, n q is the number of n-quantal events within the recording, and s(t) is the stimulus window ending at time t. Thus, for instance, a synapse that releases up to 11 vesicles would in principle produce 11 filters, one for each quantal event type. Two different stimuli were used to drive the cell for the TTA analysis. We used Gaussian White Noise (GWN) in which intensities were drawn from a Gaussian distribution spanning the LED drivers input range and updated at a specific stimulus frame rate (varied between 10 and 30
Hz). The GWN was then discretized into eight equally spaced bins to produce a stimulus that approximates a Gaussian distribution while driving synaptic responses effectively.
Calculations based on information theory
To quantify the amount of information about a visual stimulus that is contained within the sequence of release events from an active zone we first needed to convert bipolar cell outputs into a probabilistic framework from which we could evaluate the specific information (I 2 ), a metric that quantifies how much information about one random variable is conveyed by the observation a specific symbol of another random variable 21 . The time series of quantal events was converted into a probability distribution by dividing into time bins of 20 ms, such that each time bin contained either zero events or one events of an integer amplitude. We then counted the number of bins containing events of amplitude 1, or 2, or 3
etc. By dividing the number of bins of each type by the total number of bins for each different stimulus, we get the conditional distribution of Q given S,
, where Q is the random variable representing the quanta/bin and S is the random variable representing the stimulus contrasts presented throughout the course of the experiment. We then compute the joint probability distribution by the chain rule for probability (given the experimentally defined uniform distribution of stimuli S):
In order to convert this distribution into the conditional distribution of S given Q, we use the definition of the conditional distribution:
From these distributions we can now compute the specific information as the difference between the entropy of the stimulus S minus the conditional entropy of the stimulus given the observed symbol in the response q:
representing the amount of information observing each quantal event type q Q carries about the stimulus distribution S. 
