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ПОРІВНЯННЯ МЕТОДІВ НОРМАЛЬНОЇ ФІЛЬТРАЦІЇ ТА 
ОРТОГОНАЛЬНОГО РОЗКЛАДУ КОРЕЛЯЦІЙНОЇ МАТРИЦІ 
 
Рибін О.І., Рибіна І.О., Ніжебецька Ю.Х. 
 
Розпізнавання образів має велике значення при розв’язанні багатьох за-
дач радіотехніки, механіки, медицини тощо. 
В роботах [1-5] запропоновано метод нормального ортогонального пе-
ретворення тестового сигналу та його використання для розпізнавання об-
разів [6-9] на прикладі аутентифікації особи за динамічно введеним підпи-
сом. Метод дозволяє достатньо надійно ідентифікувати особу, що робить 
підпис. В той самий час при розпізнаванні звуків української мови «а», 
«о», «у», «е» було отримано незадовільні результати [10]. Тому для дослі-
дження більш тонких відмін за критерієм максимальної правдоподібності 
було запропоновано модифікований метод [10-15], оснований на оцінці 
імовірності приналежності досліджуваного сигналу  до заданого класу  
по дискримінантим числам. 
 
Суть модифікації полягала в наступному. Для оцінки такої ймовірності 
виконується апроксимація щільності ймовірностей за законом Гаусса 
 
де  – вектор-стовпець відліків сигналів з ансамблю реалізацій з класу  
розміру  ;  – вектор-стовпець математичних очікувань цих відліків 
розміру  ;   – кореляційна матриця випадкових відхилень реалі-
зацій сигналу класу  від їх математичного очікування порядку ; 
визначник кореляційної матриці; вектор-стовпець від-
ліків досліджуваного сигналу розміру ; знак транспонування. 
Класичний підхід [16] до оцінки імовірності (1) полягає в обчисленні 
дискримінантних чисел для сигналу  
 
і порівнянні їх зі визначеними при навчанні класифікатора (2) пороговими 
числами  так, що якщо , то сигнал належить до класу , 
якщо ж , то ні. 
Основна складність реалізації класифікатора (2) полягає в наявності ве-
ликої кількості нульових власних значень розкладу 
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                                                      (3) 
на власні значення  в діагональній матриці  (  та  матриці влас-
них векторів матриці ). 
Обернена матриця  
                                                         (4) 
при наявності власних значень , рівних нулю, не існує, а при «малих»  
є погано зумовленою. 
Тому в роботах [11-15] було запропоновано модифікацію методу, яка 
полягає в обчисленні для досліджуваного сигналу  добутку 
                                                              (5) 
названого матрицею миттєвої кореляції і в переході від дискримінантного 
числа (2) до іншого 
                                         ,                                       (6) 
де  означає норму [16] відхилення добутку  від матриці . 
Аналогічно в процесі навчання класифікатора визначаємо  так, 
що, якщо , то сигнал належить до класу , якщо то ні. 
При використанні для класифікації образу нормального перетворення 
на базі математичних очікувань  відліків сигналів класу  будується 
матричний оператор  дискретного ортогонального перетворення [3], за 
яким знаходиться спектр нормального  перетворення досліджуваного си-
гналу  
                                                                                                 (6а) 
за яким обчислюється коефіцієнт трансформант [17,18]  (аналог дис-
кримінантного числа) 
                                                       (7) 
де амплітуда трансформанти нормального перетворення, що з точні-
стю до константи співпадає з еталонним сигналом. 
В процесі навчання нормального класифікатора для кожного класу  
визначають (за ансамблем реалізації сигналів класу ) коефіцієнти транс-
формант, з яких обирають  таке, що, якщо досліджуваний в процесі 
класифікації сигнал  має коефіцієнт трансформант (7) , то йо-
го відносять до класу . Для всіх сигналів з ансамблів реалізацій інших 
класів знаходять значення  таке, що, якщо , то 
сигнал до класу  не належить. 
Надійність класифікації визначається різницею між значеннями  
та . Так для динамічно введеного підпису дослідження [5-7] показа-
ли, що   відрізняється від  в 3 і більше разів. Для фонограм зву-
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ків «а», «о», «у», «е» така різниця не спостерігається. В той самий час для 
тих самих підписів і звуків мовлення дискримінантні числа відрізняються в 
десятки-тисячі разів. 
Алгоритм класифікації з уточненням 
Метою даної роботи є обґрунтування можливості та створення алгори-
тму переходу від менш надійного методу розпізнавання образу на базі но-
рмального перетворення до більш надійного (але і більш трудоємного) ме-
тоду розпізнавання образу на базі використання ортогонального розкладу 
кореляційної матриці (3), (5), (6). 
Для цього розглянемо зв’язок між кореляційною матрицею  (3) в 
натуральних координатах і кореляційною матрицею, побудованою для 
прирощень амплітуд трансформант нормального перетворення випадкових 
відхилень відліків досліджуваного сигналу від математичних очікувань 
цих відліків. Нагадаємо, що в разі нормального перетворення  матема-
тичного очікування  спектр 
 
містить в собі тільки одну ненульову трансформанту. 
Нехай по кожному нормальному спектру для кожного стовпця випад-
кових прирощень обчислено вектор-стовпець нормального перетворення 
 
Тоді кореляційна матриця для випадкових прирощень сигналів класу  
в натуральних координатах може бути обчислена як 
                           ,                 (8) 
де математичне сподівання;  [1-5] – матричний оператор 
зворотного дискретного нормального перетворення. 
З (8) отримуємо 
                        .      (9) 
З виразів (3), (9) отримаємо 
, 
звідки ортогональний розклад кореляційної матриці спектральних приро-
щень має вигляд 
. 
Позначивши в останньому виразі  
; ,                                     
отримаємо формулу ортогонального розкладу аналогічну (3): 
                                    ,                                                      (10) 
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Оскільки при створенні кореляційного класифікатора (3)--(6) вже обчи-
слено матриці , , , а при класифікації за нормальним перетворенням 
– матриця , то перехід до розкладу (10) не потребує значних витрат. 
При цьому, як і в виразі (9), отримаємо 
,                                           (11) 
де  миттєва матриця кореляції, створена для спектра тільки однієї 
реалізації досліджуваного сигналу . 
Результати обчислень дискримінантного числа для того самого сигналу 
за (11) та (6) дали тотожні результати, тобто (як і очікувалось) . 
Отже, при наявності двох класифікаторів: нормального (обчислені зна-
чення  , ) та кореляційного (обчислені значення  та  
або ) алгоритм класифікації з уточненням (за необхідністю) має вигляд. 
1. Для досліджуваного сигналу  провести дискретизацію з еквідиста-
нтним  кроком і отримати вектор відліків . 
2. Знайти нормальний спектр  сигналу  (6а). 
3. Обчислити коефіцієнт трансформант досліджуваного сигналу (7). 
4. Якщо різниця між  і  «велика», то класифікацію можна 
вважати такою, що з великою імовірністю відповідає дійсному стану 
речей. В протилежному випадку слід скористатися класифікатором (11) 
і перейти до пункту 5 алгоритму. 
5. Побудувати матрицю миттєвої кореляції  для випадкових приро-
щень нормального спектру і обчислити дискримінантне  число . 
Результати експерименту 
Проілюструємо роботу алгоритму з уточненням на прикладі динамічно 
введеного підпису особи №1, для якої було створено нормальний  і ко-
реляційний класифікатори. Ті самі класифікатори розпізнавали дина-
мічно введений підпис особи №2. 
Результати досліджень для серії складових  динамічно введених пі-
дписів в процесі навчання класифікаторів наведено в табл.№1 і №2. 
Так, перший рядок табл. 1 містить коефіцієнти трансформант підписів 
особи №1 (класифікатор  створено для підписів цієї особи), а другий ря-
док – особи №2. 
Таблиця 1 
i 1 2 3 4 5 6 7 8 9 10 
iYтрk 11  0.271 0.206 0.306 0.314 0.414 0.231 0.224 0.394 0.238 0.329 
iYтрk 12  0.939 0.854 0.807 0.879 0.874 0.769 0.835 0.774 0.738 0.781 
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Таблиця 2 
i 1 2 3 4 5 6 7 8 9 10 
 11.71 12.31 15.56 14.75 15.86 11.69 15.54 14.89 15.55 12.89 
310  
2.84 3.66 4.19 2.87 4.25 3.81 3.06 4.34 3.56 3.45 
З табл. 1 видно, що  (найбільше значення коефіцієнту трансфор-
мант при вірній класифікації) становить 0,414, в той час, як для особи №2 
найменше значення  становить 0,738. Це свідчить про малу різницю 
між  та  і про імовірність хибної класифікації. (Зауважимо, що 
при класифікації за горизонтальною складовою динамічного підпису 
 ,  відрізняються не менше ніж в 10 разів [6] і 
необхідності в переході до класифікатора (11) немає). 
Для тих самих підписів  дискримінантні числа  і  відрізняються 
в сотні разів (табл. 2). 
Таким чином, якщо прийняти для нормального класифікатора 
, а , то підпис №5 особи №1 і підписи №6, 8, 9 
особи №2 попадуть в область невизначеності. Саме в цьому випадку слід 
використовувати кореляційний класифікатор (11). 
Звичайно, можна було б одразу використовувати для розпізнавання об-
разів кореляційний класифікатор. Але, абстрагуючись від трудоємності 
створення обох класифікаторів, слід відзначити, що трудоємність класифі-
кації класифікатором кореляційним значно більша, ніж нормальним. 
Так, кількість трудоємних операцій (множень/ділень) при класифікації 
кореляційним класифікатором при кількості відліків N становить 
, в той час, як для нормального , що може ви-
явитися суттєвим при класифікації великої кількості різноманітних сигна-
лів. До того ж кількість класів  становить M. Кожен класифікований сиг-
нал поступає на кожен з M класифікаторів, тому при класифікації 
; . 
Висновки 
1. Проведене порівняння кореляційного та нормального класифікаторів в 
однорідному базисі спектральних складових нормального розподілення 
встановило зв’язок між обома класифікаторами і показало значно бі-
льшу чутливість кореляційного класифікатора. 
2. Кореляційний класифікатор вимагає значно більшого числа трудоєм-
них операцій при його створенні і навчанні, ніж нормальний класифі-
катор. 
3. Класифікація кореляційним класифікатором теж вимагає виконання 
значно більшого числа трудоємних операцій, ніж нормальний, що може 
бути суттєвим при класифікації великої кількості сигналів. 
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4. При застосуванні нормального класифікатора слід (в процесі його 
створення і навчання) визначити область його застосування, тобто вид 
ефективно класифікованих таким класифікатором сигналів, можливість 
отримання додатніх сигналів того ж ансамбля і ціну помилки. 
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Рибін О.І., Рибіна І.О., Ніжебецька Ю.Х. Порівняння методів нормальної фільтрації 
та ортогонального розкладу кореляційної матриці. Запропоновано алгоритм розпі-
знавання образу на базі нормального перетворення з уточненням класифікації методом 
максимальної правдоподібності на базі кореляційної матриці, побудованої в базисі 
трансформант нормального перетворення. 
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Рыбин А.И., Рыбина И.А., Нижебецкая Ю.Х.Сравнение методов нормальной фильт-
рации и ортогонального разложения корреляционной матрицы. Предложен алго-
ритм распознавания образа на базе нормального преобразования с уточнением клас-
сификации методом максимального правдоподобия на базе корреляционной матрицы, 
построенной в базисе трансформант нормального преобразования. 
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Rybin O.I., Rybina I.O., Nizhebetska Yu.H.Comparison of methods of normal filtration and 
ortogonal decomposition of cross-correlation matrix. The algorithm of recognition of 
appearance is offered on the base of normal transformation with withholding of classification 
of maximal plausibility a method on the base of cross-correlation matrix, built in the base of 
transforms of normal transformation. 
 Keywords: normal transformation, cross-correlation matrix, criterion of maximal 
plausibility. 
 
 
 
 
