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ăe scientist does not study nature because it is useful; he studies it because
he delights in it, and he delights in it because it is beautiful. If nature were
not beautiful, it would not be worth knowing, and if nature were not worth
knowing, life would not be worth living.
Henri Poincaré

Abstract
ăe initial chapter of the thesis provides a review ofWeinberg’s formalism for the deriva-
tion of quantum đelds. ăe formalism is extended to allow for the derivation of quantum
đelds with more than one spin degree of freedom. It is conjectured that it may be possible
to construct massive bosonic quantum đeld theories of any desired spin j that are consis-
tent and unitary at all energies without the need for regulator terms by including j + 1
spin degrees of freedom: j, j   1, down to j   j. ăe concept is then demonstrated in
two subsequent chapters by the derivation of a quantum đeld with spin one and spin zero
degrees of freedom followed the derivation of a quantumđeld with spin two, spin one, and
spin zero degrees of freedom. Both đeld theories are found to be consistent and unitary
at all energies without the need for regulator terms. ăe đnal two chapters are on unre-
lated topics. ăe penultimate chapter provides an explicit derivation of quantum đelds for
massless particles of spin one-half. In the đnal chapter, a derivation of the free-space Proca
and Maxwell equations is provided via a consistent identiđcation of the linear combina-
tions of the classical đelds of the (1; 0) and (0; 1) representations of the orthochronous
Lorentz group.
v
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1
Overview
1.1 Introduction
Invariably the most unifying concept in theoretical physics over the past century has been
that of symmetry. It has inspired and enabled physicist to construct ever more beautiful,
ever more complete, theories of nature. In order to put the present notion into a modern
context, speciđcally in terms of the covariance of the laws of nature under the interval-
preserving linear transformations of Minkowski space, it will be of value to recall the his-
torical developments that led to the original discovery of these transformations. We begin
with Maxwell.
Electromagnetismderives froma set of empirical relations thatwere corrected andbrou-
ght into their modern form byMaxwell [1], a man oĕen referred to as the Newton of elec-
tromagnetism. ăe story of his monumental contribution is traced back to two historic
readings respectively in 1855 and 1856 both under the title On Faraday’s lines of force [2, 3].
ăese were followed by a publication in four parts over the years 1861 and 1862On physical
lines of force [4, 5] and in 1865 by A dynamical theory of the electromagnetic Ėeld [6]. ăe cul-
mination of his work and that of others was published under the titleA treatise on electricity
and magnetism [7] in 1873. Not only did Maxwell provide a consistent set of equations
for the description of electromagnetic phenomena by adding a term to Ampére’s circuital
law, he also transformed the geometrical ideas of Faraday into precise mathematical state-
ments. He showed that electric andmagnetic đelds satisfy a wave equationwith a constant
speed of propagation which he found, for propagation in the hypothetical “luminiferous
ether,” to be in close agreement with what was at that time the experimentally established
value for the speed of light [4, 5]. Faraday had previously offered an explanation for the so
called Faraday effect [8], a phenomenon in which the plane of polarisation of a light beam
is rotated as it passes through a magnetic đeld, by proposing that light is some kind of
undulation in his lines of force [5]. ăis idea was further supported by Maxwell’s analysis
of the corrected electromagnetic equations. Maxwell recognised the connection between
propagating electromagnetic đelds and light [6], thus unifying the theories of optics and
electromagnetism.
In parallel to Maxwell’s triumphant advancement of mathematical physics was the de-
velopment in mathematics of group theory as the unifying concept between number the-
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ory, the theory of equations, geometry, and crystallography [9–11]. ărough Cayley in
1854 [12], and independently by Kronecker in 1870 [13], came the deđnition of an ab-
stract group [14]. ăen between 1870 and the turn of the century came the idea of con-
tinuous groups by Lie [15] and the classiđcation of simple đnite-dimensional Lie groups
by Killing [16–19] and Cartan [20]. ăe đnal decade of the 19th century saw the advent
of the theory of group representations by Frobenius, Schur, and Burnside [9]. ăe impact
of these mathematical developments on the course of physics can hardly be overstated as
is aptly demonstrated by the two great revolutions in theoretical physics that took place in
the early 20th century through the discovery of special relativity and quantummechanics
[9, 10, 21–25].
ăe group of symmetries that forms the foundation of our currently best understand-
ing of nature is the group of linear mappings of Minkowski space [26–28] to itself that
preserve the interval, a pseudo-Euclidean distance [29, p. 118]. ăis group of symme-
tries is usually referred to as the Poincaré group or the inhomogeneous Lorentz group.
Lorentz in [30, 31] and Lamor in [32] derived Lorentz symmetries as a set of transforma-
tions under which Maxwell’s equations remain invariant [33, 34]; whereupon, Poincaré
proved [35] that these transformations form a group. Maxwell’s equations thus played a
crucial role in the discovery of Poincaré spacetime symmetries. Furthermore, the invari-
ance of Maxwell’s equations under Lorentz transformations was an important element in
the formulation of special relativity provided by Einstein in his famous 1905 paper On the
electrodynamics of moĂing bodies [36]. In spite of sustained interest within the theoretical
physics community in Poincaré symmetry violation, high precision experiments [37–39]
to date fail to detect any notable deviationsƲ for standardmodel matter. We therefore take
this symmetry group as the Ansatz for the theoretical exploration of the present work.
Before we proceed with the derivation of quantum đelds in the next chapter, some gen-
eral remarks on quantum đeld theory are in order. We refrain from giving a detailed ac-
count of the historical developments that gave rise to quantum đeld theory and choose
instead to focus on some speciđc elements concerning the underlying group structure in
termsofLie algebra. In the introduction to volumeoneofąequantum theory of Ėelds,Wein-
berg shows how đeld theory follows (with some caveats) as the inevitable consequence of
the principles of special relativity and quantum mechanics. Unfortunately for quantum
đeld theory, however, the union of special relativity and quantum mechanics is far from
complete. ăis is manifest in the want of a position operator in quantum đeld theory, rais-
ing questions about the operational meaning of the localisation of the so called in and out
states. Turing again toWeinberg [40, p. 31] we read the following: “õuantum đeld theory
deals with đelds  (x) that destroy and create particles at a spacetime point x.” Similar re-
marks are widespread throughout the literature [41–47]; yet, the question remains: How
is this to be measured? ăe want of a position operator also immediately highlights that
the underlying algebra of quantum mechanics, the Heisenberg algebra, does not feature
in quantum đeld theory, save perhaps in the form of equal time (anti-) commutators of
canonical đeld variables. It was shown by Chryssomalakos andOkon in 2004 [48] that the
Ʋ ăere are somewell known caveats in the case of space-inversion and time-reversal that have been observed
in weak interactions. A detailed account is given byWeinberg in [40, Sec. 3.3].
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algebra obtained by naïvely combining that of Poincaréwith that ofHeisenberg is unstable
under inđnitesimal perturbations of the underlying structure constants. Chryssomalakos
and Okon offer a larger algebra which is stable; however, a theory of nature based upon
this algebra is yet to be developed. Group theoretic considerations thus lead beyond the
present formulation of quantum đeld theory, and one should hope that this shall be to a
framework in which some currently open questions will be satisfactorily resolved.
1.2 Document outline
• Chapter one provides an introduction, a document outline, and the acknowledge-
ments.
• Chapter two provides a review and an extension of Weinberg’s formalism for the
derivation of quantumđelds. ăe treatment is generalised to allow for the construc-
tion of quantum đelds with more than one spin degree of freedom.
• Chapter three provides the đrst application of the general formalism of chapter two
by deriving a quantum đeld with spin one and spin zero degrees of freedom.
• Chapter four provides the second application of the general formalism of chapter
two by deriving a quantum đeld with spin two, spin one, and spin zero degrees of
freedom.
• Chapter đve provides a conclusion of chapters two, three, and four.
• Chapter six provides a brief review of Weinberg’s formalism for the derivation of
quantum đelds for massless particles of positive energy. ăis is exempliđed by de-
riving quantum đelds for particles of spin one-half.
• Chapter seven provides a derivation of the free-space Proca andMaxwell equations.
• Appendix A provides remarks on notation and conventions used throughout the
thesis.
• Appendix B provides some explicit derivations that are omitted in the main text.
• Appendix C providesMaclaurin series expansions of some boost and rotation oper-
ators.
• Appendix D provides two published works on Elko, a Lorentz violating darkmatter
candidate. ăis material is completely peripheral to the tenor of the thesis; there-
fore, it is not included among the main chapters. Nonetheless, it is included here
in an appendix for the sake of a more complete account of the author’s doctoral
research.
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Derivation of multi-spin quantum đelds
ăe here adopted approach originates with Wigner’s seminal paper of 1939 On unitary
representations of the inhomogeneous Lorentz group [49] in which he extended the method of
Frobenius [50–52], the method of induced representations [53–56], to đnd representa-
tions of the inhomogeneous Lorentz group and developed his notion of particles as rep-
resentations of the inhomogeneous Lorentz group characterised by mass and spin. ăese
ideas were further explored by many of the greatest names in the early days of particle
physics such as Bargmann,Wightman, Joos, Mackey, and others [53, 54, 57–63]. Wigner’s
description of particles along with the cluster decomposition principle and the demand of
a Poincaré invariant S-matrix forms the physical foundation ofWeinberg’s quantum đeld
theoretic framework presented initially in a series of papers in the 1960s [64–66] and later,
in greater detail, in volume one ofąe quantum theory of Ėelds [40].
We begin by providing a review of the above summarisedWeinberg formalism and give
an extension thereof to allow for the investigation of an effect of lower spin components
on the consistency and unitarity of massive bosonic quantum đeld theories of spin equal
to or greater than one. With the space of physical states as the đrst element inWeinberg’s
construction of quantum đelds, we begin by generalising the state space to include an ex-
plicit spin index; this allows for the construction of quantumđelds that includemore than
one value of spin. It is shown that such quantum đelds admit a spin-dependent phase in
the deđnition of themetric on the space of coefficient functions. ăis freedom is exploited
in the derivation of the propagator to yield theories that are consistent and unitary at all
energies without the need for regulator terms. A general result is anticipated at the end
of the present chapter in the form of a conjecture that can be summarised as follows: one
may construct a massive bosonic quantum đeld with highest spin degree freedom j that
is consistent and unitary at all energies without the introduction of regulator terms by in-
cluding in the quantum đeld not only j, but also all lower spin degrees of freedom j   1,
j   2, and so on, down to j   j. An outline of a yet to be formalised proof is also given.
ăe here developed multi-spin formalism is illustrated by two examples. It is shown in
Ch. 3 that a quantum đeld containing spin one and spin zero degrees of freedom is consis-
tent and unitary at all energies without the need for regulator terms. ăe second example
is given inCh. 4where a quantumđeld containing spin two, spin one, and spin zero degrees
of freedom is derived. Here, too, one obtains a theory that is consistent and unitary at all
5
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energies without the need for coutnerterms.
2.1 ăe inhomogeneous Lorentz group
ăe inhomogeneous Lorentz group is the group of linear transformations
x0 =  x + a; (2.1.1)
on the coordinate vectors, x  (x)  (x0; x1; x2; x3) and y  (y)  (y0; y1; y2; y3),
that leaves the pseudo-Euclidean distance [29, p. 118]
(x  y)  (x  y)  (x  y)  (x  y)  (x  y) (x  y) ; (2.1.2)
unchanged. Here, and throughout, we adhere to the Einstein summation convention un-
less the contrary is explicitly stated;  is theMinkowskimetric with non-zero entries given
by 00 =  ii = 1, i 2 f1; 2; 3g. ăe elements of the inhomogeneous Lorentz group are
thus given by the set of real constant vectors a and real constant matrices that satisfy the
Lorentz condition




 =  : (2.1.3)
It is easy to show that the Lorentz transformations satisfy the deđning properties of a
group: closure, associativity, the existence of an identity element and that of an inverse.
Given that the determinant of a product is the product of the determinants, the Lorentz
condition immediately implies that det() = 1.
An important subgroupof the inhomogeneousLorentz group consists of the set of trans-
formations that are connected to the identity transformation by a continuous parameter
and that preserve the direction of time. Considering that the identity element is of deter-
minant one and that det() is a continuous function of the components  , it follows
that this subgroup is characterised by
det() = 1 and 00  1: (2.1.4)
It is called the inhomogeneous proper (det() = 1) orthochronous (00  1) Lorentz
group. It is also sometimes referred to as the restricted inhomogeneous Lorentz group or
the restricted Poincaré group and shall hence forth be denoted by P"+, where " denotes
the preservation of the sign of the time coordinate and + denotes the positive sign of the
determinant. Similarly the homogeneous proper orthochronous Lorentz group or simply
the proper orthochronous Lorentz group is sometimes referred to as the restricted Lorentz
group. We here denote this group by L"+.
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Beyond the above continuous transformations, there are discrete Lorentz transforma-
tions corresponding to the symmetries of space-inversion and time-reversal. Denoting
these byP andT , respectively, they are give by
P =
0BB@
1 0 0 0
0  1 0 0
0 0  1 0
0 0 0  1
1CCA and T =
0BB@
 1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1CCA : (2.1.5)
ăese generate a đnite abelian subgroup of the Lorentz group of order 4: the group of
reĔections [29, p. 271]
I  f1;P;T ;PT g : (2.1.6)
Each element I (with the obvious exception of the identity) is manifestly of order two and
thereby involutory. BothP andT have determinant negative one and thus are not found
among the transformations of L"+.
Beyond the stated physical signiđcance of these operators, they greatly simplify the
mathematical development of the Lorentz group. As Weinberg points out in [40, p. 58],
any Lorentz transformation can be expressed as a proper orthochronous Lorentz trans-
formation or as a product of a proper orthochronous Lorentz transformation and one of
the reĔections. A study of the full Lorentz group can therefore be conducted by exploring
its proper orthochronous subgroup along with space-inversion and time-reversal. We will
discuss these symmetries in further detail in the context of the state space where they will
be represented either by unitary or antiunitary operators.
For the remainder of this section and the two subsections to follow we shall devote our
attention to the restricted homogeneous Lorentz group. Being a Lie group, much of its
structure can be deduced by looking at the elements  near the identity. Consider
 = 

 + 

 ; with ()2  0: (2.1.7)
From condition (2.1.3), we then obtain
 =  (

 + 

) (

 + 

)
=  +  + : (2.1.8)
Hence,  is an antisymmetric second rank tensor with six degrees of freedom corre-
sponding to the six parameters of the homogeneous Lorentz group.
2.1.1 ăe little group:W
Of special interest in the next section will be a particular subgroup of the Lorentz group
known as the little group [49, p. 184]. Before we proceed to deđne this group, we must
đrst introduce a related concept, namely that of a standard four-momentum. Toward this
objective, note that p p is invariant under the action of any proper orthochronous Lorentz
transformation. Furthermore, for p  p  0, the sign of p0 is leĕ unchanged. We may thus
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categorise all four-momenta in terms of the value of p  p and in the case of p  p  0,
the sign of p0. Any four-momentum p of a given class may then be deđned in terms of a
standard vector k of that class, along with a Lorentz boost L(p), such that
p = L(p) k
 : (2.1.9)
ăere are altogether six classes of four-momenta as given in [40, p. 66]. Two of these (see
Tab. 2.1) are of relevance here and will thus be considered in detail in Secs. 2.1.1 and 2.1.1.
Having thus introduced the standard vector k, the related notion of a little group read-
ily follows. ăe little groupW is a subgroup of L"+ with elementsW that satisfy
Wk
 = k; (2.1.10)
for a given standard vector k. To show thatW is a subgroup ofL"+, note that the elements
ofW are also elements of L"+; consequently, the binary operation of multiplication and
the associativity property ofL"+ is inherited byW . Furthermore,W contains the identity
 . For every elementW 2 W , the inverseW 2 L"+ is also an element ofW , as
is manifest by applying W on both sides of (2.1.10). ăe only remaining property to
be checked is that of closure. Consider two elementsW and W ofW . ăen, from
(2.1.10), we have
W W

k
 =Wk
 = k; (2.1.11)
that is, W W  is also an element ofW ; thus, W is closed. ăis completes the proof
thatW forms a subgroup of L"+.
In Secs. 2.1.1 and 2.1.1 we will seek to constrain the six free parameters of an inđnites-
imal Lorentz transformation to obtain the inđnitesimal symmetry generators of the re-
spective little groups corresponding to the two standard vectors given in Tab. 2.1. It will
therefore prove useful to convert (2.1.10) into an expression for an inđnitesimal little group
transformation. TakingW =  + ! , where (!)2  0, it follows immediately
from (2.1.10) that
!k
 = 0: (2.1.12)
Hence, an inđnitesimal little group transformation ! must annihilate the standard vec-
tor. ăis requirement is equivalent to (2.1.10) becauseL"+, and thereby every subgroupW ,
is a Lie group.
Deđning property Standard vector Little group Symmetry generators
p0 > 0; p  p > 0 (m; 0; 0; 0) SO(3) Jx; Jx; Jx
p0 > 0; p  p = 0 (; 0; 0; ) ISO(2) Jz; Kx   Jy; Ky   Jx
Table 2.1: Classes of four-momenta corresponding, respectively, to a massive and a mass-
less particle, both with positive energy. ăeir respective standard vectors are
given along with the associated little groups. Here m and  are positive non-
zero real numbers.
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ăe particular choice of standard vectors, as given in Tab. 2.1, is not unique; it is, how-
ever, of nophysical consequence, and the choices here taken are computationally favourable.
ăe đrst standard vector given in Tab. 2.1 is the four-momentum of a massive particle at
rest. ăis is certainly the simplest and most convenient choice insofar as no consideration
of any prior orientation need be made in writing down the explicit form of the boostL(p)
in (2.1.9). As for the second standard vector in Tab. 2.1, this is the four-vector of a mass-
less particle of energy  moving parallel to the z-axis.  may be set to unity or any other
positive non-zero value in whatever units one may happen to prefer. ăe non-uniqueness
and inconsequential nature of the particular choice of standard vectors will become clear
once the little group for massless particles has been derived in Sec. 2.1.1.
Massive particles
To determine the set of Lorentz transformations that constitute the little group for a mas-
sive particle of positive energy, consider
 = 

 + 

 ; with ()2  0; (2.1.13)
where  is a Lorentz transformation expanded inđnitesimally to đrst order. Applying
this to the đrst standard vector in Tab. 2.1, given by k0 = m and ki = 0, and imposing
the deđning property for an inđnitesimal little group transformation (2.1.12) on  in
(2.1.13), we obtain three constraints on the second order antisymmetric tensor leaving
the following non-zero components
32 =  23  x; 13 =  31  y; and 21 =  12  z: (2.1.14)
ăe little group for amassive particle of positive energy is thus a three parameter subgroup
of the Lorentz group. Wemay đnd the associated Lie algebra by computing the underlying
symmetry generators and studying their properties under the Lie bracket. Taking (2.1.13),
with non-zero elements in  =  given as per (2.1.14), we compute
Jj =
1
i
@
@j
 ; with j 2 fx; y; zg ; (2.1.15)
to đnd three inđnitesimal symmetry generators:Jx,Jy , andJz . Under the Lie bracket,
these satisfy
[Ji;Jj ] =  i ijkJk; (2.1.16)
where 123 =  1; the same convention is used throughout. We recognise (2.1.16) as the
Lie algebra of the rotation group. ăe little group for massive particles of positive energy
is thus the three-dimensional rotation group, SO(3), as was to be shown. We shall denote
this group in terms of the associated rotation parameters byW (x; y; z).
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Massless particles
Again consider an inđnitesimal Lorentz transformation
 = 

 + 

 ; with ()2  0; (2.1.17)
and impose the deđning property of an inđnitesimal little group transformation (2.1.12)
upon (2.1.17) as applied to the second standard vector in Tab. 2.1, for which k0 = k3 = 
and k1 = k2 = 0. We thus obtain three independent constraints on the six free param-
eters of the second order antisymmetric tensor  ; this leaves the following three free
parameters
21 =  12  #1;
10 =  01 = 31 =  13   #2;
20 =  02 = 32 =  23   #3: (2.1.18)
Again, the little group is a three parameter subgroup of the Lorentz group. To obtain the
corresponding symmetry generators, we compute
j =
1
i
@
@#j
 ; with j 2 f1; 2; 3g ; (2.1.19)
where  is as in (2.1.17) and  has non-zero components given by (2.1.18). ăe gen-
erators j are found to have the following properties under the Lie bracket
[1; 2] = i3; [1; 3] =  i2; and [2; 3] = 0: (2.1.20)
ăis algebra is identiđed as that of the group of rotations and translations in two dimen-
sion, ISO(2). ăis completes the derivation of the little group for massless particles of
positive energy. For future reference, it is worth noting that the generators j can be writ-
ten in terms of the generators of the Lorentz group as
1 =Jz; 2 = Kx +Jy  A; and 3 = Ky  Jx  B: (2.1.21)
Accordingly, the parameters are redeđned as #1  z , #2  , and #3  . ăe little
group for massless particles of positive energy may thus be denotedW (z; ; ).
Before proceeding to the next section, we brieĔy return to the earlier remark regarding
the non-uniqueness in the choice of k. Instead of taking the three-momentum ki to be
aligned along the z-axis, we could equally well have chosen this to be aligned along x or
y. ăis would simply alter the expansion of j in terms of the symmetry generators of the
Lorentz group by a cyclic permutation of the spatial coordinate indices fx; y; zg. Such a
permutation, however, would not have any physical consequences because the Lie algebra
(2.1.20) would remain unaltered and thus the little group for amassless particle of positive
energy would still be ISO(2).
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2.2 ăe Lie algebra
We here derive the Lie algebra of the restricted Poincaré group and derive the transfor-
mation properties of the associated generators under the representations of the Poincaré
group.
2.2.1 ăe continuous symmetries of the restricted Poincaré group
Let U [; a] be a unitary linear representation of P"+ in accordance with the treatment of
Weinberg [40, Sec. 2.2]. As follows directly from (2.1.1), U [; a] must, up to a phase,Ʋ
satisfy the following composition rule
U [; a]U [; a] = U [; a+ a]: (2.2.1)
Again, as in the previous section, wewill study the structure of this representation by look-
ing at the properties of the group elements near the identity.
Consider the following expansion of the above unitary operator in the case of an in-
đnitesimal Poincaré transformation
U [1 + ; ] = 1 +
1
2
iJ
 + iP
 + : : : ; (2.2.2)
where  and  are inđnitesimal parameters; J and P are operators, independent
of  and . We already know from (2.1.8) that  is a completely antisymmetric second
rank tensor; J may therefore be taken to be antisymmetric also. Unitarity will place yet a
further restriction on the generators. Expanding again to đrst order, we đnd
1 = U y[1 + ; ]U [1 + ; ]
=

1 +
1
2
iJ
 + iP

y
1 +
1
2
iJ
 + iP


= 1  1
2
i (J
)y   i (P )y + 1
2
iJ
 + iP
: (2.2.3)
ăe elements J and P are traces because all indices have been summed over. It
thus follows from (2.2.3) that each element of J and P must be Hermitian:
Jy = J and Py = P: (2.2.4)
To establish the properties of J and P under the unitary representations of the
Ʋ In [40, Sec. 2.7], Weinberg shows that the groupmultiplication law for a representation of the restricted in-
homogeneous Lorentz group can be chosen only up to a sign. In [40, eq. 2.7.44] we readU [; a]U [; a] =
U [; a + a]. Nevertheless, there is no reason a priori why the restricted inhomogeneous Lorentz
group ought to be chosen as the fundamental symmetry group of nature. We may just as well consider
R1;3 o SL(2;C), the double universal covering group of the restricted inhomogeneous Lorentz group.
R1;3o SL(2;C) has no intrinsically projective representations. We will return to the question of projective
representations in Sec. 2.2.2 and again in Sec. 2.3.3.
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Poincaré group, consider the product
U [; a]U [1 + ; ]U 1[; a]; (2.2.5)
where the unitary operator U [; a] represents a Poincaré transformation that is indepen-
dent from that represented by U [1 + ; ]. First note from (2.2.1) that
U [ 1;  1a]U [; a] = U [1; 0];
where U [1; 0] is a representation of the identity. Hence, U 1[; a] = U [ 1;  1a]
and we can write
U [; a]U [1 + ; ]U 1[; a] = U [(1 + ) 1;   1a]: (2.2.6)
Expanding both sides of (2.2.6) to đrst order in  and  yields
U [; a]

1 +
1
2
iJ
 + iP


U 1[; a]
= 1 +
1
2
i( 1)J + i(   1a)P: (2.2.7)
In order to equate the coefficients on both sides, we must đrst fully write out the above in
index form. We begin by multiplying (2.1.3) by the inverse of  to obtain
 = 
 = 




 = 
:
ăerefore, ( 1) = ; accordingly wemay write the coefficient of J in the second
line of (2.2.7) as
( 1) = ( 1) =  =  : (2.2.8)
Substituting into (2.2.7) and cancelling common factors, we đnd
1
2
U [; a]J
U 1[; a] + U [; a]PU 1[; a]
=
1
2


J + 
P   1
2
(   )aP
=
1
2


J + 
P    1
2


aP +
1
2


aP 
=
1
2


 (J   aP + aP ) + P : (2.2.9)
Equating coefficients on both sides, the transformation properties of the generators are
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found to read
U [; a]JU 1[; a] =  (J   aP + aP ) ; (2.2.10)
U [; a]PU 1[; a] = P : (2.2.11)
ăis shows thatP transforms as a vector andJ transforms as secondorder tensor under
the unitary representations of P"+.
We now derive the Lie algebra of the Poincaré group. Again, consider an inđnitesimal
Poincaré transformation,  =  +  and a = , with inđnitesimals  and 
that are independent of those used in the preceding derivation. Multiplying (2.2.10) by
U [; a] from the right to obtain
U [; a]J = 

 (J   aP + aP )U [; a];
we use (2.2.2) to expand both sides to đrst order in  and . ăis yields
1 +
1
2
iJ
 + iP


J = J

1 +
1
2
iJ
 + iP


+ 
J + 
J   P + P : (2.2.12)
Proceeding likewise for (2.2.11), we obtain
1 +
1
2
iJ
 + iP


P = (
 + 
)P 

1 +
1
2
iJ
 + iP


= P

1 +
1
2
iJ
 + iP


+ 
P : (2.2.13)
Respectively, (2.2.12) and (2.2.13) may now be rewritten in terms of the commutators
i

1
2
J
 + P
; J

= 
J + 
J   P + P ; (2.2.14)
i

1
2
J
 + P
; P

= 
P : (2.2.15)
Inserting the raising operator on the right had side and relabelling yields
i

1
2
J
 + P
; J

= 

J + J

  

P + P 

;
i

1
2
J
 + P
; P

=  (
P ) :
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Now from the antisymmetry of , the above become
i

1
2
J
 + P
; J

=
1
2
(   )

J + J

  

P + P 

=
1
2


J + J   J   J

  

P + P 

;
i

1
2
J
 + P
; P

=
1
2
 (
P    P ) :
Finally, equating coefficients on both sides yields the well known commutation relations
that deđne the Lie algebra of the Poincaré group:
i
h
J; J
i
= J + J   J   J ;
i
h
P ; J
i
=  P + P ;
[P ; P] = 0:
For future reference, and toward a more intuitive arrangement in terms of a cyclic permu-
tation of the indices, we rewrite the algebra to read
i
h
J; J
i
=  J   J   J   J; (2.2.16)
i
h
P ; J
i
= P    P; (2.2.17)
[P ; P] = 0: (2.2.18)
We take the liberty of making a brief parenthetic remark about the interpretation of
these generators in the expansion of U [; a] given above by (2.2.1). It is a well known re-
sult from group theory that there exist no đnite-dimensional unitary representations of
the restricted Poincaré group because of its non-compact structure. Hence, the space of
physical states, whichwe shall deđne in the next section, cannot furnish a non-trivial đnite-
dimensional representation of the entire restricted Poincaré group [23, p. 43–51]. ăere
exist, however, two compact subgroups of the Poincaré group. One is the four-parameter
group of spacetime translations. It can be immediately identiđed as a subgroup by inspec-
tion of (2.2.18). ăe other subgroup is the rotation group. In order to see that this too
forms a subgroup, it is helpful to express the above Lie algebra in three-vector notation.
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ăis is readily achieved via the identiđcations
P  (Px; Py; Pz) =
 
P 1; P 2; P 3

; (2.2.19)
J  (Jx; Jy; Jz) =
 
J32; J13; J21

; (2.2.20)
K  (Kx;Ky;Kz) =
 
J10; J20; J30

; (2.2.21)
and P 0 = H . Here P and P 0 are the generators of spacetime translations; J andK are
the generators of rotation and boost, respectively. With these identiđcations, the commu-
tators (2.2.16)–(2.2.18) read
[Ji; Jj ] =  iijkJk; (2.2.22)
[Ji;Kj ] =  iijkKk; (2.2.23)
[Ki;Kj ] = +iijkJk; (2.2.24)
[Pi; Jj ] = +iijkPk; (2.2.25)
[Pi;Kj ] = +i
i
jH; (2.2.26)
[H;Ki] = +iPi: (2.2.27)
All other commutators vanish. Here the indices i; j; k 2 fx; y; zg. ăe Kronecker delta
symbol ij is equal to one if i = j; otherwise it is zero. ăe Levi-Civita symbol is chosen
such that xyz =  1. It is clear by inspection of (2.2.22) that the Lie algebra of the rota-
tion group forms a subalgebra of the Lie algebra of the Poincaré group. ăe same is true
of the Lie algebra of the translation group. From this it follows, at least locally, that the
rotation group and the group of translations both form subgroups of P"+. In Sec. 2.3.1 we
will use the method if induced representations to build up the representations ofP"+ from
an irreducible one-dimensional representation of the translation group.
2.2.2 ăe discrete symmetries of reĔections
Let P  U [P; 0] and T  U [T ; 0] be representations of the reĔections P and T ,
respectively. In accordance with the treatment ofWeinberg [40, Sec. 2.6] and the founda-
tional work by Wigner [22], each of these operators is either unitary and linear or antiu-
nitarity and antilinear. We now explore the properties of the above generators of the Lie
algebra of the restricted Poincaré group under the action ofP andT . A physical argument
will then be invoked to determine that P must be unitary and linear. Likewise it will be
shown that T must be antiunitarity and antilinear.
We begin by writing down the composition rule
P U [; a]P 1 = #5U [PP 1;Pa]; (2.2.28)
T U [; a]T 1 = #6U [T T  1;T a]; (2.2.29)
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as dictated by the multiplication properties of the underlying Minkowski space transfor-
mations. ăe phases #5 and #6 may depend explicitly on the Lorentz transformations
on the leĕ hand side (LHS) of the above; thus, #5  #5(P;; a;P 1) and likewise
#6  #6(T ;; a;T  1).
Here we again encounter the question of intrinsically projective representations. In the
preceding section, where wewere looking at the restricted inhomogeneous Lorentz group,
the possibility of projective representations was not considered because, as is explained by
Sternberg in [9, p. 159], there is no ambiguity in the choice ofR1;3 o SL(2;C) as the cov-
ering group, or in the language of Schur [67, 68], the “representation group” [9, p. 158].
Unfortunately this is not so in the case of the full inhomogeneous Lorentz group. Here
there are altogether eight possible choices of non-projective double covering groups [9, p.
160]. ăerefore, we must take into account the possibility of a phase in the group multi-
plication law.
Taking the phases to be continuous functions of the continuous parameters and a
[49, p. 169] and noting that #5(P;1; 0;P 1) = #6(T ;1; 0;T  1) = 1, from (2.2.28)
and (2.2.29), it follows that
#5(P; !; ;P
 1)  #6(T ; !; ;T  1)  1; for !2  2  0: (2.2.30)
ăe phases #5 and #6 thus will not contribute to any expansion of (2.2.28) and (2.2.29) in
which  is taken to be inđnitesimal.
With this in mind, we expand (2.2.28) on both sides to đrst order using (2.2.2) and
(2.2.8) to obtain
1 +
1
2
!PiJ
P 1 + PiP P 1 = 1 +
1
2
i
 
P!P 1


J + i (P) P

= 1 +
1
2
i!P
P
J + iP
P:
Equating coefficients then yields
PiJP 1= iPPJ ; (2.2.31)
PiPP 1 = iPP: (2.2.32)
Repeating this for (2.2.29), we đnd
TiJT 1= iTTJ ; (2.2.33)
TiPT 1 = iTP: (2.2.34)
Recalling the identiđcation P 0  H , we đnd the transformation of the energy operator
from (2.2.32) and (2.2.34) is given by
PiHP 1= + iH; (2.2.35)
TiHT 1=   iH: (2.2.36)
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Given that we should not wish to have states of negative energy, and furthermore that any
symmetry operator is amap from the state space to itself [40, Sec. 2.2], wemust not allowP
or T to map the energy operator to its negative. Consequently, the action of parity on the
state space must be unitary and linear whereas that of time-reversal must be antiunitary
and antilinear. With this we may cancel the factor of i in (2.2.31)–(2.2.34) to give
PJP 1= +PPJ ; (2.2.37)
PPP 1 = +PP; (2.2.38)
TJT 1=  TTJ ; (2.2.39)
TPT 1 =  TP: (2.2.40)
In three-vector notation, these read
PJP 1 = + J ; TJT 1 =   J ; (2.2.41)
PKP 1=  K; TKT 1= +K; (2.2.42)
PPP 1=   P ; TPT 1=   P ; (2.2.43)
PHP 1= +H; THT 1= +H: (2.2.44)
Consistent with expectation, this shows that the generators of angular momentum trans-
form as pseudovectors under space-inversion and as vectors under time-reversal. ăe gen-
erators of boost, however, transform as vectors under space-inversion and as pseudovec-
tors under time-reversal. ăe transformation properties of the generators of spacetime
translation also hold no surprises.
2.3 ăe state space
In the present section, we shall endeavour to deđne and develop the properties of the space
of physical states. We closely follow the treatment of Wigner [23, p. 43–51] and of Wein-
berg, as found in [64] and [40, Ch. 2]. Also, the lecture notes on Symmetries and groups
by Osborn [69] proved to be helpful. Our đrst step will be to derive the transformation
properties of the one particle states under the action of the unitary representations of the
restricted Poincaré group. We will begin with a unitary representation of the translation
group on a vector space labelled by one continuous parameter, the four-momentum of the
one particle state, and one discrete variable to account for degeneracies. A representation
of the full ten parameter groupP"+ is then built up via the method of induced representa-
tions. Following this exploration of the continuous symmetries, wewill turn to the discrete
symmetries by đrst looking at CPT . ăereaĕer, the properties of the one particle states
under the action of charge-conjugation and the reĔections of space-inversion and time-
reversal will be explored.
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2.3.1 ăemethod of induced representations
ăemethod of induced representations is a procedure whereby to obtain representations
of a group from the representations of an invariant subgroup. It was đrst developed by
Frobenius [50] in the context of compact groups and later heuristically extendedbyWigner
[23] to obtain representations of the non-compact Poincaré group. A mathematically rig-
orous treatment was provided by Mackey [53, 54, 63]. Wigner refers to Mautner [70–73]
and to von Neumann [74] for mathematical detail.
In order to apply the method of induced representations, we must đrst identify an ap-
propriate subgroup and đnd a representation of this subgroup. By inspection of the Lie al-
gebra of the restricted Poincaré group, (2.2.22)–(2.2.27), the four generators of spacetime
translation P form an invariant abelian subalgebra; the corresponding group, the group
of spacetime translations, forms an invariant abelian subgroup of the Poincaré group. Fur-
thermore, there exists [74–77] an irreducible one-dimensional representation [23] of the
translation group given by
U [a]  U [1; a] = eiP  a; (2.3.1)
where P  (P), the generators of spacetime translations; a  (a), the associated
parameters. Given that [P; P  ] = 0, we may introduce state vectors jp;i, where p is
four-momentum and  is a yet to be determined degeneracy index, such that
Pjp;i = pjp;i: (2.3.2)
Consequently, these vectors transform under translations according to
U [a]jp;i = eip x jp;i: (2.3.3)
It is necessary to include a degeneracy label because theremay existmany state vectors that
exhibit the same transformation property under translations. As noted by Weinberg [40,
p. 63], there are cases, such as in the description of several unbound particles, for which
the degeneracy of the here deđned states would be characterised by both continuous and
discrete labels. In accordance with the treatment ofWigner and that ofWeinberg, we here
conđne to the case where  is strictly discrete.
It is easy to conđrm that the vector space with elements jp;i, as deđned in (2.3.2) and
(2.3.3), furnishes a representation of the translation group. Applying a second translation
operator U [a] to (2.3.3), we obtain
U [a]U [a]jp;i = eip  x U [a]jp;i = ei(a+ a) jp;i = U [a+ a]jp;i: (2.3.4)
ăus, along with a completeness relation, to be given shortly, this implies U [a]U [a] =
U [a + a], which is nothing but the composition rule for the translation subgroup of the
Poincaré group. ăe latter is trivially obtained from the composition rule of P "+ , as given
in (2.2.11).
Before we further proceed, a nice simpliđcation can be achieved by a choice of basis for
the states jp;i in terms of the states jk;i, where k is a standard vector. Consider the
state U [L(p)]jk;i, where U [L(p)]  U [L(p); 0] and L(p) is the standard boost deđned
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by p = L(p)k , in accordance with the treatment of Sec. 2.1.1. Recalling the transfor-
mation property of P given in (2.2.11) and using (2.3.2), we obtain
PU [L(p)]jk;i = L(p)kU [L(p)]jk;i = pU [L(p)]jk;i: (2.3.5)
Under translations, therefore, these states transform as
U [a]U [L(p)]jk;i = eipa U [L(p)]jk;i; (2.3.6)
and thus satisfy the deđning properties of jp;i as introduced above in (2.3.2) and (2.3.3).
We are thus at liberty to make the identiđcation
jp;i 
p
k0/p0 U [L(p)]jk;i; (2.3.7)
where the normalisation factor,
p
k0/p0, has been chosen such that [40, p. 67]
hp0;0jp;i = 3(p0   p) 0;: (2.3.8)
ăe completeness relation then immediately follows. From (2.3.8), we haveZ
d3p0
X
0
hp00;00jp0;0ihp0;0jp;i =
Z
d3p0
X
0
3(p00   p0) 00;03(p0   p) 0;
= 3(p00   p) 00;
= hp00;00jp;i;
yielding, as desired, Z
d3p
X

jp;ihp;j = 1: (2.3.9)
With this, the earlier claim, that the above introduced basis furnishes a one-dimensional
representation of the translation subgroup of the restricted Poincaré group, is fully sub-
stantiated.
We now proceed with themethod of induced representations to derive a representation
of the full ten parameter groupP"+. Consider the stateU [W ]jk;i, whereW is an element
of the little group, deđned with respect to k. From (2.2.11), we have
PU [W ]jk;i =WkU [W ]jk;i = kU [W ]jk;i: (2.3.10)
Hence, the unitary operator U [W ] induces a transformation among the vectors jk;i
which leaves the momentum eigenvalue unchanged. ăerefore, U [W ]jk;i is given by
a linear combination [40, p. 64]
U [W ]jk;i =
X
0
jk;0iDk0[W ]; (2.3.11)
where the coefficients Dk0[W ] may have functional dependence onW , , and k [23, p.
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46]. Applying a second transformation U [ W ], we đnd
U [ W ]U [W ]jk;i =
X
0
U [ W ]jk;0iDk0[W ] =
X
000
jk;00iDk000 [ W ]Dk0[W ]:
Conversely, applying U [ WW ] upon jk;i, we obtain
U [ WW ]jk;i =
X
00
jk;00iDk00[ WW ]:
From the composition rule (2.2.1), we have U [ W ]U [W ] = U [ WW ]; therefore,X
000
jk;00iDk000 [ W ]Dk0[W ] =
X
00
jk;00iDk00[ WW ]: (2.3.12)
Finally, invoking the completeness relation (2.3.9), we obtainX
0
Dk000 [
W ]Dk0[W ] = D
k
00[
WW ]; (2.3.13)
that is, the coefficients Dk0[W ] furnish a đnite-dimensional representation of the little
group on a subspace deđned by the vectors jk;i.
We now return to the state jp;i deđned in (2.3.7). In particular, we shall seek to express
the stateU [; a]jp;i in terms of the above đnite-dimensional representation of the little
group. We begin by taking a closer look at the state U []jp;i. ăis may be expressed as
U [] jp;i =
p
k0/p0 U []U [L(p)] jk;i
=
p
k0/p0 U [L(p)]U [L 1(p) L(p)] jk;i
=
p
k0/p0
Z
d3k0
X
0
U [L(p)] jk0;0ihk0;0jU [L 1(p) L(p)] jk;i:
(2.3.14)
ăe purpose of inserting the identity U [L(p)]U [L 1(p)] was to isolate the transfor-
mationU [L 1(p) L(p)]. ăe succession of Lorentz transformationsL 1(p) L(p),
when applied to the standard vector k, yields
L 1(p) L(p) k = L 1(p) p = k:
ăe standard vector is leĕ unchanged; therefore, we concluded thatL 1(p) L(p) is an
element of the little group. In agreement with [40, p. 65] we choose to denote this by
W (; p)  L 1(p) L(p): (2.3.15)
Substituting this into (2.3.14) and invoking (2.3.14), we can use the orthonormality rela-
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tion (2.3.8) to obtain
U [] jp;i =
p
k0/p0
Z
d3k0
X
0
U [L(p)] jk0;0ihk0;0jU [W (; p)] jk;i
=
p
k0/p0
Z
d3k0
X
000
U [L(p)] jk0;0ihk0;0jk;00iDk00[W (; p)]
=
p
k0/p0
Z
d3k0
X
000
U [L(p)] jk0;0i3(k0   k)000Dk00[W (; p)]
=
p
k0/p0
X
0
U [L(p)] jk;0iDk0[W (; p)]
=
p
(p)0/p0
X
0
jp;0iDk0[W (; p)]: (2.3.16)
We have thus derived the transformation properties of the singe particle states under the
unitary representations of L"+.
ăe transformation properties of the single particle states under P"+ are now readily at
hand. Making appropriate identiđcations in (2.2.1), we trivially obtain the decomposition
U [; a] = U [1; a]U []: (2.3.17)
Applying this to the state jp;i, we obtain the following transformation property un-
der the action of the unitary representations of the full ten parameter restricted Poincaré
group:
U [; a] jp;i = U [1; a]U []jp;i
=
p
(p)0/p0
X
0
U [1; a] jp;0iDk0[W (; p)]
=
p
(p)0/p0
X
0
eiP a jp;0iDk0[W (; p)]
=
p
(p)0/p0 eipa
X
0
jp;0iDk0[W (; p)]: (2.3.18)
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In order to verify that we have indeed derived a representation of P"+ on the above de-
đned vector space, we must show that the composition rule (2.2.1) is satisđed. Applying a
second Poincaré transformation U [; a] to (2.3.18), we obtain
U [; a]U [; a] jp;i
=
s
(p)0
p0
eipa
X
0
U [; a]jp;0iDk0[W (; p)]
=
s
(p)0
p0
s
(p)0
(p)0
eipa eipa
X
000
jp;00iDk000 [W (;p)]Dk0[W (; p)]
=
s
(p)0
p0
eipa+ipa
X
00
jp;00iDk00[W (;p)W (; p)]: (2.3.19)
Looking at the argument of the coefficient matrix, and using the deđnition of W (; p)
given above in (2.3.15), we have
W (;p)W (; p) = L 1(p)L(p)L 1(p)L(p)
= L 1(p)L(p)
=W (; p):
With this, (2.3.19) becomes
U [; a]U [; a] jp;i =
s
(p)0
p0
eipa+ipa
X
0
jp;0iDk0[W (; p)]:
(2.3.20)
It follows from the Lorentz invariance of the scalar product that
p  a = p  a:
Using this identity in (2.3.20), we obtain
U [; a]U [; a] jp;i =
s
(p)0
p0
eip(a+a)
X
0
jp;0iDk0[W (; p)]
= U [; a+ a]jp;i: (2.3.21)
ăe transformation property of the one particle state, given in (2.3.18), is found to be con-
sistent with the composition rule
U [; a]U [; a] = U [; a+ a];
as given in (2.2.1). We have thus obtained a representation of the restricted Poincaré group
from a representation of the translation subgroup via the method of induced representa-
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tions. In deriving (2.3.18), we have reduced the task of đnding unitary representations of
P"+ to that of determining the representations of the little group transformationW (; p).
In the next two sections we address this remaining question for the two physical scenarios
considered in Sec. 2.1.1: đrst the case of a massive and then that of a massless particle of
positive energy.
Massive particles
It was shown in Sec. 2.1.1 that the little group for a massive particle of positive energy is
the three-dimensional rotation group SO(3); consequently,W (; p) must be a rotation,
commonly called the “Wigner rotation” [75, 78]. ăis should come as no surprise given
the explicit form of the relevant standard vector, k = (m; 0; 0; 0), as per Tab. 2.1. Look-
ing at [40, p. 69], we đndWeinberg evaluates theWigner rotation for = R, an arbitrary
three-dimensional rotation, and shows thatW (R; p) = R. He remarks that this result is
signiđcant because it indicates that the states jp;i have the same transformation proper-
ties under rotations as do those of non-relativistic quantum mechanics. We show in App.
B.1 that when is an arbitrary boost,W (; p) is a rotation, namely the rotation involved
in the composition of two boosts into a single boost and a rotation. In the special case in
which  and L(p) are colinear,W (; p) is the identity.
ăe task of đnding representations of theWigner rotation is thus no different to that of
đnding representations of the little group formassive particles of positive energy; that is to
say, the task of đnding the coefficientsDk0[W ] is simply that of đnding a representation
of SO(3) on a subspace deđned by the elements jk;i. We now show that it is possible to
choose a basis such that the coefficients take the form of the standard angular momentum
matrices [40, p. 68]. ăis will follow naturally from an exploration of the degeneracy index
.
First recall jp;i  pk0/p0U [L(p)]jk;i, where the states jk;i form a vector sub-
space under the unitary representations of the rotation group. Given that the vectors
jk;i are eigenvectors of P 0 and,Ƴ furthermore, P 0 commutes with the generators of
the rotation group, it follows that the degeneracy index  must include the eigenvalues
of J2  (J2x + J2y + J2z ) and Ji, where Ji may be any one of the rotation generators, typ-
ically chosen to be Jz . ăe states at rest may thus be relabelled in terms of the eigenvalues
of these three commuting operators, such that
P 0jk;; s; ni = m jk;; s; ni; (2.3.22)
Jzjk;; s; ni =  jk;; s; ni; (2.3.23)
J2jk;; s; ni = s (s+ 1) jk;; s; ni: (2.3.24)
Here m is a continuous parameter, the mass of the particle; s takes on integer and half
integer values, the intrinsic angularmomentum of the particle; spin projection  is related
Ƴ ăe rest vectors are of course eigenvectors also ofP , but this is of no consequence to the present argument
becauseP jk;i = 0.
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to s and takes on the values  2 fs; s  1; : : : ; 1  s; sg. ăe index n denotes any
remaining degeneracy.
Wenow show that the above basis admits an expansion of the rotation generators to give
the components standard angular momentum matrices. Suppressing for the time being
the indices k and n, we obtain the following matrix elements for the operators Jz and J2:
h0; sjJzj; si =  0; (2.3.25)
h0; sjJ2j; si = s (s+ 1) 0: (2.3.26)
ăe expansion of the remaining angular momentum operators is found in the standard
fashion [79, Sec. 3.5], by đrst considering the linear combination Jx  iJy . Applying this
to j; si, we đnd
Jz (Jx  iJy) j; si = (JzJx  iJzJy) j; si
= (JxJz + iJy  i (JyJz   iJx)) j; si
= (Jx  iJy) (Jz  1) j; si
= (  1) (Jx  iJy) j; si:
ăis may be written as
(Jx  iJy) j; si = Aj  1; si; (2.3.27)
whereA is a normalisation constant. Its magnitude squared is determined by
jAj2 = h; sj (Jx  iJy)y (Jx  iJy) j; si
= h; sj  J2   J2z  Jz j; si
= s (s+ 1)  2  
= s2 + s s  s  2  
= (s ) (s  + 1) : (2.3.28)
ăerefore, up to a phase which is chosen conventionally to be unity, the matrix elements
of the linear combination Jx  iJy read
h0; sj (Jx  iJy) j; si =
p
(s ) (s  + 1) 01: (2.3.29)
Of course Jx + iJy and Jx   iJy are the quantum mechanical raising and lowering op-
erators, respectively. For the purposes of the present development (2.3.29) allows us to
express Jx and Jy in the basis j; si.
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ăe complete set of angular momentum generators thus reads
J (s)x

0
=
1
2
p
(s  )(s+  + 1) 0+1 + 1
2
p
(s+ )(s   + 1) 0 1;
J (s)y

0
=
1
2i
p
(s  )(s+  + 1) 0+1   1
2i
p
(s+ )(s   + 1) 0 1;
J (s)z

0
=  0; (2.3.30)
where (J (s)i )0  h0; sjJij; si.
ăe coefficients (2.3.18) are now readily at hand. Rewriting this in terms of the above
derived basis, we have
U [; a]jp;; s; ni =
p
k0/p0 eipa
Z
d3k0
X
0;s0;n0
U [L(p)]jk0;0; s0; n0i
 hk0;0; s0; n0jU [W (; p)]jk;; s; ni: (2.3.31)
For simplicity, consider the case whereW (; p) = Rz , a rotation about the z-axis. ăen,
from (2.2.2), we can expand U [Rz] as
U [Rz] = 1 + izJz + : : : : (2.3.32)
ăe matrix to be determined thus becomes
hk0;0; s0; n0jU [Rz]jk;; s; ni = hk0;0; s0; n0j(1 + izJz + : : :)jk;; s; ni
= hk0;0; s0; n0j(1 + iz + : : :)jk;; s; ni
= (1 + iz + : : :)0
3(k0   k)s0sn0n
= (0 + iz(J
(s)
z )0 + : : :)
3(k0   k)s0sn0n
= (0 + iz(J
(s)
z )0 + : : :)
3(k0   k)s0sn0n:
ăe coefficient matrix is thus given by the matrix elements of the corresponding rotation
expanded in terms of the above deđned basis vectors; that is,
D
(s)
0[Rz] = 0 + iz(J
(s)
z )0 + : : : ; (2.3.33)
with the obvious generalization for an arbitrary rotation. Substitution into (2.3.31) thus
yields
U [; a]jp;; s; ni =
p
k0/p0 eipa
X
0
U [L(p)]jk;0; s; niD(s)0[W (; p)]
=
p
(p)0/p0 eipa
X
0
jp;0; s; niD(s)0[W (; p)]: (2.3.34)
With this, the transformation properties of the single particle states under the action of
26 Derivation of multi-spin quantum Ėelds
the unitary representations of the restricted Poincaré group is uniquely deđned.
Before we proceed to the case of a massless particle of positive energy, some remarks on
the labelling of the states at arbitrary momentum and about Casimir operators [80] will
be in order. A Casimir operator is deđned with respect to a given Lie group as one that
commutes with all the elements of that Lie group [81, p. 103]. As can be readily found in
the literature [82, 83], the Poincaré group has two Casimir operators: C1  PP and
C2 WW, whereW is the Pauli-Lubański pseudovector [84] given by
W =
1
2
JP: (2.3.35)
ăe completely antisymmetric Levi-Civita symbol  is deđned in App. A. ăe đrst
Casimir operator, when applied to the state jp;; s; ni, returns the eigenvalue m2. To
evaluateC2jp;; s; ni, we use (2.3.7), which now reads
jp;; s; ni =
p
m/p0 U [L(p)]jk;; s; ni; (2.3.36)
along with the Lorentz invariance ofWW we obtain
WWjp;; s; ni =
p
m/p0 U [L(p)]WWjk;; s; ni
=
p
m/p0 U [L(p)]
1
4
JPJ
P jk;; s; ni
=
p
m/p0 U [L(p)]
m2
4
0J0J
jk;; s; ni
=
p
m/p0 U [L(p)]
m2
4
ijkJjkilrJ
lrjk;; s; ni
=  
p
m/p0 U [L(p)]m2J2jk;; s; ni
=  
p
m/p0 U [L(p)]m2s (s+ 1) jk;; s; ni
=  m2s (s+ 1) jp;; s; ni: (2.3.37)
ăePoincaré invariant labels of the states jp;; s; ni asmeasured by theCasimir operators
may thus be summarised by
C1jp;; s; ni = m2jp;; s; ni and C2jp;; s; ni =  m2s (s+ 1) jp;; s; ni:
We thus have a frame-independent labelling of particle states in terms of two numbers:
m2 and m2s (s+ 1), measured respectively by C1 and C2, the Casimir operators of the
Poincaré group. It isworthnoting that, although the eigenvalues of the operators C2/m2
and J2 coincide in the rest frame, it would be false to draw the conclusion that spin is a
frame-independent concept. ăe spin operator,J2, is not invariant under the unitary rep-
resentations of the restricted Poincaré group. ăis is easy to see by looking at the com-
mutation relations between J2 and generators of Lorentz boost. Ryder [82, p. 56] shows
by explicit evaluation that

J2;Ki
 6= 0, for i 2 fx; y; zg, and refers to [85–87] for a
relativistic treatment of spin.
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ăe spin projection index  is measured in general by U [L(p)]JzU 1[L(p)]. ăis is
easily demonstrated:
U [L(p)]JzU
 1[L(p)]jp;; s; ni = U [L(p)]JzU 1[L(p)]
p
m/p0U [L(p)]jk;; s; ni
=
p
m/p0 U [L(p)]Jzjk;; s; ni
= jp;; s; ni:
Recalling that Jz fails to commute with Kx and Ky , it follows that the spin projection
of a given state will change under the action of any non-trivial Lorentz boost that is non-
colinear with the original polarization of the state.
Massless particle
ăe case of a massless particle of positive energy is somewhat peripheral in the context
of the present work. We therefore refrain from a detailed discussion and instead refer
to [40, p. 72] where the following results are given. ăe states at standard momentum
k = (; 0; 0; ) are diagonalised such that
Ajk;i = Bjk;i = 0; (2.3.38)
Jzjk;i = jk;i; (2.3.39)
where the operatorsA andB are as deđned in (2.1.21). ăe transformation property under
the action of unitary representations of P"+ reads
U [; a]jp;i =
p
(p)0/p0 epa jp;i ei(;p); (2.3.40)
where (; p) is the angle associated with the rotation generator Jz . Wewill brieĔy return
to massless particles of positive energy in Ch. 6 where two đelds will be explicitly con-
structed for the description of particles and antiparticles of helicity  = 1/2. For the
remainder of the present chapter we will focus on the case of a massive particle of positive
energy.
ăis concludes our exposition of the transformation properties of the single particle
states under the action of the continuous symmetries of the restricted Poincaré group.
2.3.2 Discrete symmetries
Having in the previous section obtained a representation of the restricted Poincaré group
bymeans of themethod of induced representations, we now seek to derive representations
of the discrete symmetries. Although it is experimentally well established that the discrete
symmetries of space-inversion and time-reversal deđned in (2.1.5) are violated in weak
interactions [88–93] they remain good approximate symmetries [40, p. 75].
We choose here to begin with CPT , a symmetry inherent to all local Lorentz covari-
ant quantum đeld theories by the CPT theorem [94–96]. ăe reason for this slightly
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unconventional approach is twofold. Unlike the symmetries of space-inversion and time-
reversal, the symmetry of charge-conjugation, denoted C , does not arise in the study of
the transformation properties of Minkowski space. ăis is, however, by no means an in-
superable difficulty thanks to the known action ofCPT [40, p. 103]. OnceCPT , P , and
T have been deđned, the charge-conjugation operator is given by (CPT )T 1P 1. A fur-
ther advantage of the approach here taken is that it will allow for the degeneracy index
n to be identiđed before we explore the transformation properties of the single particle
states under P and T .
CPT
Weinberg motivates the existence of antiparticles in [97, p. 61–63] by the demand that
causality be preserved in the uniđcation of special relativity and quantum mechanics. In
[40, p. 244–245] he makes the following remark:
Not only is it necessary that every particle have an antiparticle (which may
for a purely neutral particle be itself ); there is a precise relation between the
properties of particles and antiparticles, that can be summarised in the state-
ment that for an appropriate choice of inĂersion phases, the product CPT of all the
inĂersions is conserved.
ăis implies that there exists an operator CPT whereby the above deđned state vectors
have the transformation property [40, p. 103]
CPT jp;; s; ni = ( )s  jp; ; s; nci; (2.3.41)
where the superscript “c” on the right hand side indicates that the state is that of an an-
tiparticle [40, p. 104]. For the sake of notational simplicity we will write from hence forth
jp;; s; ni  jp;; si and jp;; s; nci  jp;; sic. Of course there may be yet other
degeneracies of the states that are broken only when the corresponding symmetries are
considered. We shall not concern ourselves with this question here.
Given that the demand ofCPT conservation applies to all particles (including antipar-
ticles), the above relation must apply equally to antiparticle states. In summary, we thus
have
CPT jp;; si = ( )s  jp; ; sic; (2.3.42)
CPT jp;; sic = ( )s  jp; ; si: (2.3.43)
Weinberg emphasises that no phases or matrices are permitted in the action of CPT on
the state space [40, p. 104]. ăis has the immediate consequence that (CPT )2 returns a
state to itself with sign+1 for a state of integer spin and 1 for a state of half-integer spin;
that is,
(CPT )2 jp;; si = ( )2s jp;; si; (2.3.44)
and likewise for an antiparticle state jp;; sic.
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AswithP andT ,CPT must be either unitary and linear or antiunitarity and antilinear.
Authoritative works on the subject [40, 98, 99] takeCPT (or some equivalent succession
of discrete symmetries) to be antiunitarity and antilinear. We here show that this follows
unequivocally if we postulate
(CPT )U [; a] (CPT ) 1 = #4U [QQ 1;Qa]; (2.3.45)
as the behaviour of the unitary representations of the restricted Poincaré group under the
actionofCPT by conjugation. HereQ is someyet to bedetermined44matrix thatmaps
Minkowski space into itself; #4 = #4(Q;; a;Q 1) is a phase that shall be constrained
in due course.
We begin by noting the following: it is implicit in the above identiđcation of the de-
generacy index n, with the notational distinction between particles and antiparticles, that
particle state vectors transform identically as compared to antiparticle state vectors under
the action of the unitary representations of P"+. ăis is in agreement with a remark by
Weinberg in [64]: “If an antiparticle exists then its states will transform like those of the
corresponding particle.” It thus follows from (2.3.2), that
Pjp;; si = pjp;; si; (2.3.46)
Pjp;; sic= pjp;; sic: (2.3.47)
ApplyingCPT to (2.3.46) and using (2.3.42), we obtain
CPTPjp;; si = pCPT jp;; si = p ( )s  jp; ; sic = P ( )s  jp; ; sic:
Equivalently, we have
CPTP (CPT ) 1CPT jp;; si = CPTP (CPT ) 1 ( )s  jp; ; sic:
Together, these imply that the energy-momentum operator P commutes withCPT :
(CPT )P (CPT ) 1 = P: (2.3.48)
By the same procedure that led to (2.2.31) and (2.2.32) for parity, again taking the phase
in (2.3.45) to be a continuous function of the continuous symmetries and a [49, p. 169],
we obtain the following transformation properties for the ten generators of the Lie algebra
of the restricted Poincaré group under the conjugate action ofCPT :
(CPT ) iJ (CPT ) 1= iQQJ ; (2.3.49)
(CPT ) iP (CPT ) 1 = iQP: (2.3.50)
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Taking (2.3.48) together with (2.3.50), one has
iP = iQ
P =) Q = +; forCPT unitary and linear, (2.3.51)
 iP = iQP =) Q =  ; forCPT antiunitary and antilinear.
(2.3.52)
Accordingly, from (2.3.49), we obtain
(CPT ) J (CPT ) 1 = +J ; forCPT unitary and linear, (2.3.53)
(CPT ) J (CPT ) 1 =  J ; forCPT antiunitary and antilinear. (2.3.54)
Again, because particle and antiparticle states transform in the same manner under the
unitary representations of the restricted Poincaré group, we have
Jzjk;; si = jk;; si; (2.3.55)
Jzjk;; sic = jk;; sic: (2.3.56)
ApplyingCPT to (2.3.55), we đnd
CPTJzjk;; si = CPT jk;; si =  ( )s  jk; ; sic =  Jz ( )s  jk; ; sic:
Equivalently, we have
CPTJzjk;; si = CPTJz (CPT ) 1 ( )s  jk; ; sic
Together, these imply that Jz anticommutes withCPT :
(CPT ) Jz (CPT )
 1 =  Jz: (2.3.57)
Recalling, from the identiđcation given in (2.2.20), that J21  Jz and comparing (2.3.57)
with (2.3.54), it is clear thatCPT must be antiunitary and antilinear. Consequently from
(2.3.52), we have
Q =  () =PT : (2.3.58)
Furthermore, by (2.3.54), J anticommutes withCPT :
(CPT ) J (CPT ) 1 =  J : (2.3.59)
With theCPT operator thus deđned, we may now return to (2.3.45) so as to constrain
the phase #4. To this end we đrst rewrite (2.3.45) as
(CPT )U [; a] = #4U [; a] (CPT ) : (2.3.60)
We now apply both sides to the one-particle state jp;; si.
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Beginning with the LHS we use the transformation property under U [; a], as given in
(2.3.34), followed by (2.3.42), along with the antiunitarity antilinear property ofCPT , to
obtain
(CPT )U [; a] jp;; si = (CPT ) eipa
s
(p)0
p0
X
0
jp;0; siD(s)0[W (; p)]
= e ipa
s
(p)0
p0
X
0
jp; 0; sicD(s)0 [W (; p)]( )s 
0
:
Applying the right hand side (RHS) of (2.3.60) to the one-particle state yields
#4U [; a] (CPT ) jp;; si = #4U [; a]( )s jp; ; sic
= #4( )s  e ipa
s
(p)0
p0
X
0
jp; 0; sicD(s) 0 [W (; p)]:
Equating and cancelling common factors we thus haveX
0
jp; 0; sicD(s)0 [W (; p)]( ) 
0
= #4
X
0
jp; 0; sicD(s) 0 [W (; p)]:
As noted byWeinberg in [40, p. 234], the generators (2.3.30) satisfy the relation
( ) 0J(s)0 =  J (s) 0 : (2.3.61)
Considering the factor of i in the expansion (2.3.33), it thus follows that the matrices
D[W (; a)] obey
( ) 0D(s)0 [W (; a)] = D(s) 0 [W (; a)]: (2.3.62)
We conclude that #4 = 1; accordingly, the action of CPT on U [; a] by conjugation
becomes
(CPT )U [; a] (CPT ) 1 = U [; a]: (2.3.63)
Having uniquely determined the properties of CPT , we now deduce the action of P and
T from their known properties on Minkowski space. ăereaĕer we shall consider the re-
sultant properties of charge-conjugation.
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Space-inversion
To đnd the action of parity on the state space, we đrst recall from (2.2.41) that parity
commutes with the angular momentum generators and with the energy operator. Con-
sequently,
HP jk;; si = PHjk;; si = mP jk;; si;
JzP jk;; si = PJzjk;; si =  P jk;; si;
J2P jk;; si = PJ2jk;; si = s (s+ 1) P jk;; si;
indicating thatP jk;; si, like jk;; si, is an eigenstate ofH , Jz , and J2. It must therefore
be equal to jk;; si up to a phase which may or may not depend on the quantum numbers
of the state. We thus have
P jk;; si = k;;sjk;; si: (2.3.64)
ăephase, k;;s, is knownas the intrinsic parity [100, p. 572]. To establish the dependence
of the phase on , recall from (2.3.27) and (2.3.28) that
(Jx  iJy) jk;; si =
p
(s ) (s  + 1) jk;  1; si: (2.3.65)
Applying P on both sides, we obtain
P (Jx  iJy)P 1P jk;; si =
p
(s ) (s  + 1) P jk;  1; si: (2.3.66)
Given that P is a unitary linear operator that commutes with the rotation generators, this
implies that
k;;s = k;1;s: (2.3.67)
ăe intrinsic parity must therefore be independent of spin projection ; at most it may
depend on the spin and the rest mass of the state under consideration. We henceforth
omit the k index because this will be assumed to be of a đxed value for any given theory
under consideration. ăe states at rest thus have the transformation property
P jk;; si = s jk;; si: (2.3.68)
As to the action of parity on a state at momentum p, we đnd from (2.3.36) and (2.2.28),
and the identityPL(p)P 1 = L(Pp), that
P jp;; si =
p
m/p0 P U [L(p)]P 1P jk;; si
= #5s
p
m/p0 U [PL(p)P 1] jk;; si
= #5s
p
m/p0 U [L(Pp)] jk;; si
= #5s jPp;; si: (2.3.69)
We now take a closer look at the phase #5. Here it is essential to explicitly display the
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alleged functional dependence. We thus rewrite (2.2.28) as
PU [; a] = #5(P;; a;P)U [PP
 1;Pa]P; (2.3.70)
where we have used thatP is involutory. Applying the LHS of (2.3.70) to the one particle
state jp;; si, we obtain
PU [; a]jp;; si = P eipa
s
(p)0
p0
X
0
jp;0; siD(s)0[W (; p)]
= #5(P; L(p); a;P)s eipa
s
(p)0
p0
X
0
jPp;0; siD(s)0[W (; p)]:
Similarly for the RHS of (2.3.70) we đnd
#5(P;; a;P)U [PP
 1;Pa]P jp;; si
= #5(P;; a;P)#5(P; L(p); 0;P)sU [PP
 1;Pa]jPp;; si
= #5(P;; a;P)#5(P; L(p); 0;P)s eipa
s
(p)0
p0

X
0
jPp;0; siD(s)0[W (PP 1;Pp)]:
But
W (PP 1;Pp) =PW (; p)P 1 =W (; p): (2.3.71)
We thus obtain the following relationship between the phases
#5(P; L(p); a;P) = #5(P;; a;P)#5(P; L(p); 0;P): (2.3.72)
We shall not explore this matter any further in the present section. For the remainder of
the work, we make the choice #5 = 1. ăis is consistent with a theorem by Streater and
Wightman [98, p. 127]. ăe composition rule then becomes
PU [; a]P 1 = U [PP 1;Pa]: (2.3.73)
Given that in deriving (2.3.69) we used nothing but the properties of the particle states
under the symmetries of thePoincaré group and the previously derivedproperties of parity
onMinkowski space, it follows that the transformation properties of the antiparticle states
must be of the same form as those derived above. In summary, we thus have
P jp;; si = s jPp;; si; (2.3.74)
P jp;; sic= csjPp;; sic: (2.3.75)
ăe phases s and cs can be independently chosen because there remains the possibility
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of a phase freedom in the composition rule for the operators of space-inversion andCPT .
With the transformation properties of the state space under the action of the unitary
space-inversion operator thus deđned, we may check whether the operator P  U [P]
satisđes the composition rule for the underlying involutory Minkowski space symmetry
P . Taking (2.3.74) and applying parity for a second time, we obtain
U [P]U [P]jp;; si = U [P]s jPp;; si = ss jp;; si = ssU [PP]jp;; si:
We thus have the composition rule
U [P]U [P] = ssU [PP]; (2.3.76)
consistent with that of the Minkowski space operators. It is thus true to say that the uni-
tary operatorP  U [P], deđned by (2.3.74), induces a projective representation of space-
inversion on the state space. If by whatever means the intrinsic parity, s , for a given par-
ticle were found to be real, the representation of space-inversion on the state space of that
particle would be non-projective.
Time-reversal
In order to discern the action of time-reversal on the state space we begin by looking at the
particle states at rest deđned in (2.3.22)–(2.3.24). Recalling thatTHT 1 = H ,TJT 1 =
 J , and TJ2T 1 = J2, we have
HT jk;; si = THj; si = mT jk;; si;
JzT jk;; si =  TJzj; si =   T jk;; si;
J2T jk;; si = TJ2j; si = s (s+ 1)T jk;; si:
Hence T jk;; si is an eigenstate of H , Jz , and J2, albeit with the spin projection index
reversed in sign. ăe time-reversed statemust thus be proportional to the original state up
to a phase and with the index  reversed in sign:
T jk;; si = k;;sjk; ; si: (2.3.77)
As yet, we cannot exclude the possibility that the time-reversal phase may depend on the
indices of the state under consideration. We can, however, determine its precise depen-
dence on the spin projection index . Following a similar approach as was applied in the
previous section, we invoke the raising and lowering operators and recall, from (2.3.65),
the following relation:
(Jx  iJy) jk;; si =
p
(s ) (s  + 1) jk;  1; si: (2.3.78)
Switching to and exchanging  with  on both sides yields
(Jx  iJy) jk; ; si =
p
(s ) (s  + 1) jk;   1; si: (2.3.79)
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Interchanging the RHS with the LHS in (2.3.78) and applying T on both sides, we obtain
from (2.2.41) and the antilinearity of the time-reversal operator on the state spacep
(s ) (s  + 1) T jk;  1; si = T (Jx  iJy) jk;; si
= ( Jx  iJy)T jk;; si
= k;;s ( Jx  iJy) jk; ; si
=  k;;s
p
(s ) (s  + 1) jk;   1; si;
where, for the last step, wemade use of (2.3.79). Hence, except for the trivial case in which
s = 0, we must have
 k;;sjk;   1; si = T jk;  1; si = k;1;sjk;   1; si:
ăerefore, the time-reversal phase must satisfy the relation
 k;;s = k;1;s: (2.3.80)
Weinberg provides [40, p. 78] a solution of the form k;;s = k;s( )s  , albeit without
the explicit indices s and k on the phase. It is easy to verify this solution by direct substi-
tution:
 k;;s =  k;s( )s  = k;s( )s ( )1 = k;s( )s (1) = k;1;s:
ăerefore (2.3.80) is satisđed, as was to be shown. ăe transformation of the rest states
given in (2.3.77) thus becomes
T jk;; si = k;s( )s jk; ; si: (2.3.81)
ăe explicit rest-mass dependence of the phase will henceforth be omitted for the sake of
notational convenience. As argued above in the case of the rest mass dependence of the
intrinsic parity, the simpliđcation is of no consequence because the theories to be con-
structed in the present work will each involve a single đxed value for the rest mass.
Tođnd the transformationproperties of the states atmomentump, we applyT to (2.3.36)
anduse the composition rule given in (2.2.29) aswell as the identityT L(p)T  1 = L(Pp)
derived in App. B.3. We thereby obtain
T jp;; si =
p
m/p0TU [L(p)]T 1T jk; ; si
=
p
m/p0U [T L(p)T  1]#6k;s( )s jk; ; si
= #6s ( )s 
p
m/p0U [L(Pp)]jk; ; si
= #6s ( )s jPp; ; si: (2.3.82)
With respect to the phase #6 we note that it is straight forward, by means akin to those
applied in the previous case of space-inversion, to show that the following relation must
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hold
#6(T ; L(p); a;T ) = #6(T ;; a;T )#6(T ; L(p); 0;T ): (2.3.83)
A detailed analysis of phases such as the present #6 and the former #5, that arise in rep-
resentations of the full Poincaré group, is given by Sternberg [9, Sec. 3.10]. In accordance
with a theorem by Streater andWightman [98, p. 127], we take #6 = 1. ăe composition
rule (2.2.29) thus becomes
TU [; a]T 1 = U [T T  1;T a]: (2.3.84)
With this simpliđcation, we summarise the transformation property of the one particle
states as follows:
T jp;; si = s ( )s jPp; ; si; (2.3.85)
T jp;; sic= cs( )s jPp; ; sic; (2.3.86)
where the transformation of the antiparticle state may be derived by the exact same tech-
nique as demonstrated above for the particle state. ăe phases s and cs can be chosen
independently of one another provided there is a freedom in the choice of phase in the
composition rule of T withCPT .
Beforewemove on to explore the symmetry of charge-conjugation, let us checkwhether
the operator T  U [T ], deđned by the above derived transformation properties of the
one particle states, satisđes the composition rule of the underlyingMinkowski space trans-
formation. Applying time-reversal to (2.3.85), we obtain
U [T ]U [T ]jp;; si = U [T ]s ( )s jPp; ; si
= s ( )s U [T ]jPp; ; si
= s ( )s s ( )s+jp;; si
= ( )2sU [T T ]jp;; si;
thus implying the composition rule
U [T ]U [T ] = ( )2sU [T T ]: (2.3.87)
For a particle of half-integer spin, we thus have a projective representation of time-reversal
on the state space; for a particle of integer spin, the representation is non-projective.
Charge-conjugation
To the extent that the action of the operator CPT , deđned above in Sec. 2.3.2, is inter-
preted as that of time-reversal followed by space-inversion followed by the here to be de-
termined symmetry of charge-conjugation, we may uniquely express the latter as
C  (CPT )T 1P 1: (2.3.88)
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With this identiđcation it immediately follows thatCmust be unitary and linear because it
is given by the composition of two antiunitary antilinear operators and one unitary linear
operator. Furthermore, the behaviour of U [; a] under conjugation by C can be deduced
by noting, from (2.2.28) and (2.2.29), that
(CPT )U [; a](CPT ) 1 = CPTU [; a]T 1P 1C 1 = #5#6CU [; a]C 1:
Recalling the choice #5 = #6 = 1 and invoking (2.3.63), we obtain
CU [; a]C 1 = U [; a]: (2.3.89)
In order to determine the action of charge-conjugation on the one particle states, we
đrst require the transformation of the latter underP 1 andT 1. As can be easily deduced
respectively from (2.3.85) and (2.3.74), we have
P 1jp;; si = s jPp;; si; (2.3.90)
T 1jp;; si = s ( ) s  jPp; ; si: (2.3.91)
ăe action of (CPT )T 1P 1 on the one particle states thus reads
(CPT )T 1P 1jp;; si = (CPT ) ss ( ) s  jp; ; si
= s

s ( ) s  (CPT ) jp; ; si
= s

s ( ) s  ( )s+ jp;; sic: (2.3.92)
Up to a phase factor ss , the action of charge-conjugation on the state space is thus sim-
ply the interchange of particles states and antiparticle states. Repeating the above deriva-
tion for the state jp;; sic yields the relevant counterpart of (2.3.92). ăe results are sum-
marised by
Cjp;; si = ss jp;; sic; (2.3.93)
Cjp;; sic= cs cs jp;; si: (2.3.94)
Looking at (2.3.93) and (2.3.94), we see that the charge-conjugation phase factor is related
to the product of the intrinsic parity, s , and the time-reversal phase, s , by complex conju-
gation. ăe charge-conjugation phase factor therefore does not constitute an independent
degree of freedom.
CP, CT, and PT
ăe succession of discrete symmetriesCP is given by
CP jp;; si = Cs jPp;; si
= s

s

s jPp;; sic
= s jPp;; sic: (2.3.95)
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ăe succession of discrete symmetriesCT is given by
CT jp;; si = Cs ( )s  jPp; ; si
= s ( )s  ss jPp; ; sic
= s ( )s  jPp; ; sic: (2.3.96)
ăe succession of discrete symmetries PT is given by
PT jp;; si = Ps ( )s  jPp; ; si
= s ( )s  s jp; ; si
= ss ( )s  jp; ; si: (2.3.97)
2.3.3 ăe vacuum and open questions on phases
ăe state space vector containing no particles is called the vacuum state, or simply the
vacuum, and is denoted by j i. It is unique up to a constant phase [98, p. 97] and is of unit
norm:
h j i = 1: (2.3.98)
Furthermore, it is chosen to be invariant under the action of the unitary representations
of the restricted Poincaré group:
U [; a]j i = j i; 8 f; ag 2 P"+: (2.3.99)
For the discrete symmetries, the vacuummust be invariant up to a phase:
U [P; 0]j i = #pj i; with j#pj = 1; (2.3.100)
U [T ; 0]j i = #tj i; with j#tj = 1; (2.3.101)
Cj i = #cj i; with j#cj = 1: (2.3.102)
Explicit mention is made of this phase freedom in the literature. Lee and Wick, in their
famous work of 1966, point out their assumption about the invariance of the vacuum state
[99]. Streater and Wightman remark that it is standard convention to choose the phase
factors in such a fashion that the vacuum is invariant under the above discrete symmetries
[98, p. 128]. ăe choice
#p = #t = #c = 1; (2.3.103)
is also implicit in the treatment of Weinberg [40, p. 177]. We shall adhere to this conven-
tion in what is to follow.
ăis concludes the discussion of the symmetries of the space of physical states. In the
next section, we will introduce creation and annihilation operators which, thanks to the
invariance of the vacuum as per (2.3.99) and (2.3.103), will directly inherit the transfor-
mation properties of the state vectors and allow us later to bring these transformations to
bear in the construction of quantum đelds.
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2.4 Creation and annihilation operators
Wenow introduce two new operators on the state space: the creation operator, ay(p;; s),
and the annihilation operator, a(p;; s), deđned with respect to their action on the vac-
uum state by
ay(p;; s)j i = jp;; si; (2.4.1)
a(p;; s)j i = 0: (2.4.2)
When applied to a multi-particle state, jq1; q2; : : : ; qN i containing N particles deđned
respectively by quantum numbers qi  fpi;i; sig, the creation operator ay(q) adds a
particle with quantum number q: ay(q)jq1; : : : ; qN i = jq; q1; : : : ; qN i. ăe annihilation
operator a(q) removes a particle with quantum number q. For consistency with the parti-
cle interpretation of the states jp;; si, and the known properties of bosons and fermions,
we demand that the creation and annihilation operators satisfy the commutation relationsh
a(p;; s); ay(p0;0; s0)
i

= 3(p  p0)0ss0 ; (2.4.3)
where ‘+’ denotes anticommutation, for fermionic statistics, and ‘ ’ denotes commuta-
tion, for bosonic statistics. We require a second set of operators for the creation and
annihilation of antiparticle states; these are denoted by by(p;; s)  acy(p;; s) and
b(p;; s)  ac(p;; s), respectively. ăeir commutation relations readh
b(p;; s); by(p0;0; s0)
i

= 3(p  p0)0ss0 : (2.4.4)
All other (anti-) commutators, between the above deđned operators, vanish.
Weinberg makes the following remark on the signiđcance of the use of creation and
annihilation operators in [40, p. 169]:
ăe great advantage of this formalism is that if we express the Hamiltonian
as a sum of products of creation and annihilation operators, with suitable
non-singular coefficients, then the S-matrix will automatically satisfy a cru-
cial physical requirement, the cluster decomposition principle, which says in
effect that distant experiments yield uncorrelated results.
We will provide an explicit derivation of two free Hamiltonians in terms of the here de-
đned creation and annihilation operators: once in Ch. 3 and, for a different theory, in Ch.
4. Before this can be achieved, we must đrst complete the present derivation of quantum
đelds. ăe remainder of the present section will involve a deduction of the transformation
properties of the creation and annihilation operators under the action of the ten continu-
ous and three discrete symmetries of the state space.
In order to derive the transformation properties of the creation and annihilation op-
erators under the unitary representations of the restricted Poincaré group, we begin by
recalling the transformation property of the one particle states, given in (2.3.34), along
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with the deđnition of the particle creation operator, given in (2.4.1). We thus obtain
U [; a] jp;; si = eipa (p)0/p01/2X
0
D
(s)
0[W (; p)] jp;0; si
= eipa

(p)0/p0
1/2X
0
D
(s)
0[W (; p)] a
y(p;0; s)j i:
Using once more the deđnition of the particle creation operator followed by the Poincaré
invariance of the vacuum, we đnd
U [; a] jp;; si = U [; a]ay(p;; s)j i = U [; a]ay(p;; s)U 1[; a]j i:
Combining the above two results, we obtain the following transformation property for the
particle creation operator:
U [; a]ay(p;; s)U 1[; a] = eipa
s
(p)0
p0
X
0
D
(s)
0[W (; p)] a
y(p;0; s):
(2.4.5)
Given that the matricesD(s)[W (; p)] furnish a unitary non-projective representation of
W , (2.4.5) may be rewritten as
U [; a]ay(p;; s)U 1[; a] = eipa
s
(p)0
p0
X
0
D
(s)
0 [W
 1(; p)] ay(p;0; s):
(2.4.6)
ăis allows us to immediately read off the transformation property of the annihilation
operator by taking the Hermitian adjoint on both sides of (2.4.6). ăis gives
U [; a]a(p;; s)U 1[; a] = e ipa
s
(p)0
p0
X
0
D
(s)
0 [W
 1(; p)] a(p;0; s):
(2.4.7)
We have postulated that particle and antiparticle states must transform identically under
the action of unitary representations of P"+. It thus follows that the transformation prop-
erties of the corresponding creation and annihilation operators, namely by(p;; s) and
b(p;; s), must be identical to those given in (2.4.6) and (2.4.7). ăis is not so in the case of
the discrete symmetries. Using the assumption of an invariant vacuum, wemay repeat the
above for C , P , and T to obtain the associated transformation properties of the creation
and annihilation operators. Recalling the transformation properties of the particle states,
jp;; si, derived on the preceding pages, we đnd the particle creation operator, ay(p;; s),
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has the following properties:
Cay(p;; s)C 1= s

s b
y(p;; s); (2.4.8)
Pay(p;; s)P 1= s a
y(Pp;; s); (2.4.9)
Tay(p;; s)T 1= s ( )s  ay(Pp; ; s): (2.4.10)
For completeness we give the following transformation properties for the succession of
discrete symmetries:
(CP ) ay(p;; s) (CP ) 1 = s b
y(Pp;; s); (2.4.11)
(CT ) ay(p;; s) (CT ) 1 = s ( )s  by(Pp; ; s); (2.4.12)
(PT ) ay(p;; s) (PT ) 1 = ss ( )s  ay(p; ; s); (2.4.13)
(CPT ) ay(p;; s) (CPT ) 1 = ( )s  by(p; ; s): (2.4.14)
ăe transformation properties for the particle annihilation operators are obtained from
the above by an application of the Hermitian adjoint on both sides.
Analogous transformationproperties hold for the antiparticle creationoperators by(p;; s),
albeit with independent phase factors as per the treatment in the previous section. ăese
are given by
Cby(p;; s)C 1= cs 
c
s a
y(p;; s); (2.4.15)
Pby(p;; s)P 1= cs b
y(Pp;; s); (2.4.16)
Tby(p;; s)T 1= cs ( )s  by(Pp; ; s): (2.4.17)
Similarly, for the succession of discrete symmetries, we have
(CP ) by(p;; s) (CP ) 1 = cs a
y(Pp;; s); (2.4.18)
(CT ) by(p;; s) (CT ) 1 = cs ( )s  ay(Pp; ; s); (2.4.19)
(PT ) by(p;; s) (PT ) 1 = cs
c
s ( )s  by(p; ; s); (2.4.20)
(CPT ) by(p;; s) (CPT ) 1 = ( )s  ay(p; ; s): (2.4.21)
Again, the transformation properties of b(p;; s), the antiparticle annihilation operator,
are obtained from (2.4.15)–(2.4.21) by the Hermitian adjoint.
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2.5 ăe quantum đeld
In accordance with the treatment of Weinberg [64] the quantum đeld is here interpreted
as a mere artiđce for the construction of a Poincaré invariant S-matrix. By Poincaré in-
variance we mean invariance under the symmetries of the restricted Poincaré group P"+,
and, in đeld theories that include space-inversion and time-reversal, invariance also un-
der the symmetries of the group of reĔections I . Weinberg cites three assumptions as the
underlying considerations in the construction of the quantum đeld. We choose here to
follow this approach and paraphrase Weinberg’s three assumptions [64] as follows:
1. Perturbation theory
ăe S-matrix can be calculated from the Dyson formula
S =
1X
n=0
( i)n
n!
Z +1
 1
dt1 : : : dtnT
H0(t1) : : :H0(tn)	 ; (2.5.1)
where T denotes the time-ordered product. ăe Hamiltonian H is divided into a
free-particle Hamiltonian, H0, and an interaction, H0, such that H  H0 + H0.
Further,H0(t) is the interaction in the interaction representation; that is,H0(t) =
exp(+iH0t)H0 exp( iH0t).
2. Poincaré invariance of the S-matrix
ăe S-matrix must be Poincaré invariant. To achieve this, it is sufficient to demand
thatH0(t) be given by
H0(t) =
Z
d3xH (x; t); (2.5.2)
where the interaction density,H (x; t), satisđes the following properties:
a) It transforms as a scalar under the representations of the Poincaré group such
that U [; a]H (x)U 1[; a] =H (x+ a).
b) It commutes with itself at space-like separations; that is to say, for a space-like
interval, (x  y)2  (x  y) (x  y) < 0, [H (x);H (y)] = 0.
Conditions (2.5.1) and (2.5.2) combine to yield
S =
1X
n=0
( i)n
n!
Z
d4x1 : : : d
4xnT fH (x1) : : :H (xn)g : (2.5.3)
ăis ismanifestlyPoincaré invariant, provided the step functions of the time-ordered
product do not appear with a space-like argument. ăe latter requirement ismet via
condition 2b.
3. Particle interpretation
ăe interaction density,H (x), must be constructed out of the creation and anni-
hilation operators for the free particles described byH0.
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Requirement 3, as per the quotation of Weinberg in the previous section, yields an S-
matrix that automatically satisđes the cluster decomposition principle. Nevertheless, 3
also poses an immediate challenge when taken together with 2a, the requirement that the
interaction density must transform as a scalar under the representations of the Poincaré
group, because, from (2.4.6) and (2.4.7), the creation and annihilation operators do not
transform as scalars. We must therefore devise a means whereby to put ay(p;; s) and
a(p;; s) together in such a way that the resultant H (x) will transform in accordance
with 2a. ăis is accomplished via the introduction of đelds; for particle annihilation and
particle creation, we introduce  +(x) and   (x), respectively, given by linear combina-
tions of particle annihilation and particle creation operators:
 +l (x) =
X
;s
Z
d3p ul(x; p;; s)a(p;; s); (2.5.4)
  l (x) =
X
;s
Z
d3p vl(x; p;; s)a
y(p;; s); (2.5.5)
where all threequantumnumbers are summedover. ăecoefficient functionsul(x; p;; n)
andvl(x; p;; n) are chosen such that, under the actionof the representations of thePoincaré
group, the đeld operators are multiplied by a position-independent matrix
U [; a] l (x)U
 1[; a] =
X
l
Dll[
 1] l (x+ a): (2.5.6)
Likewise for antiparticles, we introduce annihilation and creation đelds:
 c+l (x) =
X
;s
Z
d3p ul(x; p;; s)b(p;; s); (2.5.7)
 c l (x) =
X
;s
Z
d3p vl(x; p;; s)b
y(p;; s): (2.5.8)
In accordance with an earlier postulate regarding the identical transform properties of
particle and antiparticle states, and therebyparticle and antiparticle creation and annihila-
tion operators, the transformation properties of the antiparticle annihilation and creation
đelds must be identical to those of the corresponding particle annihilation and creation
đelds:
U [; a] cl (x)U
 1[; a] =
X
l
Dll[
 1] cl (x+ a): (2.5.9)
Accordingly, the coefficient functions employed above in the linear combination of an-
tiparticle annihilation and creation operators are the same as those used in the correspond-
ing linear combinations of particle annihilation and creation operators. ăerefore, the
position independent matrix, D[ 1], in (2.5.9) is the same as that in (2.5.6). ăe state-
ment about the identical transformation properties is, of course, in relation to the uni-
tary representations of the restricted Poincaré group. To the extent that the đeld theory
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under consideration is to respect space-inversion and time-reversal, we demand that the
transformation properties (2.5.6) and (2.5.9) hold for the full Poincaré group. ăe case
of charge-conjugation, and that of any symmetry involving the same, is somewhat differ-
ent and will be addressed in Sec. 2.5.4. For the time being it will suffice to say that the
charge-conjugated đeld will be equal to the original đeld up to complex-conjugation and
multiplication by an appropriately chosen constant matrix.
We make one further remark on the position independent matrix. ăe possibility of
having different matricesD+[ 1] andD [ 1] for the annihilation and creation đelds,
respectively, is not considered. As we shall see below it will not suffice, on account of 2b,
to consider  +(x) and   (x) alone; instead, we must take linear combinations of these.
A necessary and sufficient condition that will ensure that such linear combinations, with
constant complex coefficients, will transform as prescribed in (2.5.6) is that the matrices
D+[ 1] andD [ 1] be the same.
Provided the interaction density is comprised of an even number of đeld components
that create and destroy fermions along with any number of đeld components that create
and destroy bosons, the remaining condition 2b will be satisđed if the components of the
đelds anticommute, ‘+’, or commute, ‘ ’, at space-like separations:h
 +l (x);  
+
l
(y)
i

=
h
  l (x);  
 
l
(y)
i

=
h
 +l (x);  
 
l
(y)
i

= 0; (2.5.10)h
 c+l (x);  
c+
l
(y)
i

=
h
 c l (x);  
c 
l
(y)
i

=
h
 c+l (x);  
c 
l
(y)
i

= 0; (2.5.11)
for (x  y)2 < 0. ăe cross terms must also vanish; this is guaranteed simply on account
of the (anti-) commutation relations of the respective creation and annihilation operators
given in (2.4.3). Also, by reason of (2.4.3), the đrst two (anti-) commutators in (2.5.10) and
the đrst two (anti-) commutators in (2.5.11) automatically vanish for an arbitrary space-
time interval. ăe remaining (anti-) commutators can be evaluated to readh
 +l (x);  
 
l
(y)
i

=
h
 c+l (x);  
c 
l
(y)
i

=
X
;s
Z
d3p ul(x; p;; s)vl(y; p;; s):
ăeexpression on the RHS fails to vanish in general, even for (x  y)2 < 0. Onemight be
inclined to circumvent this issue by attempting to construct the interaction density purely
out of creation đelds or purely out of annihilation đelds; this, however, is not a viable ap-
proach because the resulting operator would fail to be Hermitian. As noted by Weinberg
[40, p. 198], the only way to overcome the problem is to construct linear combinations of
the form
 (x)   +(x) +  c (x): (2.5.12)
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For future reference we write this out in full:
 l(x) =
X
;s
Z
d3p (2) 3/2

 e ipx ul(p;; s)a(p;; s)
+ e+ipx vl(p;; s)by(p;; s)
i
: (2.5.13)
By reason of the above transformation properties of the constituent đelds, and bearing in
mind the caveats regarding the reĔections,  (x) transforms according to
U [; a] l(x)U
 1[; a] =
X
l
Dll[
 1] l(x+ a); (2.5.14)
where (; a) 2 P"+, or a = 0 and  2 I . ăe coefficients  and  in (2.5.13) are complex
numbers, chosen such that, along with a suitable choice of coefficient functions, we have
[ l(x);  l(y)] = [ l(x);  l(y)] = 0; for (x  y)2 < 0; (2.5.15)
where
 l(x) =
X
;s
Z
d3p (2) 3/2
h
 eipx ul(p;; s)ay(p;; s)
+ e ipx vl(p;; s)b(p;; s)

; (2.5.16)
is the dual đeld expanded in terms of the dual coefficient functions
ul(p;; s) 
X
l
llu

l (p;; s) and vl(p;; s) 
X
l
llv

l (p;; s): (2.5.17)
ăe matrix , deđned in detail in App. B.5 and illustrated by example in Sec. 3.3, can be
thought of as themetric on the space of coefficient functions. Constraint (2.5.15) is equiv-
alent to the corresponding expression given by Weinberg in [40, p. 198], so long as  is a
constant matrix. Indeed,  is constant in all quantum đeld theories considered by Wein-
berg in [40, Ch. 5]; however, as is demonstrated inApp. B.5, it ismathematically consistent
to relax this assumption by allowing  to depend on the spin index s. In Ch. 3 and Ch. 4,
we will show that the s dependence of the metric is crucial toward achieving consistency
and unitarily at all energies without the need for regulator terms in theories of integer spin
equal to or greater than one. We will take a closer look at (2.5.15) in Sec. 2.5.5. ăe (anti-)
commutators will there be evaluated in terms of the coefficient functions.
In summary, the interaction density, H (x), is constructed out of  (x) and its dual
 (x). In order thatH (x) will yield a Poincaré invariant S-matrix, the đeld and its dual
must satisfy the following requirements. ăe đeld must transform under the unitary rep-
resentations of the restricted Poincaré group as given in (2.5.14). To the extent thatH (x)
is to transform under the unitary representations of space-inversion and the antiunitar-
ity representations of time-reversal according to 2a, the đeld must transform under these
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symmetries also according to (2.5.14). ăe transformation properties of the dual đeld are
determined by those of (x), via themapping between the respective coefficient functions
given in (2.5.17); therefore, they place no further constraints upon the formalism, save the
metric. ăis topic will be addressed in Sec. 3.3. Lastly,  (x) and  (x) must satisfy the
(anti-) commutation relations given in (2.5.15).
2.5.1 Representation of Poincaré group on space of coefficient functions
Let us now take a closer look at (2.5.14) and examine the properties of the position inde-
pendent matrices D[ 1]. Our objective will be to show that these matrices satisfy the
composition rules of the underlying Minkowski space transformations.
Consider đrst the case where the symmetry group under consideration is the restricted
Poincaré group. Here we may take two Minkowski space transformations  and , rep-
resented on the state space by unitary linear operators U [; a] and U [; a], and use the
composition rule given (2.2.1) to determine the corresponding relation for the matrices
D[] and D[]. Applying U [; a] to the transformed đeld (2.5.14), we obtain in index
free notation
D[ 1]D[ 1] (x+ a+ a) = D[ 1 1] (x+ a+ a): (2.5.18)
Now consider the case where ;  2 I , the group of reĔections (2.1.6). ăe elements
P and T each generate a subgroup of order two. In the case space-inversion, we found
in Sec. 2.2.2 that it is represented on the state space by a unitary linear operator U [P].
Applying two successive transformations to the đeld according to (2.5.14), and using the
composition rule (2.3.76), we đnd
D[P 1]D[P 1] (x) = D[P 1P 1] (x): (2.5.19)
ăe Minkowski space symmetry of time-reversal, T , was found in Sec. 2.2.2 to be rep-
resented on the state space by an antiunitarity antilinear operator U [T ]. Using (2.5.14)
along with the composition rule (2.3.87) to apply time-reversal twice to  (x), we obtain
D[T  1]D[T  1] (x) = D[T  1T  1] (x): (2.5.20)
Assuming for the time being that the coefficient functionsu and v in the above expansion
of the quantumđeld, (2.5.13), can be used to span a vector space of the appropriate dimen-
sions, we deduce from (2.5.18), (2.5.19), and (2.5.20) that the following composition rules
hold:
D[]D[] = D[]; for ;  2 L"+; (2.5.21)
D[]D[] = D[]; for ;  2 f1;Pg ; (2.5.22)
D[]D[] = D[]; for ;  2 f1;T g ; (2.5.23)
where in (2.5.23) we have made the simplifying assumption that the components of the
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matrix D[T ] are strictly real; an obvious modiđcation applies in the converse scenario.
It is thus apparent that the matrices D[] satisfy the composition rules of the underly-
ing Minkowski space transformations. Provided thatD[1] is proportional to the identity
transformation on the space of coefficient functions, this shows that the matrices D[]
furnish (projective) representations of the underlying Minkowski space symmetries: L"+,
f1;Pg, andf1;T g. Respectively, these transformations are induced on the space of coef-
đcient functions by the representations of the restricted Poincaré group and the represen-
tations of the reĔections via the transformation property of the đeld as given in (2.5.14).
Pleasing though it may be, this does not feature as a necessarily requirement inWeinberg’s
construction of quantum đelds. Looking at [40, p. 192], we đnd that although Weinberg
derives the composition rule for the matrices D[], he does not demand that the coef-
đcient functions span the underlying four-dimensional vector space. ăe initial formu-
lation of Weinberg’s causal vector đeld [40, p. 207] provides a ready example of a quan-
tum đeld theory in which the coefficient functions provide a basis for the representation
D[]. Further along in the same section, once the spin zero degree of freedom has been
removed, a new basis is given in [40, p. 210]; this manifestly fails to span the underlying
four-dimensional vector space.
Let us now explore the properties of D[] with  2 L"+, under conjugation by D[]
with  2 I . Recalling the action of the representations of the reĔections on the unitary
representations of the restricted Poincaré group, given in (2.3.73) and (2.3.84), we have
U [; 0]U [; a]U 1[; 0] = U [ 1; a]: (2.5.24)
Rewriting (2.5.24) in the form
U [; 0]U [; a] = U [ 1; a]U [; 0]; (2.5.25)
and applying the LHS to the đeld (x), under invocation of (2.5.14), we obtain forU [; 0]
antiunitary
U [; 0]U [; a] (x)U 1[; a]U 1[; 0] = D[ 1]D[ 1] (x+ a): (2.5.26)
Repeating this in the case of a unitary U [; 0], we have
U [; 0]U [; a] (x)U 1[; a]U 1[; 0] = D[ 1]D[ 1] (x+ a): (2.5.27)
Applying the RHS of (2.5.25) to  (x) and noting that  1 2 L"+ for any  2 I and
 2 L"+, one đnds
U [ 1; a]U [; 0] (x)U 1[; 0]U 1[ 1; a]
= D[]D[ 1 1] (x+ a): (2.5.28)
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We thus obtain
D[]D[]D 1[] = D[ 1]; for  2 L"+;  =P; (2.5.29)
D[]D[]D 1[] = D[ 1]; for  2 L"+;  = T : (2.5.30)
Equivalent to these and somewhat easier to apply toward the derivation of the matri-
cesD[P] andD[T ], within the context of a given representationD[] of the restricted
Lorentz group, are the relations
D[P]JiD
 1[P] = +Ji and D[P]KiD 1[P] =  Ki; (2.5.31)
D[T ]JiD
 1[T ] =  J i and D[T ]KiD 1[T ] = +K i ; (2.5.32)
whereJi andKi, i 2 fx; y; zg, are the rotation and boost generators of D[], respec-
tively. ăese expressions can be employed to derive the position independent matrices
D[ P] andD[ T ] uniquely up to a phase.
Before we proceed to the next section, it is worth noting that the representation of the
restricted Lorentz group on the space of coefficient functions, as given above by the po-
sition independent matrices D[], with  2 L"+, is non-unitary for all spins, with ex-
ception of the trivial case of a scalar đeld. ăis is because the matrices D[] furnish a
đnite-dimensional representation ofL"+ (including boosts), and as previously noted,L"+ is
a non-compact Lie group and therefore does not admit any non-trivial đnite-dimensional
unitary representations [40, p. 231]. ăe matricesD[] satisfy the relation
D 1[] =  Dy[]  1; (2.5.33)
where  is themetricƴ of the space of coefficient functions. Weinberg uses the word “pseu-
dounitarity” [40, p. 218] to describe the property (2.5.33). One might therefore say that
the coefficient functions transform according to a pseudounitarity representation of the
restricted Lorentz group.
2.5.2 Classiđcation of quantum đelds
ăere is further signiđcance in the đnite-dimensional pseudounitarity representations of
the restricted Lorentz group: the underlying group structure can be used to provide a con-
venient classiđcation of quantumđelds. All the quantumđelds studied in the presentwork
pertain to one of the broad classes given in Tab. 2.2.
ƴ ăematrix  must not to be confused with the spacetime metric. ăey are proportional only in the special
case of a vector đeld.
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Representation ofD[] Corresponding Field
(a) (j; 0) Right Weyl type
(b) (0; j) LeĕWeyl type
(c) (j; 0) (0; j) Spinor đelds
(d) (j; 0)
 (0; j) or equivalently (j; j) Tensor đelds
Table 2.2: Classiđcation of quantum đelds by their respective transformation properties.
Here j may take integer or half-integer values. In (a)–(c), j represents the spin
quantum number of the representation. In (d), 2j is the highest spin quantum
number of the representation. A representation of type (d) for 2j  1 contains
2j + 1 spin quantum numbers, s, where s 2 f0; 1; : : : ; 2jg.
ăe representations ofD[], where  2 L"+, are deđned in terms ofJi andKi, with
i 2 fx; y; zg, the generators of the Lie algebra of the restricted Lorentz group, as follows:
(a) ăe matrix representationD[] denoted by (j; 0) is irreducible, having rotation gen-
erators,Ji, given up to isomorphism by (2.3.30) with s = j; that is,Ji = J (j)i .
ăe generators of boost are given byKi =  iJi. ăe corresponding quantum đeld
describes a particle with spin quantum number j.
(b) ăe matrix representationD[] denoted by (0; j) is identical to (j; 0) except for the
boost generators which here are given byKi = +iJi. ăe corresponding quantum
đeld describes a particle with spin quantum number j.
(c) ăe matrix representationD[] denoted by (j; 0)  (0; j) is reducible. Unlike cases
(a) and (b), this representation admits a further symmetry, namely that of parity. En-
larging the symmetry group to include parity renders (j; 0)  (0; j) an irreducible
representation. ăe underlying rotation generators,Ji, are given up to isomorphism
by a direct sum of the generators (2.3.30) with s = j; that is,Ji = J (j)i  J (j)i . ăe
generators of boost are Ki =  iJ (j)i  +iJ (j)i . ăe corresponding quantum đeld
describes a particle with spin quantum number j.
(d) ăe matrix representationD[] denoted by (j; 0) 
 (0; j) is irreducible, though the
rotation subgroup is reducible. Looking at the rotation subgroupD[R] we đnd that
it has 2j + 1 spin degrees of freedom: s 2 f0; 1; : : : ; 2jg. ăe underlying rotation
generators, Ji, are isomorphic to a direct sum containing 2j + 1 generators J (s)i ;
that is,Ji = J (0)i  J (1)i  : : :  J (2j)i . ăe generators of rotation and boost for
(j; 0)
(0; j) canbe computedbyđrst constructing operators of rotation andboost for
the representations (j; 0) and (j; 0), respectively, then calculating the tensor product
of these operators and differentiating, in turn, by the six parameters associated with
the six symmetry generators. Finally setting the parameters equal to zero and dividing
by i gives the desired generators of (j; 0)
 (0; j) up to isomorphism.
A detailed discussion of the underlying group theoretical structure of the (A;B) notation
employed in Tab. 2.2 can be found in [40, Sec. 5.6].
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2.5.3 Constraints on coefficient functions: continuous symmetries
Having given the general form of the annihilation and creation đelds of particles in (2.5.4)
and (2.5.5), and similarly for antiparticles in (2.5.7) and (2.5.8), all that remains is for us to
give the explicit formof the expansion coefficients. Wewill nowexplorewhat is the explicit
form of the constraints on the coefficient functions that follow from the above transfor-
mation property of the đelds when taken together with the transformation properties of
the underlying creation and annihilation operators. Explicit recourse in the present sec-
tion to the quantum đelds introduced in the opening remarks of Sec. 2.5 will be conđned
to  +(x) and   (x); nonetheless, the constraints on the coefficient functions here to be
derived apply equally to  c+(x) and  c (x).
Applying aPoincaré transformation to the annihilationđeld +(x), wehave from(2.5.4)
and (2.5.6)
U [; a] +l (x)U
 1[; a] =
X
l;;s
Z
d3p Dll[
 1]ul(x+ a; p;; s)a(p;; s)
=
X
l;;s
Z
d3p
(p)0
p0
Dll[
 1]ul(x+ a; p;; s)a(p;; s);
where for the second equationwehave used the Poincaré invariance of themeasured3p/p0
[40, p. 67]. Also, from (2.4.7) we have
U [; a] +l (x)U
 1[; a] =
X
0;s
Z
d3p ul(x; p;
0; s)U [; a] a(p;0; s)U 1[; a]
=
X
0;s
Z
d3p ul(x; p;
0; s) e ipa
s
(p)0
p0
X

D
(s)
0[W
 1(; p)] a(p;; s);
where by (2.3.15),W (; p)  L 1(p) L(p), an element of the little group. Equating
coefficients, we obtain the following constraint on the u coefficient functions:
X
l
Dll[
 1]ul(x+a; p;; s) =
X
0
ul(x; p;
0; s) e ipa
s
p0
(p)0
D
(s)
0[W
 1(; p)]:
Repeating the above, this time for the creation đeld   (x), gives the corresponding con-
straint on the v coefficient functions:
X
l
Dll[
 1]vl(x+a; p;; s) =
X
0
vl(x; p;
0; s) e+ipa
s
p0
(p)0
D
(s)
0 [W
 1(; p)]:
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ăese may be rewritten more conveniently as
X

ul(x+ a; p;; s)D
(s)
0 [W (; p)] =
X
l
Dll[]ul(x; p;
0; s)
s
p0
(p)0
e ipa;
(2.5.34)
X

vl(x+ a; p;; s)D
(s)
0 [W (; p)] =
X
l
Dll[]vl(x; p;
0; s)
s
p0
(p)0
e+ipa :
(2.5.35)
ăese constraints on the coefficient functions are both necessary and sufficient in order
to ensure that the ensuing creation and annihilation đelds will transform appropriately
under the action of the restricted Poincaré group. We now consider translations, boosts,
and rotations in turn so as to determine the elements of the expansion coefficients in terms
of a đnite number of free parameters.
Translations
Consider a pure translation:  = 1 and a arbitrary. Given that D[] furnishes a repre-
sentation of the restricted Lorentz group,D[1] is an identitymatrix. Likewise,W (1; p) =
L 1(1p)1L(p) = 1, such that D(s)[W (1; p)] is an identity matrix. ăe constraints,
(2.5.34) and (2.5.35), thus become
u (x+ a; p;; s) = e ipa u (x; p;; s);
v(x+ a; p;; s) = e+ipa v(x; p;; s):
A simple choice of origin then yields
u (x; p;; s) = e ipx u (0; p;; s);
v(x; p;; s) = e+ipx v(0; p;; s):
With the normalisation u (0; p;; s) = (2) 3/2 u (p;; s), and similarly for v , we obtain
u (x; p;; s) = (2) 3/2 e ipx u (p;; s); (2.5.36)
v(x; p;; s) = (2) 3/2 e+ipx v(p;; s): (2.5.37)
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Field operators (2.5.4) and (2.5.5) thus take the familiar form akin to a three-dimensional
Fourier transform:
 +l (x) =
X
;s
Z
d3p (2) 3/2 e ipx ul(p;; s)a(p;; s); (2.5.38)
  l (x) =
X
;s
Z
d3p (2) 3/2 e+ipx vl(p;; s)ay(p;; s): (2.5.39)
Before we proceed to consider boosts and rotations the constraints (2.5.34) and (2.5.35)
may be simpliđed somewhat through the substitution of (2.5.36) and (2.5.37). We thus
obtain
X

ul(p;; s)D
(s)
0 [W (; p)] =
X
l
Dll[]ul(p;
0; s)
s
p0
(p)0
; (2.5.40)
X

vl(p;; s)D
(s)
0 [W (; p)] =
X
l
Dll[]vl(p;
0; s)
s
p0
(p)0
: (2.5.41)
ăese, alongwith (2.5.36) and (2.5.37), now constitute the fundamental constraints on the
coefficient functions.
Boosts
For a pure boost we have  = L(q). Choosing p = k, the momentum vector of a massive
particle at rest, then gives L(k) = 1 such that the little group element becomes
W (L(q); k) = L 1(L(q)k)L(q)L(k) = L 1(q)L(q) = 1:
With these substitutions the constraint (2.5.40) and (2.5.41) read
ul(q;; s) =
r
m
q0
X
l
Dll[L(q)]ul(k;; s); (2.5.42)
vl(q;; s) =
r
m
q0
X
l
Dll[L(q)]vl(k;; s): (2.5.43)
Hence, the coefficient functions at arbitrary momentum q are obtained from those at rest
via the boost matrixD[L(q)] with the normalisation
p
m/q0.
Rotations
Finally, for a pure rotation we have  = R . Again, we choose p = k such that
W (R ; k) = L 1(R k)RL(k) = L 1(k)RL(k) = R :
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ăe constraints (2.5.40) and (2.5.41) then readX

ul(k;; s)D
(s)
0 [R] =
X
l
Dll[R]ul(k;
0; s); (2.5.44)
X

vl(k;; s)D
(s)
0 [R] =
X
l
Dll[R]vl(k;
0; s): (2.5.45)
To simplify further, consider an inđnitesimal rotation. It has non-zero components
Rij = 
i
j +
ij ; i; j 2 f1; 2; 3g ;
where ij = 1 for i = j and ij = 0 for i 6= j; 
ij =  
ji 2 R and 
2ij  0. We then
have
D
(s)
0 [1 + 
] = 0 +
i
2

jk(J
(s)
jk )0 ;
Dll[1 + 
] = 
l
l +
i
2

jk(Jjk)ll;
where J (s)kl andJkl each represent three generators of rotation. To minimise the use of
indices, these will be represented as J (s)kl = 12 iklmJ
(s)
m andJkl = 12 iklmJm. Substitu-
tion into (2.5.44) and (2.5.45) thus yieldsX

ul(k;; s)(J
(s)
i )0 =
X
l
(Ji)ll ul(k;
0; s);
 
X

vl(k;; s)(J
(s)
i )0 =
X
l
(Ji)ll vl(k;
0; s);
or alternatively X

ul(k;; s)J
(s)
0 =
X
l
J ll ul(k;
0; s); (2.5.46)
 
X

vl(k;; s)J
(s)
0 =
X
l
J ll vl(k;
0; s): (2.5.47)
We know from the results of Sec. 2.3.1 that the three rotation generators that constitute
J
(s)
0 are simply the standard angular momentummatrices. Hence
(J (s))0  (J (s)i )0  h0; sjJij; si;
with i 2 fx; y; zg. ăese are given explicitly in (2.3.30).
It will prove computationally favourable to express constraints (2.5.46) and (2.5.47) in
index free form. In doing so, we shall consider the following two distinct cases:
(i) ăe free-đeld theory involves a single spin degree of freedom.
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(ii) ăe free-đeld theory involves j + 1 spin degrees of freedom.
In the construction of a quantum đeld á la Weinberg the spin content of the theory is
established at the outset in the deđnition of the state space. For the remainder of this
section, we will explore constraints (2.5.47) and (2.5.48) in each of these cases in turn.
In case (i), the state space quantum number s takes a single value s = j. In agreement
with the expressions given by Weinberg [40, p. 196], the constraints (2.5.46) and (2.5.47)
then read X

ul(k;)J
(j)
0 =
X
l
J ll ul(k;
0); (2.5.48)
 
X

vl(k;)J
(j)
0 =
X
l
J ll vl(k;
0): (2.5.49)
Here the spin projection index ranges over the values  2 fj; j   1; : : : ; 1  j; jg; the
spin index on the expansion coefficients has been omitted because it is redundant in the
case at hand. ăe corresponding quantumđeldsmay be chosen fromamong any one of the
classes (a)–(d) of Tab. 2.2. Constraints (2.5.48) and (2.5.49) are now expressed in matrix
form via the deđnitions
J 

J
(j)
0

; U  (Ul)  (ul(k;)) ;
J  (J ll) ; V  (Vl)  (vl(k;)) ;
yielding
UJ =J U and   V J =J V: (2.5.50)
A useful matrix in this context is theWigner time-reversal operator. It is deđned by the
relation
J 1 =  J; (2.5.51)
where J may be any rotation generator. With this, (2.5.50) may be written as
UJ =J U and VJ =J V: (2.5.52)
ăe constraint equations for case (i) are now in their đnal form.
It is worth noting that thematricesU andV turn out to be square only if the dimensions
of the matrices Ji are the same as those ofJi. Consider, for instance, the case of spin
j = 1/2. Here the matrices Ji pertaining to the state space are proportional to the 2  2
Paulimatrices. ăequantumđeldmaybeofWeyl type, inwhich case the generatorsJi are
those of the (1/2; 0) representation; these are isomorphic toJi and thereby also 22, thus
renderingU andV square. Alternatively, the đeld could be a spinor đeld, theDirac đeld, in
which case the generatorsJi are of the (1/2; 0) (0; 1/2) representation; consequently,
they are proportional to JiJi, and thereby 44. Hence, in this case,U and V are 42.
In case (ii), we wish to construct a free-đeld theory that involves more than one spin
degree of freedom; speciđcally, one in which s takes j + 1 integer values from s = 0
2.5 ąe quantum Ėeld 55
to s = j. Here we must deđne a state space with these quantum numbers, a possibility
explicitly accounted for in Sec. 2.3. Correspondingly the representationD[] pertaining
to the quantum đeld must also have these j + 1 spin degrees of freedom. Among the
classes considered in Tab. 2.2, (d) is the only one that allows for this possibility. In fact,
the (j/2; j/2) representation intrinsically contains the j+1 spin degrees of freedom from
s = 0 to s = j because the underlying rotation generators are isomorphic to J (0)i J (1)i 
    J (j)i .
As for the constraint (2.5.46) and (2.5.47) s takes all integer values from s = 0 to s = j.
We have two sets of three constraint equations for each value of s. ăis can be simpliđed
through the introduction of a block diagonal matrix comprised of irreducible representa-
tions of the rotation group, one for each value of s. We thus deđne
J  (J0) 

J (0)  J (1)      J (j)

: (2.5.53)
Here  takes the values f1; : : : ; ng where
n =
s=jX
s=0
(2s+ 1) : (2.5.54)
With three further deđnitions
J  (J ll) ; (2.5.55)
U  (Ul)  (ul(k;; s)) ; (2.5.56)
V  (Vl)  (vl(k;; s)) ; (2.5.57)
the constraints (2.5.46) and (2.5.47) may be written in matrix notation as
UJ =J U and   V J =J V; (2.5.58)
or, again invoking theWigner time-reversal operator,
UJ =J U and VJ =J V: (2.5.59)
In this case, U and V are indeed square because Ji andJi are of the same dimensions.
For j = 0 they are 1 1, for j = 1 they are 4 4, and for j = 2 they are 9 9; the latter
two will be the topics of Ch. 3 and Ch. 4, respectively, where the matrices U andV will
be derived as similarity transformations between the generatorsJ of (j/2; j/2) and the
generators J deđned in (2.5.53).
With this, the constraint equations arising from the respective transformation proper-
ties of the state space and the quantum đeld under the rotation subgroup of the Lorentz
group are in their đnal form. We will demonstrate in the next two chapters how the here
derived constraints can be employed to determine the components of the coefficient func-
tions at rest in terms of a đnite number of free parameters. Once these are established,
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the coefficient functions are given at arbitrary momenta by (2.5.42) and (2.5.43). Further
constraints arising from the discrete symmetries will be derived in the next section.
2.5.4 Constraints on coefficient functions: discrete symmetries
Having derived constraints on the coefficient functions by demanding that the quantum
đeld exhibit appropriate transformation properties under the action of the unitary repre-
sentations of the restricted Poincaré group, we now turn to the discrete symmetries. We
shall proceed in much the same way as we did in the previous section; however, instead of
using only  +(x) and   (x) to derive constraints on the coefficient functions, it will be
necessary here to consider (x) and  (x). ăis is because, in Sec. 2.3.2, we allowed for the
possibility that the phases incurred by the particle states under the representations of the
discrete symmetries may be chosen independently from those incurred by the antiparti-
cle states under the representations of the discrete symmetries. ăese phases will come to
bear via the creation and annihilation operators in  (x) and  (x).
We begin by recalling the transformation properties of  (x) under the representations
of the reĔections, as obtained in Sec. 2.5 from the requirement that theS-matrix be invari-
ant under space-inversion and time-reversal. From (2.5.14), we have
U [] l(x)U
 1[] =
X
l
Dll[
 1] l(x); (2.5.60)
where U []  U [; 0] and  2 I . In keeping with the notation of Sec. 2.3.2 we here use
P  U [P] and T  U [T ]. It will prove convenient to expand (2.5.60) explicitly in terms
of the creation and annihilation operators and their respective coefficient functions. From
(2.5.13), we obtain
U [] l(x)U
 1[] =
X
l
X
;s
Z
d3p (2) 3/2

 e ipxDll[ 1]ul(p;; s)a(p;; s)
+ e+ipxDll[ 1]vl(p;; s)by(p;; s)
i
: (2.5.61)
We now proceed to derive constraints on the coefficient functions that result from space-
inversion and time-reversal. ăiswill be achieved byđrst using the transformation proper-
ties of the creation and annihilation operators, as derived in Sec. 2.4, and then manipulat-
ing the resulting expression for U [] (x)U 1[] so as to admit direct comparison with
(2.5.61). ăe transformation properties of the coefficient functions under D[ 1] can
then be read off. Charge-conjugation requires further discussion; this will be addressed
aĕer space-inversion and time-reversal.
Space-inversion
Using the transformation properties of the state space operators for particle annihilation
and antiparticle creation, given respectively by (2.4.9) and (2.4.16), under the unitary rep-
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resentation of space-inversion, the transformed đeld may be written as
P l(x)P
 1 =
X
;s
Z
d3p (2) 3/2

 e ipx ul(p;; s)Pa(p;; s)P 1
+ e+ipx vl(p;; s)Pby(p;; s)P 1
i
=
X
;s
Z
d3p (2) 3/2

 e ipx ul(p;; s)sa(Pp;; s)
+ e+ipx vl(p;; s)csby(Pp;; s)
i
=
X
;s
Z
d3p (2) 3/2
h
 e ipPx sul(Pp;; s)a(p;; s)
+ e+ipPx csvl(Pp;; s)by(p;; s)
i
:
Term by term comparison with (2.5.61) immediately gives the following property for the
coefficient functions under multiplication byD[P 1]:X
l
Dll[P
 1]ul(p;; s) = 

sul(Pp;; s); (2.5.62)
X
l
Dll[P
 1]vl(p;; s) = 
c
svl(Pp;; s): (2.5.63)
ăe matrix D[P 1] must be non-singular and is derived via the relations (2.5.31). Fur-
thermore, by (2.5.29), it satisđes the composition rule
D[P 1]D[L(p)]D 1[P 1] = D[L(Pp)]: (2.5.64)
Consequently, the constraints (2.5.62) and (2.5.63) are equivalent toX
l
Dll[P
 1]ul(k;; s) = 

sul(k;; s); (2.5.65)
X
l
Dll[P
 1]vl(k;; s) = 
c
svl(k;; s): (2.5.66)
For future reference, provided that (2.5.65) and (2.5.66) are met, the parity transformed
đeld reads
P l(x)P
 1 =
X
l
Dll[P
 1] l(Px); (2.5.67)
as desired.
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Time-reversal
From the transformation properties of the creation and annihilation operators given in
(2.4.10) and (2.4.17), and recalling that time-reversal is represented on the state space by
an antiunitary antilinear operator, we have
T l(x)T
 1 =
X
;s
Z
d3p (2) 3/2

 eipx ul (p;; s)Ta(p;; s)T 1
+ e ipx vl (p;; s)Tby(p;; s)T 1
i
=
X
;s
Z
d3p (2) 3/2

 eipx ul (p;; s)s ( )s a(Pp; ; s)
+ e ipx vl (p;; s)cs( )s by(Pp; ; s)
i
=
X
;s
Z
d3p (2) 3/2

 eipPx 


s ( )s+ul (Pp; ; s)a(p;; s)
+ e ipPx 


cs( )s+vl (Pp; ; s)by(p;; s)

:
Comparison with (2.5.61) yieldsX
l
Dll[T
 1]ul(p;; s) =


s ( )s+ul (Pp; ; s); (2.5.68)
X
l
Dll[T
 1]vl(p;; s) =


cs( )s+vl (Pp; ; s); (2.5.69)
whereD[T  1] is a non-singular matrix derived via (2.5.32). By (2.5.30), it satisđes
D[T  1]D[L(p)]D 1[T  1] = D[L(Pp)]: (2.5.70)
Consequently, (2.5.68) and (2.5.69) are equivalent toX
l
Dll[T
 1]ul(k;; s) =


s ( )s+ul (k; ; s); (2.5.71)
X
l
Dll[T
 1]vl(k;; s) =


cs( )s+vl (k; ; s): (2.5.72)
For future reference, provided that (2.5.71) and (2.5.72) aremet, the transformation of the
đeld under time-reversal reads
T l(x)T
 1 = Dll[T
 1] l(T x); (2.5.73)
as desired.
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Charge-conjugation
Before we directly address the question of charge-conjugation, let us take a brief look at
Weinberg’s treatment of discrete symmetries as given in [40, Ch. 5]. Weinberg emphasises
that the transformations must be such that the transformed đelds commute with the orig-
inal đelds at space-like separations [40, p. 205] [40, p. 213] [40, p. 225]. ăis is because for
an interacting theory, in which the Hamiltonian is given by the free-particle Hamiltonian
plus an interaction, there may appear in the interaction not only đelds and dual đelds but
also discrete symmetry transformed đelds and dual đelds. In order for the corresponding
interaction density to commute with itself at space-like separations, it is sufficient, along
with the previous requirement that the đeld must commute with itself and with its dual at
space-like separations, to demand
[P l(x)P
 1;  l(y)] = 0; [P l(x)P
 1;  l(y)] = 0; (2.5.74)
[T l(x)T
 1;  l(y)] = 0; [T l(x)T
 1;  l(y)] = 0; (2.5.75)
[C l(x)C
 1;  l(y)] = 0; [C l(x)C
 1;  l(y)] = 0; (2.5.76)
for (x  y)2 < 0. It is easy to see that the constraints imposed in the preceding two
sections for space-inversion and time-reversal are sufficient to ensure that (2.5.74) and
(2.5.75) are met, provided  (x) and  (x) satisfy (2.5.74). To illustrate, consider the case
of space-inversion. Expanding the (anti-) commutators in (2.5.74) in terms of the trans-
formed đeld, as given in (2.5.67), we obtain
[P l(x)P
 1;  l(y)] =
X
k
Dlk[P
 1][ k(Px);  l(y)]; (2.5.77)
[P l(x)P
 1;  l(y)] =
X
k
Dlk[P
 1][ k(Px);  l(y)]: (2.5.78)
Clearly, if x and y are space-like separated, then so are the transformed coordinatesPx
and y. ăerefore, if (2.5.15) is satisđed, that is, if the đeld (anti-) commutes with itself and
with the dual đeld at space-like separations, then (2.5.77) and (2.5.78) will automatically
vanish and thereby satisfy (2.5.74). ăe case of time-reversal is similar.
ăe question thus arises, what is the simplest way to express C (x)C 1 in terms of
 (x) such that the constraints in (2.5.76) are satisđed? Bearing in mind that this must be
consistent also with the transformation properties of the creation and annihilation oper-
ators given in (2.4.8) and (2.4.15), we postulate, in keeping withWeinberg [40, Ch. 5] and
in close analogy to (2.5.60), that the transformed đeld must take the form
C l(x)C
 1 =
X
l
All 

l (x); (2.5.79)
whereA is a yet to be determined complex valued square non-singular constant matrix of
dimensions l l. To verify that this expression satisđes the stated requirements, we begin
by checking its consistency with the previously derived transformation properties of the
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creation and annihilation operators. ăe RHS of (2.5.79), can be expanded via (2.5.13), to
readX
l
All 

l (x) =
X
l
X
;s
Z
d3p (2) 3/2
h
 e+ipxAllul (p;; s)a
y(p;; s)
+ e ipxAllvl (p;; s)b(p;; s)

: (2.5.80)
Conversely, recalling that charge-conjugation is represented on the state space by a uni-
tary linear operator and using the transformation properties of a(p;; s) and by(p;; s)
as given in (2.4.8) and (2.4.15), we may write
C l(x)C
 1 =
X
;s
Z
d3p (2) 3/2

 e ipx ul(p;; s)Ca(p;; s)C 1
+ e+ipx vl(p;; s)Cby(p;; s)C 1
i
=
X
;s
Z
d3p (2) 3/2

 e ipx ul(p;; s)ss b(p;; s)
+ e+ipx vl(p;; s)cs cs ay(p;; s)
i
=
X
;s
Z
d3p (2) 3/2

 e+ipx 

cs 
c
s vl(p;; s)a
y(p;; s)
+ e ipx 

ssul(p;; s)b(p;; s)
i
:
ăe rearrangement performed in the last equation now allows direct term by term com-
parison with (2.5.80). Consistency thus requires thatX
l
Allu

l (p;; s) =


cs 
c
s vl(p;; s); (2.5.81)
X
l
Allv

l (p;; s) =


ssul(p;; s): (2.5.82)
Provided there exists a suitable matrix A such that (2.5.81) and (2.5.82) can be met, the
postulated transformation property (2.5.79) is consistent with the transformation proper-
ties of the creation and annihilation operators.
We now check the second requirement, namely that (2.5.79) must yield a transformed
đeld that satisđes (2.5.76). Substituting (2.5.79) into the LHS of (2.5.76), one obtains
[C l(x)C
 1;  l(y)] =
X
k
Alk[ 

k(x);  l(y)]; (2.5.83)
[C l(x)C
 1;  l(y)] =
X
k
Alk[ 

k(x);
 l(y)]: (2.5.84)
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Note that if the metric  is a constant matrix, as is the case in all the đeld theories consid-
ered byWeinberg in [40, Ch. 5], then we can rewrite (2.5.83) and (2.5.84) as
[C l(x)C
 1;  l(y)] =
X
k
Alk[ k(x);  

l (y)]

; (2.5.85)
[C l(x)C
 1;  l(y)] =
X
kk
Alklk[ k(x);  k(y)]

: (2.5.86)
ăese are manifestly proportional to the complex conjugate of the (anti-) commutators in
(2.5.15). Hence, provided (2.5.15) is satisđed, the demand thatC (x)C 1 be of the form
postulated in (2.5.79) immediately guarantees that the constraints in (2.5.76) are met.
Unfortunately, the matter is not quite so simple if we relax the assumption about the
metric being constant. In Ch. 3 and Ch. 4 we will construct theories in which  has an ex-
plicit functional dependence on the spin index s. Expanding the RHS of (2.5.83) in terms
of the coefficient functions, and demanding that the resulting expression must vanish at
space-like separations in accordance with (2.5.76), we đnd, having suppressed the column
index,
X
;s
Z
d3p
(2)3
h
jj2 u(p;; s)uy(p;; s) e ip(x y)
 jj2 v(p;; s)vy(p;; s) e+ip(x y)
i
= 0; (2.5.87)
for (x  y)2 < 0. Likewise, expanding (2.5.84), we đnd this vanishes on account of the
(anti-) commutation relations of the creation and annihilation operators, save the case of
an identical antiparticle. In the case of an identical antiparticle, the demand that (2.5.84)
must vanish at space-like separations is equivalent to
X
;s
Z
d3p
(2)3
h
u(p;; s)vT (p;; s)(s) e ip(x y)
v(p;; s)uT (p;; s)(s) e+ip(x y)
i
= 0; (2.5.88)
for (x  y)2 < 0. Although these results would seem like bad news in that they appear
to indicate that (2.5.79) fails to guarantee (2.5.76) in the case of an s-dependent metric,
we will đnd that, at least for the two đeld theories constructed respectively in Ch. 3 and
Ch. 4, (2.5.87) and (2.5.88) are satisđed automatically once all the other constraints have
been imposed. We thus take (2.5.79) as the desired transformation property of the đeld
under the unitary charge-conjugation operatorC , keeping (2.5.87) and (2.5.88) as further
constraints to be checked once (2.5.79) has been imposed.
In order to complete the above description, wemust determine how the charge-conjuga-
tion matrix A relates to D[], for  2 L"+. We shall seek expressions that will allow us
to derive A by considering its properties with respect to the generators of rotation and
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boost that underlieD[], akin to those derived in Sec. 2.5.1 for space-inversion and time-
reversal. Invoking the transformationproperty of theđeldunderC , as in (2.5.79), followed
by its transformation property under U [; a], as in (2.5.14), we obtain
U [; a]C (x)C 1U 1[; a]C 1 = AU [; a] (x)U 1[; a] = AD[ 1] (x+a):
Now using (2.5.14) đrst, and then (2.5.79), we đnd
CU [; a] (x)U 1[; a]C 1 = CD[ 1] (x+ a)C 1 = D[ 1]A (x+ a):
Recalling from (2.3.89) thatCU [; a] = U [; a]C , and assuming, as we did in Sec. 2.5.1,
that the coefficient functions can be used to span a vector space of the appropriate dimen-
sions, we conclude that the charge-conjugation matrix must satisfy the relation
AD[]A 1 = D[]: (2.5.89)
In terms of the generators of rotation,Ji, and of boost, Ki, with i 2 fx; y; zg, of the
representationD[], (2.5.89) can be expressed as
AJ i A
 1 =  Ji and AK i A 1 =  Ki: (2.5.90)
Within the context of a given representation D[] of the restricted Lorentz group, the
relations here derived allow for the charge-conjugation matrix to be determined up to a
phase and an overall scale.
Before wemove on to the next section, let us return to the constraints on the coefficient
functions as given above in (2.5.81) and (2.5.82). As a special case of (2.5.89), in which
 = L(p), we obtain
AD[L(p)]A 1 = D[L(p)]: (2.5.91)
Hence the constraints (2.5.81) and (2.5.82) are equivalent to the following at rest:X
l
Allu

l (k;; s) =


cs 
c
s vl(k;; s); (2.5.92)
X
l
Allv

l (k;; s) =


ssul(k;; s): (2.5.93)
In Chs. 3 and 4 we will derive the charge-conjugationmatrix via (2.5.90) and subsequently
impose the constraints (2.5.92) and (2.5.93) upon the coefficient functions. A đeld  (x)
expanded in terms of coefficient functions that satisfy (2.5.92) and (2.5.93) will transform
under charge-conjugation according to
C l(x)C
 1 =
X
l
All 

l (x); (2.5.94)
as desired.
InCh. 3 andCh. 4, wewill derive the coefficient functions of the respective đeld theories
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in terms of a đnite number of free parameters by đrst imposing the relations obtained in
Sec. 2.5.3 from the transformation properties of the đeld under the unitary representations
of the restricted Poincaré group. Subsequently, the constraints obtained above from the
transformation properties of the đeld under the representations of the discrete symmetries
are imposed in order to place further conditions on the remaining free parameters.
CP, CT, PT, and CPT
As onewould expect, the succession of discrete symmetries does not yield any further con-
straints on the coefficient functions beyond those already given. We therefore summarise
the results here as follows.
ăe successionCP , on the đeld, is given by
(CP ) (x) (CP ) 1 = D[P 1]A (Px): (2.5.95)
ăe successionCT , on the đeld, is given by
(CT ) (x) (CT ) 1 = D[T  1]A (T x): (2.5.96)
ăe succession PT , on the đeld, is given by
(PT ) (x) (PT ) 1 = D[T  1]D[P 1] (PT x): (2.5.97)
ăe successionCPT , on the đeld, is given by
(CPT ) (x) (CPT ) 1 = D[T  1]D[P 1]A (PT x): (2.5.98)
2.5.5 Constraints on coefficient functions: đeld (anti-) commutators
We brieĔy return to the (anti-) commutation relations of the đeld with itself and with its
dual. As given in (2.5.15), these read
[ l(x);  l(y)] = 0; (2.5.99)
[ l(x);  l(y)] = 0; (2.5.100)
for (x  y)2 < 0. We here provide expansions of these (anti-) commutators in terms
of the coefficient functions so as to admit their direct application as constraints in the
construction of đeld theories in Chs. 3 and 4.
It will be necessary here to consider two physically distinct scenarios. In the general case
in which particles and antiparticles are distinct, it follows by direct substitution of  (x)
and  (x), as given in (2.5.13) and (2.5.16), that (2.5.99) vanishes identically on account of
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the (anti-) commutation relations of the creation and annihilation operators, as given in
Sec. 2.4.
A non-trivial constraint on the coefficient functions is obtained from the second (anti-)
commutator. Expanding the RHS of (2.5.100) we đnd
[ l(x);  l(y)] =
X
k
X
;s
Z
d3p
(2)3
lk(s)
h
jj2 ul(p;; s)uk(p;; s) e ip(x y)
 jj2 vl(p;; s)vk(p;; s) e+ip(x y)
i
: (2.5.101)
In the case of an indistinct antiparticle, we again obtain a non-trivial constraint from
(2.5.100). It readily follows from the (anti-) commutation relations of the creation and
annihilation operators, given in Sec. 2.4, that the expression of (2.5.100) in terms of the
coefficient functions is identical to (2.5.101). A further constraint results from (2.5.99).
Expanding the leĕ hand side of (2.5.99), we obtain
[ l(x);  l(y)] = 
X
;s
Z
d3p
(2)3
h
ul(p;; s)vl(p;; s) e ip(x y)
 vl(p;; s)ul(p;; s) e+ip(x y)
i
: (2.5.102)
Before wemove on to the next section, let us return to a remarkmade in Sec. 2.5, follow-
ing the introduction of the above (anti-) commutation relations in (2.5.15), about the dif-
ferencebetween thehere considered [ l(x);  l(y)], and themore familiar [ l(x);  
y
l
(y)].
ăedifference is conđned to the spin sums. From (2.5.101), we have the following two spin
sums upon suppression of the column index:X
;s
u(p;; s)uy(p;; s)(s) and
X
;s
v(p;; s)vy(p;; s)(s):
ăe corresponding spin sums obtained from the (anti-) commutator [ l(x);  yl (y)] readX
;s
u(p;; s)uy(p;; s) and
X
;s
v(p;; s)vy(p;; s):
It is thus apparent that replacing the Hermitian conjugate with the dual in (2.5.100) sim-
ply amounts to multiplication by the metric of the space of coefficient functions, the non-
singular matrix . If  is constant, this will have no bearing on the vanishing, or failure
to vanish, of the RHS of (2.5.101). If, however,  has a non-trivial functional dependence
on s, then the spin sums of [ l(x);  l(y)] will differ from those of [ l(x);  
y
l
(y)]. Al-
though the latter is most prevalent in the literature [40–42, 82], it is in fact the former
that must vanish as a necessary requirement in the Weinberg formalism for the Poincaré
invariance of the S-matrix.
ăis completes our review and extension of the Weinberg formalism for the construc-
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tion of quantumđelds. In the next and đnal section of the current chapter we give a precise
deđnition of the objective of the present work, that is, to explore an effect of lower spin
components on the consistency and unitarity of massive bosonic quantum đeld theories
of spin equal to or greater than one.
2.6 Consistency and unitarity
Toput the present considerations into context, some remarks onhigher spin quantumđeld
theories will be in order. An important difference between higher spin quantum đeld the-
ories and spin zero theories, such as that of a charged scalar đeld, is in the structure of their
respective propagators. Unlike the propagator of a scalar đeld, the Feynman propagator,
bosonic quantum đeld theories of spin equal to or greater than one have propagators the
numerators of which contain powers of momentum equal to or greater than two, depend-
ing on the particular spin of the đeld under consideration. ăese powers of momentum
give rise to divergences and loss of unitarity at high energies [101, 102] [103, Ch. 21]. A
typical recipe to remove these offending elements is to introduce regulator terms. ăe fol-
lowing question thus arises: is it possible to construct massive bosonic theories of higher
spin in such away that the said offending terms in the propagator do not appear in the đrst
place? We here expound our general approach and show by explicit example in Ch. 3 and
Ch. 4 that the answer to the question at hand is in the affirmative.
Consider the propagator for a bosonic theory. As derived in App. B.4, this reads
(x  x0) =
Z
d4
(2)4
e i(x x0)
"
jj2N(p)  p0 + 0+ jj2M( p)  p0   0
 2 +m2   i
#
;
(2.6.1)
whereN(p) andM(p) are the spin sums
N(p) =
X
;s
u(p;; s)uy(p;; s)(s); (2.6.2)
M(p) =
X
;s
v(p;; s)vy(p;; s)(s): (2.6.3)
Here (s) is the metric, the matrix of the Lorentz invariant sesquilinear form deđned on
the coefficient functions as per the discussion in App. B.5. Given that p0 and 0 are in-
dependent parameters, the requirement that (2.6.1) be equal to the Feynman propagator
(B.4.14), up to a multiplicative identity matrix, implies that the spin sums, (2.6.2) and
(2.6.3), must satisfy
jj2N(p) = jj2M( p) and jj2N(p) = 1
2p0
1; (2.6.4)
where 1 is an identity matrix of the appropriate dimensions.
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Evaluating (2.6.4) at p = k, we obtain the following constraints on the coefficient func-
tions at rest: X
;s
u(k;; s)uy(k;; s)(s) =
1
jj22m; (2.6.5)
X
;s
v(k;; s)vy(k;; s)(s) =
1
jj22m: (2.6.6)
Rewriting the metric in terms of a spin-dependent function$(s) and a constant matrix 
as (s)  $(s) and using the identity D[L(p)]Dy[L(p)] = , it is easy to show that
conditions (2.6.5) and (2.6.6) are necessary and sufficient in order for (2.6.4) to be satisđed.
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Let  (x) be a quantum đeld that satisđes
U [; a] (x)U 1[; a] = D[ 1] (x+ a); (2.7.1)
whereU [; a] is a unitary representation ofP"+ and thematrixD[] 2 (j/2; j/2), j 2 Z,
furnishes a representation of L "+ . ăere exists a dual đeld  (x) such that the vacuum ex-
pectation value of the time ordered product of  (y) (x)will be proportional to the Feyn-
man propagator if and only if  (x) includes a sum over all j + 1 spin degrees of freedom
s 2 f j; j   1; : : : ; 0g.
Proof. A sketch of what might later be extended to a proof:
•  (x) will satisfy one or more đeld equations beyond the Klein-Gordon equation if
and only if there are more đeld components than independent particle states [40, p.
200].
• ăe number of independent particle states will be equal to the number of đeld com-
ponents if and only if  (x) includes a sum over all j + 1 spin degrees of freedom
s 2 f j; j   1; : : : ; 0g.
3
õuantum đeld theory with spin one and spin zero
degrees of freedom
ăe present chapter provides an application of the general formalism expounded in the
preceding chapter. As a special case of the conjecture presented in Sec. 2.7 we here show
that it is possible to construct a quantum đeld with spin one and spin zero degrees of free-
dom which, along with its dual, yields the Feynman spin one propagator. It is thus consis-
tent and unitary at all energies without the need for regulator terms. We provide a deriva-
tion of the đeld theory including a free Lagrangian andHamiltonian in terms of canonical
đeld variables. ăe chapter concludes with remarks on some closely related phenomeno-
logical models that were extensively studied throughout the late 1960s and early to mid
1970s in the context of weak interactions.
3.1 ăe quantum đeld
ăe quantum đeld  (x), as developed in Sec. 2.5, is given by the linear combination
 l(x) =
X
;s
Z
d3p (2) 3/2

 e ipx ul(p;; s)a(p;; s)
+ e+ipx vl(p;; s)by(p;; s)
i
; (3.1.1)
wherea(p;; s) is a particle annihilation operator and by(p;; s) is an antiparticle creation
operator;, 2 C. ăe coefficient functionsu(p;; s) andv(p;; s) are chosen such that
 (x) transforms according to
U [; a] l(x)U
 1[; a] =
X
l
Dll[
 1] l(x+ a); (3.1.2)
under the action of a unitary representationU [; a] of the restricted Poincaré group. ăe
position independent matrix D[] furnishes a pseudounitary representation of the re-
strictedLorentz groupon the space of coefficient functions; speciđcally, it is the (1/2; 1/2)
representation, an irreducible 4  4matrix representation given by the tensor product of
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the representations (1/2; 0) and (0; 1/2). ăe generators of the underlying Lie algebra are
derived in App. C.7. ăe three generators of rotation read
Jx =
1
2
0BB@
0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0
1CCA ; Jy = 12
0BB@
0  i  i 0
i 0 0  i
i 0 0  i
0 i i 0
1CCA ;
Jz =
0BB@
1 0 0 0
0 0 0 0
0 0 0 0
0 0 0  1
1CCA : (3.1.3)
ăe generators of Lorentz boost are
Kx =
1
2
0BB@
0 i  i 0
i 0 0  i
 i 0 0 i
0  i i 0
1CCA ; Ky = 12
0BB@
0 1  1 0
 1 0 0  1
1 0 0 1
0 1  1 0
1CCA ;
Kz =
0BB@
0 0 0 0
0  i 0 0
0 0 i 0
0 0 0 0
1CCA : (3.1.4)
ăe explicit formof thematrix representationD[] is obtained from the generators (3.1.3)
and (3.1.4) via the exponential map, as shown in App. C.7.
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3.2 Coefficient functions
We shall now derive the explicit form of the coefficient functionsu(p;; s) and v(p;; s)
using the constraints derived in the preceding chapter. ăe constraints that arise form the
rotation subgroup of the Lorentz group are given in (2.5.58) to read
UJ =J U and   V J =J V; (3.2.1)
where J ,J , U and V are deđned in (2.5.53)–(2.5.57). ăe explicit form of the compo-
nents of J  J (0)  J (1) can be read off from (2.3.30). We thereby obtain
Jx =
0BB@
0 0 0 0
0 0 1/
p
2 0
0 1/
p
2 0 1/
p
2
0 0 1
p
2 0
1CCA ; Jy =
0BB@
0 0 0 0
0 0  i/p2 0
0 i/
p
2 0  i/p2
0 0 i
p
2 0
1CCA ;
Jz =
0BB@
0 0 0 0
0 1 0 0
0 0 0 0
0 0 0  1
1CCA : (3.2.2)
ăegeneratorsJ , of the (1/2; 1/2) representation, are given above in (3.1.3). Using these
matrices in (3.2.1) and solving forU and V , we obtain the following coefficient functions.
For u(k;; s), we have the following four coefficients: u(k; 0; 0), u(k; 1; 1), u(k; 0; 1),
and u(k; 1; 1). ăey read0BB@
0
 c1
c1
0
1CCA ;
0BB@
c2
0
0
0
1CCA ;
0BB@
0
c2/
p
2
c2/
p
2
0
1CCA ; and
0BB@
0
0
0
c2
1CCA : (3.2.3)
Similarly for v(k;; s), we again have four coefficients: v(k; 0; 0), v(k; 1; 1), v(k; 0; 1),
and v(k; 1; 1). ăey read0BB@
0
 c3
c3
0
1CCA ;
0BB@
0
0
0
c4
1CCA ;
0BB@
0
 c4/
p
2
 c4/
p
2
0
1CCA ; and
0BB@
c4
0
0
0
1CCA : (3.2.4)
Constants ci, i 2 f1; 2; 3; 4g, are yet to be determined complex numbers. ăe validity
of the labelling of the coefficient functions in terms of the eigenvalues ofJz andJ 2 
J 2x +J
2
y +J
2
z is easily checked. As expected, one đnds
Jz u(k;; s) = u(k;; s); J
2u(k;; s) = s (s+ 1)u(k;; s); (3.2.5)
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and
Jz v(k;; s) =   v(k;; s); J 2v(k;; s) = s (s+ 1)v(k;; s): (3.2.6)
Having thus computed the coefficient functions at rest, we know, from the results of Sec.
2.5.3, that they are given at momentum p by
ul(p;; s) =
r
m
p0
X
l
Dll[L(p)]ul(k;; s); (3.2.7)
vl(p;; s) =
r
m
p0
X
l
Dll[L(p)]vl(k;; s); (3.2.8)
whereD[L(p)] is obtained via the exponentialmap from the generators (3.1.4), as perApp.
B.2.1.
3.3 ăe dual quantum đeld
Having deđned the quantumđeld (x) andderived its expansion coefficients, we now turn
to the dual đeld  (x). It is related to  (x) by Hermitian conjugation and a conjugate-
linear mapping of the coefficient functions, to be derived below. From the expansion of
 (x) given above in (3.1.1), we thus obtain
 l(x) =
X
;s
Z
d3p (2) 3/2
h
 e+ipx ul(p;; s)ay(p;; s)
+ e ipx vl(p;; s)b(p;; s)

; (3.3.1)
where ay(p;; s) and b(p;; s) are particle creation and antiparticle annihilation opera-
tors, respectively; ul(p;; s) and vl(p;; s) are the dual coefficient functions, which we
now derive. In doing so, we take the liberty of availing ourselves of the mathematical
nomenclature of the dual without demanding all of the deđning properties given in App.
B.5. A few words on this matter shall thus be required.
It is clear by inspection that the set Su, comprised of the coefficients u(k;; s) given
in (3.2.3), constitutes a subspace, see Defn. 2, of a four-dimensional complex vector space.
Furthermore, the elements ofSu are linearly independent; thus, through an appropriately
deđnedHermitian form and suitably chosen values of c1 and c2, they can bemade to yield
an orthonormal basis. ăat is to say, we could invoke themathematical machinery of App.
B.5 to deđne a vector space and a corresponding dual space. We choose not to follow
this approach because there appears to be no direct physical reason to demand that the
coefficient functionsmust span a vector space or subspace.Ʋ Nevertheless, we require awell
Ʋ More speciđcally, there appears to to be no direct physical reason to demand that the coefficient functions
must provide a basis for the representationD[]. Nevertheless, the present work suggests that this condi-
tion may be necessary (though not sufficient) for the consistency and unitarity at high energies of bosonic
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deđned mapping from Su to R. We do so via a sesquilinear form that is both Hermitian
and invariant under the action of the Lorentz group. We thus also immediately obtain a
mapping from the setSu to the setSu, a set of mappings fromSu toR. ăis setSu itself is
a vector subspace byDefn. 2. Wewill callSu the dual space and use its elements, u(k;; s)
to construct  (x) as given above in Sec. 3.3.
We proceed as follows. Let Su be the non-empty set with elements given by (3.2.3) and
let g be a sesquilinear form thatmaps the elements ofSuSu to the real line. Furthermore,
letB be anorderedbasis forSu and let be thematrix of the sesquilinear form in that basis.
We thus have from (B.5.1)
g(u;u0) = uyu0 8u 2 Su: (3.3.2)
To constrain the sixteen components of , we begin with the demand of G-invariance,
that is, invariance under the action of an appropriate representation of L"+. In the case
at hand, this representation is deđned locally by the generators (3.1.3) and (3.1.4). It is
clear by inspection that these generators of rotation and boost are Hermitian and anti-
Hermitian respectively. Hence, from (B.5.16), we have the conditions fKi; g = 0 and
[Ji; ] = 0, for i 2 fx; y; zg. Applying these to , we obtain
 =
0BB@
 $ 0 0 0
0 0  $ 0
0  $ 0 0
0 0 0  $
1CCA ; (3.3.3)
where $ may, at most, depend on the labels s and . ăis is because , by deđnition, is
expressed in terms of the ordered basis B of Su, a set the elements of which are labelled
by a đxed value of momentum p = k along with the pair of indices s and . We may thus
rewrite (3.3.3) as
(; s) = $(; s); (3.3.4)
where  is given by
 =
0BB@
 1 0 0 0
0 0  1 0
0  1 0 0
0 0 0  1
1CCA : (3.3.5)
Putting (3.3.2) and (3.3.4) together, we đnd the elements of the set Su are given by
Su =
n
u(k;; s) = uy(k;; s)(; s) j 8u(k;; s) 2 Su
o
: (3.3.6)
Before we use the elements of Su in the construction of  (x), we must đrst check that
the coefficients, as given in (3.3.6), are consistent with the rotation constraints given above
in Sec. 3.2. Some manipulation of (3.2.1) will be required.
We begin by noting that the map from u(k;; s) to u(k;; s) is a one-to-one conju-
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gate linear mapping. Consequently, the rotation constraints on the elements of Su may
be derived from (3.2.1) via an appropriately deđned transformation. Taking (3.2.1) and
applying Hermitian conjugation on both sides, we obtain
JyU y = U yJ y: (3.3.7)
Given that 2 = 1 andJ y = J , which follows from the Hermiticity ofJ along
with (3.3.4), we đnd that (3.3.7) is equivalent to
JyU y = U yJ : (3.3.8)
Now, analogous to the deđnition of U given in (2.5.56), deđne U as
U    U l
  (ul (k;; s)) ; (3.3.9)
where u(k;; s) is as given in (3.3.6) and the index  takes the values f1; 2; 3; 4g. Com-
paring U with U y we đnd that these differ in only one way: in contrast to U y, each
column in U has a further multiplicative factor $(; s). Looking back at (3.2.3) we see
that, although the rotation constraint completely determines the relative scale and phase
relationships within each spin-sector, no such constraint is placed on one spin-sector rel-
ative to another. ăe same is true here; the rotation constraints on u(k;; s), as inferred
from (3.3.7), allow$ to vary only with spin index s. ăe rotation constraint thus restricts
the functional dependence of , and thereby of$, to s; hence, (3.3.4) becomes
(s) = $(s): (3.3.10)
Accordingly, the dual space is now given by
Su =
n
u(k;; s) = uy(k;; s)(s) j 8u(k;; s) 2 Su
o
: (3.3.11)
Repeating the above for the v(k;; s) coefficients given in (3.2.4), we obtain the corre-
sponding dual space:
Sv =
n
v(k;; s) = vy(k;; s)(s) j 8v(k;; s) 2 Sv
o
: (3.3.12)
ăe matrix  in the expression of (s) is identical for u(k;; s) and v(k;; s), given that
u(k;; s) and v(k;; s) transform under the same representation ofL"+; onemight, how-
ever, allow$(s) to be chosen independently. We do not consider this possibility here.
Having thus established that u(k;; s) and v(k;; s), as deđned in (3.3.11) and (3.3.12),
are consistent with the rotation constraints, we may now use these in the expansion of
 (x), as per (3.3.1). ăe function$(s) as well as the four complex parameters in (3.2.3)
and (3.2.4) are further constrained in the next section.
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3.4 ăe propagator and the consistency and unitarity of quantum đeld theory
In order for the theory here under construction to be consistent and unitary at all energies
without the need for regulator terms, the propagator must be equal to the Feynman prop-
agator up to amultiplicative 44 identity matrix. According to the discussion of Sec. 2.6,
this requirement yields the following constraint on the coefficient functions at rest:X
;s
u(k;; s)uy(k;; s)$(s) =
1
jj22m; (3.4.1)
X
;s
v(k;; s)vy(k;; s)$(s) =
1
jj22m: (3.4.2)
Given that the overall scale of the coefficient functions is not yet đxed, we may choose
without loss of generality jj = jj = 1. From (3.2.3), we compute the spin sums on the
LHS of (3.4.1) to readX
;s
u(k;; s)uy(k;; s)$(s)
=
0BBB@
$(1)jc2j2 0 0 0
0 $(1) jc2j
2
2 +$(0)jc1j2 $(1) jc2j
2
2  $(0)jc1j2 0
0 $(1) jc2j
2
2  $(0)jc1j2 $(1) jc2j
2
2 +$(0)jc1j2 0
0 0 0 $(1)jc2j2
1CCCA :
Similarly for (3.4.2), we use (3.2.4) to obtainX
;s
v(k;; s)vy(k;; s)$(s)
=
0BBB@
$(1)jc4j2 0 0 0
0 $(1) jc4j
2
2 +$(0)jc3j2 $(1) jc4j
2
2  $(0)jc3j2 0
0 $(1) jc4j
2
2  $(0)jc3j2 $(1) jc4j
2
2 +$(0)jc3j2 0
0 0 0 $(1)jc4j2
1CCCA :
Hence, the constraints on the free parameters read
$(1) =  1; jc2j = jc4j = 1p
2m
; and $(0)jc1j2 = $(0)jc3j2 = 1
4m
: (3.4.3)
We have uniquely determined the value of$(1). Although (3.4.3) does not fully constrain
$(0), it does imply that it must be real and positive. We choose for simplicity$(0) = 1.
ăis has the advantage that (s) will be involutory not only for s = 1, but also for s = 0.
ăe mapping to the dual spaces is thereby completely determined; consequently, the dual
spaces Su and Sv are determined uniquely in terms of the coefficient functions u(k;; s)
and v(k;; s), respectively.
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Inserting$(0) = 1, the constraints (3.4.3) become
jc1j = jc3j = 1p
4m
and jc2j = jc4j = 1p
2m
: (3.4.4)
Each of the four parameters is thus đxed up to a phase. For the further exploration of
the coefficient functions, it will prove convenient to express the parameters ci explicitly in
terms of their magnitude and a phase. We thus write
c1 =
1p
4m
ei1 ; c2 =
1p
2m
ei2 ; c3 =
1p
4m
ei3 ; and c4 =
1p
2m
ei4 :
(3.4.5)
Similarly for the constants  and , we write
 = ei5 and  = ei6 : (3.4.6)
In both (3.4.5) and (3.4.6), the implicitly deđned parameters i are yet unconstrained real
numbers.
For future reference, the spin sumsN(p) andM(p) are given by
N(p) 
X
;s
u(p;; s)uy(p;; s)$(s) =
1
2p0
14; (3.4.7)
M(p) 
X
;s
v(p;; s)vy(p;; s)$(s) =
1
2p0
14; (3.4.8)
where 14 is a 4 4 identity matrix. ăe propagator (B.4.11) thus reads
F1(x  x0) = (2) 4
Z
d4 e i(x x0)

14
 2 +m2   i

; (3.4.9)
where the subscript has been introduced to denote that this is the Feynman propagator
for spin one; that is, the propagatorF (x  y) given in (B.4.14) times the 4 4 identity
matrix 14. ăe minus sign in front of the 2     term in the denominator, as well as
that in the exponential, is a consequence of the metric convention as deđned in (2.1.2).
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3.5 Discrete symmetries
In order to further constrain the free parameters 1; 2; : : : ; 6, we now impose the rela-
tions derived in Sec. 2.5.4 from the action of the representations of the discrete symme-
tries on  (x). Unlike the treatment in the previous chapter, where the space-inversion
and time-reversal matrices were denoted byD[P 1] andD[T  1], respectively, we here
simply writeD[P] andD[T ]. ăey are equivalent for the obvious reason thatP andT
are involutory.
3.5.1 Space-inversion
In Sec. 2.5.4, we derived the following constraints on the coefficient functions at rest:
D[P]u(k;; s) = su(k;; s); (3.5.1)
D[P]v(k;; s) = csv(k;; s): (3.5.2)
HereD[P] is a 4 4 non-singular matrix, deđned in (2.5.31) by the relations
D[P]JiD
 1[P] = +Ji and D[P]KiD 1[P] =  Ki; (3.5.3)
where i 2 fx; y; zg. We immediately recognise (3.5.3) as the constraints, fKi; g = 0
and [Ji; ] = 0, used above in Sec. 3.3 to derive the matrix given in (3.3.3). ăerefore,
D[P] = %; (3.5.4)
where % 2 C. Applying this to the coefficient functions, we đnd
D[P]u(k; 0; 0) = %u(k; 0; 0); D[P]u(k;; 1) =  %u(k;; 1); (3.5.5)
D[P]v(k; 0; 0) = %v(k; 0; 0); D[P]v(k;; 1) =  %v(k;; 1): (3.5.6)
ăus, in order for the constraints (3.5.5) and (3.5.6) to be met, the following relation must
be satisđed:
0 = 
c
0 = % =  1 =  c1: (3.5.7)
ăis shows that the complex number %, in the parity matrix (3.5.4) above, must be ofmod-
ulus one. Furthermore, the constraint (3.5.7) indicates that particles and antiparticles in
the present theory must have the same intrinsic parity. On the other hand, the spin one
sectors must be of opposite intrinsic parity as compared with the spin zero sector.
3.5.2 Time-reversal
ăe constraints on the coefficient functions at rest under the action of the time-reversal
matrix are found in (2.5.71) and (2.5.72). Inserting  and  from (3.4.6) above, the con-
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straints read
D[T ]u(k;; s) = e 2i5 s ( )s+u(k; ; s); (3.5.8)
D[T ]v(k;; s) = e 2i6 cs( )s+v(k; ; s); (3.5.9)
where,D[T ] is a 4 4 non-singular matrix that satisđes the relations
D[T ]JiD
 1[T ] =  J i and D[T ]KiD 1[T ] = +K i ; (3.5.10)
for i 2 fx; y; zg. Explicit calculation using (3.1.3) and (3.1.4) yields
D[T ] =
0BB@
0 0 0 &
0 0  & 0
0  & 0 0
& 0 0 0
1CCA ; (3.5.11)
where & 2 C. Applying this to u(k;; s), we obtain
D[T ]u(k; 0; 0) = & e2i1 u(k; 0; 0); (3.5.12)
D[T ]u(k;; 1) = & e2i2( )1+u(k; ; 1): (3.5.13)
Similarly for v(k;; s), we đnd
D[T ]v(k; 0; 0) = & e2i3 v(k; 0; 0); (3.5.14)
D[T ]v(k;; 1) = & e2i4( )1+v(k; ; 1): (3.5.15)
Hence, in order for the constraints (3.5.8) and (3.5.9) to be satisđed, the phases s and cs
must be related to the free parameters 1; 2; : : : ; 6 by
0 = & e2i1+2i5 ; 1 = & e2i2+2i5 ; (3.5.16)
c0 = & e2i3+2i6 ; c1 = & e2i4+2i6 : (3.5.17)
ăe complex number & in the above time-reversal matrix must therefore be of modulus
one.
3.5.3 Charge-conjugation
ăeconstraints on the coefficient functions at rest under the action of the charge-conjuga-
tion matrix were derived in Sec. 2.5.4. From (2.5.92) and (2.5.93), with  and  as given in
(3.4.6), we have
Au(k;; s) = ei5+i6 cs cs v(k;; s); (3.5.18)
Av(k;; s) = ei5+i6 ssu(k;; s): (3.5.19)
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Inserting  and  from (3.5.7), (3.5.16), and (3.5.17), the constraints, for s = 0, become
Au(k; 0; 0) = ei5 i6 2i3 %&v(k; 0; 0); (3.5.20)
Av(k; 0; 0) = e i5+i6 2i1 %&u(k; 0; 0): (3.5.21)
Similarly for s = 1, we have
Au(k;; 1) =   ei5 i6 2i4 %&v(k;; 1); (3.5.22)
Av(k;; 1) =   e i5+i6 2i2 %&u(k;; 1): (3.5.23)
ăe charge-conjugation matrix A is non-singular, has dimensions 4  4, and is derived,
according to (2.5.90), via the relations
AJ i A
 1 =  Ji and AK i A 1 =  Ki; (3.5.24)
for i 2 fx; y; zg. We thus obtain
A =
0BB@
0 0 0  
0  0 0
0 0  0
  0 0 0
1CCA ; (3.5.25)
with  2 C. Applying this matrix to u(k;; s), we đnd
Au(k; 0; 0) = + e i1 i3 v(k; 0; 0); (3.5.26)
Au(k;; 1) =   e i2 i4 v(k;; 1): (3.5.27)
Likewise for v(k;; s), we have
Av(k; 0; 0) = + e i1 i3 u(k; 0; 0); (3.5.28)
Av(k;; 1) =   e i2 i4 u(k;; 1): (3.5.29)
ăus, in order for the constraints (3.5.20)–(3.5.23) to be met, the following relations must
hold
%& = ei1 i3+i5 i6 ; (3.5.30)
%& = e i1+i3 i5+i6 ; (3.5.31)
%& = ei2 i4+i5 i6 ; (3.5.32)
%& = e i2+i4 i5+i6 : (3.5.33)
As noted above, j%j = j&j = 1; therefore, it must also be true that jj = 1. Furthermore,
taking (3.5.30) together with (3.5.31), it is clear that %& = 1.
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3.5.4 CPT
Before we move on to the next section, we brieĔy explore the implication of the above re-
sults upon the transformation property of the đeld under the succession of discrete sym-
metriesCPT . From (2.5.98), we have
(CPT ) (x) (CPT ) 1 = D[T ]D[P]A (PT x): (3.5.34)
Now taking (3.5.4), (3.5.11), and (3.5.25), we compute the multiplicative matrix on the
RHS of (3.5.34); we đndD[T ]D[P]A = %&1. Hence, we obtain the following transfor-
mation property of the đeld underCPT :
(CPT ) (x) (CPT ) 1 = %&  (  x); (3.5.35)
where, by the constraints summarised in (3.5.30)–(3.5.33), the phase %& is real and there-
fore may take on the values  1, depending upon our choice of parameters 1; 2; : : : ; 6.
ăis result conđrms the consistency of the above construct with the CPT theorem [40,
Sec. 5.8].
3.6 Field commutators
Two further constraints that arise in the Weinberg formalism from the transformation
properties of the S-matrix are those given in Sec. 2.5.5. For the bosonic đelds at hand,
these read
[ l (x);  l (y)]  = 0; (3.6.1)
[ l (x);  l (y)]  = 0; (3.6.2)
where x and y are space-like separated. We now consider each of these; đrst, in the case
of a distinct antiparticle, then, in the case of an identical antiparticle.
In the case of a distinct antiparticle, we know from the discussion in Sec. 2.5.5 that
(3.6.1) vanishes identically. ăis is not so for the second constraint (3.6.2). Computing the
LHS of (3.6.2), as in (2.5.98), and recalling the spin sums N(p) andM(p), from (3.4.7)
and (3.4.8) above, we have
[ l (x);  l (y)]  = 
l
l
Z
d3p
(2)3
1
2p0
h
e ip (x y)   e+ip (x y)
i
; (3.6.3)
where (ll )  14. Looking at [40, p. 205], we đnd that (3.6.3) can be rewritten as
[ l (x);  l (y)]  = 
l
l (x   y); (3.6.4)
where
(x   y)  +(x   y)   +(y   x); (3.6.5)
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and+(x  y) is the standard function
+(x  y) = (2) 3
Z
d3p
2p0
e ip(x y); (3.6.6)
with p0 pjpj2 +m2. ăis is Lorentz invariant [40, p. 202] because d3p/pjpj2 +m2 is
the invariant volume element [40, p. 67]. It is easy to see that+(x y) is even in a frame
in which x0 = y0. By the Lorentz invariance of (3.6.6), we thus conclude that+(x  y)
is even for any space-like interval. Consequently
(x  y) = 0; for (x  y)2 < 0: (3.6.7)
ăerefore, (3.6.4) vanishes as desired for all space-like separated x and y.
In the case of an identical antiparticle, we have a(p;; s)  b(p;; s) and the LHS of
(3.6.1) is expanded, as in (2.5.102), to read
[ l(x);  l(y)]  = 
X
;s
Z
d3p
(2)3
h
ul(p;; s)vl(p;; s) e ip(x y)
  vl(p;; s)ul(p;; s) e+ip(x y)
i
: (3.6.8)
Omitting the row index and computing the spin sums, using (3.2.3) and (3.2.4) along with
(3.4.5), we đndX
;s
u(p;; s)vT (p;; s) =
X
;s
v(p;; s)uT (p;; s) (3.6.9)
=
 1
2p0m2
Sy
 
[1   2] pp + 2m2

S; (3.6.10)
where 1  ei(1+3), 2  ei(2+4), and S is the constant unitary matrix
S =
1p
2
0BB@
0 i  i 0
 i 0 0 i
1 0 0 1
0 i i 0
1CCA : (3.6.11)
ăere is no physical signiđcance in this matrix; it is derived by the demand that it provide
a similarity transformation from the matrix  to the Minkowski metric . Application
of this constraint to a 4  4 matrix with arbitrary complex components yields (3.6.11)
up to multiplication by a complex number which is chosen here to be consistent with the
literature [104, 105].
ăe object within the round brackets in (3.6.10) is a 4 4matrix with components la-
belled by the spacetime the indices and . Substituting (3.6.10) into (3.6.8), the resulting
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expression can be written as
[ l(x);  l(y)]  = S
y

[1   2] @
@
m2
  2

S(x  y); (3.6.12)
and by (3.6.7) we have
[ l(x);  l(y)]  = 0; for (x  y)2 < 0; (3.6.13)
as required.
ăe evaluation of the second constraint, (3.6.2), is no different here in the case of an
identical antiparticle as compared to the converse scenario above. It thus follows from
(3.6.4) and (3.6.7) that (3.6.2) is satisđed.
3.7 Field commutators and discrete symmetries
As was discussed in Sec. 2.5.4, it follows as a consequence of the spin-dependence of the
metric that the constraints imposed above on the coefficient functions under the action of
the charge-conjugationmatrix do not immediately guarantee that the charge-conjugation
transformed đeld will commute with  (x) and with  (x) at space-like separations. We
must check two further conditions. From (2.5.87) and (2.5.88), we have the following:
X
;s
Z
d3p
(2)3
h
u(p;; s)uy(p;; s) e ip(x y)
 v(p;; s)vy(p;; s) e+ip(x y)
i
= 0; (3.7.1)
and (for an identical antiparticle)
X
;s
Z
d3p
(2)3
h
u(p;; s)vT (p;; s)(s) e ip(x y)
 v(p;; s)uT (p;; s)(s) e+ip(x y)
i
= 0; (3.7.2)
for all space-like separated x and y.
ăeconstraint (3.7.1) is applicable for the case of a distinct aswell as that of an indistinct
antiparticle. Evaluating the spin sums, we obtainX
;s
u(p;; s)uy(p;; s) =
X
;s
v(p;; s)vy(p;; s) =
1
2p0m2
S 1
 
2pp  m2S:
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Substituting into the LHS of (3.7.1), we may write the resulting expression in terms of
(x  y), such that
S 1

 2@
@
m2
  

S(x  y) = 0; for (x  y)2 < 0;
by (3.6.7). ăus, (3.7.1) is immediately satisđed without further constraints on the param-
eters 1; 2; : : : ; 6.
As to (3.7.2), this constraint applies only to the case of an indistinct antiparticle. Com-
puting the spin sums, we đndX
;s
u(p;; s)v(p;; s) =
X
;s
v(p;; s)u(p;; s)
=
 1
2p0m2
Sy
 
[1 + 2] p
p   2m2

S;
where 1 and 2 are as deđned above following (3.6.10). Substituting into the LHS of
(3.7.2), we obtain
Sy

[1 + 2]
@@
m2
+ 2


S(x  y) = 0; for (x  y)2 < 0; (3.7.3)
by (3.6.7); hence, (3.7.2) is satisđed, again without further constraints on the parameters
1; 2; : : : ; 6.
ăis completes the derivation of the quantum đeld (x) and that of the dual đeld  (x).
ăere is still some remaining freedom in the choice of the parameters 1; 2; : : : ; 6. In
theđnal sectionof the present chapter, we formulateLagrangian andHamiltoniandescrip-
tions of the above đeld theory in terms of canonical đeld variables.
3.8 ăe canonical formalism
As shown byWeinberg in [40, p. 277], the Feynman propagator is the Green’s function of
theKlein-Gordonoperator. ăe same is thus true of thepropagator derived in theprevious
section. Applying the Klein-Gordon operator to (3.4.9), we obtain
 
@@ +m
2

F1(x) = 14
Z
d4
(2)4
e ix
  2 +m2
 2 +m2   i

= 14 4(x): (3.8.1)
It follows that the free-đeld Lagrangian density is given, up to proportionalityƳ, by:
L 0(x) =  (x)
  
@ 
 !
@   m2

 (x): (3.8.2)
ăe subscript is to denote that the Lagrangian density is for a free-đeld theory, in agree-
Ƴ In the special case in which particles and antiparticles are identical, we must include an overall multiplica-
tive factor of one half on the RHS of (3.8.2).
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ment with the notation used for the free Hamiltonian in Sec. 2.5.
Accordingly, we propose the following canonically conjugate momenta:
(x)  @L0(x)
@(@0 (x))
= @0  (x); (3.8.3)
(x)  @L0(x)
@(@0  (x))
= @0 (x): (3.8.4)
From (3.3.1),(x) is given in terms of the creation and annihilation operators by
l(x) =
X
;s
Z
d3p (2) 3/2
 
+ip0
 h
 e+ipx ul(p;; s)ay(p;; s)
  e ipx vl(p;; s)b(p;; s)

: (3.8.5)
Similarly from (3.1.1), (x) reads
l(x) =
X
;s
Z
d3p (2) 3/2
  ip0  e ipx ul(p;; s)a(p;; s)
  e+ipx vl(p;; s)by(p;; s)
i
: (3.8.6)
In the next section we check the consistency of the above identiđcations by computing the
canonical commutation relations [40, p. 293].
3.8.1 Locality
If  (x),  (x), (x) and (x) are to provide a consistent interpretation as independent
canonical đeld variables, then the following equal time commutators must be satisđed:
[ l(x; t);  l(y; t)]  = [  l(x; t);  l(y; t)]  = [ l(x; t);  l(y; t)]  = 0; (3.8.7)
[l(x; t);l(y; t)]  = [l(x; t); l(y; t)]  = [l(x; t); l(y; t)]  = 0; (3.8.8)
[ l(x; t); l(y; t)]  = [  l(x; t);l(y; t)]  = 0: (3.8.9)
Further, in order that  (x) and (x) be conjugate, and likewise for  (x) and (x), it is
required that
[ l(x; t);l(y; t)]  = [  l(x; t); l(y; t)]  = i 
l
l 
3(x  y): (3.8.10)
We now evaluate each of these for the two physically distinct scenarios at hand, beginning
with the case of a distinct antiparticle.
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For a distinct antiparticle
Here it follows from the commutation relations of the creation and annihilation operators
given in (2.4.3) and (2.4.4) that the đrst two commutators in (3.8.7) and likewise the đrst
two commutators in (3.8.8) and the two commutators in (3.8.9) trivially vanish. Further-
more, the last commutator in (3.8.7) vanishes as a special case of (3.6.4). As for the last
commutator in (3.8.8), this is expanded and evaluated using the transpose of the spin sums
given in (3.4.7) and (3.4.8). We thus obtain
[l(x; t); l(y; t)]  =
Z
d3p
(2)3
1
2p0
p0p0
h
eip(x y)  e ip(x y)
i
: (3.8.11)
ăis clearly vanishes as required. We are now leĕ only with (3.8.10). Here an explicit
calculation is required.
ăe commutator of the đeld with its prospective canonically conjugate momentum is
expanded using the bosonic commutators of the creation and annihilation operators to
read
[ l(x; t);l(y; t)]  = i
X
;s
Z
d3p
(2)3
p0
h
ul(p;; s)ul(p;; s) eip(x y)
+vl(p;; s)vl(p;; s) e ip(x y)
i
: (3.8.12)
Substituting the spin sums (3.4.7) and (3.4.8), this becomes
[ l(x; t);l(y; t)]  = i 
l
l
Z
d3p
(2)3
1
2
h
eip(x y)+ e ip(x y)
i
:
A change of variables then yields
[ l(x; t);l(y; t)]  = i 
l
l
Z
d3p
(2)3
eip(x y) :
Identifying the three-dimensional integral representation of the Dirac delta function, we
obtain
[ l(x; t);l(y; t)]  = i 
l
l 
3(x  y); (3.8.13)
in accordance with (3.8.10).
ăe đnal commutator is that of  (x)with (y) at equal time. Expanding this in a sim-
ilar manner as in the case of the preceding commutator, we obtain
[  l(x; t); l(y; t)]  = i
X
;s
Z
d3p
(2)3
p0
h
e ip(x y) ul(p;; s)ul(p;; s)
+ e+ip(x y) vl(p;; s)vl(p;; s)
i
: (3.8.14)
Of course, ul(p;; s)ul(p;; s) = ul(p;; s)ul(p;; s) and likewise for the components
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of the v coefficient functions; hence, by the previous calculation of the commutator of the
đeld with its canonically conjugate momentum, (3.8.14) is simply
[  l(x; t); l(y; t)]  = i 
l
l 
3(x  y); (3.8.15)
as required by (3.8.10). ăis completes the analysis of the locality properties of the above
đeld operators in the case of a distinct antiparticle. We now turn to the alternate scenario.
For an indistinct antiparticle
Unlike the previous case, in which the commutation relations of the đelds under con-
sideration were in many cases determined completely by the commutation relations of
the creation and annihilation operators alone, it will be necessary here to explore the ex-
plicit properties of the relevant spin sums. For this reason it will prove most convenient to
rewrite the coefficient functions in the vector basis; that is, the basis in which the row in-
dex l, which labels the components of the expansion coefficients, is replaced by a spacetime
index . Recalling the matrix S given above in (3.6.11) we note that SD[]S 1 = ().
ăerefore, we can write the coefficient functions at rest in terms of the new basis as
(u(k;; s)) = Su(k;; s) and (v(k;; s)) = Sv(k;; s): (3.8.16)
ăese are related to the coefficient functions at arbitrary momentum via
u(p;; s) = L(p)u
(k;; s) and v(p;; s) = L(p)v(k;; s); (3.8.17)
where  2 f0; 1; 2; 3g. ăe đeld thus reads
 (x) =
X
;s
Z
d3p (2) 3/2
r
m
p0

 e ipx u(p;; s)a(p;; s)
+  e+ipx v(p;; s)ay(p;; s)
i
: (3.8.18)
Similarly the dual đeld becomes
 (x) =
X
;s
Z
d3p (2) 3/2
r
m
p0
h
 e+ipx u(p;; s)ay(p;; s)
+  e ipx v(p;; s)a(p;; s)

; (3.8.19)
where
u(p;; s)  (s)u(p;; s) and v(p;; s)  (s)v(p;; s); (3.8.20)
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with ((s)) = S(s)S 1. Furthermore, the đelds (x)  @0 (x) and (x) 
@0 
(x), respectively, by (3.8.19) and (3.8.18), are expanded to read
(x) = i
X
;s
Z
d3p (2) 3/2
p
mp0
h
 e+ipx u(p;; s)ay(p;; s)
   e ipx v(p;; s)a(p;; s)

; (3.8.21)
and
(x) =  i
X
;s
Z
d3p (2) 3/2
p
mp0

 e ipx u(p;; s)a(p;; s)
   e+ipx v(p;; s)ay(p;; s)
i
: (3.8.22)
In order to determine whether these may serve as canonical đeld variables, we again com-
pute the equal time commutators (3.8.7)–(3.8.10).
Given that the number of degrees of freedom of the system has decreased by a factor
of one half, on account of the identiđcation a(p;; s)  b(p;; s), we expect that the
above proposed canonical đeld variables will fail to be independent. To conđrm this, it is
sufficient to compute the two commutators given above in (3.8.9). For the đrst of these we
obtain
[ (x; t);(y; t)] 
=  i 
m2
Z
d3p
(2)3
1
2
h
eip(x y)+ e ip(x y)
i  
[1   2] pp + 2m2

; (3.8.23)
where we have made use of the spin sumsX
;s
u(p;; s)v(p;; s) =
X
;s
v(p;; s)u(p;; s)
=
 
[1   2] pp + 2m2

: (3.8.24)
Similarly, the second commutator in (3.8.9) is expanded to read
 (x; t);
(y; t)

 
= i

m2
Z
d3p
(2)3
1
2
h
eip(x y)+ e ip(x y)
i  
[1   2] pp + 2m2

: (3.8.25)
Clearly these are non-vanishing. ăus by (3.8.23) (x; t) and(y; t) fail to be indepen-
dent. Likewise by (3.8.25) and  (x; t) and(y; t) fail to be independent, as expected.
We therefore conđne to  (x) and (x) for prospective canonical đeld variables. In
order for these to yield a consistent interpretation, they must satisfy the following com-
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mutation relations:
[ (x; t);  (y; t)]  = 0; (3.8.26)
[(x; t);(y; t)]  = 0; (3.8.27)
[ (x; t);(y; t)]  = i 

 
3(x  y): (3.8.28)
Computing each of these in turn, we obtain for (3.8.26)
[ (x; t);  (y; t)] 
=   
m2
Z
d3p
(2)3
1
2p0
 
[1   2] pp + 2m2
 h
eip(x y)  e ip(x y)
i
:
Similarly for (3.8.27), we have
[(x; t);(y; t)] 
=  

m2
Z
d3p
(2)3
1
2
h
eip(x y)  e ip(x y)
i  
[1   2] pp + 2m2

:
(3.8.29)
Lastly for (3.8.28), we đnd
[ (x; t);(y; t)]  =
Z
d3p
(2)3
1
2
h
eip(x y)+ e ip(x y)
i
(3.8.30)
= i  
3(x  y): (3.8.31)
It is thus apparent that (x) and(x)will satisfy the equal time commutators (3.8.26)–
(3.8.28) if we choose the phases such that 1 = 2, that is, by the deđnition of 1 and 2
given above in the text following (3.6.10), we require
ei(1+3) = ei(2+4) : (3.8.32)
ăis choice of phases is allowable, given the remaining freedom as per (3.5.30)–(3.5.33).
Having thus found a consistent set of canonical đeld variables, đrst for the case of a
distinct, and then for that of an indistinct antiparticle, we proceed to develop the Hamil-
tonian formalism. We give explicit consideration only the case of an distinct antiparticle.
ăe alternate scenario follows trivially.
3.8.2 ăeHamiltonian
From the above free-đeld Lagrangian and canonical đeld variables we obtain the following
expression forH0:
H0 =
Z
d3xH0(x); (3.8.33)
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where
H0(x) = (x)@0 (x) + (x)@0  (x) L0(x): (3.8.34)
We now verify that (3.8.33) reduces to the free-particle Hamiltonian upon explicit evalu-
ation in terms of the creation and annihilation operators.
Inserting (3.8.3), (3.8.4), and (3.8.2), we obtain
H0(x) = @
0  (x)@0 (x) + @
0 (x)@0  (x)  @  (x)@ (x) +m2  (x) (x)
= @0 (x)@0  (x) +r  (x) r (x) +m2  (x) (x): (3.8.35)
For the sake of notational convenience we suppress the energy component in the coeffi-
cient functions and creation and annihilation operators: instead of writing u(p;; s), for
instance, we simply write u(p;; s). Given that the momenta are assumed to be on-shell
these expressions are functionally equivalent. Substituting (3.8.35) into (3.8.33) we begin
by evaluating the đrst term. ăis yieldsX
;s
X
0;s0
Z
d3p
 
p0p0
 hjj2u(p;0; s0)u(p;; s)a(p;; s)ay(p;0; s0)
+jj2v(p;0; s0)v(p;; s)by(p;; s)b(p;0; s0)
  e+2ip0t u( p;0; s0)v(p;; s)by(p;; s)ay( p;0; s0)
  e 2ip0t v( p;0; s0)u(p;; s)a(p;; s)b( p;0; s0)
i
:
For the remaining two terms we obtainX
;s
X
0;s0
Z
d3p
 jpj2 +m2 hjj2u(p;; s)u(p;0; s0)ay(p;; s)a(p;0; s0)
+jj2v(p;; s)v(p;0; s0)b(p;; s)by(p;0; s0)
+ e+2ip0t u(p;; s)v( p;0; s0)ay(p;; s)by( p;0; s0)
+ e 2ip0t v(p;; s)u( p;0; s0)b(p;; s)a( p;0; s0)
i
:
ăese expressions can be further simpliđed using the following orthogonality relations:
u(p;; s)u(p;0; s0) =
1
2p0
0ss0 ; (3.8.36)
v(p;; s)v(p;0; s0) =
1
2p0
0ss0 : (3.8.37)
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Recalling  = ei5 and  = ei6 as per (3.4.6), we may thus expressH0 as
H0 = 1
2
X
;s
Z
d3p p0
h
ay(p;; s)a(p;; s) + b(p;; s)by(p;; s)
+a(p;; s)ay(p;; s) + by(p;; s)b(p;; s)
i
: (3.8.38)
We now avail ourselves of the commutation relations of the creation and annihilation op-
erators to write (3.8.38) in normal ordered form. From (2.4.3) and (2.4.4), we thus obtain
H0 =
X
;s
Z
d3p p0
h
ay(p;; s)a(p;; s) + by(p;; s)b(p;; s) + (p  p)
i
;
(3.8.39)
in agreement with the result given byWeinberg in [40, p. 296] for the free-particle Hamil-
tonian.
3.9 Phenomenological models
ăe idea to include one ormore spin zero degrees of freedom in order to achieve renormal-
isability has a history in the context of weak interactions. In the late 1960s and early 1970s,
it was proposed byLee,Wick, andGell-Mann et al. [106–109] thatweak interactionsmight
be mediated by one or more intermediate scalar bosons along with an intermediate vec-
tor boson. ăe theoretical motivation was based upon the observation that divergences
could be ameliorated if one included a spin zero component in the propagator. ăis spin
zero component was introduced with a minus sign by means of an indeđnite metric in the
space of physical states, a possibility that arose in the 1940s from the work of Dirac [110]
and Pauli [111, 112]. Detailed phenomenological analyses were conducted by several au-
thors [109, 113–117] in the 1970s.
4
õuantum đeld theory with spin two, spin one, and spin
zero degrees of freedom
ăe present chapter constitutes the second example of the general multi-spin formalism
developed in Ch. 2. We begin by constructing a đeld theory that includes spin two, spin
one, and spin zero degrees of freedom. ăevacuumexpectation value of the relevant quan-
tum đeld and its dual yields the Feynman spin two propagator. ăe theory is thus consis-
tent and unitary at all energies without the need for regulator terms. ăe penultimate
section provides the associated free-đeld Lagrangian in terms of canonical đeld variables.
ăe resultantHamiltonian is evaluated in terms of creation and annihilation operators and
is found to be consistent with expectation: the free-particle Hamiltonian plus vacuum en-
ergy.
4.1 ăe quantum đeld
As in the example of Ch. 3, the quantum đeld  (x) takes the form
 l(x) =
X
;s
Z
d3p (2) 3/2

 e ipx ul(p;; s)a(p;; s)
+ e+ipx vl(p;; s)by(p;; s)
i
; (4.1.1)
wherea(p;; s) is a particle annihilation operator and by(p;; s) is an antiparticle creation
operator,  and  are complex valued constants, and the coefficient functions u(p;; s)
and v(p;; s) are chosen such that  (x) transforms according to
U [; a] l(x)U
 1[; a] =
X
l
Dll[
 1] l(x+ a); (4.1.2)
under the action of a unitary representationU [; a] of the restricted Poincaré group. ăe
position independentmatrixD[] furnishes apseudounitary representationof theLorentz
group on the space of coefficient functions, provided these span a vector space of the ap-
propriate dimensions. We here chooseD[] to be (1; 1), an irreducible 9 9matrix rep-
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resentation given by the tensor product: (1; 1)  (1; 0) 
 (0; 1). Before we can begin to
constraint the coefficient functions in (4.1.1), we must đrst derive the generators of rota-
tion and boost that deđne the (1; 1) representation.
In App. C.5, we đnd two isomorphic spin one representations of the Lie algebra of the
rotation group: the standard representation given by (2.3.30) with s = 1, and the so called
adjoint representation. We shall have more to say about the adjoint representation in Ch.
7. For now it will suffice to note that the choice of the adjoint representation in the present
context is computationally convenient, as will be demonstrated in Sec. 4.2. ăe rotation
generators of the adjoint representation read
Jx =
0@0 0 00 0  i
0 i 0
1A ; Jy =
0@ 0 0 i0 0 0
 i 0 0
1A ; Jz =
0@0  i 0i 0 0
0 0 0
1A : (4.1.3)
For the representation (1; 0), the correspondingboost generators are givenbyKk =  iJk,
with k 2 fx; y; zg. ăe representation (0; 1) is deđned by the same rotation generators;
however, the generators of boost are given by Kk = iJk. As derived in App. C.5.1, the
rotation operator for (1; 0) is given by
R(1;0)  exp[iJ  ] = 13 + (iJ  ^) [sin()] + (iJ  ^)2 [1  cos()] ; (4.1.4)
where ^ deđnes the axis of rotation and  is the angle of rotation about that axis. Given
that the rotation generators of (1; 0) are identical to those of (0; 1), the same is true of the
rotation operators; that is, R(1;0)  R(0;1). ăe rotation operator of the (1; 0) 
 (0; 1)
representation,D[R ]  R(1;1), is thus given by
D[R ]  R(1;0) 
R(0;1): (4.1.5)
ăe underlying generators are computed via the usual technique:
J k =
1
i
@D[R ]
@k

k ! 0
: (4.1.6)
ăe rotation generators J x, J y , and J z , respectively, are thus found to read0BBBBBBBBBBBB@
0 0 0 0 0 0 0 0 0
0 0  i 0 0 0 0 0 0
0 i 0 0 0 0 0 0 0
0 0 0 0 0 0  i 0 0
0 0 0 0 0  i 0  i 0
0 0 0 0 i 0 0 0  i
0 0 0 i 0 0 0 0 0
0 0 0 0 i 0 0 0  i
0 0 0 0 0 i 0 i 0
1CCCCCCCCCCCCA
;
0BBBBBBBBBBBB@
0 0 i 0 0 0 i 0 0
0 0 0 0 0 0 0 i 0
 i 0 0 0 0 0 0 0 i
0 0 0 0 0 i 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0  i 0 0 0 0 0
 i 0 0 0 0 0 0 0 i
0  i 0 0 0 0 0 0 0
0 0  i 0 0 0  i 0 0
1CCCCCCCCCCCCA
;
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0BBBBBBBBBBBB@
0  i 0  i 0 0 0 0 0
i 0 0 0  i 0 0 0 0
0 0 0 0 0  i 0 0 0
i 0 0 0  i 0 0 0 0
0 i 0 i 0 0 0 0 0
0 0 i 0 0 0 0 0 0
0 0 0 0 0 0 0  i 0
0 0 0 0 0 0 i 0 0
0 0 0 0 0 0 0 0 0
1CCCCCCCCCCCCA
: (4.1.7)
Now, for the corresponding generators of boost, we note fromApp. C.5.2 that the boost
operator of the (1; 0) representation is given by
B(1;0)  exp[iK  '^] = 13 + (iK  p^) [sinh(')] + (iK  p^)2 [cosh(')  1] ; (4.1.8)
withK   iJ . Similarly, the boost operator of the (0; 1) representation is given by
B(0;1)  exp[iK  '^] = 13 + (iK  p^) [sinh(')] + (iK  p^)2 [cosh(')  1] ; (4.1.9)
withK  +iJ . In both (4.1.8) and (4.1.9), ' is the rapidity parameter deđned in the
usual fashion by
sinh(') = jpj/m and cosh(') = p0/m:
ăe unit rapidity vector '^ is chosen to be equal to the unit three-momentum p^.
ăe boost operator D[L(p)]  B(1;1) of the (1; 0) 
 (0; 1) representation is given in
terms of (4.1.8) and (4.1.9) by
D[L(p)]  B(1;0) 
B(0;1): (4.1.10)
Computing the tensor product and subsequently using
K k =
1
i
@D[L(p)]
@'k

'k ! 0
; (4.1.11)
we obtain the boost generators K x, K y , and K z , respectively, as follows:0BBBBBBBBBBBB@
0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0  1 0 0 0 0 0 0 0
0 0 0 0 0 0  1 0 0
0 0 0 0 0 1 0  1 0
0 0 0 0  1 0 0 0  1
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 1
0 0 0 0 0 1 0  1 0
1CCCCCCCCCCCCA
;
0BBBBBBBBBBBB@
0 0  1 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
1 0 0 0 0 0 0 0 1
0 0 0 0 0  1 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
1 0 0 0 0 0 0 0  1
0  1 0 0 0 0 0 0 0
0 0  1 0 0 0 1 0 0
1CCCCCCCCCCCCA
;
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0BBBBBBBBBBBB@
0 1 0  1 0 0 0 0 0
 1 0 0 0  1 0 0 0 0
0 0 0 0 0  1 0 0 0
1 0 0 0 1 0 0 0 0
0 1 0  1 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0  1 0 0
0 0 0 0 0 0 0 0 0
1CCCCCCCCCCCCA
: (4.1.12)
Having thus derived the generators of rotation and boost of the (1; 1) representation, we
now apply the constraints of Sec. 2.5.3 to determine the explicit form of the coefficient
functions u(p;; s) and v(p;; s).
4.2 Coefficient functions
ăe coefficient functions at rest are obtained in the đrst instance from the rotation con-
straints derived in Sec. 2.5.3. ăe relevant expression (2.5.58) reads
UJ =J U and   V J =J V: (4.2.1)
HereJ  (Jx;Jy;Jz), the elements being those derived aboveƲ and given explic-
itly in (4.1.7); the matrices U and V , deđned in (2.5.53)–(2.5.57), are composed of the
coefficient functions at restu(k;; s) and v(k;; s), respectively; đnally, the matrix J 
J (0)  J (1)  J (2) is obtained via (2.3.30) and has components
Jx =
0BBBBBBBBBBBBBBBB@
0 0 0 0 0 0 0 0 0
0 0 1p
2
0 0 0 0 0 0
0 1p
2
0 1p
2
0 0 0 0 0
0 0 1p
2
0 0 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 1 0
q
3
2 0
0 0 0 0 0
q
3
2 0
q
3
2 0
0 0 0 0 0 0
q
3
2 0 1
0 0 0 0 0 0 0 1 0
1CCCCCCCCCCCCCCCCA
; (4.2.2)
Ʋ It is here that the advantage in the above choice of the adjoint representation becomes apparent. Unlike the
rotation generators of the standard representation, the generators of the adjoint representation have purely
imaginary components. As a consequence, the non-zero components of thematricesJk have turned out to
be purely imaginary. ăis is favourable in that the solution of (4.2.1) for thematrixV is simply the complex
conjugate of the matrix U .
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Jy =
0BBBBBBBBBBBBBBBB@
0 0 0 0 0 0 0 0 0
0 0   ip
2
0 0 0 0 0 0
0 ip
2
0   ip
2
0 0 0 0 0
0 0 ip
2
0 0 0 0 0 0
0 0 0 0 0  i 0 0 0
0 0 0 0 i 0  i
q
3
2 0 0
0 0 0 0 0 i
q
3
2 0  i
q
3
2 0
0 0 0 0 0 0 i
q
3
2 0  i
0 0 0 0 0 0 0 i 0
1CCCCCCCCCCCCCCCCA
; (4.2.3)
Jz =
0BBBBBBBBBBBB@
0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0  1 0 0 0 0 0
0 0 0 0 2 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0  1 0
0 0 0 0 0 0 0 0  2
1CCCCCCCCCCCCA
: (4.2.4)
Using the above two representations of the Lie algebra of the rotation group, we solve
(4.2.1) and đnd the coefficient functions as follows. For u(k;; s), we have nine coeffi-
cient functions. ăose with spin labels zero and one,u(k; 0; 0),u(k; 1; 1),u(k; 0; 1), and
u(k; 1; 1) read, respectively,0BBBBBBBBBBBB@
c1
0
0
0
c1
0
0
0
c1
1CCCCCCCCCCCCA
;
0BBBBBBBBBBBB@
0
0
 c2
0
0
 ic2
c2
ic2
0
1CCCCCCCCCCCCA
;
0BBBBBBBBBBBB@
0
i
p
2 c2
0
 ip2 c2
0
0
0
0
0
1CCCCCCCCCCCCA
;
0BBBBBBBBBBBB@
0
0
 c2
0
0
ic2
c2
 ic2
0
1CCCCCCCCCCCCA
: (4.2.5)
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Furthermore, for spin label two, we haveu(k; 2; 2),u(k; 1; 2),u(k; 0; 2),u(k; 1; 2), and
u(k; 2; 2):
0BBBBBBBBBBBB@
c3
ic3
0
ic3
 c3
0
0
0
0
1CCCCCCCCCCCCA
;
0BBBBBBBBBBBB@
0
0
 c3
0
0
 ic3
 c3
 ic3
0
1CCCCCCCCCCCCA
;
0BBBBBBBBBBBBBBB@
 
q
2
3 c3
0
0
0
 
q
2
3 c3
0
0
0
2
q
2
3 c3
1CCCCCCCCCCCCCCCA
;
0BBBBBBBBBBBB@
0
0
c3
0
0
 ic3
c3
 ic3
0
1CCCCCCCCCCCCA
;
0BBBBBBBBBBBB@
c3
 ic3
0
 ic3
 c3
0
0
0
0
1CCCCCCCCCCCCA
: (4.2.6)
Similarly, for v(k;; s), we have v(k; 0; 0), v(k; 1; 1), v(k; 0; 1), and v(k; 1; 1) given,
respectively, by 0BBBBBBBBBBBB@
c4
0
0
0
c4
0
0
0
c4
1CCCCCCCCCCCCA
;
0BBBBBBBBBBBB@
0
0
 c5
0
0
ic5
c5
 ic5
0
1CCCCCCCCCCCCA
;
0BBBBBBBBBBBB@
0
 ip2 c5
0
i
p
2 c5
0
0
0
0
0
1CCCCCCCCCCCCA
;
0BBBBBBBBBBBB@
0
0
 c5
0
0
 ic5
c5
ic5
0
1CCCCCCCCCCCCA
: (4.2.7)
Lastly,v(k; 2; 2),v(k; 1; 2),v(k; 0; 2),v(k; 1; 2), andv(k; 2; 2) are given, respectively,
by 0BBBBBBBBBBBB@
c6
 ic6
0
 ic6
 c6
0
0
0
0
1CCCCCCCCCCCCA
;
0BBBBBBBBBBBB@
0
0
 c6
0
0
ic6
 c6
ic6
0
1CCCCCCCCCCCCA
;
0BBBBBBBBBBBBBBB@
 
q
2
3 c6
0
0
0
 
q
2
3 c6
0
0
0
2
q
2
3 c6
1CCCCCCCCCCCCCCCA
;
0BBBBBBBBBBBB@
0
0
c6
0
0
ic6
c6
ic6
0
1CCCCCCCCCCCCA
;
0BBBBBBBBBBBB@
c6
ic6
0
ic6
 c6
0
0
0
0
1CCCCCCCCCCCCA
: (4.2.8)
ăe eighteen coefficient functions u(k;; s) and v(k;; s) at rest are thus given in terms
of six complex parameters ci, i 2 f1; 2; : : : ; 6g. ăese will be further constrained in the
sections to follow. ăe validity of the labelling of the coefficient functions at rest in terms
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of the eigenvalues ofJz andJ 2 J 2x +J 2y +J 2z is conđrmed by
Jz u(k;; s) = u(k;; s); J
2u(k;; s) = s (s+ 1)u(k;; s); (4.2.9)
and
Jz v(k;; s) =   v(k;; s); J 2v(k;; s) = s (s+ 1)v(k;; s): (4.2.10)
With the coefficient functions thus deđned at rest they may be computed at arbitrary mo-
mentum p by
ul(p;; s) =
r
m
p0
X
l
Dll[L(p)]ul(k;; s); (4.2.11)
vl(p;; s) =
r
m
p0
X
l
Dll[L(p)]vl(k;; s); (4.2.12)
whereD[L(p)] is as deđned above in (4.1.10).
4.3 ăe dual quantum đeld
Ere we attempt to further constrain the free parameters in the components of (x), it will
prove convenient to đrst derive the dual đeld, the metric, and the dual coefficient func-
tions. As in the example of Ch. 3, the dual quantum đeld  (x) is related to the đeld  (x)
by Hermitian conjugation and a conjugate-linear mapping of the coefficient functions. It
reads
 l(x) =
X
;s
Z
d3p (2) 3/2
h
 e+ipx ul(p;; s)ay(p;; s)
+ e ipx vl(p;; s)b(p;; s)

; (4.3.1)
where ay(p;; s) and b(p;; s) are particle creation and antiparticle annihilation opera-
tors, respectively; u(p;; s) and v(p;; s) are the dual coefficient functions deđned as
ul(p;; s) 
X
l
ll(s)u
y
l
(p;; s); (4.3.2)
vl(p;; s) 
X
l
ll(s)v
y
l
(p;; s); (4.3.3)
where (s) is a square non-singular matrix, the metric, which we now derive. Recalling
the discussion of Sec. 3.3 and the general treatment of App. B.5, we begin by imposing
invariance of the sesquilinear form under D[], as expressed in the constraints (B.5.16).
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ăese read
fKi; g = 0 and [Ji; ] = 0; for i 2 fx; y; zg : (4.3.4)
Taking a complex valued 9 9matrix and imposing (4.3.4), we obtain
 =
0BBBBBBBBBBBB@
$ 0 0 0 0 0 0 0 0
0 0 0 $ 0 0 0 0 0
0 0 0 0 0 0 $ 0 0
0 $ 0 0 0 0 0 0 0
0 0 0 0 $ 0 0 0 0
0 0 0 0 0 0 0 $ 0
0 0 $ 0 0 0 0 0 0
0 0 0 0 0 $ 0 0 0
0 0 0 0 0 0 0 0 $
1CCCCCCCCCCCCA
; (4.3.5)
where$ 2 C. As was discussed at some length in Sec. 3.3, it is mathematically consistent
with the deđnition of a sesquilinear form to allow$ to depend upon the indices s and .
Nevertheless, as was shown also in Sec. 3.3, a dependence on  is excluded by (3.3.8), the
counterpart of the rotation constraints (4.2.1). We are thus leĕ with a functional depen-
dence upon spin index s. Accordingly, the metric takes the form
(s) = $(s); (4.3.6)
where  is the constant matrix implicitly deđned by (4.3.5) together with (4.3.6). We will
demand, for the sake of simplicity, that the metric be involutory; that is, (s)(s) = 1.
With this requirement, the functions $(s) are restricted to take on values of 1. ăe
remaining freedom in the functional dependence of the metric will be constrained in the
next section.
     F  Q S P Q B H B U P S  B O E  U I F  D P O T J T U F O D Z  B O E  V O J U B S J U Z  P G  R V B O U V N  F M E  U I F P S Z
In order that the theory here under consideration be consistent and unitary at all energies
without the need for regulator terms, it is sufficient that the propagator be the Feynman
propagator for spin two. From the discussion of Sec. 2.6, we know that this requirement
places the following constraints upon the coefficient functions at rest:X
;s
u (k;; s)u y(k;; s)$(s) =
1
jj22m; (4.4.1)
X
;s
v(k;; s)vy(k;; s)$(s) =
1
jj22m: (4.4.2)
Given that the overall scale of the coefficient functions is not yet đxed, we may choose,
without loss of generality, jj = jj = 1. For future use, we write these explicitly in terms
     F  Q S P Q B H B U P S  B O E  U I F  D P O T J T U F  O D  Z  B O E  V O J U B S J U  Z  P G  R V B O U V N  F M E  U I F P S  Z97
of their magnitude and a phase:
 = ei7 and  = ei8 ; (4.4.3)
where 7; 8 2 R. ăus, computing the spin sums and imposing (4.4.1), we đnd
3jc1j2$(0) =  4jc2j2$(1) = 4jc3j2$(2) = 1
2m
: (4.4.4)
Repeating this exercise for (4.4.2), we obtain
3jc4j2$(0) =  4jc5j2$(1) = 4jc6j2$(2) = 1
2m
: (4.4.5)
As mentioned at the end of the previous section, we have chosen the metric to be involu-
tory, thus placing the restriction$(s) = 1. ăis, together with (4.4.4) or (4.4.5), yields
$(0) = 1; $(1) =  1; and $(2) = 1: (4.4.6)
With this, the metric (s) is completely constrained. Furthermore, substituting (4.4.6)
back into (4.4.4) and (4.4.5), and rewriting the parameters ci in terms of their magnitude
and a phase eii , where i 2 R with i 2 f1; 2; : : : ; 6g, we obtain
c1 =
1p
6m
ei1 ; c2 =
1p
8m
ei2 ; c3 =
1p
8m
ei3 ; (4.4.7)
c4 =
1p
6m
ei4 ; c5 =
1p
8m
ei5 ; c6 =
1p
8m
ei6 : (4.4.8)
ăe constraints (4.4.1) and (4.4.2) are hereby satisđed. Invoking the identity
D[L(p)]D[L(p)]y = ;
we obtain the following spin sums at momentum p:
N(p) 
X
;s
u(p;; s)uy(p;; s)$(s) =
1
2p0
19; (4.4.9)
M(p) 
X
;s
v(p;; s)vy(p;; s)$(s) =
1
2p0
19; (4.4.10)
where we have multiplied on both sides by  and used the involutory nature of this matrix
to obtain the 9  9 identity matrix 19 on the RHS. Substituting these into the general
expression (B.4.11), we obtain, as desired, the propagator
F2(x  x0) = (2) 4
Z
d4 e i(x x0)

19
 2 +m2   i

; (4.4.11)
that is, the Feynman propagator for spin two.
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4.5 Discrete symmetries
Having thus far constrained the metric and đxed the magnitude of the remaining free pa-
rameters, we now impose the constraints that arise in the context of the discrete symme-
tries. As in the previous chapter, we denote the respective matrix operators for space-
inversion and time-reversal on the coefficient functions asD[P] andD[T ], rather than
D[P 1] andD[T  1], for notational simplicity.
4.5.1 Space-inversion
Availing ourselves of the constraints on the coefficient functions at rest, as derived in Sec.
2.5.4, we have the following from (2.5.65) and (2.5.66):
D[P]u(k;; s) = su(k;; s); (4.5.1)
D[P]v(k;; s) = csv(k;; s); (4.5.2)
where, by (2.5.31), the space-inversion matrixD[P] is subject to
D[P]JiD
 1[P] = +Ji and D[P]KiD 1[P] =  Ki; (4.5.3)
for i 2 fx; y; zg. ăese constraints are manifestly equivalent to those employed above in
(4.3.4) to derive the matrix . ăerefore, we have
D[P] = %; (4.5.4)
where % 2 C. ApplyingD[P] to the coefficient functions, we obtain
D[P]u(k;; s) = ( )s%u(k;; s); (4.5.5)
D[P]v(k;; s) = ( )s%v(k;; s): (4.5.6)
Hence, the constraints (4.5.5) and (4.5.6) will be met provided
s = 
c
s = ( )s%: (4.5.7)
ăis shows that %must be of absolute value one. Furthermore, particles and antiparticles
in this theory are of the same intrinsic parity, however, there is a difference in sign between
the spin one sector and the sectors of spin zero and spin two.
4.5.2 Time-reversal
ăe constraints on the coefficient functions at rest under the action of space-inversion
were derived in Sec. 2.5.4. From (2.5.71) and (2.5.72), with  and  given by (4.4.3), the
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constraints read
D[T ]u(k;; s) = e 2i7 s ( )s+u(k; ; s); (4.5.8)
D[T ]v(k;; s) = e 2i8 cs( )s+v(k; ; s): (4.5.9)
Looking at (2.5.32), we đnd that the time-reversal matrixD[T ]must satisfy
D[T ]JiD
 1[T ] =  J i and D[T ]KiD 1[T ] = +K i ; (4.5.10)
for i 2 fx; y; zg. Solving for D[T ], using the generators as given above in (4.1.7) and
(4.1.12), we đnd
D[T ] = &19; (4.5.11)
where & 2 C. Applying this to u(k;; s), we obtain
D[T ]u(k; 0; 0) = & e2i1 u(k; 0; 0); (4.5.12)
D[T ]u(k;; 1) = & e2i2( )1+u(k; ; 1); (4.5.13)
D[T ]u(k;; 2) = & e2i3( )2+u(k; ; 2): (4.5.14)
Similarly, for v(k;; s), we have
D[T ]v(k; 0; 0) = & e2i4 v(k; 0; 0); (4.5.15)
D[T ]v(k;; 1) = & e2i5( )1+v(k; ; 1); (4.5.16)
D[T ]v(k;; 2) = & e2i6( )2+v(k; ; 2): (4.5.17)
Hence, in order that the constraints (4.5.8) and (4.5.9) be satisfy, the following phase rela-
tions must respected:
0 = & e2i1+2i7 ; 1 = & e2i2+2i7 ; 2 = & e2i3+2i7 ; (4.5.18)
c0 = & e2i4+2i8 ; c1 = & e2i5+2i8 ; c2 = & e2i6+2i8 : (4.5.19)
ăis shows that & must be of modulus one. No restrictions are placed upon the relative
signs of the time-reversal phases.
       $ I B S H F   D P O K V H B U J P O
ăeconstraints on the coefficient functions at rest were derived in Sec. 2.5.4. From (2.5.92)
and (2.5.93), using  and  as given in (4.4.3), the constraints read
Au(k;; s) = ei7+i8 cs cs v(k;; s); (4.5.20)
Av(k;; s) = ei7+i8 ssu(k;; s): (4.5.21)
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Inserting  and  from (4.5.7), (4.5.18), and (4.5.19), we have, for s = 0,
Au(k; 0; 0) = ei7 i8 2i4 %&v(k; 0; 0); (4.5.22)
Av(k; 0; 0) = e i7+i8 2i1 %&u(k; 0; 0): (4.5.23)
Similarly, for s = 1, we have
Au(k; 0; 1) =   ei7 i8 2i5 %&v(k; 0; 1); (4.5.24)
Av(k; 0; 1) =   e i7+i8 2i2 %&u(k; 0; 1): (4.5.25)
Finally, for s = 2, we have
Au(k; 0; 2) = ei7 i8 2i6 %&v(k; 0; 2); (4.5.26)
Av(k; 0; 2) = e i7+i8 2i3 %&u(k; 0; 2): (4.5.27)
In accordance with the result given in (2.5.90), the charge-conjugationmatrixA is derived
via
AJ i A
 1 =  Ji and AK i A 1 =  Ki; (4.5.28)
for i 2 fx; y; zg. Looking at the explicit form of the matricesJi and Ki, as found in
(4.1.7) and (4.1.12) above, we note that these are completely imaginary and completely
real, respected. Hence, the constraints (4.5.28) are identical to the constraints given above
in (4.3.4) for the matrix . We thus conclude
A = ; (4.5.29)
where  2 C. Applying this to u(k;; s), we obtain
Au(k; 0; 0) = + e i1 i4 v(k; 0; 0); (4.5.30)
Au(k;; 1) =   e i2 i5 v(k;; 1); (4.5.31)
Au(k;; 2) = + e i3 i6 v(k;; 2): (4.5.32)
Likewise, for v(k;; s), we đnd
Av(k; 0; 0) = + e i1 i4 u(k; 0; 0); (4.5.33)
Av(k;; 1) =   e i2 i5 u(k;; 1); (4.5.34)
Av(k;; 2) = + e i3 i6 u(k;; 2): (4.5.35)
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Hence, in order that the constraints (4.5.22)–(4.5.27) be satisđed, it is necessary and suffi-
cient to demand that the following phase relationships be respected:
%& = e+i1 i4+i7 i8 ; (4.5.36)
%& = e i1+i4 i7+i8 ; (4.5.37)
%& = e+i2 i5+i7 i8 ; (4.5.38)
%& = e i2+i5 i7+i8 ; (4.5.39)
%& = e+i3 i6+i7 i8 ; (4.5.40)
%& = e i3+i6 i7+i8 : (4.5.41)
Recalling that both % and & have been found to be of modulus one, it follows directly from
any one of the here given phase relationships that must also be of modulus one. Further-
more, taking (4.5.36) together with (4.5.37), it is clear that %& = 1.
4.5.4 CPT
Before we move on to the next section, we brieĔy explore the implication of the above re-
sults upon the transformation property of the đeld under the succession of discrete sym-
metriesCPT . From (2.5.98), we have
(CPT ) (x) (CPT ) 1 = D[T ]D[P]A (PT x): (4.5.42)
It is immediately clear by inspectionof the explicit formofmatrices on theRHSof (3.5.34),
as given above in (4.5.4), (4.5.11), and (4.5.29), thatD[T ]D[P]A = %&1. We thus ob-
tain the following transformation property of the đeld underCPT :
(CPT ) (x) (CPT ) 1 = %&  ( x); (4.5.43)
where, by the constraints summarised in (4.5.36)–(4.5.41), the phase %& = 1, depend-
ing upon our choice of parameters 1; 2; : : : ; 8. ăis result conđrms the consistency of
the above construct with theCPT theorem [40, Sec. 5.8].
4.6 Field commutators
As discussed in Ch. 2, it follows in the Weinberg formalism from the demand that the
S-matrix be Poincaré invariant that the đeld and its dual must satisfy the following com-
mutation relations:
[ l(x);  l(y)]  = 0; (4.6.1)
[ l(x);  l(y)]  = 0; (4.6.2)
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for (x  y)2 < 0. We now evaluate both of these in turn, for the case of a distinct as for
that of an indistinct antiparticle, and thereby explore what further constraints may result
on the parameters 1; 2; : : : ; 8.
We begin with the evaluation of the second of the above commutators because this is
identical in the case of a distinct antiparticle as compared to that of an indistinct antiparti-
cle. Expanding the LHSof (4.6.2) using the bosonic commutation relations of the creation
and annihilation operators, as given in (2.4.3) and (2.4.4), we đnd
[ l(x);  l(y)]  =
Z
d3p
(2)3
h
Nll(p) e ip(x y) Mll(p) e+ip(x y)
i
; (4.6.3)
whereN(p) andM(p) are the spin sums which, in (4.4.9) and (4.4.10), were evaluated as
2p0Nll(p) = 2p
0Mll(p) = 
l
l, a 9  9 identity matrix in component form. Substitution
into (4.6.3) yields
[ l(x);  l(y)]  = 
l
l
Z
d3p
(2)3
1
2p0
h
e ip(x y)  e+ip(x y)
i
: (4.6.4)
ăis can be expressed in terms of the standard function+(x) deđned in (3.6.6). We thus
obtain
[ l(x);  l(y)]  = 
l
l(x  y); (4.6.5)
where (ll) = 19;(x  y)  +(x  y) +(y x), as given in (3.6.5). From (3.6.7),
we recall that(x  y) vanishes for a space-like argument; therefore, (4.6.5) vanishes for
(x  y)2 < 0, as desired.
Turning now to the remaining commutator, we know from Sec. 2.5.5 that (4.6.1) van-
ishes in the case of a distinct antiparticle on account of the commutation relations of
the creation and annihilation operators. In the alternate scenario, we have a(p;; s) 
b(p;; s) and the LHS of (4.6.1) is expanded, as in (2.5.102), to read
[ l(x);  l(y)]  = 
X
;s
Z
d3p
(2)3
h
ul(p;; s)vl(p;; s) e ip(x y)
  vl(p;; s)ul(p;; s) e+ip(x y)
i
: (4.6.6)
With the phase choice
ei(1+4) = ei(2+5) = ei(3+6) = 1; (4.6.7)
the spin sums are computed to beX
;s
ul(p;; s)vl(p;; s) =
X
;s
vl(p;; s)ul(p;; s) =
1
2p0
ll: (4.6.8)
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Substituting (4.6.8) into (4.6.6), we obtain
[ l(x);  l(y)]  =  
l
l(x  y): (4.6.9)
ăerefore, by (3.6.7),
[ l(x);  l(y)]  = 0; for (x  y)2 < 0; (4.6.10)
as required.
4.7 Field commutators and discrete symmetries
In the particular case in which the metric is dependent upon the spin index s, the con-
straints (4.5.20) and (4.5.20) imposed above on the coefficient functions do not imme-
diately guarantee that the charge-conjugation transformed đeld will commute with  (x)
and with  (x) at space-like separations. We must check two further conditions, as given
in (2.5.87) and (2.5.88). For a bosonic theory with distinct or indistinct antiparticles, we
must have
X
;s
Z
d3p
(2)3
h
u(p;; s)uy(p;; s) e ip(x y)
 v(p;; s)vy(p;; s) e+ip(x y)
i
= 0; (4.7.1)
for (x  y)2 < 0. For a bosonic theory with an indistinct antiparticle, we also require
X
;s
Z
d3p
(2)3
h
u(p;; s)vT (p;; s)(s) e ip(x y)
 v(p;; s)uT (p;; s)(s) e+ip(x y)
i
= 0; (4.7.2)
for (x  y)2 < 0. ăe terms jj2 and jj2 that appear in (2.5.87) have here been set to one,
as per (4.4.3).
Evaluating the spin sums in (4.7.1), we đnd that they admit the following manifestly
covariant form:X
;s
u(p;; s)uy(p;; s) =
X
;s
v(p;; s)vy(p;; s)
=
1
2p0m4
S 1

p
ppp +m4

S; (4.7.3)
where  is a symmetric traceless tensor of rank 4; is equal to a direct sum given by
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11    13  15, where 1n is an n  n identity matrix; S is the given by
S =
0
BBBBBBBBBBBB@
  1 0 0 0   1 0 0 0 1
0 0 0 0 0 1 0 1 0
0 0 1 0 0 0 1 0 0
0   1 0 1 0 0 0 0 0
1 0 0 0 0 0 0 0 1
0 0 0 0 0   1 0 1 0
0 0   1 0 0 0 1 0 0
  1 0 0 0 1 0 0 0 0
0 1 0 1 0 0 0 0 0
1
CCCCCCCCCCCCA
: (4.7.4)
Substituting (4.7.3) into the LHS of (4.7.1), the resulting expression can be written as
S   1

 

 
@ @ @ @
m4
+ 

S ( x   y):
ăis vanishes by (3.6.7), as desired, for all space-like separated x and y. As promised in Sec.
2.5.4, this result shows that (4.7.1) is satisđed without imposing any further constraints on
the parameters  1;  2; : : : ;  8.
Turning now to the second of the above constraints, we again begin by evaluating the
spin sums. Given that this constraint arises only in the case of an indistinct antiparticle
and recalling the choice of phases (4.6.7), we đnd
X
;s
u (p; ; s ) v  (p; ; s ) =
X
;s
v (p; ; s ) u  (p; ; s )
=
1
2p0m4 S
  1


 
p p p p + m4 

S: (4.7.5)
Substitution into the LHS of (4.7.2) then yields
S   1

 

 
@ @ @ @
m4
+ 

S ( x   y):
Again, by (3.6.7), this vanishes for (x   y)2 < 0. ăe condition (4.7.2) is thusmetwithout
any further constraints on the parameters  1;  2; : : : ;  8.
ăe spin sums computed above in (4.7.3) turn out to be identical to (4.7.5). It is a con-
sequence of the identity
u (p; ; s ) =  (s)v  (p; ; s ); (4.7.6)
which holds provided the phases are chosen as in (4.6.7). ăis can be easily veriđed by
checking (4.7.6) at rest and subsequently using the identity D [L (p)]  = D  [L (p)], ob-
tained from (2.5.89) along with (4.5.29), to return to an expression in terms of coefficient
functions at arbitrary momentum.
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4.8 ăe canonical formalism
ăetreatment of the canonical formalism in the present sectionwill focus primarily on the
results. Discussion will be held to aminimum, given the signiđcant overlap with the previ-
ous example. ăis is, of course, no surprise considering that the respective propagators are
both identical to the Feynman propagator up to multiplication by an appropriate identity
matrix.
ăe propagator F2(x), as derived in Sec. 4.4, is the Green’s function of the Klein-
Gordon operator; therefore, the free-đeld Lagrangian density is given by
L0(x) =  (x)
  
@ 
 !
@   m2

 (x); (4.8.1)
up to an overall proportionality constant. As will become apparent fromwhat is to follow,
the expression here given is consistent in the case of a distinct antiparticle; in the converse
scenario, a multiplicative factor of one half is required on the RHS of (4.8.1)
We thus consider the following as canonically conjugate momenta:
(x)  @L0(x)
@(@0 (x))
= @0  (x); (4.8.2)
(x)  @L0(x)
@(@0  (x))
= @0 (x): (4.8.3)
Explicitly, in terms of the creation and annihilation operators and the above derived ex-
pansion coefficients and dual expansion coefficients, these read
l(x) =
X
;s
Z
d3p (2) 3/2
 
+ip0
 h
 e+ipx ul(p;; s)ay(p;; s)
  e ipx vl(p;; s)b(p;; s)

; (4.8.4)
and
l(x) =
X
;s
Z
d3p (2) 3/2
  ip0  e ipx ul(p;; s)a(p;; s)
  e+ipx vl(p;; s)by(p;; s)
i
: (4.8.5)
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4.8.1 Locality
Akin to the treatment in Sec. 3.8.1 of the previous chapter, we must ascertain that certain
commutation relations are satisđed before we can claim to have correctly identiđed a set of
canonical đeld variables. ăe equal time commutators to be checked are given in (3.8.7)–
(3.8.10) to read
[ l(x; t);  l(y; t)]  = [  l(x; t);  l(y; t)]  = [ l(x; t);  l(y; t)]  = 0; (4.8.6)
[l(x; t);l(y; t)]  = [l(x; t); l(y; t)]  = [l(x; t); l(y; t)]  = 0; (4.8.7)
[ l(x; t); l(y; t)]  = [  l(x; t);l(y; t)]  = 0; (4.8.8)
[ l(x; t);l(y; t)]  = [  l(x; t); l(y; t)]  = i 
l
l 
3(x  y): (4.8.9)
We now evaluate each of these, đrst for the case of a distinct antiparticle, and then for that
of an indistinct antiparticle.
For a distinct antiparticle
In the present case, in which a(p;; s) 6= b(p;; s), many of the above constraints are
satisđed solely on account of the commutation relations of the creation and annihilation
operators. ăese include the đrst two commutators in (4.8.6), the đrst two commutators in
(4.8.7), and the two commutators in (4.8.8). Furthermore, the third commutator in (4.8.6)
vanishes as a special case of (4.6.5). As for the third commutator in (4.8.7), this is expanded
and evaluatedusing the transpose of the spin sumsgiven in (4.4.9) and (4.4.10). We thereby
obtain
[l(x; t); l(y; t)]  =
Z
d3p
(2)3
1
2p0
p0p0
h
eip(x y)  e ip(x y)
i
; (4.8.10)
which manifestly vanishes as required.
For the commutator of the đeld with its prospective canonically conjugate momentum,
we đnd
[ l(x; t);l(y; t)]  = i
X
;s
Z
d3p
(2)3
p0
h
ul(p;; s)ul(p;; s) eip(x y)
+vl(p;; s)vl(p;; s) e ip(x y)
i
; (4.8.11)
which, upon substitution of the spin sums (4.4.9) and (4.4.10), becomes
[ l(x; t);l(y; t)]  = i 
l
l
Z
d3p
(2)3
1
2
h
eip(x y)+ e ip(x y)
i
:
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A change of variables, and we obtain
[ l(x; t);l(y; t)]  = i 
l
l
Z
d3p
(2)3
eip(x y) = i ll 3(x  y); (4.8.12)
as required by (4.8.9).
For the đnal commutator, the second in (4.8.9), we expand the LHS to read
[  l(x; t); l(y; t)]  = i
X
;s
Z
d3p
(2)3
p0
h
e ip(x y) ul(p;; s)ul(p;; s)
+ e+ip(x y) vl(p;; s)vl(p;; s)
i
: (4.8.13)
Noting that ul(p;; s)ul(p;; s) = ul(p;; s)ul(p;; s), and likewise for v and v, it fol-
lows from preceding result that
[  l(x; t); l(y; t)]  = i 
l
l 
3(x  y); (4.8.14)
in agreement with (4.8.9).
For an indistinct antiparticle
Having thus explored the case of a distinct antiparticle, we now consider the converse sce-
nario. We will đnd that the number of independent canonical đelds is here decreased by
a factor of one half as compared to the case in which particles and antiparticles are dis-
tinct from one another. ăis is a consequence of the decrease in the number of degrees
of freedom that has resulted from the identiđcation of a(p;; s)with b(p;; s). To estab-
lish the here predicted dependence, we compute the commutators given above in (4.8.8).
Expanding the đrst of these, we obtain
[ l(x; t); l(y; t)]  = i
X
s
Z
d3p
(2)3
p0
h
eip(x y) ul(p;; s)vl(p;; s)
+ e ip(x y) vl(p;; s)ul(p;; s)
i
: (4.8.15)
Substituting the spin sums, as evaluated in (4.6.8), this becomes
[ l(x; t); l(y; t)]  = i
Z
d3p
(2)3
1
2
ll
h
eip(x y)+ e ip(x y)
i
=  i ll 
3(x  y): (4.8.16)
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Similarly, for the second commutator in (4.8.8), we đnd
[  l(x; t);l(y; t)]  = 
i
X
s
Z
d3p
(2)3
p0
h
e ip(x y) ul(p;; s)vl(p;; s)
+ eip(x y) vl(p;; s)ul(p;; s)
i
: (4.8.17)
It is easy to show, using (4.6.8), thatX
s
ul(p;; s)vl(p;; s) =
X
s
vl(p;; s)ul(p;; s) =
1
2p0
ll: (4.8.18)
Hence, (4.8.17) becomes
[  l(x; t);l(y; t)]  = 
 i ll 
3(x  y): (4.8.19)
We have thus established in (4.8.16), that  (x; t) and (y; t) are not independent; like-
wise, (4.8.19) demonstrates that  (x; t) and (y; t) fail to be independent. In fact, we
can go further with this. Recalling the remark at the end of Sec. 4.7, and in particular the
identity given in (4.7.6), which holds under the phase choice (4.6.7), it is easy to show that
if we make one further choice of phases, namely  = , that is
ei(7+8) = 1; (4.8.20)
then
 l(x) =  l(x) and l(x) = l(x): (4.8.21)
ăerefore, instead of the four đelds considered in the previous section, we here explore
whether  (x) and (x) can be interpreted as canonical đeld variables; that is, we must
establish whether the following commutation relations can be satisđed:
[ l(x; t);  l(y; t)]  = 0; (4.8.22)
[l(x; t);l(y; t)]  = 0; (4.8.23)
[ l(x; t);l(y; t)]  = i 
l
l 
3(x  y): (4.8.24)
ăe đrst of these constraints is met as a special case of (4.6.10). For (4.8.23), we expand
the LHS to obtain
[l(x; t);l(y; t)]  = 

X
s
Z
d3p
(2)3
p0p0
h
  e ip(x y) ul(p;; s)vl(p;; s)
+ eip(x y) vl(p;; s)ul(p;; s)
i
: (4.8.25)
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From (4.8.18), this is simply
[l(x; t);l(y; t)]  = 
ll
Z
d3p
(2)3
p0
2
h
eip(x y)  e ip(x y)
i
; (4.8.26)
and thus vanishes as desired. For the đnal commutator we note by inspection of  (x) and
(x), as given above in (4.1.1) and (4.8.4) respectively, that [ l(x; t);l(y; t)] , when
expanded, is identical to (4.8.11). We thus conclude from (4.8.12) that (4.8.24) is satisđed.
ăis completes the analysis of the locality structure of the present theory. In the next
section we develop the Hamiltonian formalism in the case of a distinct antiparticle. ăe
converse case is not explicitly considered because this follows trivially from the here to be
derived results.
4.8.2 ăeHamiltonian
According to the standard prescriptionH0 is given by
H0 =
Z
d3xH0(x); (4.8.27)
where
H0(x) = (x)@0 (x) + (x)@0  (x) L0(x): (4.8.28)
Inserting (4.8.2), (4.8.3), and (4.8.1), we obtain
H0(x) = @
0  (x)@0 (x) + @
0 (x)@0  (x)  @  (x)@ (x) +m2  (x) (x)
= @0 (x)@0  (x) +r  (x) r (x) +m2  (x) (x): (4.8.29)
We now show that (4.8.27) reduces to the free-particle Hamiltonian. Given that the for-
mal expression (4.8.29) is identical to (3.8.35) we shall refrain from repeating the explicit
expansion in terms of the underlying creation and annihilation operators. In order to infer
the expansion of (4.8.29) using the results of Sec. 3.8.2 we must check the orthogonality
properties of the coefficient functions. ăese are readily computed; we obtain
u(p;; s)u(p;0; s0) =
1
2p0
0ss0 ; (4.8.30)
v(p;; s)v(p;0; s0) =
1
2p0
0ss0 : (4.8.31)
Comparisonwith (3.8.36) and (3.8.37) conđrms that the results of Sec. 3.8.2 can be directly
applied in the present context. We thus obtain
H0 = 1
2
X
;s
Z
d3p p0
h
ay(p;; s)a(p;; s) + b(p;; s)by(p;; s)
+a(p;; s)ay(p;; s) + by(p;; s)b(p;; s)
i
: (4.8.32)
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Using the commutation relations of the creation and annihilation operators, as per (2.4.3)
and (2.4.4),H0 in normal ordered form becomes
H0 =
X
;s
Z
d3p p0
h
ay(p;; s)a(p;; s) + by(p;; s)b(p;; s) + (p  p)
i
:
(4.8.33)
Looking atWeinberg’s general treatment in [40, p. 296] conđrms that (4.8.33) is the desired
result; namely, the free-particle Hamiltonian plus an inđnite constant term.
5
Conclusion
Wehave developed an extension of the derivation of quantumđelds byWeinberg whereby
it is possible to construct quantum đelds with more than one spin degree of freedom.
Speciđcally, we have shown that massive bosonic quantum đelds of the type (j/2; j/2)
can be constructed so as to include j + 1 spin degrees of freedom: s 2 fj; j   1; : : : ; 0g.
Such quantumđelds allow for a spin-dependentmetric. We have demonstrated in two par-
ticular cases, j = 1 and j = 2, that the spin-dependence of the metric can be chosen such
that the ensuing quantumđeld theory admits the relevant Feynman spin j propagator and
is therefore consistent and unitary at all energies without the need for regulator terms.
ăe here developed formalism is sufficiently general so as to allow for the construction of
massive bosonic quantum đelds that include fewer than j + 1 spin degrees of freedom.
ăat is to say, one may construct a quantum đeld with highest spin degree of freedom j
and include any subset of the lower spin degrees of freedom from the set fj   1; : : : ; 0g.
For instance, in the case of the (1/2; 1/2) quantum đeld of Ch. 3, we could have chosen to
include only s = 0 or only s = 1 or, as explicitly demonstrated, both s = 0 and s = 1.
Notwithstanding, the here obtained result, of a theory that has a highest spin degree of
freedom j and that is consistent and unitary at all energies without the need for regulator
terms, appears to be reliant upon the appropriate use of all j + 1 spin degrees of freedom.
ăis is certainly true in the two examples here considered and it is likely to hold in general
on account of the arguments offered in favour of the conjecture of Sec. 2.7.
An outstanding question is that of a phenomenological application of the particular
đeld theories constructed in Chs. 3 and 4. In the case of a theory with spin one and spin
zero degrees of freedom, there is an existing body of literature [62, 109, 113–117] on pos-
sible phenomenological models for the description of weak interactions. No such coun-
terpart is known to the author in the case of the đeld theory of Ch. 4, although there are
numerous publications on massive gravity. ăis may prove to be a worthy avenue for fur-
ther exploration.
111

6
Massless quantum đelds
ăe present chapter on massless đelds is included as an aside. We begin by a brief review
of the general formalism provided byWeinberg in [40] for the derivation ofmassless đelds
of type (j; j0). We then consider the speciđc case of a spin one-half particle. Here we show
that a đeld of the representation (1/2; 0) can destroy particles of helicity  = +1/2 and
create antiparticles of helicity  =  1/2. On the other hand, a đeld of the representation
(1/2; 0) (0; 1/2) can destroy particles of helicity  = 1/2 and create antiparticles of
helicity  = 1/2.
6.1 ăe quantum đeld
ăe abstract expression for the quantum đeld of a massless particle [40, p. 247] is no dif-
ferent to that of a massive particle as given in Sec. 2.5. We thus have
 l(x) =
X

Z
d3p (2) 3/2
h
 e ipx ul(p; )a(p; ) +  eipx vl(p; )by(p; )
i
;
(6.1.1)
where p0 = jpj and ;  2 C. ăe coefficient functions are chosen such that the đeld will
transform under the action of the unitary representations of L"+ according to
U [] l(x)U
 1[] =
X
l
Dll[
 1] l(x); (6.1.2)
where the position independent matrix D[ 1] furnishes a representation of L"+ on the
space of coefficient functions. Akin to the deđnition given in Sec. 2.4, a(p; ) and by(p; )
are particle annihilation and antiparticle creation operators, respectively. In the present
context a(p; ) destroys a particle of momentum p and helicity ; by(p; ) creates an an-
tiparticle withmomentum p and helicity. Recalling the transformation properties of the
state vectors (2.3.40), we immediately obtain the transformation properties of the creation
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and annihilation operators to read
U []a(p; )U 1[] =
s
(p)0
p0
e i(;p) a(p; ); (6.1.3)
U []by(p; )U 1[] =
s
(p)0
p0
ei(;p) by(p; ): (6.1.4)
ăese transformationproperties, taken togetherwith (6.1.2), yield the following constraints
on the u(p; ) and v(p; ) coefficient functions:
ul(p; ) ei(p;) =
s
p0
(p)0
X
l
Dll[]ul(p; ); (6.1.5)
vl(p; ) e i(p;) =
s
p0
(p)0
X
l
Dll[]vl(p; ); (6.1.6)
where (; p) is the angle in (2.3.40). In the basis in which the standard vector is given by
k = (; 0; 0; ), this angle is an angle of rotation about the z-axis.
ăe constraints (6.1.5) and (6.1.6) can be put into a more useful form by considering
particular Lorentz transformations in turn, as we did for massive đelds in Sec. 2.5.3. We
begin by considering p = k and  = W , whereW is an element of the little group for
massless particles. In Sec. 2.1.1, this was found to be ISO(2), the group of translations and
rotations in two dimension. ăe constraints thus become
ul(k; ) ei(k;W ) =
X
l
Dll[W ]ul(k; ); (6.1.7)
vl(k; ) e i(k;W ) =
X
l
Dll[W ]vl(k; ): (6.1.8)
Noting thatD[W ] furnishes a representation of ISO(2) on the space of coefficient func-
tions, we can expand the little group transformations on both sides of (6.1.7) and (6.1.8)
to đrst order in terms of the underlying inđnitesimal generators. We thus obtain
ul(k; ) f1 + ig =
X
l
f1 + iA+ iB + iJ zgll ul(k; ); (6.1.9)
vl(k; ) f1  ig =
X
l
f1 + iA+ iB + iJ zgll vl(k; ); (6.1.10)
where 1 is an identity matrix of the appropriate dimensions and, from Sec. 2.1.1, A =
K x+ J y andB = K y  J x. Equating coefficients on both sides of (6.1.9) and (6.1.10),
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and expressing the resultant constraints free of row index l, we have
Au(k; ) = Bu(k; ) = 0; Jzu(k; ) = +u(k; ); (6.1.11)
Av(k; ) = Bv(k; ) = 0; Jzv(k; ) =   v(k; ): (6.1.12)
ăese constraints will allow us to determine the coefficient functions at standardmomen-
tum k in terms of a đnite number of free parameters.
In order to obtain the coefficient functions at momentum q = (jqj; q), consider (6.1.5)
and (6.1.6) with p = k and  = L(q), where L(q) is the standard Lorentz boost deđned
by q = L(q)k , as in (2.1.9). Constraints (6.1.5) and (6.1.6) then read
ul(q; ) =
r

jqj
X
l
Dll[L(q)]ul(k; ); (6.1.13)
vl(q; ) =
r

jqj
X
l
Dll[L(q)]vl(k; ): (6.1.14)
ăe coefficient functions at q = (jqj; q) are thus related to those at k = (; 0; 0; ), up to
proportionality, byD[L(q)], a representation of the standard boost for a massless particle
of positive energy. Looking at the treatment in App. B.2.2, we đnd that it is most con-
venient to express L(p) in terms of the following succession of Lorentz transformations:
L(p) = R(p^)B(jpj); (6.1.15)
where B(jpj) is a boost operator that maps (; 0; 0; ) to (jpj; 0; 0; jpj), and R(p^) is the
operator that rotates (0; 0; jpj) into the direction p^. If p is expressed in spherical coordi-
nates
px = jpj cos() sin(); py = jpj sin() sin(); and pz = jpj cos(); (6.1.16)
where  2 [0; ] and  2 [0; 2) are the polar and azimuthal angles, respectively, then
R(p^) = R()R(); (6.1.17)
whereR() is a rotation about the y-axis by an angle negative ;R() is a rotation about
the z-axis by an angle negative . Consequently,D[L(p)] is given by
D[L(p)] = D[R()]D[R()]D[B(jpj)]: (6.1.18)
ăis expansion will prove useful toward the derivation of explicit representations of the
standard boost in Secs. 6.2 and 6.3.
ărough the derivation of the above constraints, we have reduced the task of deriving
quantum đelds for massless particles of any desired helicity to the task of solving (6.1.11)
and (6.1.12) to obtain the coefficient functions. ăe question remains: how should one
choose the representationD[] so as to obtain a đeld that will create and destroy particles
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of a given desired helicity? In [40, p. 254],Weinberg shows that there exist non-trivial solu-
tions of (6.1.11) and (6.1.12) for the description of particles of helicity  and antiparticles
of helicity  only if the representationD[] of (j; j0) is chosen such thatƲ
 = j   j0: (6.1.19)
ăiswill be exempliđed in the next two sections aswe consider the representations (1/2; 0)
and (1/2; 0) (0; 1/2), respectively.
6.2 ăe (1/2; 0) representation
Wehere derive the coefficients functions for a đeld (x) that transforms under the unitary
representations of the restricted Lorentz group according to (6.1.2) where the representa-
tionD[] is chosen to be (1/2; 0).
ăe (1/2; 0) representation of the restricted Lorentz group is deđned by the generators
J =
1
2
 and K = 1
2i
; (6.2.1)
where   (x; y; z). ăe Pauli matrices read
x =

0 1
1 0

; y =

0  i
i 0

; and z =

1 0
0  1

: (6.2.2)
Hence, the three generators of the little group are given by
A =

0  i
0 0

; B =

0  1
0 0

; and Jz =
1
2

1 0
0  1

: (6.2.3)
It apparent by inspection of the constraints (6.1.11) and (6.1.12) that the coefficient func-
tions at momentum k must be of the form
u(k;+1/2) =

1
0

and v(k; 1/2) =

2
0

; (6.2.4)
where i 2 C. ăe requirement that u(k; ) and v(k; ) be annihilated by the A and B
given in (6.2.3) precludes the possibility of a non-zero entry in the lower component. ăe
third constraint in (6.1.11) and (6.1.12) determines the helicity label of the u-coefficient
to be  = +1/2 and that of the v-coefficient to be  =  1/2. ăis conđrms that the
đeld here constructed from the (1/2; 0) representation will destroy a particle of helicity
+1/2 and create an antiparticle of helicity 1/2, in accordance with the general result of
Weinberg cited above in (6.1.19).
Now, to đnd the coefficient functions at momentum p, we must construct the boost
operatorD[L(p)] for the (1/2; 0) representation. ăis is achieved in the usual fashion via
Ʋ ăe expression given by Weinberg in [40, p. 254] differs by an overall minus sign because of the sign con-
ventions chosen in the deđnitions in [40, p. 230].
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the exponential map.
We begin by performing a Maclaurin series expansion of the exponential exp(iK  '),
whereK represents the boost generators given in (6.2.1) and ' is the rapidity vector de-
đned in terms of the three-momentum such that
' = ' p^; with '  log
 jpj


: (6.2.5)
From the result obtained in (C.3.6), we have
exp(iK ') = 12 cosh('/2) +   p^ sinh('/2): (6.2.6)
Invoking the relevant half angle formulae for a real argument
sinh(x/2) = sgn(x)
r
cosh(x)  1
2
and cosh(x/2) =
r
cosh(x) + 1
2
; (6.2.7)
and noting from (6.2.5) that the rapidity parameter ' is positive deđnite, we obtain
exp(iK ') = 12
r
cosh(') + 1
2
+   p^
r
cosh(')  1
2
: (6.2.8)
Hence, inserting ' from (6.2.5) into (6.2.8), we obtain
exp(iK ') = 12
r
cosh(log (jpj/)) + 1
2
+   p^
r
cosh(log (jpj/))  1
2
= 12
jpj+ 
2
p
jpj +   p^
jpj   
2
p
jpj
=
jpj+ 
2
p
jpj

12 +   p^ jpj   jpj+ 

: (6.2.9)
ăe boostD[B(jpj)] is readily obtained by evaluating (6.2.9) with p^ = (0; 0; 1):
D[B(jpj)] = jpj+ 
2
p
jpj

12 + z
jpj   
jpj+ 

: (6.2.10)
Turning now to the rotations, we perform a Maclaurin series expansion of the expo-
nential exp(iJ  ); here, J represents the rotation generators given above in (6.2.1); the
associated parameters are   (x ; y ; z). From the result obtained in (C.3.3), we have
exp(iJ  ) = 12 cos(/2) + i  ^ sin(/2): (6.2.11)
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Hence, the desired rotation operators read
D[R()] = 12 cos(/2)   iy sin(/2); (6.2.12)
D[R()] = 12 cos(/2)   iz sin(/2): (6.2.13)
ăe coefficient functions are thus given at momentum p by
ul (p;+1/2) =
r

jpj
X
l
Dl l [L(p)]ul (k;+1/2); (6.2.14)
vl (p;   1/2) =
r

jpj
X
l
Dl l [L(p)]vl (k;   1/2); (6.2.15)
where u (k;+1/2) and v(k;   1/2) are as given in (6.2.4) andD[L(p)] is given by (6.1.18)
with constituent transformations operatorsD[B(jpj)],D[R()], andD[R()] as derived
in (6.2.10), (6.2.12), and (6.2.13), respectively.
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Wenowderive the coefficients functions for a đeld (x) that transforms under the unitary
representations of the restricted Lorentz group according to (6.1.2) where the representa-
tionD[] is chosen to be (1/2; 0)  (0; 1/2).
ăe generators of the Lie algebra of the (1/2; 0)  (0; 1/2) representation of the re-
stricted Lorentz group read
J  1
2

 O2
O2 

and K  1
2i

 O2
O2   

; (6.3.1)
where, as above,  are the three Pauli matrices andO2 is a 2  2 zeromatrix. Accordingly,
the generators of the little group read
A =
0
BB@
0   i 0 0
0 0 0 0
0 0 0 0
0 0 +i 0
1
CCA ; B =
0
BB@
0   1 0 0
0 0 0 0
0 0 0 0
0 0   1 0
1
CCA ; Jz =
1
2
0
BB@
+1 0 0 0
0   1 0 0
0 0 +1 0
0 0 0   1
1
CCA :
ăe constraint that the coefficient functions must be annihilated byA andB immediately
tells us thatu (k; ) andv(k; )mayhavenon-zero entries only in the topmost andbottom
most components. ăis, along with the requirement that u (k; ) and v(k; )must have
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eigenvalues of+ and , respectively, under the action of Jz , gives
u(k;+1/2) =
0BB@
1
0
0
0
1CCA ; u(k; 1/2) =
0BB@
0
0
0
2
1CCA ; (6.3.2)
v(k;+1/2) =
0BB@
0
0
0
3
1CCA ; v(k; 1/2) =
0BB@
4
0
0
0
1CCA ; (6.3.3)
where i 2 C are free parameters that may be determined using the constraints on the
(anti-) commutation relations of the đeld with itself and its adjoint, as motivated in Sec.
2.5. We shall not perform this exercise in the present work.
ăanks to the block diagonal structure of the generators (6.3.1), the standard boost for
the (1/2; 0)(0; 1/2) representation canbe easily deduced from the results of the previous
section. Using (6.2.10), the matrix that induces a boost from  to jpj along the z-axis is
given by
D[B(jpj)] = jpj+ 
2
p
jpj
 
12 + z jp j  jp j+ O2
O2 12   z jp j  jp j+
!
: (6.3.4)
Furthermore, from (6.2.12), we have
D[R()] =

12 cos(/2)  iy sin(/2) O2
O2 12 cos(/2)  iy sin(/2)

: (6.3.5)
Similarly, from (6.2.13), we have
D[R()] =

12 cos(/2)  iz sin(/2) O2
O2 12 cos(/2)  iz sin(/2)

: (6.3.6)
ăe coefficient functions at momentum p are then given by
ul(p; ) =
r

jpj
X
l
Dll[L(p)]ul(k; ); (6.3.7)
vl(p; ) =
r

jpj
X
l
Dll[L(p)]vl(k; ); (6.3.8)
where u(k; ) and v(k; ) are given in (6.3.2) and (6.3.3), respectively; D[L(p)] is com-
posed, as in (6.1.18), fromconstituent transformations operatorsD[B(jpj)],D[R()], and
D[R()] given by (6.3.4), (6.3.5), and (6.3.6), respectively.
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6.4 Conclusion
We have given a brief review of Weinberg’s prescription for the derivation of quantum
đelds for a massless particle of positive energy and provided explicit examples thereof by
constructing đelds of the (1/2; 0) and (1/2; 0) (0; 1/2) representations, respectively. In
Sec. 6.2 we found that a đeld of the representation (1/2; 0) destroys particles of helicity
+1/2 and creates antiparticles of helicity 1/2. In Sec. 6.3 found that a đeld of the repre-
sentation (1/2; 0)(0; 1/2)destroys particles of helicity1/2 and creates antiparticles of
helicity1/2. As onemight expect, the coefficient functions derived in (6.3.7) and (6.3.8)
agree with themassless limit of the massive Dirac coefficient functions given byWeinberg
in [40, Sec. 5.5].
7
Derivation of free-space Proca and Maxwell equations
Wehereprovide aderivationof the free-spaceProca andMaxwell equations by considering
the transformation properties of a six-component classical đeld under the (1; 0)  (0; 1)
representation of the orthochronous Lorentz group. ăe orthochronous Lorentz group is
given by the restricted Lorentz group together with space-inversion and is denoted byL"
[98, p. 11]. Before we proceed, a brief review of earlier attempts will be in order.
A search of the literature suggests that it isWeinberg who đrst employed a spin one rep-
resentation of the Lorentz group toward the derivation ofMaxwell’s equations. In [65, 66]
and [118, p. 405],Weinberg constructs quantumđelds formassless particles of positive en-
ergy. In the particular case of the representations (1; 0) and (0; 1), he shows that the linear
combinations of the corresponding particle annihilation (creation) đelds and antiparticle
creation (annihilation) đelds satisfy a đrst order differential equation. ăeMaxwell equa-
tions for electric and magnetic đelds in free-space are then obtained via a suitably chosen
identiđcation of the components of the free đelds with the six components of the electro-
magnetic đeld strength tensor.
Subsequent work by Ahluwalia [119] pioneered a new approach toward a derivation
of Maxwell’s equations from the massless limit of the second order đeld equations of six-
component spinors of the (1; 0)  (0; 1) representation of L" . Contrary to a theorem of
Weinberg [64], whereby there exists a well deđned massless limit for all đelds of the form
(j; 0) (0; j), it was reported [119–121] that the equations derived in the casem = 0 fail
to coincide with those obtained under them! 0 limit. In particular, a direct identiđca-
tion of the linear combinations of the (1; 0) and (0; 1) spinors with the six components of
the electromagnetic đeld strength tensor, was shown to yield the six dynamical Maxwell
equations, albeit with an extra curl. ăe two constraints for electric and magnetic đelds
in free-space were not obtained. Furthermore, it was shown that the six equations with
the extra curl can be rewritten in the form of Maxwell’s equations with intrinsic source
terms, where these source terms arise as the gradients of two scalar đelds [122]. Notwith-
standing, this result was deemed favourable insofar as it does not suffer from the so called
“kinematic acausality” that reportedly plaguedWeinberg’s spin one equations formassless
particles [119, 120, 122–126].
ăe approach taken byAhluwalia can be considered a direct spin one counterpart of Ry-
der’s derivation of the Dirac equation in [82, Ch. 2]. We here follow this approach in the
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đrst part of our derivation to obtain the second order đeld equation for a six-component
classical đeld of the representation (1; 0)  (0; 1) of L" . We then show that the above
difficulties can be ameliorated via an alternate identiđcation: instead of identifying elec-
tric andmagnetic đelds directly with the linear combinations of the (1; 0) and (0; 1)đelds,
one ought to identify electric andmagnetic đelds with the curls of the linear combinations
of the (1; 0) and (0; 1) đelds. ăe here proposed identiđcation yields the Proca equations
and, in them! 0 limit, a complete set of free-space Maxwell equations.
7.1 ăe (1; 0) (0; 1) representation of the orthochronous Lorentz group
In Sec. 2.2, we derived the Lie algebra of the restricted Poincaré group. ăe subalgebra
deđned by the đrst three commutation relations, (2.2.22)–(2.2.24), reads
[Ji; Jj ] =  iijkJk; (7.1.1)
[Ji;Kj ] =  iijkKk; (7.1.2)
[Ki;Kj ] = +iijkJk: (7.1.3)
ăis is, of course, the Lie algebra of the restricted Lorentz group where Ji and Ki, i 2
fx; y; xg, are the generators of rotations and boosts, respectively. ăe completely anti-
symmetric Levi-Civita symbol is deđned by xyz =  1. ăe standard spin one angular
momentummatrices canbe constructed using the relations derived in (2.3.30). We thereby
obtain
Jx =
1p
2
0@0 1 01 0 1
0 1 0
1A ; Jy = 1p
2
0@0  i 0i 0  i
0 i 0
1A ; Jz =
0@1 0 00 0 0
0 0  1
1A : (7.1.4)
Instead of this representation it will prove algebraically favourable to use the so called ad-
joint representation.Ʋ Using Ji, i 2 fx; y; zg, to denote the rotation generators in the
adjoint representation we đnd that these matrices are related to the above via a similarity
transformation, Ji = SJiS 1, where S is the unitary matrix
S =
1p
2
0@1 0  1i 0 i
0  p2 0
1A : (7.1.5)
ăe rotation generators in the adjoint representation thus read
Jx =
0@0 0 00 0  i
0 i 0
1A ; Jy =
0@ 0 0 i0 0 0
 i 0 0
1A ; Jz =
0@0  i 0i 0 0
0 0 0
1A : (7.1.6)
Ʋ ăe adjoint representation is obtained from the structure constants of the Lie algebra. In the case at hand,
these are simply iijk . Being completely antisymmetric, this choice will prove convenient later as it will
allow us to rewrite J r in terms of a curl.
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It is easy to show that these matrices, along with boost generators given byK = iJ ,
where J  (Jx;Jy;Jz), satisfy the above Lie algebra. We may thus introduce two ir-
reducible spin one representations of the restricted Lorentz group: (1; 0) given by the
generators fJ ; iJg, and (0; 1) given by fJ ;+iJg. Considering that angular momen-
tum is quadratic in spatial coordinates, and momentum is linear, the symmetry of space-
inversion, fx!  x; p!  pg, will map (1; 0)$ (0; 1). Hence, if we are to construct a
parity covariant theory, wemust consider the direct sum representation (1; 0)(0; 1). ăe
generators of this representation are given by the direct sum of the generators of (1; 0) and
(0; 1). ăe corresponding operators will be derived in the next section by exponentiation.
It directly follows that the space-inversion operator in the (1; 0) (0; 1) representation is
given by
 

O3 13
13 O3

: (7.1.7)
Here, On is an n  n null matrix; 1n is n  n identity matrix. ăis expression will be
veriđed in the next section.
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We now derive the relativistic spin one wave equation as an identity among the elements
of a six-component classical đeld of the (1; 0) (0; 1) representation ofL" . We begin by
introducing two three-component classical đeldsX  (Xi) and Y  (Yi), i 2 f1; 2; 3g,
deđned by their respective transformation properties under Lorentz boost in following
manner:
(1; 0) : X(p) = exp [+J ']X(0); (7.2.1)
(0; 1) : Y (p) = exp [ J ']Y (0); (7.2.2)
where'  ' p^ is the rapidity vector deđned in terms of itsmagnitude, the rapidity param-
eter ', and its direction, the unit three-momentum p^  p/ jpj. ăe rapidity parameter is
given by the relations
m cosh(') = E =
q
jpj2 +m2 and m sinh(') = jpj : (7.2.3)
ăe đeldsX and Y are chosen to be equal at rest:
X(0) = Y (0): (7.2.4)
In his derivation of the Dirac equation Ryder motivates this choice by giving a physical
interpretation [82, p. 41] to his spin one-half counterparts ofX(0) and Y (0), the Weyl
spinors. We shall not take any such liberties here. Ahluwalia [121] points out thatX(0)
and Y (0)may differ by a sign. We will not explicitly consider this possibility here for the
sake of simplicity. We will, however, remark on the consequences of the choiceX(0) =
Y (0) at various stages throughout in the subsequent development.
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Having thus deđned the three-component đelds of the (1; 0) and (0; 1) representations,
respectively, we may now introduce a six-component đeld	 as follows:
	(0) 

X(0)
Y (0)

; such that 	(p) = B(')	(0); (7.2.5)
where B(') is the boost operator of the (1; 0) (0; 1) representation:
B(') 

exp [+J '] O3
O3 exp [ J ']

: (7.2.6)
With the boost operator thus deđned the consistency of our earlier choice of parity
matrix can be readily checked. Using the explicit form of  given in (7.1.7), along with
(7.2.6), we đnd
B(') 1 = B( '): (7.2.7)
Hence, the matrix  inverts the direction of the rapidity vector; that is, it inverts the unit
three-momentum as expected. Applying  to	(p) we obtain
	(p) = B(') 1	(0) = B( ')	(0) = 	( p): (7.2.8)
We here encounter the đrst consequence of the choiceX(0) = Y (0) in (7.2.4). If we had
chosen insteadX(0) =  Y (0), then (7.2.8) would read 	(p) =  	( p). If the đeld
	(p)were to be given the interpretation of a particle, akin to Ryder’s interpretation of the
Weyl spinors [82, p. 41], then one might say that 	(p) = +	( p) describes a particle
of positive intrinsic parity whereas 	(p) =  	( p) describes a particle of negative
intrinsic parity. Such an interpretation does not seem viable, however, because the đeld
	(p) does not transform unitarily under the (1; 0) (0; 1) representation of L" . ăis is
a direct consequence of the non-compactness of the restricted Lorentz group [82, p. 40].
Now, in order to obtain the đeld equation for	(p), it will be convenient to đrst estab-
lish some identities for the constituent đeldsX(p) and Y (p). Using (7.2.1) and (7.2.2)
along with (7.2.4) we can relateX(p) and Y (p) as follows:
X(p) = exp[+2J ']Y (p); (7.2.9)
Y (p) = exp[ 2J ']X(p): (7.2.10)
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Performing a Maclaurin series expansion of exp[2J  '] the resulting expression can be
written in closed form using the identity (J  p^)3 = (J  p^). Explicitly, we have
exp[2J ']
= 13 + (2J ')1 + 1
2
(2J ')2 + 1
3!
(2J ')3 + 1
4!
(2J ')4 + : : :
= 13 + (J  p^) (2’ ) + 1
2
(J  p^)2 (2’ )2 + 1
3!
(J  p^)3 (2’ )3 + 1
4!
(J  p^)4 (2’ )4 + : : :
= 13 + (J  p^)

(2’ ) +
1
3!
(2’ )3 + : : :

+ (J  p^)2

1
2
(2’ )2 +
1
4!
(2’ )4 + : : :

= 13 + (J  p^) sinh(2’ ) + (J  p^)2 [cosh(2’ )  1] : (7.2.11)
Recalling the double angle formulae
sinh(2’ ) = 2 sinh(’ ) cosh(’ ) and cosh(2’ ) = 2 sinh2(’ ) + 1; (7.2.12)
and inserting (7.2.3) we obtain
exp[2J '] = 13 + 2 (J  p^) jpjm
E
m
+ 2 (J  p^)2 jpj
2
m2
: (7.2.13)
Finally, we absorb jpj and isolate a factor of inverse mass squared such that
exp[2J '] = 1
m2
h
m213 + 2 (J  p)E + 2 (J  p)2
i
: (7.2.14)
With this identity, (7.2.9) and (7.2.10) become
[m213 + 2 (J  p)2 + 2 (J  p)E ]Y (p) = m2X(p); (7.2.15)
[m213 + 2 (J  p)2   2 (J  p)E ]X(p) = m2Y (p): (7.2.16)
Wemay now express these relations in a manifestly Lorentz covariant from as an operator
equation on 	 (p). Rewriting (7.2.15) and (7.2.16) such that all the terms on the LHS of
the equals sign are in terms of the components of p we obtain
[p p

13 + 2 (J  p)2 + 2 (J  p)p0]Y (p) = m2X(p); (7.2.17)
[p p

13 + 2 (J  p)2   2 (J  p)p0]X(p) = m2Y (p): (7.2.18)
Looking at [119, p. 98] or [64, App. B] we đnd the identity


p p =

O3 p p 13 + 2 (J  p)2 + 2 (J  p)p0
p p

13 + 2 (J  p)2   2 (J  p)p0 O3

:
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where  are the gamma matrices of the (1; 0) (0; 1) representation:
00 = ;
0i = i0 = Ji0;
ij = fJi; Jjg   ij;
with (ij) = 13 and
Ji 
 Ji O3
O3 Ji

and 5 

13 O3
O3  13

: (7.2.19)
ăese gamma matrices satisfy the algebra [64]:
n
; 
o
+
n
 ; 
o
+
n
; 
o
= 2
h
gg + gg + gg
i
; (7.2.20)
where g is the Minkowski metric. Using the above identity, (7.2.17) and (7.2.18) now
take the manifestly Lorentz covariant form
 
p
p  m216

	 (p) = 0: (7.2.21)
We immediately recognise this as the relativistic spin one wave equation in momentum
space [60, 64]. At this point we again remark on the choiceX (0) = Y (0). Hadwe instead
taken X (0) =  Y (0), the matrix operator in (7.2.21) would appear with a different sign
in front of the mass term:
 
p
p +m216

. We will return to this point shortly once
the Proca equations have been identiđed.
Before we proceed to the next section let us brieĔy explore the earlier mentioned “kine-
matic acausality” of [119, 120, 122–126]. It is amathematical requirement for the existence
of non-trivial solutions that the determinant of the operator to the leĕ of the đeld 	 (p)
must vanish. A summary of the analysis given, for instance, in [121] is provided in Tab.
7.1.
Matrix operator Determinant Solutions
(a) pp  m216 [m4   (E2   jpj2)2]3 E2 = jpj2 m2
(b) pp  [E2   jpj2]6 E2 = jpj2
(c) (J  p)2  (J  p) p0 0
(d) (J  p) p013 E
 
E2   jpj2  E = 0, E2 = jpj2
Table 7.1: Matrix operators: (a) is the matrix operator derived above in (7.2.21); (b) is
obtained from (7.2.21) by setting m = 0; (c) is obtained from (b) by setting
pp = 0 in keeping with the choice m = 0; (d) is the operator reported in
[119, p. 105] to yield Maxwell’s equations.
ăe reported “kinematic acausality” of [119, 120, 122–126] is based upon the observa-
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tion that not all solutions of the determinants in Tab. 7.1 are E2 = jpj2 + m2, in the
massive case, or E2 = jpj2, in the massless case. In particular, (a) admits the acausal
solution E2 = jpj2  m2; (b) admits only causal solutions; (c) admits acausal solutions
because no constraint is placed on the relation between energy and momentum; (d) ad-
mits the acausal solutionE = 0 for any value of momentum. Consequently, the operator
in (b) is put forward [121, p. 9] as the correct operator to be employed in the derivation
the equations of electromagnetism in free-space; although, under the assumed [119] di-
rect identiđcation of electric andmagnetic đelds with the linear combinations of the (1; 0)
and (0; 1) đelds, the equations obtained from the operator in (b) do not coincide with the
free-space Maxwell [122].
We here provide a different interpretation. As is clear from the above derivation of
the relativistic spin one đeld equation, the causal relation E2 = jpj2 +m2 is imposed at
the very outset, namely in the parametrisation of the rapidity given in (7.2.3). It is there-
fore inconsistent to later consider other relations between energy, three-momentum, and
mass. One might just as well have completely avoided the shorthand notationE and used
instead
pjpj2 +m2 throughout the derivation of (7.2.21). In that case the determinant
calculated above in (a) would vanish identically. ăe same is true of the other operators
in Tab. 7.1. In other words, the above analysis shows that no further constraint on the
relation between energy, momentum, and mass, beyond what has already been assumed,
is needed in order to ensure that the here considered mathematical prerequisite for the
existence of non-trivial solutions is met. A result to the contrary would simply mean that
further constraints are needed or that there are no non-trivial solutions of the matrix op-
erator in question.
7.3 Even and odd parity linear combinations
In order to show that there exists a consistent identiđcation of the components of	(p)
whereby the above derived
 
p
p  m216

	(p) = 0 corresponds to the Proca equa-
tion and, in the massless limit, toMaxwell’s equations, we must đrst converting to coordi-
nate space. Using the Fourier transformation
(x) =
1
(2)2
Z +1
 1
d4p e   ip  x(p) ) p ! i @;
the đeld equation becomes  
@
@ +m216

	(x) = 0: (7.3.1)
Likewise (7.2.17) and (7.2.18) become @@13   2(J  r )2 + 2(J  r )@tY (x) = m2X(x); (7.3.2) @@13   2(J  r )2   2(J  r )@tX(x) = m2Y (x): (7.3.3)
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Considering that the electric đeld transforms as a vector whereas themagnetic đeld trans-
forms as pseudovector under space-inversion it will prove favourable to write (7.3.2) and
(7.3.3) in terms of the even and odd linear combinations ofX and Y . We thus add and
subtract (7.3.2) and (7.3.3) to obtain
  2(J r)2 [X + Y ]  2(J r)@t [X   Y ] =
 
@@ +m
2

[X + Y ] ; (7.3.4)
  2(J r)2 [X   Y ]  2(J r)@t [X + Y ] =
 
@@  m2

[X   Y ] : (7.3.5)
Here, the explicit spacetime index has been omitted and the Klein-Gordon term has been
isolated on the right. It follows from the dispersion relation thatX and Y must satisfy
the Klein-Gordon equation; hence, (7.3.4) and (7.3.5) become
  2(J r)2 [X + Y ]  2(J r)@t [X   Y ] = 0; (7.3.6)
  2(J r)2 [X   Y ]  2(J r)@t [X + Y ] =  2m2 [X   Y ] : (7.3.7)
Isolating like terms we obtain
(J r) [(J r) [X + Y ] + @t [X   Y ]] = 0; (7.3.8)
(J r) [(J r) [X   Y ] + @t [X + Y ]] = m2 [X   Y ] : (7.3.9)
ăanks to our earlier choice of the adjoint representation we may now avail ourselves of
the identity
J r Jx@x + Jy@y + Jz@z
=i
0@ 0  @z @y@z 0  @x
 @y @x 0
1A = i
0@ 0 xyz@z xzy@yyxz@z 0 yzx@x
zxy@y zyx@x 0
1A = i (ijk@k) :
Expressing (7.3.8) and (7.3.9) in component form
(J r)ij
h
(J r)jl [X + Y ]l + @t [X   Y ]j
i
= 0;
(J r)ij
h
(J r)jl [X   Y ]l + @t [X + Y ]j
i
= m2 [X   Y ]i ;
and inserting the above identity we obtain
iijk@k
h
ijlm@m [X + Y ]l + @t [X   Y ]j
i
= 0; (7.3.10)
iijk@k
h
ijlm@m [X   Y ]l + @t [X + Y ]j
i
= m2 [X   Y ]i : (7.3.11)
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Usingr X =   (ijk@jXk) = (ijk@kXj), to return to vector notation, (7.3.10) and
(7.3.11) become
ir [ir [X + Y ] + @t [X   Y ]] = 0; (7.3.12)
ir [ir [X   Y ] + @t [X + Y ]] = m2 [X   Y ] : (7.3.13)
Multiplying by appropriate factors and rearranging slightly one đnally obtains
r [ir [X + Y ]] + @t [r [X   Y ]] = 0; (7.3.14)
r [r [X   Y ]]  @t [ir [X + Y ]] =  m2 [X   Y ] : (7.3.15)
ăese are the dynamical equations for the even and odd parity linear combinations of the
three-component đeldsX and Y . To clarify the identiđcation of the Proca equations it
will be useful to brieĔy review their covariant formulation in terms of the electromagnetic
đeld strength tensor F .
7.4 Review of the covariant formulation
ăe covariant formulation of the Proca equations in terms of the completely antisymmet-
ric đeld strength tensor F = @A   @A reads [82, p. 68]
@F
 +m2A = 0 and
 
@@
 +m2

A = 0: (7.4.1)
In the case of m 6= 0 these equations manifestly fail to be gauge-invariant because the
choice @A = 0, the Lorentz gauge, is forced upon us by the antisymmetry of F [82,
p. 67].
In order to recover the Proca equations in vector notation we choose the components
of the đeld strength tensor to beF i0 =  Ei andF ij =  ijkBk. Furthermore, choosing
E  (Ei),B  (Bi), and (A) = (A0; Ai)  (A0;A) the equations read
m2A0 =  @F0 =  @iF i0 (7.4.2)
= +@iE
i () m2A0 =  r  E;
m2Ai =   @Fi =  @0F 0i   @jF ji (7.4.3)
=  @tEi   ijk@jBk () m2A = +@t E  rB:
ăe remaining four equations follow from the Bianchi identity
@F + @F + @F = 0:
ăis identity follows trivially from the deđnition of the đeld strength tensor in terms of
the vector potential under the assumption that partial derivatives commute on A. ăe
constraint equation for the divergence ofB is obtained from the Bianchi identity by taking
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all three indices to be spatial. Choosing  = i,  = j, and  = l we obtain
@iFjl + @jFli + @lFij = 0: (7.4.4)
Substituting F ij =  ijkBk this becomes
 jlk@iBk   lik@jBk   ijk@lBk = 0:
Contracting with jlm and using the identity ijkimn =  
 
jm
k
n   jnkm

, see App.
A, we đnd
0 =  jlmjlk@iBk   jlmlik@jBk   jlmijk@lBk
=  jlmjlk@iBk + ljmlik@jBk + jlmjik@lBk
= (ll
m
k   lkml)@iBk   (j imk   jkmi)@jBk   (limk   lkmi)@lBk
= 3 @iB
m   @iBm   @iBm + mi@kBk   @iBm + mi@kBk
= 2 mi@kB
k () 0 =r B: (7.4.5)
ăe three remaining equations are obtained by choosing one of the indices in the Bianchi
identity to be temporal. ăis is the only remaining non-trivial choice of indices. Taking
any two indices to be the same gives an expression that vanishes identically on account
of the antisymmetry of F . Choosing  = 0,  = j, and  = k the Bianchi identity
becomes
@0Fjk + @jFk0 + @kF0j = 0: (7.4.6)
Substituting F i0 =  Ei and F ij =  ijkBk, contracting with jkm, and using the iden-
tity jkmjkn =   2 mn, see App. A, we obtain
0 =  jkl@0Bl   @jEk + @kEj
=  jkmjkl@0Bl   jkm@jEk + jkm@kEj
= 2 ml@0B
l   jkm (@jEk   @kEj)
= 2 @0B
m   2 mjk@jEk () 0 = @tB +r E: (7.4.7)
ăe Proca equations in vector form have thus been recovered from the covariant form
given above in (7.4.1).
Two further useful expressions are the solutions ofE andB, respectively, in terms of the
vector potential. From the deđnition of the đeld strength tensor in terms of the derivatives
of the vector potential we đnd
Ei = F0i = @0Ai   @iA0 () E =  @tA rA0: (7.4.8)
Similarly, taking Fij , we have
 ijkBk = Fij = @iAj   @jAi:
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Contracting with ijm we thus obtain
2Bm = 2mij@iAj () B =rA: (7.4.9)
ăese relations will now be employed toward the identiđcation of the Proca equations
from (7.3.14) and (7.3.15).
7.5 Identiđcation of the Proca andMaxwell equations
ăe dynamical relations derived in Sec. 7.3 read
r [ir [X + Y ]] + @t [r [X   Y ]] = 0; (7.5.1)
r [r [X   Y ]]  @t [ir [X + Y ]] =  m2 [X   Y ] : (7.5.2)
Making the identiđcation (X   Y ) = A and recalling, from (7.4.9), that B = r A
we obtain
r [ir [X + Y ]] + @tB = 0; (7.5.3)
rB   @t [ir [X + Y ]] =  m2A: (7.5.4)
ăe only remaining choice we have is for ir  [X + Y ]. Taking this to be equal to E
yields
r E + @tB = 0; (7.5.5)
rB   @tE =  m2A: (7.5.6)
We recognise these as the six dynamical Proca equations as recited in (7.4.7) and (7.4.3),
respectively. By (7.4.6), (7.4.7), and (7.4.3) these are related to the covariant formulation
via
r E + @tB = 0 () @0Fjk + @jFk0 + @kF0j = 0; (7.5.7)
rB   @tE =  m2A () @Fi =  m2Ai: (7.5.8)
r B =r  [r [X   Y ]] = 0; (7.5.9)
r  E =r  [ir [X + Y ]] = 0: (7.5.10)
By (7.4.4), (7.4.5), and (7.4.2) these are related to the covariant formulation via
r B = 0 () @iFjl + @jFli + @lFij = 0; (7.5.11)
r  E = 0 () @F0 =  m2A0; (7.5.12)
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in the Weyl gauge A0 = 0. It should not be surprising that the equations are obtained
in a particular gauge because, as noted in the preceding section, the Proca equations are
not gauge-invariant; consequently, the equations here derived must come in one gauge or
another.
ăe Klein-Gordon equation for A, with A0 = 0, follows from identiđcation A =
X   Y becauseX and Y satisfy this equation.
Taking the massless limit of (7.5.7), (7.5.8), (7.5.11), and (7.5.12) we obtain the free-
space Maxwell equations:
r E + @tB = 0; r B = 0 () 0 = @F + @F + @F;
rB   @tE = 0; r  E = 0 () 0 = @F :
We have thus established that under the identiđcation of the linear combinations of the
đeldsX and Y given by
E = ir [X + Y ] ; B =r [X   Y ] ; and A =X   Y ; (7.5.13)
the relativistic spin one đeld equation
 
@
@ +m216

	 (x) = 0, as expanded in
(7.3.14) and (7.3.15), yields the Proca equations in the Weyl gauge. ăese become the
Maxwell equations in the limitm! 0.
Recalling thatX and Y were chosen such that they would be exchanged under space-
inversion, it follows thatr [X + Y ] andX   Y both transform as a vectors whereas
r [X   Y ] transforms as a pseudovector under space-inversion. ăis is consistent with
the known properties ofE ,B, andA under space-inversion. If we had chosen notX(0) =
Y (0) butX(0) =  Y (0), then (7.3.2) and (7.3.3) would both differ by a minus sign. In
turn (7.3.4) and (7.3.5) would differ by a minus sign and the derivation would manifestly
fail at (7.5.2) where we would đnd that there exists no consistent identiđcation of A in
terms of linear combinations ofX and Y .
Beforewe conclude let us brieĔy showhow (7.3.14) and (7.3.15) canbe relateddirectly to
the covariant Proca equations given in (7.4.1). Recalling the relation between the electric
and magnetic đelds and the vector potential, as given in (7.4.8) and (7.4.9),
E =  @tA rA0 and B =rA;
we may expressrA0 andA in terms ofX and Y :
rA0 =  ir [X + Y ]  @t [X   Y ] ; (7.5.14)
A =X   Y : (7.5.15)
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Hence, from (7.3.15) and solutions (7.5.14) and (7.5.15), we have
0 = m2 [X   Y ]  ir [ir [X   Y ] + @t [X + Y ]]
= m2A+rrA+ @t
 
@tA+rA0

= m2A+r (r A) r2A+ @t
 
@tA+rA0

= m2A+ @2tA r2A+r (r A) +r
 
@tA
0

= m2A+ @@
A+r (@A)
= m2A+ @ (@
A+rA)
= m2Ai + @
 
@Ai   @iA
= m2Ai + @F
i: (7.5.16)
ăis is (7.4.3). ăe other equation we require is for the divergence of E as per (7.4.2). Not-
ing that (7.5.14) is a solution of (7.3.14), and that E is given in (7.5.14) by ir [X + Y ],
we take the divergence of (7.5.14) to obtain
0 =  r2A0   @tr A
= @t@tA
0  r2A0   @t@tA0   @tr A
=
 
@0@
0 + @i@
i

A0   @t
 
@0A
0 + @iA
i

= @@
A0   @t (@A)
= @
 
@A0   @0A
= @F
0: (7.5.17)
ăus, in the Weyl gauge A0 = 0, we have the Proca equation @F + m2A = 0; the
equation
 
@@
 +m2

A = 0 follows trivially becauseX and Y satisfy this equation.
Using (7.3.15) and recalling that the divergence of a curl is zero we also haver A = 0.
ăis is no surprise considering A0 = 0 and the earlier mentioned consequence of the
structure of the Proca equations, namely, that @A = 0.
In the casem = 0 we may have a non-zero value of A0. ăe gauge-invariant Maxwell
equations thus follow from (7.5.16) and (7.5.17):
@F
 = 0: (7.5.18)
Given that the free-space Maxwell equations can be derived, via the here proposed iden-
tiđcation, from the massive relativistic spin one đeld equation in the limit m ! 0 we
conclude that there is no discrepancy with the result obtained by Weinberg [66] in the
casem = 0.
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7.6 Conclusion
We have demonstrated that there exists a consistent identiđcation of the curls of the even
and odd linear combinations of the components,X andY , of the six-component classical
đeld	(x)whereby the relativistic spin one đeld equation
 
@@
 +m2

	(x) = 0 yields
the Proca equations @F+m2A = 0 and
 
@@
 +m2

A = 0 in theWeyl gauge. In
themassless limit these equations reduce to the free-spaceMaxwell equations @F = 0.
It follows that there is no discrepancy between the relativistic spin one đeld equations ob-
tained byWeinberg in the casem = 0 and the massless limit of the massive spin one đeld
equations. ăe here provided identiđcation of the curls of the even and odd linear combi-
nations of the đeldsX and Y was found to be consistent with the known transformation
properties of electric and magnetic đelds under space-inversion. Furthermore, it was ar-
gued that the here derived đeld equations are free of “kinematic acausality.” ăis is true in
the massive case and in the massless case.
ANotation and conventions
Indices
Greek letters: , , : : : range over values 0, 1, 2, : : : :
Latin letters: i, j, k, : : : range over values 1, 2, 3, : : : :
Units
ăe speed of light and the reduced Planck constant are taken to be: c = ~ = 1.
Metric
ăeMinkowski metric  is diagonal and has non-zero elements 00 =  ii = 1. ăe
components of  are identical to those of  . ăese matrices serve as raising and low-
ering operators, respectively; hence,
 = 
  = 

 :
Unless otherwise stated, we will use the Einstein summation convention whereby any re-
peated index, one up, one down, is summed.
Kronecker delta
In 3-dimensions: ij =
(
1 i = j;
0 i 6= j:
In 4-dimensions:  =
(
1  = ;
0  6= :
4-Vectors
Covariant vectors: x = (x0; xi)  (t;x).
Contravariant vectors: x = (x0; xi)  (t; x).
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Fourier transform
	(x) =
1
(2)2
Z +1
 1
d4p e ipx	(p); ) p ! i @;
	(p) =
1
(2)2
Z +1
 1
d4x e+ipx	(x):
ăe normalisation inD dimensions is 1/(2)D/2.
Step function
(t) =
(
1 t > 0;
0 t < 0:
(A.0.1)
Fourier representation of step function
(t) =
 1
2i
Z +1
 1
d!
e i!t
! + i
: (A.0.2)
Levi-Civita Symbol
ăe completely antisymmetric Levi-Civita symbol is deđned as follows:
In 3-dimensions: ijk =
8><>:
+1 if ijk is an even permutation of 1 2 3;
 1 if ijk is an odd permutation of 1 2 3;
0 if any two indices are repeated:
In 4-dimensions:  =
8><>:
+1 if  is an even permutation of 0 1 2 3;
 1 if  is an odd permutation of 0 1 2 3;
0 if any two indices are repeated:
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Some useful identities
  =   det
0BB@
 

 

 


 

 

 


 

 

 


 

 

 


1CCA ; (A.0.3)
 =  ; (A.0.4)
0ijk = ijk; (A.0.5)
ijk =  ijk; (A.0.6)
ijklmn =   det
0@il im inj l jm jn
kl 
k
m 
k
n
1A (A.0.7)
=  il

jm
k
n   jnkm

(A.0.8)
+ im

j l
k
n   jnkl

(A.0.9)
  in

j l
k
m   jmkl

; (A.0.10)
ijkimn =  

jm
k
n   jnkm

; (A.0.11)
ijkijn =   2 kn: (A.0.12)

B
Explicit expressions, identities, and derivations
We here attend to the derivation of various explicit expressions and identities that should
not be altogether omitted for the sake of completeness. ăey are here relegated to an ap-
pendix on the grounds that they would otherwise disrupt the smooth Ĕow of the text.
B.1 ăeWigner rotation
ăeWigner rotation is deđned as a particular succession of Lorentz transformations that
leaves the standard vector, k, invariant. It is given by
W (; p)  L 1(p) L(p): (B.1.1)
Here L(p) is deđned as the boost that takes the standard vector k to four momentum p.
ăe deđning relation thus reads
p = L(p)k: (B.1.2)
Of courseL(p) implicitly depends on the choice of k. We are here interested in the case of
a massive particle of positive energy where, as per Tab. 2.1, we have (k) = (m; 0; 0; 0).
ăe four-momentum is given by (p) =
 
p0;p

where p0 =
pjpj2 +m2. ăe explicit
matrix components of L(p) are derived in App. B.2.1. ăis deđnes the đrst and the last
term in (B.1.1). ăe remaining term, , is an arbitrary Lorentz transformation that takes
p to p.
Weinberg [40, p. 59] shows that in the special case where  is a pure rotation, R, the
Wigner rotation is given by
W (R; p)  L 1(Rp)R L(p) = R: (B.1.3)
We here show that in the case where is a arbitrary boost,B, we again obtain a rotation,
namely the rotation that is required in composing two boosts into a single boost and a
rotation.
Let  = B. ăeWigner rotation then reads
W (B; p)  L 1(Bp)B L(p): (B.1.4)
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Considering that any two boosts can be expressed as a single boost and a rotation, we may
rewrite the đrst two terms in (B.1.4) as
RL(q) = BL(p); (B.1.5)
whereR and q are implicitly deđnedby this relation. In fact, we candobetter than this and
write the parameter q explicitly in terms of p and the here deđned operations. Applying
(B.1.5) to the standard vector, we have
RL(q)k = BL(p)k: (B.1.6)
ButRL(q)k = Rq andBL(p)k = Bp; therefore,Rq = Bp and we obtain
q = R 1Bp: (B.1.7)
Substitution into (B.1.5) yields the identity
RL(R 1Bp) = BL(p): (B.1.8)
Inserting (B.1.8) into (B.1.4) gives
W (B; p) = L 1(Bp)B L(p)
= L 1(BL(p)k)B L(p)
= L 1(RL(R 1Bp)k)RL(R 1Bp): (B.1.9)
Using (B.1.7) this becomes
W (B; p) = L 1(RL(q)k)RL(q)
= L 1(Rq)RL(q): (B.1.10)
As pointed out byWeinberg [40, p. 68] that the standard boost L(q)may be expressed as
L(q) = R(q^)B(jqj)R 1(q^); (B.1.11)
where R 1(q^) rotates from q^ into z^, B(jq^j) boosts along z^ to magnitude jq^j, and R(q^)
rotates back into the direction q^. Accordingly, the inverse standard boost, L 1(Rq), is
simply
L 1(Rq) = R(R q^)B 1(jq^j)R 1(R q^): (B.1.12)
Substituting (B.1.11) and (B.1.12) into (B.1.10) gives
W (B; p) = R(R q^)B 1(jq^j)R 1(R q^)RR(q^)B(jq^j)R 1(q^): (B.1.13)
ăe term R 1(R q^)RR(q^), in (B.1.13), is a succession of rotations that takes z^ into the
direction q^, then into the directionR q^, and back into z^; hence, it is a rotation about the
z-axis [40, p. 69]. ăis term, therefore, commutes withB(jq^j) by the deđnition ofB(jq^j)
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as a boost along the z-axis. Making use of this observation, (B.1.13) becomes
W (B; p) = R(R q^)B 1(jq^j)B(jq^j)R 1(R q^)RR(q^)R 1(q^)
= R(R q^)R 1(R q^)R
= R: (B.1.14)
Hence, from the deđnition of R as given in (B.1.8), we have shown thatW (B; p) is the
rotation that is required in the composition of two successive boosts into a single boost
and a rotation. It follows thatW (B; p) is equal to the identity transformation if and only
if the two boosts L(p) andB are colinear.
B.2 ăe standard boost operator
ăestandard boost operatorL(p) is deđned above, in (B.1.2), as a Lorentz transformationƲ
thatmaps a given standardvectork tomomentump. Weherederive thematrix elements
of L(p) for the two physical scenarios considered in Sec. 2.1.1.
B.2.1 Massive particle of positive energy
In the case of a massive particle of positive energy the standard vector, as given in Tab.
2.1, reads (k) =
 
m; 0; 0; 0

wherem is themass of the particle concerned. ăemomen-
tum vector we wish to obtained from the standard vector via L(p) is, of course, (p) =
(
p
p2 +m2;p). From this it follows, as will now be veriđed, that the standard boost op-
erator is given by
L(p) = exp[iK ']; (B.2.1)
where K  (Kx;Ky;Kz), a set three inđnitesimal generators of Lorentz boost. ăe
rapidity vector'  ' '^ is aligned with the direction of the three-momentum '^ = p^ and
its magnitude ' is parameterised by
cosh(') = E/m =  and sinh(') = jpj /m = ; (B.2.2)
whereE =
p
p2 +m2;  =
 
1  2 1/2 with  = jxj/c, the ratio of the magnitude of
the velocity and the speed of light. ăe inđnitesimal generatorsK are those of the vector
Ʋ For given k and p the Lorentz transformation L(p) is unique only up to redeđnition through right mul-
tiplication by an element of the little group.
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basis. ăese read
Kx =
0BB@
0  i 0 0
 i 0 0 0
0 0 0 0
0 0 0 0
1CCA ; Ky =
0BB@
0 0  i 0
0 0 0 0
 i 0 0 0
0 0 0 0
1CCA ;
Kz =
0BB@
0 0 0  i
0 0 0 0
0 0 0 0
 i 0 0 0
1CCA : (B.2.3)
ăe Maclaurin series expansion of (B.2.1), by the result (C.2.3) and the observation
(iK  p^)3 = iK  p^ , reads
exp[iK '] = 14 + (iK  p^) [sinh(')] + (iK  p^)2 [cosh(')  1] : (B.2.4)
Here, by explicit calculation using (B.2.3), we have
iK  p^ =
0BB@
0 p^x p^y p^z
p^x 0 0 0
p^y 0 0 0
p^z 0 0 0
1CCA ; (iK  p^)2 =
0BB@
1 0 0 0
0 p^xp^x p^xp^y p^xp^z
0 p^yp^x p^yp^y p^yp^z
0 p^z p^x p^z p^y p^z p^z
1CCA ; (B.2.5)
where p^x  p1/ jpj, p^y  p2/ jpj, and p^z  p3/ jpj. Using (B.2.5) in (B.2.4) we may thus
express the standard boost operatorL(p) succinctly in terms of its componentsL(p) as
L(p)00 = cosh('); (B.2.6)
L(p)i0 = L(p)
0
i = p^
i sinh('); (B.2.7)
L(p)ij = 
i
j + p^
ip^j [cosh(')  1] ; (B.2.8)
where cosh(') and sinh(') are given in (B.2.2).
We may now verify that L(p) maps k to p. Inserting cosh(') =
p
p2 +m2/m
and sinh(') = jpj/m into (B.2.6)–(B.2.8), these become
L(p)00 =
p
p2 +m2/m; (B.2.9)
L(p)i0 = L(p)
0
i = p
i/m; (B.2.10)
L(p)ij = 
i
j + p^
ip^j
hp
p2 +m2/m  1
i
: (B.2.11)
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Computing L(p)k , we thus obtain
L(p)0k
 =
p
p2 +m2;
L(p)ik
 = pi:
HenceL(p), as derived above, maps (k) = (m; 0; 0; 0) to (p) = (
p
p2 +m2;p) as was
to be shown.
B.2.2 Massless particle of positive energy
ăe standard vector for a massless particle of positive energy, as given in Tab. 2.1, reads
(k) = (; 0; 0; ). We here derive an explicit expression for the Lorentz transformation
L(p) that maps the standard vector to (p) = (jpj;p), as per (B.1.2). ăe crucial differ-
ence between the former case of a massive particle and the present one is, of course, that
a massless particle cannot be brought to rest by any Lorentz transformation. Hence, for
the three-vector component of the standard vector, we have kT = (0; 0; ) where  is a
positive non-zero real number, themomentumof the particle. ăere is thus an orientation
associated with k, a circumstance that must be taken into account in the formulation of
L(p). In the present case, where the standard vector has been chosen to be aligned with
the z-axis, it will be most convenient to deđne L(p) in terms of a boost B(jpj) along the
z-axis from  to momentum jpj and a subsequent rotationR(p^) from the z-axis into the
direction p^ [65]. ăe standard boost is thus decomposed as
L(p) = R(p^)B(jpj): (B.2.12)
We shall begin by derivingB(jpj). ăis is given by
B(jpj) = exp[iKz']; with '  log
 jpj


; (B.2.13)
whereKz is the generator of Lorentz boost along the z-axis as given above in (B.2.3). Ex-
ploiting the expansion given above in (B.2.4) by setting p^T = (0; 0; 1), we have
exp[iKz'] = 14 + (iKz) [sinh(')] + (iKz)2 [cosh(')  1] : (B.2.14)
ăe components of the boostB(jpj) thus read
B(jpj)00 = B(jpj)33 = cosh('); (B.2.15)
B(jpj)11 = B(jpj)22 = 1; (B.2.16)
B(jpj)03 = B(jpj)30 = sinh('): (B.2.17)
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Inserting the deđnition of the rapidity parameter, this becomes
B(jpj)00 = B(jpj)33 =
 jpj2 + 2 /2jpj; (B.2.18)
B(jpj)11 = B(jpj)22 = 1; (B.2.19)
B(jpj)03 = B(jpj)30 =
 jpj2   2 /2jpj: (B.2.20)
We may now compute the components ofB(jpj)k as
B(jpj)0k = B(jpj)00k0 +B(jpj)03k3
=
jpj2 + 2
2jpj +
jpj2   2
2jpj  = jpj;
B(jpj)1k = B(jpj)10k0 +B(jpj)13k3 = 0;
B(jpj)2k = B(jpj)20k0 +B(jpj)23k3 = 0;
B(jpj)3k = B(jpj)30k0 +B(jpj)33k3
=
jpj2   2
2jpj +
jpj2 + 2
2jpj  = jpj: (B.2.21)
As promised,B(jpj)maps (k) = (; 0; 0; ) to (p) = (jpj; 0; 0; jpj).
We shall now deriveR(p^), but đrst we require theMinkowski space rotation operators.
ăese are obtained via the exponential map from the inđnitesimal generators
Jx =
0BB@
0 0 0 0
0 0 0 0
0 0 0  i
0 0 i 0
1CCA ; Jy =
0BB@
0 0 0 0
0 0 0 i
0 0 0 0
0  i 0 0
1CCA ;
Jz =
0BB@
0 0 0 0
0 0  i 0
0 i 0 0
0 0 0 0
1CCA : (B.2.22)
We thus have
R(k) = exp[iJkk]; k 2 fx; y; zg ; (B.2.23)
where k is the angle of rotation about the k-axis. Computing the cube of the inđnitesimal
generators (B.2.22) we đnd (iJk)3 =  iJk, allowing us to use (C.1.3) in order to express
the series expansion of (B.2.23) in closed from as
R(k) = 14 + (iJk) [sin(k)] + (iJk)2 [1  cos(k)] : (B.2.24)
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In component form, the three rotation operators thus read, for a rotation about the x-axis
R(x)
0
0 = R(x)
1
1 = 1; (B.2.25)
R(x)
2
2 = R(x)
3
3 = cos(x); (B.2.26)
R(x)
3
2 =  R(x)23 =   sin(x); (B.2.27)
for a rotation about the y-axis
R(y)
0
0 = R(y)
2
2 = 1; (B.2.28)
R(y)
1
1 = R(y)
3
3 = cos(x); (B.2.29)
R(y)
3
1 =  R(y)13 = sin(x); (B.2.30)
and for a rotation about the z-axis
R(z)
0
0 = R(z)
3
3 = 1; (B.2.31)
R(z)
1
1 = R(z)
2
2 = cos(x); (B.2.32)
R(z)
2
1 =  R(z)12 =   sin(x): (B.2.33)
ăere are many ways one might go about deđningR(p^) using some multiple of the above
rotation operators depending on the parametrisation of p^ in terms of the angles k. We
shall here write p^ such that the angels k may be identiđed with the polar and azimuthal
angles,  2 [0; ] and  2 [0; 2), of a spherical coordinate system. Taking
px = jpj cos() sin(); py = jpj sin() sin(); and pz = jpj cos(); (B.2.34)
we obtain
R(p^) = R()R(); (B.2.35)
whereR() is a rotation about the y-axis by an angle negative ;R() is a rotation about
the z-axis by an angle negative . With these identiđcations we have in component form
R(p^)00 = 1; R(p^)
1
1 = cos() cos(); R(p^)22 = cos(); R(p^)33 = cos();
R(p^)21 = cos() cos(); R(p^)12 =   sin();
R(p^)31 =   sin(); R(p^)13 = cos() sin();
R(p^)23 = sin() sin():
To verify that L(p) = R(p^)B(jpj), as derived above, maps k to p we compute p =
R(p^)B(jpj)k as follows. Recalling from (B.2.21) that
B(jpj)0k = B(jpj)3k = jpj and B(jpj)1k = B(jpj)2k = 0;
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it follows that
R(p^)B(jpj)k = R(p^)0B(jpj)0k +R(p^)3B(jpj)3k (B.2.36)
= jpjR(p^)0 + jpjR(p^)3: (B.2.37)
We thus obtain
L(p)0k
 = jpjR(p^)00 + jpjR(p^)03 = jpj;
L(p)1k
 = jpjR(p^)10 + jpjR(p^)13 = jpj cos() sin();
L(p)2k
 = jpjR(p^)20 + jpjR(p^)23 = jpj sin() sin();
L(p)3k
 = jpjR(p^)30 + jpjR(p^)33 = jpj cos():
ăeLorentz transformationL(p) = R(p^)B(jpj) thus maps (k) = (; 0; 0; ) to (p) =
(jpj;p) where p is expressed in polar coordinates as deđned above in (B.2.34). ăis com-
pletes our derivation of the standard boost operator for a massless particle of positive en-
ergy.
B.3 ăe standard boost and discrete symmetries
Using the explicit form of the standard boost for a massive particles of positive energy,
given above in (B.2.6)–(B.2.8), and the discrete symmetries on Minkowski space, deđned
in (2.1.5), wenowprove the identitiesPL(p)P 1 = L(Pp) andT L(p)T  1 = L(Pp).
In component form we have 
PL(p)P 1


=P
P
L(p)
Looking separately at each of the components speciđed in (B.2.6)–(B.2.8) we đnd 
PL(p)P 1

00
=P0
P0
L(p) =P0
0P0
0L(p)00 = L(p)00; 
PL(p)P 1

i0
=Pi
P0
L(p) =Pi
jP0
0L(p)j0 =  L(p)i0; 
PL(p)P 1

ij
=Pi
Pj
L(p) =Pi
kPj
lL(p)kl = L(p)ij :
Consequently  
PL(p)P 1
0
0 = L(p)
0
0 = cosh('); 
PL(p)P 1
i
0 =  L(p)i0 =  L(p)0i =  p^i sinh('); 
PL(p)P 1
i
j = L(p)
i
j = 
i
j + p^
ip^j [cosh(')  1] :
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Hence, as required, we obtain
PL(p)P 1 = L(Pp): (B.3.1)
Noting from (2.1.5) that T =  P , we can write T L(p)T  1 = PL(p)P 1 and the
remaining identity follows trivially from (B.3.1) to read
T L(p)T  1 = L(Pp): (B.3.2)
B.4 ăe propagator
ăe propagator  ilm is deđned as the pairing of a đeld  l(x) with its dual  m [40, p.
274]. ăis is equivalent to the vacuum expectation value of the time ordered product of
 l(x) and  m given by
 ilm(x; y) = (x0  y0)h j l(x)  m(y)j i  (y0 x0)h j  m(y) l(x)j i; (B.4.1)
where theminus sign in ‘’ applies in the case of a fermionic đeld; the step function (x0 
y0), deđned in App. A, is equal to zero for x0 < y0, whereas, it is equal to one for x0 > y0.
ăe dual đeld  m(x) is related to m(x) byHermitian conjugation and a conjugate-linear
mapping of the expansion coefficients, as per App. B.5. ăe đeld, as deđned in Sec. 2.5, is
given by
 (x)   +(x) +  c (x); with ;  2 C; (B.4.2)
and
 +l (x) = (2)
 3/2
Z
d3p e ipx
X
;s
ul(p;; s)a(p;; s); (B.4.3)
 c l (x) = (2)
 3/2
Z
d3p e+ipx
X
;s
vl(p;; s)b
y(p;; s): (B.4.4)
Inserting (B.4.3) and (B.4.4) into (B.4.1) andusing the (anti-) commutation relations (2.4.1)
and (2.4.2) of the creation and annihilation operators, we obtain
  ilm(x; y) = (x0   y0) (2) 3
Z
d3p e ip(x y) jj2
X
;s
ul(p;; s)um(p;; s)
 (y0   x0) (2) 3
Z
d3p e ip(y x) jj2
X
;s
vl(p;; s)vm(p;; s): (B.4.5)
ăe step functions in (B.4.5) have a Fourier representation given in App. A to read
(t) =
 1
2i
Z +1
 1
d!
e i!t
! + i
(B.4.6)
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where ! is a free parameter. With this we can rewrite (B.4.5) as the four-dimensional
Fourier integral
  ilm(x; y) = i (2) 3
Z
d4 e i(x y) jj
2Nlm(p)
0   p0 + i
 i (2) 3
Z
d4 e i(y x) jj
2Mlm(p)
0   p0 + i : (B.4.7)
where 0  p0 + !,   p, and the spin sums are succinctly represented by
Nlm(p) 
X
;s
ul(p;; s)um(p;; s); (B.4.8)
Mlm(p) 
X
;s
vl(p;; s)vm(p;; s): (B.4.9)
ăe RHS of (B.4.7) may be further simpliđed by the change of variables  !   in the
second term. ăis yields
 ilm(x; y) = i (2) 3
Z
d4 e i(x y)
 jj2Nlm(p)
0   p0 + i 
jj2Mlm( p)
 0   p0 + i

:
(B.4.10)
Lastly we put the term in the square brackets over a common denominator, isolate aminus
sign, and divide by i on both sides to obtain
lm(x; y) = (2)
 3
Z
d4 e i(x y)
"
jj2Nlm(p)
 
p0 + 0
 jj2Mlm( p)  p0   0
 2 +m2   i
#
;
(B.4.11)
where 2   =
 
0
2   jj2. Looking at the RHS of (B.4.11), it is apparent that the
functional dependence is purely on the difference x   y. We will thus from hence forth
denote the propagator by(x  y) rather than(x; y).
B.4.1 ăe Feynman propagator
A special case of the general expression given in (B.4.11) that is of interest in Chs. 3 and
4 is that in which the spin sums N(p) andM(p) are such that (x   y) is equal to the
Feynman propagator up to an a multiplicative identity matrix. ăe Feynman propagator
is deđned in [40, p. 276]. We have
 iF (x)  (x0)+(x) + ( x0)+( x); (B.4.12)
where (x0) is a step function deđned to have value+1 for a positive non-zero argument
and value zero otherwise;+(x) is the standard function given by
+(x) = (2)
 3
Z
d3p
2p0
e ipx : (B.4.13)
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To show how the Feynman propagator is related to (B.4.11), we use the Fourier represen-
tation of the step function given above in (B.4.6) to expand the RHS of (B.4.12) as
(x0)+(x) + ( x0)+( x)
= i (2) 4
Z
d!d3p
1
2p0

e i!x0 e ipx 1
! + i
+ ei!x0 eipx 1
! + i

:
Recalling the parameter  with components 0 = ! + p0 and  = p, as deđned in the
text following (B.4.7), we obtain
 iF (x) = i (2) 4
Z
d4
1
2p0

e ix 1
0   p0 + i + e
ix 1
0   p0 + i

:
Finally we perform a change of variables to isolate the exponential and subsequently com-
bine the term within the square brackets over a common denominator to obtain
 iF (x) = i (2) 4
Z
d4 e ix 1
2p0

1
0   p0 + i +
1
 0   p0 + i

=  i (2) 4
Z
d4 e ix

1
 2 +m2   i

;
where 2   =
 
0
2   jj2, as in (B.4.11). ăe Feynman propagator (B.4.12) thus
takes the form
F (x) = (2)
 4
Z
d4 e ix

1
 2 +m2   i

: (B.4.14)
B.5 ăe dual space
ăe present section is devoted to the development of the dual vector space, to be deđned
below. In the context of the present work, the elements of the dual vector space are ob-
tained via an appropriately deđned mapping from the coefficient functions of the đeld
operator. ăey will be referred to as the dual coefficient functions. ăe dual đeld operator
is then deđned as a đeld operator expanded in terms of the dual coefficient functions. In
order to make these notions precise, we shall recall the relevant mathematical deđnitions,
here taken from Roman [127], Lang [128], [129], and Bogolubov [29].
B.5.1 Deđnitions and rudimentary development
Deđnition 1. Let F be a Ėeld, here chosen to be R or C; its elements are referred to as scalars. A
vector space overF is a non-empty setV , the elements of which are referred to as vectors, togetherwith
two operations: addition of vectors and scalarmultiplication. ąat is, for each pair (x;y) 2 VV
there is assigned a vector x + y 2 V and for each pair (r;x) 2 F  V there is assigned a vector
rx 2 V . Furthermore, the following properties [127, p. 27] must be satisĖed for all r; s 2 F and
x;y 2 V .
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1. Associativity of addition: x+ (y + z) = (x+ y) + z.
2. Commutativity of addition: x+ y = y + x.
3. Existence of a zero: 90 2 V s.t. 0+ x = x+ 0 = x.
4. Existence of an additive inĂerse: 9 ( x) 2 V s.t. x+ ( x) = ( x) + x = 0.
5. Properties of scalar multiplication:
r (x+ y) = rx+ ry;
(r + s)x = rx+ sx;
(rs)x = r (sx) ;
1x = x:
All vector spaces here considered will be assumed to be đnite-dimensional.
Deđnition 2. A subspace of a vector space V is a subset S of V that is a vector space in its own right
under the operations obtained by restricting the operations of V to S [127, p. 29].
Deđnition 3. Let V be a vector space overC. A mapping g : V  V ! C is called a sesquilinear
Ěom [29, p. 8] if it satisĖes the following two properties for all r; s 2 C and x;y; z 2 V .
1. Conjugate linearity in Ėrst coordinate: g(rx+ sy;z) = rg(x; z) + sg(y; z).
2. Linearity in second coordinate: g(x; ry + sz) = r g(x;y) + s g(x;z).
A sesquilinear form that satisđes
g(x;y) = g(y;x); 8x;y 2 V;
is said to be Hermitian and is called a Hermitian form [29, p. 9].
Deđnition 4. Let B = (b1; : : : ; bn) be an ordered basis [127, p. 208] for a vector space V and
let g : V  V ! C be a sesquilinear Ěom. ąe n nmatrix
B = (aij) = (g(bi; bj)); i; j 2 f1; : : : ; ng ;
is called the matrix of the sesquilinear form g in the basis B.
We take the liberty of referring to the matrix of the sesquilinear form by the term “met-
ric”.
Consider twoelementsx;y 2 V expanded in termsof theorderedbasisB = (b1; : : : ; bn);
that is,
xB =
nX
i=1
xibi and yB =
nX
i=1
yibi;
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where xi; yi 2 C. ăen from Defn. 3 we have
g(xB;yB) =
nX
i=1
nX
j=1
xi yj g(bi; bj) =
nX
i=1
xi
0@ nX
j=1
aijyj
1A = xByByB: (B.5.1)
Hence the sesquilinear form is completely determined by the matrix B, the matrix of the
sesquilinear form.
ăe Hermiticity of g is also directly related to the Hermiticity of B. Let g, as given in
(B.5.1), be Hermitian. Applying Hermitian conjugation to (B.5.1), we obtain
g(yB;xB)
 =
nX
i=1
nX
j=1
yix

j g(bi; bj)
 =
nX
i=1
nX
j=1
xi yj g(bj ; bi)
: (B.5.2)
Comparison with (B.5.1) yields
g(xB;yB) = g(yB;xB)
 () B = By; (B.5.3)
that is, the sesquilinear form g is Hermitian if and only if the matrix B is Hermitian.
Deđnition 5. Let V be a vector space over C. An inner product on V is a sesquilinear form g :
V  V ! C that is Hermitian and that satisĖes the following two properties [127, p. 157] for all
x 2 V .
1. Positive deĖniteness: g(x;x)  0.
2. Non-degeneracy: g(x;x) = 0 () x = 0.
A complex vector spaceV alongwith an inner product g deđned onV is a complex inner
product space (V; g) [127, p. 158].
Deđnition 6. Let V be a vector space over C. A linear functional is a mapping  : V ! C that
satisĖes
(rx+ sy) = r (x) + s (y)
for all scalars r; s 2 C and vectors x;y 2 V .
We denote the set of all linear functionals  : V ! C by V . It is easy to see that V
is itself a vector space over C by noting from Defn. 6 that we can add linear maps and
multiply them by scalars in accordance with Defn. 1. We call V the algebraic dual space of
V .
Let x;y 2 V and consider the mapping x : V ! C deđned by
x(y) = g(x;y); (B.5.4)
where g is a sesquilinear form onVV . It immediately follows fromDefn. 3 that for every
x 2 V , x is a linear functional on V in accordance with Defn. 6. We may thus deđne a
mapping  : V ! V by
(x) = x: (B.5.5)
152 Explicit expressions, identities, and derivations
From the deđnition of V , we have
x 2 V; 8x 2 V: (B.5.6)
ăe basis ofV is now given as follows. LetV be a vector spacewith basisB = fb1; : : : ; bng
and let g be a sesquilinear form on V  V with the property
g(bi; bj) = 
i
j ; 8i; j 2 f1; : : : ; ng ; (B.5.7)
or equivalently
bibj = 
i
j ; 8i; j 2 f1; : : : ; ng ; (B.5.8)
where bi is given by bi = bi as per (B.5.4). ăen by the proof given in [129, p. 132], B =
b1; : : : ; bn
	
is a basis for V . Furthermore, by [129, ăm. 6, VII, §4], dim(V) = dim(V),
and thus, by [127,ăm. 2.4], V is isomorphic to V .
For the purposes of application it will be most convenient to explore (B.5.4) and (B.5.5)
in terms of an ordered basis for V as in Defn. 4 above. For the linear functional (B.5.4) we
have
xB(yB) = g(xB;yB) = xB
yByB: (B.5.9)
Accordingly the mapping  : V ! V is given by
(xB) = xByB: (B.5.10)
It is thus apparent that  is conjugate linear.
Moreover if g is chosen as per (B.5.7) the basis for V is given by
B =
n
bi
yB j bi 2 B
o
: (B.5.11)
B.5.2 G-invariance of the sesquilinear form
We will now explore the G-invariance, that is the invariance under the action of a group
G, of a sesquilinear form. Of course, the group in question is the restricted Lorentz group
L"+.
Consider a vector space V with basis B = fb1; : : : ; bng along with a sesquilinear form
g : V  V ! C determined by a matrix B, the matrix of the sesquilinear form as per
(B.5.1). We will omit the subscripts for the remainder of the section. For a representation

 of L"+ on the V , the demand ofG-invariance in terms of the basis vectors then reads
bi
y bj = (
bi)y
bj ; 8 bi; bj 2 B: (B.5.12)
Of course, (
bi)y = biy
y; hence, (B.5.12) will be satisđed if  obeys the relationƳ

y
 = : (B.5.13)
Ƴ In the case where the components of
 are real, this is equivalent to (2.1.3) in matrix form.
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ăis can be written in terms of the generators of the Lie algebra of the restricted Lorentz
group. For 
 a Lorentz boost, we have 
j = exp[iKj'j ] whereKj are the three gener-
ators of Lorentz boost and 'j are the corresponding parameters. Expanding exp[iKj'j ]
inđnitesimally to đrst order in 'j and substituting for
 in (B.5.13) we obtain
Ki
y = Ki; 8i 2 fx; y; zg: (B.5.14)
For 
 a rotation, we have 
j = exp[i Jjj ] where Jj are the rotation generators and j
are the corresponding parameters. Expanding exp[i Jjj ] inđnitesimally to đrst order in
j and substituting for
 in (B.5.13) we obtain
Ji
y = Ji; 8i 2 fx; y; zg: (B.5.15)
In the case ofKi anti-Hermitian andJiHermitian, (B.5.14) and (B.5.15) give the following
constraints on the matrix of the sesquilinear form:
fKi; g = 0 and [Ji; ] = 0; 8i 2 fx; y; zg : (B.5.16)

 $
Explicit expansions of boost and rotation operators
We here provide the Maclaurin series expansions of various representations of rotation
and boost that are used throughout the text.
C.1 Rotation operator for j = 1/2 or j = 1
ăe rotation operator is given by exp[iJ  ] where
J  (Jx; Jy; Jz) and   (x; y; z) =  ^: (C.1.1)
We shall refer to  as the rotation vector; its components i, i 2 fx; y; zg, are the angles of
rotation about the axes of Cartesian three-space. ăe corresponding rotation generators
are Ji. We here consider the case where the following identity holds:
iJ  ^

=  

iJ  ^
3
: (C.1.2)
ăeMaclaurin series expansion thus reads
exp[iJ  ]
= 1 + iJ   + 1
2
(iJ  )2 + 1
3!
(iJ  )3 + 1
4!
(iJ  )4 + : : :
= 1 + (iJ  ^) + 1
2
(iJ  ^)22 + 1
3!
(iJ  ^)33 + 1
4!
(iJ  ^)44 + : : :
= 1 + (iJ  ^)

   1
3!
3 + : : :

+ (iJ  ^)2

1
2
2   1
4!
4 + : : :

= 1 + (iJ  ^) [sin()] + (iJ  ^)2 [1  cos()] ; (C.1.3)
where 1 is an identitymatrix of the appropriate dimensions. For any given representation,
the generators of which satisfy (C.1.2), the explicit form of the rotation operatorsRx(),
Ry(), andRz() about the axes ofCartesian three-space are readily obtained from(C.1.3)
by an appropriate choice of ^.
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C.2 Boost operator for j = 1/2 or j = 1
ăe boost operator is given by exp[iK '] where
K = (Kx;Ky;Kz) and ' = ('x; 'y; 'z) = ' '^: (C.2.1)
We shall refer to' as the rapidity vector. It is chosen to be aligned with the threemomen-
tum; hence, '^ = p^where p^  p/jpj. ăemagnitude' of the rapidity vector is called the
rapidity parameter. A physical interpretation is given by the parametrisation (C.2.4).
We here consider the case where the following identity holds:
(iK  '^) = (iK  '^)3 : (C.2.2)
ăeMaclaurin series expansion thus reads
exp[iK ']
= 1 + iK '+ 1
2
(iK ')2 + 1
3!
(iK ')3 + 1
4!
(iK ')4 + : : :
= 1 + (iK  p^)'+ 1
2
(iK  p^)2'2 + 1
3!
(iK  p^)3'3 + 1
4!
(iK  p^)4'4 + : : :
= 1 + (iK  p^)

'+
1
3!
'3 + : : :

+ (iK  p^)2

1
2
'2 +
1
4!
'4 + : : :

= 1 + (iK  p^) [sinh(')] + (iK  p^)2 [cosh(')  1] : (C.2.3)
where again 1 is an identity matrix of the appropriate dimension; ' is parameterised by
cosh(') = E
m
and sinh(') = jpj
m
; (C.2.4)
where E =
p jpj2 +m2 is the relativistic energy and jpj is the magnitude of the three-
momentum. ăese are, of course, related to the velocity of amoving particle and to its rest
mass byE = m and jpj = mjvj, where  = (1  2)  1/2. An equivalent parametrisa-
tion to (C.2.4) is thus given by
cosh(') =  and sinh(') = ; (C.2.5)
where  = jvj in the units c = 1. One might convince oneself of the validity of this
identiđcation by recalling the trigonometric and algebraic relations
cosh2(x)   sinh2(x) = 1;
E2
m2
  p
2
m2
= 1;
2   ()2 = 1;
and noting that the domains and codomains of the functions on either side of the equals
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signs in (C.2.4) and (C.2.5) match. Furthermore, although one clearly has the freedom to
scale ' at will, this must occur in a consistent fashion in all formulations of the Lorentz
boost regardless of the particular representation in question. Choosing x = ' in one
place and x = '/2 in another would render the physical interpretation of the rapidity
parameter meaningless.
C.3 ăe (1/2; 0) representation
C.3.1 Rotation
ăespin one-half rotation generators, as obtained from (2.3.30) by choosing s = 1/2, read
Jx =
1
2

0 1
1 0

; Jy =
1
2

0  i
i 0

; and Jz =
1
2

1 0
0  1

: (C.3.1)
Now consider the matrix
2iJ  ^ = i


z x   ipy
x + iy  z

: (C.3.2)
Squaring this matrix, we đnd (2iJ  ^)2 =  12; hence, the identity (C.1.2) is satisđed and
we obtain from (C.1.3)
exp[iJ  ] = 12 + (2iJ  ^) [sin(/2)] + (2iJ  ^)2 [1  cos(/2)]
= 12 cos(/2) + (2iJ  ^) sin(/2): (C.3.3)
C.3.2 Boost
ăe three generators of Lorentz boost in the (1/2; 0) representation are given in terms of
the corresponding rotation generators byKi =  iJi. We thus have
Kx =
1
2i

0 1
1 0

; Ky =
1
2i

0  i
i 0

; and Kz =
1
2i

1 0
0  1

: (C.3.4)
Now consider the matrix
2iK  '^ = 2iK  p^ = 1
p

pz px   ipy
px + ipy  pz

: (C.3.5)
Computing the square of (C.3.5), we đnd that (2iK  '^)2 = 12; hence, the identity
(C.2.2) is satisđed and we obtain from (C.2.3)
exp[iK '] = 12 + (2iK  p^) [sinh('/2)] + (2iK  p^)2 [cosh('/2)  1]
= 12 cosh('/2) + (2iK  p^) sinh('/2): (C.3.6)
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Before we insert (C.2.4), wemust đrst rewrite (C.3.6) in terms of cosh(') and sinh('). ăe
relevant half angle formulae read
sinh(x/2) = sgn(x)
r
cosh(x)  1
2
and cosh(x/2) =
r
cosh(x) + 1
2
; (C.3.7)
for all x 2 R. Furthermore, considering that cosh(') = E/m where E/m  1, we have
sgn(') = 1. ăe boost expansion thus becomes
exp[iK '] = 12
r
E/m+ 1
2
+ (2iK  p^)
r
E/m  1
2
= 12
r
E +m
2m
+ (2iK  p^)
r
E  m
2m
=
r
E +m
2m
"
12 + (2iK  p^)
r
E  m
E +m
#
=
r
E +m
2m

12 + (2iK  p) 1
E +m

: (C.3.8)
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 $      3 P U B U J P O
ăe rotation operator of the (1/2; 0) (0; 1/2) representation is given by the direct sum
of the respective rotation operators of (1/2; 0) and (0; 1/2). ăese are identical. We may
thus use the result obtained in the App. C.3.1 to write
exp[iJ  ] = 14 cos(/2) + (2iJ  ^) sin(/2); (C.4.1)
where the rotation generators are given by
Jx =
1
2
0BB@
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
1CCA ; Jy = 12
0BB@
0  i 0 0
i 0 0 0
0 0 0  i
0 0 i 0
1CCA ;
Jz =
1
2
0BB@
1 0 0 0
0  1 0 0
0 0 1 0
0 0 0  1
1CCA : (C.4.2)
 $      # P P T U
ăe boost operator of the (1/2; 0) (0; 1/2) representation is given by the direct sum of
the respective boost operators of (1/2; 0) and (0; 1/2). ăese differ only by a sign: for
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(1/2; 0) we haveKi =  iJi, whereas for (0; 1/2) we haveKi = +iJi. We may thus use
the result obtained in the App. C.3.2 to write
exp[iK '] =
r
E +m
2m

14 + (2iK  p) 1
E +m

; (C.4.3)
where the boost generators are given by
Kx =
1
2i
0BB@
0 1 0 0
1 0 0 0
0 0 0  1
0 0  1 0
1CCA ; Ky = 12i
0BB@
0  i 0 0
i 0 0 0
0 0 0 i
0 0  i 0
1CCA ;
Kz =
1
2i
0BB@
1 0 0 0
0  1 0 0
0 0  1 0
0 0 0 1
1CCA : (C.4.4)
 $    F (1; 0)  S F Q S F T F O U B U J P O
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ăe spin one rotation generators, as obtained from (2.3.30) by choosing s = 1, read
Jx =
1p
2
0@0 1 01 0 1
0 1 0
1A ; Jy = 1p
2
0@0  i 0i 0  i
0 i 0
1A ; Jz =
0@1 0 00 0 0
0 0  1
1A : (C.5.1)
Consider the matrix
iJ  ^ = i

p
2
0@ zp2 x   iy 0x + iy 0 x   iy
0 x + iy  z
p
2
1A : (C.5.2)
Computing the cubeof (C.5.2), weđnd that the identity (C.1.2) is satisđed. We thus obtain
from (C.1.3)
exp[iJ  ] = 13 + (iJ  ^) [sin()] + (iJ  ^)2 [1  cos()] : (C.5.3)
An alternate representation to the above is given by
Jx =
0@0 0 00 0  i
0 i 0
1A ; Jy =
0@ 0 0 i0 0 0
 i 0 0
1A ; Jz =
0@0  i 0i 0 0
0 0 0
1A : (C.5.4)
ăis is called the adjoint representation.
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C.5.2 Boost
ăe three generators of Lorentz boost in the (1; 0) representation are given in terms of the
corresponding rotation generators byKi =  iJi. Using the generators given in (C.5.1),
we obtain
Kx =
1
i
p
2
0@0 1 01 0 1
0 1 0
1A ; Ky = 1
i
p
2
0@0  i 0i 0  i
0 i 0
1A ; Kz = 1
i
0@1 0 00 0 0
0 0  1
1A :
(C.5.5)
Consider the matrix
iK  '^ = iK  p^ = 1
p
p
2
0@ pzp2 px   iy 0px + ipy 0 px   ipy
0 px + ipy  pz
p
2
1A : (C.5.6)
Computing the cubeof (C.5.6), weđnd that the identity (C.2.2) is satisđed. We thus obtain
from (C.2.3)
exp[iK  '^] = 13 + (iK  p^) [sinh(')] + (iK  p^)2 [cosh(')  1] : (C.5.7)
Inserting (C.2.4), and noting that
E
m
  1 = 1
m
[E  m] = 1
m

E2  m2
E +m

=
p2
m (E +m)
; (C.5.8)
we obtain
exp[iK  '^] = 13 + (iK  p) 1
m
+ (iK  p)2 1
m (E +m)
: (C.5.9)
C.6 Boost operator for (1; 0) (0; 1)
C.6.1 Rotation
ăe rotation operator of the (1; 0) (0; 1) representation is given by the direct sum of the
respective rotation operators of (1; 0) and (0; 1). ăese are identical. Wemay thus use the
result obtained in the App. C.5.1 to write
exp[iJ  ] = 16 + (iJ  ^) [sin()] + (iJ  ^)2 [1  cos()] ; (C.6.1)
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where the rotation generators are given by
Jx =
1p
2
0BBBBBB@
0 1 0 0 0 0
1 0 1 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 1 0 1
0 0 0 0 1 0
1CCCCCCA ; Jy =
1p
2
0BBBBBB@
0  i 0 0 0 0
i 0  i 0 0 0
0 i 0 0 0 0
0 0 0 0  i 0
0 0 0 i 0  i
0 0 0 0 i 0
1CCCCCCA ;
Jz =
0BBBBBB@
1 0 0 0 0 0
0 0 0 0 0 0
0 0  1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0  1
1CCCCCCA : (C.6.2)
C.6.2 Boost
ăe boost operator of the (1; 0)  (0; 1) representation is given by the direct sum of the
respective boost operators of (1; 0) and (0; 1). ăese differ only by a sign: for (1; 0) we
have Ki =  iJi, whereas for (0; 1) we have Ki = +iJi. We may thus use the result
obtained in the App. C.5.2 to write
exp[iK  '^] = 16 + (iK  p) 1
m
+ (iK  p)2 1
m (E +m)
; (C.6.3)
where the boost generators are given by
Kx =
1
i
p
2
0BBBBBB@
0 1 0 0 0 0
1 0 1 0 0 0
0 1 0 0 0 0
0 0 0 0  1 0
0 0 0  1 0  1
0 0 0 0  1 0
1CCCCCCA ; Ky =
1
i
p
2
0BBBBBB@
0  i 0 0 0 0
i 0  i 0 0 0
0 i 0 0 0 0
0 0 0 0 i 0
0 0 0  i 0 i
0 0 0 0  i 0
1CCCCCCA ;
Kz =
1
i
0BBBBBB@
1 0 0 0 0 0
0 0 0 0 0 0
0 0  1 0 0 0
0 0 0  1 0 0
0 0 0 0 0 0
0 0 0 0 0 1
1CCCCCCA : (C.6.4)
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C.7 ăe (1/2; 1/2) representation
ăeoperators of the (1/2; 1/2) representation are given by the tensor product of the corre-
spondingoperators of the representation (1/2; 0)with those of the representation (0; 1/2).
To avoid the algebraic tedium that would ensue if we were to attempt to compute the ten-
sor product of the closed forms given in App. C.3, we will instead take the tensor product
of the respective inđnitesimal transformations. Once these are obtained, we can proceed
in the same manner as for the other cases considered above to construct the desired oper-
ators.
Be begin by recalling the Pauli spin matrices. ăese read
x =

0 1
1 0

; y =

0  i
i 0

; and z =

1 0
0  1

: (C.7.1)
Of course, the generators of the (1/2; 0) are then given by Jj = j/2 andKj = j/2i,
whereas for (0; 1/2) we have Jj = j/2 andKj =  j/2i.
C.7.1 Rotation
Consider an inđnitesimal rotation of the representation (1/2; 0) about the x-axis
(rx)ij = 
i
j + i  (x/2)ij ; (C.7.2)
where i; j 2 f1; 2g,  is an inđnitesimal rotation parameter. As follows immediately from
the discussion in App. C.4, the counterpart of (C.7.2) in the (0; 1/2) representation is
identical. Hence, from the deđnition of the tensor product, the corresponding inđnitesi-
mal rotation in the (1/2; 1/2) representation reads
Rx =

rx11rx rx12rx
rx21rx rx22rx

: (C.7.3)
Expanding this in terms of (C.7.2) yields the following generator of rotation about the
x-axis in the (1/2; 1/2) representation:
Jx =
1
2
0BB@
0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0
1CCA : (C.7.4)
Repeating this procedure for the two remaining rotation operators, one obtains
Jy =
1
2
0BB@
0  i  i 0
i 0 0  i
i 0 0  i
0 i i 0
1CCA and Jz =
0BB@
1 0 0 0
0 0 0 0
0 0 0 0
0 0 0  1
1CCA : (C.7.5)
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Having thus derived the generators we can proceed to compute the corresponding opera-
tors. Consider the matrix
iJ  ^ = i
 2
0BB@
2 z x   iy x   iy 0
x + iy 0 0 x   iy
x + iy 0 0 x   iy
0 x + iy x + iy  2 z
1CCA : (C.7.6)
Computing the cubeof (C.7.6), weđnd that the identity (C.1.2) is satisđed. We thus obtain
from (C.1.3)
exp[iJ  ] = 14 + (iJ  ^) [sin()] + (iJ  ^)2 [1  cos()] : (C.7.7)
 $      # P P T U
To derive the boost operator of the (1/2; 1/2) representation, we again begin by deriving
the underlying generators. Consider the inđnitesimal boost operators
(bRx )ij = 
i
j + i  (  i x/2)ij ; (bLx )ij = ij + i  (+ i x/2)ij : (C.7.8)
Here bRx is an inđnitesimal boost of the representation (1/2; 0) along the x-axis; bLx is the
corresponding inđnitesimal boost of the representation (0; 1/2). ăe indices ij 2 f1; 2g
and  is an inđnitesimal boost parameter. Computing the tensor product bLx 
 bRx , we
obtain
Bx =

bRx11b
L
x b
R
x12b
L
x
bRx21b
L
x b
R
x22b
L
x

; (C.7.9)
an inđnitesimal boost along thex-axis in the (1/2; 1/2) representation. Expanding (C.7.9)
using (C.7.8) yields the following generator of boost along the x-axis:
Kx =
1
2
0BB@
0 i  i 0
i 0 0  i
 i 0 0 i
0  i i 0
1CCA : (C.7.10)
Repeating this procedure for the two remaining boost operators, one obtains
Ky =
1
2
0BB@
0 1  1 0
 1 0 0  1
1 0 0 1
0 1  1 0
1CCA and Kz =
0BB@
0 0 0 0
0  i 0 0
0 0 i 0
0 0 0 0
1CCA : (C.7.11)
    Explicit expansions of boost and rotation operators
Having thus obtained the inđnitesimal generators we can proceed to compute the corre-
sponding operators. Consider the matrix
iK '^ = iK p^ = 1
p2
0BB@
0  px + ipy px   ipy 0
 px   ipy 2 pz 0 px   ipy
px + ipy 0  2 pz  px + ipy
0 px + ipy  px   ipy  pz
1CCA : (C.7.12)
Computing the cube of (C.7.12), we đnd that the identity (C.2.2) is satisđed. We thus
obtain from (C.2.3)
exp[iK '] = 14 + (iK  p^) [sinh(')] + (iK  p^)2 [cosh(')  1] : (C.7.13)
ăis, of course, can be rewritten as
exp[iK '] = 14 + (iK  p) 1
m
+ (iK  p)2 1
m (E +m)
(C.7.14)
via the use of (C.2.4) and (C.5.8).
D
Publications
ăis appendix contains two publications that are based upon research undertaken by the
author of the present work and his colleagues on the Lorentz violating dark matter candi-
date Elko. ăey were published in Physics Letters B and Physical Review D, respectively.
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We here provide further details on the construction and properties of mass dimension one quantum
fields based on Elko expansion coefficients. We show that by a judicious choice of phases, the locality
structure can be dramatically improved. In the process we construct a fermionic dark matter candidate
which carries not only an unsuppressed quartic self interaction but also a preferred axis. Both of these
aspects are tentatively supported by the data on dark matter.
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1. Introduction
If one wishes to treat Majorana spinors in their own right as
four-component spinors, and not as Weyl spinors in disguise (or,
as G-numbers), one must extend them in such a way that not only
the +1 eigenvalue, under charge conjugation operator, but also the
−1 eigenvalue is incorporated. This was the starting point of the
Elko formalism, and the unexpected results, reported in Refs. [1,2].
It was recognised by the authors of these papers that the usual in-
troduction of a Majorana mass term still leaves a problem with the
free Lagrangian density, and that to prevent the Dirac-type mass
term from vanishing identically, one had to invoke a new dual. The
mentioned problem is akin to the one mentioned by Aitchison and
Hey [3, Appendix P]. However, the authors of the Elko formalism
chose not to follow the Grassmannisation of the Majorana spinors.
It is in this departure that several new results were obtained. Most
unexpected of these was the mass dimensionality of the field.
The new dual appeared as an ad hoc construct in the men-
tioned works. Here we give a full justification for the introduction
of the Elko dual. Similarly, the locality structure investigated in the
original papers failed to fully appreciate the necessity of certain
phases in the expansion coefficients in a field operator.1 Here we
* Corresponding author.
E-mail addresses: dharamvir.ahluwalia@canterbury.ac.nz (D.V. Ahluwalia),
cyl45@student.canterbury.ac.nz (C.-Y. Lee), dsc35@student.canterbury.ac.nz
(D. Schritt).
1 The authors of the original Elko papers are not be too harshly criticised for
these lapses as almost every textbook on quantum field suffers from a similar ne-
attend to that and learn of their dramatic effects on the locality
structure.
At present, the quartic self interaction, as well as a preferred
axis in the dark sector, are observationally favoured for dark matter
candidates [6–12]. In this communication we provide an ab initio
evidence that both of these aspects are naturally present in the
Elko dark matter.
To avoid confusion, we note that spinors of the Elko formalism
have spawned an intense activity among a group of mathemat-
ical physicists and cosmologists [13–27]. Similar to the work of
Gillard and Martin [28] the emphasis in this communication is on
the quantum fields, and not so much on the spinors.
2. Theory of self-interacting fermionic dark matter with axis
of locality
In this section we outline the construction of two quantum
fields with Elko as expansion coefficients. The full details shall ap-
pear in an archival paper elsewhere.
2.1. Notation
Let φ(p) be a left-handed () Weyl spinor of spin one half. Un-
der a Lorentz boost, it transforms as φ(p) = κφ(0) where2
glect. Two notable exceptions are the recent classics by Weinberg [4] and Srednicki
[5]. The authors of the present communication acknowledge the insights gained
from these monographs.
2 The boost parameter ϕ = ϕpˆ, in terms of energy E and momentum p = ppˆ
associated with a particle of mass m, is given by cosh(ϕ) = E/m and sinh(ϕ) =
0370-2693/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.physletb.2010.03.010
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κ = exp
(
−σ
2
·ϕ
)
= (I − β−1σ · p), (1)
with
 :=
√
E +m
2m
and β := E +m. (2)
Here, the 0 is to be interpreted as p|p→0, and not as p|p=0. This
restriction can be removed, if necessary (for example, by working
in ‘polarisation basis’ which then comes with its own subtleties).
We choose φ(p) to belong to one of the two possible helicities:
σ · pˆφ±(p) = ±φ±(p). Following Ref. [2] note that, (a) under a
Lorentz boost, ϑΘφ∗(p) transforms as a right-handed (r) Weyl
spinor, [ϑΘφ∗(p)] = κr[ϑΘφ∗(0)], with
κr = exp
(
+σ
2
·ϕ
)
= (I + β−1σ · p), (3)
where ϑ is an unspecified phase to be determined below, and Θ
is Wigner’s time reversal operator for spin one half, Θ[σ /2]Θ−1 =
−[σ /2]∗; and (b) the helicity of ϑΘφ∗(p) is opposite to that
of φ(p),
σ · pˆ[ϑΘφ∗±(p)]= ∓[ϑΘφ∗±(p)]. (4)
In terms of Θ(= −iσ2), the charge conjugation operator in the
r ⊕  spinorial space reads
S(C) =
(
O iΘ
−iΘ O
)
K , (5)
where K is the complex conjugation operator.
2.2. Elko
Elko abbreviates the German phrase Eigenspinoren des La-
dungskonjugationsoperators. The four-component dual helicity
spinors
χ(p) =
(
ϑΘφ∗(p)
φ(p)
)
, (6)
become eigenspinors of the charge conjugation operator, i.e. Elko,
with eigenvalues ±1 if the phase ϑ is set to ±i
S(C)χ(p)|ϑ=±i = ±χ(p)|ϑ=±i . (7)
We parameterise a unit vector along the momentum of a particle,
pˆ, as (sin θ cosφ, sin θ sinφ, cos θ) and adopt phases so that at rest
φ+(0) =
√
m
(
cos(θ/2)e−iφ/2
sin(θ/2)eiφ/2
)
, (8)
φ−(0) =
√
m
(− sin(θ/2)e−iφ/2
cos(θ/2)eiφ/2
)
. (9)
Eqs. (8)–(9), when coupled with Eq. (6), allow us to explicitly in-
troduce the self-conjugate spinors (ϑ = +i) and anti self-conjugate
spinors (ϑ = −i) at rest
ξ{−,+}(0) := +χ(0)|φ(0)→φ+(0),ϑ=+i, (10)
ξ{+,−}(0) := +χ(0)|φ(0)→φ−(0),ϑ=+i, (11)
ζ{−,+}(0) := +χ(0)|φ(0)→φ−(0),ϑ=−i, (12)
ζ{+,−}(0) := −χ(0)|φ(0)→φ+(0),ϑ=−i. (13)
p/m. By σ = (σ1, σ2, σ3) we denote the Pauli matrices. The symbol I represents
an identity matrix, while O stands for a null matrix. Their dimensionality shall be
apparent from the context.
Table 1
The values of [eı (p)]†ηej (p) evaluated using η. The ı runs from 1 to 4 along the
rows and j does the same across the columns.
0 −im(a + b) −im(a − b) 0
im(a + b) 0 0 −im(a − b)
−im(a − b) 0 0 im(a + b)
0 −im(a − b) −im(a + b) 0
The ξ(p) and ζ(p) for an arbitrary momentum are now readily
obtained3
ξ(p) = κξ(0), ζ(p) = κζ(0), (14)
where κ := κr ⊕κ . The choice of phases and the dual-helicity des-
ignations are different from those adopted in Refs. [1,2]. These
changes were inspired by the considerations presented in Sec-
tion 38 of Ref. [5], and by those given in Section 5.5 of Ref. [4].
These differences are crucial to the results here presented.
2.3. Elko dual
If one now invokes the Dirac dual for the ξ and ζ spinors one
immediately encounters a problem in constructing a Lagrangian
description [3, Appendix P.1]. This was one of the reasons that a
new dual was introduced in the original papers on Elko. That dual
translates to the following definition
¬
e{∓,±}(p) := ∓i
[
e{±,∓}(p)
]†
γ 0. (15)
Its essential uniqueness can be established by looking for a ‘metric’
η such that the product [eı (p)]†ηej (p) — with eı (p) as any one
of the four Elko — remains invariant under an arbitrary Lorentz
transformation. This requirement can be readily shown to translate
into the following constraints on η
[ J i, η] = 0, {Ki, η} = 0. (16)
Since the only property of the generators of rotations and boosts
that enters the derivation of the above constraints is that J† = J
and K† = −K, the result applies to all finite-dimensional repre-
sentations of the Lorentz group. It need not be restricted to Elko
alone. Seen in this light, there is no non-trivial solution for η either
for the r-type or the -type Weyl spinors. For r ⊕  representation
space, the most general solution is found to have the form
η =
⎡
⎢⎣
0 0 a 0
0 0 0 a
b 0 0 0
0 b 0 0
⎤
⎥⎦ . (17)
It is now convenient to introduce the notation e1(p) := ξ{−,+}(p),
e2(p) := ξ{+,−}(p), e3(p) := ζ{−,+}(p), and e4(p) := ζ{+,−}(p). Six-
teen values of [eı (p)]†ηej (p) as ı and j vary from 1 to 4 are
presented in Table 1.
To treat the r and  Weyl spaces on the same footing, we set
b = a. To make the invariant norms real, we give a and b the com-
mon value of ±i; resulting in η = ±iγ 0. Within the stated caveats,
the uniqueness of the Elko dual, defined in Eq. (15), is now appar-
ent.
2.4. Elko orthonormality and completeness relations
Under the new dual, the orthonormality relations read
3 The boost operator commutes with the charge conjugation operator and for that
reason S(C)χ(0) = ±χ(0) implies S(C)χ(p) = ±χ(p).
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¬
ξα(p)ξα′(p) = +2mδαα′ , (18)
¬
ζα(p)ζα′(p) = −2mδαα′ , (19)
along with
¬
ξα(p)ζα′ (p) = 0, and
¬
ζα(p)ξα′ (p) = 0. The dual helicity
index α ranges over the two possibilities: {+,−} and {−,+}, and
−{±,∓} := {∓,±}. The completeness relation
1
2m
∑
α
[
ξα(p)
¬
ξα(p) − ζα(p)
¬
ζα(p)
]= I (20)
establishes that we need to use both the self-conjugate as well as
the anti self-conjugate spinors to fully capture the relevant degrees
of freedom.
2.5. Elko spin sums and a preferred axis
The existence of a preferred axis, which we will later identify
as the axis of locality in the dark sector, is hidden in the spin sums
that appear in Eq. (20). It becomes manifest in the results:
∑
α
ξα(p)
¬
ξα(p) =m
[G(p) + I], (21)
∑
α
ζα(p)
¬
ζα(p) =m
[G(p) − I], (22)
which together define G(p). A direct evaluation of the left-hand side
of the above equations gives
G(p) = i
⎛
⎜⎜⎝
0 0 0 −e−iφ
0 0 eiφ 0
0 −e−iφ 0 0
eiφ 0 0 0
⎞
⎟⎟⎠ . (23)
It is to be immediately noted that G(p) is an odd function of p
G(p) = −G(−p). (24)
But since G(p) is independent of p and θ , it is more instructive to
translate the above expression into
G(φ) = −G(π + φ). (25)
This serves to define a preferred axis, ze (see also Section 2.6 be-
low).4 Another hint for a preferred axis arises when one notes
that the Elko spinorial structure does not enjoy covariance under
usual local U (1) transformation with phase exp(iα(x)). However,
UE (1) = exp(iγ 0α(x)) — and not UM(1) = exp(iγ 5α(x)) as one
would have thought [29, p. 72] — preserves various aspects of the
Elko structure. Similar comments apply to the non-Abelian gauge
transformations of the SM.
2.6. Elko and Dirac spinors: a comparison
For a comparison with the Dirac counterpart, one may define
gμ := (0,g) with
g := −[1/ sin(θ)]∂pˆ/∂φ = (sinφ,− cosφ,0). (26)
Note may be taken that gμ is a unit spacelike four-vector,
gμgμ = −1. Furthermore, gμpμ = 0. In terms of gμ , G(p) may
be written as
G(p) = γ 5(γ1 sinφ − γ2 cosφ) = γ 5γμgμ. (27)
4 The accompanying xe and ye axis help to define a preferred frame.
This gives Eqs. (21) and (22), the form
∑
α
ξα(p)
¬
ξα(p) =m
[
γ 5γμg
μ + I], (28)
∑
α
ζα(p)
¬
ζα(p) =m
[
γ 5γμg
μ − I]. (29)
The appearance of gμ on the right-hand side introduces a pre-
ferred axis.
The reader is reminded that so far no wave equation has been
invoked. The charge conjugation and parity operators can be for-
mally defined without reference to a wave equation. This can be
seen from the fact that under parity κr ↔ κ , and thus the par-
ity operator in the r ⊕  representation space equals γ 0 (mod-
ulo a multiplicative phase factor). Dirac spinors then emerge as
eigenspinors of the parity operator. From this perspective, when
applied to eigenspinors of the parity operator, charge conjugation
interchanges opposite parity eigenspinors (and it takes the form
given in Eq. (5)). Once this view is accepted, one can start with
an appropriate counterpart of the Elko at rest and following the
same procedure as for Elko obtain the standard Dirac spinors, u(p)
and v(p). The counterpart of the Elko spin sums then read∑
α
uσ (p)uσ (p) =m
[
m−1γμpμ + I
]
, (30)
∑
σ
vσ (p)vα(p) =m
[
m−1γμpμ − I
]
. (31)
The momentum-space Dirac equations now appear as identities
derived from multiplying Eq. (30) from the right by uσ ′ (p), Eq. (31)
by vσ ′ (p), and using uσ (p)uσ ′ (p) = 2mδσσ ′ and vσ (p)vσ ′ (p) =
−2mδσσ ′ . That these ‘identities’ are taken to lead to a wave equa-
tion, and eventually to derive the Lagrangian density, may have led
to internal inconsistency unless the associated Green function was
found to be proportional to 〈 |T [Ψ (x′)Ψ (x)]| 〉, in the usual nota-
tion with Ψ (x) as the Dirac quantum field. For the Dirac case this
is precisely what happens and no internal inconsistency is intro-
duced by following such a ‘quick and dirty’ route to arrive at the
Lagrangian density.
To appreciate these remarks, a similar exercise may be un-
dertaken for Elko. One finds that the resulting identities have no
dynamical content.
2.7. Elko satisfy Klein–Gordon, not Dirac, equation
The next step in our discourse requires the observation that
Elko do not satisfy the Dirac equation. To see this we apply the
operator γ μpμ on Elko and find the following identities
γ μpμξ{−,+}(p) = imξ{+,−}(p), (32)
γ μpμξ{+,−}(p) = −imξ{−,+}(p), (33)
γ μpμζ{−,+}(p) = −imζ{+,−}(p), (34)
γ μpμζ{+,−}(p) = imζ{−,+}(p). (35)
Operating Eq. (32) from the left by γ ν pν , and then using (33) on
the resulting right-hand side, and repeating the same procedure
for the remaining equations we get
(
γ νγ μpν pμ −m2
)
ξ{∓,±}(p) = 0, (36)(
γ νγ μpν pμ −m2
)
ζ{∓,±}(p) = 0. (37)
Now using {γ μ,γ ν} = 2ημν , yields the Klein–Gordon equation
(in momentum space) for the ξ(p) and ζ(p) spinors. Aitchison
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and Hey’s concern [3, Appendix P] is thus overcome. The prob-
lem, as is now apparent, resides in the approach of constructing
“simplest candidates for a kinematic spinor term” [30, p. 34]. The
latter approach yields the “correct” results if Majorana spinors are
treated as G-numbers, and the “wrong” result if they are treated as
c-numbers. The systematic approach outlined here works in both
contexts.
2.8. Two quantum fields with Elko as their expansion coefficients
We now examine the physical and mathematical content of two
quantum fields with ξα(p) and ζα(p) as their expansion coeffi-
cients
Λ(x)
def=
∫
d3p
(2π)3
1√
2mE(p)
∑
α
[
aα(p)ξα(p)e
−ipμxμ
+ b‡α(p)ζα(p)e+ipμxμ
]
(38)
and
λ(x)
def= Λ(x)|b‡(p)→a‡(p). (39)
We assume that the annihilation and creation operators satisfy the
fermionic anticommutation relations{
aα(p),a
‡
α′
(
p′
)}= (2π)3δ3(p− p′)δαα′ , (40){
aα(p),aα′
(
p′
)}= 0, {a‡α(p),a‡α′(p′)}= 0. (41)
Similar anticommutators are assumed for the bα(p) and b
‡
α(p). The
adjoint field
¬
Λ(x) is defined as
¬
Λ(x)
def=
∫
d3p
(2π)3
1√
2mE(p)
∑
α
[
a‡α(p)
¬
ξα(p)e
+ipμxμ
+ bα(p)
¬
ζα(p)e
−ipμxμ]. (42)
The results contained in Eqs. (32)–(35) assure us that it is the
Klein–Gordon, and not the Dirac, operator that annihilates the
fields Λ(x) and λ(x). The associated Lagrangian densities are
LΛ(x) = ∂μ ¬Λ(x)∂μΛ(x) −m2
¬
Λ(x)Λ(x), (43)
Lλ(x) = LΛ(x)|Λ→λ. (44)
The mass dimensionality of these Elko fields is thus one, and not
three half. Green functions and the consistency of these result with
〈 |T [Λ(x′)¬Λ(x)]| 〉 and 〈 |T [λ(x′)¬λ(x)]| 〉 shall be reported in an
archival publication.
To study the locality structure of the fields Λ(x) and λ(x), we
observe that field momenta are
Π(x) = ∂L
Λ
∂Λ˙
= ∂
∂t
¬
Λ(x), (45)
and similarly π(x) = ∂
∂t
¬
λ(x). The calculational details for the two
fields now differ significantly. We begin with the evaluation of the
equal time anticommutator for Λ(x) and its conjugate momentum{
Λ(x, t),Π
(
x′, t
)}
= i
∫
d3p
(2π)3
1
2m
eip·(x−x′)
×
∑
α
[
ξα(p)
¬
ξα(p) − ζα(−p)
¬
ζα(−p)
]
︸ ︷︷ ︸
=2m[I+G(p)]
.
The term containing G(p) vanishes only when x− x′ lies along the
ze axis (see Eq. (24), and discussion of this integral in Refs. [1,2])
x− x′ along ze:
{
Λ(x, t),Π
(
x′, t
)}= iδ3(x− x′)I. (46)
The anticommutators for the particle/antiparticle annihilation and
creation operators suffice to yield the remaining locality condi-
tions,
{
Λ(x, t),Λ
(
x′, t
)}= O, {Π(x, t),Π(x′, t)}= O. (47)
The set of anticommutators contained in Eqs. (46) and (47) estab-
lish that Λ(x) becomes local along the ze axis. For this reason we
call ze as the dark axis of locality.
For the equal time anticommutator of the λ(x) field with its
conjugate momentum, we find
{
λ(x, t),π
(
x′, t
)}
= i
∫
d3p
(2π)3
1
2m
×
∑
α
[
eip·(x−x′)
(
ξα(p)
¬
ξα(p) − ζα(−p)
¬
ζα(−p)
)]
.
Which, using similar arguments as before, yields
x− x′ along ze:
{
λ(x, t),π
(
x′, t
)}= iδ3(x− x′)I. (48)
The difference arises in the evaluation of the remaining anticom-
mutators. The equal time λ–λ anticommutator reduces to
{
λ(x, t), λ
(
x′, t
)}
=
∫
d3p
(2π)3
1
2mE(p)
eip·(x−x′)
×
∑
α
[
ξα(p)ζ
T
α (p) + ζα(−p)ξ Tα (−p)
]
︸ ︷︷ ︸
=:Ω(p)
. (49)
Now using explicit expressions for ξα(p) and ζα(p) we find that
Ω(p) identically vanishes. Eq. (49) then implies
{
λ(x, t), λ
(
x′, t
)}= O. (50)
And, finally the equal time π–π anticommutator simplifies to
{
π(x, t),π
(
x′, t
)}
=
∫
d3p
(2π)3
E(p)
2m
e−ip·(x−x′)
×
∑
α
[(¬
ξα(p)
)T ¬
ζα(p) +
(¬
ζα(−p)
)T ¬
ξα(−p)
]
︸ ︷︷ ︸
=O, by a direct evaluation
,
yielding
{
π(x, t),π
(
x′, t
)}= O. (51)
Again, λ(x) becomes local along ze . This further justifies the term
‘dark axis of locality’ for the ze axis.
The dimension four interactions of the Λ(x) and λ(x) with the
standard model fields are restricted to those with the SM Higgs
doublet φ(x). These are
Lint(x) = φ†(x)φ(x)
∑
ψ,Ψ
aψΨ
¬
ψ(x)Ψ (x), (52)
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where aψΨ are unknown coupling constants and symbols ψ and
Ψ stand for either Λ or λ. By virtue of their mass dimensionality
the new Elko fields are endowed with dimension four quartic self
interactions contained in
Lself =
∑
ψ,Ψ
bψΨ
[ ¬
ψ(x)Ψ (x)
]2
, (53)
where bψΨ are unknown coupling constants.
Remarks following Eq. (25) suggest that the Elko fields need not
be self referentially dark. However, the same remarks imply that
quantum fields based on Elko may not participate in interactions
with the standard model gauge fields. This also allows the Elko-
based dark matter to evade the constraints on preferred-frame
effects discussed in literature (see, e.g., Ref. [31]).
3. Concluding remarks
This Letter is a natural and non-trivial continuation of the 2005
work of Ahluwalia and Grumiller on Elko. Here we reported that
Elko breaks Lorentz symmetry in a rather subtle and unexpected
way by containing a ‘hidden’ preferred direction. Along this pre-
ferred direction, a quantum field based on Elko enjoys locality. In
the form reported here, Elko offers mass dimension one fermionic
dark matter with a quartic self-interaction and a preferred axis of
locality. The locality result crucially depends on a judicious choice
of phases.
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I. INTRODUCTION
The particle nature of dark matter is still unsettled. What
we do know is that it is expected to be endowed with a self-
interaction [1–4]. The indicated self-interaction would
ordinarily suggest that dark matter must be some sort
of scalar field. However, as shown in [5,6], the Elko (for
Eigenspinoren des Ladungskonjugationsoperators, the
reason for this definition will become clear in Sec. I B)
quantum field is endowed with mass-dimension one,
a property that allows for unsuppressed Elko self-
interaction. Further consequences of the mass dimension-
ality of Elko are that its possible interactions with the
mass-dimension 3=2 Dirac and Majorana fields are
suppressed by one order of unification scale and that it
cannot enter the standard model (SM) doublets. This,
along with the fact that Elko does not carry the standard
U(1) gauge invariance, renders Elko a natural dark matter
candidate [5,6].
Here we report that Elko breaks Lorentz symmetry in
a rather subtle and unexpected way by containing a
‘‘hidden’’ preferred direction. All inertial frames that move
with a constant velocity along this direction are physically
equivalent. Along this direction, a quantum field based on
Elko enjoys locality.
Our discourse begins with a review of the SM matter
fields in Sec. I A. In Sec. I B we recapitulate the known
problems with the interpretation of Majorana spinors as
commuting numbers, and argue that these problems evapo-
rate under a more careful examination [5,6]. The pace is
deliberately slow. The discussion is designed to provide the
right setting for the taken departure. Sections II and III
form the core of this communication. The discussion on
the Elko dual presented in Sec. II B is a significant addition
to the previous work on Elko [5,6]. The dramatically
changed locality structure arises from certain phases
and identification introduced in the Elko spinors at rest
[see Eqs. (16a)–(16d)]. Section II C reminds the reader that
Elko satisfies the Klein-Gordon, but not the Dirac, equa-
tion. The Elko spin sums are given in Sec. II D. These spin
sums are needed for examining the locality structure of the
Elko quantum fields and had to be reevaluated due to the
mentioned changes in the Elko rest spinors [7]. These carry
the seeds of the mentioned preferred direction. Section III
formally introduces the Elko quantum fields. Section III A
makes an argument to identify Elko with self-interacting
dark matter that is endowed with an axis of locality. In the
form reported here, Elko offers a mass-dimension one
fermionic dark matter with self-interaction and a preferred
axis of locality. The locality result crucially depends on a
judicious choice of phases. The paper ends with summa-
rizing remarks and questions in Sec. IV. Appendix A
provides supplementary information.
A. The matter field underlying the SM
The matter field underlying the SM is a four-component
spinor field [8] with historical origin in Dirac’s celebrated
1928 paper [9]
ðxÞ ¼X

Z d3p
ð2Þ3
1ffiffiffiffiffiffiffiffiffiffiffiffi
2EðpÞp
 ½ uðx;p; Þ|fflfflfflfflffl{zfflfflfflfflffl}
¼uðp;Þeipx
aðp; Þ þ vðx;p; Þ|fflfflfflfflffl{zfflfflfflfflffl}
¼vðp;Þeþipx
byðp; Þ;
(1)
where  takes the values 1=2. The zero-momentum
coefficient functions may be symbolically written as
uð0; 1=2Þ ¼ ""
 
; uð0;1=2Þ ¼ ##
 
; (2)
vð0; 1=2Þ ¼ # #
 
; vð0;1=2Þ ¼  ""
 
; (3)
where
" ffiffiffiffimp 1
0
 
; # ffiffiffiffimp 0
1
 
(4)
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in the ‘‘polarization basis.’’ In the helicity basis, these are
eigenspinors of the helicity operator with a specific choice
of phases. These phases are determined, e.g., by the local-
ity condition [10].
Without any reference to the Dirac equation (see Ref. [8]
for a detailed argument), the coefficient functions are
determined from the condition that, under the homo-
geneous Lorentz transformations, the field components
superimpose with other field components via spacetime-
independent elements (of 4 4 matrices). These matrices
must furnish a finite dimensional representation of the
homogeneous Lorentz group.
The coefficient functions for arbitrary momentum are
obtained by the action of the boost
uðp; Þ ¼ uð0; Þ; (5)
where   r  ‘. The explicit expressions for r and ‘
are given below.
The only nontrivial freedom that ðxÞ still carries
is the specialization to the case where byðp; Þ is identified
with ayðp; Þ. Otherwise, the Poincare´ spacetime symme-
tries along with the symmetries of charge-conjugation,
parity and time-reversal, and the demand of locality
uniquely determine the field ðxÞ. Seen in this light,
the field coefficients uðp; Þ and vðp; Þ are eigenspinors
of the p operator with eigenvalues þm and m,
respectively.
The annihilation of the field ðxÞ by the Dirac operator
ði@ mIÞ follows as a result of this structure. The
Dirac equation is not assumed. Rather, it emerges as a
direct consequence of the merger of quantum mechanics
and Poincare´ spacetime symmetries for spin 1=2. The
apparent simplicity of the Dirac field can be somewhat
misleading to the uninitiated. For instance, a change in sign
in the right-hand side of the expression for vð0;1=2Þ in
Eq. (3) yields a quantum field that is nonlocal when
byðp; Þ is identified with ayðp; Þ. Even though the men-
tioned change in phase does not destroy the locality in the
original field, it does violate spacetime symmetries in a
hidden way. A systematic study of such subtle loss of
symmetries and locality remains largely unexplored.
For historical reasons, the field ðxÞ is known as the
Dirac field, while the identification of byðp; Þ with
ayðp; Þ yields what has come to be known as the
Majorana field [9,11]. The coefficient functions uðp; Þ
and vðp; Þ are the usual Dirac spinors. They can be
interpreted as being a direct sum of the right-handed and
left-handed Weyl spinors with specific helicities and
phases.
B. Majorana spinors: A critique
History clearly demarcates the introduction of the
Majorana field. It was introduced in 1937 by Ettore
Majorana [11]. As regards Majorana spinors, we (i.e., the
authors) do not know of their historical birth.
While in the operator formalism of quantum field theory
Dirac spinors are treated as commuting numbers, it is
curious that Majorana spinors are treated as Grassmann
variables. This is deemed necessary, due to what are con-
sidered otherwise unavoidable problems. (Consider for
instance Aitchison and Hey’s attempt to construct a
Hamiltonian density [12].) What further adds to the prob-
lem is that, taken by itself, a Majorana spinor is nothing but
a Weyl spinor in the four-component form. As shown by
Ahluwalia and Grumiller [5,6], both of these problems can
be circumvented. A hint toward a solution for the first
problem may be found by noting that, unlike Dirac spinors,
the Majorana spinors are not eigenspinors of the Dirac
operator. Instead, they are eigenspinors of the square of
the Dirac operator. This suggests that the problem lies
not with the Majorana spinors but instead with the
Lagrangian density assumed by Aitchison and Hey [12].
The latter of the two mentioned problems also has a similar
solution. The usual set of Majorana spinors consists of two
spinors, both of which have eigenvalue one under the
operation of the charge conjugation operator. This is the
self-conjugate set. However, as pointed out in Refs. [5,6],
there also exists the anti self-conjugate set. Once these
are added, the complete set of four spinors—the Elko
(for Eigenspinoren des Ladungskonjugations opera-
tors)—span the four-dimensional representation space of
spin 1=2 and come to par with the Dirac spinors.
Let us briefly review the canonical wisdom. In doing so
we shall explicitly show the cost at which the above
changes are implemented. Whether or not this ought to
be a cost we should be willing to pay is ultimately a matter
for experiment to decide. At the very least, we shall know
what it is that we would reject if we were to choose to
confine ourselves to the canonical wisdom.
According to the received wisdom, the Majorana spinors
airse as follows. If ‘ is a massive Weyl spinor of left-
handed nature, then 2

‘ transforms as a right-handed
Weyl spinor. For this reason ([13], p. 20), we can con-
struct a special type of four-component spinor called a
Majorana spinor:
cM ¼ 2

‘
‘
 
: (6)
It is self-conjugate under charge conjugation. For ‘ there
are two choices: a positive helicity and a negative helicity.
As such, we have two rather than four four-component
spinors. Thus the folklore: the Majorana spinor is a Weyl
spinor in four-component form [13]. It is self-evident and
remains unquestioned in our discourse.
An immediate sign of trouble appears if one naı¨vely
introduces a Lagrangian density LM ¼ cMði@ 
mÞcM. The usual route at this stage is to treat the
components of the Weyl spinors as Grassmann numbers;
otherwise, one encounters the often-quoted problems ([12],
App. P). The Ahluwalia-Grumiller work [5,6] strongly
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indicates that this approach may be hiding certain funda-
mental properties of Majorana spinors. Or, to put it more
precisely, having taken the Grassmann route, we may have
overlooked a rich and fertile ground where Majorana spin-
ors are treated as commuting number spinors. To unearth
these aspects, we shall treat the massive Weyl spinors
as two-component eigenspinors of the helicity operator
([14], p. 111). The fermionic statistics are implemented
through the canonical field operator formalism [8,15] and
not by treating them as Grassmann fields [16]. The Elko
formalism was born in this spirit and attended to a wide-
spread, but rarely spoken, discontent with abandoning
Majorana spinors as commuting numbers.
A straightforward calculation now shows that, (i) under
the Dirac dual, the norm cMcM identically vanishes
(so, no Dirac mass term); and (ii) in the momentum
space, cM is not an eigenspinor of the p
 operator
p
cM  mcM (and so Majorana spinors do not
satisfy the Dirac equation ([12], App. P). This already
suggests that constructing a mass dimension 3=2 fermionic
field in terms of Majorana spinors may not be possible
[18]. The lesson to be learned is this: It is not sufficient that
one consider the ‘‘simplest candidates for a kinematic
spinor term’’ in the construction of a field equation, as
found in almost [19] every text book on quantum field
theory [21]. Rather, one must ensure that the associated
Green’s function be proportional to the vacuum expecta-
tion value of the time-ordered product of certain field
operators. This lesson, we think, has a much larger signifi-
cance in that Lagrangian densities must be derived and
not assumed. Neglecting this may induce all manner of
pathologies. How this task is to be accomplished—at least
for spin 1=2—is one of the wider contributions of this
communication.
The assertion about reduction in the degrees of freedom
for Majorana spinors also faces trouble if one notes that
the relevant charge conjugation operator has not one, but
two, real eigenvalues: þ1 (giving the usual self-conjugate
Majorana spinors) and 1. There is no physical or mathe-
matical reason to abandon, or ‘‘project out,’’ the latter. The
sense in which the folklore still survives is that, by an
appropriate similarity transformation, half of these (i.e.,
those corresponding to the positive eigenvalue) can be
mapped to real four-component spinors, while those cor-
responding to the negative eigenvalue can be transformed
into purely imaginary four-component spinors.
II. ELKO: DEPARTURE FROM GRASSMANN
INTERPRETATION OF MAJORANA SPINORS
The interpretation of the Majorana spinors in terms of
Grassmann variables is elegant. It is mathematically sound
and has found widespread applications in modern quantum
field theory. Yet it breaks with the tradition of field operator
formalism which would have required these spinors to be
commuting number coefficient functions in a field. In their
work [5,6], Ahluwalia and Grumiller formulated a
treatment of Majorana spinors in the operator formalism.
Towards this end, they included two additional spinors to
the canonical Majorana spinors, thus forming a com-
plete set of dual helicity eigenspinors of the charge
conjugation operator for spin 1=2. In order to avoid con-
fusion with the incomplete set, the Majorana spinors,
they introduced the name Elko, which, as already men-
tioned, was taken from the German Eigenspinoren des
Ladungskonjugationsoperators.
The quantum field expanded with Elko spinors is not a
quantum field in the sense of Weinberg [8]. Specifically,
the uniqueness of the Dirac field, modulo its specialization
to the Majorana field, implies that the program we embark
upon necessarily violates Lorentz symmetry. This feature,
which had remained hidden in our previous discourse, we
now unearth. In our opinion, this has the potential to open
up an entirely new perspective on dark matter—the deci-
sion being in the hands of experiments. To a pure theore-
tician, the interest might be in its mathematical structure.
In this communication we confine our primary attention
to spin 1=2, but we construct Elko in such a way that the
procedure immediately generalizes to all spins. This is
facilitated by the use of Wigner’s time-reversal operator
 ¼ i2, rather than the Pauli matrix 2 that appears in
Ramond’s primer in the context of Majorana spinors. We
shall use the phrase Elko for spinors as well as for the
quantum fields constructed from them. The context shall be
assumed to remove any ambiguity.
A. Construction of Elko
To construct Elko it is first necessary to introduce the
charge conjugation operator. This we do as follows. Under
parity, P, x! x; hence, the rapidity parameter ’ ¼ ’p^
changes sign. Thus, to implement this transformation on
the boost operator, we require a matrix of the form
SðPÞ ¼ exp½i# O I
I O
 
|fflfflfflfflffl{zfflfflfflfflffl}
0
R; # 2 R; (7)
with p  pðsinðÞ cosðÞ; sinðÞ sinðÞ; cosðÞÞ, and
R ¼ f!  ;! þ;p! pg. If care is taken
that the eigenvalues of the helicity operator change sign
under P, the arguments given in Ref. [6] fix the phase
exp½i# to be i. The operator SðPÞ now has four doubly
degenerate eigenspinors, carrying opposite eigenvalues of
SðPÞ—call these u and v sectors. The operator
C ¼ O ii O
 
K; (8)
where K is the complex conjugation operator, formally
interchanges the opposite parity sectors: u$C v. It is appar-
ent that C is the standard charge conjugation operator of
Dirac. In the context of Eq. (8), Wigner’s time-reversal
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operator  is defined as J1 ¼ J, where J are a set
of rotation generators for the representation space under
consideration. For spin 1=2, ½=21 ¼ ½=2. We
use the realization
 ¼ 0 1
1 0
 
:
To construct Elko, let ‘ðpÞ be a left-handed Weyl
spinor of spin 1=2. Under a Lorentz boost, it transforms
as ‘ðpÞ ¼ ‘‘ðÞ, with
‘ ¼ exp


2
’

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Eþm
2m
s 
I   p
Eþm

: (9)
The  is defined as pjp!0, and not as pjp¼0. In the usual
notation, the boost parameter ’ is defined as
cosh’¼ E
m
¼¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12p ; sinh’¼
p
m
¼; ’^¼ p^:
(10)
By  ¼ ð1; 2; 3Þ we denote the Pauli matrices. The
symbol I represents an identity matrix, while in what
followsO shall be used for a null matrix (their dimension-
ality shall be apparent from the context). For ‘ðpÞ, we
have two possibilities:
  p^‘ ðpÞ ¼ ‘ ðpÞ:
Following Ref. [6] we now note that, under a Lorentz
boost, #‘ðpÞ transforms as a right-handed Weyl spinor,½#‘ðpÞ ¼ r½#‘ðÞ, with
r ¼ exp

þ
2
 ’

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Eþm
2m
s 
Iþ   p
Eþm

; (11)
where # is an unspecified phase to be determined below.
The helicity of #‘ðpÞ is opposite to that of ‘ðpÞ,
  p^½#ð‘ ðpÞÞ ¼ 	½#ð‘ ðpÞÞ: (12)
The argument that led to two Majorana spinors, now
instead takes us to their cousins, the four four-component
spinors with the general form
	ðpÞ ¼ #

‘ðpÞ
‘ðpÞ
 
: (13)
The 	ðpÞ become eigenspinors of the charge conjugation
operator, Elko, with real eigenvalues if the phase # is
restricted to i:
C	ðpÞj#¼i ¼ 	ðpÞj#¼i: (14)
One can motivate the well-known Dirac spinors in a
parallel manner; as eigenspinors of the parity operator
SðPÞ. In that case, the right- and left-transforming com-
ponents are necessarily endowed with the same helicity.
For Elko, the right- and left-transforming components
carry opposite helicity. So, whereas Dirac spinors may
exist as eigenspinors of the helicity operator, the Elko
cannot. This eventually is reflected in many of the results
that we arrive at.
To give Elko a concrete form, we adopt the global phases
so that, ‘‘at rest,’’ the left-handed Weyl spinors take the
form [22]
þ‘ ðÞ ¼
ffiffiffiffi
m
p cosð=2Þei=2
sinð=2Þei=2
 !
; (15a)
‘ ðÞ ¼
ffiffiffiffi
m
p  sinð=2Þei=2
cosð=2Þei=2
 !
: (15b)
Eqs. (15a) and (15b), along with Eq. (13) and the demand
of locality allow us to explicitly write the self-conjugate
spinors (# ¼ þi) and anti–self-conjugate spinors
(# ¼ i) at rest:

f;þgðÞ  þ	ðÞj‘ðÞ!þ‘ ðÞ;#¼þi (16a)

fþ;gðÞ  þ	ðÞj‘ðÞ!‘ ðÞ;#¼þi (16b)
f;þgðÞ  þ	ðÞj‘ðÞ!‘ ðÞ;#¼i (16c)
fþ;gðÞ  	ðÞj‘ðÞ!þ‘ ðÞ;#¼i: (16d)
For comparison with Eqs. (2)–(4), the above in polarization
basis may be written as

f;þgðÞ ¼ i +*
 
; 
fþ;gðÞ ¼ i *+
 
; (17)
f;þgðÞ ¼ i *+
 
; fþ;gðÞ ¼  i +*
 
: (18)
The * and + differ from " and # of Eq. (4) by the phases,
ei=2, which even in the polarization basis prove to be
essential if locality is to be preserved. In the context of
Weinberg’s work on the uniqueness of the Dirac field
(modulo the special case of the Majorana field in the sense
of Majorana’s original 1937 paper [11]), a comparison with
Eqs. (2) and (3) already tells us that a quantum field that
fully respects Lorentz symmetries cannot be built in terms
of 
 and  Elko spinors. The task then is to unearth this
violation, and see how strong, or how weak, the said
violation is.
The 
ðpÞ and ðpÞ for an arbitrary momentum are now
readily obtained:

ðpÞ ¼ 
ðÞ; ðpÞ ¼ ðÞ;   r  ‘:
(19)
B. A systematic construction of Elko dual,
orthonormality, and completeness
The norm of Elko under the Dirac dual 	ðpÞ 
½	ðpÞy0 identically vanishes. However, it is more
appropriate to seek a ‘‘metric’’  such that the product
½	iðpÞy	jðpÞ—with 	iðpÞ as any one of the four Elko
spinors—remains invariant under an arbitrary Lorentz
transformation. This requirement can be readily shown to
translate into the following constraints on :
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½Ji;  ¼ 0; fKi; g ¼ 0: (20)
Since the only property of the generators of rotations and
boosts that enters the derivation of the above constraints is
that Jy ¼ J and Ky ¼ K, the result applies to all finite
dimensional representations of the Lorentz group. It need
not be restricted to Elko alone. Seen in this light, there is no
nontrivial solution for  for either the right-handed or the
left-handed Weyl spinors. For r  ‘ representation space,
the most general solution is found to carry the form
 ¼
0 0 a 0
0 0 0 a
b 0 0 0
0 b 0 0
2
6664
3
7775: (21)
It is now convenient to introduce the notation 	1ðpÞ 

f;þgðpÞ, 	2ðpÞ  
fþ;gðpÞ, 	3ðpÞ  f;þgðpÞ, and
	4ðpÞ  fþ;gðpÞ. Then 16 values of ½	iðpÞy	jðpÞ as i
and j vary from 1 to 4 are given in Table I.
To allow for the possibility of parity covariance, we set
b ¼ a. (This treats r and ‘ Weyl spaces on the same foot-
ing.) To make the invariant norms real, we give a and b the
common value of i, resulting in  ¼ i0. In what
follows, the choice of the signs shall be dictated by the
convenience of bookkeeping.
Guided by these results, we now introduce the Elko dual
	
:
f	;gðpÞ  	i½	f;	gðpÞy0: (22)
Under the new dual, the orthonormality relations read


:
ðpÞ
0 ðpÞ ¼ þ2m0 ; (23a)

:
ðpÞ0 ðpÞ ¼ 2m0 ; (23b)
along with 

:
ðpÞ0 ðpÞ ¼ 0 and 
:
ðpÞ
0 ðpÞ ¼ 0. The
dual helicity index  ranges over the two possibilities:
fþ;g and f;þg, andf;	g  f	;g. The complete-
ness relation
1
2m
X

½
ðpÞ

:
ðpÞ  ðpÞ
:
ðpÞ ¼ I (24)
establishes that we need to use both the self-conjugate as
well as the anti–self-conjugate spinors to fully capture the
relevant degrees of freedom.
C. Elko satisfies the Klein-Gordon, not Dirac, equation
Because we are going to encounter several unexpected
results, we pause to examine the behavior of 
ðpÞ and ðpÞ
spinors under the action of the operator p. This brute
force exercise serves the pedagogic purpose of countering
some prejudices some readers may inevitably carry from
their prior studies. Additionally, in the context of Aitchison
and Hey’s concern that one encounters a problem in con-
structing a Lagrangian density for Majorana spinors if they
are not treated as Grassmann variables ([12], App. P), we
provide the origin of that concern and offer a solution.
We already have explicit expressions for 
ðpÞ and ðpÞ
spinors. On these we act p and find the following
identities:
p
f;þgðpÞ ¼ þim
fþ;gðpÞ
, p	1ðpÞ ¼ þim	2ðpÞ (25a)
p
fþ;gðpÞ ¼ im
f;þgðpÞ
, p	2ðpÞ ¼ im	1ðpÞ (25b)
pf;þgðpÞ ¼ imfþ;gðpÞ
, p	3ðpÞ ¼ im	4ðpÞ (25c)
pfþ;gðpÞ ¼ þimf;þgðpÞ
, p	4ðpÞ ¼ þim	3ðpÞ: (25d)
Applying p to Eq. (25a) from the left and then using
(25b) on the resulting right-hand side, and repeating the
same procedure for the remaining equations, we get
ðpp m2Þ
f	;gðpÞ ¼ 0;
ðpp m2Þf	;gðpÞ ¼ 0:
(26)
Now using f; g ¼ 2 yields the Klein-Gordon
equation (in momentum space) for the 
ðpÞ and ðpÞ
spinors. Aitchison and Hey’s concern is thus overcome.
The problem resides in the approach of constructing the
‘‘simplest candidates for a kinematic spinor term.’’
D. Elko spin sums: A preferred axis
We now look at the spin sums in Eq. (24) separately.
These evaluate to
X


ðpÞ

:
ðpÞ ¼ m½GðpÞ þ I; (27a)
X

ðpÞ
:
ðpÞ ¼ m½GðpÞ  I; (27b)
which together define GðpÞ. A direct evaluation of the left-
hand side of the above equations gives
G ðpÞ ¼ i
0 0 0 ei
0 0 ei 0
0 ei 0 0
ei 0 0 0
0
BBB@
1
CCCA: (28)
TABLE I. The values of ½	iðpÞy	jðpÞ evaluated using .
The i runs from 1 to 4 along the rows and j does the same across
the columns.
0 imðaþ bÞ imða bÞ 0
imðaþ bÞ 0 0 imða bÞ
imða bÞ 0 0 imðaþ bÞ
0 imða bÞ imðaþ bÞ 0
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For later reference, we note that GðpÞ is an odd function
of p:
G ðpÞ ¼ GðpÞ: (29)
But since GðpÞ is independent of p and , it is more
instructive to translate the above expression into
G ðÞ ¼ GðþÞ: (30)
This serves to define a preferred axis, ze [23]. Another
hint for a preferred axis arises when one notes that the
spinor structure of Elko does not enjoy covariance
under usual local Uð1Þ transformation with phase
expðiðxÞÞ. However, UEð1Þ ¼ expði0ðxÞÞ—and not
UMð1Þ ¼ expði5ðxÞÞ as one would have thought ([24],
p. 72)—preserves various aspects of the Elko structure.
Similar comments apply to the non-Abelian gauge trans-
formations of the SM.
For a comparison with the Dirac counterpart (see App. A
1), we define g  ð0;gÞ with g ¼ ½1= sinðÞ@p^=@ ¼
ðsin; cos; 0Þ. Note may be taken that g is a
unit spacelike four-vector, gg
 ¼ 1. Furthermore,
gp
 ¼ 0. In terms of g, GðpÞ may be written as
G ðpÞ ¼ 5ð1 sin 2 cosÞ ¼ 5g: (31)
This gives Eqs. (27a) and (27b) the form
X


ðpÞ

:
ðpÞ ¼ m½5g þ I; (32a)
X

ðpÞ
:
ðpÞ ¼ m½5g  I: (32b)
The , in the Weyl realization, are taken to be
0  O I
I O
 
; i  O 
i
i O
 
;
5  i0123 ¼ I O
O I
 
:
(33)
III. ELKO FERMIONIC FIELDS
OF MASS-DIMENSION ONE:
LAGRANGIAN DENSITIES
Confining to the preferred frame, we now examine
the physical and mathematical content of two quantum
fields [25]:
ðxÞ 
Z d3p
ð2Þ3
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mEðpÞp
X

½aðpÞ
ðpÞeipx
þ bzðpÞðpÞeþipx (34)
and
ðxÞ  ðxÞjbzðpÞ!azðpÞ: (35)
We assume that the annihilation and creation operators
satisfy the fermionic anticommutation relations [26]
faðpÞ; az0 ðp0Þg ¼ ð2Þ33ðp p0Þ0 ; (36a)
faðpÞ; a0 ðp0Þg ¼ 0; fazðpÞ; az0 ðp0Þg ¼ 0: (36b)
Similar anticommutators are assumed for the bðpÞ and
bzðpÞ. The adjoint field 
:
ðxÞ is defined as

:
ðxÞ 
Z d3p
ð2Þ3
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mEðpÞp
X

½azðpÞ

:
ðpÞeþipx
þ bðpÞ
:
ðpÞeipx: (37)
The results contained in Eqs. (25a)–(25d) assure us that it
is the Klein-Gordon, and not the Dirac, operator that
annihilates the fields ðxÞ and ðxÞ. The associated
Lagrangian densities are
L ðxÞ ¼ @
:
ðxÞ@ðxÞ m2
:
ðxÞðxÞ;
LðxÞ ¼ LðxÞj!:
(38)
The mass dimensionality of these Elko fields is thus one,
and not 3=2.
The mass dimensionality of a field can also be deci-
phered from constructing the Feynman-Dyson propagator.
This matter is discussed in App. A 2.
A. Identification of Elko with dark matter
These results open up an entirely new and unexpected
possibility for the dark matter sector. The primary obser-
vations that suggest this are four-fold:
(1) Because of the mismatch in mass dimensionality of
D ¼ 1 and D ¼ 1 with the SM’s matter fields
D ¼ 3=2, the new fermionic fields cannot enter
the SM doublets.
(2) The Lagrangian densities associated with Elko
fields do not carry the gauge symmetries of the
SM. [See our remarks above Eq. (31).]
(3) The dimension four interactions of the ðxÞ and
ðxÞ with the standard model fields are restricted
to those with the SM Higgs doublet ðxÞ. These are
LintðxÞ ¼ yðxÞðxÞ½a1
:
ðxÞðxÞ þ a2
:ðxÞðxÞ
þ a3ð
:
ðxÞðxÞ þ :ðxÞðxÞÞ;
where the a’s are unknown coupling constants.
(4) By virtue of their mass dimensionality, the new dark
matter fields are endowed with dimension four self-
interactions,
LselfðxÞ ¼ b1ð
:
ðxÞðxÞÞ2 þ b2ð
:ðxÞðxÞÞ2
þ b3½ð
:
ðxÞðxÞÞ2 þ ð:ðxÞðxÞÞ2; (39)
where the b’s are unknown coupling constants.
Observational evidence suggests that dark matter
needs to be self-interacting [1–4,27].
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Combined, the enumerated Elko properties not only
render Elko dark with respect to the SM matter fields,
but they also endow it with various observationally attrac-
tive properties. It is worth emphasizing that all of these
properties are intrinsic to Elko, and arise in a natural way.
B. The locality structure of Elko
The canonically conjugate momenta to the Elko
fields are
ðxÞ ¼ @L

@ _
¼ @
@t

:
ðxÞ; (40)
and similarly ðxÞ ¼ @@t 
:ðxÞ. The calculational details for
the two fields now differ significantly. We begin with the
evaluation of the equal time anticommutator for the ðxÞ
and its conjugate momentum, and find
fðx; tÞ;ðx0; tÞg
¼ i
Z d3p
ð2Þ3
1
2m
eipðxx0Þ
X

½
ðpÞ

:
ðpÞ  ðpÞ
:
ðpÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
¼2m½IþGðpÞ
(41)
or, equivalently,
fðx; tÞ;ðx0; tÞg¼ i3ðxx0ÞIþ i
Z d3p
ð2Þ3e
ipðxx0ÞGðpÞ:
(42)
The anticommutators for the particle/antiparticle annihila-
tion and creation operators suffice to yield the remaining
locality conditions,
fðx; tÞ;ðx0; tÞg ¼ O; fðx; tÞ;ðx0; tÞg ¼ O:
(43)
Since the integral on the right-hand side of Eq. (42) van-
ishes only along the z^e axis, the preferred axis also
becomes the axis of locality.
For the equal time anticommutator of the ðxÞ field with
its conjugate momentum, we find
fðx; tÞ; ðx0; tÞg ¼ i
Z d3p
ð2Þ3
1
2m
X

½eipðxx0Þð
ðpÞ

:
ðpÞ
 ðpÞ
:
ðpÞÞ; (44)
which, using the same argument as before, yields
fðx; tÞ;ðx0; tÞg ¼ i3ðxx0ÞIþ i
Z d3p
ð2Þ3 e
ipðxx0ÞGðpÞ:
(45)
The difference arises in the evaluation of the remaining
anticommutators. The equal time - anticommutator
reduces to
fðx; tÞ; ðx0; tÞg
¼
Z d3p
ð2Þ3
1
2mEðpÞ e
ipðxx0Þ
X

½
ðpÞTðpÞ þ ðpÞ
TðpÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
ðpÞ
: (46)
Now using explicit expressions for 
ðpÞ and ðpÞ, we
find that ðpÞ identically vanishes. Eq. (46) then implies
fðx; tÞ; ðx0; tÞg ¼ O: (47)
Finally, the equal time - anticommutator simplifies to
fðx; tÞ; ðx0; tÞg
¼
Z d3p
ð2Þ3
EðpÞ
2m
eipðxx0Þ
X

½ð
:ðpÞÞT
:
ðpÞ þ ð
:
ðpÞÞT

:
ðpÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
¼O; by a direct evaluation
;
yielding
fðx; tÞ; ðx0; tÞg ¼ O: (48)
Eqs. (42), (43), and (45)–(48) establish that ðxÞ and ðxÞ
are local quantum fields along the preferred axis, z^e. We
propose to call z^e the axis of locality in the dark sector.
IV. CONCLUDING REMARKS
Modulo its specialization to the Majorana field,
Weinberg’s monographic work [8] establishes the unique-
ness of the Dirac quantum field for spin 1=2 particles. Seen
from that perspective the Ahluwalia-Grumiller work on
Elko in 2005 was unexpected. Elko found significant in-
terest among mathematical physicists and cosmologists
[28–41]. In these papers one dealt with Elko as spinors
and not as a quantum field. Hence, no contradiction with
Weinberg’s theoremlike work occurred. Gillard and Martin
showed that if Elko were to be taken as ‘‘good’’ quantum
fields, Poincare´ symmetries would be violated in some
form or the other [42]. The results presented in this
communication explicitly confirm this and show that the
violation occurs in a rather subtle way. Despite this, Elko
stands as a natural dark matter candidate. Its darkness with
respect to the SM matter and gauge fields follows imme-
diately from its intrinsic mass dimensionality. It admits an
unsuppressed quartic self coupling. Additionally, it points
towards the existence of a preferred axis, along which the
Elko quantum fields enjoy locality. Although Elko is non-
local when the frame is not aligned to the preferred axis,
Fabbri [41] has shown that the fields do not violate cau-
sality in the sense of Velo and Zwanziger [43].
Recent results seem to suggest that the Elko quantum
fields satisfy the symmetry of very special relativity (VSR)
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proposed by Cohen and Glashow [44]. The HOM(2) and
SIM(2) VSR groups naturally incorporate a preferred axis
which may be identified with the axis of locality. This will
be published in a forthcoming paper.
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APPENDIX A
1. Dirac spin sums and a ‘‘misleading’’ derivation
of the Dirac equation
With a minor departure from the historical path, the
Dirac counterpart of Eqs. (32a) and (32b) may be con-
structed as follows. Instead of (6), we start with
c D  r‘
 
: (A1)
The helicities of r and ‘ are identical and are deter-
mined by requiring that c D be eigenspinors of the parity
operator SðPÞ. Again, there are four independent rest spin-
ors. (These differ from those mentioned in Sec. I A only in
that we now work in the ‘‘helicity basis.’’)
uþ1=2ðÞ ¼ 
þ
r ðÞ
þ‘ ðÞ
 
; u1=2ðÞ ¼ 

r ðÞ
‘ ðÞ
 
; (A2)
vþ1=2ðÞ¼ 

r ðÞ
‘ ðÞ
 
; v1=2ðÞ¼ 
þ
r ðÞ
þ‘ ðÞ
 
: (A3)
The uðpÞ and vðpÞ for an arbitrary momentum are obtained
via the action of the boost :
uðpÞ ¼ uðÞ; vðpÞ ¼ vðÞ: (A4)
These lead to the spin sumsX

uðpÞ uðpÞ ¼ m

p

m
þ I

; (A5a)
X

vðpÞ vðpÞ ¼ m

p

m
 I

; (A5b)
where  takes two values:þ1=2 and1=2. As before, the
right-hand sides in the above expression simply express the
result of a direct evaluation of the left-hand sides. These
are covariant.
We thus see that in the Dirac construct (whether it be at
the level of spinors or at the level of a quantum field), no
preferred frame is introduced. For Majorana spinors, and
Elko, the conclusion is both unexpected and inevitable.
This difference—as pertaining to the existence of a pre-
ferred frame—between the Dirac and Majorana spinors,
along with their cousins Elko, to our knowledge is com-
pletely unknown. This conclusion carries distinct echoes of
the unpublished notes [45] which eventually, in collabora-
tion with Grumiller, led to the discovery reported in
Refs. [5,6].
If we multiply Eq. (A5a) by u0 ðpÞ from the right, and
use uðpÞu0 ðpÞ ¼ 2m0 , and carry out a similar exer-
cise with Eq. (A5b), then after a minor rearranging we
obtain
ðp mIÞuðpÞ ¼ 0; (A6)
ðp þmIÞvðpÞ ¼ 0: (A7)
These are indeed Dirac equations in momentum space.
With p ! i@ and
c ðxÞ 

uðpÞ expðipxÞ
vðpÞ expðþipxÞ; (A8)
these yield the well-known Dirac equation in the configu-
ration space
ði@ mIÞc ðxÞ ¼ 0: (A9)
To associate these with the dynamics of spin 1=2 spinors,
particularly in the context of quantum field theory [where
c ðxÞ is elevated to a spinor field ðxÞ] requires that, in
addition, the vacuum expectation value, hjT ½ðx0Þ ðxÞji,
be proportional to the relevant Green’s function. That
is to say, it is not sufficient to find an operator, such as
(i@
 mI), or the Klein-Gordon operator, that annihi-
lates ðxÞ for it to serve in the Lagrangian density of the
field ðxÞ. It must also satisfy the said requirement. This
will become abundantly clear from what follows in the
context of Elko.
While we do consider the above ‘‘derivation’’ of the
Dirac equation misleading, it does serve to tell us that
the Dirac spinors are eigenspinors of p with eigenval-
ues m:
p
uðpÞ ¼þmuðpÞ; pvðpÞ ¼mvðpÞ: (A10)
The Elko counterpart is
G ðpÞ
ðpÞ ¼ þ
ðpÞ; GðpÞðpÞ ¼ ðpÞ: (A11)
It again emphasizes that identities such as these should not
be mistaken for dynamical equations. In particular, GðpÞ,
unlike its Dirac counterpart p
, contains no time
derivative.
2. Elko time ordering and propagators
The mass dimensionality of a field can also be deci-
phered from constructing the Feynman-Dyson propagator.
This involves defining a time-ordering operator. The exis-
tence of a preferred direction, however, raises questions
with regard to the definition in the context of Elko. In what
follows, we first adopt the standard definition of the fermi-
onic time-ordering operator, and then we invoke a consis-
tency argument to formulate a redefinition for Elko.
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LetT be the standard fermionic time-ordering operator.
Then, a straightforward calculation yields
hjT ½ðx0Þ
:
ðxÞji
¼
Z d3p
ð2Þ3
1
2mEðpÞ
X

½ðt0  tÞ
ðpÞ

:
ðpÞeipðx0xÞ
 ðt t0ÞðpÞ
:
ðpÞeþipðx0xÞ; (A12)
where the step function ðtÞ equals unity for t > 0 and
vanishes for t < 0.
Using the spin sums (27a) and (27b), setting q ¼
ðq0;q ¼ pÞ, and using the standard integral representation
for the ðtÞ, Eq. (A12) simplifies to
hjT ½ðx0Þ
:
ðxÞji
¼ i
Z d4q
ð2Þ4 e
iqðx0xÞ

IþGðqÞ
qq
 m2 þ i

; (A13)
where the limit ! 0þ is understood [46]. If there were no
preferred axis, then the integral involving the GðqÞ term
would have identically vanished. Consistency with result
(38) suggests that, in Elko quantum field theory, one may
need to modify the definition of the time-ordered product
to T #, such that
hjT #½ðx0Þ
:
ðxÞji
¼ i
Z d4q
ð2Þ4 e
iqðx0xÞ

I
qq
 m2 þ i

: (A14)
To decipher the mass dimensionality, let D be the mass
dimensionality of ðxÞ. Then the left-hand side of the
above equation has mass dimension 2D. As for the
right-hand side, the mass dimensionality is 2. This
gives D ¼ 1. Similarly, a simple computation shows
that hjT #½ðx0Þ
:
ðxÞji ¼ hjT #½ðx0Þ
:ðxÞji. As such,
D ¼ 1.
Applying the operator ½@0@0 þm2 from the left on
both sides of Eq. (A14) gives
½@0@0 þm2hjT #½ðx0Þ
:
ðxÞji ¼ i4ðx0  xÞ:
(A15)
In comparison, for the Dirac field,
hjT ½ðx0Þ ðxÞji
¼ i
Z d4q
ð2Þ4 e
iqðx0xÞ

mIþ q
qq
 m2 þ i

: (A16)
This well-known result gives D ¼ 32 . The reader is re-
minded that the q structure appears here through the
spin sums which, in the logical framework of this commu-
nication, do not invoke any wave equation or a Lagrangian
density. Applying the operator ½i@0 m from the left
on both sides of Eq. (A16) yields
½i@0 mhjT ½ðx0Þ ðxÞji ¼ i4ðx0  xÞ: (A17)
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