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ABSTRACT
Heart disease has been the leading cause of death both in the world and the United States
in the past decade. Computational cardiac modeling and simulation, especially patient-specific
cardiac modeling has been recognized as one of the best ways to improve diagnosis of heart
disease by providing insights in individual disease characteristics that cannot be obtained by
other means. However presenting the results of cardiac simulations to cardiologists in an
interactive manner can considerably improve the utility of cardiac models in understanding
the heart function. In this work, we have developed virtual reality and animated volume
rendering techniques to render the results of cardiac simulations. We have developed a GPU
accelerated algorithm that produces time varying voxelized representation of the quantities of
interest in a cardiac model, which can then be interactively rendered in real time. We voxelize
the different time frames of the analysis model and transfer the time-varying data to the GPU
memory using a flat data structure. This technique allows us to visualize and interact with
animation in real time. As a proof-of-concept, we test our method on interactively rendering
the simulation results of cardiac biomechanics simulations. We also present the timing results
on post-processing and rendering two different cardiac IGA at different resolutions. We achieve
an interactive frame rate of over 50 fps for all test cases.
1CHAPTER 1. INTRODUCTION
Heart disease, according to World Health Organization and Centers for Disease Control and
Prevention (CDC), has been the leading cause of death both in the world and the United States
in the past decade. The latest data published by CDC shows that about 630,000 Americans die
from heart disease each year, and has cost $200 billion due to health care services, medications,
and lost productivity. Computational cardiac modeling and simulation, especially patient-
specific cardiac modeling has been recognized as one of the best ways to improve diagnosis of
heart disease by providing insights in individual disease characteristics that cannot be obtained
by other means and therefore reduce operative time and patient mortality. [Potse et al., 2014]
Traditionally, one of the most common way to define and model solid geometry for the finite
elements simulation of patient-specific cardiac model is using boundary-representation (B-rep).
However, solid models made by using B-rep do not contain any volumetric information within
the object and between surfaces. This makes the information for the muscles and fibers in
the heart wall impossible to display. In order to capture the volumetric information of cardiac
model, volume-based representation such as distance fields or voxel representation is desired.
The animated cardiac model based on the finite element simulation of patient-specific car-
diac model can be used to observe some unique individual disease characteristics. One such
observation is the real-time movement of four chambers, which could help to identify symptoms
such as arrhythmia. Another function of animated cardiac model is allowing user to dynami-
cally interact with the model, which includes rotating the model and view angle, and viewing
cross-section of specific region of the cardiac model.
2In this thesis, we have developed two methods, mesh rendering and volume rendering, to
construct animated cardiac model. Our main contributions include:
• A virtual reality application on Android device with an animated cardiac model to en-
hance user’s viewing experience.
• A GPU-accelerated method to voxelize an simulation animated cardiac model. This
method can create a voxelization model for each frame of the animated model that has a
clearly identified interior and boundary.
• Data management that can be used to precisely store the voxel data and the configuration
file for each frame of animated cardiac model. This data management assures the voxel
data would be loaded into GPU in the correct order during volume rendering
• An animated GPU-accelerated ray casting method to render voxelization data of the
cardiac model that correspond to the animated frame order.
This thesis is arranged as follows. In Chapter 2, we briefly represent some of the work
has been done by others on animated cardiac simulations and rendering of cardiac model. We
describe our method for creating animated mesh rendering for cardiac model in Chapter 3. We
then explain how we construct animated volume rendering for patient-specific cardiac model in
Chapter 4. We present the computational timing results of voxelization process and animated
rendering in Chapter 5. Finally, we outline some potential directions of future work on animated
rendering for patient specific cardiac model in Chapter 6
3CHAPTER 2. BACKGROUND AND RELATED WORK
The information about the internal structures of the heart wall can be stored by using voxel
data, which can be directly obtained from 3D Magnetic Resonance Image (MRI) scans [Gibson,
1995]. Another way to directly generate voxel representations is using Cardiac Computed
Tomography (CT) scan data, in which at each voxel location, a density value is stored. In
order to represent the volume data of a cardiac model, voxelized model is one of the most
direct methods. Since the information of internal structures is contained in the voxelized
model, they need to be volume rendered in order to visualize the details.
Voxel models can be directly rendered by using ray-casting or rasterization. However,
the voxels must be rendered in back-to-front order with transparencies correctly applied. Li
et al. [2003] make use of a volumetric partitioning method, where objects are stored in separate
convex volumes, and the final image can be made by compositing these objects. Rossignac et al.
[2013] developed a new semantics for classifying inside-outside and use it for direct rendering
of self-trimmed surfaces. Specific care must be taken in rasterization-based methods to prevent
z-fighting of adjacent voxels while rendering.
One of the more common ways to visualize voxelized data is to use ray-casting. Parallel
rays along each rendering pixel location are sent from the camera towards the bounding-box
of object and intersections with the bounding-box are tracked using the parametric values of
the ray [Marques et al., 2009]. For rendering voxelized representations, the voxels are sampled
periodically along the ray and composited to generate the final pixel color. Recently, [Hoetzlein,
2016] has developed a fast GPU-accelerated ray casting method for rendering sparse voxel data.
In addition, the dataset can be stored in a 3D texture that allows for smooth interpolation of
density values [Hadwiger et al., 2005]. Using 3D textures for animated rendering becomes
tedious since a new 3D texture needs to be generated for each frame of the representation. In
4addition, there exists a limit on the maximum number of textures that can be simultaneously
bound on the GPU (about O(32)), that limits the rendering. To overcome this limitation,
many works make use of use of a ”texture atlas,” which can group together many fine level
voxels in a single 3D texture. In our work, we make use of a flat data structure for the animated
voxelization. This data structure provides data locality for each frame, that can be efficiently
used to speed up GPU memory access.
5CHAPTER 3. ANIMATED MESH RENDERING
In this chapter, we describe our first approach on generating animated rendering model, an-
imated mesh rendering combined with virtual reality (VR) to give user an enhanced experience
while interacting and observing the cardiac model.
Traditionally in solid modeling, when it comes to define and model solid geometry, one
of the common approach is by using boundary-representation (B-rep). B-rep solid model is
a collection of surface elements, such as vertices, edges and faces, to create the shape of a
polyhedral object in solid modeling and computer graphics and to represent the boundary
between solid and non-solid [Shareef and Yagel, 1995]. In this case, we have a cardiac mesh
model corresponding to each frame of the cardiac cycle.
Hardware
Software
Mesh Model
Start
Generate animated 
cardiac model 
Set-up camera 
configuration 
Display
Figure 3.1: Different steps used for creating an animated VR rendering of the beating heart.
6Figure 3.2: Screen shot of the VR application used to render the animated rendering. The left
and right eye views are shown. The views are rendered from appropriately spaced viewpoints to
give stereo 3D effect while viewing through the app.
To create an animated cardiac model, we utilized one of the many powerful capabilities of
Blender. Blender is an open-source computer graphic software used for generating 3D models,
object animations, and visual effects. And for constructing the VR environment and view point
calculation, we use the Unity game engine.
The Unity game engine allows an unified development of the rendering of models for both
traditional and VR rendering. In addition, the Unity engine calculates the eye position and
view direction based on the sensors from the phone. This allows us to interact with the VR
rendering directly on the phone.
7CHAPTER 4. ANIMATED VOLUME RENDERING
In this chapter, we describe how we create a animated volume rendering. We first voxelize
each frame of the B-rep cardiac model by using the GPU-accelerated algorithm. In our appli-
cation, the finite element mesh of the cardiac model was finely tessellated to a set of triangles
using our NURBS evaluation software Krishnamurthy et al. [2009]. We then compile all the
voxel models into a flat array and transfer it to the GPU memory. We then run a ray casting
algorithm on the GPU that uses this data and renders each frame of the animation in the
correct order.
Start Voxelization
Read Data Merge Voxel Data
Data into GPU
GPU Ray Casting
Patient-specific 
cardiac modeling 
mesh
Calculate and 
Store voxel data of 
cardiac model
Read data from 
voxelization 
Load merged data 
into GPU
Display animated 
model
Figure 4.1: Different steps used for creating an animated volume rendering of the cardiac
model.
8Voxelization Overview
To generate the voxelization model from B-rep, we first create the axis-aligned bounding-
box (AABB) based on the cardiac model. Then, we divide the AABB into a regular grid of
voxel. The voxels we use in our application are axis-aligned bounding-box themselves, without
any restriction on the voxels being cubes.
Figure 4.2 is a 2D representation of performing voxelization by using GPU rendering, and
this method is directly extend to 3D. The CAD model is rendered slice by slice by clipping it
after the tessellated CAD model is transfered to the GPU. Then we classify the voxel whether
is being inside or outside the CAD model using each pixel of this clipped CAD model. This
is performed by using the stencil buffer on the GPU, while an odd value in the stencil buffer
indicates that the voxel is in the CAD model, and vice versa. Then the process is repeated on
the next plane along the z direction by offsetting the voxel size, thus the model will not loss
of its generality. After all the process, we would get the voxelization of the CAD solid model
which the voxel centers have been classified.
View Direction
Pixels
Slice 1
Pixels
Slice 3
Pixels
Slice 2
Figure 4.2: Performing voxelization in 2D using GPU rendering. A clipped CAD model is
rendered slice-by-slice and the number of rendered pixels is counted. The pixels that are rendered
an odd number of times in each slice are inside the object.
Identify Boundary Voxel
The intention of identifying the boundary voxel after the voxelization is to have a better and
more accurate presentation of the solid model. To identify the boundary voxels, we calculated
9which voxels are intersected with the triangles of the B-rep solid model. Since the B-rep model
only contain triangles in the exterior, as long as a voxel is intersecting with a triangle then we
are confident that the voxel is one of the boundary voxel.
Triangle Classify Vertices Triangle Box Intersection Classify Triangle
Figure 4.3: Identifying the boundary voxels in 2D. The voxels in which the vertices of the
triangle lie are first identified. The triangle is then intersected with the AABBs within the
bounds along the 2 directions (marked in yellow) to identify all boundary voxels (green).
In order to identify all the boundary voxels, we loop through every face and in turn every
triangle of that face, then find the voxel that the triangle intersects with. To speed up the
process, we first recognize the voxels that contain the triangle vertices. After identifying the
voxels that contain a vertex of the triangle, we could cull all the other voxels, because once
we know the boundaries of the triangle, we do not need to test any of the voxels that is lying
outside the triangle boundaries as shown in Figure 4.3. The index of the voxel that the vertex
lies in can be calculated using the position of the vertex relative to the boundaries of the AABB
of the object using
i = [Nx (xp − xmin)/(xmax − xmin)] , (4.1)
j = [Ny (yp − ymin)/(ymax − ymin)] , (4.2)
k = [Nz (zp − zmin)/(zmax − zmin)] , (4.3)
varray = kNyNx + j Nx + i, (4.4)
where N contains the dimensions of the voxel grid generated to encapsulate the model, which
in our case is 64, 128, 256, and 512; ∗min and ∗max corresponds to the minimum and maximum
corner of the AABB, and the varray is the index in the global array of the coarse voxelization.
We then perform an intersection test with all the voxels that lie within the bounds and the
triangle using the separating-axis test [Gottschalk et al., 1996] on the GPU. The rendering-
10
based voxelization has already classified the voxel as being inside or outside the model, and
hence, once the voxel has been identified as a boundary voxel we can change the value in the
voxelization to indicate it as a boundary voxel.
Animated Frame Generation
We voxelize each frame of the simulated data. This voxel information is then stored as
raw binary files along with a configuration file that contains the meta data about the size of
the voxels and number of frames (see Figure (4.4)). This data is then read into the volume
rendering module and then transferred to the GPU using a flat data structure.
12 13 14 15
8 9 10 11
4 5 6 7
0 1 2 3
12 13 14 15
8 9 10 11
4 5 6 7
0 1 2 3
12 13 14 15
8 9 10 11
4 5 6 7
0 1 2 3
Frame 1 Data
Frame 2 Data
Frame 3 Data
Figure 4.4: Each frame of the animated model is voxelized and stored in separate files along
with a configuration file.
Ray Casting
Volume rendering is an image-based rendering technique. It computes 2D images from 3D
volumetric data sets. Volume ray casting must not be mistaken with ray casting in the sense
11
Figure 4.5: Different steps of the ray casting algorithm. Ray casting algorithm comprises of
four steps: ray casting, sampling, shading, and compositing.
used in ray tracing, which processes surface data. Volume rendering is performed in our case by
implementing a ray-casting algorithm on the GPU, where each pixel on the screen corresponds
to a single ray. Then, the GPU sampling which voxels are inside or outside the model along a
particular ray. The total of the number of voxels sampled is then used to calculate the color
of the ray. Ray casting algorithm comprises of four steps: ray casting, sampling, shading, and
compositing.
Animated Volume Rendering
12 13 14 15
8 9 10 11
4 5 6 7
0 1 2 3
12 13 14 15
8 9 10 11
4 5 6 7
0 1 2 3
12 13 14 15
8 9 10 11
4 5 6 7
0 1 2 3
Frame 1 Frame 2 Frame 3
0 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1 1 1 0 0 0 1 1 0 1 1 1 1 1 1 1 1 1 0 0 0
Figure 4.6: Flat data structure used to store the animated frames in GPU memory.
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CHAPTER 5. TIMING RESULTS
We used two different cardiac models, a 2-chamber model and a 4-chamber model, to test our
new GPU-accelerated voxelization and animated rendering process. These model were chosen
based on their availability from another simulation study. We used 4 different resolutions
for the voxelization to study the effect of each level on the computation time. In addition,
we measured the frame rates achieved during animation of the voxelized models in full HD
(1920x1080) screen resolution. The timings were measured in a workstation with Intel Core
i7-4930K CPU 3.40GHz, 32 GB RAM, and nVIDIA GeForce GTX Titax X GPU with 12 GB
GPU-RAM.
Voxelization Timing Results
The voxelization timing results were separated between evaluation time per frame and total
voxelization time, to compare the time for voxelizing the different models. Table 5.1 and
Table 5.2 shows a complete listing of all the timing results. It can be seen that 512× 512× 512
resolution model took the longest time in evaluation and total voxelization time, since it has
to do much finer calculation on constructing voxels and identifying boundary voxels.
For each resolution voxelization, we constructed voxel model for 200 frames based on the
data from patient-specific cardiac modeling mesh. The additional time is for other necessary
procedures such as CUDA initialization and loading data files. Also the voxelization for the
cardiac model can easily reach > 1, 000 single-level voxels along an axis, which would generate
an even finer model. However, the limitation on CPU and GPU memory would be the bottle
neck of this process.
13
Figure 5.1: Different resolutions of the 2-chamber model tested.
64 voxel count 128 voxel count 256 voxel count 512 voxel count
Table 5.1: Time result for 2-chamber cardiac model based on different voxel resolutions.
Two Chamber Model
Voxel Count Evaluation Time per Frame Total Voxelization Time
64x64x64 0.22 s 203.38 s
128x128x128 0.55 s 305.89 s
256x256x256 2.92 s 1104.48 s
512x512x512 18.5 s 6550.51 s
Figure 5.2: Different resolutions of the 4-chamber model tested.
64 voxel count 128 voxel count 256 voxel count 512 voxel count
Table 5.2: Different resolutions of the 4-chamber model tested.
Four Chamber Model
Voxel Count Evaluation Time per Frame Total Voxelization Time
64x64x64 0.32 s 515.48 s
128x128x128 1.10 s 792.01 s
256x256x256 3.45 s 1332.24 s
512x512x512 17.24 s 5324.37 s
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Rendering Frame Rates
We assessed the frame rates while animating and rendering the voxelization model in full
HD screen resolution (1920x1080) by using ray casting calculated by GPU. As Table 5.3 and
Table 5.4 shows, the frame rates for different resolutions were all fairly consistent at around 60
fps. For reference, all frame rates were recorded from a static point of view. The change of view
point, such as zoom in or rotating the model, will cause the frame rate to drop. This could be
caused by the fact that the closer from the camera to the model is, more rays are intersecting
with the model, and hence require more computation from the GPU. However, the frame rate
would convert back into 60 fps once the view point is stable. While the camera is further away
for the model, the rays that are not intersecting with the AABB of the voxelization model will
be culled, which leads to a higher fps. Also for the 512× 512× 512 resolution model, we were
only able to load about 25 files due to the limitation of GPU memory size. We skipped loading
an user-defined number of frames in order to span the complete cardiac cycle. Once the frames
are loaded, they are rendered directly from the GPU memory using a frame number.
Table 5.3: Animation framerates for 2-chamber cardiac model based on different voxel reso-
lutions.
Two Chamber Model
Voxel Count Animated Frames
64x64x64 60 fps
128x128x128 60 fps
256x256x256 60 fps
512x512x512 60 fps
Table 5.4: Animation framerates for 4-chamber cardiac model based on different voxel reso-
lutions.
Four Chamber Model
Voxel Count Animated Frames
64x64x64 60 fps
128x128x128 60 fps
256x256x256 60 fps
512x512x512 60 fps
15
The result of our GPU-accelerated ray-casting method proved that we could achieve the
frame rate at 60 fps at full HD resolution, which provide us the possibility of integrate this
animation model into a VR system, since the minimum recommendation of frame rate for VR
application is 60 fps. [Bacharach et al., 1979]
16
CHAPTER 6. FUTURE WORK AND CONCLUSIONS
In this chapter, we briefly outline some of the potential applications and future works for
the animated rendering for patient-specific cardiac models. To be able to visualize a cardiac
model based on different patient cases is ideal for education and diagnosis.
VR Applications
In the prior chapter, we have described our trial of implementing the animated cardiac
model into a VR system. However, that model was generated by using B-rep, even though
it was a great way for user to understand the shape of heart and the chambers, and the
synchronized movement between the chambers. A patient-specific cardiac model will allow
the user to understand the ”special cases”, which would be really beneficial for educational
purposes. This method has the possibility of generating real-time animation for patients who
are having abnormal heart rates. It can also be used to understand the effect of peacemakers
on heart motion.
Another benefit of this work is the additional volume information of the voxelization model.
Because this volume information, which is true representation of the density of the heart tissue,
the cross-section view of any particular area is available for the user to see. Compared to the
B-rep generated model, where there is no data or information between surfaces, the voxelized
model can convey additional details about the muscle tissue.
Strain and Stress Rendering
Another potential application of this voxelization model is using color scale to represent the
strain and stress at different sections of the heart. By using FEA method and corresponding
17
commercial software such as Ansys or Abaqus, computation of the wall stresses in the muscle
tissue as well as blood flow in the ventricles is possible. Since these quantities are also time-
varying and volumetric, combining the voxel model and animated rendering would make the
resulting framework more versatile.
Figure 6.1: Rendering the strains generated in the cardiac model using FEA calculation (left)
and rendering the fluid flow inside the left ventricle using volume rendering (right).
Streaming Rendering
As described in the prior chapter, after we compile the voxel data in one flat data structure,
we load all 200 frames of simulation data into the GPU memory. Using this method we were
able to achieve a frame rate of 60 fps during the animation. However, because of the limitation
of the of the GPU memory, we have to reduce the number of frames of the simulation data
for higher resolution voxel models. One potential way to solve this problem is developing the
streaming rendering process. Instead of loading all simulation data at once, we could load the
first frame of simulation data, and while GPU is rendering the first frame, we will load the
second frame of simulation data, and so on. This streaming rendering method would solve the
18
limitation of the GPU memory.
Conclusions
Our GPU-accelerated animated volume rendering method could achieve a frame rate of 60
fps at full HD resolution for most cases, which provides us the possibility of integrating the
rendering with a virtual reality (VR) system. Since the minimum recommended frame rate for
a VR application is 60 fps, we would be able to achieve interactive frame rates in a virtual
environment, which can be used to interactively interrogate the results of the simulations.
We have presented a complete pipeline to render the results of dynamic simulations. We
make use of a ray intersection approach to convert volumetric splines to voxel representations.
We then use this time-varying voxel representation to interactively animate the quantities of
interest of the cardiac simulations using GPU ray-casting based volume rendering. We achieve
interactive frame-rates while rendering the animation. In addition, we can also perform dynamic
operations such as slicing the model in real-time. These animations can better inform clinicians
about the results of the simulations, leading to better understanding of the cardiac function.
19
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