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SMOOTH SOLUTIONS OF QUASIANALYTIC OR
ULTRAHOLOMORPHIC EQUATIONS
VINCENT THILLIEZ
Abstract. In the first part of this work, we consider a polynomial ϕ(x, y) =
yd+a1(x)yd−1+· · ·+ad(x) whose coefficients aj belong to a Denjoy-Carleman
quasianalytic local ring E1(M). Assuming that E1(M) is stable under deriva-
tion, we show that if h is a germ of C∞ function such that ϕ(x, h(x)) = 0,
then h belongs to E1(M). This extends a well-known fact about real-analytic
functions. We also show that the result fails in general for non-quasianalytic
ultradifferentiable local rings. In the second part of the paper, we study a sim-
ilar problem in the framework of ultraholomorphic functions on sectors of the
Riemann surface of the logarithm. We obtain a result that includes suitable
non-quasianalytic situations.
Introduction
The starting point of the present paper is the following classical result:
Theorem 1 ([6, 11]). Let ϕ be a non-zero germ of real-analytic function at the
origin in Rn+1. If h is germ of C∞ function at the origin in Rn such that
ϕ(x, h(x)) = 0, then h is real-analytic.
It is natural to ask whether a similar result holds in quasianalytic situations,
that is, when ϕ belongs to a quasianalytic local ring En+1(M) (see the definition
in Section 1.3). However, the problem seems difficult to address in full generality.
In Section 1 of the present paper, we consider the particular case of quasianalytic
polynomials in two variables, that is,
ϕ(x, y) = yd + a1(x)y
d−1 + · · ·+ ad(x)
where the coefficients aj are function germs of one variable belonging to a given
quasianalytic local ring E1(M). Despite its simplicity, this particular case is impor-
tant, since in the analytic setting, Theorem 1 can be reduced to the same situation
via the preparation theorem and a potential-theoretic argument, so that the ana-
lyticity of smooth roots can then be obtained by elementary power series techniques
(see e.g. Chapter V of [1]). In the quasianalytic setting, power series expansions of
germs are merely formal and cannot be used in the same way. We therefore combine
an application of the Artin-type approximation property of Rotthaus [10] together
with a version of Puiseux’s theorem for quasianalytic polynomials. This allows us,
under a mild extra assumption, namely the stability of E1(M) under derivation, to
show that if h is a germ of C∞ function such that ϕ(x, h(x)) = 0, then h belongs to
E1(M), as expected: this is the statement of Theorem 2. We then give an example
showing that the result is generally false when E1(M) is non-quasianalytic.
This example suggests another question, namely whether it is possible to obtain
a result similar to Theorem 2 in a somewhat different non-quasianalytic situa-
tion, namely for ultraholomorphic classes. Thus, in Section 2, we consider the
space A∞(S) of functions holomorphic in a given bounded angular sector S of the
Riemann surface of the logarithm and uniformly bounded in S at any order of
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derivation, which ensures the existence of an asymptotic expansion at the vertex.
The ultraholomorphic classes AM (S) are subspaces of A∞(S) defined by Denjoy-
Carleman type estimates associated with a given sequence M . Given a polynomial
ϕ(z, w) = wd + a1(z)w
d−1 + · · · + ad(z) whose coefficients aj belong to AM (S)
and an element h of A∞(S) such that ϕ(z, h(z)) = 0, we show in Theorem 3 that
h actually belongs to AM (S′) for any strict subsector S′ of S, provided the se-
quence M satisfies the so-called moderate growth and strong non-quasianalyticity
assumptions (see Section 1.1 for the definitions). For instance, the classes of func-
tions with Gevrey expansions used in the asymptotic theory of ordinary differential
equations fall within this framework. It is also known that such a class AM (S) is
non-quasianalytic if the aperture of S is sufficiently small. Thus, Theorem 3 works
in certain quasianalytic and non-quasianalytic situations as well, whereas the im-
portant role of the moderate growth property of M is discussed at the end of the
paper.
1. The Ultradifferentiable Case
1.1. Some properties of sequences. Throughout the paper, M = (Mj)j≥0 will
denote a sequence of real numbers satisfying the following assumptions (1) and (2):
(1) the sequence M is increasing, with M0 = 1,
(2) the sequence M is logarithmically convex .
Property (2) amounts to saying thatMj+1/Mj increases. Several other assumptions
on M will be considered, depending on the context. These properties, whose role
will be discussed when needed, are as follows:
• the so-called derivability condition
(3) sup
j≥1
(Mj+1/Mj)
1/j <∞,
• the obviously stronger moderate growth condition
(4) sup
j+k≥1
(
Mj+k
MjMk
) 1
j+k
<∞,
• the well-known Denjoy-Carleman quasianalyticity condition
(5)
∑
j≥0
Mj
(j + 1)Mj+1
=∞,
• the so-called strong non-quasianalyticity condition
(6) sup
k∈N
Mk+1
Mk
∑
j≥k
Mj
(j + 1)Mj+1
<∞.
Example. Being given real numbers α ≥ 0 and β ≥ 0, put Mj = j!α
(
ln(j + e)
)βj
.
The sequence M satisfies properties (1), (2) and (4). It satisfies (5) if and only if
α = 0 and β ≤ 1. It satisfies (6) if and only if α > 0. This is the case, in particular,
for Gevrey sequences Mj = j!
α with α > 0.
With every sequence M satisfying (1) and (2) we also associate the function hM
defined by hM (t) = infj≥0 t
jMj for any real t > 0, and hM (0) = 0. It is easy to
check that if the sequence M also satisfies (3), then for any real ν > 0, there is a
constant C(ν) > 0 such that
(7) t−νhM (t) ≤ C(ν)hM (t) for any t > 0.
Remark also that for any real number s ≥ 1, one obviously has (hM (t))s ≤ hM (t).
An elementary but important consequence of the moderate growth assumption (4)
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is that it implies the existence of a constant ρ(s) ≥ 1, depending only on s and M ,
such that, conversely,
(8) hM (t) ≤
(
hM (ρ(s)t)
)s
for any t ≥ 0.
We refer e.g. to [3] for a proof of the implication (4)⇒(8).
1.2. Notation. For any multi-index J = (j1, . . . , jn) of N
n, we denote the length
j1 + · · ·+ jn of J by the corresponding lower case letter j. We put J ! = j1! · · · jn!,
DJ = ∂j/∂xj11 · · · ∂xjnn and xJ = xj11 · · ·xjnn .
The order of a formal power series G, that is, the lowest degree of non-zero
monomials of G, will be denoted by ω(G), with the usual convention ω(0) = +∞.
With any germ g of C∞ function at the origin in Rn we associate its formal Taylor
expansion at the origin, hereafter denoted by ĝ. The order ω(g) of g is defined as
ω(ĝ).
1.3. Ultradifferentiable function germs. We recall several basic facts on quasi-
analytic local rings that will be needed in what follows. For a more detailed account,
we refer the reader to [14], for instance.
Let M be a real sequence satisfying (1) and (2). We denote by En(M) the set of
germs f of C∞ functions at the origin in Rn for which there exist a neighborhood
U of 0 in Rn and positive constants C and σ such that
(9)
∣∣DJf(x)∣∣ ≤ Cσjj!Mj for any J ∈ Nn and x ∈ U.
As explained in [14], the set En(M) is a local ring, with maximal ideal mM = {f ∈
En(M) : f(0) = 0}. It is stable under composition in the sense that any element
of Ep(M) operates on (En(M))p. Since the implicit function theorem also holds in
this setting, a standard argument shows that En(M) is henselian.
It is known that the local ring En(M) is stable under derivation if and only if M
satisfies (3). In this case, it is easy to see that mM is generated by the coordinate
functions x1, . . . , xn. Using the Taylor formula with integral remainder, one also
checks that stability under derivation implies stability under monomial division in
the following sense: if f belongs to En(M) and if a given monomial xJ divides f̂ in
the ring of formal power series, then f(x) = xJg(x) for some g belonging to En(M).
A C∞ function germ is said to be flat if it vanishes, together with all its deriva-
tives, at the origin. The local ring En(M) is said to be quasianalytic if the only
flat germ that it contains is 0. By the famous Denjoy-Carleman theorem, En(M) is
quasianalytic if and only if the sequence M satisfies (5).
When M satisfies (3) and (5), in other words, the conditions for quasianalyticity
and stability under derivation, it is easy to check that the corresponding ring of
one variable germs E1(M) is a discrete valuation ring. By [4], scholie 7.8.3 (iii), it
is an excellent ring. As observed in [9], one can therefore invoke Theorem 4.2 of
[10] to get the following technical tool.
Proposition 1. Assume that E1(M) is quasianalytic and stable under derivation.
Let ϕ be an element of E1(M)[y] and let Z be a formal power series in one variable
such that ϕ̂(x, Z(x)) = 0. Then, for every integer ν ≥ 0, there is an element zν of
E1(M) such that ϕ(x, zν(x)) = 0 and ω(Z − ẑν) ≥ ν.
The version of Puiseux’s theorem stated hereafter can be proved by an immediate
adaptation of [2], Section 3, since the proof given there in the analytic case only
requires stability under monomial division and under composition with analytic
maps, and does not use power series expansions.
Proposition 2. Assume that E1(M) is quasianalytic and stable under derivation,
and consider a polynomial ϕ(x, y) = yd + a1(x)y
d−1 + · · ·+ ad(x) with aj ∈ E1(M)
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for j = 1, . . . , d. Then there exist positive integers m,n1, . . . , nJ and elements
y1, . . . , yJ of E1(M) such that
(10) ϕ(xm, y) =
J∏
j=1
(y − yj(x))nj .
1.4. Smooth roots of quasianalytic polynomials. We can now state the first
main result of this paper.
Theorem 2. Assume that E1(M) is quasianalytic and stable under derivation, and
consider a polynomial
ϕ(x, y) = yd + a1(x)y
d−1 + · · ·+ ad(x)
with aj ∈ E1(M) for j = 1, . . . , d. If h is a germ of C∞ function at the origin in R
such that ϕ(x, h(x)) = 0, then h belongs to E1(M).
Proof. Using Proposition 2, we remark first that the zero set of (x, y) 7→ ϕ(xm, y)
is the union of the germs of smooth curves Γj = {(x, y) : y = yj(x)}, j = 1, . . . , J .
Quasianalyticity implies the finiteness of ω(yi − yj) for i 6= j (in particular, the
Γj ’s do not intersect at points (x, y) with x 6= 0). Since, by assumption, we have
ϕ(xm, h(xm)) = 0, we derive that there is an index j0 such that
(11) h(xm) = yj0(x).
Now, remark that the equation
(12) ϕ̂(x, Z(x)) = 0,
where Z is a formal power series, has a finite number of solutions Z1, . . . , ZK :
indeed, (10) and (12) imply Z(xm) = ŷj(x
m) for some j. Let ν be an integer such
that ω(Zk − Zl) < ν for k 6= l. Using Proposition 1, we obtain, for each integer k,
an element zk = zk,ν of E1(M) such that
(13) ϕ(x, zk(x)) = 0
and
(14) ω(Zk − ẑk) ≥ ν.
From (13) we derive that ẑk belongs to the finite family {Z1, . . . , ZK}. By (14) and
the choice of ν, we necessarily have, in fact, ẑk = Zk for k = 1, . . . ,K. Since the
assumption on h implies that ĥ is a solution of (12), we get
(15) ĥ = ẑk0
for some index k0. Setting w(x) = zk0(x
m), and taking (11) and (15) into account,
we see that ŷj0 = ŵ. As both germs yj0 and w belong to E1(M), we derive yj0 = w
by quasianalyticity. We therefore have proved h(xm) = zk0(x
m), where zk0 belongs
to E1(M). If m is odd, we derive h = zk0 and the job is done. If m is even, we
also consider the germs ϕˇ and hˇ defined by ϕˇ(x, y) = ϕ(−x, y) and hˇ(x) = h(−x),
so that ϕˇ(x, hˇ(x)) = 0. The preceding argument yields an integer p ≥ 1 and an
element z of E1(M) such that hˇ(xp) = z(xp), that is, h(−xp) = z(xp). Thus, h(t)
coincides with z(t) for t ≤ 0 and with zk0(t) for t ≥ 0, as can be seen by setting
t = −xp and t = xm, respectively. Since h is smooth and both z and zk0 belong to
E1(M), we derive that z = zk0 and that h actually belongs to E1(M). The proof is
complete. 
Remark 1. A related result appears in [8], whose main theorem deals with functions
g belonging to a quasianalytic class on a given interval I of R. If, for some real
α > 0, the function gα is smooth, it is actually in the same class as g on I. In
our local setting, this result can be obtained either by elementary means (writing
SMOOTH SOLUTIONS OF QUASIANALYTIC OR ULTRAHOLOMORPHIC EQUATIONS 5
g(x) = xνf(x) for some integer ν and some f in E1(M) with f(0) 6= 0), or as an
application of Theorem 2 with h = gα and ϕ(x, y) = yq − (g(x))p, where α = p/q
(indeed, the smoothness of gα implies that α is rational). The methods of [8] are
based on the evaluation of composites of g; they do not apply to roots of general
Weierstrass polynomials.
Remark 2. We still do not know whether Theorem 2 still holds in the higher-
dimensional case, that is, when E1(M) is replaced by En(M) with n ≥ 2 and h is a
C∞ function germ at the origin in Rn.
1.5. A counter-example. We now give the example of a non-quasianalytic local
ring E1(M), stable under derivation, and of an element g of E1(M) whose square
root is smooth but does not belong to E1(M). Setting ϕ(x, y) = y2 − g(x), we
therefore see that h =
√
g provides a counter-example to the conclusion of Theorem
2 when the quasianalyticity assumption is omitted. Incidentally, this also answers
a question about the roots of flat functions raised in [8], p.132.
We proceed as follows. With any real number λ > 0, we associate the sequence
Mλ defined by Mλj = exp
(
λ
4 j
2
)
and the function gλ defined on R by gλ(x) =
exp
(− 1λ (lnx)2) for x > 0 and gλ(x) = 0 for x ≤ 0. It is easy to check that
the sequences Mλ are logarithmically convex and that the local rings En(Mλ) are
stable under derivation and non-quasianalytic. Setting g = gλ, the desired counter-
example will then be an immediate consequence of the following lemma, since the
square root of gλ is g2λ.
Lemma 1. The function gλ belongs to E1(Mλ) but not to E1(Mµ) for µ < λ.
Proof. Clearly, gλ is C
∞ on R and g
(j)
λ (0) = 0 for all j ≥ 0. We still denote by ln the
determination of the logarithm in C\]−∞, 0[ and we set Gλ(z) = exp
(− 1λ(ln z)2).
For 0 < x < 1, we estimate g
(j)
λ (x) by applying the Cauchy formula to Gλ on the
closed disc Dx = {z ∈ C : |z − x| ≤ x/2}. Observe that for any z ∈ Dx, we have
| ln z− lnx| ≤ 2x |z−x| ≤ 1, hence |(ln z)2−(lnx)2| ≤ | ln z|+ | lnx| ≤ 2| lnx|+1 and
ℜ(ln z)2 ≥ (lnx)2+2 lnx− 1. Thus, we get |Gλ(z)| ≤ exp(− 1λ
(
(lnx)2 +2 lnx− 1))
and the Cauchy formula yields |g(j)λ (x)| ≤ 2jj! exp
(
− 1λ(ln x)2 − (j + 2λ) lnx+ 1λ
)
.
The maximal value of the right-hand side is obtained for lnx = −λ2 (j + 2λ), hence
|g(j)λ (x)| ≤ Cσjj!Mλj with C = e1/λ and σ = 2e1/4. The same estimate is trivial
for x < 0 since gλ vanishes there. Thus, we have gλ ∈ E1(Mλ).
We now prove the second part of the statement. Since gλ is flat at 0, the Taylor
formula implies that for any real δ > 0, any integer j ≥ 0 and any x ∈]0, δ[, we
have j!xj gλ(x) ≤ sup0<t<δ |g
(j)
λ (t)|. Being given δ, we have exp
(−λ2 j) ∈]0, δ[ for
j large enough; applying the preceding estimate with x = exp
(−λ2 j) then yields
sup0<t<δ |g(j)λ (t)| ≥ j! exp(λ4 j2
)
. Hence gλ does not belong to E1(Mµ) for µ < λ. 
2. The Ultraholomorphic Case
2.1. Ultraholomorphic function spaces. Let γ be a positive real number and
let r be either a positive real number or +∞. We consider the plane sector
Sγ,r =
{
z ∈ Σ ; |Arg z| < γpi
2
and |z| < r
}
,
where Σ denotes the Riemann surface of the logarithm and Arg the principal value
of the argument on Σ. We denote by A∞(Sγ,r) the space of holomorphic functions
which are bounded, as well as all their derivatives, in Sγ,r. Any element f of
A∞(Sγ,r) has an asymptotic expansion f̂ at the vertex. Indeed, for γ < 2, the
sector Sγ,r is an open subset of the complex plane and it is easy to see that f
6 VINCENT THILLIEZ
extends continuously, together with all its derivatives, to the closure of Sγ,r. In
particular, f has a Taylor series at 0. For γ ≥ 2, in other words for sectors on
the Riemann surface Σ, the Taylor series still makes sense, since all the restrictions
of f to subsectors of Sγ,r of aperture smaller than 2pi necessarily have the same
expansion at 0.
Being given a real sequenceM satisfying (1) and (2), we now denote byAM (Sγ,r)
the subspace of A∞(Sγ,r) given by those f for which there are constants C and σ
such that
|f (j)(z)| ≤ Cσjj!Mj for any j ∈ N and any z ∈ Sγ,r.
Obviously, when f belongs to AM (Sγ,r), its asymptotic expansion f̂ belongs to
the set F1(M) of all formal power series F =
∑
j≥0 Fjx
j for which one can find
constants C > 0 and σ > 0 such that
|Fj | ≤ CσjMj for any j ∈ N.
For details on F1(M) and its extensions to several variables, we refer the reader to
[14] and the references therein.
An element f of A∞(Sγ,r) is said to be flat if it satisfies f̂ = 0. The ultraholo-
morphic class AM (Sγ,r) is said to be quasianalytic if the only flat element that it
contains is 0. By a classical result of Korenblum [5], this is the case if and only if
(16)
∑
j≥0
(
Mj
(j + 1)Mj+1
) 1
1+γ
=∞.
From now on, we shall say that the sequence M is strongly regular if it satisfies
the conditions (1), (2), (4) and (6) of Section 1.1. In this case, it is shown in [13]
that one can find a positive number γ(M) such that the following Borel-Ritt type
extension property holds.
Proposition 3 ([13], Theorem 3.2.1). Assume that M is strongly regular and let
F be an element of F1(M). Then for any γ < γ(M), there is a function f of
AM (Sγ,∞) such that f̂ = F .
The article [13] also provides a way to compute the optimal value of γ(M), but
we do not need this precision in what follows. However, it should be mentioned
that the condition γ < γ(M) implies that (16) fails, hence that AM (Sγ,r) is non-
quasianalytic: see [13] for details.
The following proposition will be useful to relate flatness and regularity proper-
ties of elements of A∞(Sγ,r).
Proposition 4. If f is an element of AM (Sγ,r) such that f̂ = 0, then there are
positive constants c1 and c2 such that
(17) |f(z)| ≤ c1hM (c2|z|) for any z ∈ Sγ,r.
Conversely, if f is an element of A∞(Sγ,r) such that (17) holds for some constants
c1 and c2, then f belongs to AM (Sγ′,r′) for any γ′ < γ and r′ < r, and we have
f̂ = 0.
Proof. It is more or less standard, but we briefly recall the argument for the reader’s
convenience. Notice that it only requires, in fact, the basic properties (1) and (2)
of M . The first part of the statement is a consequence of the Taylor formula.
Indeed, the assumption f̂ = 0 implies that for any z ∈ Sγ,r and any integer j ≥
0, we have |f(z)| ≤ sup0<t<1 |f (j)(z)| |z|
j
j! ≤ CσjMj|z|j , where the constants C
and σ are associated with f by the definition of AM (Sγ,r). Taking the infimum
with respect to j, we then obtain (17) with c1 = C and c2 = σ. To prove the
SMOOTH SOLUTIONS OF QUASIANALYTIC OR ULTRAHOLOMORPHIC EQUATIONS 7
converse part, we first observe that for any γ′ < γ and r′ < r, there is a real
number δ > 0 such that for any z ∈ Sγ′,r′ , the closed disc Dz = {w : |w − z| ≤
δ|z|} lies in Sγ,r. Using the Cauchy formula on Dz and (17), we get |f (j)(z)| ≤
c1j!
δj |z|j hM (c3|z|) for any j ≥ 0, with c3 = c2(1 + δ). Since the definition of hM
obviously implies hM (c3|z|) ≤ (c3|z|)jMj, we derive that f belongs to AM (Sγ′,r′).
From the inequality hM (c3|z|) ≤ (c3|z|)j+1Mj+1, we also derive that f (j)(z) tends
to 0 at the vertex, hence f̂ = 0. 
2.2. Smooth roots of ultraholomorphic polynomials. Our second main result
can now be stated as follows.
Theorem 3. Let γ and r be positive real numbers. Assume that the sequence M is
strongly regular, and consider a polynomial
ϕ(z, w) = wd + a1(z)w
d−1 + · · ·+ ad(z)
with aj ∈ AM (Sγ,r) for j = 1, . . . , d. If h is an element of A∞(Sγ,r) such that
ϕ(z, h(z)) = 0 for z ∈ Sγ,r, then h belongs to AM (Sγ′,r′) for any γ′ < γ and r′ < r.
Proof. We remark that the asymptotic expansion ĥ obviously satisfies ϕ̂(z, ĥ(z)) =
0, where ϕ̂(z, w) = wd + â1(z)w
d−1 + · · ·+ âd(z). Puiseux’s theorem in the formal
case implies that the equation ϕ̂(z,H(z)) = 0, where H is a formal power series,
has a finite number of solutions H1, . . . , HK . Using a version of Artin’s theorem for
equations in F1(M)[w] (see e.g. [7]) instead of Proposition 1, we can proceed as in
the proof of Theorem 2 to derive that each Hk belongs to F1(M). Since ĥ = Hk
for some k, we have in particular
(18) ĥ ∈ F1(M).
Using, if necessary, a finite subdivision of Sγ,r into smaller subsectors, and ro-
tating the subsectors, the problem is reduced to the case γ < γ(M). Thus, by (18)
and Proposition 3, there is an element h0 of AM (Sγ,r) such that ĥ0 = ĥ. Replacing
ϕ(z, w) by ϕ(z, h0(z) + w) and h by h − h0, we reduce the problem to the special
situation
(19) ĥ = 0.
In particular, we then have ϕ̂(z, 0) = 0. Thus, there is an integer m, with 1 ≤ m ≤
d, such that
(20) âj = 0 for d−m < j ≤ d
and
(21) âd−m 6= 0,
using the convention a0 = 1 in the case m = d. Now, put p(z, w) = w
d−m +
a1(z)w
d−1−m + · · ·+ ad−m(z) and Φ(z, w) = ϕ(z, w)− wmp(z, w). We then have
(22) Φ(z, h(z)) = ϕ(z, h(z))− (h(z))mp(z, h(z)) = (h(z))mp(z, h(z)).
Moreover, by (19) and (21), there are constants c0 > 0 and ν ≥ 1 such that
(23) |p(z, h(z))| ≥ c0|z|ν for any z ∈ Sγ,r.
Notice that we also have Φ(z, w) =
∑d
j=d−m+1 aj(z)w
d−j . Thus, (20) and Propo-
sition 4 imply that, given a positive real number C, there are constants c1 and c2,
depending only on C, M and d, such that
(24) |Φ(z, w)| ≤ c1hM (c2|z|) for any z ∈ Sγ,r and any w with |w| ≤ C.
Gathering (22), (23) and (24), we get
(25) |h(z)|m ≤ c−10 c1|z|−νhM (c2|z|) for any z ∈ Sγ,r.
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Using properties (7) and (8), and up to changing the values of c1 and c2, we derive
(26) |h(z)| ≤ c1hM (c2|z|) for any z ∈ Sγ,r.
Proposition 4 then yields the desired conclusion. 
2.3. A question. In the preceding proof, property (8) allows us to derive the key
estimate (26) from (25). Since (8) is itself a consequence of the moderate growth
assumption (4), this suggests that (4) plays a key role. It actually turns out that it
cannot be omitted, as we shall now explain. For any given real number λ > 0, notice
first that the sequence Mλ defined in Section 1.5 satisfies all the requirements of
strongly regular sequences, except (4). Beside this, a slight modification of the proof
of Lemma 1 shows that the function Gλ defined there belongs to AMλ(Sγ,r) for γ
small enough, but not toAMµ(Sγ,r) for µ < λ. Thus, if we put ϕ(z, w) = w2−Gλ(z)
and h(z) = G2λ(z), we obtain a counter-example to the conclusion of Theorem 3
when the moderate growth assumption is omitted. A natural question now arises.
Problem. Does Theorem 2 hold for strongly regular sequences, just as Theorem 3?
In particular, is the conclusion of Theorem 2 true for Gevrey classes?
It should be remarked that the higher-dimensional analogue of this question
(that is, when h and the coefficients aj are defined in R
n with n ≥ 2) has a
negative answer: indeed, Section 4.5 of [12] provides the example of a function g
belonging to a given Gevrey class in R2 and whose square root is smooth but does
not belong to the same class.
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