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A B S T R A C T
This thesis explores the extent to which the cartographic represen-
tation of uncertain geographic information aids or impairs spatial
decision-making in the context of emergency hazards, specifically
bushfires and floods. Through a series of human subject experiments,
utilizing more than 300 subjects and employing a range of increas-
ingly challenging tasks, this research evaluates quantitatively the ef-
fects of different map-based representations on spatial decision-making
under uncertainty.
These quantitative experiments are amongst the first in cartography
and visualization to focus specifically on the task of decision-making
under uncertainty, rather than the task of reading levels of uncertainty
from the map. To guard against the potential for generosity and risk
seeking in decision-making under uncertainty, the experimental de-
sign developed is also a pioneer in cartography and visualization in
the use of performance-based incentives.
The first series of five experiments explore the impact of five dif-
ferent map-based representations and one text-based representation
on the decision to stay or leave a potentially bushfire-impacted home.
The initial experiments showed that the choice of representation makes
little difference to performance in cases where subjects were allowed
the time and focus to consider the decisions. However, with the in-
creasing difficulty of time pressure, and added distractions, there
was some variation observed in the results. Under time pressure,
subjects performed best using a spectral color hue-based represen-
tation, rather than more carefully designed cartographic representa-
tions, such as color value and transparency. Text-based and simplified
boundary encodings were among the worst performers. To provide
contrast to the first three experiments, an experiment without incen-
tives and one that used subjects from the wider community was also
conducted and the results compared with the other experiments.
Based upon the results of this first series of experiments, a sixth
more complex decision-making routing experiment was conducted
with 58 subjects. This final experiment evaluated a further six static
methods for representing uncertainty connected to a routing and
wayfinding task, associated with a flooding emergency scenario. Un-
der the more complex routing task, it was found that the graphical
representation of uncertainty had a significant effect upon the level
of risk taken by the participants in choosing their route. In this ex-
periment, subjects performed best when uncertainty was represented
using an intuitive “sketchy” based representation. The more carto-
1
2 Abstract
graphically conventional red color hue representation overall exhib-
ited the worst performance.
The results have implications for the performance of decision-making
under uncertainty using static maps, especially in the stressful envi-
ronments surrounding an emergency.
1
I N T R O D U C T I O N
Uncertainty is an endemic feature of geographic information, and has
been a focal point of research within the field of geographic informa-
tion science (GI science) for several decades [13, 21, 23, 53, 96, 102,
113, 134]. A long-standing problem addressed within this broader
body of work concerns the question of how to communicate the in-
herent uncertainty of geographic information using maps or other
visualizations (e.g., [20, 43, 85]).
Effective communication of the uncertainty associated with geo-
graphic information is important to effective spatial decision-making.
The challenge of spatial decision-making under uncertainty is espe-
cially important in emergency response situations, where decisions
based on uncertain and complex geospatial information may have
lasting and safety-critical consequences.
This thesis investigates specifically the impact of the design of un-
certainty visualizations upon spatial decision-making in an emergency
context. The results highlight some of the key factors of visualiza-
tion of uncertainty pertinent in a emergency decision-making con-
text. More broadly, the work demonstrates the important role that
map and interface design can play in spatial decision-making effec-
tiveness.
This research contributes to our knowledge about the presenta-
tion of uncertain spatial information to decision-makers, in particu-
lar in risk-laden domains such as emergency response. As a conse-
quence, the results of this research have implications for current and
future mapping systems and products, including those used by the
emergency services. In Victoria, Australia, for example, the Phoenix
Rapidfire model is relied upon to model and predict bushfire spread.
Mapped Phoenix Rapidfire predictions are used by range of emergency
managers, as well as being publicly available on the VicEmergency
Website for consumption by the wider community (Figure 1). Un-
derstanding the impacts of different representations of uncertainty
clearly has important implications for the presentation of bushfire
risk during major bushfire incidents.
1.1 significance and innovation
Visualization researchers have already proposed a variety of tech-
niques for representing the uncertainty associated with mapped data.
This thesis extends previous research by combining three principal
innovations:
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Figure 1: VicEmergency Website showing the public interface to Phoenix
Rapidfire by way of mapped community warning information,
from [36].
• the investigation of the task of spatial decision-making under un-
certainty, rather than the more frequently researched task of
map-reading of uncertain information;
• the use of quantitative and incentivized human-subject experi-
ments in exploring decision-making performance; and
• the exploration of a range of more challenging decision con-
texts, that can provide insights into complex decision-making
in a controlled experimental environment.
1.1.1 Decision-making versus map-reading
Previous research has focused primarily on map-reading tasks, such
as whether humans can correctly identify the levels of uncertainty
from a map. In this work, the aim is to go a step further and inves-
tigate the impact of visualization on the decision-making task itself.
In other words, the focus in this work is to what extent the repre-
sentation of uncertainty affects the actual decision taken, not simply
the information extracted. Unlike the map-reading task, in which a
person may unambiguously be judged right or wrong in their per-
formance, the decision-making is significantly more complex. Under
uncertainty, it is possible to make the “right” decision (i.e., the most
rational decision on the basis of available evidence) and still achieve
the “wrong” outcome (because of the uncertainty), or vice versa. For
example, if a participant’s house was located in the 80–100% burn
likelihood zone, in a small number of cases (10%), participants who
elected to leave a house located in this zone (logically, the right deci-
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sion) would in fact suffer the wrong outcome (the house would not
be impacted by the fire).
1.1.2 Quantitative and incentivized experiments
The “right decision, wrong outcome” problem presents particular
challenges to experimental evaluation of the performance of decision-
makers. Addressing this directly, the second key innovation in this re-
search is to explore the application of incentive-based methodologies
to the evaluation of spatial decision-making under uncertainty. Incen-
tive experiments where a proportion of subjects’ participation fee is
performance based, are known to be particularly suited to “risky"
choices where participants need to judge or predict outcomes [22]. In
these experiments, small performance-based payments are awarded
for each correct decision. In summary, offering performance-related
incentives is important from the perspective of engaging both the
deliberative system of an individual and in making the environment
more salient for our subjects. By including incentives, the data is more
representative of the types of decisions that users of the visualization
platform are likely to face the data is likely to be superior to a situa-
tion where there were no task-related monetary incentives. Although
incentive experiments are widely used in experimental economics to
assist with understanding human judgments of risk, they have not yet
been widely applied to spatial decision-making and geovisualization.
1.1.3 Challenging decision-making contexts
Lastly, most previous empirical evaluations of different representa-
tions of uncertainty have relied upon relatively simple contexts for
visualization tasks. The final key contribution of this work is to eval-
uate a range of people’s decision-performance under uncertainty by
adding complexity to the decision-making task, including time pres-
sure, different types of tasks, and distractions, in order to explore
better the validity of results.
1.2 research question and hypothesis
The overarching research question for this research is:
“How can the inherent uncertainty associated with mapped
geographic information be effectively communicated to
decision-makers in emergency scenarios.”
This thesis adopts a quantitative, experimental approach to evaluat-
ing the effectiveness of different map and visualization designs. This
leads directly to the hypothesis for this research, that:
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“The methods used to visualize the uncertainty of mapped
geographic information can make a significant difference
to people’s decision-making performance.”
It is expected that any observed differences in decision making per-
formance will provide insights into the best choice of visualization
method for emergency applications. As a secondary hypothesis, the
work will also test if the methods used to visualize uncertainty can
make a significant difference to people’s decision-making preferences.
The representations people prefer are not always the ones that help
people perform best (cf. [104, 129]).
1.3 approach
As discussed above, the focus in this thesis is on decision-making
tasks as distinct from map-reading of uncertain information. The re-
search question is explored empirically through human-subject exper-
iments. Importantly, the approach adopted is:
1. quantitative in nature, examining the measurable differences in
decision-making performance; and
2. applies incentivized experimental designs to combat potential
presentation effects in subjects.
To test the hypothesis, a series of experiments were designed and
conducted:
• Experiment 1: Explores the impacts of basic cartographic design
choices upon spatial decision-making under uncertainty in an
emergency decision task, forming a baseline for subsequent ex-
periments.
• Experiment set 2: Explores the impacts of time pressure (2a) and
dual task distractions (2b) upon decision-making under uncer-
tainty using maps.
• Experiment set 3: Provides a validation of the incentive-based
approach (3a) and the choice of different subjects with different
levels of experience in emergencies and cartographic products
(3b).
• Experiment 4: Explores decision-making under uncertainty in a
more complex spatial navigation task.
The different experiments and their characteristics are summarized
in Table 1.
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Experiment Audience Decision complexity Incentives
1 Students Low Yes
2a Students Medium Yes
2b Students Medium Yes
3a Students Low No
3b General public Low Yes
4 Students High Yes
Table 1: Research experiment framework.
Together, this series of controlled experiments explores a number
of different factors, specifically:
• audience, including university students and members of the
general public (each experiment used different participants);
• decision complexity, from simple decision-making tasks (low
complexity), adding in external factors like time pressure and
distractions (medium complexity), and more complex spatial
decision-making for navigation (high complexity); and
• incentives, as well as a comparison with a more traditional non-
incentivized experimental design.
An auxiliary contribution of this research, discussed in more de-
tail in Chapter 3, has been to apply performance-based incentives
into the design of these experiments. Such experimental designs are
widely used in experimental economics to control for “risky" choices,
where participants need to judge or predict outcomes, but only in-
frequently found in visualization and cartography. Experimental ex-
aminations of decision-making under uncertainty should account for
exactly these risky choices. Without such incentives, it is arguably less
likely that results will reflect decision-makers’ true intentions and be-
havior in actual emergency decision-making settings.
However, it is also natural that to validate the results from this
approach, additional tests were explicitly designed and conducted.
Contrasting with the use of incentives (Experiment 1), an experiment
without incentives was carried out (Experiment 3a).
Furthermore, to control for potential biases in the choice of test
subjects (students), a further experiment was conducted using people
from a wider general audience, including those with bushfire experi-
ence (Experiment 3b). To more closely examine the effects of uncer-
tainty on decision-making, a more complex experiment consisting of
a dynamic routing task was developed (Experiment 4).
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1.4 structure of the thesis
The following chapter, Chapter 2, contains a review of current liter-
ature in the realm of visualization, and identifies gaps in this litera-
ture, which this work aims to address. Chapter 3 details the process
undertaken for designing the experiments. Chapter 4 then presents a
human-subject experiment to test the effects of six different represen-
tations of uncertainty upon a spatial decision-making task, set in the
context of an emergency bushfire scenario.
Building on the results of this initial experiment, Chapter 5 exam-
ines how a more challenging environment (specifically under time
pressure or with distractions) can affect the decision-making perfor-
mance. Chapter 6 examines the opposite arguments of the spatial
decision-making under uncertainty experiment without any incen-
tives. In contrast, the second part of Chapter 6 details the same ex-
periment conducted with a wider general audience, with participants
being people who reside in bushfire prone areas.
Lastly, building on learnings from the previous 5 experiments, Chap-
ter 7 explores a more challenging task, decision-making under uncer-
tainty in a dynamic flood hazard routing task. The discussion and
conclusions in Chapter 8 provide a summary of, and reflect upon the
implications of this research for spatial decision-making under uncer-
tainty in an emergency context.
2
L I T E R AT U R E R E V I E W
The term “uncertainty” is used in two distinct senses in the literature
[132]. On the one hand, “uncertainty” is often used to refer to charac-
teristics of data that make it a less-than-perfect representation of the
real world (e.g., “This data is uncertain.”). For example, the classic
five elements of spatial data quality [53, 97] (positional accuracy, at-
tribute accuracy, lineage, completeness, consistency) have at various
points been augmented with further spatial data quality character-
istics, such as precision, currency, credibility, granularity, timeliness,
amongst others [120, 132]. All of these characteristics are attempts to
capture and describe the inherent imperfections in spatial data.
On the other hand, “uncertainty” is frequently also used to refer
to the state of mind of a decision-maker faced with imperfect data
(e.g., “I am uncertain about this data” or “This decision must be
made under uncertainty”). In keeping with the bulk of previous lit-
erature, and to maximize readability, this thesis also uses the term
“uncertainty” in both senses. However, in cases of potential ambigu-
ity, the term “uncertainty” is reserved for the latter sense (uncertainty
in the mind of the decision-maker) and “imperfection” is preferred
when referring collectively to the characteristics of data that give rise
to decision-making uncertainty, such as inaccuracy and imprecision
(cf. [131, 132]).
In terms of uncertainty related to vagueness such as in the case of
boundary imprecision of a lake for example [134], this thesis is not
concerned with this type of uncertainty.
This current study can therefore be more precisely framed as an
experimental investigation into the impacts of different visual repre-
sentations of imperfection upon spatial decision-making under uncer-
tainty. Four key areas of past research inform the design and conduct
of this study:
1. existing static and dynamic methods for communicating uncer-
tainty from a cartographic and visualization perspective (Sec-
tion 2.1);
2. the role of different user tasks in understanding uncertainty
visualization, with a particular focus on a distinction between
map-reading and spatial decision-making tasks (Section 2.2);
3. experimental approaches to evaluating uncertainty visualization
tasks (Section 2.3); and
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4. incentive-based human subject experimental design and its rele-
vance to the specific context of spatial decision-making in emer-
gencies (Section 2.4).
2.1 visualizing uncertainty
Given the ubiquitous nature of imperfection in spatial data, visual-
ization of uncertainty is naturally an important topic in the literature.
A wide variety of techniques and mechanisms for uncertainty visu-
alization have been proposed across different visualization domains
[19, 92, 103]. It is perhaps therefore no surprise that there exists a
substantial body of work on mechanisms for cartographic communi-
cation of information about imperfection in spatial information, fa-
miliar from conventional maps.
Table 2 provides an overview and summary of the literature avail-
able on uncertainty presentation and visualization techniques, dis-
cussed in more detail below.
Color hue (e.g., red or green), saturation (color purity), and value
(color lightness), for example, have all been explored in the context of
communicating uncertainty in maps (see Figure 2a–c). For example,
[85] explored the use of color hue and suggests this technique is best
suited for novice users. The evidence for the usability of color value
(lightness) is conflicting, with some experiments indicating it is not
effective [111], and others indicating the converse [1, 80]. Where it is
effective, darker values are associated with more certainty, and lighter
values with more uncertainty [20, 85, 93, 123]. Saturation have not
been found to be particularly effective or successful for representing
uncertainty [20].
The shape, size, and orientation (Figure 2d–f) of symbols have also
been used to represent information about uncertainty in maps, as
well as the arrangement (pattern) of groups of symbols. Many of
these have been adapted from Bertin’s visual variables [9] For exam-
ple, Howard and MacEachren [62] found linear patterns overlaid on
top of standard maps to be an effective way of communicating lev-
els of uncertainty (Figure 2g). Glyphs too have been widely studied
in this context [24, 101]. For example, Pang et al. [101] examined the
use of glyphs (Figure 3), finding that there were successful in a range
of contexts, although more suited to use by experts as they can be
visually overwhelming [101]. Uncertainty overlays are another com-
mon technique. For example, [100] successfully used contour lines of
different colors to depict the uncertainties associated with different
variables.
Fog, focus, and crispness have been applied to blur or obscure dis-
played information in order to prevent unwarranted certainty being
ascribed to these features [17, 85, 89]. For example, fog can be used
as an “atmosphere" through which the map is viewed; the thicker
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Type Technique Description Examples
Color (Hue) Using different hues to distinguish
certain (e.g., green) and uncertain (e.g.,
red) information
[31, 85]
Color (Value) Using color lightness to distinguish
certain (e.g., darker) and uncertain
(e.g., lighter) information
[1, 20, 80,
85, 93,
111, 123]
Color
(Saturation)
Using color purity to distinguish
certain (e.g., richer color) and uncertain
(e.g., weaker color) information
[20, 80,
85, 87,
110, 111]
Shape Using shape of symbols or glyphs (e.g.,
star plots) to communicate levels of
uncertainty
[24, 85,
100, 101,
110]
Static
Affine
transforms
Using size or orientation of symbols to
communicate levels of uncertainty
[85, 101]
Overlay
surfaces
Separate uncertainty overlay map or
surfaces to accompany conventional
map, such as certainty contours
[39, 87,
100]
Pattern Using areal pattern or texture (e.g.,
increasing pattern coarseness to
represent greater uncertainty)
[62, 80]
Crispness Blurring or degrading sharp symbols
or boundaries to depict increasing
uncertainty
[17, 41,
80, 85, 89,
110, 111]
Fog Obscuring features using fog, focus, or
transparency to depict increasing
uncertainty
[10, 11,
12, 34, 85]
Blinking Flashing symbols or pixels in
proportion to levels of uncertainty
[37, 43,
95]
Dynamic
Flickering Obscuring precise location of features
by rapid movement, such as “jittering”
lines
[37, 43,
85, 94]
Animation Sequential “movie” animation to
highlight uncertain region or features
[14, 31,
35, 39, 43]
Slicing Using interactive “quality slider” to set
uncertainty thresholds
[86]
Interactive
Linking/
brushing
Using implicit queries to highlight
uncertainty information in associated
views
[38, 48,
62, 84]
Toggling Switching between mapped data and
uncertainty overlay
[85], [1],
[37]
Sound Use of sounds to represent uncertainty
(e.g., uncertainty “earcons” or higher
pitches for increasing uncertainty)
[7, 42, 44,
78, 82]
Table 2: Summary of uncertainty presentation and visualization techniques.
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a. Color hue b. Color value c. Color saturation
d. Shape e. Size f. Orientation
g. Grain h. Fuzziness i. Transparency
Figure 2: Visual variables applied to point symbol sets from certain (bottom)
to uncertain (top), from [89].
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Figure 3: Uncertainty vector glyphs over Monterey Bay, California, from
[101].
the fog, the more uncertain the underlying information (see Figure
4). Focus refers to the clarity of the fill, e.g., a sharp pattern can indi-
cate certainty while a less defined pattern might indicate uncertainty
[85] (Figure 2h). For symbols that do not have a fill, crispness of the
edges can be manipulated to show uncertainty (Figure 5) and out-of-
focus symbols could be used to represent uncertainty in point sym-
bols [85]. In the example in Figure 5, a certain boundary (e.g., the
border between Western Sahara and Mauritania) might be depicted
with a sharp, narrow line, while an uncertain boundary (e.g., that be-
tween Western Sahara and Morocco) might be portrayed with a broad
fuzzy line.
Figure 4: Map of the ecological risk due to ozone. On the left isolines show
a composite index and on the right, the uncertainty in that index is
overlayed as a fog of varying thickness corresponding to varying
degrees of uncertainty, from [85].
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Figure 5: A certain (Western Sahara–Mauritania) and an uncertain (Western
Sahara–Morocco) border using crispness.
Finally, it is worth noting that attempts to represent uncertainty in
spatial information are also common in the wider geovisualization
literature. For example, blinking and flickering [37, 43]; movie anima-
tions [14]; and even sound [7, 42, 44, 78, 82] have been proposed as
possible routes to communicating uncertainty in spatial information.
However, in this thesis our exploration is restricted to static carto-
graphic techniques, such as might be used on a paper map. This is
still overwhelmingly the default form of communication of spatial
information to responders in emergency scenarios.
2.2 map-reading versus decision-making tasks
A common theme throughout all the studies into the representation
of uncertainty discussed above is that these are essentially concerned
with the task of map-reading: interpreting the level of uncertainty from
the map. Map-reading is usually assessed using basic retrieval tasks
[70]. While such studies still require users to make a decision, these
decisions are generally limited to interpreting the information con-
tained in the map. For example, in a typical study by [1], participants
were asked to identify areas of urban growth under uncertainty. Us-
ing only basic map-reading skills, users matched colors from the un-
certainty map to the legend to find its associated uncertainty (Figure
6).
Even when faced with more complex tasks, the uncertainty compo-
nent usually reduces to a map-reading task. For example, a study by
[61] presented users with a thematic map of land suitability for air-
port sites overlaid with glyphs indicating the level of certainty. Users
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Figure 6: Map-reading task to determine the likelihood of the area in the
black rectangle becoming urban, from [1].
were then asked to choose the optimal region for a new airport based
on the combination of suitability and certainty. Whilst this task forced
users to combine two types of data to make a higher-level decision,
it is apparent that users still only had to perform a fairly basic map-
reading exercise to complete the task (i.e., matching the uncertainty
representation with the value in the legend). Other similar map- read-
ing type studies include those by [60], [125], [50] and [32].
In this work a strong distinction is drawn between map-reading
(i.e., extracting coded information from a map) and decision-making
(choosing which action to take based upon that encoded information)
under uncertainty. This distinction is important because the specific
representation chosen may have an effect not only on a user’s ability
to interpret from the map the correct level of uncertainty, but ulti-
mately, the decision a user makes. This can be referred to as the “right
decision, wrong outcome” problem.
Supporting this viewpoint, [90] argue that evaluating the effect of a
visualization on a user should include an evaluation of the emotional
responses (e.g., trust, confidence, worry, anxiety). There are but a
handful of examples that have examined the effects of different graph-
ical representations upon the effectiveness of decision-making under
uncertainty. For example, [41] used point-based representations of
uncertainty (using blurring of icons) to assess effectiveness of users
in identifying a radar contact as hostile or friendly (Figure 7). Other
such examples are research by [73] and [72] where representations of
uncertainty were tested in submarine localization visualization tasks
and [2] where display of uncertainty was investigated in navigation
tasks.
Interestingly, these studies found performance was found to be
more accurate for novices (rather than experts) when uncertainty was
displayed spatially. In contrast, recent work by [107] using both expe-
rienced and novice air traffic operators for identifying and classifying
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Figure 7: Use of blurring in point based representations to represent uncer-
tainty, from [41].
threatening targets, found that including uncertainty did not have a
vast effect between the two groups on the the time needed to make a
decision nor overall outcome. However, they did find a considerable
difference in the confidence of the decision between experienced and
novice operators. Similarly, a study by [108] using only experts found
the inclusion of uncertainty representations did not have a significant
effect on the time needed to make a classification, the performance
nor the self-assessed confidence reported. [99] conducts usability test-
ing to determine that ensemble displays are an effective alternative
to summary displays, for representing uncertainty associated with
hurricane forecasts (Figure 8).
Figure 8: Summary versus ensemble displays to represent hurricane uncer-
tainty, from [99].
The work in this thesis aligns with this second strand of research,
the decision-making end of the task spectrum, and investigates car-
tographic representations of uncertainty and their effect upon im-
proved judgment and decision-making in uncertain situations. Al-
though research into the task of reading uncertain information from
a map has an established history, less is known about the effects of
uncertainty on spatial decision-making tasks.
2.3 experimental support
Despite the ubiquitous nature of imperfection in spatial data, it is ac-
knowledged that relatively little research provides empirical results
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on how imperfection is perceived, understood, and processed by users
[16, 55, 64, 88]. Recent work by [71, 89, 91] highlights this key chal-
lenge: to better understand the effects of visual depictions of imper-
fection on reasoning and decision-making under uncertainty.
Among the many studies of cartographic representation of uncer-
tainty in the literature that have been empirically evaluated, several
adopt a qualitative, questionnaire-based approach common in human
factors research. For example, [33] performed a study where partic-
ipants had to interpret uncertainty in land use maps to answer a
series of map-reading tasks. [28] examined participants’ preferences
for different graphical representations of uncertainty associated with
the potential impact of predicted hurricane tracks. A recent study by
[112] assessed via surveys participants’ emotional responses to uncer-
tainty displayed on cancer risk maps. Whilst [4] asked participants to
answer a series of emotional questions based upon their interpreta-
tion of spatially communicated tornado warnings. A study by [110]
asked users to consider uncertain annual precipitation in deciding
where to plant a crop (Figure 9). A recent study by [119] interviewed
and surveyed stakeholders and scientists to provide comment on the
inclusion of probabilistic information on volcanic hazard maps. They
found that isarithmic maps coupled with probabilistic information
represented using text (as a percentage and as a natural frequency,
i.e., 1 in 4) provided the best outcome in reducing uncertainty and
increasing accuracy. One difficulty with such studies can occur when
a small proportion of those subjects invited actually respond. For ex-
ample, in [79] approximately 50 percent of those subjects who were
sent surveys actually responded.
Such qualitative experimental designs do undoubtedly give some
important insights into how humans interpret the different visualiza-
tion options. However, this type of experiment also leaves open the
possibility of self-selection bias (i.e., those people who elected to re-
spond may be systematically different in their responses from those
that did not).
Outside of cartography, there have been a range of other studies
that experimentally evaluate the suitability of different visual vari-
ables for conveying uncertainty, for example, in the domains of cli-
mate change [66, 106]; sport, weather, health economics, politics [117];
slope stability [31]; and analytical products [120].
A minority of studies have used quantitative experimental evidence
in examining the representation of uncertainty, such as in work on
using value, saturation, texture [80, 125], and ensembles and trans-
parency (fuzziness) [109] to communicate uncertainty in maps. How-
ever, practical considerations mean such studies use human subjects
drawn from students engaged in the researcher’s own courses, which
introduces the possibility of further bias. In studies by [109], for ex-
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Figure 9: Selection task between two locations (a) and (b) using precipitation
and associated uncertainty, from [110].
ample, participants were students and also received class credits for
participating in experiments.
2.4 incentive-based experimental design
Incentivization is one way to combat certain experimental and sub-
ject biases to some degree. To incentivize human subjects, payment
schemes have often been employed in experimental human factors
research. Often these payments are structured as a flat fee for partici-
pation, typically ranging from $5 to $10 [18, 80, 87]. Hourly rates may
also be used, for example, by [41] where participants were paid $6
per hour. Further incentives have also been included in some experi-
ments, such as [10, 12] where participants were paid an hourly rate
plus a performance-based monetary bonus for the highest scoring
participant.
The objective of all these payment schemes is to make explicit the
incentives for participants. In the majority of experiments in the liter-
ature surveyed, no payments were offered to participants [1, 14, 24,
33, 79, 84, 95, 111, 125]. It is unclear what in each of these instances
the incentives were for those participants.
To combat such ambiguities, performance-based incentive payment
schemes have been widely used in experimental economics research
[22, 57, 58, 115]. For example, [22] evaluated 74 experiments where
low, high or zero performance-based incentives were paid to partici-
pants. They found that the presence and amount of financial incentive
does seem to affect average performance in many tasks, particularly
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judgment tasks where effort responds to incentives and where in-
creased effort improves performance [22].
Performance-based incentivization is particularly pertinent to the
task of decision-making under uncertainty. In particular, the findings
of [22] are of interest, where offering higher incentives was linked to
improved performance particularly in judgment tasks, and incentives
reduced “presentation” effects such as generosity and risk seeking.
Task-related monetary incentives are an important design parame-
ter in all experiments with human subjects. In economics, where the
use of task-related monetary incentives is widespread, payments are
seen as an important tool for making the environment that is being
studied salient to human subjects and aligning the motivations of sub-
ject with the aims of research. The extent to which these payments are
appropriate depends critically on the questions that are being asked
and the extent to which the decisions of an individual should be con-
nected with their outcomes.
It is worth noting that irrespective of whether monetary incentives
are paid or not paid, they are still a design variable in any experi-
ment that involves human subjects. Psychology and many social sci-
ences have traditionally set this parameter to zero and omitted it from
the discussion of their designs. However, this choice is not innocuous.
Numerous studies have shown that small movements away from zero
payments can have very large effects on behavior, particularly in the
domain of risk [5, 22, 29, 59, 115]. Just as our positive incentive pay-
ment generates a set of motivations that interacts with visualization
and time pressure, so too would an experiment with the task-related
incentives set to zero: this experimental design is still expected to
affect performance.
As discussed in detail in [5], there are three main ways in which
task-related incentive payments influence behavior:
Capital-Labor-Production Framework:
As discussed in [22], one rationale for task-related incentive payments
is based on the idea that cognitive effort is scarce and that the error
rate of an individual may be high if they have no vested interest in a
decision. Based on this perspective, providing task-related incentives
encourages a human subject to increase their effort in the decision-
making process and provides data on how an individual acts when
their deliberative process are engaging.
Individuals often make worse decisions in settings with monetary
incentives when their deliberative systems crowd out simple rules of
thumb [3] and where incentives make individuals more conscious
of the ramifications of an outcome [6, 22]. This research seeks to
explore decision-making in a hazardous situation (i.e., bushfire or
flood) where individuals have significant monetary incentives on the
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line, where decisions are made quickly, and where bad outcomes are
highly salient. This environment is precisely where deliberative pro-
cesses are likely to engage and where visualizations may guide indi-
viduals to make better decisions.
Intrinsic and Extrinsic Motivation
Individual subjects who enter into an experiment come in with a sig-
nificant amount of home-grown motivations that are hard to measure
and control. Some subjects may wish to support the research of the
experimenter and try to adjust their decisions to generate data that
would “support” the researcher‘s hypothesis. Some may wish to have
fun or create noise while others may wish to support “aesthetically
pleasing” visualizations by intentionally making mistakes in other
formats.
A major reason for task-related rewards is to make the decision
problem we are actually interested in salient and to crowd out in-
trinsic preferences that we cannot control. This process of using task-
related payments to crowd out small secondary preferences is known
as induced-value theory and is discussed in detail in [114].
Affect and Decision Failures
A third rationale for task-related incentive payments is to make an
environment more salient to the subject so that the decisions made
encodes some of the emotional experiences that would be felt in the
true environment. In the risk domain, individuals who are placed
into hypothetical situations often fail to predict their emotional af-
fect and act differently than they do when faced with payoff-relevant
decisions. For example, individuals are more risk averse when real
money is on the line [59], exhibit endowment effects where they do
not wish to give up things they already possess [83], and are more
eager to mitigate losses [29].
As above, our interest is in situations where emotional affect is
likely to be high. Thus, running an experiment with task-related in-
centive payments is likely to generate data that is more relevant to
our research question.
In summary, offering performance-based incentives promotes en-
gagement of a subjects’ deliberative systems, makes the environment
more salient for subjects, and helps make the experimental environ-
ment more representative of the types of decisions that users of the
visualization platform are likely to face. As the aim of this research
is to evaluate spatial decision-making under uncertainty, this study
adopted an incentive-based methodology from experimental economics
in its design.
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2.5 a note on decision-making in emergencies
Focusing this work on the decision-making end of the spectrum is
important for at least two reasons. First, from the point of view of
emergency response, it is more important to examine if and how the
representation of uncertainty affects a user’s decision (i.e., which ac-
tion they choose to make), not only whether that user can correctly
interpret the information encoded in a map. In scenarios such as evac-
uation from a bushfire, numerous factors beyond the simple extrac-
tion of information from a graphical representation are important,
such as fear, worry, distractions and risk aversion. Second, only by
examining tasks at the decision-making end of the spectrum, beyond
only map-reading, is it possible to explore the “right-decision, wrong
outcome” problem inherent in decision-making under uncertainty.
Despite substantial improvements in warning dissemination over
the past decade, supported by advanced and diversified information
and communication technologies, bushfire catastrophes involving sig-
nificant numbers of fatalities and injuries continue to occur [52]. The
majority of these are due to late evacuation [54, 56]. Whilst we have
increased access to information, people arguably have an inability to
process this information effectively to make a well-informed decision
about which action to take. Studies show that the inclusion of uncer-
tainty on emergency maps may not be positively received by the pub-
lic [65] nor stimulate risk mitigation behaviors [8, 135]. Kowalksi et
al. [77] highlight the difficulties encountered by emergency managers
when making decisions in emergency situations. These decisions are
often time critical, and the added presence of stress has profound ef-
fects on professional judgment. Further, emergency managers have to
process massive amounts of information, which is often incomplete
or faulty (i.e., uncertain) under severe time constraints.
In the study described in the following chapters, each of these is-
sues of general importance, but also of specific relevance to emer-
gency decision-making, will be explored experimentally.

3
E X P E R I M E N TA L D E S I G N
This chapter outlines the design of the first five experiments: spa-
tial decision-making under uncertainty (Experiment 1), time pressure
and dual task (Experiments 2a and 2b), and validation of incentives
and subjects (Experiments 3a and 3b). Firstly, this chapter details the
motivation for devising this experiment and the choices that led to
the selection of this decision-making scenario (Section 3.1). Next, the
chapter explains maps (stimuli) used in each experiment (Section 3.2)
and the methods used for generating them. Then the design of the ex-
periment interface and underlying database is discussed (Section 3.3).
Lastly, the different experimental treatments are detailed (Section 3.4)
followed by a description of the participant interface developed to
deliver the experiments (Section 3.5).
3.1 experimental overview
The motivation for this series of experiments was to investigate decision-
making under uncertainty, in this case through uncertain knowledge
of bushfire likelihood. Specifically, this first series of experiments eval-
uates the impact of different (cartographic) representations of uncer-
tainty on decision-making.
As discussed in the previous chapter, of particular importance to
this research is the “right decision, wrong outcome” problem, which
is prevalent when considering decision-making under uncertainty.
Under uncertainty, people may make the “right” (i.e., most rational
based on the available information) decision; but due to the underly-
ing uncertainty this may result in the “wrong” (i.e., undesired) out-
come. This thesis argues that in the majority of previous research in
this field, the “right decision, wrong outcome” problem has not been
adequately considered or addressed. Careful thought has gone into
the design of the experiments in this thesis to analyze the response of
individuals in the context of this problem.
3.1.1 Experimental scenario
To best address/evaluate a person’s response to the “right decision,
wrong, outcome” problem described in the previous section, it was
decided a decision-making task be devised pertaining to uncertainty
in a bushfire situation. In bushfire emergency situations in Victoria,
Australia, the public are provided with static maps through the Vic
Emergency website (Figure 1). These maps are also available through
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social media such as Facebook and Twitter, and from the Country
Fire Authority website. The maps are consumed by the general pub-
lic who have no specific expertise in reading maps or exposure to
spatial data. It is from these maps, that these people have to make
a decision on whether they should stay or vacate their homes. So
it was decided that the experiments should test a similar scenario,
where the uncertainty of a static representation of a bushfire is repre-
sented using different visual variables. In the creation of these static
maps in bushfire emergency situations, Phoenix Rapidfire software is
often used. It was therefore natural similarly to use Phoenix Rapidfire
for the generation of the likelihood regions for these experiments.
3.1.2 Phoenix Rapidfire
Phoenix Rapidfire is fire spread modeling software, currently used by
the Victorian Government for fire prediction and management pur-
poses. Phoenix Rapidfire is unique in that it enables real time modeling
of the characteristics of the fire at a particular point in the landscape
(i.e., the interaction between flame height, intensity, size of the fire,
when the fire occurs, its location, weather, suppression, topography)
[121]. The speed at which Phoenix Rapidfire is able to model this infor-
mation is also unique—a fire of 200,000 hectares can be modeled in
4 minutes [121]. Phoenix Rapidfire is currently automatically used by
the Victorian Government each time a bushfire or grassfire incident
is reported. Upon receiving a report of a new fire, a Phoenix Rapidfire
prediction is automatically generated showing 6 hours of potential
spread. The predicted area of impact can then be used as a basis for
responding to the potential impact or generating a consequence re-
port [116].
The Phoenix Rapidfire software uses a number of inputs including
fuel types, weather, wind, fire history, topography, road proximity,
assets and values, fuel disruptions, and suppression resources [121].
Given an ignition point, the software uses these factors to output a
fire grid. This grid is then used to create our likelihood regions (see
Section 3.2).
3.2 experimental stimuli
This section details the rationale for selecting each of the representa-
tions used as stimuli throughout Experiments 1–3. In each scenario,
participants were presented with a decision-making task where par-
ticipants were asked to choose to stay or leave their home based upon
their interpretation of an uncertain bushfire scenario. Participants in-
dicated their decision by clicking the corresponding button in a cus-
tom designed computer-based interface. The potential but uncertain
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impact of the bushfire was represented using a variety of different
representations, the experimental stimuli.
Five of the six experimental stimuli were maps, consisting of infor-
mation about the likelihood of bushfire impact (likelihood regions),
a hillshade backdrop, a house location shown using a black cross,
and a corresponding legend (Figure 10). The hillshade backdrop was
chosen to provide some geographical context. However, roads and
other topographic features were omitted from the map to minimize
the chance of recognition by any subjects who may have prior knowl-
edge of the area.
Each map stimulus showed the likelihoods of different locations
being impacted by a hypothetical fire across the study region. These
burn likelihood regions were based on the fire grid generated by the
Phoenix Rapidfire fire spread modeling software. These likelihood re-
gions were represented graphically using one of five different carto-
graphic representations of uncertainty (Figure 11), as follows:
1. The simple map boundary representation (Figure 11a) was cho-
sen as a similar style of map is currently in use in the fire ser-
vices sector in Victoria today, to represent mapped outputs from
the Phoenix Rapidfire model. This simplified representation en-
coded less information than the other representations, showing
only two classes of region: 80–100% likelihood and less than
80% likelihood of burn impact.
2. The color hue representation used a spectral color ramp (Figure
11b) to distinguish between five classes of burn likelihood (0–
20%, 20–40%, 40–60%, 60–80%, and 80–100%). This representa-
tion was again chosen as it is used in practice as the default rep-
resentation in the FSPRO fire modeling software widely used in
the USA [122]. The hues chosen, were those specifically used in
FSPRO fire modeling software.
3. A color value representation was chosen as variation to the color
hue representation (Figure 11c) but with the addition of con-
taining a clear value message (with lighter value representing
decreasing uncertainty). This representation has been found to
be successful for depicting uncertainty in a regional planning
scenario by [80]. In that study, the best results were observed
where a darker value was used to represent more certain infor-
mation.
4. Transparency was chosen as the fourth representation (Figure
11d), as it proved successful for representing uncertainty in an
experiment conducted by [12] using a military decision-making
task. A previous human subject study on transparency con-
ducted by [11] found transparency to be suitable for ranking
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levels of uncertainty in thunderstorm mapping. This represen-
tation contained a similar value message to the color value rep-
resentation, the difference being grayscale instead of color.
5. A texture-based representation was also tested (Figure 11e). Tex-
ture was described by Leitner and Buttenfield [80] in their re-
gional planning study, to be the next most successful following
color saturation.
Finally, a sixth, text-based representation of the predicted bushfire
likelihood was also included (Figure 11f). This is in line with research
by [128], who concluded that text may often be superior to images
for presenting abstract ideas, logic, and conditional information. Us-
ing text enabled an evaluation of whether representing uncertainty
through simple text-based descriptions might be more effective for
decision-making than through map-based representations, in contrast
to some results in the literature (see Chapter 2).
In selecting the different representations, the issue of the precision
of information encoded in each of the different representations was
also considered (i.e., how detailed the information is in each of the
different views). The four “normal" representations (i.e., color hue,
color value, transparency, and texture) are most precise and present
the most detail. Although it gives a percentage for burn likelihood
for the house location, the text representation is arguably less pre-
cise as it doesn’t provide the wider geographic context, for example,
representing how close the house location is to the boundary of a like-
lihood region. The boundary representation is arguably least precise
as it has no internal gradation from 0–80% likelihood.
3.3 creating experimental stimuli
This section details the process for generating each of the stimuli used
throughout experiments 1–3. First, Phoenix Rapidfire is used to gener-
ate a fire grid. A burn likelihood is then assigned to each cell of the
fire grid to generate a final likelihood region. The final map stimulus
is then compiled, comprising a house location, the burn likelihood
region, and a background hillshade image.
3.3.1 Generating the likelihood regions
Having selected the representations to be evaluated in the experiment,
the next step was to generate the likelihood regions. Each likelihood
region (of which there were 15 in total) was generated using ESRI Arc-
GIS and Phoenix Rapidfire software. ESRI ArcGIS software was used
because Phoenix Rapidfire is specifically developed as an extension to
be used with this software package. This number of likelihood re-
gions was influenced by the decision that each participant was to
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Figure 10: A map of one of the representations (transparency) showing in
finer detail, the elements contained in each map.
view roughly one hundred scenarios (this figure was a large enough
number in terms of statistical inference, but without fatiguing partic-
ipants by having them view too many). From a payment versus time
perspective, the entire experiment should also take around 20–30 min-
utes. As the participants were only given 30 seconds per scenario, the
number viewed was well suited to the total time limit. Fifteen likeli-
hood regions, times six representations, resulted in a total of ninety
maps.
An ensemble modeling process was used to generate the likelihood
regions, whereby nine ignition points were used to develop each re-
gion. This choice of nine was influenced by the fact that a large likeli-
hood region was needed as a base to enable the participants to clearly
view the information portrayed, and the majority of large bushfires
for which Phoenix Rapidfire is utilized are, in reality, formed from mul-
tiple ignition points. To generate these ignition points, a 3 x 3 grid
with 500 m2 resolution was randomly placed (for each of the likeli-
hood regions), and this placement was restricted to an area within
the north-west of the study area (Figure 12). This was to ensure the
generated scenarios did not “fall outside” the confines of the map
(i.e., the Phoenix Rapidfire data which was provided, covered a limited
study area). The weather conditions used to generate the fires, had
winds which blew in a south-easterly direction, which caused the fire
to “spread” in a south-easterly direction. Within each 3 x 3 grid, a
point within the center of each grid cell was generated, which was
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a. Boundary b. Color hue
c. Color value d. Transparency
e. Texture f. Text
Figure 11: Examples of six experimental stimuli types for representing un-
certainty in impact of fire on house location. See Figure 10 for
a zoomed in view of the information pertaining to each of the
maps in a–e above.
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used as an ignition point (Figure 13). Each set of nine ignition points
was treated as one fire, for the purposes of generating one likelihood
region (See Figure 14).
Figure 12: The study area (bounding box), location of the 15 sets of ignition
points, and one of the burn likelihood regions (generated by the
set of ignition points in the top left corner), demonstrating the
placement of the ignition points relative to the bounding box.
Figure 13: Example of 3 x 3 grid, and the placement of nine ignition points.
In order to generate the likelihood regions used for the maps, each
set of ignition points was processed in Phoenix Rapidfire using the Grid
Analysis simulation type with a 1m x 1m grid resolution, and a 24
hour prediction window. The Grid Analysis simulation type, specifies
the Phoenix Rapidfire output to be a grid. The grid resolution specifies
the dimensions/size of each cell of the fire grid output, and the pre-
diction window defines the duration for which the fire will “burn”
for in the simulation, after ignition. The underlying weather condi-
tions used for the generation of the maps were taken from an area
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Figure 14: Example of the placement of nine ignition points, and the likeli-
hood regions generated by these points.
that was particularly adversely affected by the Black Saturday bush-
fires which occurred in Victoria, Australia in February 2009. Weather
(incorporating wind speed, direction, temperature, precipitation, hu-
midity) is one of the inputs used by Phoenix Rapidfire to generate the
fire grid, used to create the likelihood regions for these experiments.
3.3.2 Assigning a burn likelihood
The next step in creating a fully functional burn likelihood region
was to assign values representing the associated uncertainty to each
of the grid cells. As part of its output, Phoenix Rapidfire generates a
“times impacted" column. This column indicates the number of times
a particular grid cell has been impacted by both fire and embers. In
our simulation, the “times impacted” column had a maximum value
of 9, due to the number of ignition points used to begin the simula-
tion. The distribution of these was firstly examined and then proba-
bilities assigned (Table 3). Percentages were chosen as the method of
communicating bushfire likelihood, because the literature in this field
indicates that numeric probabilities are most commonly and success-
fully used to represent more precise information about uncertainty
[12, 127].
3.3.3 Creating the final map stimulus
To create the overall map that is viewed by the participants in the
experiment, randomly chosen unique house locations (Figure 17b)
were used. The “true” ignition point (Figure 17e) was randomly se-
lected from the nine used to create the scenarios. The houses were
placed as a randomly stratified sample to ensure house locations were
evenly distributed throughout each of the likelihood regions. Figure
15 shows the actual randomly generated stratified sample of house lo-
cations generated for one of the scenarios. The “true” ignition point
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Times impacted Burn likelihood
8–9 >80–100
6–7 >60–80
4–5 >40–60
2–3 >20–40
1 >0–20
Table 3: Burn likelihood assigned to the fire grid according to the times im-
pacted column in the output from Phoenix Rapidfire, which is the
number of times a particular grid cell has been impacted by fire or
embers.
was used to determine the actual outcome (area burnt). This igni-
tion point was used to determine whether participants have made
the “right” or “wrong" choice when he or she elected to stay or leave
(Figure 16).
Figure 15: Randomly stratified house locations as generated for a likelihood
region).
The overall map viewed by participants consisted of the house loca-
tion (Figure 17e), the likelihood regions (Figure 17c), and a hillshade
image (Figure 17d) provided by the Victorian Department of Environ-
ment, Land, Water and Planning as a backdrop.
Processing, an open source software package, was chosen to gen-
erate the maps, together with an additional library—MapThing. The
MapThing processing library was developed by Jon Reades at Uni-
versity College London’s Centre for Advanced Spatial Analysis [105].
MapThing enables Processing to read ESRI compliant shapefiles, and
display them as part of a sketch. This enabled the graphical display
of the shapefiles to be programmatically manipulated using Process-
ing. Utilizing the MapThing library and Processing, a Java program
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Figure 16: Example of the logic for creating one scenario showing the burn
likelihood region (black polygons), the nine ignition points (black
points), and the single ignition point (circled point) used to gen-
erate the actual burnt area (gray shaded polygon).
was written to import and display the burn likelihood regions, the
raster hillshade backdrop, and the 5400 unique house locations. The
program then automatically generated the maps based upon a com-
bination of one of the five different visualizations and unique house
locations overlaid on the hillshade background. The program also au-
tomatically generated the legend, shown to the right of the image,
matched to the visualization of choice. Lastly, these maps were auto-
matically batch saved as portable network graphic (PNG) files. PNG
files were chosen for their lossless format, small file sizes without
compromising quality, and speed of loading. PNG files are also fairly
common, being the most widely used lossless format on the Internet,
and do not require any specialized software to view.
3.4 experimental treatments
Each experiment 1–3 was designed to have approximately sixty partic-
ipants. Sixty participants was judged to provided a workable balance
between sample size and experimental cost and feasibility. In prac-
tice, sixty participants per experiment was about the maximum study
size that could reasonably be conducted given the available resources
(human, logistic, and financial). However, it was also a large enough
sample as a basis for statistical inference. Indeed it was a significantly
larger sample than notable previous studies in the field (cf. [12, 61],
who used samples of 12 and 24 people).
Each experiment used the six different representations (Section 3.2,
Figure 11) as treatments. For each treatment fifteen scenarios were
generated. Each scenario was effectively a repetition of the treatment.
All participants were shown all of the scenarios in all treatments.
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Figure 17: Schematic demonstrating interconnectedness of all the elements
and processes used to design and create the experiment inter-
face. At a broad level there are two main elements of the design,
map creation (1) and experiment delivery (2). The map creation
phase (1) generates the maps that are delivered to the partici-
pant through the experiment delivery phase (2) of which the
main feature is the experiment interface (i) linked to a supporting
database (j).
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Thus, each participant was required to view 15 scenarios, times 6
treatments, equals 90 different scenarios.
To guard against the potential for presentation order or learning
effects to bias the results, each participant was placed into one of six
groups. Participants in different groups were shown the treatments
in a different order. Participants were shown the scenarios in those
treatments in a random order. Different individuals in the same group
were shown the scenarios in different orders.
Participants were randomly assigned to each group with each group
having equal numbers of participants. The order of the treatments
across the different groups is given in Table 4. The table was com-
puted using the balanced Latin squares approach. This ordering is
widely used in experiments to minimize the potential for first or-
der carry-over effects including learning, fatigue, and contrast [126].
Using Latin squares, the treatments were ordered so that each treat-
ment is preceded and followed by each other treatment only once
[63, 67, 126]. The literature indicated this was the best approach for
designing experiments to minimize the potential for learning effects
[67].
Treatments
Group Subjects 1st 2nd 3rd 4th 5th 6th
A 1–10 * H X V T B
B 11–20 H V * B X T
C 21–30 V B H T * X
D 31–40 B T V X H *
E 41–50 T X B * V H
F 51–60 X * T H B V
Table 4: Order of treatments based on balanced Latin squares. H = Color
hue; V = Color value; B = Boundary; T = Transparency; X = Texture;
* = Text.
3.5 experiment delivery
A clear, intuitive interface was required for presenting experimental
stimuli to participants, and recording their decisions. In particular,
the participant interface needed to:
• be easy for participants to use with minimal instruction;
• be easily adapted and modified for multiple experimental se-
tups; and
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• be as portable and easy to deploy in a range of experimental
labs.
In order to satisfy the final requirement, it was decided to use
a web-based architecture for implementing the participant interface.
This enabled the experiments to be run from any computer with a
standard operating system and Internet browser. Thus, HTML and
JavaScript were used to construct the participant interface, served us-
ing PHP scripts to generate the page itself, and viewed using a spe-
cific browser and version to guarantee consistency (Firefox version
19.0.1). Embedded in the HTML page was one of the experimental
stimuli stored as an image (see Section 3.2), with the PHP script dy-
namically generating the HTML required for a particular participant
and question. A secure MySQL database was developed to store all
the necessary data about the experiment structure, order, and ques-
tions. In addition, this database also stored the participant informa-
tion and the participant responses. Figure 17 shows the overall struc-
ture of the experiment, with Figure 18 showing the MySQL database
design, discussed further below.
3.5.1 Experimental database
A relational database was designed in order to facilitate storage of
key aspects of the experiment, namely:
• the participant identity;
• the assigned group and order of the treatments and scenarios
presented to each participant (see Table 4);
• details of the experimental stimuli to be presented (an unique
PNG image name);
• information about the actual scenario outcome (burnt or not
burnt); and
• participant response information, including per-scenario time
taken, “stay” or “leave” response, and all the information cap-
tured through the user questionnaire (see Section 3.5.4).
These requirements led to a database design that consisted of four ta-
bles: experiment data, user data, payment, and questionnaire (Figure
18). The experiment data table stored information about the order-
ing of the experiment, including unique experiment numbers, image
names, and burnt/not burnt information. The user data table stored
information about the actions of each user throughout the experiment
including time taken, response, and whether the response was correct
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or incorrect. The questionnaire table stored basic demographic infor-
mation about the user as well as some basic questions about the ex-
periment, including preferred visualization. The payment table stored
information on the incentive amounts earned by each participant.
All the maps were stored as PNG files on the remote server, and
referenced by the filenames stored in the database. The ordering was
contained in the experiment table. A unique, non-consecutive six digit
experiment number was created as an identifier for each participant
so the anonymity of the participants could be maintained at all times.
The database contained no personal identifying information of the
participants. The participants responses in the user questionnaire were
also identified using this six digit number. And the responses through-
out the experiment, and the questionnaire responses could be linked
by querying using this number.
USER_DATA
id: integer(11) (PK)
user: integer(11)
timestamp: time
button: char(2)
img:varchar(50)
burnt: integer(11)
tdiff: integer(11)
pctime:double
PAYMENT
id: integer(11) (PK)
user: integer(11)
amount: integer(11)
EXPERIMENT_DATA
img: char(255) (PK)
burnt: int(11)
user: int(11)
QUESTIONNAIRE
id: integer (PK)
user: integer(11)
age: integer(11)
sex:char(1)
topDegree: char(255)
otherDegree: char(255)
discipline: char(255)
cartographygisstudy: char(1)
maths: text
language:char(1)
firstlanguage: char(255)
fvalidity: text
comments: text
bushfireexp text
prefer1: integer (11)
prefer2: integer (11)
prefer3: integer (11)
prefer4: integer (11)
prefer5: integer (11)
prefer6: integer (11)
1..* 1
1..*
1
1…*1
Figure 18: Database schema showing tables created for the experiment
database.
3.5.2 Participant interface
Of primary importance in the participant interface was the experi-
mental stimulus itself: the burn likelihood map. Thus, this map was
given the largest possible proportion of the on-screen view for the
participant, and placed in the center of the participant’s view.
As many experiments were timed, a visible on-screen timer was
also needed. To enable participants to quickly see how long they
had remaining, a countdown timer was placed in the top left cor-
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ner. The timer was in a prominent position and close to the image so
it could be seen with a quick glance away from the burn likelihood
map, or even in the participant’s peripheral vision. Two decision but-
tons, “stay” and “leave,” were then placed at the top of the screen
for rapid access. The buttons were large enough to be easily clicked,
and close to each other but set far enough apart to make accidentally
pressing the wrong button highly unlikely.
Figure 19 shows an example of the participant interface contain-
ing the elements discussed above: burn likelihood map (experimen-
tal stimulus); countdown timer; response buttons. In addition, the top
right corner contained additional information about the payment in-
centives participants would receive for their decisions, in experiments
where incentives were used. These are discussed further in Section
4.2.
Figure 19: Participant interface used to present stimuli to participants and
receive decisions.
Finally, to administer the experiment participants were given a URL
that could be entered into any web browser. As mentioned above,
to guarantee consistency Mozilla Firefox browser, version 19.0.1 was
used in all our experiments, although any recent browser would suf-
fice. To access the experimental interface, participants were required
to enter a secret and personalized six-digit number into the experi-
ment screen.
After entering the unique six-digit access code, participants were
then presented with the experiment-specific instructions on the task
they were required to perform (see Appendix A).
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3.5.3 Participant instructions
The participant instructions included specific directions on the task
participants were asked to complete (See Appendix A for a copy of
the participant instructions for Experiment 1) along with information
on specific features of the experiment, namely the:
• maps they would be shown, what the maps were comprised of,
and how many they would view (90);
• activity—selection of “stay” or “leave”;
• timing—30 seconds per map, the positioning and function of
the countdown timer, the expected total time the experiment
would take (20–30 minutes);
• payment schedule and payment matrix ($7.00 base rate plus
$9.00 additional which could be earnt through decisions);
• questionnaire—the final screen of the experiment;
• example maps, one for each representation.
3.5.4 Participant questionnaire
A questionnaire was carefully designed for participants to complete,
and was displayed as the last screen of the experiment. The ques-
tionnaire, in keeping with the anonymity of the experiment did not
ask for any personal identifying information, only identifying partic-
ipants by the unique six digit number.
The questionnaire differed from other questionnaires commonly
used in notable previous studies in the field ([80, 106]), by includ-
ing additional questions to judge participants’ map reading ability,
maths ability and prior bushfire experience, on top of the standard
general demographic questions about the participants (i.e., age, sex,
highest degree attained, first language spoken). See Appendix B for a
full copy of the questionnaire used for Experiments 1–3. Participants
could also provide general comments on the experiment and were
asked to rank the visualizations according to preference.
3.6 summary
In summary, this chapter has detailed the experimental design of the
first five experiments: spatial decision-making under uncertainty (Ex-
periment 1), time pressure and dual task (Experiments 2a and 2b),
and validation of incentives and subjects (Experiments 3a and 3b).
Key features of the experimental design, some which set this experi-
ment apart from notable previous studies in the field are:
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• motivation and design of the experiments to specifically explore
the “right decision, wrong outcome” problem through the use
of incentives;
• a standalone experiment design, which can by accessed on any
computer with an Internet browser;
• an accompanying database which stores experiment informa-
tion whilst maintaining the anonymity of participants; and
• a post-experiment questionnaire designed to better understand
the participants, including questions to judge map-reading abil-
ity, maths ability, and bushfire experience of participants.

4
E X P E R I M E N T 1 : S PAT I A L D E C I S I O N - M A K I N G
U N D E R U N C E RTA I N T Y
Experiment 1 is designed to investigate the spatial decision-making
performance of individuals given multiple different representations
of uncertainty. As touched upon in Section 1.1.2, of particular inter-
est to this research is the “right decision, wrong outcome” problem,
which is prevalent when considering uncertainty. Under uncertainty,
people may make a rational decision based upon reading the map,
but due to the underlying uncertainty this may result in the wrong
outcome (and conversely, people who make the wrong decision may
by luck result in the right outcome). Using a bushfire decision-making
scenario, this experiment is designed to evaluate people’s response to
uncertainty whilst addressing the “right decision, wrong outcome”
problem.
In terms of the “better to be safe than sorry” factor that ties in with
the “right decision, wrong outcome” problem, it is worth considering
that every false alarm comes with a cost. In essence, surely it seems
better to be safe than sorry, i.e., evacuate in all instances where there
is a warning, whether the outcome means the fire may impact you or
not. However, if a person experiences many false alarms, these come
with a cost, a person may be more inclined to ignore the next warn-
ing or fail to prepare adequately for the next one. In an individual
instance, there is less impact of an error of commission (false alarm)
than an error of omission (missed true alarm). However, on the whole
errors of commission would seem to undermine the whole alarm sys-
tem.
In Experiment 1, participants were presented with a spatial decision-
making task related to a bushfire. Participants had to choose to stay or
leave a home based upon their interpretation of the potential and un-
certain impact of a bushfire. This primary experiment addresses the
most basic scenario. Extensions in response to the results presented
in this chapter are picked up and explored further in subsequent ex-
periments (see Section 1.3 for a summary of each of the experiments).
4.1 participants
Sixty students from the University of Melbourne took part in Experi-
ment 1. The students were selected from an existing experimental eco-
nomics database of experimental participants. The students recruited
were studying in a wide range of academic faculties within the uni-
versity. Students currently engaged in studying geography or closely
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related disciplines were actively excluded, as the aim was to focus on
participants without specialized knowledge of map reading concepts.
The experiment aimed to capture a realistic representative sample of
the population. The mean age of participants was 23.8, ranging in age
from 18 to 53. The majority of participants had no prior experience
with bushfires. All participants in the experiment were tertiary edu-
cated with degrees ranging from Bachelors through to PhD and there
was a relatively even distribution between male and female. Approxi-
mately 50 percent of participants listed English as their first language
and the other 50 percent were of Asian, South East Asian, and Eu-
ropean descent. All participants had a good grasp of mathematics
and 54 out of 60 had never formally studied GIS or cartography. This
figure is not surprising as students studying these disciplines were
actively excluded from the experiment as mentioned above. These 6
participants (out of 60) that have taken GIS or cartography courses
were included for the purposes of the analysis. The aim of actively
excluding, was to have a low number of those with GIS or cartogra-
phy experience, as it is expected this would factor into differences in
decision-making.
4.2 procedure
The experiment was conducted using within-subjects testing where
each participant viewed each scenario once and the experiment was
administered in blocks of treatments (six blocks with ten participants
per block, Section 3.4). These blocks were designed using a balanced
Latin squares approach to minimize any memory/fatigue effects. There
was randomized ordering within the blocks. Each participant viewed
90 scenarios. For each scenario participants had simply to decide
whether to “stay” or “leave” a home based on the presented infor-
mation about the potential and uncertain impact of a bushfire.
4.2.1 Performance-based incentives
As was foreshadowed in previous sections (see Sections 1.3 and 2.4),
a key feature of this experiment is the use of a performance-based
incentives scheme, adopted directly from standard experimental eco-
nomics methods. Each participant was paid a flat $7 AUD partici-
pation fee. Up to an additional $9 AUD could be earned throughout
the experiment in performance-based payments. These amounts were
chosen to ensure the performance-based payments (i.e., those a par-
ticipant could earn) could potentially be more than the participation
fee, a clear motivation for performing well in the experiment (cf. Sec-
tion 2.4). Thus, the total amount that could be earned by a participant
was $16, slightly more than previous experiments as surveyed by the
literature (see Chapter 2). However, because of the performance re-
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lated element, in practice the most that was earned in any of the
experiments was $14.40 AUD.
For each correct outcome a participant was paid $0.10. For each in-
correct outcome participants did not receive a payment. An outcome
was deemed to be correct if either: a. the participant decided to leave
the house and it was in fact impacted by the fire; or b. the partici-
pant decided not to leave the house and it was in fact not impacted.
Whether the house was in fact impacted (burned) or not was chosen
at random in the scenario setup with a probability equal to that de-
picted on the map at the house location (see Section 3.3.3 for details).
Note that this experimental design ensured the experiment was not
simply a map-reading task. In a small number of cases (10%), par-
ticipants who elected to leave a house located in the 80–100% burn
likelihood zone (logically, the right decision) would in fact suffer the
wrong outcome (the house would not be impacted by the fire). Sim-
ilarly, in 30% of cases houses located in the 20–40% burn likelihood
zone would in fact be impacted by the fire. Thus, the experiments
embody the “right decision, wrong outcome” problem, where partic-
ipants who make a rational decision based on reading the map may
still result in the wrong outcome (and conversely, some participants
who make the wrong decision may by luck result in the right out-
come).
In economics, a range of different and more sophisticated incentive
schemes have been explored in experiments, such as where partici-
pants start with a sum of money and lose or gain money depending
on correct or incorrect decisions. In this experiment we chose the sim-
plest scheme (participation fee + performance-related fee) as a default,
simple baseline. Further, as the use of performance-based incentives
is not common in the existing visualization literature (See Section2.4),
our basic incentive scheme seemed to serve as a natural starting point.
However, future work might explore the effects of alternative incen-
tive schemes, if any. For an overview of alternative incentive schemes
used in experimental economics see work by [22].
4.2.2 Stimulus
A matrix showing decision/outcome payments was displayed on the
screen at all times (see Section 3.5.2). However, to minimize the influ-
ence of a person’s fine-grained performance on their progress, partic-
ipants were not shown the total amount they would be paid until the
end of the experiment.
A time limit of 30 seconds was chosen for decisions. The limit of 30
seconds was chosen following an initial pilot experiment, which indi-
cated 30 seconds was ample time to answer questions without stress
or discomfort. Consequently, 30 seconds represented a length of time
that avoided excessive delays and ensured experiments could be cer-
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tain to finish within a scheduled time; but without putting partici-
pants under appreciable or undue time-pressure. A countdown timer
was shown on the experiment screen (see Section 3.5.2) showing a
countdown from 30 seconds. This ensured participants had knowl-
edge of how much time left they had to make a decision. This timing
also resulted in an experiment that was of approximately 45 minutes
in total duration. This amount of time translated well to the expected
amounts paid.
4.2.3 Environment
The experiments were run in a purpose built experimental economics
computer lab (Figure 20). The experiment was administered through
an Internet browser connected to the experimental database. Data
from participants was anonymized through a unique multiple-digit
identifier assigned to each participant. Participants were asked to be-
gin the experiment after reading the instruction screen on the exper-
imental interface, which included sample images for each represen-
tation they would be shown during the experiment (see Appendix A
for participant instructions).
Figure 20: Experimental Economics lab setup, from [26].
At the end of the experiment, participants were asked to complete a
short questionnaire which included demographic questions, scenario
preferences, general comments, questions about the participants math
ability, map reading ability, and bushfire experience (see Appendix
B).
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Participants earned an average of $13.34 in this experiment, com-
posed of an average performance-related incentive payment of $6.34
plus a $7.00 participation fee. Overall, performance-related incentive
payments ranged from $4.50 to $7.40.
4.3.1 Logit performance analysis
Logistic regression (logit) was the key method used for evaluating
the performance of the participants across different treatments. Logit
is best suited to comparing the response across different treatments
because of the binary nature of the data: “stay” or “leave” decision,
correct or incorrect outcome [25, 27].
In comparing different treatments, logit requires one treatment to
be identified as the “benchmark” against which the other methods
were related. In all the following experiments, the boundary represen-
tation was selected as the benchmark for the experiments, since it
was the representation that encoded the least precise information of
all the representations, only depicting the <80% and 80–100% burn
likelihood regions. However, the choice of the boundary representa-
tion as the benchmark is arbitrary and does not in any way affect the
results. Whilst logit requires the selection of a baseline reference rep-
resentation, the other representations can still be compared with one
another. Thus, if another representation was selected as the referent
representation, it would affect the absolute but not the relative odds
ratios between other representations.
Figure 21 shows the odds ratios for the different results. An odds
ratio is a measure of association between an exposure and an out-
come. The odds ratio represents the odds that an outcome will occur
given a particular treatment compared to the odds of the outcome oc-
curring in the absence of that treatment. For example, in Figure 21a
the odds ratios indicate that participants were 0.84 times less likely
to decide to stay in the case of text than in the case of the boundary
representation. Conversely the results in Figure 21b indicate that par-
ticipants were 1.25 times more likely to make a decision that led to
the correct outcome in the case of text compared with the boundary
representation.
The logit analysis produces significance values for each representa-
tion when compared to the boundary representation. A single aster-
isk indicates where there is significance at the 95 percent confidence
level. Figure 21a shows that none of the differences in stay versus
leave decisions across the each of the different representations was sta-
tistically significant at the 5 percent level. By contrast, in terms of
the outcomes in Figure 21b, the text-based representation led to signif-
icantly better outcomes than the boundary representation, although
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Figure 21: Odds ratios for a. decisions and b. outcomes for different rep-
resentations relative to boundary representation for Experiment
1. Upper and lower 95 percent confidence limits are represented
by the extent of the horizontal bars. Blue bars indicate a positive
effect and red bars indicate a negative effect. A single asterisk
indicates significance at the 5 percent level. As the boundary rep-
resentation is the referent representation, it is not depicted above.
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none of the other representations resulted in a significant difference
in outcome success.
4.3.2 Pairwise performance analysis
A further pairwise comparison, a post-hoc multiple comparison Tukey
test, was conducted for both decisions and outcomes in order to de-
termine whether there were significant differences between mean per-
formance across the different treatments.
For decisions, it was found that the difference between transparency
and texture were significantly different at the 99 percent confidence
interval (Table 5). Other pairs of treatments exhibited no significant
differences in mean performance.
Boundary
Color
hue Texture
Color
value Transparency
Color hue 0.984
Texture 0.808 0.993
Color value 0.941 1.000 0.999
Transparency 0.406 0.103 0.021* 0.056
Text 1.000 0.984 0.808 0.941 0.406
Table 5: Pairwise comparison of treatments by decision. Note: Significant
differences in the decision of response for pairs of treatments are
represented by * p-values<0.05. Methods are listed in order of over-
all accuracy from least to most accurate. The numbers represent
p-values.
For outcomes, it was found that the pairwise comparison yielded
no significant differences between any of the treatments (Table 6).
Boundary
Color
hue Texture
Color
value Transparency
Color hue 0.59
Texture 0.97 0.96
Color value 0.90 0.99 1.00
Transparency 0.42 1.00 0.88 0.96
Text 0.26 0.99 0.74 0.88 1.00
Table 6: Pairwise comparison of treatments by outcome. Methods are listed
in order of overall accuracy from least to most accurate. The num-
bers represent p-values.
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4.3.3 Time analysis
The mean time taken by participants to decide on each scenario was
found to be similar across all the representations, between 3 and
4 seconds (Table 7). Participants performed fastest on average on
the boundary representation (average time to decision 3.41 seconds).
The boundary representation also resulted in the least successful out-
comes (see Figure 21b—note the boundary representation was used
as the baseline, so all odds ratios above 1.0 represent improved out-
comes over the boundary representation). The slowest responses were
found for the color value, color hue, and textural representations (3.45
seconds). Although ANOVA revealed the differences in times to be
statistically significant, the effect size is very small (at most 4 hun-
dredths of a second).
Representation
Boundary Color hue Color value Transparency Texture Text
3.41 3.45 3.45 3.44 3.45 3.42
Table 7: Mean time taken (seconds) to decide across Experiment 1.
4.3.4 Participant preferences
In addition to the quantitative performance of participants across the
different treatments, participants completed a questionnaire at the
end of the experiment (Section 4.2.3). Figure 22 summarizes the par-
ticipants’ stated preferred representation. From Figure 22 it is appar-
ent that color hue was the most frequently preferred representation,
with the text representation the next most frequently preferred. Tex-
ture was the least frequently preferred representation.
4.4 discussion : performance
These performance results highlight the central distinction in this
work between decision and outcome. In terms of decision, whilst the
observed differences were not statistically significant, the results in-
dicate participants did indeed make marginally different decisions
based upon the different representations (Figure 21a).
These small differences in decision do give rise to a statistically sig-
nificant difference in outcomes (Figure 21b). Subjects were least suc-
cessful when using the boundary representation and most successful
when using the text-based representation, with the text-based rep-
resentation leading to 25 percent more successful outcomes than the
boundary representation. This result apparently contradicts results of
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Figure 22: Histogram showing participant preference count for primary ex-
periment.
other studies that demonstrate the utility of graphical representations
(see Section 2); on the other hand it is in line with the conclusions of
[128] (that text may sometimes be superior to images for abstract in-
formation).
The boundary representation, whilst proving to be least success-
ful for participants, can arguably be handled more rapidly (Table 7, a
small effect size, but a statistically significant one). One interpretation
of this result is that the boundary representation encodes less infor-
mation than the other representations (i.e., with only one category for
0 to 80% likelihood of fire impact, compared with four categories in
the other other representations). Hence, it seems plausible that partic-
ipants can make faster (and by implication perhaps more confident)
decisions when faced with less information to process. Set against
that, participants were able to complete the task rapidly on average
across the board, with almost all responses requiring less than 5 sec-
onds.
This result is initially somewhat disappointing. Looking back to the
original hypothesis (“The methods used to visualize the uncertainty
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of mapped geographic information can make a significant difference
to people’s decision-making performance.” Section 1.2), this first ex-
periment provided at best weak evidence to support the hypothesis.
4.4.1 Logit versus pairwise performance analysis
To further confirm this initial finding, the second statistical analysis of
the results used the pairwise analysis of decisions (Table 5). The logit
analysis provides the probability of a particular decision or outcome
given the different representation. By contrast, the pairwise analysis
tests whether the distribution of decisions or outcomes for each rep-
resentation is sufficiently different to indicate that they were derived
from a different underlying population.
For example, the pairwise analysis does indicate a significant dif-
ference in decisions taken by participants between transparency and
texture. The number of stay and leave decisions made by participants
with transparency are almost equal, whereas with texture a larger
number of people chose to leave than stay. Conversely, the pairwise
analysis of outcomes (Table 6) does not indicate any significant differ-
ences.
Thus, there are significant differences in Table 5, but not in Figure
21a. The significance observed in Table 5 for a pairwise comparison
between transparency and texture corresponds to a (not significant)
difference in odds ratios of 1 and 1.09 respectively.
Similarly, there are no significant differences in Table 6 but a sig-
nificant difference in Figure 21b. The significant difference in Figure
21b is attributed to the lower confidence interval of text that misses
the referent (i.e., boundary representation) by 0.0192 (95 percent con-
fidence limit = [1.0192–1.523]). This small but significant difference in
odds relates to a difference in mean outcomes which is not statisti-
cally significant (p-value of 0.26).
Thus, despite these differences, the logit and pairwise analysis sug-
gest that discrepancies in outcome and decision may exist, but if they
do they are small enough to be at the boundaries of what statistical
tests can capture. Nevertheless, it can be said this experiment did not
yield any convincing or consistent statistical differences between the
different methods for representing uncertainty that could support the
original hypothesis.
4.4.2 Participant preferences
By contrast, there was strong evidence for participant preferences for
different representations. In particular, the strong participant pref-
erence for color hue was counter to expectations (and graphic de-
sign principles). The spectral color hue lacks any “magnitude mes-
sage,” where variations in visual variables are intuitively attributed to
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“more” of something. From a cartographic design perspective, color
value, transparency, and even texture do communicate a “magnitude
message”—more “certainty” is perceptually associated with darker
colors, less transparency, or denser textures. Thus, these three visual
variables should in theory be better choices for communicating the
level of uncertainty in the maps in preference to color hue. Color hue
should instead normally only be considered for the representation for
categorical rather than quantitative differences. Indeed, although sub-
stantially less-preferred, the most successful outcomes were achieved
with the textual representation. Thus, as one might expect, participant
preference may be a reliable guide to the effectiveness of a mechanism
for representing uncertainty.
In summary, Experiment 1 provided a baseline indicating subtle in-
dications of differences in participant performance that are suggestive
of differential responses to different representations. However, with
some notable exceptions the differences between outcomes were in
the majority of cases not statistically significant, and so might have
occurred by chance. It made little difference to the outcome which
representation was chosen, except in the case of text versus boundary
representations. Subjects performed better using textual information
than with a map, and aside from the less precise boundary represen-
tation, none of the different graphical depictions of uncertainty had
much impact upon the outcomes.
4.5 results : participant characteristics
The characteristics garnered from the participant questionnaire were
also analyzed in combination with participant performance. This anal-
ysis aimed to uncover any potentially confounding factors in the ex-
perimental participants’ characteristics and their relationship to par-
ticipant performance.
Cartographic experience
Figure 23 shows correct versus incorrect responses across the differ-
ent representations. A response is deemed correct when a participant
decides to stay and the house is not burnt; or a participant decides to
leave when the house is burnt; a response is deemed incorrect when
the opposite is observed (see Section 4.2.1).
For all participants regardless of their level of experience with maps,
participants made decisions that resulted in higher counts of correct,
than incorrect outcomes across all representations (Figure 23).
Figure 24 shows stay versus leave responses across the different
representations.
In terms of decision, those participants with prior cartography/GIS
experience chose to leave more often than stay for all representations,
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a. Prior cartography/GIS experience
b. No prior cartography/GIS experience
Figure 23: Histogram showing count of participant outcome by representa-
tion for Experiment 1. A single asterisk denotes significance at
the 5 percent level relative to the boundary representation.
except boundary (Figure 24a). Color value, transparency, and text
showed almost equal numbers of stay or leave responses.
For those with no prior cartography/GIS experience, leave was the
most favored choice across all representations (Figure 24b). Of all the
representations, transparency and text had fairly close numbers of
stay/leave responses.
Bushfire experience
In order to analyze responses based upon participants bushfire expe-
rience, the free text field for bushfire experience was first categorized
into one of three categories, 0 being no experience, 1 being experience,
and 2 being first hand experience.
An example of a questionnaire response eliciting a 1 categorization
would be:
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a. Prior cartography/GIS experience
b. No prior cartography/GIS experience
Figure 24: Histogram showing participant decision count by representation
for Experiment 1.
“Only from the news, although on the weekend I drove
through the fire effected areas in Tasmania and was shocked
by the damage and loss of trees, houses etc. It is hard to
understand it from TV/Internet.”
An example of a response assigned a category of 2 would be:
“I used to live in Colorado Springs in 2012 when there was
a pretty huge and catastrophic bush/mountain fire hap-
pened in Gardens of the God. I was in the office one day
in afternoon and felt bad with my throat, finding myself
difficult to breathe. I watched out the window. DAMN!
I could hardly see anything but the black heavy smoke.
When I got out of the office by car, all the sky was in red.
I heard a number of people failed to escape from that fire
and died. Numerous houses got ruined on the mountain.
Then we got 3 days off. It was a horrible experience.”
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For Experiment 1, the majority of participants were found to have
no bushfire experience, in total fifty participants. Only five partici-
pants were found to have moderate experience. Another five were
considered to be highly experienced. Those ten with moderate and
high experience were combined together for the purposes of this anal-
ysis, into the “prior bushfire experience” category.
Figure 25 shows counts of participant outcome (i.e., a decision of
stay when the house was not burnt, and a decision of leave when the
house was burnt) per representation according to bushfire experience.
Across both graphs, the count of correct responses is again much
higher than incorrect responses, as one would expect.
Figure 26 shows a count of stay/leave responses according to bush-
fire experience. Across most representations, for both those with and
without experience, the count of leave responses is much larger than
the count of stay responses. One exception was for those with prior
bushfire experience for the transparency representation.
4.6 discussion : participant characteristics
Broadly the results for those with prior cartographic and bushfire ex-
perience (Figures 23a–26a) are comparable with those with no such
prior experience (Figures 23b–26b). Hence, according to the results
presented, it seems bushfire and cartography experience had no ma-
jor impact on outcome.
However, in terms of decision these results indicated some minor
but interesting features, namely:
• For all participants regardless of their level of bushfire experi-
ence, the decision to leave was slightly more frequently favored
than the decision to stay across most representations (Figure
26);
• For those with prior bushfire experience, more participants chose
to stay than to leave under the transparency representation (Fig-
ure 26a);
• For those with cartographic experience, the boundary representa-
tion resulted in more participants choosing to stay than to leave
(Figure 24a);
• Color value, transparency, and text representations also showed
much closer number of stay/leave responses for those with car-
tographic experience (Figure 24a).
Thus, this data indicates that participant experience is not expected
to be a factor in the results, something that gives us confidence for
further experiments in subsequent chapters. Further, the results con-
firm that participants do broadly make rational decisions based on
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a. Prior bushfire experience
b. No prior bushfire experience
Figure 25: Histogram showing count of outcome by representation for Ex-
periment 1. The count represents the number of correct decisions
made by a participant (i.e., a decision of leave and the house was
burnt, and a decision of stay when the house was not burnt). A
single asterisk denotes significance at the 5 percent level relative
to the boundary representation.
the data, getting the right outcome most of the time (Figures 23 and
25). Participants do slightly favor leaving over staying in most cases
(Figures 24 and 26). This is not a rational bias in the context of our
experiments, where stay was as frequently the correct choice as leave.
There is a slight indication that this irrational bias was lessened in the
case of those with cartographic experience (Figure 24), perhaps as a
result of greater familiarity with interpreting cartographic products.
However, any such comparisons should be considered in the con-
text of the smaller sample sizes for those with bushfire experience and
cartographic experience. In keeping with the large law of numbers,
we would expect the smaller samples (with experience) to exhibit
more extreme patterns than the larger samples (without experience).
56 experiment 1 : spatial decision-making under uncertainty
a. Prior bushfire experience
b. No prior bushfire experience
Figure 26: Histogram showing decision by representation for Experiment 1.
The count represents the number of participants that chose to
leave or stay.
4.7 summary
In some senses, the results of Experiment 1 might be interpreted to
indicate that “cartography does not impact outcome” in this instance
of spatial decision-making under uncertainty. Aside from a relatively
small number of exceptions, different representations did not often
lead to statistically significant differences either in decision or out-
come.
However, the results are still suggestive of differentiation in deci-
sions and outcomes due to representation. A minority of cases did
show significant differences in decisions or outcomes due to repre-
sentation. Thus, another possible interpretation of these results is that
the task was perhaps too easy for participants to provide clear differ-
entiation. With participants able to consider at their leisure all the
information presented, the experimental design provided little differ-
ences in outcomes. Consequently, increasing the difficulty of the task
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might reveal greater differences in outcomes. This possibility is the
focus of Experiment 2.

5
E X P E R I M E N T S E T 2 : T I M E P R E S S U R E A N D D U A L
TA S K
Based on the results of Experiment 1 in Chapter 4, two further adap-
tations of Experiment 1 were designed that would increase the diffi-
culty of the task. More specifically, time pressure and distractions are
common features of emergency decision-making scenarios that are
explored further in this chapter.
5.1 background
Decision-making under time pressure has previously been investi-
gated through experimental studies. Whilst being found to increase
task difficulty, time pressure has also been found to increase risk-
seeking behavior in participants [133]. Studies found that introducing
time pressure resulted in a general increase in speed in people’s abil-
ities to process information, up to a point [69]; did not systematically
impair performance; and in some cases even resulted in improved
performance [51]. However, a marked decrease in people’s perfor-
mance has been observed when completing decision-making tasks
when subject to intense time pressure [69].
Dual tasks have been widely used in psychology to assess people’s
cognitive effort when completing two competing tasks. Research has
found that performing two cognitively demanding tasks at the same
time (e.g., a risky decision-making task, alongside a working mem-
ory task) decreases and interferes with decision-making performance
[47, 98, 118, 124]. It has also been shown that making a decision whilst
performing a simple motor control task leads to increased risky gam-
bling and an increase in disadvantageous decisions [124]. Monitoring
is one important sub-function for superior performance in a dual task
situation, including decision-making under risk and a working mem-
ory task. Monitoring is the ability to maintain an overall goal in mind
while other sub processes are active [47].
As the current research involves decision-making tasks, an addi-
tional working memory task with low difficulty was added as a method
of increasing task complexity in the experiments. When designing
this secondary task, the literature was reviewed to find existing tasks
that were of low difficulty. Previous studies have used working mem-
ory tasks such as a 2-back task (where participants are asked to in-
dicate whether or not the current number presented on the screen is
the same as two trials before) [45, 46, 98, 118]. Historical literature has
also employed more complex reading span tests (where participants
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had to answer questions about comprehension, recall the last word,
and recall sets of individual words from certain sentences) [30]. A
study by [40] included performing arithmetic additions and subtrac-
tions as a secondary working memory task. The most simple dual
tasks were those used by [40] where participants had to answer true
or false to two questions, based upon the prepositional content of sen-
tences they had just read. To combat prejudice in designing a working
memory task specific to this experiment, this study adopted the sim-
ple dual task of [40] from experimental psychology in its design.
These new Experiments, 2a and 2b, aim to examine the perfor-
mance of the different representations in emergency scenarios, where
distractions and time pressure would feature strongly. The experi-
ments again used similar performance-based incentives to Experi-
ment 1. This chapter details these two new experiments, and includes
an analysis of the results and discussion.
5.2 participants and procedures
Sixty new participants were recruited for each of Experiments 2a and
2b. In each experiment, any participants who had participated in pre-
vious experiments were excluded, to guard against learning effects.
The population of participants had similar characteristics to those in
Experiment 1 (see Section 4.1). The mean age of participants was 24,
ranging from 18 to 63; education ranging from year 12 through to
PhD; relatively even distribution between the sexes, with 60 percent
male; approximately 50 percent of participants listing English as their
first language with the remainder of South East Asian, European, or
Asian descent; and all participants having a good grasp of mathemat-
ics, with only 5 percent having previously studied GIS or cartography.
5.2.1 Procedure: Time pressure (Experiment 2a)
Time pressure is a factor in real bushfire decisions. Reducing the
amount of time participants were given to make a decision seemed
a natural next step in making the task more difficult. Experiment 2a
used identical experimental stimuli and within-subjects methodology
as the Experiment 1, but there were slight alterations to the experi-
ment design. Instead of 30 seconds, participants were given only 5
seconds decision-making time per stimulus with a 1 second pause in
between each scenario (where participants were shown whether they
were correct or incorrect, and the amount earned). While this was
a considerable reduction in the time available when compared with
the 30 seconds in Experiment 1, it is still longer than the 3–4 seconds
taken on average to make a decision in that experiment.
Other minor changes to the experimental interface were made, to
assist participants in performing the task under time pressure. Specifi-
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Figure 27: Experiment 2a interface showing payment matrix, countdown
timer, and color hue stimulus.
cally, the information on the correct/incorrect screen was further sim-
plified and enlarged, and the stay/leave buttons were also enlarged.
Further, stimuli were presented in blocks of fifteen, with a pause in
between requiring the participant to confirm when they were ready
to continue to the next fifteen stimuli. These periodic breaks provided
some respite for participants, useful in case participants became con-
fused or overwhelmed, rather than simply time pressured. Finally,
in line with the objective of rewarding rapid decisions, participants
were not paid for a decision if they ran out of time. See Figure 27 for
Experiment 2a interface.
5.2.2 Procedure: Dual task (Experiment 2b)
Distraction is also a factor in emergency decision-making. Experiment
2b used a dual task design, so participants would have to make de-
cisions with competing information and attention. Experiment 2b fol-
lowed the Experiment 1 design, but where the original stimuli were
paired with a secondary task. The secondary task involved a series
of sentences to memorize. For each sentence, participants were later
required to answer whether two statements about the prepositional
content of each sentence was true or false. The sentences used had
been shown in previous research on working memory to work well
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in dual task experiments [40]. The aim was to avoid prejudicing the
experiment design by designing the sentences. As an example, one
sentence used was: “The detective who recognised the spy crossed
the street at the light.” One of the corresponding (true) statements
was: “The detective crossed the street at the light” (i.e., as opposed to
the spy). See Appendix C for a full list of sentences and their corre-
sponding true/false questions, as used in this experiment.
Six different sentences and their corresponding statements were
spliced between the blocks of fifteen stimuli (i.e., participants mem-
orized a sentence, completed fifteen stimuli, indicated whether two
statements about the sentence were true or false, and then repeated
the sequence). The timing for this experiment was the same as Exper-
iment 1 (30 seconds per scenario) including for secondary tasks (i.e.,
up to 30 seconds to memorize each sentence and indicate whether
each corresponding statement was true or false). See Figure 28 for
Experiment 2b interface showing distraction sentence and statement
requiring a response.
Participants were immediately notified whether their responses were
correct or incorrect. Participants had to click a button on this notifi-
cation screen to continue with the experiment. They were paid $0.00
(nothing) for an incorrect response or when they didn’t provide a
response, and $0.10 for a correct response.
5.3 results : performance
On average subjects earned $13.00 for participation in Experiment 2a,
of which $6.00 was performance-related (ranging from $4.70 to $7.20).
By contrast, subjects earned an average of $5.36 in performance-
related incentives for Experiment 2b, with amounts varying from
$4.40 to $6.40.
5.3.1 Logit performance analysis
The same logistic regression analysis used for Experiment 1 was again
used to examine any differences in decisions and outcomes for Exper-
iments 2a and 2b. The boundary representation was again chosen as
the benchmark for all analyses. The odds ratios of a correct response
of each of the representations relative to the boundary method were
also computed.
Figure 29 provides a graphic representation of odds ratios and con-
fidence intervals for Experiment 2a (time pressure). The results show
that while only transparency led to significantly different decisions
when compared to the boundary representation (Figure 29a), with
the exception of text all of the representations led to significantly
better outcomes than boundary. In particular, color hue again per-
formed particularly well, leading to the best overall outcomes (1.37
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a.
b.
Figure 28: Experiment 2b interface showing a. distraction task, and b. state-
ment requiring a response by the user.
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Figure 29: Odds ratios for a. decisions and b. outcomes for different repre-
sentations relative to boundary representation for Experiment 2a
(time pressure). Upper and lower 95 percent confidence limits are
represented by the extent of the horizontal bars. Blue bars indi-
cate a positive effect and red bars indicate a negative effect. A
single asterisk indicates significance at the 5 percent level and the
double asterisk indicates significance at the 1 percent level.
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times more likely to lead to a correct decision) significant at the 99
percent confidence level.
Figure 30 provides the same results for Experiment 2b (dual task).
The picture in Experiment 2b is different again, with none of the
representations leading to a significantly different outcome, and with
text and color value leading to significantly fewer stay decisions.
5.3.2 Pairwise performance analysis
A further pairwise comparison, a post-hoc multiple comparison Tukey
test, was conducted for both decisions and outcomes in order to de-
termine whether there were significant differences between mean per-
formance across the different treatments.
For Experiment 2a, looking at the pairwise analysis of decisions, it
was found that the difference between transparency and texture were
significantly different at the 99 percent confidence interval (Table 8).
In terms of outcomes, color hue and boundary were significantly dif-
ferent at the 95 percent confidence interval (Table 9). Other pairs of
treatments exhibited no significant differences in mean performance.
For Experiment 2b, the pairwise analysis of decisions indicated that
the difference between text and boundary was significantly different
at the 95 percent confidence interval (Table 10). Other pairs of treat-
ments showed no significant differences in mean performance.
Boundary
Color
hue Texture
Color
value Transparency
Color hue 0.8309
Texture 0.9555 0.2955
Color value 0.9855 0.9951 0.6513
Transparency 0.0945 0.7227 0.0065** 0.3972
Text 0.8843 1.000 0.3634 0.9985 0.6472
Table 8: Pairwise comparison of treatments by decision for Experiment 2a.
Note: Significant differences in the decision of response for pairs of
treatments are represented by ** p-values<0.01. Methods are listed
in order of overall accuracy from least to most accurate.
5.3.3 Time analysis
Examining the average times taken across the three experiments shows
only relatively small differences in time taken (Table 12). In particular,
the effect on time taken of the time pressure experiment is a reduc-
tion in time taken of approximately 2 tenths of a second on average.
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Figure 30: Odds ratios for a. decisions and b. outcomes for different rep-
resentations for Experiment 2b (dual task). Upper and lower 95
percent confidence limits are represented by the extent of the hor-
izontal bars. Blue bars indicate a positive effect and red bars in-
dicate a negative effect. A single asterisk indicates significance at
the 5 percent level and the double asterisk indicates significance
at the 1 percent level. As the boundary representation is the ref-
erent representation, it is not depicted above.
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Boundary
Color
hue Texture Transparency
Color
value
Color hue 0.021*
Texture 0.091 0.996
Color value 0.328 0.875 0.991
Transparency 0.116 0.990 1.000 0.996
Text 0.999 0.061 0.206 0.252 0.554
Table 9: Pairwise comparison of treatments by outcome for Experiment 2a.
Note: Significant differences in the decision of response for pairs of
treatments are represented by * p-values<0.05. Methods are listed
in order of overall accuracy from least to most accurate. Numbers
represent p-values.
Boundary
Color
hue Texture
Color
value Transparency
Color hue 0.998
Texture 0.586 0.835
Color value 0.361 0.630 0.999
Transparency 0.617 0.857 1.000 0.999
Text 0.035* 0.108 0.752 0.915 0.724
Table 10: Pairwise comparison of treatments by decision for Experiment 2b.
Note: Significant differences in the decision of response for pairs of
treatments are represented by * p-values<0.05. Methods are listed
in order of overall accuracy from least to most accurate.
Boundary
Color
hue Texture
Color
value Transparency
Color hue 0.99
Texture 1.99 1.00
Color value 0.84 0.99 0.86
Transparency 0.95 1.00 0.96 1.00
Text 1.00 0.99 1.00 0.79 0.93
Table 11: Pairwise comparison of treatments by outcome for Experiment 2b.
Methods are listed in order of overall accuracy from least to most
accurate.
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Interestingly, in Experiment 2a, users took slightly longer to make
decisions with the text and boundary representations, and they were
also less accurate with these two representations.
Representation
Exp Boundary Color hue Color value Texture Transp. Text
2a 3.23 3.21 3.21 3.20 3.20 3.25
2b 3.41 3.42 3.40 3.41 3.42 3.39
Table 12: Mean time taken time to decide across Experiments 2a and 2b.
5.3.4 Participant preferences
Figure 31 shows the histograms of user preferences for Experiments
2a and 2b. The pattern of preferences is broadly consistent with that
in Experiment 1 (Figure 22), but with a marked reduction in prefer-
ence for the text-based representation in Experiment 2a—time pres-
sure.
5.4 discussion : performance
The results of Experiment 2a (time pressure) did indeed lead to a dif-
ferent pattern of results. All of the other map-based representations
outperformed the boundary representation. This result is further evi-
dence that users were able to account for and include in their decision-
making the varying levels of uncertainty encoded in these represen-
tations, but not encoded in the boundary representation. Only text
led to outcomes as poor as the boundary representation. It seems
likely that under time pressure, map-based information is easier to
use rapidly, an impression somewhat supported by the longer time
required to decide using the text-based representation (a small effect
size—at most one twentieth of a second—but significant at the 1 per-
cent level).
5.4.1 Logit versus pairwise performance analysis
To confirm the findings of the logit analysis, a second statistical anal-
ysis of the results used the pairwise analysis of decisions. For Exper-
iment 2a, the pairwise analysis does indicate a significant difference
in decisions taken by participants between transparency and texture
(Table 8). In terms of outcomes, the pairwise analysis indicates a sig-
nificant difference between color hue and boundary (Table 9).
In contrast, for Experiment 2b, the analysis of pairwise decisions
(Table 10) indicated a significant difference between stay and leave
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Figure 31: Histograms of user preferences for a. Experiment 2a (time pres-
sure), and b. Experiment 2b (dual task).
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decisions for the boundary and text representations. Conversely, the
pairwise analysis of outcomes (Table 11) for Experiment 2b did not
indicate any significant differences. These results reflect the results
from the logit analysis for this experiment. In the case of outcomes for
Experiment 2b, all representations on the whole performed equally
poorly.
Thus, the logit and pairwise analysis both suggest discrepancies in
outcome and decision across both experiments. The logit analysis is
better at capturing the differences between the different representa-
tions. This is in line with expectations, as the logit analysis provides
the probability of a particular decision or outcome given the different
representation.
By contrast, the pairwise analysis tests whether the distribution of
decisions or outcomes for each representation is sufficiently differ-
ent to indicate that they were derived from a different underlying
population. This explains why the logit analysis has identified more
significant differences between the representations, than the pairwise
analysis.
5.4.2 Participant preferences
A clear increased preference for the color value representation was ev-
ident in Experiment 2a, when compared with Experiment 1, with text
showing a clear decreased preference. However, color hue remained
the most preferred, and in this case was also the most successful in
terms of outcomes. The participants’ preference for color hue is one
possible reason for the improved performance (e.g., participants liked
the color hue more, so perhaps paid more attention to it). However,
this interpretation is somewhat contradicted by the results in Exper-
iment 1, where the color hue was more strongly preferred, but was
not the most successful in terms of outcomes.
In general, visualization literature indicates that user preferences
do not typically correlate well with performance [104, 129]. This suc-
cess might instead be attributed to the color hue’s ability to provide
a “quick-and-dirty” answer. This aligns with research by [129], who
finds that people using maps for decision-making indeed prefer dif-
ferent types of map displays according to whether under time pres-
sure or not. Although the representation does lack a magnitude mes-
sage (“more” of something), there are in most cases clearer distinc-
tions between the different zones than are possible with more elegant
and graphically correct choices of visual variable (i.e., color value or
transparency). This is comparable to the “rainbow color map” issue
commonly encountered in visualization literature [15, 81]. The use of
the rainbow color map is cartographically inelegant, confusing and
obscuring but it is still widely used because it provides a wider range
of discernible differences than single hue visual variables, and so can
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successfully encode more numerous continuous variations than can
some other visual variables [15].
The time pressure experiment did indeed lead to a small but sig-
nificant decrease in the time taken by participants to decide (up to
one quarter of a second on average). The slowest responses were also
observed when using the worst-performing representations (bound-
ary and text). Further, subjects were somewhat less accurate overall in
Experiment 2a, making more incorrect decisions than Experiment 1
and earning marginally less performance-related incentive payments
(on average $6.00 for Experiment 2a versus $6.34 for Experiment 1). It
seems reasonable to conclude from these results that Experiment 2a
did indeed increase the difficulty of the experiment, and the observed
differences between Experiments 1 and 2 might be attributable to this
increased difficulty. For example, the differences in outcomes using
the text representation may imply that while text can be the best rep-
resentation in cases where one has time, it may be the worst in cases
where time is limited.
In Experiment 2b (dual task) experiment, however, none of the rep-
resentations were significantly different in outcomes from the bound-
ary representation, although both text and color value were associ-
ated with significantly fewer “stay” decisions. The performance of
participants was the worst of all three experiments, with participants
earning performance-related incentive payments of on average just
$5.36. In fact, this translates to numbers of correct decisions in the
dual task experiment that were not significantly better than purely
random decisions. In short, the dual task experiment effectively re-
duced participants to decisions that gave rise to outcomes no better
than “flipping a coin.” Thus, it can be concluded that Experiment
2b was too difficult, confounding the participants to the extent that
again the representation used did not really matter, and participants
performed equally poorly with all representations. Despite this con-
fusion, it is important to note in highly stressful emergency situations
such as bushfires, it is highly likely that people will be dealing with
multiple distractions. Whilst it can be concluded that in this particu-
lar experiment, the distraction task chosen was too hard, it is still im-
portant to note that the introduction of distractions into experiments
does have a significant impact upon decision-making performance.
Thus, a consideration for future research is further exploration of per-
formance under distractions, particularly in the context of emergency
decision-making where such distractions may be frequent.
5.5 results : participant characteristics
The characteristics garnered from the participant questionnaire were
again analyzed in combination with participant performance.
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Cartographic experience
Figure 32 shows correct versus incorrect responses across the differ-
ent representations for Experiment 2a. As mentioned previously, a
response is deemed correct when a participant decides to stay and
the house is not burnt; or a participant decides to leave when the
house is burnt; a response is deemed incorrect when the opposite is
observed, see Section 4.2.1.
For all participants regardless of their level of experience with maps,
participants made decisions that resulted in higher counts of correct,
than incorrect outcomes across all representations (Figure 32). How-
ever, for the texture representation, for those with experience with
maps, the count of correct and incorrect responses were much closer
in number than for those without experience with maps.
a. Prior cartography/GIS experience
b. No prior cartography/GIS experience
Figure 32: Histogram showing outcome by representation for Experiment
2a. A single asterisk denotes statistical significance at the 5 per-
cent level and a double asterisk denotes statistical significance at
the 1 percent level relative to the boundary representation.
Figure 33 shows stay versus leave responses across the different
representations for Experiment 2a.
In terms of decision, those participants with prior cartography/GIS
experience chose to stay more often than leave for all representations,
except boundary, texture and transparency (Figure 33a). Across all
representations, the count of stay/leave responses was similar.
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For those with no prior cartography/GIS experience, stay was the
most favored choice across all representations (Figure 33b) except
color value. Again, all the representations had fairly close numbers
of stay/leave responses.
a. Prior cartography/GIS experience
b. No prior cartography/GIS experience
Figure 33: Histogram showing decision by representation for Experiment
2a. A double asterisk denotes significance at the 1 percent level
relative to the boundary representation.
Figure 34 shows correct versus incorrect responses across the differ-
ent representations for Experiment 2b. In terms of those with prior ex-
perience with maps (Figure 34a), participants made decisions which
resulted in higher levels of correct responses across most representa-
tions, except boundary and transparency.
Conversely, in terms of those without prior experience with maps
(Figure 34b), the counts of incorrect responses across most represen-
tations was higher than the count of correct responses, with the ex-
ception of transparency (where it was observed the counts of correct
and incorrect were almost identical).
Figure 35 shows stay versus leave responses across the different
representations for Experiment 2b.
In terms of decision, those participants with prior cartography/GIS
experience chose to leave more often than stay for all representations,
except boundary and color hue (Figure 35a). There were large differ-
ences between the count of stay/leave responses for texture, trans-
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a. Prior cartography/GIS experience
b. No prior cartography/GIS experience
Figure 34: Histogram showing outcome by representation for Experiment
2b.
parency, and text, whilst the other representations showed similar
counts.
For those with no prior cartography/GIS experience, leave was
the most favored choice across most representations (Figure 35b) ex-
cept boundary (where the counts of stay/leave responses were al-
most identical). There were large differences between the count of
stay/leave responses for color hue, color value, texture, and text.
Bushfire experience
In order to analyze responses based upon participants bushfire ex-
perience, the free text field for bushfire experience was again catego-
rized into one of three categories as in Section 4.5.
Similar to Experiment 1, for Experiment 2a, the majority of partic-
ipants were found to have no bushfire experience, whilst only one
person was found to have moderate experience and two were consid-
ered to be highly experienced.
As with the previous Experiment 1, those three with moderate and
high experience were combined together for the purposes of this anal-
ysis into the “prior bushfire experience” category.
Similarly, for Experiment 2b the majority of participants were found
to have no bushfire experience, whilst only five participants were
found to have moderate experience and two were considered to be
highly experienced.
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a. Prior cartography/GIS experience
b. No prior cartography/GIS experience
Figure 35: Histogram showing decision by representation for Experiment 2b.
A single asterisk denotes statistical significance at the 5 percent
level and a double asterisk denotes statistical significance at the 1
percent level relative to the boundary representation.
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As in the previous Experiment 1, those seven with with moderate
and high experience were combined together for the purposes of this
analysis, into the “prior bushfire experience” category.
Figure 36 shows counts of participant outcome (i.e., a decision of
stay when the house was not burnt, and a decision of leave when the
house was burnt) per representation according to bushfire experience
for Experiment 2a. Across both graphs, the count of correct responses
is again much higher than incorrect responses (with the exception of
the text representation), as one would expect.
Figure 37 shows a count of stay/leave responses according to bush-
fire experience for Experiment 2a. For those with experience (Figure
37a), the count of stay responses is much higher than the count of
leave responses, with the exception of transparency and color hue.
Similarly, for those without experience (Figure 37b), the count of stay
responses is also much larger than the count of leave responses, with
the exception of color value.
a. Prior bushfire experience
b. No prior bushfire experience
Figure 36: Histogram showing outcome by representation for Experiment
2a. A single asterisk denotes significance at the 5 percent level
and a double asterisk denotes significance at the 1 percent level
relative to the boundary representation
Figure 38 shows counts of participant outcome (i.e., a decision of
stay when the house was not burnt, and a decision of leave when
the house was burnt) per representation according to bushfire expe-
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a. Prior bushfire experience
b. No prior bushfire experience
Figure 37: Histogram showing decision by representation for Experiment
2a. A double asterisk denotes significance at the 1 percent level
relative to the boundary representation.
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rience for Experiment 2b. For those with prior bushfire experience
(Figure 38a), the counts of incorrect responses is much higher than
correct responses across most representations (except color hue and
text), which is against expectations. For those without prior bushfire
experience (Figure 38b), again the counts of incorrect responses was
higher than the count of correct responses across most representa-
tions (except color value and transparency).
Figure 39 shows a count of stay/leave responses according to bush-
fire experience. Across most representations, for both those with and
without experience, the count of leave responses is much larger than
the count of stay responses. There were two exceptions, for those with
no prior bushfire experience for the boundary and transparency rep-
resentations.
a. Prior bushfire experience
b. No prior bushfire experience
Figure 38: Histogram showing outcome by representation for Experiment
2b.
5.6 discussion : participant characteristics
For Experiment 2a, the results for those with prior cartographic ex-
perience (Figure 32a) are comparable with those with no such prior
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a. Prior bushfire experience
b. No prior bushfire experience
Figure 39: Histogram showing decision by representation for Experiment 2b.
A single asterisk denotes significance at the 5 percent level and a
double asterisk denotes significance at the 1 percent level relative
to the boundary representation.
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experience (Figure 32b). Hence under time pressure it seems cartogra-
phy experience had no major impact on outcome. Conversely, the re-
sults for those with prior bushfire experience (Figure 36a) are largely
comparable with those with no such prior experience (Figure 36b),
with the exception of text. Under the text representation the introduc-
tion of time pressure resulted in those with prior bushfire experience
showing poor performance, with more incorrect responses observed,
compared with correct responses. This is also inconsistent with the
pattern for results across the other representations, regardless of their
level of experience.
In terms of decision, these results showed some differences, namely:
• Under time pressure, for all participants regardless of their level
of cartographic experience, the counts of stay/leave decisions
was fairly equal across the different representations (Figure 33);
• For those with prior cartographic experience, under time pres-
sure the decision to stay was as equally favored as the decision
to leave across all representations (Figure 33a);
• For those with no prior cartographic experience, under time pres-
sure, the decision to stay was slightly more frequently favored
than the decision to leave across most representations (Figure
33b);
• For those with prior bushfire experience the decision to stay
was more frequently favored than the decision to leave across
most representations (except color hue and transparency) (Fig-
ure 37a);
• For those with no prior bushfire experience, the decision to stay
was more frequently favored than the decision to leave across
all representations, except color value (Figure 37b).
Thus, in line with Experiment 1, this data also indicated that partic-
ipant experience did not factor heavily in the results. Whilst the data
indicated that participants did favor staying more frequently than
leaving in most cases (contrary to the results of Experiment 1). The
irrational bias is lessened in this experiment with far closer numbers
of stay/leave responses being observed. This leads us to conclude
that by increasing the difficulty of experiments, the results are more
prominent.
For Experiment 2b in terms of decision, bushfire experience had no
real effect on people’s decision to stay or leave across the different rep-
resentations (Figure 39). Interestingly, in terms of cartographic experi-
ence, there were some differences observed in participant’s decisions
(Figure 35). For those with cartographic experience, the decision to
stay was slightly more favored than the decision to leave across most
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representations. For those without cartographic experience, the deci-
sion to leave was more favored across most representations.
In terms of outcomes, regardless of experience, increasing the diffi-
culty of the task by adding a secondary task, resulted in participants
performing poorly across the board with more numbers of incorrect
responses observed than correct responses (Figures 34 and 38). This
poor performance also supports the conclusion that the distraction
task chosen was too difficult.
As mentioned in Experiment 1, any such comparisons should be
considered in the context of the smaller sample sizes for those with
bushfire experience and cartographic experience.
5.7 summary
In summary, the time pressure experiment did result in differences
being observed between the different representations. The simplified
boundary representation, and text-based representations performed
poorly. All other map-based representations out-performed the bound-
ary representation, leading to the conclusion that under time pres-
sure, map-based information is easier to use rapidly.
Conversely, the results of the dual task experiment indicated none
of the representations were significantly different in outcomes from
the boundary representation. In this experiment, the performance of
participants was the worst of all three experiments, with participants
earning performance-related incentive payments that were no better
than pure random decisions, leading to the conclusion that the dis-
traction task chosen was too hard. It is, however, important to note
for future work that the introduction of distractions into the experi-
ments had a particularly marked (negative) effect on decision-making
performance.

6
E X P E R I M E N T S E T 3 : VA L I D AT I O N O F I N C E N T I V E S
A N D S U B J E C T S
In Chapters 4 and 5, Experiments 1, 2a, and 2b explored decision-
making under uncertainty, decision-making under time pressure, and
decision-making in the presence of distractions, respectively. How-
ever, there were potential limiting factors with the previous exper-
iments in connection with (1) the choice of subjects for the experi-
ments (i.e., students) and (2) the use of incentivization, and whether
these may have had any confounding effects on the results.
To explicitly investigate these factors, two further experiments were
proposed as part of this research: an experiment which excluded the
performance-based incentives payment scheme (Experiment 3a); and
an experiment that used subjects from the wider community (Experi-
ment 3b).
In the latter case, subjects were drawn from the local community
of Creswick, an urban bush interface town on the outskirts of Mel-
bourne (see Figure 40). Through these two further experiments, the
aim is to validate our experimental approach. This chapter details
the design of these two experiments, and provides an analysis and
discussion of the results.
Figure 40: Topographic map of Creswick showing the town and surround-
ing bushland, from [49].
The validation of subjects Experiment 3b was designed to test the
performance of participants selected from a wider audience than the
students selected from the experimental economics database. All par-
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ticipants in Experiment 3b resided in the areas around Creswick, be-
ing parents of children from the local primary schools. As a result,
most participants had past exposure to bushfires and many did not
have higher-education backgrounds, unlike the exclusively univer-
sity student participants in the previous experiments. Despite hav-
ing bushfire experience, many of these participants were not familiar
with reading maps and were not necessarily familiar with receiving
bushfire information in a “visual” format.
6.1 experiment 3a : validation of incentives
Sixty new participants were recruited for Experiment 3a. Any par-
ticipants who had participated in previous experiments were again
excluded in order to guard against learning effects. The population
of participants had similar characteristics to those in Experiments 1,
2a and 2b: mean age approximately 24, ranging from 18 to 45; educa-
tion ranging from year 12 through to PhD; relatively even distribution
between the sexes with 50 percent male; approximately 47 percent list-
ing English as their first language with the remainder of European,
Asian or South East Asian descent; all participants having a good
grasp of mathematics, with only 3 percent having previously studied
GIS or cartography.
6.1.1 Procedure
Experiment 3a had an identical design and methodology as Experi-
ment 1 but without performance-based incentives. Participants were
paid a flat $7.00 participation fee and an additional $6.00 for com-
pleting the experiment. Participants were explicitly informed prior to
embarking on the experiment, that the amount paid at the end of the
experiment was not based on their performance during the experi-
ment. Participants could leave the experiment at any time and would
be paid $7.00 for their participation.
6.2 experiment 3b : validation of subjects
There were again sixty participants for Experiment 3b. Participants
were parents of school aged children of Creswick Primary School
(20 participants) and St Augustine’s Primary School (40 participants).
Participants earned a $14.00 turn up fee plus 40c per correct decision.
The demographics of people completing the Creswick experiment
was much more varied than the other experiments. The mean age of
participants was much older than initial experiments, i.e., 42 years
of age with ages ranging from 26 to 67 years old. Education ranged
from those leaving school prior to year 12, through to year 12, Bach-
elors, Graduate Certificate, and Masters degrees. Twenty percent of
6.3 results : performance 85
participants had no education beyond year 12. Seventy percent of par-
ticipants were female and thirty percent male.
Most participants had bushfire experience with some also being
local Country Fire Authority Brigade volunteers. This was not sur-
prising considering that the participants chosen for this experiment
were those who resided in areas with exposure to bushfires.
6.2.1 Procedure
The validation of subjects experiment was identical in design to Ex-
periment 1. However, the payment scheme in Experiment 3b differed
from Experiment 1, and the laboratory in which the experiment was
administered, whilst having essentially the same setup, was physi-
cally located in Creswick. The experiment was conducted in a com-
puter laboratory at the University of Melbourne, Creswick campus
using Mozilla Firefox browser, version 19.0.1 connected to the Inter-
net. Participants were also paid a larger sum for their participation:
a turn up fee of $14.00 plus performance-based payments of $0.40
per decision. However, instead of receiving individual payments, all
proceeds were donated to the local primary schools.
6.3 results : performance
Being a “no incentive” experiment, all Experiment 3a participants
earned the same amount of $13.00. This was identical to the average
amount earned in the time pressure Experiment 2a, but slightly lower
than the $13.34 average earned in the spatial decision-making under
uncertainty Experiment 1, and slightly higher than the dual task Ex-
periment 2b, where the average earned was approximately $11.00.
On average subjects earned $38.49 for participating in Experiment
3b of which $14.00 was comprised of the turn up fee. The amounts
earned per participant ranged from $29.60 to $44.00.
6.3.1 Logit performance analysis
The same logistic regression analysis as used in previous experiments
was used to examine differences in decisions and outcomes for the no
incentive experiment. The boundary representation was again chosen
as the benchmark for all analyses. The odds ratio of a correct response
of each of the representations relative to the boundary method were
also computed.
Figure 41 provides a graphic representation of odds ratios and con-
fidence intervals for Experiment 3a (validation of incentives). The re-
sults show that none of the representations led to significantly dif-
ferent decisions when compared to the boundary representation (Fig-
ure 41a). With the exception of color value, all representations led
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to significantly better outcomes than boundary. As observed in both
Experiment 1 and Experiment 2b, color hue again performed partic-
ularly well, leading to the second best overall outcomes (1.28 times
more likely to lead to a correct decision) significant at the 95 percent
confidence level.
Figure 42 provides the same results for Experiment 3b (validation
of subjects). The picture in Experiment 3b is different again, with
color hue, transparency and text leading to a significantly different
outcomes, and with color value leading to significantly fewer stay de-
cisions. It was observed that color hue again performed particularly
well, leading to the best overall outcomes (1.35 time more likely to
lead to a correct decision) significant at the 99 percent confidence
level.
The boundary representation was again the worst performer across
both experiments, closely followed by the color value representation.
6.3.2 Pairwise performance analysis
A further pairwise comparison, a post-hoc multiple comparison Tukey
test, was conducted for both decisions and outcomes in order to de-
termine whether there were significant differences between mean per-
formance across the different treatments.
For Experiment 3a, looking at the pairwise analysis of decisions, it
was found that the difference between transparency and texture were
significantly different at the 95 percent confidence interval (Table 13).
In terms of outcomes, there were no significant differences observed.
Other pairs of treatments also exhibited no significant differences in
mean performance.
For Experiment 3b, the pairwise analysis of outcomes indicated
that the difference between color hue and boundary was significantly
different at the 95 percent confidence interval (Table 16). Other pairs
of treatments showed no significant differences in mean performance.
Boundary
Color
hue Texture
Color
value Transparency
Color hue 0.936
Texture 0.830 1.000
Color value 0.972 1.000 0.998
Transparency 0.523 0.086 0.041* 0.128
Text 0.998 0.997 0.974 1.000 0.255
Table 13: Pairwise comparison of treatments by decision for Experiment 3a.
Note: Significant differences in the decision of response for pairs
of treatments are represented by * p-values<0.05.
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Figure 41: Odds ratios for a. decisions and b. outcomes for different repre-
sentations relative to boundary representation for Experiment 3a
(validation of incentives). Upper and lower 95 percent confidence
limits are represented by the extent of the horizontal bars. Blue
bars indicate a positive effect and red bars indicate a negative ef-
fect. A single asterisk indicates significance at the 5 percent level
and the double asterisk indicates significance at the 1 percent
level.
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Figure 42: Odds ratios for a. decisions and b. outcomes for different repre-
sentations relative to boundary representation for Experiment 3b
(validation of subjects). Upper and lower 95-percent confidence
limits are represented by the extent of the horizontal bars. Blue
bars indicate a positive effect and red bars indicate a negative ef-
fect. A single asterisk indicates significance at the 5 percent level
and the double asterisk indicates significance at the 1 percent
level.
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Boundary
Color
hue Texture
Color
value Transparency
Color hue 0.150
Texture 0.319 0.999
Color value 0.881 0.774 0.936
Transparency 0.063 0.999 0.979 0.553
Text 0.283 1.000 1.000 0.915 0.987
Table 14: Pairwise comparison of treatments by outcome for Experiment 3a.
Boundary
Color
hue Texture
Color
value Transparency
Color hue 1.00
Texture 0.59 0.47
Color value 0.33 0.24 1.00
Transparency 1.00 0.99 0.85 0.61
Text 1.00 0.99 0.84 0.59 1.00
Table 15: Pairwise comparison of treatments by decision for Experiment 3b.
6.3.3 Time analysis
The mean time taken by participants to decide on each scenario for
Experiment 3a was found to be similar across all the representations
(between 3 and 4 seconds). Users performed quickest on the textual
representation (3.34 seconds). The slowest responses were found for
the textural representation (3.41 seconds), closely followed by color
hue and color value (3.4 seconds).
Experiment 3b also showed similarities in relation to time to decide
across the different representations (between 3 and 4 seconds), how-
ever participants in this experiment took a little longer (0.01 of a sec-
ond). Users performed quickest on the color value, transparency, and
texture representations (3.44 seconds). Participants performed slow-
est on the color hue and text representations (3.48 seconds), noting
the color hue representation led to the most accurate decisions.
6.3.4 Participant preferences
Figure 43a shows the histogram of user preferences for Experiment
3a. The pattern of preferences is largely consistent with that in Exper-
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Boundary
Color
hue Texture
Color
value Transparency
Color hue 0.033*
Texture 0.998 0.717
Color value 0.657 0.675 1.000
Transparency 0.137 0.995 0.951 0.934
Text 0.331 0.928 0.998 0.996 0.998
Table 16: Pairwise comparison of treatments by outcome for Experiment 3b.
Note: Significant differences in the decision of response for pairs
of treatments are represented by * p-values<0.05.
Representation
Exp Boundary Color hue Color value Transp. Texture Text
3a 3.39 3.4 3.4 3.39 3.41 3.34
3b 3.46 3.48 3.44 3.44 3.44 3.48
Table 17: Mean time taken time to decide across Experiments 3a and 3b.
iment 1 and Experiment 2a, however boundary appears to be even
less popular and in fact is the least favored representation in this ex-
periment, compared with it being the second least popular to texture
in Experiment 1. Color hue is again the most favored representation.
Figure 43b shows the histograms of user preferences for Experi-
ment 3b. The pattern of preferences is broadly consistent with that
across other experiments, with the three most preferred representa-
tions being color hue, color value, and text. Once again, boundary,
texture, and transparency were the least favored representations. It
is interesting to note, the least preferred was the boundary repre-
sentation, similar to preferences from the dual task experiment and
validation of incentives experiment.
6.4 discussion : performance
These performance results again highlight the central distinction in
this work between decision and outcome. For Experiment 3a (valida-
tion of incentives), in line with Experiment 1 while the observed dif-
ferences were not statistically significant, the results indicate partici-
pants did make marginally different decisions based upon the differ-
ent representations (Figure 41a). These small differences in decisions
do result in statistically significant differences in outcome (Figure
41b). In line with Experiment 1 and Experiment 2a (time pressure),
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Figure 43: Histograms of user preferences for a. Experiment 3a (validation
of incentives), and b. Experiment 3b (validation of subjects).
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participants performed poorest when using the boundary represen-
tation. Under transparency and color hue, participants exhibited the
best performance. With transparency performing 1.33 times better,
and color hue performing 1.28 times better than the boundary repre-
sentation.
By providing contrast to these experiments by way of tasks with
no performance-based incentives, it seems that for these experiments,
performance-based incentives make little difference to these results.
Indeed the no-incentive experiment did provide payment, albeit these
were not related to performance. However, the results from this ex-
periment provide evidence to support the original hypothesis (“The
methods used to visualize the uncertainty of mapped geographic in-
formation can make a significant decision to people’s decision-making
performance” Section 1.2).
In Experiment 3b (validation of subjects), the distinction between
decision and outcome is again apparent. In line with Experiment 1 and
Experiment 3a, the different representations did not result in signif-
icant differences in decisions taken (Figure 42a). However, these de-
cisions, did give rise to differences in outcomes (Figure 42b). In line
with Experiment 1, 2a and 3a, subjects were least successful when us-
ing the boundary representation and most successful when using the
color hue representation, with the color hue representation leading to
35 percent more successful outcomes than the boundary representa-
tion.
Thus, the results of this experiment support previous experiments,
and further reinforce the results that map-based representations are
superior to text (as well as being the most preferred by participants).
The map-based color hue representation exhibited the best perfor-
mance (consistent with Experiment 2a). The boundary representation
was not favored by participants and it also exhibited the worst perfor-
mance in this experiment (in line with Experiment 1, 2a and 3a).
6.4.1 Logit versus pairwise performance analysis
To confirm the findings of the logit analysis, a second statistical anal-
ysis of the results used the pairwise analysis of decisions. For Exper-
iment 3a, the pairwise analysis does indicate a significant difference
in decisions taken by participants between transparency and texture
(Table 13). This is also consistent with the findings in Experiment 2a
(time pressure). In terms of outcomes, the pairwise analysis does not
indicate any significant differences (Table 14).
In contrast, for Experiment 3b, the analysis of pairwise decisions
(Table 15) did not exhibit any significant differences. Conversely, the
pairwise analysis of outcomes (Table 16) for Experiment 3b indicated
a significant difference between outcomes for the boundary and color
hue representations. These results reflect the results from the logit
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analysis for this experiment. As observed through both analyses, bound-
ary exhibited the worst performance in terms of outcomes, and color
hue performed the best.
Thus, as mentioned in previous chapters (Sections 5.4.1 and 4.4.1)
the logit and pairwise analysis again suggests discrepancies in out-
come and decision across both experiments. However, for Experiment
3b in line with Experiment 2a (time pressure), both analyses have
identified a statistically significant difference in performance between
color hue and boundary.
The difference in statistical significance identified between the pair-
wise analysis and the logit analysis is due to the different tests explor-
ing different results in the data. The pairwise analysis tests whether
the distribution of decisions or outcomes for each representation is
sufficiently different to indicate that they were derived from a dif-
ferent underlying population. Whilst the logit analysis provides the
probability of a particular decision or outcome given the different rep-
resentation. For example if we explore the pairwise analysis shown
in Table 13, statistical significance is observed between texture and
transparency with a p-value of 0.041. This corresponds to a (not sig-
nificant) difference in odds ratios of 0.8889 and 1.17790 respectively,
a difference of only 0.289. Further, bars for transparency and texture
both overlap the 1.0 estimate for boundary, supporting the fact they
are not statistically significant according to the logit analysis.
In terms of outcome, whilst Experiment 3a indicates statistically
significant differences for several of the representations (Figure 41),
the pairwise analysis did not exhibit any significant differences. The
confidence intervals indicate minor differences for each of the rep-
resentations with the largest difference being between transparency
[1.086-1.619] and boundary [1.6322-2.150]. This difference is matched
by a p-value of 0.063 whilst small, is not statistically significant.
6.4.2 Participant preferences
In terms of participant preferences, the results of this and previous
experiments indicate that preference is correlated with performance.
Color hue remained the most preferred representation, and was also
the most successful in terms of outcomes. As discussed in Section
5.4.2, participants’ preference for color hue is one possible reason for
its improved performance, however as color hue now has the best per-
formance across two experiments, and also exhibited the second top
performance for Experiment 3a, it is more likely this representation
was easier to use, and therefore participants also preferred it. This
evidence further supports the statement in Section4.4.2, participant
preference may be a reliable guide to the effectiveness of a mechanism
for representing uncertainty.
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In Experiment 3a and 3b, the boundary representation exhibited
a marked reduction in preference compared to in previous experi-
ments.
In terms of time, this experiment indicated that participants per-
formed most rapidly using the simpler representations (text and bound-
ary). And speed was not correlated with performance. Similarities
were identified between the time taken to decide for the spatial decision-
making under uncertainty experiment (Experiment 1) and the vali-
dation of incentives experiment (Experiment 3a). For Experiment 3a
the representation which exhibited the slowest decision-making was
the textural representation (3.41 seconds) and the quickest was the
text representation (3.34 seconds). Interestingly this is similar to Ex-
periment 1, where the time taken to decide was longest for texture,
however the quickest decisions were made under the boundary repre-
sentation. Text and boundary were also the simplest representations.
Conversely for Experiment 3b, participants took the longest to de-
cide with text and color hue. If anything, the results pertaining to
time for these experiments indicate that speed and performance are
not necessarily related. For Experiment 3b, participants took longest
to decide with color hue but this exhibited the best performance.
Similarly, texture with the quickest responses, was not the worst per-
former.
6.5 results : participant characteristics
Lastly, user characteristics garnered from the user questionnaire were
analyzed in combination with participant performance, as for Exper-
iments 1, 2a, and 2b.
The results broadly confirmed those already presented in the pre-
vious two chapters. The detailed results are omitted here for brevity,
as they are in line with those results presented in previous chapters.
Similar to Experiment 1, for Experiment 3a the majority of partic-
ipants were found to have no bushfire experience, whilst only four
participants were found to have moderate experience and one was
considered to be highly experienced.
For Experiment 3b, as was to be expected, the picture was com-
pletely different with the majority of participants having some level
of bushfire experience. There were only fifteen participants without
bushfire experience, whilst six participants were found to have moder-
ate experience, and thirty-nine were found to be highly experienced.
In summary, in terms of decision:
• For all participants, regardless of their level of cartographic expe-
rience, the counts of leave decisions were higher than the counts
of stay decisions across all representations for the validation of
incentives experiment;
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• For all participants, regardless of their level of bushfire expe-
rience, in the validation of incentives experiment the decision
to leave was more frequently favored than the decision to stay
across all representations;
• For those with prior experience with maps, the decision to stay
was more frequently favored than the decision to leave for the
boundary representation. This supports our previous claims that
the simplified boundary representation may not effectively con-
vey risk and in fact impair decision-making.
In terms of outcome:
• Experience again had no major impact on outcome both in the
case of experience with maps and with bushfires;
• Prior bushfire experience did not impact on outcomes. How-
ever, it was observed that some representations (boundary, color
hue, and texture) tended to have a higher number of correct re-
sponses; color value, transparency, and text, exhibited a higher
numbers of incorrect responses.
6.6 summary
In summary, these experiments validated and further reinforced our
key results from previous experiments. Differences were observed be-
tween the different representations in both experiments. The simpli-
fied boundary representation performed poorly in both experiments.
The map-based color hue representation exhibited the best results in
terms of outcome in Experiment 3b. While transparency was the best
performing representation in Experiment 3a, it was only marginally
better than color hue again.
The pattern of decisions and outcomes were largely the same for
those with or without bushfire experience. In terms of incentives,
it seems the results for the no-incentives experiment was similar to
those experiments with performance-based incentives, in particular
the experiment 2b, time pressure. However, that the incentive-based
and non-incentivized experimental design performed similarly should
not be taken as an argument to revert to non-incentivized experi-
ments. As argued in Section 2.4, performance-based incentives offer
a range of conceptual and experimental advantages. Incentives pro-
motes engagement of a subjects’ deliberative systems, make the en-
vironment more salient for subjects, and helps make the experimen-
tal environment more representative of the types of decisions that
users of the visualization platform are likely to face. Rather, the lack
in this case of significant differences between incentivized and non-
incentivized experiments can be taken as evidence that in this case at
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least, participants’ hidden motivations in the non-incentivized exper-
iments were in effect comparable with participants’ explicit motiva-
tions in the incentivized experiments.
Thus, the results of this series of experiments indicates weak ev-
idence to support the hypothesis, (“The methods used to visualize
the uncertainty of mapped geographic information can make a sig-
nificant decision to people’s decision-making performance” Section
1.2).
Across most experiments, participants did make marginally differ-
ent decisions based on the different representations, however these
observed differences were not statistically significant.
On the whole, these small differences in decisions do result in small
but statistically significant differences in outcome.
This first series of experiments also found:
• participants performed most rapidly on the simpler representa-
tions (text and boundary);
• speed had no correlation with performance; and
• preference was correlated with performance (color hue was the
most preferred representation and also exhibited the best per-
formance in terms of outcomes, across most experiments).
Therefore, based on the results of these experiments, Chapter 7 will
further explore the distinction between decision and outcome through
another experiment with a more complex decision-making task.
7
E X P E R I M E N T 4 : S PAT I A L N AV I G AT I O N TA S K
The fourth and final experiment that forms this body of work is
an extension to those described in Chapters 4–6, using a navigation
decision-making activity. This experiment further explores the “right
decision, wrong outcome” problem first addressed in Chapter 4, but
significantly increases the complexity of the decision-making task. In
previous experiments, participants, whilst having to consider the un-
certainty present, had to make a fairly straightforward binary deci-
sion of whether to stay or leave. This final experiment similarly con-
veys uncertainty using one of six different methods but takes the
decision-making task one step further, by presenting the participant
with a more complex task.
In this final experiment, participants were told to put themselves in
the position of an emergency responder in a flood situation at location
“A” with important supplies that have to be delivered to location “B”
as quickly as possible. The activity prompts the participant to select
a route by which they would travel. Participants are instructed that
in selecting this route, they must minimize the likelihood of being
blocked (i.e., maximize the chance of successful delivery) and mini-
mize the length of the path (i.e., maximize speed of delivery). This
chapter presents the design of this experiment, the procedure, and an
evaluation and discussion of the results.
7.1 experimental stimuli
The decision task and so the stimuli viewed by the participants for
this experiment differed to any of the previous experiments. How-
ever, for consistency, the experiment design and delivery method
were kept similar.
The previous experiments (Experiment Sets 1–3) depict uncertainty
pertaining to polygon features. Experiment 4 differed as it used linear
(road) features. In this light, the representations used to depict uncer-
tainty in the previous experiments did not translate directly to use in
this experiment.
All six experiment stimuli were maps, depicting a road network
showing flood likelihood risk, a location represented by a point marked
“A”, and a delivery point marked “B”. Two types of fictitious road net-
work were selected for the experiment: a grid road network (Figure
44a) and a radial road network (Figure 44b). It was not possible to use
a real road network because of the need for fine experimental control
over the stimuli. However, these road networks were designed to look
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as “natural” as possible, inspired by the cities of Melbourne and Paris
respectively.
Unlike previous experiments, participants were not given a choice
of whether to stay or leave. They were instead asked to navigate and
draw a path through the road network from point “A” to point “B”.
a. Grid network b. Radial network
Figure 44: Example of two road network types used in the experiment.
The experiment was presented as an interactive web-based inter-
face. For each stimulus, each participant had to define their own
route (confined by travel along the road network), and trace this
chosen route onto the existing road network. Participants were not
given a time limit to complete the experiment. There were six differ-
ent methods used to represent uncertainty graphically to the partici-
pants, using a mix of abstract and metaphorical symbolization. Each
experimental stimulus used this symbolization to map onto the road
network the likelihood of road blockages on a segment.
The six different representations chosen were:
a) Red color hue, where increasing redness indicated increasing
uncertainty. The red color hue symbolization (Figure 45a) was
chosen because red has strong semantic association with warn-
ings. The multi-hued red representation was selected using Color
Brewer and is colorblind safe.
b) Blue color hue, where increasing blueness indicated increas-
ing uncertainty. The blue color hue symbolization (Figure 45b)
was chosen as an abstract alternative to red color hue (Figure
45a). For this abstract representation gray was preferable to
blue. However, grayscale was not easily distinguishable against
the map backdrop, which is why blue was selected as an alter-
native. The multi-hued blue representation was selected using
Color Brewer and is colorblind safe.
c) Red warning symbols, where increasing size of a familiar warn-
ing symbol indicated increasing uncertainty (Figure 45c). Sym-
bols were chosen as an alternative to using color hue. A red
warning symbol with a white exclamation mark was chosen as
a common metaphorical warning symbol, which can easily be
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associated with a clear value message (decreasing the size of
symbol to show decreased flood likelihood).
d) Blue symbols, where increasing size of an abstract blue circle
symbol indicated increasing uncertainty (Figure 45d). As an ab-
stract alternative to the warning symbol (Figure 45c), a blue
circle symbol was chosen. A round symbol was chosen for ease
of distinguishing different sizes of symbols. Changing symbol
size is an intuitive visual variable for making ordinal distinc-
tions [85].
e) Red “sketchy” lines, where increasing density of sketchy lines
indicated increasing uncertainty (Figure 45e). Sketchy lines were
used successfully by [130] to convey uncertainty in making or-
dinal distinctions, and initial results showed an increase in en-
gagement and positive attitudes to participation with visualiza-
tions that were portrayed using sketchiness.
f) Blue texture, where increasing coarseness of blue stripes indi-
cated increasing uncertainty (Figure 45f). The blue texture sym-
bolization completed the set of six representations as an abstract
alternative to the metaphorical “sketchy” red lines (Figure 45e).
Risk model/calculation of risk
At the core of our more challenging decision-making task is requiring
decision-makers to balance the risk of a route being blocked against
the length of that route. Because blockage is binary—a road segment
or a route can either be blocked or not, we do not consider par-
tial blockages—longer road segments and routes are inherently more
“risky” than shorter road segments. The entire route can be traversed
if and only if none of the selected segments are blocked.
In cases where all road segments are the same length, such as in
Figure 45 and the central grid of Figure 44a, the relationship between
length of route and hazard is clear. However, in cases where both
routes and road segments can be different lengths, such as in Figure
44b and the periphery of Figure 44a, we want to avoid a systematic
advantage towards the selection of routes that include short/long seg-
ments. Instead, we are aiming for a scenario where decision-makers
need to balance the overall risk associated with low-risk longer road
segments and routes versus higher-risk but shorter road segments
and routes.
To achieve this, we developed a measure for determining whether
a chosen route was unblocked as follows. First, consider a measure
of the risk of blockage ri ∈ [0, 1] on each individual road segment i.
The likelihood of that segment being unblocked is then 1− ri. How-
ever, while this measure may capture the risk of each individual seg-
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a. Color hue: red b. Color hue: blue
c. Symbol: warning d. Symbol: circle
e. “Sketchy” f. Texture
Figure 45: Examples of six experimental stimuli types for representing un-
certainty in likelihood of road blockage due to flood.
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ment being unblocked, it does not allow comparison between differ-
ent segments of different lengths. Thus, to compute risk over a whole
route, we need to normalize our per-segment risk measure by seg-
ment length li across the network.
Thus, the overall chance of a route (sequence of line segments
1, ...,n) being unblocked is computed as:
u =
∏
i∈1..n
(1.0− ri)li/lmin (1)
where lmin is the minimum length of line segment in the network.
For example, Figure 46 shows a simple road network with five
nodes and four edges. Assume the raw risk of blockage on each
edge is, say, 0.3 across the entire network. If we used this raw risk of
blockage, the likelihood of being unblocked associated with the route
ABC would be (1− 0.3)× (1− 0.3) = 0.49 when compared with the
likelihood of being unblocked associated with route of same length
ABDE of (1 − 0.3) × (1 − 0.3) × (1 − 0.3) = 0.343. Intuitively these
routes should carry the same risk, since the raw risk of blockage on
segment BC, rBC, is spread across twice the length of segment of the
risk of BD, rBD.
A
B
C
D
E
Figure 46: Example network illustrating the normalized risk measure for
routes.
Hence, our measure u of the risk of the route accounts for this
effect, normalizing across the route by the minimum length of seg-
ment across the network. According to equation (1) above, the like-
lihood of route ABC being unblocked becomes (1 − 0.3)1/1 × (1 −
0.3)2/1 = 0.343, comparable with the likelihood of route ABDE being
unblocked as (1− 0.3)1/1 × (1− 0.3)1/1 × (1− 0.3)1/1.
Keeping in mind participants are instructed to prioritize both low
likelihood of being blocked and a route that is as short as possible
when selecting their routes, Figure 47 shows two example strate-
gies of how a route can be chosen by a participant. In Figure 47a
the shortest route has been chosen with a length of 240 meters, and
this route passes through a high risk zone. Using the model defined
above, we calculate a 43 percent overall risk of blockage. By contrast,
the route in Figure 47b passes through a zone with less risk, but is
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much longer (575 meters). According to our definition, Route 47b is a
slightly worse choice with 57 percent overall risk of blockage because
it is more than double in length compared to the first alternative. So
although it travels via lower risk roads, because the route is longer
the combined risk is higher.
Figure 47: Example of two different strategies to navigate through a net-
work: short route through high risk (left) and longer route
through lower risk (right). In this case, the second route has a
higher risk of blockage.
7.2 experimental design
As with previous experiments, a clear, intuitive interface was required
for presenting experimental stimuli to participants, and recording
their decisions. In particular, the participant interface needed to be:
• easy for participants to use with minimal instruction;
• easily adapted and modified for multiple experimental setups;
and
• portable and easy to deploy in a range of experimental labs.
As with previous experiments, a web-based architecture was used
for implementing the participant interface. This enabled the experi-
ments to be run from any computer with a standard operating system
and Internet browser. HTML and JavaScript were used to construct
the participant interface, served using PHP scripts to generate the
page itself, and viewed using a specific browser and version to guar-
antee consistency (Firefox version 40). The road network was stored
as an image, embedded in the HTML page via an image link. The
road network itself was stored as a GeoJSON file and the representa-
tions applied using JavaScript. JavaScript was also used to program
the underlying code which allowed the participant to “draw” their se-
lected route, by clicking on the individual segments of road to make
up a route. The “A” and “B” points were stored as TopoJSON files.
GeoJSON and TopoJSON were used as this experiment required the
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representation and capturing of simple geographical features, whilst
having small file sizes.
7.2.1 Experimental database
A secure MySQL database was developed to store all the necessary
data about the experiment structure, order, and questions. In addi-
tion, this database also stored the participant information and the
participant responses.
Figure 48 shows the MySQL database design for Experiment 4. The
database was designed in order to facilitate storage of key aspects of
the experiment, namely:
• the participant identity;
• the assigned group and order of the treatments and scenarios
presented to each participant;
• details of the experimental stimuli to be presented;
• information about the actual scenario outcome (road blocked or
not blocked); and
• participant response information, including per-scenario time
taken, route chosen, and all the information captured through
the user questionnaire (see Appendix E).
These requirements led to a database design that consisted of two
tables: user data, and questionnaire (Figure 48). The user data table
captured information about the ordering in which the experiment
was shown, including a scenario identifier, the actions of each partici-
pant throughout the experiment including time taken, coordinates of
the route chosen, distance of the route, total risk of the route, the out-
come (blocked or not blocked), and payment amounts. The question-
naire table stored basic demographic information about the partici-
pant as well as some basic questions about the experiment, including
preferred visualization.
The road network image and a legend showing flood likelihood for
each representation were stored as PNG files on the remote server.
The underlying road network, and “A” and “B” point pairs were
stored as GeoJSON files and JavaScript was used to programatically
“draw” these with the chosen symbolization. Upon clicking “Submit”
the selected route was saved as a GeoJSON file.
The ordering of the scenarios was designated in the JavaScript file
and each participant was shown these treatments in a random or-
der. A unique, eleven alpha-numeric identifier string was created
as an identifier for each participant so the anonymity of the partic-
ipants could be maintained at all times. The database contained no
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QUESTIONNAIRE
id: integer(11) (PK)
user_id: text
age: integer(11)
sex:char(1)
topDegree:char(255)
otherDegree:char(255)
discipline:char(255)
colorblind:char(1)
cartogisstudy:char(1)
maths: text
language:char(1)
firstlanguage:char(255)
fvalidity: text
comments: text
floodexp: text
prefer1: int(11)
prefer2: int(11)
prefer3: int(11)
prefer4: int(11)
prefer5: int(11)
prefer6: int(11)
USER_DATA
id: integer(11) (PK)
amt_id: text
timestamp:time
pctime:double
scenario_id: integer(11)
coords:text
total_risk:double
distance:double
outcome: integer(11)
1…* 1
Figure 48: Database schema showing tables created for the experiment
database.
personal identifying information of the participants. The participants’
responses in the user questionnaire were also identified using this
identifier string. The responses throughout the experiment and the
questionnaire could be linked together by querying using this identi-
fier.
7.2.2 Participant interface
As with previous experiments, of primary importance in the partici-
pant interface was the experimental stimulus itself: the flood scenario.
Thus, this map was given the largest possible proportion of the on-
screen view for the participant, and placed in the center of the partic-
ipant’s view. A legend showing flood likelihood was also included to
the right of the image.
A visible timer was not included with this experiment, as the task
was more complex than previous experiment tasks, allowing partici-
pants to draw and erase their route multiple times. The inclusion of
a timer would undoubtedly make the task harder still, and might be
a topic for future research. However, given the significant increase in
complexity of the decision-making task (navigation over stay or leave)
it was decided to omit a timer in this experiment.
Two action buttons, “Delete route” and “Submit,” were placed at
the bottom of the screen, enabling the participants to delete the route
they had drawn, and submit this route when they were satisfied.
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Figure 49 shows an example of the participant interface containing
the elements discussed above: flood likelihood scenario (experimental
stimulus), flood likelihood legend, and action buttons.
Figure 49: Participant interface used to present stimuli to participants and
receive decisions.
7.3 participants
There were fifty-eight participants for the experiment. Participants for
this experiment were once again selected from an existing experimen-
tal economics database of participants. As with previous experiments,
students currently engaged in geography or other closely related dis-
ciplines were actively excluded, as the aim was to focus on students
without specialized knowledge of map reading concepts. The mean
age of participants was 23.62 years of age, ranging in age from 18 to
55 years of age. The majority of participants had no experience with
floods. All participants taking part in the experiment were tertiary
educated with some completing their Bachelors degrees through to
those completing Masters and PhD qualifications. There was an even
distribution between male and female participants. Approximately 50
percent of participants listed English as their first language and the
remainder were of Asian, South East Asian, or European descent. All
participants had a good grasp of mathematics and none had formally
studied GIS or cartography. Two participants out of fifty-eight had a
known color vision deficiency.
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7.4 procedure
The experiment was conducted using within-subjects testing where
each participant viewed every scenario once. Each participant viewed
48 scenarios and the order in which they viewed the scenarios was in-
dividually randomized for each participant. As described previously,
for each scenario each participant had to decide on, and draw a route
from point “A” to point “B” along the road network, using their com-
puter mouse. They could use the “Delete route” button at any point
to refine their route, before pressing “Submit.” On submission, their
route was stored in the database.
As described in previous experiments, a key feature of this ex-
periment is also the use of a performance based incentives scheme,
adopted directly from standard experimental economics methods. Each
participant was paid a flat $7 participation fee. Up to an additional
$9.60 could be earned throughout the experiment in performance-
based payments. These amounts were chosen to ensure the performance-
based payments could potentially amount to more than the participa-
tion fee, a clear incentive for performing the experiment well.
For each correct outcome, i.e., if their chosen route was not blocked,
a participant was paid 20c. For each incorrect outcome, i.e., where
their chosen route was blocked, participants did not receive a pay-
ment. An outcome was deemed to be correct if the road was not
blocked. An outcome was deemed incorrect if the road was blocked.
Therefore, the total amount that could be earned by the partici-
pants was $16.60 AUD. However, because of the performance based
element, the most that was earned by any participant in this exper-
iment was $13.60 AUD. On average, each participant earned $11.94
AUD and the minimum amount earned was $10.00 AUD.
A matrix showing the decision/outcome payments was shown to
participants on the instruction screen at the beginning of the exper-
iment, and an identical copy was presented to participants in pa-
per form placed on their desks. However, to minimize the effect of
progress on performance, participants were not shown the total amount
they had earned until the end of the experiment. As previously men-
tioned, participants were not time-restricted for the experiment and
were not shown how much time they took. However, a timer was
used behind the scenes to monitor time taken by participants.
As with all previous experiments, the experiments were run in a
specialist experimental economics computer lab. The experiment was
administered using an Internet browser connected to the experimen-
tal database. Data from participants was anonymized using a unique
multiple string identifier assigned to each participant, as described
previously.
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7.4.1 Participant instructions
Participants were asked to begin the experiment after reading through
the instructions. The participant instructions included specific direc-
tions on the task the participants were asked to complete (see Ap-
pendix D for a copy of the participant instructions for Experiment 4),
along with specific features of the experiment namely:
• stimuli—participants are shown a number of maps (48) and as-
sociated legends.
• activity—participants draw a route from “A” to “B” which is
as short as possible but also having a low likelihood of being
blocked. Participants press submit when they have completed
each route.
• timing—participants were informed the experiment should take
between 30 and 35 minutes to complete.
• payment—participants were informed about the payment sched-
ule and payment matrix ($7.00 base rate plus $9.60 additional
which could be earned through decisions).
• questionnaire—the final screen of the experiment.
• training—information about the training exercise that would
commence after they clicked on the “Start training” button.
After reading the instructions, the participants were given a series
of six pre-experiment training exercises to complete (see Figure 50).
The training exercises were identical to the scenarios the participants
would see in the experiment, except the road network was a simpli-
fied grid based one.
7.4.2 Participant questionnaire
At the end of the experiment, participants were asked to complete a
short questionnaire which included demographic questions, scenario
preferences, general comments, questions about the participants maths
and map reading abilities, flood experience, and whether they had a
known color vision deficiency (see Appendix E) for a copy of the
participant questionnaire).
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This section reports on the results for Experiment 4 and consists of
analyses of:
• risk of the different routes selected;
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Figure 50: Experiment 4 interface showing pre-experiment training exer-
cise.
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• the different routes chosen;
• the time taken; and
• participant preferences.
7.5.1 Pairwise performance analysis: Risk
A key measure of participant performance in this experiment was
the analysis of risk taken for the selected routes. For each representa-
tion, the mean risk of the routes selected by each representation was
calculated (Figure 51). Figure 51 shows participants selected routes
with approximately the same risk throughout, but took more risk un-
der the red color hue and circle representations, followed by the blue
color hue, sketchy and warning representations. Participants selected
routes with the least amount of risk under the texture representation.
Figure 51: Mean risk by representation for Experiment 4.
Analysis of variance (ANOVA) was conducted for the risk across
each of the different representations. The results of the ANOVA indi-
cate there was a significant difference observed in terms of risk taken
between the different representations (p-value less than 0.01).
As the ANOVA test indicated significance between the different
representations, a post-hoc Tukey multiple pairwise comparison (Tukey
honest significant differences) was conducted. The results of this anal-
ysis are presented in Table 18.
Table 18 indicates significant differences in risk taken between the
blue color hue and texture, circle and warning, and red color hue
and sketchy representations at the 95 percent level of significance.
Similarly, red color hue and warning, texture and red color hue, and
circle and texture representations were significantly different at the
99 percent level of significance.
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red blue warning circle sketchy
blue 0.5275
warning 0.0074** 0.5002
circle 1.0000 0.6578 0.0145*
sketchy 0.0409* 0.8296 0.9949 0.0706
texture 0.0000** 0.0271* 0.7783 0.0001** 0.437
Table 18: Pairwise comparison of treatments by risk for Experiment 4. Note:
significant differences in the decision of response for pairs of treat-
ments are represented by * p-values<0.05 and ** p-values<0.01.
7.5.2 Risk distribution
representation minimum risk distance maximum risk distance
red 0.337 554 0.932 311
blue 0.337 554 0.705 522
warning 0.300 640 0.710 434
circle 0.340 819 0.705 522
sketchy 0.337 554 0.774 691
texture 0.337 554 0.700 532
Table 19: Minimum and maximum risk routes for each representation and
their corresponding distances.
Table 19 shows the minimum and maximum risk routes for each
representation and their corresponding distances. The data indicates
the highest risk route was selected under the red color hue repre-
sentation with a risk of 0.932. This was considerably higher than the
second highest risk route of 0.774 for the sketchy representation. The
route with the lowest risk was chosen under the warning representa-
tion with a risk of 0.300.
Figure 52 presents the distribution of risk across each of the repre-
sentations. Overall, the risk profile of the histograms follow a similar
pattern for the different representations. The distribution of risk is
slightly skewed to the right, with a concentration of data among the
mid ranges with a short tail to the right. The data has a main mode at
risk of 0.5 with two smaller peaks observed at 0.35 and 0.55. There is
a noticeable pit at 0.4. Other interesting observations of the different
histograms are:
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• the lowest risk route across all the representations was 0.3;
• the red color hue representation had a concentration of high risk
routes ( risk>0.7), which were not present under the other repre-
sentations. This indicates participants selected routes with higher
risks under the red color hue representation;
• the texture representation had routes with the lowest overall risk
(risk of <0.7);
• there was a similar pattern of results observed at the lower end
of the risk profile across the different representations, main dif-
ferences occur in the higher risk routes;
• the sketchy representation has a probable outlier with a risk of
0.75; and
• the circle representation has a much larger pit at 0.4 and higher
peaks at 0.45 and 0.55.
7.5.3 Performance analysis: Distance
Participant performance was also measured by calculating the me-
dian distance of the routes taken. Median distance was chosen over
mean distance for analyzing this data as median distance better ac-
counts for outliers (the fact you can have arbitrarily large distances,
but small distances bounded by zero). The data shows the longest
routes were selected under the texture representation, followed by
the circle, red color hue, and warning representations. The sketchy
representation and the blue color hue representation resulted in par-
ticipants selecting shorter routes.
ANOVA was again conducted for distance across each of the differ-
ent representations. The results of the ANOVA indicated there was
no significant differences observed between the length of the route
across the different representations with a p-value of 0.61.
For each of the representations, the distribution of distances of
routes traveled was also examined (see Figure 54). Overall the his-
tograms indicate the length profile of the routes were largely similar
across the different representations, with the main differences occur-
ring at the longest routes. The distribution of distance is fairly uni-
form, with a single mode at around 500 meters. Other interesting
observations of the different histograms are:
• all representations had a shortest route of 200 meters;
• the longest routes were over 1km in length, and selected under
the sketchy, red color hue, blue color hue, texture and circle
symbol representations;
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Figure 52: Histograms showing distribution of risk for each representation.
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Figure 53: Median distance traveled across each of the representations.
• there was a noticeable tail in all the histograms, where there
were fewer routes longer than 800 meters; and
• the circle representation showed some differences in distance
from the other representations, in the mid-length routes.
representation minimum distance risk maximum distance risk
red 231 0.466 1057 0.420
blue 231 0.466 1025 0.409
warning 231 0.466 993 0.414
circle 231 0.466 1071 0.623
sketchy 231 0.466 1005 0.415
texture 231 0.466 1048 0.399
Table 20: Minimum and maximum routes by length for each representation
and their corresponding risk.
Table 20 shows the minimum and maximum distances for each
representation and their corresponding risk. This data indicates that
all representations had the same shortest route of 231 meters with a
risk of 0.466. However, the route with the longest route distance was
observed under the circle representation with a distance of 1071 and
a corresponding risk of 0.623.
7.5.4 Logit performance analysis: Outcome
Figure 55 shows the count of routes with an outcome of blocked or
not blocked across the different representations. The graph shows
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Figure 54: Histograms showing distribution of distance for each representa-
tion.
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that across most of the representations (red color hue, circle symbol,
warning symbol, and sketchy) participants chose more routes that
resulted in an outcome of not blocked. However, for the blue color
hue and texture representations, more participants chose routes that
were blocked.
Figure 55: Histogram showing count of route outcome per representation.
Logistic regression analysis was used to examine the differences in
blocked or not blocked outcomes for Experiment 4, due to the binary
nature of this data. The blue color hue representation was chosen as
the benchmark for the analysis as it was the worst performer in terms
of leading to routes with more blocked outcomes. The odds ratio of
a correct response of each of the representations relative to the blue
color hue method were also computed.
Figure 56 provides a graphical representation of the odds ratios and
confidence intervals for Experiment 4. The results show that none of
the representations led to significantly different outcomes when com-
pared to the blue color hue representation. Red color hue, however,
performed well apparently (though not significantly), leading to the
best overall outcomes (1.2 times more likely to lead to route that was
not blocked) closely followed by warning and circle (1.19 and 1.17
times more likely to lead to routes that were not blocked).
7.5.5 Time analysis
The mean time taken by participants to decide was analyzed for each
of the representations. Participants performed quickest when infor-
mation was represented using the blue color hue representation, fol-
lowed by the red color hue, sketchy, circle, and warning representa-
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Figure 56: Odds ratios for outcomes for different representations relative to
blue color hue representation for Experiment 4. Upper and lower
95-percent confidence limits are represented by the extent of the
horizontal bars. Blue bars indicate a positive effect.
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tions. Participants were slowest in their decision-making when uncer-
tainty was represented using the texture representation.
An analysis of variance revealed the differences in times to be sta-
tistically significant, with an effect size of at most 5.6 seconds.
Representation
Red Blue Warning Circle Sketchy Texture
18.20 16.87 20.61 20.42 20.32 22.49
Table 21: Mean time taken (seconds) to decide across Experiment 4.
An analysis of the mean time taken per participant as the exper-
iment progressed was also conducted. The general trend was that
participants became quicker at selecting and drawing their routes as
the experiment progressed. As the order of the stimuli were shown
in a different order for each participant, the learning effect across the
entire experiment was balanced.
In terms of time taken to make a decision, there was some correla-
tion observed between time taken to make a decision (Table 21) and
risk taken (Figure 51) in this experiment. The representations under
which the most rapid decision-making took place (blue color hue and
red color hue) exhibited high levels of mean risk taken. Conversely,
the representations which had longer decision-making times (texture
and warning) exhibited the lowest mean risk taken. These results are
somewhat counter to expectations, the texture and warning represen-
tations were not expected to perform particularly well.
7.5.6 Participant preferences
Figure 57 shows the analysis of preferences in the experiment. The
analysis indicated that blue color hue was the most preferred repre-
sentation, closely followed by red color hue, warning, and sketchy.
The circle and texture representations were least preferred, with zero
participants preferring either of those representations.
In terms of participant preferences, some correlation was observed
between participant preference (Figure 57) and decision-making speed
for this experiment (Table 21). Participants preferred the blue color
hue representation, closely followed by the red color hue representa-
tion. These were also the two representations where participants per-
formed most rapidly. Similarly texture was one of the least preferred
representation and participants took longest to make a decision using
texture. However, it must be noted that participants completed their
preferences at the end of the experiment and may have observed their
own slow performance or difficulty in making a decision under these
representations, therefore resulting in them ranking them lower in
terms of preference.
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Figure 57: Histogram of user preferences for Experiment 4.
7.6 discussion : performance
These results again highlight the central distinction in this work be-
tween decision and outcome. The main findings from this experiment
are:
Relation between graphical representation and level of decision risk
The results of the analysis show that people took systematically most
risk with the red color hue representation (mean risk of 0.50). This
runs counter to what might be expected: that red as a color is seman-
tically associated with danger, and might create higher levels of risk
aversion. This might be expected to result in participants choosing
to make less risky decisions under this representation. However, a
deeper literature review reveals that there is prior research indicating
people may take more risk with red color hues. [4] found that using a
red gradient fill to represent tornado warnings instilled higher levels
of fear and the intent of protective action in participants. It is there-
fore possible that our participants too took more risk with the red
representation, because of a sense of fear and a wish to act quickly
prompted by the red color. An analysis of the time taken to make a
decision under this representation also supports this theory. Partici-
pants performed second most rapidly under this representation.
Less risky decisions under more “complex” representations
Participants took systematically less risk with the texture, warning,
and sketchy representations. The level of risk taken under these rep-
resentations was significantly lower than under the more abstract red
color hue and blue color hue circles. These results were somewhat
surprising as these less abstract representations are more visually
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“complex,” and might be expected to be more difficult to interpret
for decision-makers. However, this result does support research by
[80], [130], and [17] who have found success in using texture and
sketchy respectively to convey uncertainty for decision-making. This
apparent more careful risk evaluation might in fact be attributed to
the complexity of these representations. Being more difficult to inter-
pret, in having to understand them, participants perhaps pay more
attention and consider them more carefully.
Differences in risk taken with warning and circle symbols
It was interesting to observe that participants responded quite dif-
ferently to the warning symbol representation, in comparison with
the circle symbol representation. Participants made decisions that
resulted in considerably higher mean risk under the circle symbol,
when compared with the warning symbol representation. Both these
representations used symbol size to represent ordinal distinctions.
Thus, it was surprising that the difference in symbols led to a no-
ticeable difference in decisions. And counter to expectations, partici-
pants took less risk with the more complex warning symbol. It was
expected that due to the complexity of this symbol, people would
find it more difficult to read than the more simplified circle symbol.
However, the results of this experiment show that perhaps partici-
pants found it easier to make ordinal distinctions using the warning
symbol, when compared with the circle symbol.
Relationship between risk and length of routes
The results from this analysis spotlight an important distinction be-
tween risk taken and the length of the routes chosen by participants.
The results indicate participants chose routes that were of relatively
similar lengths but of varying (to the point of showing statistical sig-
nificance) risk. As discussed above, these statistically significant dif-
ferences in terms of risk taken can be attributed to the different repre-
sentations used to depict uncertainty. Further, the results support the
statement, central to this thesis, that the method used to represent
uncertainty affects the decision taken by the participants.
Overall, the risk profile (distribution) across the different represen-
tations indicates there was considerable variation observed in level of
risk depending on the representation (Figure 52). However, the length
profile (distribution) between the different representations was simi-
lar, and showed little variation (Figure 54). A closer examination of
the data indicates this can be explained as for some representations,
participants were more variable in their choices, leading to the same
overall distance but quite different risk profiles.
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To illustrate this example, Figure 58 shows two routes below which
were selected by a single participant, both these routes had a length of
532 meters but differing risk profiles with a combined risk of 0.366 un-
der the circle representation (Figure 58a) and 0.516 under the texture
representation (Figure 58b) respectively. Further, the outcome of these
chosen routes also differed, with the circle representation resulting in
an outcome of not blocked, and the texture representation resulting
in an outcome of blocked. Other routes chosen by this participant
with the same distance had combined risks of 0.406 and 0.488.
a. Route 1 b. Route 2
Figure 58: Example of two different routes with the same length but differ-
ing risk profiles.
As this experiment has a balanced design and each participant
viewed all the representations, the method used to represent the un-
derlying uncertainty is the only constant variable that differed be-
tween the maps. Thus it should be the only factor that could influence
participants to make systematically different choices in their routes.
In the example above, under the texture representation, the partici-
pant could have opted for the same low risk route as they had chosen
for the circle representation. Arguably in cases like these, it is the par-
ticipants’ perception of the inherent risk associated with the texture
representation that has influenced their decision in the selection of
that particular route. In this particular case, the texture representa-
tion performed poorly as this representation potentially influenced
the participant to choose a higher risk route (when a lower risk path,
of identical length was available).
Of course, one must be wary of drawing inferences about individ-
ual instances based on the statistical properties of the population of
responses. Hence, it is also possible that there is no particular sig-
nificance to the differences shown in the individual result in Figure
58, even though the differences at the population level are signifi-
cant. However, such plausible explanations provide more insight into
which mechanisms in individual participants might be driving the
observed population differences.
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Marginally different outcomes in terms of blockage
An analysis of routes being blocked revealed the blue color hue and
texture representations exhibited the worst performance in outcomes,
resulting in higher numbers of routes being blocked versus not blocked
under these representations (Figure 55). The red color hue, circle,
warning, and sketchy representations resulted in higher numbers of
not blocked (successful outcome) versus blocked (unsuccessful out-
come) routes.
However, these differences were not statistically significant. Indeed,
herein lies perhaps the most challenging aspect of this investigation of
the “right decision, wrong outcome” problem. The inevitable random-
ness inherent in this problem (i.e., from time to time, good or bad luck
confounds the potentially causal link between good decision-making
and the correct outcome) makes gathering statistically significant ex-
perimental evidence especially challenging.
Balance of performance
Considering all the results from this experiment, the sketchy represen-
tation arguably exhibited the best performance in conveying uncer-
tainty associated with this particular flood scenario. This representa-
tion resulted in participants selecting routes that were of relatively
low risk, exhibiting the shortest mean distance, whilst also having de-
sirable outcomes (higher number of not blocked rather than blocked
routes). In terms of time taken to make a decision, participants per-
formed third most rapidly using this representation. This result is
somewhat surprising as although preliminary research into the use of
sketchy in visualization by [130] indicated positive results, it was un-
sure how this success would translate to the portrayal of uncertainty
in this experiment. The results from this experiment lend further sup-
port to the contention that sketchy representations can be reliably used
as a visual variable on an ordinal scale.
The representation which overall exhibited the worst performance
was the red color hue representation. This resulted in participants se-
lecting routes that were of the highest mean risk taken and had the
second longest mean distance.
7.7 summary
This final experiment significantly increased the complexity of the
spatial task facing decision-makers, extending the earlier experiments.
The primary results of this experiment were:
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1. Graphical representation of uncertainty had a significant effect
upon the level of risk taken by participants in choosing their
route.
2. Graphical representation of uncertainty did not have a signifi-
cant effect upon the distance of routes chosen by participants.
3. There were notable differences in the risk profile across the dif-
ferent representations.
Importantly, the results of this experiment do lend support the orig-
inal hypothesis: that the methods used to visualize the uncertainty of
mapped geographic information can make a significant difference to
people’s decision-making performance (Section 1.2).
The results of this experiment do speak directly to the “right de-
cision, wrong outcome” problem that this work hoped to address.
Under uncertainty people may make the “right” (i.e., most rational
based on the available information) decision; but due to the underly-
ing uncertainty this may result in the “wrong”, (i.e., undesired) out-
come or vice versa. The results of this experiment indicate partici-
pants did make noticeably different decisions based upon the differ-
ent representations. For example, in the case highlighted above (Fig-
ure 58), when presented with the same information (with uncertainty
represented using a different method), participants apparently chose
to take different actions based upon that encoded information. This
finding is further supported by the fact that in this experiment partic-
ipants on the whole made different decisions, resulting in routes that
were of similar lengths but of significantly different risks (resulting
in different outcomes), based upon the different representations.
8
C O N C L U S I O N S
This thesis has demonstrated that the methods used to visualize the
uncertainty of mapped geographic information can make a signifi-
cant difference to people’s decision-making (as distinct from map-
reading) performance under uncertainty. A quantitative, experimen-
tal approach consisting of six experiments—of varying complexity,
with and without incentives, and using different audiences—was em-
ployed to perform this evaluation. To recap on the different experi-
ments:
• Experiment 1: explored the impacts of basic cartographic design
choices upon spatial decision-making under uncertainty in an
emergency decision scenario, forming a baseline for subsequent
experiments.
• Experiment set 2: explored the impacts of time pressure (2a)
and dual task distractions (2b) upon decision-making under un-
certainty using maps.
• Experiment set 3: provided a validation of the incentive-based
approach (3a) and the choice of different subjects with different
levels of experience in emergencies and cartographic products
(3b).
• Experiment 4: explored decision-making under uncertainty us-
ing a more complex spatial navigation task.
The reader may refer back to Table 1 to view the experimental
framework in more detail.
8.1 results and major findings
This series of six experiments included tasks of increasing decision
complexity, with variations to audience and use of incentives. The
major research contributions are presented as follows:
“Cartography does not impact outcome” for simple decisions under uncer-
tainty
The results of Experiment 1, investigating the effects of different car-
tographic choices in a simple emergency decision-making scenario,
indicated different representations did not lead to statistically sig-
nificant differences in either decision or outcome. The choice of car-
tographic representation did not have any appreciable effect. This
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was true even in cases where the choice of representation was poorly-
designed from a cartographic perspective. Thus, it could be concluded
that for simple decision-making tasks under uncertainty (such as in
the case of Experiment 1) “cartography does not impact outcome.”
Maps are better for moderate complexity decisions under uncertainty
For moderate levels of decision-making complexity, such as decisions
under time pressure (Experiment 2a), the different representations
were found to give rise to differences in decision-making performance.
For example, the results of Experiment 2a indicated that the sim-
plified boundary and text-based representations performed poorly,
in comparison with more detailed map-based representations. This
leads us to conclude that for medium complexity decision tasks, map-
based information about uncertainty may be easier and more rapid
to use.
High map complexity serves high decision-making complexity
Experiment 4 demonstrated that the more “complex” texture and
sketchy representations performed best for representing uncertainty
in the more complex spatial navigation decision-making task, Experi-
ment 4.
Taken together these broader results indicate an increase in effec-
tiveness of more sophisticated representations of uncertainty with
greater decision task complexity. For simple tasks, representation makes
little difference; for moderately complex tasks, more detailed map-
based representations are more effective; and for the most complex
tasks, the most sophisticated representations are supported, such as
“sketchy.” This progression seems a reasonable response, as perhaps
greater complexity demands more careful consideration, which in
turn supports more detailed and sophisticated cartographic represen-
tations.
Other notable findings in this work include:
• increasing complexity using a dual task (such as in Experiment
2b) proved to be too difficult and had a negative impact on
decision-making performance;
• participants’ prior experience with bushfires or maps had no
major impact on outcome or decision for our experiments, sug-
gesting that these the results are applicable to a general, non-
specialist audience;
• the results for the no-incentives experiment were similar to those
experiments with performance-based incentives, indicating that
using performance-based incentives did not adversely affect re-
sults;
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• participants on the whole performed most rapidly using the
simpler representations (text and boundary), while speed of de-
cision had no correlation with decision performance; and
• preference on the whole is correlated with performance (color
hue was the most preferred representation and also exhibited
the best performance in terms of outcomes, across most experiments—
Experiments 1–3).
These major findings and contributions lead to the following con-
clusions in terms of specific methods for cartographic representation
of uncertainty:
1. Map-based representations of uncertainty are more effective for
communicating uncertainty to decision-makers than text-based
representations.
2. The boundary representation currently utilized by emergency
managers to represent mapped outputs from the Phoenix Rapid-
fire model was not as effective for communicating uncertainty
as other map-based representations.
3. The color hue representation was the most effective for com-
municating uncertainty to decision-makers in conditions where
incentives were or were not paid, under time pressure, and by
both audiences (students and general public).
In connection with the more complex spatial navigation task:
1. The selection of graphical representation of uncertainty had a
significant effect upon decision-making performance.
2. The more complex texture and sketchy representations performed
particularly well in communicating uncertainty to decision-makers.
Evaluation of hypothesis
The results of this research do speak directly to the hypothesis posed
at the beginning of the thesis: that the methods used to visualize un-
certainty of mapped geographic information can make a significant
difference to people’s decision-making performance (Section 1.2).
The first series of low to medium decision complexity experiments
(Experiments 1–3) indicated marginal differences in decisions result-
ing in significant differences in observed outcomes. By increasing the
complexity of the task to one of high decision complexity, such as
in the spatial navigation task (Experiment 4), significant differences
were observed in terms of decisions, and in turn risk and outcomes,
depending on the representations used.
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The results of Experiment 4 make this effect most apparent, where
there were significant differences observed in the routes chosen de-
pending on the different representations. These differences in deci-
sions resulted in significant differences in risk and outcome. In this
experiment, the method used to represent the underlying uncertainty
was the only controlled variable that differed between the maps. Thus,
this should be the only factor that could influence participants to
make systematically different choices in their routes.
Evaluation of “right decision, wrong outcome” problem
The results of these experiments also lend support to the “right de-
cision, wrong outcome” problem that this work aimed to address.
Under uncertainty people may make the “right” (i.e., most rational
based on the available information) decision; but due to the underly-
ing uncertainty this may result in the “wrong”, (i.e., undesired) out-
come or vice versa. In particular, the results of Experiment 4 (Section
7.5) indicated participants did systematically make noticeably differ-
ent decisions based upon the different representations. For example,
in instances where the same information was represented using two
different methods, participants chose to make different decisions, re-
sulting in different risks and outcomes (see Figure 58).
8.2 limitations
These experiments explored decision-making under uncertainty from
many different perspectives. However, as with all research, this work
is not without its limitations. This section will reflect upon these lim-
itations and assumptions, forming the basis for possible future re-
search projects.
The distraction task was too difficult
Experiment 2b was designed to increase the complexity of the base-
line decision-making task featured in Experiment 1. However, the re-
sults of Experiment 2b indicated that the decision-making task was
too difficult, confounding the results. Despite this, it is still important
to note that the introduction of distractions into experiments does
have a significant impact on decision-making performance (see Sec-
tion 2.4). Further, in the context of emergency decision-making where
such distractions may feature heavily, it is still important to explore
performance under distractions.
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No differences observed in results with and without incentives
In Experiments 1–3, the use of incentives (versus no incentives) was
explored for low to medium decision complexity tasks. The results
for the no-incentives experiment were similar to those experiments
with performance-based incentives.
In some senses our lack of observed differences in incentivized
and non-incentivized experiments might be seen as support for us-
ing non-incentivized experimental designs. However, as already ar-
gued in Section 2.4, incentives do exist in all human subject exper-
iments. Our performance-based experimental designs only aim to
make those incentives explicit and controlled. Past research has in-
dicated that incentives can make a difference to performance (see
Section 2.4). Thus, while it possible for non-incentivized experiments
to provide similar results to incentivized experiments, this should not
be relied upon, and incentivization is still an important design tool in
the experimenter’s arsenal. Further, this work has demonstrated how
this approach, widespread in other disciplines such as experimental
economics, can be successfully applied in the context of cartography
and visualization.
One further limitation of this particular study is the application to
the high complexity decision-making task in Experiment 4 of performance-
based incentives only. As a further validation, it would also be possi-
ble to conduct the same Experiment 4 without the use of performance-
based incentives. As Experiment 4 revealed differences in decisions
and outcomes due to the underlying representations (under incen-
tivization), it would be interesting to see/explore if these results also
translate to not using incentives.
Experiment 4 was not time limited
A time limit and timer were not used for Experiment 4, due to the
greater complexity of the navigation task. However, this might be con-
sidered a limitation, as Experiments 1–3 all featured time restrictions
in some form. It could be interesting to introduce time restrictions
into Experiment 4 to see if this had any impact on the results, given
the importance of time in emergency decision-making.
Experiments were limited to a laboratory setting
All the experiments in this study were conducted in a laboratory set-
ting. Whilst all attempts have been made to introduce factors which
are common features of emergency decision-making scenarios, the
lab is not truly representative of the conditions faced in an actual
emergency situation. It would be beneficial to this work, if we call
on the existing body of work on naturalistic decision-making (cf. [74,
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75, 76]). An additional experiment incorporating in-situ delivery of
visual representations for decision-making (i.e., naturalistic) could be
conducted, to examine how people make decisions in real-world sce-
narios.
8.3 future work
This section makes five suggestions with respect to possible future re-
search, based upon the limitations addressed in the previous section.
8.3.1 Suggestion 1: Additional dual task experiment
Experiment 2b explored decision-making under uncertainty using a
dual task. The results from the experiment indicated the distraction
task used was too difficult. However, it is still important to note that
the introduction of distractions into experiments does have a signifi-
cant impact on decision-making performance.
Therefore, to provide contrast to the results of Experiment 4 (as
a baseline experiment), a suggestion for future research is that Ex-
periment 4 could be designed and conducted with a different, less
difficult distraction task. Once again, to avoid prejudice by designing
a secondary task specific to this experiment, it is proposed the tasks
be adapted from previous studies.
Past literature indicates other simple secondary working memory
tasks include simple arithmetic tasks where participants are asked to
add or subtract two numbers [40] and simple object 2-back tasks [68].
For the arithmetic task, the numbers were randomly generated with
the easiest condition having the following constraints: the value of the
initial addend varied from 1 to 10, and the addends varied from 1 to
3 [40]. In the simple object 2-back tasks, participants were presented
with a sequence of items (either shapes, images or numbers) and they
were instructed to indicate whether the current item was the same as
the one 2 iterations back in the sequence (Figure 59). As Experiment 4
was not time limited, it is also proposed the distraction tasks are not
limited by time. It is expected that the results of this new experiment
could indicate a noticeable decline in decision-making performance
(i.e., increase in time to make decision, more risky decision-making)
of participants in the main task.
8.3.2 Suggestion 2: Spatial navigation task without incentives
Experiment 4 explored decision-making using a more complex decision-
making task. The first series of experiments explored the use of in-
centivization versus non-incentivization and found this to have little
difference on the results. The first series of experiments however were
decision-making tasks of low complexity and thus, due to their sim-
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Figure 59: Example of 2-back dual task stimuli, from [68].
plicity, the use of incentivization may not have had any discernible
difference on the results.
Experiment 4 provides a baseline experiment with a high decision
complexity task, with the inclusion of incentives. It would be inter-
esting to conduct Experiment 4 without incentives to see if this does
make any difference to the results. In keeping with the previous no-
incentives experiment, it is proposed participants would be paid a
flat fee for their participation at the end of the experiment. But partic-
ipants would be informed that these amounts are not linked to their
performance.
According to previous literature it is expected that incentivization
would make some difference to the results. Past research indicates
that by introducing incentivization people’s motivations for complet-
ing an experiment are altered (see Section 2.4). For example, previous
studies have noted that including monetary incentives has been seen
to make people more risk averse and the error rate of an individ-
ual may be high if they have no vested interest (e.g., incentives) in
a decision. As proposed in Section 2.4, these incentives are arguably
more in keeping with emergency decision-making environments. In
any event, the incentivized design makes incentives explicit and con-
trollable.
8.3.3 Suggestion 3: Spatial navigation task with time limit
As Experiment 4 was conducted without time restrictions, it would
be interesting to add time restrictions to this experiment to investi-
gate whether this would have any impact on the results. Based upon
the results of Experiment 2a, it is expected that the introduction of
a time limit, would increase the signal in differences between route
chosen under the different representations (and in turn mean risk) for
Experiment 4.
For this new experiment, we may wish to introduce a reasonably
generous time limit, rather than make participants feel significantly
time-pressured. In choosing a time limit for this experiment, mean
time taken to decide per representation from the results of Experi-
ment 4 should be used (see Table 21). Therefore, it is proposed a time
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limit of 30 seconds per representation be implemented. This is well
above the highest mean time taken to decide of 22.49 seconds , whilst
also matching the time limit of 30 seconds from the previous set of
experiments (Experiment 1–3).
8.3.4 Suggestion 4: Single experiment with tasks of differing complexity
The results of this study have shown that, different representations
are more suited to tasks of different decision-complexity. It would
be interesting to design one final experiment containing tasks of low,
medium, and high complexity. This would enable us to examine this
theory by using exactly the same experimental framework (i.e., audi-
ence, experimental conditions, timing and incentives).
8.3.5 Suggestion 5: Experiment assessing emergency information delivered
by non-visual means
This study explores decision-making under uncertainty delivered us-
ing visual means, however, it would be beneficial to further extend
this research by exploring the assessment of emergency information
delivered by non-visual means, such as speech.
In emergency situations, such as bushfires and floods, the radio is
often used to deliver warnings. A further experiment could be con-
ducted assessing a combination of visual methods, and in addition a
verbal warning such as “Your house is located in the greater than 80
to 100 percent burn likelihood zone”.
Part I
A P P E N D I X
This appendix contains additional information pertaining
to the experimental setup. A copy of the experiment in-
structions for Experiments 1–3 is presented in Appendix
A. The post experiment questionnaire for Experiments 1–
3 appears in Appendix B and a copy of the Distraction
Tasks for Experiment 2a are included Appendix C. A copy
of the participant instructions for Experiment 4 appears
in Appendix D and the questionnaire in Appendix E. A
copy of the ethics approval letter from the University of
Melbourne is included in Appendix F.

A
A P P E N D I X A : PA RT I C I PA N T I N S T R U C T I O N S
Welcome!
Please enter your experiment number:
Please click the following button to confirm that your experiment
number worked and the instruction text below has loaded.
Please read the following information carefully.
Overview
During the course of this experiment you will be shown a series of
images. The images show maps, or in some cases text, that depict the
likelihood that a bushfire will destroy your house. For each image,
you will be asked to decide whether to leave or stay in the house. If
you decide to stay when the house is not burned, or leave in cases
when the house is burned, you will be rewarded with additional pay-
ments.
Activity For each image you are asked to choose whether to stay or
leave by pressing the corresponding button. You can choose only one
of the options. Once you have opted to stay or to leave, you cannot
change your decision.
Time You will have up to 30 seconds per image to make your de-
cision. In most cases this should be ample time to decide. The time
remaining for an image is shown at the top of the screen. If for any
reason you do not reach a decision before the time reaches zero, then
you will be deemed to have decided to stay. In total you will be shown
approximately 100 images, and should expect the experiment to take
between 20 and 30 minutes to complete.
Payment schedule You will be paid a base rate of $7.00 for par-
ticipating in the experiment. You can earn up to an additional $9.00
depending on your decisions. Each decision to leave when the house
is burned or decision to stay when the house is not burned will earn
you an additional experimental payment of $0.10. You will not earn
any additional payment for other decisions. A summary of the pay-
ments is shown below, and above every image in the experiment.
Questionnaire After completing the series of scenarios, you will be
presented with a short questionnaire to complete.
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State of House Leave Stay
Burnt $0.10 $0
Not Burnt $0 $0.10
The total accumulated amount you will be paid, including any
additional payments, will appear on the screen after you have com-
pleted the questionnaire at the end of the experiment.
If at any point you do not wish to continue the experiment, please
inform the experiment staff and you will be paid the base rate of $7.00
for your participation.
Start the experiment Please familiarize your self with the example
images below. On each of the maps, the location of your house is
shown as a black "X" and the map legend is shown on the right
hand side of the image.
When you are ready, please click the ’Start’ button at the bottom of
this page. Thank you for your participation in this experiment.
B
A P P E N D I X B : E X P E R I M E N T P O S T- S C R E E N S U RV E Y
Please complete the following:
• Your Age:
• Sex: M / F
• What is the highest degree you have completed, are currently
completing (please include specific discipline)?
• Have you formally studied cartography or geographic informa-
tion systems?
• You are told an event has an 80 percent likelihood of occurring.
Explain what you understand by this statement.
• Is English your first language? If no, what is your first lan-
guage?
• Please describe what you think we were measuring in this ex-
periment.
• Please provide any general comments you might have about
this experiment.
• Please detail any experience you might have with bushfires
(e.g.from the perspective of a victim or as part of a volunteer
brigade - please be specific in your response).
• Which image did you prefer? Rank the following images from
1 to 6 (with 1 being most preferred to 6 being least preferred
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C
A P P E N D I X C : D U A L TA S K Q U E S T I O N S
List of sentences and true/false questions used for the dual task ex-
periment adapted from Fedorenko et al. (2007).
• Sentence 1: The detective who recognized the spy crossed the
street at the light.
• Question 1a: The detective crossed the street at the light.
• Question 1b: The spy recognized the detective.
• Sentence 2: The waitress who hugged the bartender dropped
the tray on the floor.
• Question 2a: The waitress hugged the bartender.
• Question 2b: The waitress dropped the tray.
• Sentence 3: The acrobat who mocked the clown performed the
trick at the show.
• Question 3a: The clown mocked the acrobat.
• Question 3b: The clown performed the trick.
• Sentence 4: The lecturer who provoked the dean left the univer-
sity in the summer.
• Question 4a: The dean left the university in the summer.
• Question 4b: The dean provoked the lecturer.
• Sentence 5: The singer who blamed the organizer cancelled the
concert in Los Angeles.
• Question 5a: The singer cancelled the concert.
• Question 5b: The orchestra blamed the singer.
• Sentence 6: The biker who the driver ignored made the turn at
the crossing.
• Question 6a: The driver made the turn at the crossing.
• Question 6b: The biker ignored the driver.
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D
A P P E N D I X D : E X P E R I M E N T 4 PA RT I C I PA N T
I N S T R U C T I O N S
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E
A P P E N D I X E : E X P E R I M E N T 4 PA RT I C I PA N T
Q U E S T I O N N A I R E
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142 appendix e : experiment 4 participant questionnaire
F
A P P E N D I X F : E T H I C S A P P R O VA L L E T T E R F R O M
T H E U N I V E R S I T Y O F M E L B O U R N E
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