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a b s t r a c t
In this paper, a numerical method which produces an approximate polynomial solution
is presented for solving Lane–Emden equations as singular initial value problems. Firstly,
we use an integral operator (Yousefi (2006) [4]) and convert Lane–Emden equations into
integral equations. Then, we convert the acquired integral equation into a power series.
Finally, transforming the power series into Padé series form, we obtain an approximate
polynomial of arbitrary order for solving Lane–Emden equations. The advantages of using
the proposed method are presented. Then, an efficient error estimation for the proposed
method is also introduced and finally some experiments and their numerical solutions are
given; and comparing between the numerical results obtained from the othermethods, we
show the high accuracy and efficiency of the proposed method.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Lane–Emdenequations are singular initial value problems relating to second-order ordinary differential equations (ODEs)
whichhave beenused tomodel several phenomena inmathematical physics and astrophysics such as thermal explosions [1],
stellar structure [2], the thermal behavior of a spherical cloud of gas, isothermal gas spheres, and thermionic currents [3].
Lane–Emden equations have the following form [4–7]:
y′′(x)+ α
x
y′(x)+ f (x, y) = g(x), 0 ≤ x ≤ 1, α ≥ 0, (1)
with supplementary conditions
y(0) = A, y′(0) = B, (2)
where A and B are constants, f (x, y) is a continuous real valued function, and g(x) ∈ C[0, 1].
Several methods for the solution of Lane–Emden equations have been presented. In [2,8–11], the formulation of these
models and the physical structure of the solutions were considered. Most algorithms currently in use for handling problems
of the Lane–Emden type are based on either series solutions or perturbation techniques.Wazwaz [10,11] has given a general
way to construct exact and series solutions to Lane–Emden equations by employing the Adomian decomposition method.
Russell and Shampine [8] have investigated (1) for the linear function f (x, y) = ky + h(x) and have proved that a unique
solution exists if h(x) ∈ C[0, 1] and −∞ < k ≤ pi2. In [4], a numerical solution of Lane–Emden equations is given based
on the Legendre wavelets method. In [12] the variational iteration method is used to solve differential equations arising
in astrophysics including the Lane–Emden equation. Also, the homotopy perturbation method was suggested in [13,14].
Going beyond the above methods we are interested in solving this equation by a proposed method which will be clarified
in Section 2, because this method of solution produces an approximate solution in a few terms and is easy to implement.
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The organization of this paper is as follows: Section 2 is devoted to introducing the proposed method and then we
transform the approximate polynomial obtained by the proposed method to a Padé approximate series. In Section 3, we
consider the error estimation of the method. In Section 4, we present some experiments wherein the numerical results
demonstrate the high accuracy and efficiency of the method.
2. The proposed method
Consider the Lane–Emden equations given in (1). The existence and uniqueness of solutions of this equation have been
established in [8,15]. We define the integral operator [4]
Lα(·) =
∫ x
0
x−α
∫ x
0
tα(·)dtdx, (3)
and apply Lα to both sides of (1); we obtain
y(x) = A+ Bx+ Lα(g(x))− Lα(f (x, y)). (4)
Now suppose that
G(x) = A+ Bx+ Lα(g(x)), (5)
F(x, y(x)) = −x−α
∫ x
0
tα f (t, y(t))dt. (6)
Then, the following Volterra integral equation will be acquired:
y(x) = G(x)+
∫ x
0
F(t, y(t))dt. (7)
Notation. The most important advantage of the definition of this operator is the capability of removing the singularity of
the problem at x = 0, automatically.
Now, suppose that G(x) and F(t, y(t)) can be expanded as
G(x) =
n∑
i=0
gixi, (8)
F(t, y(t)) =
n∑
i=0
βi(t)yi(t), (9)
where βi(t) =∑nj=0 βijt j are polynomial functions for i = 0, 1, 2, . . . , n. Thus∫ x
0
F(t, y(t))dt =
∫ x
0
n∑
i=0
βi(t)yi(t)dt =
∫ x
0
n∑
i=0
n∑
j=0
βijt jyi(t)dt
=
n∑
i=0
n∑
j=0
βij
∫ x
0
t jyi(t)dt. (10)
Now, we assume that y0 = y(0) = G(0) and the approximate solution is
y˜1(x) = y0 + ex, (11)
where e is a coefficient which is obtained as follows:
We substitute (11) in (7) and by implementing (8)–(10), we obtain
y0 + ex =
n∑
i=0
gixi +
n∑
i=0
n∑
j=0
βij
∫ x
0
t j(y0 + et)idt. (12)
It is obvious that the second term on the right of (12) is a polynomial. Thus, we suppose that
n∑
i=0
n∑
j=0
βij
∫ x
0
t j(y0 + et)idt = f0 + f1x+ O(x2). (13)
Substituting (13) in (12), we obtain an approximation of Eq. (7) as
y0 + ex = (g0 + f0)+ (g1 + f1)x+ O(x2).
Therefore, we obtain e = g1 + f1. Let us suppose that e = y1. Thus, we have the following approximation of order 1:
y˜1(x) = y0 + y1x.
In next step, we assume that the new approximate solution is
y˜2(x) = y0 + y1x+ ex2.
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In the same way and neglecting higher order terms (here O(x3)), the value of e will be obtained. Repeating the above
procedure for the aforementioned terms and higher terms, we can get the arbitrary order power series of the solutions for
Eq. (7) as
y˜n(x) = y0 + y1x+ y2x2 + · · · + ynxn. (14)
Also, the power series given by the above procedure can be transformed into a Padé series, easily.
Generally, suppose that we are given a power series
∑∞
i=0 aixi, representing a function f (x):
f (x) =
∞∑
i=0
aixi. (15)
A Padé approximate is a rational fraction
[L/M] = p0 + p1x+ · · · + pLx
L
q0 + q1x+ · · · + qMxM , (16)
which has a Maclaurin expansion which agrees with (15) as far as possible. Notice that in (16) there are L + 1 numerator
coefficients and M + 1 denominator coefficients. They have a more or less irrelevant common factor, and for definiteness
we take q0 = 1. This choice turns out to be an essential part of the precise definition and (16) is our conventional notation
with this choice for q0. So there are L+1 independent numerator coefficients andM independent denominator coefficients,
making L + M + 1 unknown coefficients in all. These numbers suggest that normally [L/M] ought to fit the power series
(15) through the orders 1, x, x2, . . . , xL+M in the notation of formal power series,
n∑
i=0
aixi = p0 + p1x+ · · · + pLx
L
q0 + q1x+ · · · + qMxM + O(x
L+M+1). (17)
Multiplying both sides of (17) by the denominator of the right side in (17) and comparing the coefficients on either side in
(17), we have
al +
M∑
k=1
al−kqk = pl, l = 0, 1, . . . ,M, (18)
al +
L∑
k=1
al−kqk = 0, l = M + 1, . . . ,M + L. (19)
Solving the linear equation in (19), we have qk, k = 1, . . . , L; and substituting qk into (18), we obtain pl for all l = 0, . . . ,M;
such as [16]. Therefore, we have constructed an [L/M] Padé approximation, which agreeswith∑∞i=0 aixi through order xL+M .
IfM ≤ L ≤ M + 2, whereM and L are the degrees of the numerator and denominator in the Padé series, respectively, then
the Padé series gives an A-stable formula for an ODE [17].
3. Error estimation
In this section, an error estimation for the approximate solution of (7) is obtained. Let us consider en(x) = y(x) − y˜n(x)
as the error function of the approximate solution y˜n(x) for y(x),where y(x) is the exact solution of (7). Hence, y˜n(x) satisfies
the following problem:
y˜n(x) = G(x)+
∫ x
0
F(t, y˜n(t))dt + Hn(x). (20)
The perturbation term Hn(x) can be obtained by substituting the computed solution y˜n(x) into the equation
Hn(x) = y˜n(x)− G(x)−
∫ x
0
F(t, y˜n(t))dt. (21)
We proceed to find an approximation e˜n(x) to the error function en(x) in the same way as we did before for the solution of
the problem. Subtracting (21) from (7), the error function en(t) satisfies the problem.
en(x)−
∫ x
0
F(t, en(t))dt = −Hn(x). (22)
It should be noted that in order to construct the approximate e˜n(x) to en(x), only Eq. (22) needs to be recomputed in the
same way as we did before for the solution of Eq. (7).
4. Numerical experiments
In this part, we present some experiments wherein the numerical solutions illustrate the high accuracy and efficiency of
the proposed method.
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Table 1
Maximum error of the method and the run time of its algorithm in seconds.
n Maximum error Run time of our algorithm in seconds
12 2.26× 10−4 0.234
16 3.05× 10−6 0.358
20 2.73× 10−8 0.436
24 1.72× 10−10 0.593
28 8.15× 10−13 0.702
32 2.00× 10−15 0.974
Problem 4.1. Consider the following Lane–Emden equation [11]:
y′′(x)+ 2
x
y′(x)+ y(x) = 6+ 12x+ x2 + x3, 0 ≤ x ≤ 1,
y(0) = y′(0) = 0,
where the exact solution is y(x) = x2 + x3.
The corresponding integral equation is
y(x) = x2 + x3 + 1
20
x4 + 1
30
x5 − L2(y(x)).
Applying the proposed method for n = 3 yields the exact solution, easily. We solved this problem by the homotopy
perturbation method [14] and Adomian decomposition method [11]. These methods of solution give the exact solution,
but our method has two advantages that these method do not have. The algorithm of our method stops after four terms and
other terms are zero. But in HPM and ADM after six and seven terms the remaining terms vanish. Also, HPM and ADM obtain
an infinite series and thenwemust prove that the series obtained is convergent to the exact solution, but our algorithm stops
for a necessarily finite n. Thus our method decreases the run time of the program and computations, automatically. The run
time of our algorithm is 0.015 s, but for HPM and ADM they are 0.067 and 0.078 s, respectively (Fig. 1).
Problem 4.2. Consider the following Lane–Emden equation [11]:
y′′(x)+ 2
x
y′(x) = 2(2x2 + 3)y(x), 0 ≤ x ≤ 1,
y(0) = 1, y′(0) = 0,
where the exact solution is y(x) = ex2 .
The corresponding integral equation is
y(x) = 1+ L2(2(2x2 + 3)y(x)).
We applied the proposed method and obtained the following series solution:
y(x) = 1+ x2 + x
4
2! +
x6
3! + · · · +
x2n
n! + · · ·
This series accords with the series of the exact solution ex
2
. Here, This method of solution gives an analytical solution in
closed form like HPM and ADM. Since we cannot discern the exact function from its series expansion, we must cut it from
a suitable term. Here for different n, the maximum errors of the method and the run time of the method on the interval are
given in Table 1 (Fig. 2).
Problem 4.3. Consider the following non-linear Lane–Emden equation:
y′′(x)+ 10
x
y′(x)+ y10(x) = x100 + 190x8, 0 ≤ x ≤ 1,
y(0) = y′(0) = 0,
where the exact solution is y(x) = x10.
The corresponding integral equation is
y(x) = 1
11322
x102 + x10 − L10(y10(x)).
We applied the proposedmethod and the exact solutionwas obtainedwith n = 10, easily. These experiments show that the
proposed method produces the approximate polynomial solution in only a few terms, which shows that the approximate
solution agrees with the exact solution, completely (Fig. 3).
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Fig. 1.
Fig. 2.
5. Conclusions
We presented a method for solving differential equations of Lane–Emden type. This method is easy to implement and
yields the desired accuracy in a few terms only; numerical results demonstrate this. We observed that the method works
well for non-linear differential equations. Also, the algorithm of our method decreases the computation and run time of
the program with respect to known methods, especially HPM and ADM. Thus the proposed method is suggested as an
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Fig. 3.
efficient method for solving Lane–Emden equations. The computations associated with the experiments discussed above
were performed in Maple 12 on a PC, CPU 2.4 GHz.
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