INTRODUCTION
Let V be a domain in the space E^, bounded by the closed Lapunov surface S. In this paper we shall consider the following boundary value problem in the theory of elasticity. Find the displacement vector-function u(x) = [u^(x), ^(x), UJ(x)] in the domain V, such that A*u(x) + co 2 u(x) = F(x,u(x)) XfcV (1) and TU(Xq) (xo)u(xo) = 0 xQeS.
Here, we admit the same notation like in the paper [4] .The problem (l), (2) is the special case of the problem which has investigated in the paper [4] by the potential method. There was given the existence and uniqueness of the solution by the Banach's Fixed Point Theorem.
The First Boundary Value Problem for the elliptic equation was treated, by the Chaplygin's method ( [2] ), in the paper [3] , written by I.P. My&owskich.
In the paper [5], the similar problem was solved with the weak assumptions than in [3] . There, we have based on the properties of the Green's function.
In this paper we shall base on the properties of the dynamic Green's tensor of tlie "fciiird. kind G(xjy)# We shall in-troduce the notion of the sequence upper (lower) vector-functions, and then we are going to prove the convergence of this sequence to the solution of the problem (1), (2) .
We shall admit the following assumptions I. E\(x,u,pU2,Uj) are real functions, defined on the set xeV, |us|«R and fulfil the Holder-Lipschitz condition
where E and K^ are positive constants, 0 < hj, < 1.
The constant k-p fulfils the inequality 
when u^ < u^ and u2 < Ug and u^ < u^ .
III. d (xQ) is a real function, defined for xQfe S and fulfils the Holder condition
where k> is a positive constant, and 0 < h^ < 1.
GREEN'S TENSOR G(x,y)
We shall define the dynamic Green's tensor of the third kind similary like the tensor of the first kind, whose definition was given in the monograph [ll on p,88.
Definition. The dynamic Green's tensor of the third kind is the tensor 
x,ytV, Xq fc S. 
and the boundary condition
the functions P k (x,v / j(x) ,V2(x) ,v^(x)) satisfy the assumption I, then
where u j( x ) are the components of the solution of the problem (1), (2) ,
The vector-function v(x) satisfying the assumptions of this theorem'will be called the upper vector-function.
Proof. Let be z j(
for xfcV, Now, we shall prove that z j( x ) * 0. Let a(x) = [o^ (x), 0C 2 (x), OC^(x)]} be the vector-function with the components satisfying the Holder condition for xeV. The exponent of this condition is equal to hp. Moreover, we assume, that
Obviously, «• 1 (x) « 0 for xeV.
By virtue of the definition of the vector-function z(x), from the equations (l) and (13), we get A*z(x) +co and the boundary condition TZ(Xq) +tf(x0)z(xo) = 0 for xQfe S (15)
According to the results of the paper [4] , by the definition of the Green's tensor G(x,y), we can write the solution of the problem (14-), (15) in the form ty*.,, <*) 5), we obtain the system of the inequalities
Hence A < 2k F CA .
From the assumption (4) it follows, that A < 0. It implies z.> 0. Similarly, we shall be able to prove / \
The o" rem 2. If the vector-function w(x) is regular in the domain V+S, fulfils the inequalities A* k w(x)+w 2 w k (x) ^ P k (x,w 1 (x).,v; 2 <x),w 3 (x)) for xeV (24) and the boundary condition
the functions F k (x,w^ (x) .^(x) ,Wj (x)) satisfy the assumption I, then
where u.(x) are the components of the solution of the problem (1), (2) .
The vector-function w(x) satisfying the assumptions of this theorem will be called the lower vector-function. 
Hence, by the assumption II, it follows, that
From the last inequalities it follows, that the vector--function H(x) is the lower vector-function. is the upper vector-function. From (34-) and (32) we obtain the relation
From the assumption I and the inequalities v^^v^^we have
Hence and from the theorem 1 it implies v(^(x) > u.(x). u J Similarly, we shall be able to prove 
where K= 1 k=l then the inequalities w^^(x) » w(°)(x) are fulfiled, and x)
is the lower vector-function.
How, we shall construct two sequences of the vector-functions {»(x)}, {wW(x)} so that its components are the decreasing sequence for the functions (x) and the increasing sequence for the functions w^(x), respectively. Let 
Similarly like in the proof of the theorem 5> we shall write the solution of the problem (50),(51) in the following form ^ V Now, if we take the limit for the both sides of .this formula we get the solution of the problem (l), (2) u(x) = --Jr-y G(x,y)F(y,u(y))dVy . 
