Prediction of location has gained lot of attention in different applications areas like predicting the path or any deviation like taxi-route, bus route, human trajectory, robot navigation. Prediction of the next location or any path deviation in RFID enabled supply chain path followed in the process is quite a novel area for the related techniques. The paper defines the architecture for the outlier detection in RFID enabled Supply Chain Path based on historical datasets .Given the training datasets, different classification models are compared for the accurate prediction of the outlierness of the path followed by the tagged objects read by RFID readers during the supply chain process. Comparison of Hidden Markov Model(HMM), XGBoost(decision tree based boosting),Recurrent Neural Network(RNN) and state of art technique in RNN known as Long Short Term Memory (LSTM) is done .To our knowledge LSTM has never been used for this application area for outlier prediction. For the longer path sequences, LSTM has outperformed over other techniques. The training datasets used here are in the form of the record of the outlier positions in particular path and at particular time and location.
Introduction
The domain area discussed in this paper is related to Radio Frequency Identification (RFID).Radiofrequency identification (RFID) is a technology to detect the presence of an object with radio waves as medium. Unlike bar code reading mechanism, line of sight is not required in RFID system and thus can be
Data Model
Data read by readers from suppliers to consumers in raw form is: Tag id, Reader id, Timestamp. RFID readers keep on continuously reading the same tag id multiple numbers of times till the time any object is in the range of the reader which leads to generation of redundant data. Compression of such data can be done by dividing the timestamp into time in and time out .So after compression the data format is in the form of Tag Id, Reader id, In time, Out Time as shown in figure 2.
Fig.2. Compressed raw Data Format
Here Tag Id represents unique EPC of the tag on the object, Reader id represents the reader's Location which is mapped to longitude and latitude for further processing, In time is the time when a tagged object comes in range of reader and Out Time is the time when a tagged object goes out of the range of reader. Data is integrated from the local servers attached to the readers in the relational data format .This data is a type of spatio temporal data with time and location information and thus can be converted into trajectory data which is a sequence of locations in order of time. Datasets considered here is the historical data stored with the information about outlier positions with the details of latitude, longitude, path/trackid, timestamp and a class label showing whether it's an outlier position in the previous history or not in form of 0/1.Sample from the datasets are taken as training datasets for developing predictive model using LSTM technique and also compared with other techniques like XGboost, Hidden Markov Model and Recurrent Neural Network as they are the most popular ones when classification or prediction in trajectory/sequence is done. The process follows many numbers of iterations to get most optimal and accurate analysis .The schema for the table used is as shown in Figure 3 : 
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The data shown in figure 3 is converted into data in form of (latitude, longitude, track_id, time, outlier) as feature vector for each time step in the sequence in a trajectory. Each track_id represents a single trajectory.
Trajectory's coordinate information is continuous in space. It is quite complex to model it. Value of trajectory location points can be mapped into projected points on road. Margin threshold up to 10m is fixed. It can be fixed based on precision required and length of the road if the projected point is not discrete one. Open Street Maps (OSM) [19] is referred for road information of roads.
Each supply chain path trajectory is represented as line T i = (n(s), n(e)) with a start node n(s) s =(longitude(s), latitude(s)) and the end node n(e)=(longitude(e), latitude(e)).The point p(p)=( longitude(p), Latitude(p)) of projection of longitude and latitude on road is calculated by equation (1) for any point n(i) =(longitude(i), latitude(i)) on road with k as slope of the line of the road. This is a feature extraction step extracting discrete points [22] on the road so that it's much easier to develop predictive model after that. Equations (1) and (2) define the conversions.
The length of the road L can be calculated by equation (3) where Ø 1 is the radian of latitude(s), Ø 2 is the radian of latitude(e), ∆Ø the radian of (latitude(s)-latitude(e)) and Similarly φ 1 is longitude s and φ2 is longitude(e) and ∆φ is the radian of (longitude(s)-longitude(e) ) . R is the radius of the earth taken equal to 6371km .The fixed points in the trajectory on road can be calculated by n(s), n(e) ,k and the projected points.
Considering the above calculations, all the latitudes and longitudes are converted to projected points which can be taken as input to the training model and help to do the calculations in an efficient way.
Timestamp can also be discretised [22] by assigning time ids by diving time into intervals. The size of time is taken as 15 minutes .It creates four time ids in an hour and total 144 timeids from 1 to 144 in a day. So combination of day of the month and time id of the day gives discrete value of timestamp.
Objective
The main objective of the research is to predict the outlierness of the trajectory path followed by the objects in supply chain starting from supplier to consumer. Supply chain is quite a long sequence of points where tagged objects are automatically read by readers with both space and time component i.e. location where the data is read and at what time it is read. This data can be considered as time series data and thus recurrent neural network and Long Short term Memory (LSTM) technique is used .This approach has never been used earlier as per our knowledge in the domain of supply chain process.
Traditional models like Hidden Markov Model and Recurrent Neural Networks can manage sequences or trajectories with short lengths but for longer sequence of points in the chain, performance of traditional models may deteriorate. LSTM [2] , a Recurrent Neural Networks based technique, can save information about the previous sequence points, thus is a preferable method for longer sequence of spatio temporal points in a trajectory for further prediction and classification. The historical data already contain a class label for checking whether a particular point is an outlier or not in terms of 0 or 1 where 0 stands for no outlier and 1 stands for an outlier position. Different traditional techniques as well as LSTM technique are compared to check the 70 
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accuracy of predicting the outlierness of any point in the trajectory path.
Related Works
The concept used in the research uses location based prediction as here with every location outlier status is also given in the data and thus predicting the location can also predict the outlier status. Many location prediction algorithms have been implemented which can predict the next location given the current location .Simplest method is use of direction and speed but it can vary according to various circumstances like traffic jam, weather, theft etc and may not give correct results .In recent time, many methods are popular for the mining of trajectory data based on history. Based on the historical path followed and the status of the path and recent few locations and their status (here the status of path deviation or any outlier) can be predicted with accuracy. Methods like movement pattern mining and model based methods [3] [4] [5] are most commonly used.
Movement pattern mining uses the concept of frequent pattern followed. Next location is predicted based on the previous one in the pattern. Jiang [3] studied taxi trajectories and found their moving pattern and behavior. The trajectories here need to be converted into cells first.Jeung [4] used Apriori algorithm to extract movement patterns. An improvement of Apriori algorithm is used by Yuvus [5] .Co-occurrences of the locations can be extracted from the frequent patterns generated. A modified Prefix Span algorithm was developed by Morzy [6] as both temporal and spatial features were taken into account .So sequential pattern method was used and gave better results. I [7] [8] used pattern based prediction method by clustering the frequent places and using Fourier transform to detect specific period. Clustering based algorithm had the problem of losing a lot of information for the points not lying in the clusters thus gave low accuracy in prediction. Cheng[9] proposed multi centre Gaussian model for finding the distance between the patterns generated but in this method the sequencing or ordering is not considered.. Mathew [10] proposed a hybrid hidden markov model .Jeung [11] converted the trajectories into frequent regions with cell partition algorithm but again the prediction accuracy here is constrained by the granularity of the cells.
Recently recurrent neural networks is a very popular method in the sequence mining [12] .When the RNN feed forward network is unfolded, the different layers representing different time steps can be expressed...Multiple hidden layers in RNN [14] can adjust dynamically with the input of behavioral history; therefore, an RNN is suitable for modeling temporal sequence. Liu [13] extended traditional RNN spatial and temporal contexts to predict the spatio-temporal data. For small sequences or trajectories, RNN gives results but when the length of the trajectory is very long., even more than 10 steps the problem of vanishing and exploding gradients when the error back propagates through many steps. Comes in. and can't be handled by RNN. LSTM [15] is the solution to this problem by using the memory blocks in any of the layers and thus remembering the context and value for much older than recent previous history .Most common applications where this technique is used till now are translation of speech [16] , machine translation [17] , automatic question answering systems [18] .All of the these are all sequence related applications. So it is expected that LSTM should perform better than other techniques in case of prediction of outlier position on the long length supply chain trajectory. It's never been tried with this application as per authors' knowledge.
Proposed Architecture
The proposed architecture follows LSTM networks with input vector consisting of discretized longitude, latitude, timeid and track id of supply chain path .Using the class label outlier which defines whether the particular point of the particular path id is outlier or not in the historical data. Prediction for the particular point/node in the supply chain path can be done for being an outlier or not and the alert can sent to the stakeholders like supplier, manufacturer, distributer or retailer involved in the process. For each LSTM cell that is initialized, the number of hidden units in the LSTM cell has to be supplied. The most optimal value can be
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selected by repeated experiments .There is no fixed rule for this. It depends on the application data and consideration of the time taken to train the model and test it. Too high a value may lead to over fitting or a very low value may give very poor results. Selecting the right parameters is very important and it depends on the application data also. The dimension of the weights will be number of hidden layers multiplied by the number of classes as output. Thus on multiplication with the output (Val), the resulting dimension will be batch size multiplied by number of class Figure 4 shows the complete process for the prediction of the outlier point in any trajectory path of supply chain. In figure 5 , X is input vector and X(i) stands for input at time i.Its a vector with latitude, longitude as projected positions on road ,timeid according to discretized timestamp and track_id and position's stakeholders' information as dimensions of the vector. V x is matrix of weights from input to hidden layer,U h is matrix of weights from previous hidden layer to current one and Z y is the matrix of weights from hidden layer to the output. 72 
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A recurrent neural network (RNN) is a kind of artificial neural network where connections between units form a directed cycle. RNNs have an internal memory for the processing of sequence data or trajectory data They are the type of feed-forward neural networks but they transfer information from one stack to another in sequence of time. Input is given in form of feature and the type of information at each time step is same. Number of hidden layers is same at each time step. RNN is therefore considered a suitable approach for time series or sequence data. It can also perform well with time series data of varying lengths. In supply chain process also chain of different reading points can be of different lengths, so RNN is a good choice. The output of RNN is dependent on input from the previous time steps as well as current state input. Unlike Hidden Markov Models, RNN can capture long range of dependencies with time Hidden number of layers is the representation of the number of states or time steps. As the number of nodes in the layer increases, the number of states also increases exponentially. So there is always a trade-off between accuracy and time.
As discussed in previous section, Recurrent Neural Networks have the drawback of exploding or vanishing gradient problem which occurs when the gradients become too large or too small and make it difficult to model long-range dependencies .Generally after ten or more time steps its performance starts degrading. LSTM appears to be the solution to this drawback.
Long Short-Term Memory Network (LSTM) has the ability to remember important long-term and important short-term information. LSTM can decide, which pieces of information are important to remember for the short term and which are important for the long-term. Hidden units in LSTMs are referred to as memory cells, and are modified to have an input node, g (t) , an input gate, i (t) , a forget gate, f (t) , output gates, o (t) , and internal state, s (t) .Fundamentally the architecture of LSTM and RNN is same but the functions used to compute the hidden states are different These differences make LSTM more efficient in capturing long term sequences.
Current LSTMs have the corresponding update equations.
Where  is point wise multiplication and W gh , W ix , W fx and W ox are the weight matrices from one input to another output.
The input node, g (t), takes input and the previous hidden layer in the standard way. tanh is used here, but other activation functions like ReLu and sigmoid function can be used as well. The internal state, s (t) consists of a self-connected recurrent edge with fixed unit weight. This allows error to flow in back propagation through time steps easily and solves the problem of vanishing or exploding gradients. The input gate, i (t), helps to modulate how much of the input that we should utilize since it is point wise multiplied by g(t) when calculating
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(t) consists of 0s, then we completely disregard the current input. If it consists of 1s, we utilize the whole current input. Similarly, forget gates, f (t), allow us to forget unneeded past internal state. Lastly, the output gate, o (t) allows us to remember important information when calculating the next hidden state, h (t). The standard softmax can then be applied to obtain predictions.
LSTMs are currently widely claimed to be state of the art in RNN literature. Many have noted that recent breakthroughs in sequence prediction for various problems have been due to LSTMs, not RNNs [6] . Recently, LSTMs have started to become start of the art in speech translation [1], machine translation [7] , image captioning [8] , and question answering systems [9] . All of these problems boil down to sequence problems, and LSTMs have been able to perform very well on each of these. Therefore, it will be interesting to see if LSTM outperforms RNN and other methods like boosting decision tree based, Hidden Markov Model which is popularly used for the user trajectory problem. Figure 6 defines a single LSTM cell with input gate(i t ),Forget Gate(f t ) and Output Gate(o t ) 
Evaluation Setup
To train the network, training sets, validation sets or test sets are taken in a standard way .One set of trajectories are taken for the training and another set is taken for the validation part One epoch is the complete pass through training data .In each pass a candidate model is used for the prediction of test set .
Implementation of RNN and LSTM models is done using tensor flow in python. XGBoost method is implemented by importing XGBoost package in python .Optimal parameters taken here are: number of rounds = 400,eta =0.05 ,maximum depth=5,scale position weight=5 and minimum child weight=1.HMM is also implemented in python with cost parameters set to 1 , learning rate taken as 0.01 and maximum iterations =100.
The basic steps to design and run the models for prediction are as follows:
1. Build the computation graph for defining calculations and functions executed in runtime. 2. A Tensor Flow session is created and execution of the graph/network created in the previous step is done with the supplied data. 3. Calculation of the probability scores of each output. 4. Check the accuracy of the model by calculating the loss. Cost function is used to compare predicted value and actual value .The aim is to reduce or minimize the cost function. 5. Last step is of optimization. Tensorflow has optimization functions like AdamOptimizer, RMSPropOptimizer.We have chosen AdamOptimizer .The use of optimization is to minimize the loss as much as possible.
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Here the trajectory datasets of supply chain paths followed is on an average 989 points of read in a day with on an average 200 trajectories in a day. Training and Test is split by 10 Cross Validation method. For LSTM number of hidden layers is experimented from 2 to 250 and after 120 the model is showing constantly better results. So the optimal value is taken as 120.
The LSTM Recurrent Neural Network Approach has never been applied in the path prediction and anomaly detection for supply chain path. Python packages are used for the implementation. Figure 5 and Figure 6 represents the evolution of loss minimization and classification accuracy on the training data. To make the plot readable, tensor flow plot starts from step 300.Initial loss value at step 0 as anything more than 15.0. The batch size is taken as 100. These figures run for 140, 000 iterations. Adam optimizer function with learning rate 0.0001 is chosen.
The accuracy and loss are accumulated to monitor the progress of the training. 40,000-50000 iterations are generally enough to achieve an acceptable accuracy. From the table 2, we can conclude LSTM and RNN outperformed others and then the comparison of RNN and LSTM is done for the precision when the length of the trajectory is increasing, beyond 40 points, the precision starts decreasing for RNN model and is almost constant for LSTM without any effect on precision.
Conclusions and Future Scope
Performance of LSTM is best among all. Due to sequential nature of the data, all the other approaches are also compared. Though training time of LSTM is more but prediction time is not differing much. The datasets generated here is synthetically generated due to the lack of the availability of the data for privacy reasons by the supply chain stakeholders but the same approach can be applied to the real datasets in future and is expected to perform in the similar way. 
