with a minimum number of matrix computations. This matrix series arises in many control theory situations, such as computation of the integral of the state transition matrix [2] , or in the analysis of multirate sampled data systems [1] .
In a recent paper, Westreich [1] proposed an efficient scheme for evaluating the polynomial "9{N, A). However, the procedure is somewhat elaborate and several difficulties are encountered in its practical implementation. A much simpler alternative approach is presented here, and it leads to a general algorithm for evaluation of the matrix polynomial.
II. ANALYSIS OF WESTREICH'S ALGORITHM
The steps in Westreich's algorithm are briefly summarized here for ready reference and for facilitating comparison with our scheme. A few results from number theory [3] , [4] , not explicitly mentioned by Westreich, have been quoted here for the sake of completeness. such that p k < where iV max is the largest N likely to be encountered. 2 For example, if N max = 1000, then K = 11 as p n = 31 while if N max = 128, then K = 5 as Ps = 11.
A. Initialization
2) The following steps shall be referred to as the prime decomposition 3 of N. . One such table that gives all the primes less than 10 000 is available in [3] .
It is well known from number theory [3] , [4] that if n is a positive nonprime integer, then n has a prime divisor p<-fii. 3 Though not given by Westriech, a pseudocode for prime decomposition has been written by the authors. This procedure has the following inherent difficulties in its implementation.
1) The prime decomposition of TV is tedious for a large N.
2) The table of optimal decompositions of ^(.p t , A), where
p i e U(K), has to be prepared a priori. Also, in the implementation of the algorithm, each ^(p,, A) would form a separate subprogram. The disadvantages of such a scheme are: a) the program has to be updated, i.e., subprograms need to be added as per the value of N max ; hence a general program cannot be prepared; b) for large N, the program would have to be very elaborate.
The analysis to follow will show that this complicated procedure is unnecessary and can be replaced by a simpler one.
III. THE NEW ALGORITHM

A. Initialization
Given TV and the matrix
and go to step 5 of the algorithm. Otherwise, iii) Express Ml as A/j = 2
To obtain r2,r3,---,rp, the procedure is as follows: Let
such that M p = 0. An alternative method would be to convert M 1 to an equivalent number in base 2 (binary form) and obtain r 2 , r 3 ,---, r . 
Hence, ¥(63, A) = I + AV(62, A).
To further illustrate the proposed procedure, Table I 2) The upper bound of the matrix computations (additions/multiplications) is the same in both the algorithms. 3) Fig. 1 shows that the actual number of additions required in computing ty(N,A) is nearly the same in both the algorithms. It may be noted that, although N has only discrete integral values, we have shown the curves by connecting the relevant points for convenience of observation. Also, logarithmic scale has been used to cover a good range of the order N of the matrix polynomial.
4) It is observed, by considering examples till N = 130, that
Westreich's algorithm involves the same or marginally fewer number of multiplications for most values of N. This is because of the structure of his algorithm which is based on the prime decomposition of N and the evaluation of ¥(A/, A) involves substituting the optimal decompositions of the primes from the (62, A) , nine multiplications are required if N max = 1000 while it involves 12 multiplications if N max = 128. Thus a direct comparison of the computational complexity of the algorithms becomes difficult because of the dependence of the efficiency of Westreich's algorithm on the N max chosen. This is more pronounced for higher values of N. In order to demonstrate this, Fig. 2 shows the multiplication count comparison for evaluating W (N, A) , for N = 90 to 130, N = 130 being the last value that we attempted. If N max = 128 for about 13 values of N, the multiplication count is more for Westreich's algorithm as compared to our algorithm while for N max = 1000, only in about nine cases his algorithm is more expensive and the difference in the number of multiplications is comparatively less now.
V. CONCLUSIONS
The algorithm proposed here is an efficient one and simple to implement as it is easily programmable and has a trivial starting decomposition of N. Several examples have been given to demonstrate the simplicity of the proposed scheme. 
I. INTRODUCTION
The wave advance model (wave model for short) has been successfully used to cast many 2-D system problems into a 1-D format. Recently [1] , the model has been used to study the state stability of 2-D equations.
One disadvantage of the wave model is that the output, state, and input vectors increase dimension as the recursion progresses. This is the main difficulty addressed in the present study for the case of 2-D shift invariant quarter plane causal systems. It is shown that the discrete Fourier transforms of the output wavefronts satisfy a time-invariant 1-D discrete equation.
The properties of the 1-D equation are related to properties of the original 2-D equation. In particular, singularities of the second kind are seen to introduce a loss of controllability for specific values of the discrete frequency. This result offers a new perspective into the study of this class of singularities and their effect on stability.
The most significant connection appears in the study of BIBO stability. This problem has a distinguished history and has been approached by many authors (see [2] Verification of the criterion requires the analysis of the roots of a one-parameter family of polynomials. This analysis can be efficiently accomplished, for example, using the Schur-Cohn test [11] as implemented in [12] . Thus, the question is not addressed in the present study. The power of the criterion is better illustrated in systems with singularities of the second kind.
The next section summarizes the development of the wave model for 2-D systems, introduces the 1-D discrete equation describing the evolution of the DFT's and relates system properties of the 1-D and 2-D models. Section III considers the problem of BIBO stability and introduces a new stability criterion. Applicability of the criterion is illustrated in Section IV with detailed examples. Section V expands the analysis of systems with singularities of the second kind and shows that the stability analysis can be performed with simple algebraic operations.
II. WAVE MODEL FOR 2-D SYSTEMS
The class of system considered in this paper satisfies the 2-D recursive equation
where A is the index set A = {(/,;) = 0 <i <N -1,0 <; <M -1, (ij) * (0,0)} (M,N arbitrary).
