Abstract-The work presented in this paper deals with scan matching localization using ultrasonic range sensors. Our contribution resides in the extension of ICP based algorithms to be used with ultrasonic sensor data. This extension consists of a pre-process step, where ultrasonic sensor readings are grouped to overcome their sparseness, and a post-process step, where the whole robot trajectory involved in the grouping process is corrected. Thanks to that a great improvement with respect to odometry is obtained. Experimental results show that even huge odometric errors are corrected with the presented method.
I. INTRODUCTION
A crucial issue for a mobile robot to execute useful long-term missions is to determine and keep track of its position. Because the error in dead reckoning estimation is unbounded, the use of on-board exteroceptive sensors that gather information for localization is becoming more popular. In that case localization can be stated as a matching problem between two sets of sensor readings obtained at different instants.
Usually some geometric constraints, such as the existence of lines and corners in the environment, are introduced in the localization process in order to reduce the matching complexity [1] . However, these assumptions are only suitable for structured indoor environments. In fact some other approaches exist that compute the robot position using the raw readings of range sensors without any assumption about the structure of the environment [2] , [3] , [4] . These sensor matching techniques have been successfully applied to a wide range of subjects as a way to improve odometry. Also some SLAM and map building issues benefit from these ideas [5] , [6] .
Although range sensors in general could be used for localization, the most part of the research performed in this area is focused on laser range finders, as they have some desirable properties, and only a few works deal with ultrasonic range sensors [7] , [8] , [9] . Thus, what * This work is partially supported by CICYT DPI2001-2311-C03-02, DPI2003-07986 and FEDER funding. Antoni Burguera is grateful to the Universitat de les Illes Balears and the European Social Fund for supporting his stage in the Universidad de Zaragoza. most of the sensor matching algorithms do is to compare laser scans taken at consecutive instants, producing an improved odometry. These methods are usually referred as scan matching algorithms. Their goal is to compute the relative motion of the robot between two consecutive poses by maximizing the overlap between the range readings gathered at each pose.
Scan matching algorithms gain advantage from some laser sensors properties. On the one hand, the long range of these sensors produces a big overlap between scans, making the matching process easy. On the other hand, their low angular error (about 0.5 degrees) makes feasible the assumption of perfect readings, improving the performance of the algorithms. Moreover, state of the art laser range finders are able to provide hundreds of readings in a single scan, giving the scan matching algorithms a dense set of points to work with.
Nevertheless, ultrasonic range sensors does not have these properties. Because of its large angular uncertainty (up to 30 degrees) measurements get worse as distance to the sensor increases. This makes necessary to discard farther measurements, reducing the overlap between scans. Moreover, a sonar device often produces high proportions of outliers due to large incidence angles and crosstalking problems, among others. Finally, because of physical limitations, rings of ultrasonic sensors are composed of few of them (usually between 16 and 24). This fact and their high operation time make the sets of readings to work with very sparse.
Even though, to perform research on scan matching with sonar is important for a number of reasons. On the one hand, the cost and availability has to be taken into account. Ultrasonic range sensors are much cheaper than lasers, and are endowed in the standard equipment of most robotic platforms nowadays. On the other hand, the considerations applied to ultrasonic sensors can easily be extended to other sensors, even laser, to take into account their limitations. Moreover, the basic features of ultrasonic range sensors are shared with underwater sonars. In underwater environments sonars are more suitable than laser as sound travels better than light in this medium, providing, among other properties, a significantly longer operating range. For this reason, sonars are extensively used in underwater robotics.
Although there are a number of methods to perform scan matching, the most popular today are based on the Iterative Closest Point (ICP), an algorithm adopted from the computer vision community [10] . Starting with two sets of readings and an initial guess for the displacement between them, ICP iteratively refines the displacement estimation by generating pairs of corresponding points on the scans and minimizing the error metric.
The work presented in this paper deals with scan matching localization using ultrasonic range sensors and is, at the extent of the authors knowledge, the first work focused on this topic. Our contribution resides in the extension of ICP based algorithms to be used with ultrasonic sensor data. This extension consists of a pre-process step, where ultrasonic sensor readings are grouped to overcome their sparseness, and a post-process step where the whole robot trajectory involved in the grouping process is corrected. With this new approach a great improvement with respect to odometry is obtained. Experimental results show that even huge odometric errors are corrected with the presented method.
This paper is structured as follows: section II describes the ICP algorithm. Section III shows the criteria followed to group the range readings, which constitute the pre-process step. Section IV is focused on post-process step, that is, the correction of the trajectory followed by the robot during the grouping process. Section V shows the experimental results. Finally, section VI summarizes the paper and gives some insight for further research.
II. THE ICP ALGORITHM
Originally the ICP algorithm was used in computer vision to align three dimensional models based on the geometry of the meshes. However, after the seminal work by Lu and Milios [11] , this algorithm became vastly used to align range sensor scans and estimate the robot motion using this information. Broadly speaking, with this algorithm, the most recently acquired scan, called current scan, is translated and rotated until a maximum overlap with a previously gathered scan, called reference scan, appears.
The inputs of the algorithm are the reference scan, S ref , the current scan, S cur and an initial estimationx Many variants have been introduced on the ICP concept by different researchers [10] . Most of them affect parts of the algorithm such as the selection of points in both scans, the distance measure or the minimization process. Nevertheless, this paper is focused on the adaptation of the basic ICP algorithm to be used with noisy and sparse readings, so, only the basic ICP algorithm and its most immediate variant, IDC (Iterative Dual Correspondence), have been tested.
The motivation for IDC is that, although ICP has a fast convergence to estimate the translation, it has not when estimating rotation. To solve this drawback a new matching criteria, the Matching-Range-Point rule, was introduced. According to this rule, a correspondence between p i and p j is established if their polar angles are similar and the polar range of p j is the closest to the polar range of p i . The threshold used to decide whether polar angles are similar or not is usually set to a constant. In our implementation a more accurate approach is used. Because this threshold depends on the relative rotation between the scans and the pose error covariances are computed, a 2σ bound is adopted as threshold, giving the system a 95% confidence in the Matching-Range-Point angular interval.
The idea behind IDC is to combine the MatchingRange-Point and the Closest-Point rules in order to achieve the convergence speed of the former and the stability of the latter. In each iteration of the algorithm two sets of correspondences are built using the two mentioned rules and the least squares solution for both is computed. The translation and the rotation obtained from the Closest-Point and Matching-Range-Point minimizations respectively are used as the displacement estimation for the next iteration of the algorithm. Detailed information on this topic can be found in [11] .
III. MEASUREMENT GROUPING
The basic requirement for ICP based algorithms is the existence of two sets of readings where reliable point to point correspondences could be established. Because the number of readings provided by a ring of echo sounders is low, a process where sets of sonar readings are grouped is necessary. Moreover, this grouping process provides the system with redundancy, as sonar readings are gathered from different viewpoints. By changing the viewpoint, the incorrect readings due to reflections and crosstalking project onto a widely varying surface while correct proximity readings do not. This observation makes feasible a filtering process to discard the wrong readings. For simplicity, these groups of sonar readings will be referred in this paper as scans, although strictly speaking, they are groups of sonar scans. The grouping process consists in moving the robot a certain distance and, using odometry, group the sonar returns. The travelled distance has to be long enough to acquire a large scan, but not too long so odometric error remains low. A good compromise between these two criteria is to consider a different size for the current scan than for the reference scan. Because the trajectory involved in the current scan building depends only on odometry, a short travelled distance is a good choice. However, the trajectory used to group the reference scan readings has been corrected in previous scan matching steps, so, a longer travelled distance for the reference scan will lead to larger overlapping areas and, thus, to better results. In practice travelled distances of about 1 m for the current scan and between 3 m and 4 m for the reference scan are good choices.
A. Trajectory representation
When moving from position k-1 to position k, the vehicle motion,x
Rk−1
Rk , is estimated using odometry. The process noise is assumed to be additive, zero-mean and white, with a covariance Q k . The set of the last N odometric estimations, H={x }, as well as their covariance matrices, and the sonar readings acquired at each of these positions, is stored and will be referred as Transformations History.
In order to estimate the robot pose with respect to a global reference frame the transformation between the global reference frame and the first item in the history, x W h0 , is also stored, as shown in figure 1 . In that way, the global robot pose is calculated as follows:
where ⊕ represents the composition of transformations ( is the transformation inversion). Because, as stated before, only the last N odometric estimations are holded, each time a new estimation is calculated, the oldest item in the Transformations History is neglected and the transformation between the global reference frame and the first item in the history is updated accordingly.
B. Scan generation
The information in the Transformations History is processed to construct the current and reference scans. In order to apply an ICP based algorithm, the scan must be composed by the positions of the sonar returns (computed along the central axis of the transducer in the current implementation) with respect to a common reference frame. The central position of the path followed by the robot when building the scan has been chosen as the common reference frame and is called A.
Let T scan be the robot trajectory involved in one scan and S scan the associated sonar readings.
Each item in S scan is a set of vectors representing the coordinates of the sonar returns with respect to a frame located at the robot pose in the instant the readings were taken. The scan is built as follows. First of all, T scan is divided in two sets, T scanfirst and T scansecond , containing the robot motion during the first and the second half of the trajectory respectively. By recursively composing the transformations in T scanfirst and T scansecond the associated sonar readings are transformed to the common reference frame as is shown in figure 2.
IV. TRAJECTORY CORRECTION
After generating current and reference scans, an ICP based algorithm can be applied to them. The scan matching process gives an estimation of the relative displacement between the reference frames of both scans. If each scan has been gathered from a single robot pose, odometry can be rejected after applying ICP and the scan matching estimation used instead. This is how scan matching localization is usually performed with laser. However, as stated before, the sonar scans are build using a number of readings acquired along a set of robot poses. Thus, it is desirable to correct the whole set of odometric estimations, that is, the robot trajectory, involved in the scan generation.
LetX o = {x 
Because of the angular terms h(x) is nonlinear. To confront those nonlinearities, the problem is formulated as the obtention of the a posteriori maximum likelihood estimation of the relative motions during the scan building, given the scan matching constraint. In other words, our goal is to compute the most probable trajectory followed by the robot that agrees with the estimation provided by the scan matching. This can be expressed as the following constrained optimization problem:
) and P is the block diagonal matrix containing the odometric estimations error covariances P 1 , P 2 , ..., P n and the scan matching error covariance P sm as follows:
The Sequential Quadratic Programming (SQP) is a method vastly used to solve this kind of problems. This work presents the Iterated Extended Kalman Filter (IEKF) as an alternative method to solve this constrained optimization problem because, in situations like (4), using an IEKF with an exact measurement function is faster and leads to the same results that SQP.
The feasibility and formulation of the IEKF to correct the trajectory involved in the scan building process can easily be derived from the loop closing IEKF formulation in Hierarchical SLAM [12] .
V. EXPERIMENTAL RESULTS
The method described in this paper has been implemented using data obtained with a Pioneer 3-DX robot. This robot is endowed with a ring of 16 ultrasonic range sensors. Experiments have been conducted in environments that cause sensing difficulties to sonars and odometry in order to evaluate the robustness of the system. To reduce the effects of sonar angular uncertainty, readings farther than 3 m have been discarded.
In the first experiment, the robot looped inside a small squared environment. The experiment was challenging because the floor was rough, producing bad odometric estimations, and the walls were made of cardboards, which produce lots of spurious sonar readings. Besides, surrounding the cardboards, the environment was composed of tables and chairs withouth any structure. These effetcs can be appreciated in figure 4 -a.
Figures 4-b and 4-c show the results obtained applying the sonar scan matching technique described in this paper. Thanks to this technique the readings corresponding to walls are correctly aligned, producing an important improvement in the pose estimation with respect to odometry, even with a very noisy set of readings.
A detail of two consecutive scans taken during the execution of this experiment is shown in figure 4 -d. The readings in the reference scan are represented by dots and the ones in the current scan, before performing scan matching, are shown as circles. An important error in rotation as well as a smaller one in translation can be appreciated. The scan matching correction applied to each datapoint in the current scan is represented by the arrows, which start in the uncorrected reading and point to the position of the corrected reading.
Spurious readings did not affect the matching process because, as stated before, they project onto a sparse set of points. Thus, the number of correspondences due to outliers is negligible compared to the ones caused by correct proximity readings. Moreover, the contribution in the scan matching process of these correspondences can be neglected because of the random nature of spurious readings.
Results using IDC are slightly better than the ones obtained using ICP. This improvement is due to the MatchingRange-Point rule, as this more accurate rule rejects even more spurious readings than the Closest-Point one.
The effect of the sonar angular uncertainty can also be observed, specially in the corners of the environment, where dense sets of points seem to extend the walls.
In the second experiment the robot started inside a lab, went out and moved 35 m along a straight corridor where some people was walking. In order to test the robustness of the system in front of bad odometric estimations, the odometry was deliberately made worse by deflating one of the wheels. This produced a highly curved view of the corridor, as can be appreciated in figure 5-a. Despite this fact, the presented scan matching approach was able to correct this error almost completely. The ICP approach produced an important improvement with respect to odometry. However, the error can still be appreciated. Results using IDC are remarkably better than the ones obtained using ICP. This suggests that, even with the high angular uncertainty of the sonar, an accurate criteria to match readings between scans leads to important improvements.
The huge odometric error present in this experiment produced highly distorted scans. The trajectory correction process described in section IV highly reduced this distortion by improving the robot pose estimations involved in the scan generation process. Figure 5 -c shows a detail of the trajectory followed by the robot during the execution of the experiment. The thin triangles represent the robot poses according to odometry and scan matching without applying the trajectory correction. Discontinuities appear in the points where scan matching was performed. These discontinuities and the poor odometry lead to distorted scans. The thick triangles show the corrected trajectory. Both the translation and rotation of the odometric estimations are improved, and a continuous trajectory appears. This will produce better estimations because, in the next scan matching execution, the reference scan will be generated according to this optimized trajectory.
VI. CONCLUSIONS AND FUTURE WORK
This paper presents a method to perform scan matching localization using sparse and noisy range readings, such as the ones provided by sonars. This is accomplished by extending the ICP based algorithms with two steps to deal with the sparseness of the readings and the errors in odometry.
The algorithm has been tested with a real robot in environments that produce a high amount of spurious readings and poor odometric estimations. Despite this fact, experimental results demonstrate that the sonar scan matching approach reduces remarkably the position error of the robot. Also, thanks to the trajectory correction strategy, not only the displacement between the two scans is corrected, but the whole trajectory followed by the robot while constructing the scans.
Both ICP and IDC algorithms have been tested and produced important improvements with respect to odometry. However, IDC produces significantly better results than ICP. This suggests that, even with sensors having a high angular uncertainty and a short range, a matching criteria that takes into account the rotation between scans leads to important improvements.
Our current research is now focused on the creation of a statistical model that takes into account the sonar imprecision, both in range and angle, and integrates it with the odometric error model. This model will lead to a matching criteria, distance measure and minimization processes that accurately considers the sonar properties. Moreover, this model could help in the filtering of wrong readings.
