Abstract. In this paper we show the weak differentiability of the unique strong solution with respect to the starting point x as well as Bismut-ElworthyLi's derivative formula for the following stochastic differential equation in
Introduction and main results

Consider the following stochastic differential equation (SDE) in
where (W t ) t 0 is a d-dimensional standard Brownian motion on some filtered probability space (Ω, F , P; (F t ) t 0 ), and b is a time-dependent measurable vector field. When b is bounded measurable, Veretennikov [16] proved the strong existence and uniqueness of solutions for SDE (1.1). For T > 0 and p, q ∈ (1, ∞), let L [9] showed the strong well-posedness for SDE (1.1) in the class of X that satisfies T 0 |b(t, X t )| 2 dt < ∞ a.s. From then on, there are increasing interests of studying the strong and weak well-posedness for SDE (1.1) with singular or even distributional drifts, see [19, 23] and references therein.
After [9] , there are also a lot of works devoted to studying the properties of the solution X t (x, ω) for SDE (1.1) with singular coefficients. Among all, we mention that when b is bounded measurable, Menoukeu etal [10] showed the weak differentiability of X t (x, ω) in x and the Malliavin differentiability of X t (x, ω) with respect to the sample point ω. When b ∈ L p q for some p, q ∈ [2, ∞) with d p + 2 q < 1 and in the multiplicative noise case, the above regularities in x and ω were also shown in This work is supported by NNSF grant of China (Nos. 11731009, 11701233), NSF of Jiangsu (No. BK20170226) and the DFG through the CRC 1283 "Taming uncertainty and profiting from randomness and low regularity in analysis, stochastics and their applications".
[22] by Zvonkin's transformation. However, Zvonkin's transformation used in [22] can not be applied to the bounded drift b because the following PDE does not allow an H 2,∞ -solution for b ∈ L ∞ in general:
It should be noticed that the weak differentiability of strong solutions in spatial variables enables us to study the well-posedness of the associated stochastic transport equation since it is closely related to SDE (1.1) through the stochastic inverse flow induced by the strong solution, see [3, 11] and references therein. One of the aim of this paper is to provide a unified treatment for the main results in [10] and [22] and extends them to the case of local integrable coefficients.
On the other hand, in the critical case [12] showed the existence and uniqueness of strong solutions for SDE (1.1). When b ∈ L d (R d ) is time-independent, Kinzebulatov and Semenov [4] showed the existence of weak solutions for each starting point x ∈ R d , but the uniqueness is left open. Moreover, in the supercritical case b ∈ L p q for some p, q ∈ [2, ∞) with − , in a recent work [24] , the last two authors of the present paper showed the existence of weak solutions. Another goal of this paper is to show the existence and uniqueness of weak solutions for SDE (1.1) with multiplicative noise in the endpoint case b ∈ L d;uni ∞ , which is not covered by all of the above results. In this paper, we shall consider the following SDE driven by multiplicative Brownian noises:
where σ :
Here and below, we use Einstein's convention that the repeated indices in a product will be summed automatically. Throughout this paper, we assume that (H σ ) lim |x−y|→0 sup t σ(t, x) − σ(t, y) HS = 0, and for some c 0 1 and for all (t,
where · HS stands for the Hilbert-Schmidt norm of a matrix.
Our first main result in this paper is:
, there is a unique strong solution X t (x) for SDE (1.2). Moreover, X t (x) enjoys the following properties:
where ||| · ||| L p q (t0,t1) is defined by (2.2) below. (ii) (Weak differentiability) For each t 0, the mapping x → X t (x) is almost surely weak differentiable and for any T > 0 and p 1,
As we mentioned before, when ∇σ, b ∈ L p q for some p, q ∈ (2, ∞) with d p + 2 q < 1, the above theorem has been obtained in [22] . Notice that b ∈ L ∞ is not covered by [22] . The novelty of our result here is that we are considering some localized L p q -spaces so that we still have the global properties (1.4) and (1.5). In particular, we extend the main results in [10, 11, 22 ] to more general cases, and our proofs are much simpler than [10] .
Let C be the space of all continuous functions from R + to R d endowed with the usual Borel σ-field B(C), and ω t the canonical process over C. For t 0, let B t := B t (C) be the natural filtration generated by {ω s : s t}. All the probability measures over (C, B(C)) is denoted by P(C). We introduce the following notion of martingale solutions. Definition 1.3. Given (s, x) ∈ R + ×R d , we call a probability measure P s,x ∈ P(C) a martingale solution of SDE (1.2) with starting point (s, x) if P s,x (ω t = x, t s) = 1, and for all f ∈ C
and L σ,b r is defined by (1.3). All the martingale solution P s,x of SDE (1.2) with starting point (s, x) and coefficients (σ, b) is denoted by M σ,b s,x . Our second main result is the following weak well-posedness of SDE (1.2) 
s,x for SDE (1.2) which satisfies that for any p, q ∈ (1, ∞) with
The proof of our main results relies on the L p q -maximal regularity estimate for the following second order parabolic PDE in R + × R d :
where a(t, x) : 
More precisely, for any p, q ∈ (1, ∞), we want to establish the following estimate:
Such type of estimate has been used in [19] to study the strong well-posedness of SDEs with Sobolev diffusion coefficients. Notice that when p = q, it is a standard procedure to prove (1.9) by freezing coefficient argument (cf. [22] ). While for p = q, it is non-trivial. When a ij is independent of x, (1.9) was first proved by Krylov in [8] . In the spatial dependent case, Kim [5] showed (1.9) only for p q. Here we shall drop this restriction by a duality method. In particular, we need to treat the adjoint equation of (1.7) in Sobolev spaces with negative differentiability index, see Theorem 3.3 below, which is of independent interest. Moreover, we also show the estimate (1.9) in localized space L p q (T ). This paper is organized as follows: In Section 2, we collect some preliminary tools. Section 3 is devoted to the study of L p q -maximal regularity estimate for second order parabolic equations. In Section 4, we prove our main theorems. Throughout this paper we shall use the following conventions:
• The letter C denotes a constant, whose value may change in different places.
• We use A B and A ≍ B to denote A CB and C −1 B A CB for some unimportant constant C > 0, respectively.
• For any ε ∈ (0, 1), we use A εB + D to denote A εB + C ε D for some constant C ε > 0.
Preliminaries
First of all, we introduce some spaces and notations for later use.
Notice that for n ∈ N and p ∈ (1, ∞), an equivalent norm in H n,p is given by
be a smooth function with χ(x) = 1 for |x| 1 and χ(x) = 0 for |x| > 2. For r > 0 and z ∈ R d , define
Fix r > 0. We introduce the following localized H α,p -space:
For T > 0, p, q ∈ (1, ∞) and α ∈ R, we also define space-time function space
and the localized space H α,p q (T ) with norm
where (ρ ε ) ε∈(0,1) is a family of mollifiers in R d . For simplicity we shall write
It is not hard to show that the definitions of H α,p and H α,p q (T ) do not depend on the choice of r and χ. In fact, we can prove that for any r, r ′ > 0 (cf. [24] ),
. Now we list some easy properties about space H α,p q (T ) for later use.
• The following Sobolev embedding holds: For any α > 0 , p, q ∈ [1, ∞) and
where f ε := f * ρ ε is the usual mollifying approximation of f .
For R ∈ (0, ∞), we define the local Hardy-Littlewood maximal function by
where B r := {x ∈ R d : |x| < r} is the ball in R d . We have the following results (cf. [14] or [21] ).
(ii) For any p > 1, q 1 and
Thus (2.7) is true.
(ii) Noticing that for |y| R, χ R (x) = χ R (x)χ 3R (x + y), by definition we have
The following freezing lemma is taken from [23, Lemma 4.1].
Lemma 2.2. Let φ be a nonzero smooth function with compact support. Define φ z (x) := φ(x − z). For any α ∈ R and p ∈ (1, ∞), there exists a constant C 1 depending only on α, p, φ such that for all f ∈ H α,p ,
The following lemma was proven in [8] (see also [5, Lemma 2.5]).
be a measurable function and satisfy that for some c 0 1,
solve the following PDE in the distributional sense:
3. L p q -maximal regularity estimate for parabolic equations Consider the following second order parabolic PDE in R + × R d :
where λ 0, a(t, x) : 
Then for any f ∈ L p q and λ 1, there exists a unique strong solution u ∈ H 2,p q to PDE (3.1), that is, for all t 0 and Lebesgue almost all
Moreover, for any T > 0 and α ∈ [0, 2− 
and backward (adjoint) heat equation
Let u(t) and w(s) be the unique solutions of (3.3) and (3.4) respectively. We shall simply write T s,t ϕ := u(t), T * s,t ψ := w(s). In other words, we have
By the chain rule and above equations, it is easy to see that for any
dx, which means that
It is well known that u solves the following forward equation
and w solves the following backward equation
We first prove the following a priori estimates by duality.
, for any p, q ∈ (1, ∞) and T > 0, there is a constant C > 0 only depending on T, d, p, q, c 0 and the continuity modulus of a such that for any f ∈ L q T (H ∞,p ) and λ 0,
where u λ and w λ are solutions of (3.7) and (3.8), respectively. Moreover, for any α ∈ [0, 2 − 2 q ), we also have
Proof. For simplicity of notations, we drop the subscript λ and divide the proof into five steps.
(i) We first claim that it suffices to prove (3.9) and (3.10) for p q. Indeed, suppose that q < p and let r := p p−1 < θ :=−1 . By duality (3.5) and Hölder's inequality, we have
where the first inequality is due to (3.10) for p = r < θ = q.
(ii) We only prove (3.10) and (3.12) for p q since (3.9) and (3.11) are similar. By Marcinkiewicz's interpolation theorem (see [14] ), it suffices to prove that for any p > 1 and n ∈ N,
Below we fix p > 1 and n ∈ N, and use the freezing coefficient argument to prove (3.13). Let ζ be a nonnegative smooth function with support in the ball B δ and
, where δ > 0 is a small constant and will be determined below. For
and
It is easy to see that
where
Moreover, by Fubini's theorem and
Below we drop the time variable for simplicity. Noticing that
, and by Lemma 2.2 with φ z = ζ z , ∂ i ζ z , ∂ ij ζ z respectively, we have Let a n (t, x) := a(t, ·) * ρ n (x) be the mollifying approximation of a. For every ε > 0, we can take n large enough such that
aw −1,p a n w −1,p + (a n − a)w −1,p a n 2,∞ w −1,p + (a n − a)w p
where the last step is due to the interpolation and Young's inequalities. Hence, by (3.16), for any ε ∈ (0, 1) and δ > 0 being small enough,
(iii) For any s ∈ [0, T ], notice that by Lemma 2.2 again,
Given z 1 , · · · , z n ∈ R d and by Lemma 2.3, we have
which together with (3.18) and (3.17) yields that for any ε ∈ (0, 1),
, where the last step is due to Hölder's inequality and interpolation's inequality. Taking ε = 1/2, we get for any s ∈ [0, T ],
a z (r)dr and
Notice that the solution of equation (3.14) is explicitly given by
By (1.8) and a standard interpolation technique, one sees that for any α ∈ [0, 2), there is a constant C = C(α, d, p, c 0 ) > 0 such that for all z ∈ R d ,
Thus, for any α ∈ [0, 2), by (2.9) and Minkowski's inequality we have
Now by (3.20) with α = 0 and (3.19) with n = 1, we have
which by Gronwall's inequality yields
. 
Substituting this into (3.19) with
(1 ∨ λ)
which yields by choosing α = 0 and Gronwall's inequality that
The proof is complete by substituting this into (3.21).
3.2.
Proof of Theorem 3.1. By standard continuity method (cf. [7] ), it suffices to establish the a priori estimate (3.2). We divide the proof into three steps.
(i) (Case b ≡ 0) Fix T > 0 and p, q ∈ (1, ∞). Let u ∈ H 2,p q (T ) and f ∈ L p q (T ) satisfy (3.1). Let ρ n be a family of mollifiers in R d . Define
It is easy to see that u n satisfies ∂ t u n = a ij n ∂ ij u n − λu n + g n , u n (0) = 0, where
q ), by (3.7), (3.9) and (3.11), there is a C > 0 such that for each n ∈ N and λ 1,
. Letting n → ∞ and by the property of convolutions, we obtain
Next, let χ z r be defined by (2.1). Multiplying both sides of (3.1) by χ z r , we have
. Hence, for any α ∈ [0, 2 − 2 q ) and ε ∈ (0, 1), by taking supremum in z ∈ R d and using (2.4), we obtain that for all λ 1,
, which implies by taking ε = 1/2 that
In particular, for α = 0, we have
By Gronwall's inequality again, we obtain
C|||f ||| L p q (T ) , and so, for any α ∈ [0, 2 − 2 q ), 
), by Hölder's inequality and Sobolev's embedding (2.5), we have
Substituting this into (3.24) with α = 1 + θ, we get
(T ) . In particular, if q 1 < q, then q 2 < ∞ and by Gronwall's inequality again, we obtain
The desired estimate now follows by (3.24), (3.25) with q 1 = q and (3.26).
Let p < d and q ∈ (1, ∞). For any ε ∈ (0, 1), by Sobolev's embedding (2.5) and letting n be large enough so that sup
, by (3.24) with q 1 = q, we have
, which implies by taking ε = 1/2,
As above, by Gronwall's inequality, we obtain the desired estimate.
Subcritical case: Proof of Theorem 1.1
In this section we assume (H σ ) holds and for some p i , q i ∈ [2, ∞) with
q2 . It is easy to see that (H a ) holds for
We prepare the following crucial lemma for latter use.
Lemma 4.1. Let X t (x) be a solution of SDE (1.2) and p, q ∈ (1, ∞) with
Proof. (i) By (3.2) and using completely the same argument as in [19, Theorem 5.7] , we can prove the Krylov estimate (4.1).
(ii) Since
Thus by (4.1) and Hölder's inequality we have
which implies (4.2) by [19, Lemma 3.5] .
(iii) Let u n = (u * ρ n )(t, x) be the mollifying approximation. By Itô's formula we have
For R > 0, define a stopping time
Let χ R be defined by (2.1). By Itô's isometric formula, we have
, which converges to zero by (2.6) as n → ∞. Similarly, let
By taking limits n → ∞ for both sides of (4.4), we get on {t τ R },
Finally, letting R → ∞, we obtain the desired formula.
Below, we fix a T > 0. Consider the following backward PDE:
By Theorem 3.1, there is a unique solution u ∈ H 2,p2 q2 (T ) such that for any α ∈ [0, 2 − 2 q2 ) and λ 1,
In particular, since By (4.5), one sees that x → Φ(t, x) is a C 1 -diffeomorphism and
Moreover, we also have
and b(t, y) := λu(t, Φ −1 (t, y)).
By the generalized Itô formula (4.3), we have the following Zvonkin's transformation (see [19, Theorem 3.10] (ii) For i = 1, 2, let Y (i) t be two solutions of SDE (4.6) with starting point y i , that is,
For p 1, by Itô's formula we have
where M t is a continuous local martingale given by
where the asterisk stands for the transpose of a matrix, and A t is defined by
Notice that by Lemma 2.1,
Thus, by the definitions of b and σ we have
s ) ds
s ) ds,
where we have used that |∇ σ|(s, x) |∇σ|(s, x) + |∇ 2 u|(s, x). On the other hand, by (2.8) we have
Thus, by Khasminskii's estimate (4.2),
Hence, by (4.7) and stochastic Gronwall's inequality (cf. [13] or [19, Lemma 3.7] ), 
Thus, by Lemma 4.2 we obtain (1.4). Moreover, by (4.8) we also have the pathwise uniqueness.
(iii) Let σ n (t, y) := σ(t, ·) * ρ n (y) be the usual mollifying approximation. Let Y n t be the unique strong solution of the following approximation SDE:
By the classical Bismut-Elworthy-Li's formula (for example, see [17] ), we have for any h ∈ R d and every bounded continuous function ϕ, 
Hence, Y n t satisfies the Krylov estimate (4.1) with the constant C independent of n. As a result of [19 Now taking limits n → ∞ for both sides of (4.9) yields that for every ϕ ∈ C
Finally, using ϕ • Φ −1 t (y) in place of ϕ in the above formula, we obtain (1.5).
Critical case: Proof of Theorem 1.4
In this section we assume that (H σ ) holds and b ∈ L d;uni
By (2.3) and (2.6), it is easy to see that
Without loss of generality we assume s = 0 and consider the following approximation SDE: dX
We first prove the following crucial lemma about Krylov's estimate. 
Proof. By discretizing stopping time approximation (see [24, Remark 1.2]), it suffices to prove that for any 0 t 0 < t 1 T and
Let u n be the smooth solution of the following backward PDE:
Taking conditional expectation with respect to F t0 , we obtain Proof of Theorem 1.4. Since (P n x ) n∈N ⊂ P(C) is tight, let P x be any accumulation point of (P n x ) n∈N . By Krylov's estimate (5.2), it is by now easy to show that P x is a martingale solution of SDE (1.2), see for example, [23] . Moreover, (1.6) holds. We shall only prove the uniqueness of martingale solutions. Let P 
