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1. Bevezete´s
Jelen disszerta´cio´ban o¨sszegyu˝jto¨tt eredme´nyek veze´r mot´ıvuma a ma´trix for-
ma´ban megfogalmazhato´ extrema´lis kombinatorikai, illetve halmazrendszeres
proble´ma´k. Halmazrendszerek terme´szetes mo´don azonos´ıthato´ak egyszeru˝ 0−
1-ma´trixokkal, amennyiben a sorok felelnek meg az alaphalmaz elemeinek, mı´g
az oszlopok a halmazrendszerhez tartozo´ halmazok karakterisztikus vektorai-
nak. Egy m× n-es A ma´trix egyszeru˝, ha ba´rmely ke´t oszlopa ku¨lo¨nbo¨zo˝. Ilyen
e´rtelmeben az extrema´lis halmazrendszerek elme´lete´nek ke´t alapte´tele a ko¨vet-
kezo˝ke´ppen fogalmazhato´ meg.
1. Te´tel (Sperner, 1928). Tegyu¨k fel, hogy az egyszeru˝ m × n-es A ma´trix
ba´rmely ke´t oszlopa´ban tala´lhato´
[
0 1
1 0
]
vagy
[
1 0
0 1
]
re´szma´trix. Ekkor
n ≤ ( m⌊m
2
⌋
)
, egyenlo˝se´g esete´n minden oszlop ugyanannyi 1-est tartalmaz.
2. Te´tel (Erdo˝s-Ko-Rado, 1961). Tegyu¨k fel, hogy az egyszeru˝ m × n-es A
ma´trix ba´rmely ke´t oszlopa´ban tala´lhato´
[
1 1
]
re´szma´trix e´s minden oszlop-
ban k darab 1-es van. Ekkor ha 2k < m, akkor n ≤ (m−1
k−1
)
.
A disszerta´cio´ ha´rom fo˝ re´szbo˝l a´ll. Az elso˝ tiltott re´szkonfigura´cio´kkal, vagy ma´s
ne´ven nyomokkal foglalkozik. A ma´sodik re´szben Sperner rendszerek Vapnik-
Chervonenkis dimenzio´ja´t vizsga´ljuk. Ezzel kapcsolatban bevezetju¨k a rendezett
sze´tzu´za´s fogalma´t. Az elso˝ ke´t re´szben 0−1-ma´trixokkal foglalkozunk amelyek
halmazrendszereket ı´rnak le. A harmadik re´sz ezzel szemben rela´cio´s adatba´zis
modellek kombinatorikai proble´ma´ival foglalkozik. Egy rela´cio´s adatba´zis leg-
egyszeru˝bb modellje az a ma´trix, melynek sorai az egyedi rekordoknak, osz-
lopai pedig az egyes tulajdonsa´goknak, azaz attribu´tumoknak felelnek meg. A
ku¨lo¨nbo¨zo˝ integrita´si felte´telek az adatba´zis ma´trixokon e´rdekes extrema´lis kom-
binatorikai proble´ma´khoz vezetnek.
2. Tiltott re´szkonfigura´cio´k
0− 1-ma´trixok tiltott re´szkonfigura´cio´inak vizsga´lata az extrema´lis gra´felme´let
hipergra´fokra valo´ kiterjeszte´se´nek is tekintheto˝, amellet, hogy az extrema´lis
halmazrendszerek elme´lete´nek re´sze. Az egyszeru˝ A ma´trix egy az {1, 2, . . . ,m}
csu´cshalmazu´ e´s n e´lu˝ hipergra´fot ı´r le, amennyiben a ma´trix oszlopait az e´lek
karakterisztikus vektorainak tekintju¨k. Azt mondjuk, hogy a k × l-es F (nem
felte´tlenu¨l egyszeru˝) 0− 1-ma´trix az A ma´trix re´szkonfigura´cio´ja, ha van A-nak
olyan re´szma´trixa, amelyik F -bo˝l sorok e´s oszlopok permuta´cio´ja´val kaphato´.
Ne´ha a re´szkonfigura´cio´t nyomnak is nevezik e´s tekintheto˝ a re´szgra´f fogalom
a´ltala´nos´ıta´sa´nak hipergra´fokra.
A 2. Fejezetben ta´rgyalt proble´ma a ko¨vetkezo˝. Jelo¨lje forb(m,F ) a legkisebb
olyan n e´rte´ket (m e´s F fu¨ggve´nye´ben), amelyre igaz, hogy ha A egy egyszeru˝
m× n-es 0− 1-ma´trix amelyik nem tartalmazza F -et re´szkonfigura´cio´ke´nt, ak-
kor n ≤ forb(m,F ). Az, hogy a defin´ıcio´ e´rtelmes, e´s hogy forb(m,F ) = O(mk)
Fu¨redi egy e´szreve´tele´bo˝l [Fu¨r83] Sauer, Perles e´s Shelah, illetve Vapnik e´s Cher-
vonenkis [Sau72, She72, VC71] te´tele alapja´n ko¨vetkezik.
A fejezet eredme´nyei a [ABS09, AFFS05, AFS01, AGS97, ARS02, AS05,
FS09] cikkekbo˝l sza´rmaznak. A fo˝ motiva´cio´ az [AS05]-ban le´ırt sejte´s, ami
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a forb(m,F ) nagysa´grendje´t adja meg e´s bizonyos e´rtelemben az Erdo˝s-Stone-
Simonovits Te´telre hasonl´ıt. A 2.2.3. Sejte´s azt mondja ki, hogy forb(m,F )
nagysa´grendi meghata´roza´sa´hoz elegendo˝ ha´rom alap ma´trix t´ıpusbo´l ke´pzett
direkt szozatokat vizsga´lni. Ez a ha´rom t´ıpus az egyse´gma´trix, annak 0 − 1-
komplementere, valamint az a felso˝ ha´romszo¨g ma´trix, amlynek fo˝a´tlo´ja´ban e´s
felette 1-esek vannak. Tegyu¨k fel, hogy azmi×ni-es Ai ma´trixok egyszeru˝ek 1 ≤
i ≤ t esete´n. Ekkor t-szeres direkt szozat A1×A2×· · ·×At azt a (
∑
mi)×(Πni)-
es egyszeru˝ ma´trixot jelo¨li, melynek oszlopait u´gy kapjuk, hogy az elso˝ m1 sorra
A1 egy oszlopa´t tesszu¨k, majd a ko¨vetkezo˝ m2 sorra A2 egy oszlopa´t, . . . e´s
ı´gy tova´bb, minden lehetse´ges kombina´cio´ban. A 2.2.3. Sejte´s sejte´s szerint
forb(m,F ) = Θ(mℓ) arra az ℓ terme´szsetes sza´mra, melyre van olyan ℓ te´nyezo˝s
direkt szorzat, u´gy hogy minden te´nyezo˝ a ha´rom alap ma´trix egyike, e´s nincs
F re´szkonfigura´cio´ja, viszont az alap ma´trixok ba´rmely ℓ+ 1 te´nyezo˝s szorzata
ma´r tartalmazza F -et konfigura´cio´ke´nt. A sejte´s e´rdekesse´ge, hogy forb(m,F )
nagysa´grendje mindig m ege´sz kitevo˝s hatva´nya.
A 2.3. alfejezetben a 2.2.3. Sejte´st igazoljuk k × l-es F -re k ≤ 3 esete´n.
k = 2-re a 2.3.2. Te´tel lege´rdekesebb esete´ben ira´ny´ıtott gra´fot definia´lunk az
F re´szkonfigura´cio´t nem tartalmazo´ egyszeru˝ A ma´trix sorain, mint csu´cshal-
mazon. F
”
hia´nya” leford´ıthato´ ennek az ira´ny´ıtott gra´fnak a tulajdonsa´gaira,
amelynek seg´ıtse´ge´vel kapjuk a felso˝ becsle´seket. Az also´ becsle´sek a direkt
szorzat konstrukcio´bo´l kaphato´ak.
k = 3 esetben a 2.3.5. Te´tel bizony´ıta´sa´ban rela´cio´s adatba´zisok funkciona´lis
fu¨ggo˝se´geihez hasonlo´ implika´cio´kat vezetu¨nk be. Ezen implika´cio´k halmaza´bo´l
tudunk egy kvadratikus me´retu˝ fedo˝ rendszert kiva´lasztani, ami a kvadratikus
felso˝ korla´tok bizony´ıta´sa´nak alapja.
A 2.2.3. Sejte´s alapja´n ke´t olyan maxima´lis k× l-es re´szkonfigura´cio´ le´tezik,
melynek tilta´sa a felso˝ korla´tot Θ(mk)-ro´l leviszi O(mk−1)-re. Ezek ko¨zu¨l az
egyiknek a helyesse´ge´t bizony´ıtjuk a 2.3.3. alfejezetben, a 2.3.11. Te´telben.
A bizony´ıta´s alapja az lemma, aminek seg´ıtse´ge´vel az adott re´szkonfigura´cio´t
nem tartalmazo´ egyszeru˝ A ma´trixbo´l el tudunk hagyni O(mk−1) oszlopot u´gy,
hogy azok uta´n ma´r a Sauer, Perles e´s Shelah, illetve Vapnik e´s Chervonenkis
te´tel alkalmazhato´ legyen ra´. A lemma bizony´ıta´sa´nak e´rdekesse´ge, hogy el-
vezet Lova´sz egy 3-kritikus hipergra´fokro´l szo´lo´ te´tele´nek [Lov76] ero˝s´ıte´se´hez,
illetve a´ltala´nos´ıta´sa´hoz. Ez a part´ıcio´ kritikus illetve rendezetten 3-kritikus
hipergra´fok fogalma´n alapszik, amelyeket a 2.5. alfejezetben vezetu¨nk be.
Pontos eredme´nyek teljes a´ltala´nossa´gban a proble´ma terme´szete´bo˝l ado´-
do´an nem va´rhato´ak. Azonban, konkre´t tiltott re´szkonfigura´cio´kra teljesen
pontos becsle´sek adhato´k. Ezeket gyu˝jtju¨k o¨ssze a 2.4. alfejezetben. Mivel
a bizony´ıta´sok sokszor hosszadalmasak, eze´rt csak ke´t 4 × 2-es konfigura´cio´ra
vonatkozo´ eredme´nyt ı´runk le re´szletesen. Ezek az [ABS09] cikkben fognak
megjelenni. A 2.4.4. Te´tel e´rdekesse´ge a lesza´mla´la´si technika e´s az extrema´lis
rendszer karakteriza´cio´ja. A 2.4.8. Te´tel pedig ra´mutat a te´ma e´s a kombinato-
rikus design elme´let kapcsolata´ra. Azaz, az also´ korla´t konstrukcio´ban a fo˝tag
egyu¨tthato´ja m no¨vekedte´vel egyma´sba skatulya´zott design-okkal jav´ıthato´.
A 2.5. alfejezetben Toft e´s Lova´sz eredme´nyeinek e´les´ıte´se´t e´s a´ltala´nos´ıta´-
sa´t ta´rgyaljuk. Egy k-uniform hipergra´f H = (V, E) ℓ-kritikus, ha nem ℓ − 1-
sz´ınezheto˝, de ba´rmely csu´csa´t vagy e´le´t elhagyva ℓ − 1-sz´ınezheto˝ hipergra´fot
kapunk. Toft bizony´ıtotta [Tof73], hogy ro¨gz´ıtett k, ℓ > 3 e´s n → ∞, esete´n
le´tezik k-uniform ℓ-kritikus Ω(nk) elu˝ hipergra´f n csu´cson. Azonban, minden
3-kritikus k-uniform hipergra´f e´lsza´ma o(nk). Toft ke´rde´se´re va´laszolva Lova´sz
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bizony´ıtotta, hogy egy 3-kritikus k-uniform hipergra´f e´lsza´ma legfeljebb
(
n
k−1
)
.
A 2.5. alfejezet 2.5.5. Te´tele´ben rendezetten 3-kritikus hipergra´fokra bizony´ıtjuk
ugyanezt a felso˝ korla´tot, linea´ris algebrai mo´dszerekkel. Ezen k´ıvu¨l part´ıcio´
kritikus hipergra´fokra nagysa´grendileg ugyanekkora felso˝ korla´tot adunk, vala-
mint egy konstrukcio´t, melynek e´lsza´ma pontosan
(
n
k−1
)
. A felso˝ e´s also´ korla´t
nagysa´grendje Θ(nk−1), a ku¨lo¨nbse´gu¨ke´ Θ(nk−3). A k-uniform E ⊆ ([n]
k
)
hi-
pergra´f az X n-elemu˝ alaphalmazon part´ıcio´ kritikus ha a ko¨vetkezo˝ felte´teleket
teljes´ıti. Az E e´lhalmazon adott egy sorbarendeze´s E1, E2, . . . Et, valamint min-
den e´lhez elo˝ van ı´rva egy part´ıcio´ Ai ∪ Bi = Ei (Ai ∩ Bi = ∅), u´gy hogy
minden i = 1, 2, . . . , t-re le´tezik az alaphalmaznak egy part´ıcio´ja Ci ∪ Di = X
(Ci ∩ Di = ∅) u´gy, hogy Ei ∩ Ci = Ai e´s Ei ∩ Di = Bi, de sem Ej ∩ Ci 6= Aj
sem Ej ∩ Ci 6= Bj j < i-re. Azaz, az alaphalmaz i-k part´ıcio´ja az i-k e´let az
elo˝´ırt mo´don va´gja el, de semelyik kora´bbi e´let sem az elo˝´ırt mo´don va´g sze´t.
A hipergra´f rendezetten 3-kritikus, ha minden i-re az elo˝´ırt part´ıcio´ Ai = Ei,
Bi = ∅. Vila´gos, hogy egy 3-kritikus hipergra´f az rendezetten 3-kritikus is, e´s
egy rendezetten 3-kritikus hipergra´f az part´ıcio´ kritikus is.
3. Antila´ncok VC-dimenzio´ja
A 3. Fejezetben amelynek kiindulo´ pontja Frankl [Fra89] sejte´se, amelyik o¨ssze-
kapcsolja az extrema´lis halmazrendszerek elme´lete´nek ke´t klasszikus eredme´-
nye´t, Sauer e´s Sperner te´teleit, a [AS97, ARS02] cikkek eredme´nyeit ı´rjuk le.
Mivel halmazrendszerek e´s egyszeru˝ 0−1 ma´trixok azonos´ıthato´ak, besze´lhetu¨nk
halmazrendszerek re´szkonfigura´cio´iro´l is, melyeket ebben a kontextusban nyom-
nak is szoktak nevezni. Jelo¨lje Kk a k × 2k-as egyszeru˝ 0 − 1 ma´trixot. Az
F ⊆ 2[m] halmazrendszer Vapnik-Chervonenkis-dimenzio´ja (VC-dimenzio´ja) az
a legnagyobb k ege´sz sza´m, amelyre F -nek van Kk re´szkonfiura´cio´ja, illetve
nyoma. Ma´ske´ppen fogalmazva, az F halmazrenszer VC-dmenzio´ja a legna-
gyobb olyan k ege´sz sza´m, amelyre le´tezik az alaphalmaznak egy |S| = k
re´szhalmaza, melyre |{F ∩ S | F ∈ F}| = 2k. Ekkor azt mondjuk, hogy F
sze´tzu´zza S-et. Frankl [Fra89] sejte´se szerint ha F egy antila´nc, amelyik nem
zu´z sze´t k vagy anna´l nagyobb elemsza´mu´ halmazt, akkor F| ≤ ( m
k−1
)
. A 3.2. al-
fejezetben, a 3.2.4., 3.2.5. e´s 3.2.6. Te´telekben Frankl sejte´se´t bizony´ıtjuk be
k ≤ 4-re. A bizony´ıta´s alapja indukcio´, e´s az, hogy k ≤ 3-ra karakteriza´lni
tudjuk az egyenlo˝se´g esete´t.
A 3. Fejezetben ta´rgyalt fo˝ fogalom a rendezett sze´tzu´za´s fogalma. Ez a
klasszikus sze´tzu´za´s e´s a Bolloba´s e´s Radcliff [BLR89] a´ltal
”
ford´ıtott Sauer”
egyenlo˝tlense´gekhez bevezetett strongly traced fogalom ko¨ze´ esik, az ala´bbi e´rte-
lemben. Jelo¨lje sh(F) az F halmazrendszer a´ltal sze´tzu´zott halmazok csala´dja´t.
(Ekkor sh(F) lesza´llo´ halmazrendszer e´s sh(sh(F)) = sh(F).) A rendezett
sze´tzu´za´st S me´rete´re vonatkozo´ indukcio´val definia´ljuk. S = ∅ esete´n ele-
gendo˝, ha F nem u¨res. Egye´bke´nt pedig azt mondjuk, hogy F rendezetten
sze´tzu´zza az S = {s1, s2, . . . , sk} halmazt (s1 < s2 < · · · < sk), ha le´tezik F -
nek 2|S| eleme, melyek ke´t halmazrendszerbe sorolhato´ak, F˜0-ba e´s F˜1-be, u´gy
hogy T = {sk + 1, sk + 2, . . . ,m} esete´n (T lehet u¨res halmaz) igaz az, hogy
T ∩ C = T ∩ D minden C ∈ F˜0, D ∈ F˜1, valamint {sk} ∩ C = ∅, {sk} ∩ D =
{sk} minden C ∈ F˜0, D ∈ F˜1, tova´bba´ F˜0 e´s F˜1 is ku¨lo¨n-ku¨lo¨n rendezetten
sze´tzu´zza (S − {sk})-et. Jelo¨lje osh(F) az F a´ltal rendezetten sze´tzu´zott hal-
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mazok csala´dja´t.Ekkor, hasonlo´an sh(F)-hez, igaz hogy osh(F) lesza´llo´ halmaz-
rendszer e´s osh(osh(F)) = osh(F). Bolloba´s e´s Radcliff ko¨vetkezo˝ke´ppen de-
finia´lja a strongly traced fogalmat. S ⊆ [m] strongly traced F szerint, ha le´tezik
egy olyan B ⊆ [m]− S, amelyre {E ∩ S : E ∈ F , E ∩ ([m]− S) = B} = 2S . A
defin´ıcio´k alapja´n vila´gos, hogy st(F) ⊆ osh(F) ⊆ sh(F). Az osh(F) legfonto-
sabb tulajdonsa´ga, hogy |osh(F)| = |F|, amibo˝l pe´lda´ul Sauer, Perles e´s Shelah,
Vapnik e´s Chervonenkis te´tele azonnal ko¨vetkezik.
A 3.3. alfejezetben elo˝szo¨r indukcio´t haszna´lva bizony´ıtjuk a 3.1.6. Te´telt,
ami az osh(F) elo˝bb eml´ıtett alap tulajdonsa´ga´t mondja ki.
A 3.3.1. alfejezetben Frankl e´s Pach te´tele´nek [FP84], amelyik Frankl sejte´se
uniform halmazrendszerre, egy e´les´ıte´se´t bizony´ıtjuk. A
”
nincs k me´retu˝ sze´t-
zu´zott halmaz” felte´telt helyettes´ıtju¨k a
”
nincs k me´retu˝ rendezetten sze´tzu´zott
halmaz” felte´tellel. A bizony´ıta´s le´nyegi eleme az a karakteriza´cio´, amit uniform
halmazrenszerek a´ltal rendezetten sze´tzu´zhato´ halmazokra adunk a 3.3.3. Lem-
ma´ban. Ennek igazi jelento˝se´ge nem csupa´n a te´tel bizony´ıta´sa´ban van, hanem
az algebrai vonatkoza´sokban [ARS02, HR03b, HR03a, BRR06, HR06, BHR08]
tala´lhato´. Egy halmazrendszer elemei terme´szetesen azonos´ıthato´ak monomia-
lokkal, F ⊆ [m]-hez hozza´rendelheto˝ xF :=
∏
j∈F xj , e´s viszont. Ha adott egy F
halmazrendszer, akkor tekinthetju¨k azon m-va´ltozo´s polinomok I idea´lja´t, me-
lyek az F -beli halmazok karakterisztikus vektorain 0 e´rte´ket vesznek fel. Ezen
idea´l standard monomjait lehet le´ırni a rendezett sze´tzu´za´s seg´ıtse´ge´vel. A stan-
dard monomok kulcsszerepet ja´tszanak a Gro¨bner ba´zisok elme´lete´ben. Jelo¨lje
Sm(F) := {F ⊆ [m] : xF ∈ sm(I)}, ahol sm(I) az I idea´l standard monomjai-
nak halmaza. Ekkor igaz, hogy osh(F) = Sm(F).
Mivel az uniform halmazrendszerrel rendezetten sze´tzu´zhato´ halmazok ka-
rakteriza´cio´ja leheto˝se´get adott a Frankl sejte´s megfelo˝ specia´lis esete´nek iga-
zola´sa´ra, eze´rt a ko¨vetkezo˝ le´pe´s azon halmazok le´ıra´sa, amelyeket antila´nccal
lehet rendezetten sze´tzu´zni. A ko¨vetkezo˝ egyszeru˝ numerikus karakteriza´cio´t
adjuk meg a 3.3.2. alfejezet 3.3.5. Te´tele´ben.
3. Te´tel (3.3.5. Te´tel). Legyen S = {s1, s2, . . . , sk} az m-elemu˝ alaphalmaz
egy re´szhalmaza u´gy, hogy s1 < s2 < · · · < sk. Le´tezik egy A antila´nc, amelyre
S ∈ osh(A), akkor e´s csak akkor, ha
f(S) =
k∑
i=1
1
2si−i
< 1. (1)
4. Adatba´zis ma´trixok
A 4. Fejezetben ha´rom ku¨lo¨nbo¨zo˝ t´ıpusu´ proble´ma´val foglalkozunk, amelyek
mindegyike rela´cio´s adatba´zis modellek vizsga´lata sora´n keru¨l elo˝. Az u´j eredme´-
nyek a [DKS92, DKS95, DKS98, sS98, ADKS00, AS07, SS08a, GOHKSS08, BS]
cikkekbo˝l valo´ak.
A 4.3. alfejezet alapke´rde´se a ko¨vetkezo˝. Tegyu¨k fel, hogy k ≤ n, p ≤
q < m pozit´ıv ege´sz sza´mok e´s az m × n-es M ma´trix teljes´ıti az ala´bbi ke´t
tulajdonsa´got:
• Tetszo˝leges mo´don kiva´lasztva k ku¨lo¨nbo¨zo˝ oszlopot, c1, c2, . . . , ck-t, le´-
tezik q + 1 sora M -nek u´gy, hogy a ku¨lo¨nbo¨zo˝ e´rtkek sza´ma ezekben a
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sorokban minden ci (1 ≤ i ≤ k− 1) oszlopban legfeljebb p, azonban mind
a q + 1 e´rte´k a ck oszlopban ezeken a sorokon ku¨lo¨nbo¨zo˝;
• Az elo˝bbi felte´tel ma´r nem teljesu¨l semmilyen k + 1 ku¨lo¨nbo¨zo˝ oszlop
va´laszta´sa esete´n sem.
A ce´lunk m minimaliza´la´sa, ro¨gz´ıtett n, p, q, k esete´n.
A 4.4. alfejezetben egy adatba´zisok motiva´lta ko´delme´leti proble´ma´t vizsga´-
lunk. Egy q elemu˝ a´be´ce´ feletti n hosszu´sa´gu´ ko´d Armstrong(q, k, n)-ko´d, ha a
ko´dszavak minima´lis ta´volsa´ga n− k+ 1, valamint tetszo˝leges k− 1 koordina´ta
poz´ıcio´hoz le´tezik ke´t olyan ko´dszo´, melyek ott egyeznek meg, azaz a minima´lis
ta´volsa´g
”
minden ira´nyban” felve´tetik.
A 4.5. alfejezetben egy diszkrepancia t´ıpusu´ eredme´nyt bizony´ıtunk, amelyet
adat olvasa´s optimaliza´la´s motiva´l.
A 4.1. alfejezetben a´ttekintju¨k azokat a rela´cio´s adatba´zis modellekhez kap-
csolo´do´ matematikai fogalmakat, amelyekre a 4. Fejezetben szu¨kse´gu¨nk lesz.
Rela´cio´s adatba´zis legegyszeru˝bb modellje egy ma´trix, melynek oszlopai fe-
lelnek meg az attribu´tumoknak, azaz adat t´ıpusoknak, mı´g a sorai az egyes
egyedek rekordjainak. Pe´lda´ul egy munkahelyi adatba´zis attribu´tumai lehet-
nek: Ne´v, Anyja neve, Szeme´lyi sza´m, beoszta´s, Fizete´s. Az adatba´zis ma´trix
egy tipikus sora lehet (Nagy Jeno˝, Kiss Emeralda, 151543QW, porta´s, 97800).
A matematikai modellben feltesszu¨k, az a´ltala´nossa´g korla´toza´sa ne´lku¨l, hogy
a ma´trix elemei terme´szetes sza´mok. Egy adatba´zishoz hozza´tartoznak ku¨-
lo¨nbo¨zo˝ integrita´si felte´telek is. Ezek ko¨zu¨l a legto¨bbet haszna´lt e´s vizsga´lt
fajta a funkciona´lis fu¨ggo˝se´g. Az Y attribu´tum halmaz funkciona´lis fu¨gg az
X attribu´tum halmazto´l, ha egy rekord X-ben felvett e´rte´kei egye´rtelmu˝en
meghata´rozza´k az Y -ban felvett e´rte´keket. Azaz, ha a ma´trix ke´t sora meg-
egyezik az X-beli poz´ıcio´kon, akkor megegyeznek az Y -belieken is. Rela´cio´s
adatba´zisok esete´ben megku¨lo¨nbo¨ztetu¨nk ke´t fajta funkciona´lis fu¨ggo˝se´get. Az
elso˝ az, amit terveze´skor elo˝´ırnak, hogy teljesu¨ljo¨n, azaz te´nyleges integrita´si
felte´tel, a ma´sodik fajta pedig az, ami az adatba´zis pillanatnyi a´llapota´ban, az
e´ppen aktua´lis adatba´zis pe´lda´nyban teljesu¨l, de nem ko¨vetkezme´nye az elo˝´ırt
integrita´si felte´teleknek.
Az U → V funkciona´lis fu¨ggo˝se´g logikai ko¨vetkezme´nye a Σ fu¨ggo˝se´g halmaz-
nak, jelo¨le´sben Σ |= U → V , ha minden olyan adatba´zis pe´lda´nyban, amiben
Σ minden fu¨ggo˝se´ge teljesu¨l, teljesu¨l U → V is. A Σ (funciona´lis) fu¨ggo˝se´g
halmaz Armstrong pe´lda´nya az r pe´lda´ny (adatba´zis ma´trix), ha U → V akkor
e´s csak akkor teljesu¨l r-ben, ha Σ |= U → V . Funkciona´lis fu¨ggo˝se´gi rendszerek
Armstrong pe´lda´nyainak le´teze´se´t Armstrong [Arm74] e´s Demetrovics [Dem79]
bizony´ıtotta´k.
Egy fu¨ggo˝se´gi rendszer minima´lis Armstrong pe´lda´nya´nak me´rete a rendszer
bonyolultsa´ga´nak egy me´rte´ke. Adatba´nya´szati szempontbo´l tekintve, funk-
ciona´lis fu¨ggo˝se´gek kerese´se´e esete´n bizonyos fu¨ggo˝se´gi rendszerek kiza´rhato´-
ak a vizsga´lt pe´lda´ny me´rete alapja´n. A 4.2. alfejezetben a´ttekintju¨k funk-
ciona´lis fu¨ggo˝se´gi rendszerek minima´lis Armstrong pe´lda´nyaival (reprezenta´ci-
o´ival) kapcsolatos eredme´nyeket. Ezek igen bonyolult extrema´lis kombinator-
kai proble´ma´khoz vezetnek. A felso˝ becsle´sekhez haszna´lt konstrukcio´k sok-
szor design elme´let jellegu˝ek. Az egyik esetben egy teljesen u´j vizsga´lati ra´nyt
ind´ıtottak el, az ortogona´lis ketto˝s fede´sek elme´lete´t [BW90, GG87, Che92,
GGM94, CD94, GMS95, Gro02].
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A 4.3. alfejezetben funciona´lis fu¨ggo˝se´gek egy a´ltala´nos´ıta´sa´t vezetju¨k be,
e´s az azzal kapcsolatos kombinatorikai ke´rde´seket vizsga´ljuk. A 4.3.1. Defin´ıcio´
szerint az a ∈ R attribu´tum (p, q)-fu¨gg az X attribu´tum halmazto´l (jelo¨le´sben
X
(p,q)−→ a), ha az R rela´cio´nak (ma´trixnak) nincs q + 1 olyan sora, melyek
legfeljebb p ku¨lo¨nbo¨zo˝ e´rte´ket tartalmaznak X-beli oszlopokban, azonban az
a oszlopban felvett e´rte´keik mind ku¨lo¨nbo¨zo˝ek. Az (1, 1)-fu¨ggo˝se´g pontosan
a funkciona´lis fu¨ggo˝se´g. Ellente´tben a funkciona´lis fu¨ggo˝se´gi rendszerekkel,
(p, q)-fu¨ggo˝se´geknek nem felte´tlenu¨l le´tezik Armstrong pe´lda´nyuk. Pontosab-
ban fogalmazva, a ko¨vetkezo˝ a helyzet. A 4.2. alfejezetben le´ırjuk, funkciona´lis
fu¨ggo˝se´gek csala´djai ekvivalensek az attribu´tumok halmaza´n e´rtelmezett leza´ra´si
opera´torokkal, e´s ezen leza´ra´sok Armstrong pe´lda´nyait tekintju¨k. A 4.3. al-
fejezetben bela´tjuk, hogy a (p, q)-fu¨ggo˝se´gek egy a´ltala´nosabb fogalomhoz, a
4.3.2. Defin´ıcio´ban le´ırt kiterjeszte´sekhez vezetnek.
4. Defin´ıcio´ (4.3.2. Defin´ıcio´, 4.3.3. A´ll´ıta´s). Legyen Σ az R se´ma feletti
(p, q)-fu¨ggo˝se´gek egy csala´dja. over the schema . Tegyu¨k fel, hogy 1 ≤ p ≤ q. A
JΣpq : 2R → 2R leke´peze´st a
JΣpq(A) =
{
b : Σ |= A (p,q)−→ b
}
. (2)
formula definia´lja. Ez a leke´peze´s a ko¨vetkezo˝ ke´t tulajdonsa´ggal rendelkezik
(i) A ⊆ JΣpq(A)
(ii) A ⊆ B =⇒ JΣpq(A) ⊆ JΣpq(B). (3)
Az (i) e´s (ii) tulajdonsa´ggal rendelkezo˝ leke´peze´seket kiterjeszte´seknek nevezzu¨k
A 4.3.1. alfejezetben ele´gse´ges felte´teleket adunk arra, hogy egy kiterjeszte´s-
nek legyen Armstrong pe´lda´nya, azaz (p, q)-fu¨ggo˝se´ggel reprezenta´lhato´ legyen,
a 4.3.4. Te´telben. A p = q esetben a (p, p)-fu¨ggo˝se´g a´ltal meghata´rozott kiter-
jeszte´s az leza´ra´s is. E´rdekes teha´t vizsga´lni, hogy milyen leza´ra´soknak le´tezik
Armstrong pe´lda´nya (p, p)-fu¨ggo˝se´gek ko¨re´ben. Egy adott L leza´ra´s spektruma
sp (L) azon p terme´szetes sza´mokbo´l a´ll, amelyekre L-nek le´tezik Armstrong
pe´lda´nya (p, p)-fu¨ggo˝se´gek ko¨re´ben. A 4.3.9. Te´telben pontosan le´ırjuk az uni-
form leza´ra´sok spektruma´t.
5. Te´tel (4.3.9. Te´tel). Legyen n ≥ k2 (k− 1) e´s jelo¨lje Ckn a k-uniform leza´-
ra´st R-n
Ckn(X) =
{
X if |X | < k
R otherwise.
(4)
Ekkor Ckn spektruma sp
(Ckn) a ko¨vetkezo˝:
sp
(Ckn) = {1, 2, . . . , k − 1} ∪ {p : ∃s ∈ N p+ 1−
⌈
p+ 1
s
⌉
= k − 1}. (5)
Az eredme´ny e´rdekesse´ge, hogy a spektrumhoz tartozo´
”
sporadikus” pontokat
is sikeru¨lt megadni.
A 4.3.2. alfejezetben kiterjeszte´sek e´s leza´ra´sok minima´lis Armstrong pe´l-
da´nyaival foglalkozunk, ku¨lo¨nfe´le p, q-fu¨ggo˝se´gek esete´ben. Mivel a minima´lis
reprezenta´cio´ ma´r funkciona´lis fu¨ggo˝se´gek, azaz p = q = 1 esetben is nehe´z
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proble´ma, tova´bba´ a´ltala´nos esetben maga az Armstrong pe´lda´ny le´teze´se´nek
ke´rde´se is nehe´z ke´rde´s, eze´rt a´ltala´nos eredme´nyeket nem va´rhatunk el. A
4.3.2. alfejezetben egy kie´tele´vel csak uniform leza´ra´sokkal foglalkozunk. A
4.3.21. Lemma´ban egy a´ltala´nos also´ korla´tot adunk meg, ami a funkciona´lis
fu¨ggo˝se´gekre le´tezo˝ also´ korla´t adapta´cio´ja. Az alfejezet fo˝ eredme´nyeiben konst-
rukcio´kkal bizony´ıtjuk, hogy a 4.3.21. Lemma also´ korla´tja az adott esetekben
nagysa´grendileg helyes. A 4.3.22. Te´telben ve´ges projekt´ıv s´ıkokat haszna´lunk a
konstrukcio´ban, nem trivia´lis mo´don. A 4.3.24. Te´telben ne´gy pontos eredme´nyt
gyu˝jtu¨nk o¨ssze. Ezek ko¨zu¨l ketto˝ nagysa´grendileg jav´ıt a 4.3.21. Lemma also´
korla´tja´n. A bizony´ıta´sok ko¨zu¨l csak az e´rdekesebbik ketto˝t vettu¨k be a dolgo-
zatba. A (ppn) esetben Lova´sz egy 1979-es te´tele´t haszna´ljuk az also´ korla´t bi-
zony´ıta´sa´ra, amelyik k-erdo˝ hipergra´fok maxima´lis e´lsza´ma´t adja meg. Az (122)
esetben a felso˝ korla´t e´rdekes. Ehhez egy n-elemu˝ halmaz q-elemu˝ re´szhalmazait
kell u´gy beosztanunk diszjunkt pa´rokba, hogy ezek a pa´rok egyma´s ko¨zt specia´lis
metszet felte´telt teljes´ıtsenek (4.3.25. Te´tel).
6. Te´tel (4.3.25. Te´tel). Legyen |X | = n e´s 2 k > q. X o¨sszes q-elemu˝
re´szhalmaza´nak csala´dja part´ıciona´lhato´ rendezetlen pa´rokra (legfeljebb egy ki-
ve´tele´vel, ha
(
n
q
)
pa´ratlan), u´gy, hogy a pa´ros´ıtott q-elemu˝ re´szhalmazok disz-
junktak, tova´bba´ ha A1, B1 e´s A2, B2 ke´t ilyen pa´r, melyre |A1 ∩A2| ≥ k, akkor
|B1 ∩B2| < k, felte´ve hogy n > n0(k, q).
E te´tel bizony´ıta´sa´hoz egy Dirac-t´ıpusu´ te´telt mondunk ki specia´lis Hamilton-
ko¨ro¨k le´teze´se´ro˝l (4.3.26. Te´tel). A 4.3.25. Te´tel e´rdekesse´ge, hogy leheto˝ve´ teszi
a diszjunkt k-elemu˝ re´szhalmazok rendezetlen pa´rjainak
”
tere´n” egy ta´volsa´g
megada´sa´t, e´s ko´delme´leti jellegu˝ ke´rdesek vizsga´lata´t [EK01, BK01, BKL,
KS04, Qui05, Qui09, DD06].
A 4.4. alfejezetben egy ma´sik t´ıpusu´ ko´delme´leti ke´rde´st ta´rgyalunk. Ezt
korla´tos e´rte´kke´szletu˝ attribu´tumok motiva´lja´k. Armstrong e´s Demetrovics
eredme´nye´ben, miszerint minden leza´ra´snak le´tezik Armstrong pe´lda´nya funk-
ciona´lis fu¨ggo˝se´gek ko¨re´ben, szu¨kse´ges felte´teleze´s, hogy az egyes attribu´tumok
e´rte´kke´szlete tetszo˝legesen nagy lehet. Azonban a magasabbrendu˝ adatmodell,
azaz egyma´sba skatulya´zott attribu´tumok [HLS04, Sal04, SS06, SS08b] esete´ben a
sza´mla´lo´ attribu´tumok e´rte´kke´szlete ve´ges, valamint a valo´s e´letben is sok olyan
helyzet fordul elo˝, amikor terme´szetesen korla´tos az egyes mezo˝kben felveheto˝
e´rte´kek halmaza. Ilyen fordul elo˝ pe´lda´ul egy auto´ ko¨lcso¨nzo˝ adatba´zisna´l, ahol
az auto´ oszta´ly besorola´sa csak a {mini, kompakt, also´-ko¨ze´p, ko¨ze´p, felso˝, SUV,
sport, minibusz} kategoria´k egyike lehet.
A 4,4. alfejezet kiindulo´ pontja az a ke´rde´s, hogy mlyen q, n, k e´rte´kekre
le´tezik az n-elemu˝ alaphalmazon k uniform leza´ra´snak Armstrong pe´lda´nya,
ha az attribu´tumok e´rte´kke´szlete q elemu˝. Egy ilyen adatba´zis ma´trix sorai
n hosszu´, q elemu˝ a´be´ce´ feletti ko´dszavaknak tekintheto˝ek. Ekkor semelyik
ke´t ko´dszo´ sem egyezhet meg k koordina´ta poz´ıcio´ban, viszont ba´rmely k − 1
koordina´ta poz´ıcio´hoz le´teznie kell ke´t ko´dszo´nak, amelyek ott megegyeznek.
Az ilyen ko´dokat nevezzu¨k Armstrong(q, k, n)-ko´dnak. f(q, k) jelo¨li azt a leg-
nagyobb n e´rte´ket, amelyre Armstrong(q, k, n)-ko´d le´tezik. A 4.4.3. Te´telben
[GOHKSS08], also´ e´s felso˝ becsle´seket adunk f(q, k)-ra. Az egyik fo˝ eredme´ny,
hogy q = 2 esetben sikeru¨l egy c > 1 konstans le´teze´se´t bizony´ıtani melyre
⌊ck⌋ ≤ f(2, k). A 4.4.4. A´ll´ıta´sban egy pontos e´s egy majdnem pontos e´rte´ket
hata´rozunk meg.
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7. A´ll´ıta´s (4.4.4. A´ll´ıta´s). f(q, 2) =
(
q+1
2
)
e´s f(q, 3) ≤ 3q − 1.
Az uto´bbi e´rdekesse´ge, hogy a 4.2.8. Te´tel, ami specia´lis t´ıpusu´ ortogona´lis
ketto˝s fede´sekro˝l szo´l e´s kombinatorikus design elme´leti ha´tteru˝, ad a felso˝
korla´tna´l csak eggyel kisebb also´ becsle´st, miszerint f(q, 3) ≥ 3q − 2. Nagy
k e´rte´kekre 4.4.5. Te´telben [SS08a], sikeru¨l a 4.4.4. Te´tel also´ e´s felso˝ korla´tait
megjav´ıtani.
8. Te´tel (4.4.5. Te´tel). k > k0(q) esete´n
√
q
e
k < f(q, k) < (q − log q)k. (6)
Az also´ korla´thoz a ve´letlen konstrukcio´t adunk a Lova´sz Loka´lis Lemma hasz-
na´lata´val. A felso˝ korla´thoz az Armstrong(q, k, n)-ko´dot bea´agyazzuk az n′ =
(q − 1)n-dimenzio´s euklideszi te´rbe mint egy szferikus ko´dot. Ehhez a le-
hetse´ges q szimbo´lumot egy q−1-dimenzio´s szaba´lyos szimplex csu´csainak felel-
tetju¨k meg. A ko´d minima´lis ta´volsa´ga meghata´rozza a szferikus ko´d minima´lis
szo¨ge´t. Ez Rankin egy te´tele [Ran55] alapja´n felso˝ becsle´st ad a szferikus ko´d
pontsza´ma´ra. Az Armstrong tulajdomsa´g pedig, miszerint a minima´lis ta´volsa´g
minden ira´nyban felve´tetik, ad also´ becsle´st. A ketto˝ o¨sszevete´se´bo˝l kapjuk n-re
a felso˝ korla´tot.
A 4.4.1. alfejezetben bina´ris Armstrong ko´dok konstrukcio´it ı´rjuk le. A
4.4.7. A´ll´ıta´s e´s a 4.4.8. Te´tel [BS], bizony´ıta´sa´nak alapja, hogy elo˝szo¨r egy
kello˝en nagy minima´lis ta´volsa´gu´
”
va´z-ko´dot” ke´sz´ıtu¨nk, majd az n − k + 1-
elemu˝ koordina´ta poz´ıcio´ halmazokat part´ıciona´ljuk u´gy, hogy egy oszta´lyba
eso˝ poz´ıcio´ halmazok kello˝en ta´vol legyenek egyma´sto´l. Az Armstrong ko´d a
va´z-ko´d szavaibo´l, valamint azoknak e´s a megfelelo˝ poz´ıcio´ halmazok karakte-
risztikus vektorainak o¨sszegeibo˝l a´ll.
9. Te´tel (4.4.8. Te´tel). Legyen n − k = 2m vagy n − k = 2m− 1 e´s m > 1.
Ekkor Armstrong(2, k, n)-ko´d le´tezik, ha n ≥ 8m logm.
A 4.5. alfejezetben egy diszkrepancia t´ıpusu´ eredme´nyt ta´rgyalunk. Fo¨ldrajzi,
de egye´b adatba´zisok is haszna´lja´k a 2-dimenzio´s ke´pernyo˝t adatszervezo˝ eszko¨z-
ke´nt. Azaz, a felhaszna´lo´ kijelo¨li a ke´pernyo˝ egy teru¨lete´t, e´s az ahhoz tartozo´
adatokat ke´ri le. A modellt, amit haszna´lunk Bdel-Gafar e´s Abbadi [AGA97]
vezette be. A felte´teleze´s szerint az adatok pa´rhuzamosan olvashato´ ha´tte´r
ta´rolo´kon vannak, a mine´l gyorsabb adatolvasa´s e´rdeke´ben a kijelo¨lt ke´pernyo˝
teru¨lethez tartozo´ adatot mine´l to¨bb ha´tte´rta´rolo´n kell elosztani. A matemati-
kai modellben feltesszu¨k, hogy a felhaszna´lo´ te´glalap alaku´ teru¨letet jelo¨l ki. A
ke´pernyo˝t n1 × n2 csempe´re osztjuk, egy csempe´hez tartozo´ adatok egy ha´tte´r
ta´rolo´n helyezkednek el. A felhaszna´lo´ a´ltal kijelo¨lt te´glalapot ke´t sarka´nak ko-
ordina´ta´ival ı´rhatjuk le R = R[(i1, j1), (i2, j2)] = {(i, j) : i1 ≤ i ≤ i2 e´s j1 ≤
j ≤ j2}. Minden (i, j) csempe´hez egy f(i, j), 1 e´s m ko¨ze´ eso˝, ege´sz sza´mot
rendelu¨nk ami azt mondja meg, hogy a csempe adata melyik ta´rolo´n van.
Egy ilyen hozza´rendele´s akkor jo´, ha minden elo˝fordulo´ te´glalapra, a benne
legto¨bbszo¨r, illetve legkevesebbszer szereplo˝ ta´rolo´ sza´m elo˝fordula´sa´nak sza´mai
ko¨zt a ku¨lo¨nbse´g a kicsi.
Defina´ljuk egy f(i, j) hozza´rendele´s diszkrepanca´ja´t, majd ezt haszna´lva az
m sza´m diszkrepancia´ja´t. Latin ne´gyzeteket haszna´lunk optima´lis hozza´rendele´s
megada´sa´hoz. A konstrukcio´ indukcio´n alapul, latin ne´gyzetek direkt szozata´t
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haszna´ljuk. Tova´bba´ szu¨kse´gu¨nk van egyfajta
”
o¨sszeada´s” leheto˝se´ge´re is latin
ne´gyzetek ko¨zo¨tt. Ehhez definia´ljuk egy transzverza´lis diszkrepancia´ja´t, majd
ezt haszna´lva tudunk n × n-es latin ne´gyzetro˝l n + 1 × n + 1-esre a´tte´rni. Az
alfejezet ke´t fo˝ te´tele a 4.5.4. e´s 4.5.5. te´telek, amelyek logaritmikus diszkre-
panca´ju´ hozza´rendele´st adunk meg e´s bizony´ıtjuk, hogy latin ne´gyzet t´ıpusu´
hozza´rendele´ssel ez az leheto˝ legjobb. Az alfejezet anyaga a [ADKS00] konfe-
rencia cikken e´s [AS07] folyo´irat cikken alapszik.
5. Ko¨szo¨netnyilva´n´ıta´s
Sokaknak tartozom ko¨szo¨nettel, mert tan´ıtottak, seg´ıtettek pa´lya´m sora´n. Szak-
mai pa´lyafuta´som elind´ıto´ja, e´vtizedeken a´t ta´mogato´ja e´s mind a mai na-
pig meghata´rozo´ja Katona Gyula, akinek nemcsak a matematikai ta´mogata´-
se´rt, hanem bara´tsa´ga´e´rt is ko¨szo¨nettel tartozom. Kandida´tusi disszerta´cio´m
te´mavezeto˝je Fu¨redi Zolta´n volt, akito˝l azuta´n is sok szakmai seg´ıtse´get kap-
tam e´s hate´kony mo´dszereket tanultam. Ha´la´s vagyok Demetrovics Ja´nosnak,
aki adatba´zis elme´leti cikkeim legto¨bbje´nek ta´rsszerzo˝je. Ku¨lo¨n ko¨szo¨net illeti
Simonyi Ga´bort, akivel e´lme´ny volt egyu¨tt dolgozni gra´felme´leti proble´ma´kon.
Sok-sok figyelmet e´s seg´ıtse´get ko¨szo¨no¨k Recski Andra´snak, Simonovits Mik-
lo´snak e´s T. So´s Vera´nak. Vende´gszeretetu¨ke´rt e´s bara´tsa´guke´rt illeti ko¨szo¨net
Hamburger Pe´tert e´s Sze´kely La´szlo´t. Ve´gu¨l, de nem utolso´ sorban, rendk´ıvu¨li
ha´la´s vagyok Richard Anstee-nek hogy bevezetett a tiltott re´szkonfigura´cio´k e´s
a rendezett sze´tzu´za´s elme´lete´be.
Terme´szetesen ko¨szo¨nettel e´s ha´la´val tartozom csala´domnak is. Felese´gem,
Kova´cs Ildi szakadatlan e´s felte´tlen hite bennem seg´ıtett, hogy a szakmai munka´-
ra tudjak koncentra´lni. Szu¨leimnek ko¨szo¨no¨m, hogy e´letem nehe´z pillanataiban
is mindig mellettem a´lltak. Fiaim a legto¨bbel aja´nde´koztak meg, amit egy apa
kaphat, a bara´tsa´gukkal. Ko¨szo¨no¨m nekik az egyu¨tt sportola´s e´lme´nye´t.
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