In this brief article, I introduce the various types of quantum Monte Carlo (QMC) methods, in particular, those that are applicable to systems in extreme regimes of temperature and pressure. We give references to longer articles where detailed discussion of applications and algorithms appear.
enforcing the detailed balance condition, and the ergodicity of random walk, one can guarantee that the asymptotic distribution will be Π(S) (Kalos and Whitlock, 1986) .
A typical Monte Carlo simulation starts out the state of the system at some reasonable configuration; for example an appropriate number of electrons near each ion. The random walk algorithm is then applied many times. Runs of 10 6 to 10 12 steps are typical. During the random walk, system averages are blocked together, for example the energy of system during a thousand steps. These block averages are saved for later analysis. During the analysis one examines the various properties to see, whether after an initial "warm-up," the properties stabilize about some mean value, and fluctuate about it, hopefully in a normal fashion. According to the central limit theorem, the mean value of the simulation will converge to the exact value: i.e. <E>= ∫dS Π (S) E(S) within an "error bar" which scales as M -1/2 where M is the number of steps of the random walk. The estimated error is determined by the fluctuations in the block averages from the overall mean, and their autocorrelation. All we need to do to get another decimal place of accuracy is to run the system one hundred times longer, or to borrow another 99 processors from your colleagues. The steady progress of computer technology and algorithms has made calculations presented here feasible and even routine.
VARIATIONAL MONTE CARLO
Variational Monte Carlo (VMC) is a simple generalization of classical Monte Carlo, introduced by McMillan(1965) for liquid helium. Ceperley (1977 Ceperley ( , 1978 has a detailed description of VMC for fermions and for the pure electron gas. In classical MC for an interaction V(R), one samples the coordinates, R= (r 1 ,r 2 ,…,r N ) from the Boltzmann distribution: exp(-β V(R) )/ Z where β=1/(k Β Τ). In VMC, we sample the electron coordinates from the squared modulus of a trial function; |φ Τ (R)| 2 . Since electrons are fermions, one needs to use an antisymmetric function for φ Τ (R); without correlation one would take a single Slater determinant. Typically there are N/2 spatial orbitals in the spin up determinant and the same number in the spin down determinant. If the wavefunction were a simple determinant, then we would have a Hartee-Fock result, and there would be no need to use a Monte Carlo procedure to determine the energy. The advantage of MC simulation is that one can introduce correlation directly by multipling by a correlation factor, for example the well-known "Jastrow" form: φ Τ (R)= exp( -U(R) ) Det(R). The Jastrow function U(R)=∑ u(r ij ) is usually a sum of two-body and three-body terms, it has a form similar to the potential energy function. The "cusp condition" gives the exact value of the wavefunction derivative as two charged particles approach each other. The case of two spin-unlike electrons is especially important, since the Slater determinant does not correlate electrons in different spin states. Typically, the function: u(r)=a/(b+r) is used to correlate electrons, where (a,b) are variational parameters, or can be set by analytic conditions. But if we set du(r i -r j )/dr = -1/2 we restore the correct value near the co-incident point r i ~r j and thereby recover most of the correlation energy missing in the independent electron method. In this equation, and in what follows, we use atomic units.
We call this variational Monte Carlo, because one can vary parameters in the trial function to minimize the variational energy, defined as the expectation of the Hamiltonian, H, over the trial function. By the usual theorem, this is always an upper bound to the exact energy and gives the exact energy when the trial function is an exact eigenstate. The variational energy is computed as E V = < E L (R)> : we average the "local energy" over the VMC random walk and E L (R) = φ Τ (R) -1 H φ Τ (R) is the "local energy" of the trial function. One important aspect of QMC is the zero variance principle (Ceperley, 1977) : as the trial function tends to an exact eigenstate of H, the fluctuations in the local energy tend to zero, and hence the number of MC steps needed to achieve a given error bar decreases to zero. As a result of this principle, QMC calculations can achieve much higher accuracy than classical MC calculations. Of course in electronic structure problems, one needs much higher accuracy.
The key problem in VMC is to come up with increasingly accurate trial wavefunctions and to efficiently optimize the parameters in them. There has been recent progress on both of these issues. Concerning better trial functions one can incorporate pair (geminal) (Casula and Sorella, 2003) and backflow transformation of orbitals (Holzmann et al., 2003) Optimization methods can now treat thousands of free parameters (Umrigar et al., 2007) within the context of a VMC random walk.
Another issue is how to treat pseudopotentials, particularly non-local ones, because QMC methods scale quite badly with the atomic number. We need to get rid of the core states. In VMC one uses an auxiliary integration in the core; this can be generalized for the other quantum method, e.g. as in Mitas et al. (1991) . However, the use of pseudopotentials is a key approximation in Quantum Monte Carlo because typical pseudopotentials have not been constructed for or tested for correlated calculations.
The VMC methods are quite efficient, and scale with the number of electrons as N 3 for bulk properties and N 4 for energy gaps. Methods have been introduced to reduce this scaling, using correlated sampling for example, or for localized systems such as insulators with large band gaps, sparse matrix algorithms (Williamson et al., 2001 ). The difficulty with VMC is that it favors simple, well-understood phases over less well-characterized phases, and this can bias computation of something like a pressure-induced phase transition. However, it is a very valuable method, because the trial function that comes out of VMC is necessary for the algorithm that we discuss next.
DIFFUSION MONTE CARLO
The primary zero temperature QMC method is projector MC, where a function of the Hamiltonian takes the trial function and projects out the ground state. The most common implementation of this method is diffusion MC where one computes a modified trial function defined as φ(R,t) = exp(-Ht) φ T (R) where the trial function φ T (R) is also the initial state. For large projection time "t" φ(R,t) will converge to the lowest state that has an overlap with φ T (R). The first question is how to implement the projection numerically. There are two different methods commonly used.
With importance sampling, one can show that one can interpret the projection as a diffusing, branching, random walk and is known as Diffusion MC (DMC). This method, with "importance sampling" was first used in the work of Ceperley and Alder (1980) and is described in detail for molecular systems in Reynolds et al. (1982) or for solid state systems by Foulkes (2001) .
A more recent implementation stores the whole evolution as a path in phase space. Computer time is then used to wiggle this path. This is known under several names, such as Variational Path Integrals (Ceperley, 1995) , or Reptation Quantum Monte Carlo (Baroni and Moroni, 1999) . The path integral approach has the advantage that all static properties can be computed without bias, while in the DMC approach, only the energy is unbiased by the trial function. Also, it is a more convenient approach to estimating energy differences (Pierleoni and Ceperley, 2006) .
In either case, the algorithm can be interpreted as a stochastic process for fermions only with an approximation, because the underlying integrand must be made positive to avoid the "fermion sign problem." The most common approach is called the fixed-node approximation. Here again, the trial functions enters. One searches for the lowest energy state φ with the restriction that φ (R) φ T (R)≥ 0 for all possible coordinate values R. To implement this, one simply requires that the random walk does not change the sign of φ T (R). The resulting upper bound is much lower than the starting variational energy. In systems such as the electron gas, or for a simple metal, one can obtain very accurate results, because the wavefunction nodes are highly constrained by symmetry. Estimates of the fixed-node error are obtained either from expensive "nodal-release" calculations (Ceperley and Alder, 1980) or from comparison to experiment or results from other theoretical approaches. Systems for which the fixed-node approach are less successful are molecular systems with a ground state having contributions from several Slater determinants, such as the molecule C 2 . Of course if the trial function includes the needed determinants, then the fixed-node answer can be arbitrarily accurate.
In general, one would like to use complex wavefunctions, both because this allows one to work with the full symmetry of the problem and because this allows a faster extrapolation to the infinite system, with the so-called Twist Average Boundary Condition (Lin et al., 2001) . In this method, aimed at metallic systems, one integrates over the Brillouin zone of the simulation cell (or supercell), thereby reducing finite-size effects. The complex wavefunctions can be used either in VMC and DMC, using the so-called fixed-phase method, (Ortiz et al., 1993) . This method reduces to the fixed-node method for real trial functions, but for arbitrary phases gives an upper bound which is exact if the phase of the trial function is exact. Further progress on the reducing finite size effects from the Coulomb interaction are obtained by consideration of properties of the static structure factor for long wavelengths (Chiesa et al. 2006 ).
PATH INTEGRAL MC
The two previous methods we discussed, were methods for zero temperature, single many-body eigenstates. We now discuss a method, useful for quantum calculations at non-zero temperatures. Path Integral MC (PIMC) is based on Feynman's (1953) imaginary time path integral description of liquid 4 He. In this method, the quantum statistical mechanics of distinguishable particle or bosonic systems maps into a classical statistical problem of interacting polymers. Hence the probability distribution to sample is:
where R t is the path and it is cyclic in the time variable 0≤t≤β=1/(k B T) so that R 0 =R β . The PIMC procedure consists of sampling the path with the random walk algorithm using this action. Here C is a constant and λ= 2 /2m. For details of this method see Ceperley (1995) .
For bosons, since they are indistinguishable, one has to consider paths which are cyclic up to a permutation of path labels, so that R 0 =PR β where P is a permutation operator acting on particle labels. Figure (1) on the left, illustrates paths coming from distinguishable particle statistics (i.e. P=1) and, on the right, bosonic statistics with exchange. Both the path R t and the permutation P are sampled in a random walk.
Figure 1: An example of a typical "imaginary-time path" for 6 hard spheres. The black dots represent the beginning of the path. Left: the identity permutation appropriate for distinguishable particles. Right: a permutation of 3 atoms winding across the periodic box, appropriate to systems involving bose condensation, represents superfluid flow in PIMC.
For fermions one has to include a minus sign for odd permutations so that those paths contribute negatively to any averages. At low enough temperature, all permutations are equally likely, so the sign becomes random, uncorrelated with the configuration, so all averages become zero over zero; in practice the signal to noise ratio decreases as exp(-2 N E F /k B T) where E F is the Fermi energy (Ceperley,1996) . The fixed-node approximation can also be used with path integrals allowing one to treat electrons using path integrals (Ceperley, 1992) . Such calculations have been carried out for hot dense hydrogen, as for example occurs in the interior of the giant planets. See for example Magro et al. (1996) and Militzer and Ceperley (2001) . All quantum effects are included in such a calculation, including those of the proton quantum motion. However, we have not been successful in going to low temperatures with this approach; i.e. temperatures less than about 20% of the Fermi energy, because of the difficulty of sampling the paths.
Another very useful application for PIMC, besides its primary application for all types of bosonic systems, is to treat the effects of nuclear degrees of freedom, e.g. the effects of zero point motion in lithium (Filippi et al., 1998) . The same type of approach is also employed for calculations of water that include zero point motion: a molecular dynamics calculation is done for both the electronic degrees of freedom and the imaginary time path of the protons.
COUPLED ELECTRON ION MC
In the field of Molecular Dynamics simulations of atomic and molecular systems, a great leapforward was taken when Car and Parrinello (1985) , introduced the ab initio MD method, replacing an ad hoc intermolecular potential with a potential computed using density functional theory (DFT) "on the fly." We now describe a recent attempt to do something similar using potentials coming from QMC, in particular from reptation QMC. The Coupled Electron-Ion MC (CEIMC) assumes the Born-Oppenheimer potential and makes either a classical or a quantum (Path Integral) description of the ions (Pierleoni et al., 2006) . Assuming one is doing a classical MC of the ions, after a move of the ionic coordinates from S to S', in Metropolis MC one accepts the move with probability min[1,exp(-(V(S')-V(S))/k B T )] . With CEIMC one computes the electronic energy difference ΔV= V(S')-V(S) using the Projector MC technique described above. A possible difficulty is that this energy difference will be noisy, since it is determined by a MC procedure, and unless the noise is much smaller than k B T, the results will be biased, since the acceptance formula is non-linear. We have shown (Ceperley and Dewing, 1999 ) that by adding a "penalty" of σ 2 /(2 T 2 ) in the above exponent, that this bias can be avoided. Here σ is the statistical error in ΔV. The basic idea of CEIMC is to compute, using correlated sampling QMC methods, accurate energy differences.
CEIMC should be especially useful for systems where DFT functionals are less reliable, such as close to a metal-insulator transition. Most of our work on this has focused on warm dense hydrogen. It is possible to construct quite accurate many-body trial functions for hydrogen, avoiding the use of pseudopotentials. Using this method we have recently examined the equation of state of liquid hydrogen (Morales et al., 2009 ) the atomic-molecular and melting transition in hydrogen and the demixing transition in hydrogen-helium mixtures. One is able to achieve simulations at quite low temperatures (say 500K) and use high accuracy trial wavefunctions.
Some of the advantages of CEIMC, compared with AIMD, are that the MC procedure is more robust than M, the energy functional includes fully correlated electrons without problems such as self-interaction arising in DFT, pseudopotentials are not needed for light atoms and finally, one can average over other degrees of freedom without slowing down the computation. Two examples of this last point are in the average over twisted boundary conditions and in doing quantum versus classical protons. Using this method on massively parallel computers, with hundreds of thousands weakly coupled processors, one can perform a simulation of higher accuracy than AIMD, to verify its predictions. The development of QMC to calculate forces, so that one can do a dynamical simulation, should allow prediction of dynamical properties as well.
AUXILLARY FIELD MC
The Auxiliary-Field Monte Carlo (AFQMC) method (Zhang et al., 2003 ) is a significantly different alternative to DMC. Its random walks have a state space of (single particle) Slater determinants that are subject to a fluctuating external potential. The sign problem is eliminated by requiring that the phase of the determinant remain close to the phase of the trial determinant. Applications show that this often reduces the reliance of the solution on the quality of the trial wave function. Because one represents the random walkers in a single-particle basis, similar to DFT and other standard electronic structure methods in chemistry and physics, much of the technology developed from decades of effort in standard one-particle methods can be directly used for correlated calculations. In complex systems such as transition metal oxides, the use of an effective basis in which to carry out the random walks could lead to significant gains in efficiency, though in practice the calculations are more time consuming than DMC calculations. Further, the AF method allows us to do QMC calculations on both "simple" and realistic model Hamiltonians in which higher and irrelevant energy scales can be systematically removed. To date, the new method has been applied to close to 100 systems, several recent calculations have treated solids (Kwee et al 2008) . The method demonstrated excellent accuracy, better than 0.1eV in most cases, and was consistently able to correct errors in the mean-field trial wave function.
PROSPECTIVES
QMC methods are already very valuable for calculations of high pressure bulk properties such as the equation of state of materials. Path integral Monte Carlo is useful for high temperature electronic structure calculations and calculation of quantum properties involving light ions. Coupled electron Ion Monte Carlo is good for low temperature properties, where one needs to go beyond methods based on Density Functional Theory particularly for disordered systems. There have been many important algorithmic developments in the last decade which allow calculations on realistic material systems. That, combined with access to computer systems with millions of hours of computation, have resulted in a growing number of QMC calculations relevant to geophysics and astrophysics. As methods and computers develop, the QMC algorithms can take advantage of massive parallelism to deliver results of high quality, and to benchmark less expensive methods, e.g. to decide which DFT functional is appropriate for a given problem.
