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ABSTRACT
Recognition of partially-occluded objects is an essential
task for many industrial applications of machine vision. A fast
and reliable method for recognizing partially-occluded,
arbitrarily-shaped objects for both two and three dimensions is
proposed. There are two principal components to the method. The
first is a subtemplate matching scheme that breaks the object to
be recognized down into smaller parts called subtemplates for
matching. For the 3-D case a new and efficient algorithm that
works on depth map representation of the object is proposed. The
algorithm attempts to estimate the orientation of a surface patch
and perform the matching using mainly the outer boundary of the
patch. The second main component of the method is a constraint
application process that selects among a number of probable
matches that result from the subtemplate matching stage an
optimal consistent set to form a solution. The process is
formulated as a Dynamic Programming problem. Experimental results
show that the algorithm works well on objects that are truly
arbitrarily- shaped, with a great reduction in computing time
compared to previous schemes.
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With the advent of digital computers there has been acon-
stant. effort to expand the domain of computer applications. One
area of interest that much of the effort has been spent is that
area of artificial intelligence that we shall refer to as machine
perception.
Among the various applications of computers,. perception is
perhaps one of the most difficult problem yet to be solved. It is
a well known fact that a 5 year old boy probably has difficulty
in solving a system of linear equations whereas he can give a
rather precise and detailed description of a scene presented in
front of him. He will be able to tell you that there is a white
house with a tall tree next to it with a swimming pool in the
front where three children, two boys and a girl are playing. The
reverse is true for a computer. The difficulty lies in part in
the fact that we know little about human's cognitive process. We
are practically all experts in perception, but the knowledge of
the process itself is too little to do much help in designing a
machine to resemble human's ability in perception. The difficulty
lies not only in the limited ability of the machines to perceive
their environment (as a matter of fact many different types of
transducers, such as light, sound, temperature, range finders,
pressure, tactile, infrared and etc. are available), but on the
interpretation of the perceived data. We are in the most general
2sense interested in answering such questions as Describe the
scene. Motivation for answering such a question may arise from
some practical applications. For example the versatility and
power of a moving robot are greatly enhanced when they are pro-
vided with visual abilities. The problem associated with the
attempt to answer such questions is similar and in fact related
to the general problem in most knowledge-based system. The saying
that intelligence requires knowledge in certain respect
reflects where the problem as well as the solution lies. To give
a general and detailed description of a scene requires a substan-
tial knowledge base. Depending on the details we want the size of
the knowledge base may grow to a point that the required time to
search for a solution is too long to be practical unless some
very clever mechanisms for structuring and maintaining the know-
ledge base are devised. At the meantime it is worthwhile to say
that it is still a long way to get a machine with perception
capability comparable to a human being. The progress is only
possible with the advent of artificial. intelligence.
In spite of the difficulty, machine perception does have
great success, or at least solid achievement in specific problem
domains, just as we have very successful expert systems as pro-
ducts of AI research. One such example is character recognition
which is in some way a rather simple but useful task. Although
one easily realise the difficulty when the characters are made
not just by machines with different fonts but may be made by hand
with different authors encountered, there exists many successful
techniques as long as the situation is clearly specified and
3under good control. The techniques are every now and then being
refined, and new approaches emerges which can deal with more and
more complex situations.
In applications where the task is to find out whether a
known entity, presumably stored in the computer's memory with
others to form a relatively small model set, is present in the
scene, or to classify an unknown object in the scene as belonging
to one of several classes of known objects, the problem reduces
to one so called pattern recognition and classification.
Character recognition, as mentioned above, is one such example.
Others include automatic inspection of machine parts, aircraft
identification, finger-print analysis, identification of ground
targets from an aerial imagery, recognition of tumors in chest
radiographs and human face identification, just to name a few. As
a matter of fact most researchers nowadays are more or less
directed towards finding solutions for specific problem domains,
rather than devising general schemes to encompass all problems at
hand, since one can never expect a single technique or a small
number of different techniques can be applicable to such a
variety of problems.
In solving the above so called pattern recognition and
classification problem which can be viewed as the preliminary
process in obtaining a general relational description of a scene,
one typically has to train the machine in the first hand before
actual recognition is done. In the training process an object or
a class of objects to be identified is abstracted by certain
features to form a feature vector, which together with feature
4vectors of other objects or other classes constitute a feature
space to be stored in a library. During the recognition or clas-
sification process the suspected object goes through the same
feature extraction process. The extracted feature vector is
compared with those from the library, and the suspected object is
said to belong to a certain class or to be a certain object if
the distance between their corresponding feature vectors is
minimum and also below a certain threshold. In such a scheme one
typically has to deal with i) feature design, ii) feature extrac-
tion, iii) searching a feature space and comparing feature
vectors. The above scheme can be better illustrated with the
diagram shown in fig.l.l.
One important issue in the above scheme is feature design. A
feature can be a relatively low level representation of the
object under study, for example a list of x-y coordinates
representing the outer boundary of a two dimensional object, or
it can be a very abstracted representation such as an outcome of
applying the symmetric axis transform [1] on the silhouette of an
object. A low-level feature usually results in a relatively
simple feature extractor, whereas for high level features the
extractor usually turns out to be more complicated, but the
resulting library usually takes less space since the representa-
tion is more abstracted, also the matching of feature vectors
turns out to be more simple and robust.
The research work presented in this thesis is motivated by
the attempt to automize the inspection process in a typical
5industrial manufacturing line. As a basic step for automatic
inspection, the machine parts or in general the objects to be
inspected must be properly positioned and oriented before actual
inspection can be done. In this research a new and efficient
scheme was devised to position and recognize both two and three
dimensional objects with capability to handle poor lighting
condition and partial occlusion. It is well known that machines
with such capabilities are much more flexible and useful compared
to those that work only on isolated objects under perfect illumi-
nation. As a matter of fact with such capabilities the scheme
applies well on many other situations.
When dealing with the occlusion problem, most schemes that
based on matching the entire object as one single entity fails
since the occluded object in the scene to be recognized no longer
resembles the entire unoccluded model except for some visible
parts. One natural approach to handle this is to break the object
down into several homogeneous sections instead of treating the
entire object as one single entity, hoping that those sections
that are not occluded can be useful in inferring the solution. In
fact this is the basis for most techniques that deals with
occlusion. However when these smaller sections are considered as
individuals during the recognition process, the individual
results from matching each of them against the apparent scene may
turn out to be inconsistent. Each section may find itself
matching the object at more than one instance and obviously some
of them are false matches. Due to noise and other factors the
best match may not necessarily be the correct one, and this is
6where the ambiguity comes from. Therefore a question arises as to
how the individual results can be put together to infer a
consistent and meaningful solution with respect to some domain-
specific constraints such as continuity, closure and rigidity.
Therefore one has to add another stage in the process that pieces
up the individual results to infer the solution. This is depicted
in fig.l.2.
One.potential advantage of such a scheme that one may proba-
bly miss, as compared to that of fig.l.l even when no occlusion
problem exists is that the matching of individual sections can be
done in a parallel fashion. This is especially true when low
level features are used since the matching takes the largest time
slice in the entire recognition process, while on the contrary
the final stage in fig.l.2 can be a quite efficient process,
especially if no occlusion exists. The gain comes from the fact
that matching an entire object takes longer than matching just a
fragment of the object. As long as the matching of fragments is
done in a parallel fashion, we can remove the bottleneck of the
entire process.
The approach we took in this research is to use low level
features, to perform matching in fragments, and to apply rigidity
constraints to infer the solution. The process to match in
fragments is usually referred as sub-template matching. Since low
level features are used, the feature extraction process becomes
relatively trivial. Therefore the algorithm proposed in this work
is mainly a two-stage algorithm where the first stage is typical
subtemplate matching. For the 2-D case a well-known matching-in-
76-s-space method is used in matching the subtemplate with boun-
daries of the object from the scene. For the 3-D case a new
algorithm that works on depth map representation of the object is
proposed. The algorithm attempts to estimate the orientation of a
surface patch and perform the matching using mainly the outer
boundary of the patch only. The outcome of the first stage can be
viewed as some partial results. In order to piece them up one of
several methodologies can be adopted. The simplest one is to
accumulate the partial results in a statistical manner to get a
solution. Others achieve the same goal by exploring every
possible combination and select the best with respect to some
constraints. Another common technique is stochastic labeling
which explicitly attempts to optimize a criterion function. Such
a constraint application process is formulated as a dynamic
programming (DP) problem in this work.
This thesis is divided into two main parts. Part I deals
with the two-dimensional case whereas Part II deals with the
three-dimensional case as a generalization. Although the basic
scheme remains the same for both cases, namely subtemplate
matching then constraint application, each of the two cases has
its own emphasis. Subtemplate matching in two dimensional is an
old subject, but the way the partial results are pieced up to
obtain an optimal solution using DP is new. Low-level subtemplate
matching in 3-D, on the contrary, is seldom attempted. Therefore
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8CHAPTER 2
RECOGNITION OF PARTIALLY-OCCLUDED 2-D ARBITRARILY-SHAPED OBJECTS
2.1 Review of Previous Work in 2D Shape Recognition
In automatic manufacturing and many other applications, the
object or machine part to be fetched may be subjected to some
sort of partial alteration which can be due to not only actual
overlapping and touching objects but also to uneven lighting
conditions including variations of contrast, shadows or high-
lights. In cases where the object is relatively flat, ie. one of
the dimensions is small compared to the other two, or it is
always 'seen' at a constant orientation from the same direction,
the boundary or silhouette of the object is an adequate pattern
for representation and matching. The computation of image
boundaries is relatively easy and can be done at a high speed by
special purpose hardware. However, the image boundaries are in
general resulted from multiple objects occluding one another.
Recognition by simple template matching will not work.
Shape recognition based on partial match of model boundary
with image boundary is a common technique used in 2-D object
recognition. If not for the occlusion problem, many efficient
methods for boundary representation as well as algorithms for
matching, such as the Hough Transform[2], which is equivalent to
template matching, the Fourier Descriptor technique[3] and the
moment invariant method[4] would have been effective. Template
matching and its equivalents, as demonstrated by Sklansky[5], can
9be viewed as performing the function of a matched filter on the
incoming pattern. However it is no longer optimal in recognizing
one shape in the.presence of others. Fourier Descriptors and
moment invariant methods suffer from the same problem in that the
transformed representation of an isolated object bears no simple
relationship on that of the apparent object formed with the
presence of others. However they do have their applications where
the shapes to be recognized are in most cases isolated, such as
hand-printed character recognition and aircraft identification
where the craft forms a clear silhouette against the background
sky.
One major approach to handle the occlusion problem is the
segmentation-labeling method[6]. The object boundaries are first
segmented, usually into straight lines and circular arcs. During
the learning stage these segments are stored in the library and
form the feature space for matching. When actual recognition is
performed, these segments are compared with those from the
library and a correspondence is made between the two sets of
segments, usually by means of graph matching or relaxation tech-
niques. McKee and associates[7] used nodes as the primitive
elements for matching. Perkins[8] used 'concurves' to represent
and match the objects. Bhanu[9] used straight line segments and
applied stochastic labeling to match the segments. Since the
outcome of segmentation is sensitive to many factors(two similar
-looking objects after segmentation may turn out to look very
different for an human observer), sophisticated relaxation or
graph matching has to be applied to get an unambiguous and
10
consistent solution. The computation associated would be quite
labourious. In those schemes, the matching of features are rather
trivial since high level features are used. The work load is
transfer schemes, the matching of features are rather trivial
since high level features are used. The work load is transferred
partly to the feature extraction process, namely segmentation,
and partly to the complicated scheme of constraint application
such as relaxation. The performance of such schemes deteriorate
especially when highly irregular shapes are concerned, since the
segmented output which is an approximation of the shape itself
either turns out to be inadequate or too complicated for a
relaxation scheme. However, these approaches have the advantage
that they can effectively handle size variations as well as
visually noisy images.
Another major approach towards the occlusion problem is
subtemplate matching done in a low-level pixel by pixel manner.
The basic idea is to break the template down into many smaller
subtemplates and perform template matching with each of them.
There exists techniques similar in nature to Hough Transform to
detect arbitrary shapes[10]. Turney and associates[11] genera-
lized the concept and used subtemplate matching for recognition
in a statistical manner. In their scheme, each model boundary is
broken down into many overlapping subtemplates, each of which is
matched against the image boundaries. The matching results are
'accumulated' in an accumulator array which covers the entire
image to be analysed. No segmentation except boundary extraction
is required. Since no contextual information is used, no relaxa-
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tion scheme nor symbolic matching of any sort is exercised. They
also introduced the concept of 'saliency' which measured the
relative importance of each subtemplate and used it as a weight-
ing factor when incrementing the accumulator array. Their method
is computationally expensive as a large number of low-level
subtemplate matchings are required. Variation in scale is not
allowed as it will add another dimension to the match space. The
scheme is simple and attractive for detecting highly irregular
shapes, especially those objects that are very similar except for
a few distinquished portions. Matching in low level has the
advantage that fine details can be handled which would have
otherwise been missed by the first approach, but this is also a
curse since' this implies that the scheme is more sensitive to
noise. However since each subtemplate is treated individually,
the corruption of one or a few by noise usually does not render
the scheme from achieving a correct solution. Nonetheless when
such a large number of subtemplates are used in a statistical
manner as Jerry et.al. did, the time required to compute a
solution, which is mostly spent in performing low-level matching,
is usually too long to be practical for most industrial applica-
tions unless they are performed in a parallel fashion. In this
work, we propose an algorithm based on subtemplate matching, but
will compute a solution much faster than other known subtemplate
schemes.
We present here a two. stage algorithm which incorporates a
scheme of using contextual information explicitly. In the first
stage we perform subtemplate matching. Although our algorithm can
12
work with overlapping subtemplates, non-overlapping subtemplates
should be used whenever practicable. This reduces the number of
subtemplates by a factor of£ compared with the full overlapping
case,£ being the length in pixels of the subtemplates.- For
example, if£ equals 20 and the boundary length is 100 we
match only 5 subtemplates instead of 100 for the full overlapping
case. At first glance this might seem crude. A small number of
subtemplates will not work using the usual match-accumulate
scheme, but will give reasonable results by our algorithm.
Instead of using an accumulator array to store the matching
result, we explicitly set up a match table which stores up to m
best matches-for each of the subtemplates used. This limits the
size of the set of candidate matches and greatly reduces the
computation for the second stage. Now given a set of candidate
matches (labels) for each subtemplate, the second stage will
find a unique match for each subtemplate(including matching it to
nothing) to form the best consistent labeling based on contextual
information. We make use of DP here to do the job. Weighting
factors are assigned to each subtemplate to reflect their
relative importance. Subtemplatas which are distinctive among
others are given high weighting factors. Distance of the objects
from the camera is assumed known. If the viewing angle relative
to the normal of the object is given, the subtemplates may be
transformed and scaled accordingly before matching with the




Before actual-recognition can be done, a library of subtem-
plates for all objects to be recognized has to be formed in the
first place. To do this, each object to be recognized is placed
under ideal condition before a TV camera. A digitized image of
which is acquired using a digitizer and is thresholded to produce
a bi-level picture. External as well as internal boundaries are
then extracted using conventional left-looking procedures[13].
For each boundary a set of subtemplates covering the entire
boundary is created and stored in the library. Fig.2.l shows such
a tree-structured library. The leaves of the tree correspond to
the basic elements for matching, whereas the structure itself
contains the contextual information for constraint application.
For a boundary template T of length L pixels, as many as L
overlapping subtemplates may be used. On the other hand, one may
use as few as approximately L/t subtemplates, which are
completely non-overlapping, where£ is the length of each subtem-
plate and varies from boundary to boundary depending on the size
of the object. The degree of overlapping determines the number of
subtemplates used and can be used in an hierarchical manner if
desired. In our experiments the length of subtemplates varies
from 10 to 30 pixels and is application dependent. Long subtem-
plate results in more confidence once it is successfully matched
whereas shorter ones can handle severe occlusion and visually
noisy images. Completely non-overlapping subtemplates are used
throughout our experiments to save computing time.
14
A e-s representation [8,14] for object boundary is used here
to reduce computing effort. Along with each boundary template a
8-s representation is constructed and stored where 8 is the angle
of the slope of the boundary as a function of arc-length s. The
advantage of using such a representation lies in the fact that
rotation by 8C of the boundary in the x-y space corresponds
merely to a shift by 8C in the 8-s space. Associating with each
subtemplate a weighting factor which reflects the relative impor-
tance of the subtemplate is calculated and stored(details can be
found in later sections). A reference point is chosen for each
object. For each of the subtemplates of the. object, a vector
pointing to this point from the head of the subtemplate is
defined as shown in Fig.2.2. Instead of using this vector to
point to the accumulator to be incremented to implement Hough
Transform, we use it in the evaluation of the matching result.
The reference point is usually taken as the centroid unless there
is an obvious convenient point. Fig.2.2 shows an object template
with 10 subtemplates. Sub-template 3 is shown with its vector v
pointing towards the reference point of the object. Fig.2.3a
shows the same template with its 8-s representation.
During matching, boundary segments are extracted from the
scene to be analysed. This can be done in a way similar to that
used in constructing the library. For more general cases typical
edge detection and chaining method should be used to produce
useful segments for matching. Fig.2.3b shows an image boundary
corresponding to a scene of two overlapping keys. All segments
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with length greater than a certain value(length of the subtem-
plates) are used for matching. Each subtemplate is moved along
the boundary segments one by one and matching is performed in the
8-s space by rotating the subtemplate to align with a section of
a boundary segment. For convenience, we call the section as an
object segment for later reference. An object segment is a candi-
date for matching with a subtemplate and is of the same length as
the subtemplate. Let T and 0 denote the subtemplate and boundary
segment being matched respectively. Their corresponding 8-s rep-
resentations are denoted by 0,(s) and 8R (s). The matching error




is the difference between the average slopes of the object seg-
ment and the subtemplate.
This is repeated for all boundary segments. A matching
position where the matching error is smaller than a threshold is
entered into a match table. The matching error is another entry.
The corresponding angle of rotation for the subtemplate to align
with the object segment at that position is also recorded in the
table. If more than m such matches occur for a subtemplate, only
the best m matches which give the smallest matching errors are
retained. Hence the size of the table is limited to n x m, where
16
n is the number of subtemplates used for matching. The above
procedure is repeated for all subtemplates. Fig.2.3c illustrates
the matching process. Fig.2.3d shows the result of the matching.
Note that the best match is not necessarily the correct one. When
all have been completed, we go on to the second stage.
Library
model 1 model k model m
template 1 template m'
template 1
subtemplate 1 subtemplate m
subtempiate i











Fig 2.2 A template with 10 subtemplates
Fig 2.3a A Template its Q-s Representation
The aeavy line snow a typical subtemplate
Sc its s correspondent
Fig 2.3b An image boundary Sc its 0-s representation
The heavy limes correspond to the subtemplate
in Fig.3a.
2Fig--2.3c The subtemplate matching process
K
SY
Fig 2.3d The match table.
Each entry (i,j) corresponds to the jth best match of
subtemplate i. The first' two items in each entry correspond
to the matching position whereas the remaining item
corresponds to the angle of rotation for alignment.
Entries marked with a correspond to the correct
matches. Clearly the best match is not necessarily
the correct one.
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2.3 Selecting the Best Set of Matches using Dynamic Programming
As a result of the first stage of the algorithm, we have a
match table consisting matches of the form M : the jth matching
for subtemplate i. Each entry (i,j) contains the following items:
Xij: matching position- where that match occurs,
yiJ: matching error- how well does it match,
8ij: angle of rotation- angle by which the subtemplate
must be rotated to align with
the jth object segment.
The problem here is in some way similar to the conventional
segmentation-labeling problem. Given a set of subtemplates (model
segments) and a set of object segments, each subtemplate should
be labeled either as one of the object segments or as not
belonging to the object. Unlike the conventional problem, each
subtemplate is now restricted to a small set of possible labels,
and hence the complexity involved is somewhat reduced. It is
possible to use dynamic programing(DP) to solve this problem.
Alternatively the subtemplate matching process may be viewed as a
model-guided segmentation. The process will assign object
segments with initial probabilities of being associated with a
certain object subtemplate. One may design a relaxation scheme in
the conventional manner to solve this problem, but it will be
much less efficient than DP.
Dynamic Programming(Bellman and Dreyfus 1962,[15]) is a
technique for solving optimization problems when not all varia-
bles in the evaluation function are interrelated simultaneously.
Consider the problem
18
max h (X1. X2, X3, X4) (2.3)
If nothing is known about h, the only technique that
guarantees a global maximum is exhaustive enumeration of all
combinations of discrete values of xl,...x4. Supose that
(2.4)
For each x2 in hl(xl, x2) maximize hl over x1:
(2.5)
Since the value of h2 and h3 do not depend on x1, they need






By then the value of x4 that maximize h is known. We then trace
back to obtain the value of x3 that maximaize f3, and so on until
finally we come out with a set of labeling {x1} which maximize h.




Ballard [11] showed that if each x 1 takes m discrete values,
then to compute fn (xn+1) one must evaluate the maximand for m
different combinations of xn and xn+1, so that the computational
effort involves (n-l) m2+m such evaluations, which is a great
improvement over exhaustive evaluation that involve mn evaluation
of h.
DP has been quite useful in certain aspects. Ballard and
Sklansky[12] used the algorithm in finding a best representa-
tion for the boundary of a region of circularity in the context
of recognizing tumors in chest radiographs.
Despite its effectiveness, the assumption that not all the
variables in h are interrelated simultaneously is not quite true
in most cases. However the technique is still very useful if we
are ready to give up a few extrodinary occasions such as the one
depicted in fig.2.4. Since each unoccluded subtemplates are on
their own, the DP scheme fails. Anyhow the situation can be
improved if smaller subtemplates are used. After all, such a
situation seldom occurs.
Now let's get back to our problem. Given a set of subtem-
plate{ T1, T2... Tn}, each Ti can have m different labels {M1l, M12
. Mim}. We try to select for each Ti a unique label such that
the compatability c of the resulting label set
c= c (T1, T2.... Tn) (2.11)
a. An object & its subtemplates b. Another object
c. The apparent scene
Fig 2.4 A special case which the DP scheme might fail to handle,
The heavy lines corresponds to the matched subtemplates
since they are not connected, the DP scheme fails if
there exist potential matches(false matches for all of
the occluded subtemplates.
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is maximized. One immediately realized. that if we hypothesize c
to be of the form
(2.12)
then we can used the above technique to solve the same
optimization problem.
To incorporate the DP scheme in the second stage of the
algorithm, first define two metrics dl and d2 between two matches
(M ij, Mkt) which measures their difference:
(2.13)
(2.14)
where is the angle of rotation for alignment in M1J,
is the absolute position of Ti,
is the matching position of Mij.
Note that dl corresponds to a rotational metric whereas d2
corresponds to a positional one. The compatibility c between two
matches is thus defined as:
where r is a single constant used to adjust the relative
weight of the two factors. r' is a constant factor depending on
the resolution of the image.
The reason behind this is simple. If two matches are compa-
tible, their subtemplate should have approximately the same angle
of rotation and their relative displacement should be about
the same as that of the corresponding object segments.
21
Now given the set of all Mij's, i=l to n where n is the




where fk_1(xk) represents the optimal compatibility for the
matchings corresponding to subtempiates 1, 2,... k if subtem-
plate k is assumed to be matched with xk, a segment of the
boundary image of the same length.
Let Ti and xi denote subtemplate i and object segment j
respectively. Step 1 gives the most compatible match for Ti given
that T2 is matched to a given x2. This is repeated for all x2.
Hence if x2 is determined, xi is determined also. Step 2 gives the
most compatible match for T2 given that T3 is matched to a given
x3 and is repeated for all x3. Again x2 can be determined once x
is fixed. We go on this way until finally at step n we find the
most compatible match for Tn. Then, we trace back to obtain the
best set. of xi' s and Mij'S.
22
rv11CII 61lu Liuage segment corresponaing to a sunzempiaze is
occluded or missing in the scene, no good match should be found.
The subtemplate is assumed to be matched to a nil-segment. There-
fore we associate with each subtemplate a nil match, and the
compatibility for such matches are given by
(2.17)
where X= I Pi PkI is the absolute distance between the two
subtemplates c1, c2, a1, a2, are adjustable parameters.
Fig.2.5 plots c vs X for both cases involving nil matches.
The idea is that if one subtemplate is being occluded, it is
likely that a nearby subtemplate is also being occluded. The four
parameters c1, c2, a1 and a2 are the key parameters which affect
the outcome of the algorithm. A high c1 and c2 with low a1 and high
a2 favour the nil matches. If c1 and c2 are set too high, it may
cause a trivial solution with all subtemplates labeled nil. Too
low a a1 and a2 with high c1 and low c2 may cause incompatible
matches to appear in the final assignment. Our strategy here is
to give a good initial value for C 1 and C2(both 0.8 in our experi-
ments) and fix al and a2 (both equal 20 in our experiments). After
the DP is applied, an evalutaion is done on the resulting assign-
ment. The average and standard deviation of the angle of rotation
for all subtemplates within the assignment are computed. Each
subtemplate selected by the DP above is rotated and the point to








Fig 2.5 Compatability function for nilclass
In practice a, =a2=20, c, c2 are initially
set to 0.8 are dynamically adjusted during
the second stage.
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reference point) points is recorded. If the matchings are all
accurate and correct the location of this point should be the
same for all subtemplates. Hence we estimate the location by
averaging over all subtemplates. The average angle of rotation
and the average position of the reference point provide an esti-
mate of the 2-D position of the template to be recognized. The
standard deviations in angle of rotation a1 and reference point
position a2 are used to check the validity of the solution. A good
result should have as little nil-matches as possible, and the
standard deviations should be small. We define a quantity n as a
measure of the effectiveness of the solution as follows:
(2.18)
where n is the number of subtemplates used in the matching,
n'is the number of subtemplates successfully labeled in the
final stage by b2 and a3 (typical values are 11, 0.1, 0.3 respect-
ively) are adjustable parameters.
If the computed confidence n is above a predefined thres-
hold T. we accept the solution and stop. On the other hand if n
is low, attempt is then made to get better results by modifying
the parameters. If it turns out that all matches are nil, cl and
c2 will be lowered and the process is repeated. If on the other
hand the standard deviations are greater than the predefined
values, cl and c2 are raised and the process is again repeated. In
our experiments the process is allowed to be repeated for at most
4 times. If by then the result is still no good, we claim that
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the object to be recognized is not present in the scene. In
practice if an object does exist in the. scene, the process usual-
ly gives the correct result within 1 or 2 trials. Fig.2.6 illus-
trates the above in the form of a block diagram. Fig.2.7 shows
the result of applying the algorithm to the problem of over-









c1 ,c2 & r
YY
failaccept
Fig 2.6 Application of Dynamic Programming
a. Matched subtemplates
b. Final result
Fig 2.7 Result: of identification with rL--0.5, c, =c2=0.8
Total no. of subtemplates n=10
No. of matched subtemplates n'=5
Mean rotation= 3.-0060 =0. 0302
Mean ref.point= (127,70) 2=4.123
0.380
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2.4 Relative Importance of Subtemplates
Using the above algorithm without assigning weighting
factors to the subtemplates to reflect their relative importance
may not work properly in some cases. The importance of such a
weighting scheme was demonstrated by Turney and associates[11] in
their experiments on overlapping keys. Here, we introduce a
weighting scheme to be used at stage 2 of our algorithm. We then
test the algorithm using an example similar to that of [11] as
depicted in Fig.2.9. Fig.2.9b shows a scene consisting of three
very similar looking keys A, B C with B partially occluded by
A. The key to be recognized is B. Initially, we don't give
weights to the subtemplate and the nil-class compatibility are
set to (0.8,0.8). Since A almost overlaps B completely, incorrect
matching for B can be regarded as compatible as illustrated by
the two heavy lines in Fig.2.9c. This'incorrectness is detected
during the final evaluation and the nil-class compatibility is
raised to (0.85,0.85) and the process repeated. Fig.2.9d shows
the result of this which is still incorrect. According to the
algorithm, the heavy line on the right side is more compatible
than that on the left side(this is reflected in the scattering of
the reference points of the left subtemplates in contrast to the
concentration to one single point for the right-handed ones). To
solve this problem we assign weighting factors to each subtem-
plate as described by the following section. For a subtemplate
which is very distinctive among the other subtemplates from the
same model or from other models, we give it a high weighting
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factor. We adjust the compatibility of each pair of matches by
the weighting factors of the two subtemplates involved. That is
in the kth step of the DP, we calculate
(2.19)
where Wk' is derived from the weighting factor of subtem-
plate k and is a quantity within the range (1-, 1+), and is
in the range (0 ,1) 0µ and are adjustable parameters.
In our experiments, the algorithm seems to work well with
large and small. That means the effect of matching error does
not count in the second stage. The actual influence that the
fitness of matching of a subtemplate on telling whether it is the
correct one should depends on one hand on the importance of the
subtemplate and on the other hand the threshold for accepting
entries in the match table. As a matter of fact when an entry is
entered into the match table, we already assume that it is good
enough to be a potiential correct match. Again one should be
reminded that the best match is not necessarily the correct
match. Since both the two issues are already taken into
consideration, one in the weighting scheme and the other in the
thresholding strategy in building the match table, setting to
zero is reasonable. The choice of A depends on how much
influence the weighting scheme should have in a particular appli-
cation. To be more accurate, we adjust the value of adaptively
according to the performance of the algorithm.
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Starting with an initial value of, equals 0.1, we compute
a solution using the set of Wk's for this value of . If the
average of the weighting factors of the finally matched subtem-
plates (non-nil), S, is below a certain threshold T(1/n is used
in our experiments), this indicates that.the result is not signi-
ficant enough in distinguishing the object to be detected even if
T . We should then repeat the DP with incremented by 0.1
to make the weighting scheme more influential. Now, our algorithm
in the second stage is modified as follows.
1. Initialize all adjustable parameters.
2. Use the new DP scheme with weighting to select a
consistent solution from the data in the match table.
3. If is above the prescribed threshold T . go to 4.
Otherwise, go to 2, with cl and c2 modified as
described in section 2.2 unless this has already been
done four times. In the latter case, go to 6.
4. If is above the prescribed threshold T , the
object is detected. Stop and exit. Otherwise go to 5.
5. If equals 0.5 already, Go to 6. Otherwise go to 1
with incremented by 0.1 in 1.
6. Object is not in the scene. Stop and Exit.
The block diagram of the above algorithm is shown in
Fig.2.8. Fig.2.9e and fig.2.9f show the result after the
algorithm is modified to make use of the weighting scheme as
described above. The-effect of weighting the subtemplates gives


















Fig 2.8 Modification of the 2nd stage to make use of
subtemnlate weighting
b. Scene to be analyseda. Key to be recogi nzea
d. Nil-class ccmpatability raisedc. Incorrect result due to low nil-class compatability
c,= c2=0.85, A=0c, =c2=0.8, A=O
9=0.430, aw=0.0439=0.123, aw=0.119
f. Result
e. Application of weighting adjustment
c1=cz=0.8, A =0.20
n=0.337, aw=0.205
Fig2.9 Application of the weighting scheme
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2.5 Calculation of Subtemplate Weights
Given a subtemplate Ti, we propose three alternative methods
for calculating its weighting factor wi if all the objects in the
image are known.
1. Match the subtemplate against all model boundaries just
as if they were ordinary object segments extracted from the scene
to be analysed. Take a summation over all the matching errors to
give wi. Repeat for all other subtemplates and normalize the
resulting set of. w' s to the range (0 ,1) .
2. Match the subtemplate against all model boundaries as in
1. Count the number of time the matching error is below a certain
threshold(the same threshold used in actual matching). Take the
inverse of that number to give wi. Again repeat for all i and
normalize all wi's to the range (0,1).
3. A combination of 1 and 2. Take a summation over the
quantity 1/ (1+,yk) for those yk which fall below the threshold.
Take the inverse of that sum to give w1. Again repeat for all i
and normalize.
The motivation for 2 and 3 is simple. Only those matches
that are good enough(with matching error below the threshold) are
used to infer the solution. In practice, the performance of the
algorithm' are more or less the same using weighting factors
computed by any of the three methods. However 2 and 3 seems to
give a little bit better performance than 1 in our experiments.
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If the scene to be analysed is known beforehand to consist
of many unknown objects that do not belong to the model set, the
weighting factor should be composed of two components. The first
component is computed by any one of the above. methods using all
known objects expected to be in the image. In case if only the
object to be detected itself is known, this component is computed
using only this object. The design of the second component is
based on a conjecture we made on the statistical nature of the
boundary curve. We hypothesize that the more rugged is the object
segment, the more unlikely is it similar to other object seg-






where aek is the change of angle of slope at pixel k, N. is the
number of known objects expected in the scene and Nt is the total
number of objects in the scene; 's are used instead of w' s as
the weighting factors for the subtemplates.
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2.6 Experimental Results and Discussions
Several tests are performed to verify the effectiveness of
the algorithm. Images of object scenes in our experiments are
acquired using a TV camera with a Colorado digitizer. Fig.2.9
shows an experiment with three very similar looking keys. Another
experiment with some commonly used tools is performed and is
illustrated in Fig.2.10. The object to be detected is correctly
located. Fig.2.11 shows an experiment with 12 parts. Our algo-
rithm seems to work well in all these cases.
The algorithm is implemented on an IBM PC/XT with 8087 co-
processor and is coded in Pascal. Depending on the complexity of
the scene, the typical time for locating an individual object in
our experiments is about 1-2 minutes. The experiment with the
keys in Fig.2.3 takes less than one minute. To locate the parts
in Fig.2.11 takes 1.5-2 mins on an XT, with 90% of the time spent
on subtemplate matching. It takes less than one minute to run on
an IBM PC/AT.
Creation of the model library is an interactive process.
Image of the model is acquired and processed under human super-
vision. The time required to compute the weights for the library
in Fig.2.10 takes an hour on an IBM PC/XT, and about half an hour
on an IBM PC/AT. The feature extraction process can be made
automatic without human intervention by letting the machine to
choose a subtemplate set by varying subtemplate size and location
such that the overall weighting of the set is maximum, ie. each
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subtemplate chosen should be as distinquishable from others as
possible. In fact this is one possible direction of extending the
work to a fully automized scheme for two dimensional shape recog-
nition.
One obvious trick that greatly reduces the overall recogni-
tion time is to reduce the number of subtemplates that is being
matched, since the subtemplate matching process is the most time-
consuming part of the whole recognition process. We may limit our
attention to those subtemplates with high enough weightings for
matching. In our experience, using only 60% of the subtemplates
of an object still gives satisfactory results. This would mean a
40% reduction in computing time. As a matter of fact omitting
those subtemplates that are very similar to others has the
advantage that some problems associated with stage 2 of the
algorithm can be eliminated, for example the situation depicted
in fig 2.9 did not happen if we match only the important ones.
By using DP to select an optimal consistent set of matches,
we have been able to use non-overlapping subtemplates to obtain
a reliable solution. We don't need a large number of overlapping
subtemplates to get the result in a statistical manner as in
other schemes[11]. As most of the time (90%) is spent on subtem-
plate matchings this would make our algorithm ten times faster in
many cases. Like other schemes, our algorithm may have trouble
when important subtemplates are occluded. However this problem
can often be solved with reduced subtemplate length.
Model Template Apparent Object
Subtemplates Subtemplates with high weighting
Matched subtemplates Result
Fig 2.10 Another Experiment
A set of 12 parts
Two differnet apparent scene to be analysed
Result of Identification
Fig 2.11 An experiment with 12 parts
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CHAPTER 3
RECOGNITION OF PARTIALLY-OCCLUDED 3-D ARBITRARILY-SHAPED OBJECTS
3.1 Review of Previous Work in 3-D Object Recognition
The generalization of the scheme proposed in Chapter 2 which
deals with the recognition of partially occluded 2-D arbitrarily-
shaped objects to the three dimensional case at first glance
seems straightforward if 3-D information of the object under
recognition is available. As a matter of fact such a generaliza-
tion is straightforward as long as we can find a practical -and
efficient way of performing 3-D subtemplate matching, and the
constraint application process remains more or less the same.
However subtemplate or more generally template matching in 3D is
more easily said than done.
Recovering 3-D information from 2-D images has always been
an important issue in computer vision. Many different methods
such as various stereo programs [16] which use two or more views
of the scene at different angles to infer depth, and the so-
called shape from XX techniques, such as shape from shading[17],
shape from regular patterns[18] etc., are capable of producing
fairly accurate and dense range maps. There also exists active
ranging techniques that project energy onto a scene to measure
range using time-of-flight or phase-difference measurement such
as those.used in laser range-finders., There also exists active
triangulation methods which. projects light strips or grids onto
the scene. The readers are referred to Besl and Jain [19] pp.92-
96 for a brief review on this subject.
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Regarding the types of information utilized, existing algo-
rithms in 3-D object representation and recognition can be broad-
ly classified into three categories. One works on and only on 2-D
data, treating the 3-D recognition problem using 2-D techniques.
Others utilize 3-D information, which is either obtained via
range-finders or recovered from 2-D intensity images. The third
category uses both and forms a hybrid scheme.
Thus far the acquisition of 2-D intensity image is much
easier, cheaper and faster than the acquisition of 3-D range
data. For the recognition of 3-D objects with a small number of
stable orientations, it is convenient and sufficient to creat a
library of 2-D silhouettes or contour projections for representa-
tion and matching, as long as the silhouettes are distinctive
enough. One example that used similar ideas is aircraft identifi-
cation[20]. The silhouette of the craft seen at different viewing
angles are recorded in the form of Fourier Descriptors. However
as a general technique such schemes suffer from the overwhelming
size of the library as well as the required time to search for a
solution. Other techniques within the first category includes
direct identification of certain simple geometric entities within
a single intensity image. Cernuschi-Frias and Cooper[21] used
reflectance maps to detect planes, cylinders and spheres in a
single intensity view but the technique is rather restricted to
be useful in the general case. There also exists rule-based
system such as the ACRONYM system by Brooks et al.[22] which
generates model-based 3-D interpretations of 2-D images. There
are many other techniques in this category. For a more detailed
review see Besl and Jain[19] pp.117-126.
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With the advent of range-finding techniques, there has been
a surge in the development of methods.for dealing with range
data. The use of depth information in recognizing 3-D objects
seems natural and justified since a single depth map conveys much
more information than a single intensity map. Besl and Jain[19]
showed that the intensity-image object-recognition problem is
generally more difficult owing to an illumination-reflectance
operator I which operates on the depth-map function f. One needs
a priori knowledge of all surface reflectances and all illumina-
tion sources of the scene to invert this I operator. Since range-
image formation is conceptually a simpler process than intensity-
image formation, to recover information of the real object using
range data is correspondingly easier.
However, one inherent problem that always exists even when
range information is available is that the so-called 3-D range
information is in fact only 22/1D since different parts of an
object become invisible when seen at different angles. Therefore
all 3-D object recognition problems are inherently occlusion
problems, even at the absence of any other objects.
Most existing techniques that handles 3-D object recognition
utilizing 3-D information are based on abstracting the object by
some high level features. Singularity points, edges, planes,
quadratic- surface patches, cylinders. and cones are the usual
primitives used in constructing a relational graph for represen-
tation and matching. Bhanu[23] presented an algorithm for 3-D
scene analysis which is a generalization of their 2-D scheme [4].
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Planar surfaces were used to approximate the object and a stoc-
hastic face-labeling scheme was used to establish a corresponde-
nce for each of the faces obtained from the scene with those from
the model. However, as pointed out in [19], it relies too heavily
on the consistency of the output from the face-finding algorithm.
Ballard and Sabbah [24] developed a scheme which emphasized on
explicitly decoupling orientation and translation parameters and
employed techniques similar to Hough transform to estimate the
parameters. Faugeras and Hebert [25] at INRIA have devised a 3-D
object recognition algorithm based on geometrical matching bet-
ween primitive surfaces. Oshima and Shirai [26] devised a scheme
which designs for each view of the object a characteristic view
consisting of a kernel region which is used for matching during
recognition. Their scheme is interesting since it can handle more
than one object at a time. However because of the view-dependent
nature of the stored object models, matching becomes slow when
many views are allowed. Horn [27] discussed the use of extended
Gaussian image for object recognition. The method is ideal for
convex object recognition without occlusion. There exists many
other techniques in this subject. Again see [19] for a more
detailed review.
The above mentioned two categories use either intensity-
image or range-image exclusively, whereas there is a trend in
this subject that multiple sensory data are used to infer a
solution. Magee et al.[29] performed experiments in 3-D object
recognition using intensity guided range sensing. Although their
main Duruose was to reduce the time required to acquire a com-
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plete range map, the idea is valuable and can be argumented by
the fact that human vision systems rely heavily on intensity
images we can interpret a black and white photograph precisely.
Therefore we believe a recognition system using multiple sensory
data should be more powerful and efficient compared to those
using'only either intensity image or range data.
As already mentioned, most existing techniques are based on
abstraction of the object by certain high level primitives. Some
assume the.existence of vertical and horizontal planes, others
directly deals with the extraction of cylindrical or conical
surfaces. Yet some of them can handle polyhedras only, and others
rely on the consistency of the polyhedral approximation for the
same object at different views. In one way most techniques are
not well-suited to the recognition of some truly irregular-shaped
objects. Also the time required for recognition in previous
schemes are usually too long to be practical in real-time
applications.
The approach we adopted in this work is quite different from
any existing approach. We are primarily working on range data.
Instead of extracting some high-level features for matching, we
directly perform low-level subtemplate matching. The model object
is broken down into many subtemplates which are surface patches
of the object's boundary surface. Each of these subtemplates is
directly matched against the rotated object in the scene. The
algorithm makes no assumption on the model object such as the
existence of relatively planar surfaces, edges, singularity
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points, quadratic surface patches, cylindrical or conical
entities. Therefore the algorithm is well-adopted to the
recognition of irregular, arbitrarily-shaped objects. On the
contrary, the method may turn out to be quite dumb when working
on regularly-shaped objects with symmetry such as cylinders and
cubes. Anyway we cannot expect that a single technique can handle
all different problems and we believe that a complete object
recognition system can never rely on just one or even a small
number of different techniques, but should consists of different
techniques working in cooperation to handle different entities.
The subtemplate matching here can still be viewed as feature
extraction, just as planes or cylindrical surfaces are extracted
in other schemes, but more precisely model-driven extraction of
irregularly-shaped surface patches. With different feature
extractors working together simultaneously and then apply
rigidity constraints and contextual information, the resulting
system should be able to work properly and efficiently in a
general sense. Fig.3.1 illustrates the structure of such a
system.
The algorithm we propose here is in principle very similar
to the one we introduced in chapter 2. Subtemplate matching is
done in the first stage and dynamic programming is again used in
the second stage to produce a consistent interpretation of the

















Fig 3.1 A 3-D object recognition system with
non-homogeneous feature extractor.
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3.2 Three-Dimensional Subtemplate Matching
As pointed out in the previous section, one inherent problem
when dealing with 3-D low-level matching (matching a 3-D model
with a scene given in the form of a depth map or equivalently in
the form z=f(x,y)) is that the scene data is not truly 3-D, but
rather 22 D instead. This means that part of the information is
lost, or can in some way be thought of as being occluded. This
situation, which we refer as the self-occlusion problem, is
depicted in fig.3.2.1.
When dealing with subtemplate matching in a general sense,
we have to consider the following points:
i) Definition of a subtemplate
ii) Extraction of a corresponding entity from the scene
iii) Alignment of the two entities
iv) Actual matching.
For the 2-D case the answers are straightforward. A subtem-
plate is nothing but a segment of the model template boundary of
length headed by a reference point B. When a point on the
object boundary curve is suspected to match with B, an equal
length segment headed by is extracted for matching. Alignment
is done by calculating the average angle of slope for both seg-
ments, and rotate the subtemplate by that difference around B.
Matching is done by translating B to and calculate and sum the
distances between each corresponding point on the two equal
length segments.
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For the 3-D case the situation is not as simple, mainly due
to the additional freedom of rotation and the self-occlusion
problem. Assume that a model is given in the form of a collection
of depth-maps corresponding to different views of the model.
First of all we have to define what a subtemplate is. Note that
simply defining the subtemplate to be a rectangular sub-map of
the depth map and similarly extracting a same-sized rectangle
from the scene would not work since the subtemplate has to under-
go an arbitrary rotation in 3-space. After the rotation the
rectangular frame is distorted. Ideally this distorted rectangle
should be aligned with the object surface and then the projection
is extracted and used for matching. However the alignment depends
on the estimation of the orientation for both entities for
matching. In other words we have to estimate the orientation of
the patch so that we can align and project the subtemplate on the
object surface to extract the patch for matching, but the estima-
tion of the orientation in turns depends on the patch. This
situation is depicted in fig.3.2.2. This contradictory condition
can be resolved if we use a 3-D windowing scheme which is inva-
riant to 3-D rotation instead of using a 2-D window such as a
rectangular window or a circular window. The main point is that
the outcome of the scheme when applied to the same portion of the
surface but viewed at different angles should remain the same.
The only window satisfying this criteria is a spherical window.
This situation is depicted in fig.3.2.3.
SceneModel
(3-D data) (22-D)
Fig 3.2.1 3-D vs 212--D data
(a) (b)
Fig 3.2.2 Defining a subtemplate using 2-D rectangular window.
The extracted portions(bounded by dotted lines) for
the same object at different orientations are not
identical. The distorted rectangle(heavy line'in (b))
corresponds to the correct portion that should be
extracted for matching with that in (a).
(a) (b)
Fig 3.2.3 Defining a subtcmplate via a 3-D spherical window.
The extracted portions (bounded by heavy lines which
are intersections of the spheres with the object
c„rfnrPC' nrP identical for both views.
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3.2.1 Definition of a subtemplate extraction of an object patch
Given a model in the form of a set of 3-D discrete points(or
preferably a collection of depth-maps corresponding to different
views of the model), a subtemplate is specified by a centre point
on the surface of the model, and a radius r which defines the
size of the subtemplate. All the surface points included within
the sphere with, as centre and r as the radius constitute the
subtemplate for matching. Similarly given a scene again in the
form z=ffx,v). Suppose a point C on the scene is suspected to
match with CB. We can go through the same process to extract a
corresponding object surface patch bounded by a sphere with C as
centre and r as radius. This step alone ensures that identical
patches are being matched, provided that C does match with C..
However this is only part of the story. We still have to face the
self-occlusion problem. The object patch extracted for matching
may not be complete some part of it may be invisible.
Once the subtemplate as well as the object patch for
matching is defined, the orientation of both patches must be
estimated so that the model subtemplate can be properly oriented
and aligned for matching. Since part of the patch may be missing,
the estimation using the seen portion only may turn out to be
quite erroneous or inconsistent. Fig.3.2.4 shows such a situa-
tion. Yet another problem is that of sampling density. Since the
depth of the object surface is sampled in a uniform rectangular
grid, the resulting sampling density will be different if the
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surface is viewed at different angles. Therefore unless some sort
of re-sampling that emulates true uniform surface sampling is
done, the estimated orientation will be biased. This is shown in
fig.3.2.5. However such a re-sampling scheme is by no means
simple. Our method here provides a useful guideline for estima-
ting the orientation to a reasonable accuracy by using only part
of the patch, namely the outer boundary of the patch only.
(b)(a
JC11 Vl.VluJ1V11Error in orientation esLimacioii uue LUFig 3.2.4
The estimated orientation(the heavy arrows) for the
same surface patch at different viewing angles turns
out to be inconsistent due to the self-occlusion
problem. The shaded region in (b) corresponds to the
invisible portion.
(b)(a)
Error in orientation estimation due to non-uniformFig 3.2.5
surface sampling. Variation of sampling density
along the object surface results in the incon-
sistent orientation estimation for the same patch
viewed at different angles.
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3.2.2 Estimating the orientation of a surface patch
Given a subtemplate or a patch for matching, points on the
outer boundary of the patch(i.e. points exactly r away from the
centre point Q forms one or more closed space curves a(s). For
simplicity we assume there is only one such a (s). This can be
realistic if r is properly chosen. However the algorithm can be
easily modified to handle more than one such space curves. We may
define a vector va which is associated with the surface patch
defined by a(s) as follows: (see fig.3.2.6c)
(3.1)
where a(n)a(e) and n is the no. of sample points of ats).
Note that instead of using the entire patch in estimating
the orientation, the outer boundary a(s) alone is used. Using the
space curve a(s) only has several advantage over using the entire
patch in that i) less calculation ii) proper selection of the
subtemplate position and size can to a certain extent minimize
the effect of self-occlusion, as illustrated in fig.3.2.6a iii)
even when part of the space curve is invisible in the scene, a
reasonable estimation can still be obtained by the algorithm
proposed in Appendix A for obtaining the space curve which uses
interpolation to obtain an approximation for the invisible part,
as illustrated in fig. 3.2. 6b iv) uniform surface re-sampling is
difficult but it is easy to resample the space curve such that
all points are equi-distant.
(a) (b)
Fig 3.2.6 Using only a(s) to minimize the effect of self-occlusion
(a) Though part of the patch is invisible(the heavily-shaded part),
the outer boundary a(s) (in heavy line) is completely visible.
(b) Even when part of a(s) is invisible, a point p is obtained
which is r away from the centre point by interpolating bet-
ween two consecutive visible points pi pj{1, the former being
too close to ,while the latter too far away. The obtained a(s)
passes through p and approximates the true a(s).
a(s)
a(i+1) a(i)
Fig 3.2.6c Definition of Va for a space curve a(s).
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3.2.3 Performance in orientation estimation
In order to see the effectiveness of such a scheme in orien-
tation estimation, we perform a test on a synthetic object as
shown in fig.3.2.7. The heavy line corresponds to the outer
boundary of the subtemplate. The intensity shown in the figure
corresponds to the depth of the scene dark regions are closer to
the viewer than the light regions. The synthetic object consists
of two intersecting planes with part of a sphere lying between
them. The orientation of a specific patch defined by B and is
estimated using various schemes. Then the object is rotated in
three space to generate rotated versions of the same depth map.
Two of them are shown in fig.3.2.8. After that the orientation of
the corresponding patch centered at the rotated 0(x0, y0) is esti-
mated using various schemes.
Fig.3.2.9 shows the result when the entire patch is used for
the estimation. No resampling of any sort is performed and no
special care is taken to handle self-occlusion. The orientation
is simply estimated by averaging the individual orientation at
every point j of the subtemplate, which is in turns estimated by
using 6 neighbour points in the xdirection and another 6 in the
y direction to calculate and, where
(3.2)
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The orientation at that specific point j is then given by v,
The orientation of the entire patch centered at
i5 k.alculaUUU a5
(3.3)
where k is the number of points seen in the patch,
Since the amount of'rotation is known, we can pre-compute
the orientation vector for the rotated patch and compare it with
the estimated one. The error is defined as the agnle between the
exact orientation vector and the estimated orientation vector.
From the figure it can be seen that the estimation is very
poor except at very small degree-of rotation. Beyond that the
error rises in a linear fashion. The error here comes mainly from
the inconsistent sampling density when the scene is rotated. In
fact the effect of self-occlusion hardly shows up. One may use
other schemes in estimating the orientation at each specific
point, say by fitting a plane to a 3 by 3 window centered at that
point. The result may turn out to be better.
Fig.3.2.10 shows the result of our scheme, ie. using only
the outer boundary in the estimation. From the figure it can be
seen that the result is quite good,.especially at small rotation.
For rotation smaller than 50° the error in estimation is quite
ramdom. Beyond that the self-occlusion problem shows its effect
and the error gradually increases. However the error is still
relatively small, less than 3° at a rotation of 70'. From that we
can be quite confident with our scheme in estimating orientation.
Fig 3.2.7 A synthetic depth map
with subtemplate shown.
(b(a)
Fig 3.2.8 Rotated views of fig.3.2.7.
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Fig 3.2.10 Error in orientation estimation using only the outer boundary
3.2.4 Actual matching
Now that we have a model subtemplate centered at c, the
outer boundary being as) and an object patch for matching cen¬
tered- at C the outer boundary being a'(s), with orientation esti¬
mated to be va and va. respectively. The model subtemplate can
now be aligned for matching with the patch with r translated to
C and v_ aligned with v.. Similar to the case of orientation
estimation, we may attempt to match the entire subtemplate with
the patch. Since there is still one rotational freedom for the
model patch (rotation about£), the computation may be quite
labourious. One must rotate the subtemplate about £0 and at each
different rotation calculate for each point on the subtemplate
its distance from the object patch. On the contrary if we attempt
to match as) with a's first, the involved complexity can be
somewhat reduced.
Given a space curve as centered at£ with orientation va,
we can decouple the 3-D space curve as) into two 1-D parametric
functions ccs) and Z(s by projecting as) onto a plane perpendicu¬
lar to v as shown in fig.3.2.11. The projection of as on the
plane forms a closed contour which can be represented by a perio¬
dic complex function c(s=xs+jy(s) if the plane is viewed as a










Fig 3.2.11 Decoupling of 0.(5) into (b) 2 S) and (c) C CS)
In this way we decouple the space curve of the object patch
a'cs) into {z 1 s, c1 cs}. We then translate and rotate the space
curve of the model subtemplate as such that C0 aligns with C and
va aligns with va.. We then similarly decouple the transformed as
into {z(s),ccs)} and match them against {z 1 s), c• (s). This is shown
in fig.3.2.12.
Note that in reality we do not have to actually rotate and
translate the subtemplate. It makes no difference whether we
align va with va. then project the rotated as on a plane
perpendicular to va. or directly project acs) on a plane
perpendicular to va, as far as the resulting zcs) and cs is
concerned.
Before attempting to match zs with z'cs) and cs with c'cs),
we first compute a quantity e0 which measures the difference
between the relative position of c and C0 with respect to their
corresponding space curves. Let the height of £0 and C measured
















Fig.3.2.12 Decoupling of the space curve.
(a) model patch; (b) object patch.
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(a) (b)
Fig 3.2.13 Computation of e. (a) model patch; (b) object patch.
Note that if we attempt to match the entire patch, all other
points should be processed in the same way for each different
rotation about Since r and C are invariant to such rota-d 0
tions, we can compute e0 for once and only once. If e0 is smaller
than a threshold t0, we go on with the matching process. Other¬
wise we claim rightaway that the model patch does not match the
object patch.
We then match z(s against z'(s by computing
(3.6)
That is, we compute the cross-correlation of zs) and z's
and take the maximum, normalized and subtracted from 1 to measure
the error in matching zcs and z's). r corresponds to the shift in
starting point to get the best match. If eL is smaller than a
threshold tj we can go on matching ccs with c's) by shifting c(s)
by t. To be more cautious one may record more than one such r
since the best r in matching zs with z's) may not necessarily
correspond to the best starting point shift in matching cs with
c's due to noise. However in our implementation, we retain only
the best match just for simplicity.
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Next we compute e2 which reflects the error in matching c(s)
with c' (s). Fourier Descriptor method is used here to estimate
the required rotation for c(s) about va, such that it matches c'( s)
best. Other methods may as well be used. For example we' can
convert c(s) and c'cs into 8-s representations and than apply
similar techniques as in section 2.2. FD method is used here,
taking the advantage of the efficiency of FFT. The starting point
shift 7 deduced in computing el can be used here, or it can be
cross-checked with that obtained independently using the FD
method similar to that proposed by Wallace and Wintz [20]. In the
former case, the computation is much simplified.
since c(s) ana C'(s) are perioaic runctions of s, tney can be
represented by Fourier series expansions
(3.7)and
Rotating c (s) by the angle in the complex plane requires
multiplying each coordinate by ejo. By linearity, multiplying each
component of C(w) by ejo is the equivalent frequency domain
operation. If c(s) and c'(s) are obtained by tracing in the
counter-clockwise direction, C(1) and C(1) will always be the
largest coefficients..
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We proceed by rotating c(s) such that the phase of C(1) and
C(1) are the same. That is, we multiply each component of C(w) by
where
(3.8)
Thus we compute e2 by
(3.9)
Finally the overall matching error e is computed by
(3.10)
where kg, kl and k2 are constants for adjusting the relative
weights of individual errors. In our experiment they are all set
to 1.
If e is smaller than a threshold t, is accepted to be a
probable match for B. Recall that in the 2-D case, a reference
point is defined for each object. For the three-dimensional case,
since two vectors uniquely determines the position and orienta-
tion of an object in 3-space, we arbitrarily select three refer-
ence points for each object. As the matching process goes by, the
subtemplat a is rotated and aligned on the object surface. The
reference points are correspondingly rotated in three space.
Their final positions correspond to the accumulators to be incre-
mented if Hough Transform is implemented. As in the 2-D case, we
instead explicitly set up a match table to store the potential
good matches. The matching position C, the estimated orientation
at that point va' and the positions of the reference points as
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well as the matching errors are stored in the table. Again we
restrict the size of the table to q by m, where q is the total
number of subtemplates and m is the maximum number of good
matches for each subtemplate.
We may now summarize the entire subtemplate matching pro-
cess., Given a model in the form of a collection of depth maps at
different views, we first construct a library of subtemplates by
specifying for each subtemplate a centre point B and a radius r.
For each such subtemplate we
1) obtain its outer boundary space curve a(s),
2) estimate its orientation va
3) project a(s) onto a plane perpendicular to va to obtain
z(s) and c(s),
4) calculate the Fourier transform of z(s) and c(s).
lvoze znaz ali zne above caiculazions can ne compuzea orrlinE
with the results stored in the library. The Fourier transform of
z(s) is also computed since in reality the cross-correlation it
calculating e1, is also done in the frequency domain.
Now given an object scene again in the form of a depth map,
we perform the following steps for each suspected point (in our
implemention all points within the depth map are taken to be
suspected points).
5) Obtain the outer boundary space curve a'(s),
6) estimate the orientation va'
7) decouple a'(s) into z'(s) and c'(s),
8) calculate the Fourier transform of z' (s) and c' (s),
9) compute eB which measures the difference between the
relative position of and with respect to their
corresponding space curves,
10) if eo is greater than tB, we try the next subtemplate.
Otherwise we proceed to
11) compute ej in matching zcs) with z'(s) using correlation,
12) if is greater than tj, we try the next subtemplate.
Otherwise we proceed to
13) compute e2 in matching cs with c'cs) using FD method,
14) compute the overall matching error e. If e is smaller
than t than C is accepted as a good match for r for the
subtemplate under consideration. Enter the correspon¬
ding items into the match table.
One great advantage about the above scheme is that i)many
entities can be calculated offline; ii)the matching is done in a
hierarchical manner. e0 is most easy to compute, next comes et and
finally e2. Obvious mismatches are rejected in early stage of the
algorithm and thus the speed of the entire matching process is
greatly enhanced.
Fig. 3.2.15 shows the various matching errors eB,elfe2 and e in
the form of an intensity map when the scheme is applied on the
synthetic object shown in fig.3.2.14a. The centre of the subtem¬
plate is at (17,17) and r=8. Fig.3.2.14b and c shows a rotated
version of the same object. The correct matching point is known
to be (15,18). The space curve obtained at that point with its
various projections are shown in fig.3.2.14c, with those corres¬
ponding to an incorrect matching point shown in fig.3.2.14b. From
fig.3.2.15e it can be seen that the best matching occurs at
(15,18), which is shown as the brightest spot. This is in agree¬
ment with our prediction. Fig.3.2.16 shows the form of a match
table with 3 subtemplates.
(c)(b)(a)
Fig 3.2.14 An example illustrating the actual matching.
(a) subtemplate and its projections.
(b) object patch centered at an arbitrary point.
(c) object patch centered at the best matching point.
(a) eo (b) e1 (c) e2
1818
1515
(d) Total error e (e) e threshold to
show the best matching
position
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Fig 3.2.16 A match table with 3 subtemplates, q=3 and m=6.
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3.3 Selecting the Best Spt of Matches using nvnnmic Protyrnmmino,
Now that given a match table such as one in fig. 3.2 .16, we
use a DP scheme to select the best, consistent set of matches
just as we did in the 2-D case. In fact the scheme is more or
less the same as in section 2.3, except for the definition of the
various metrics.
Given a match table consisting matches of the form Mij: the
jth matching for subtemplate i. Each entry (i,j) contains the
following items:
matching position- where that match occurs,
matching error- how well does it match,
orientation- orientation of the patch centered at
the point where the match occurs,
references- reference points for the object if this
match is accepted.
Similar to the 2-D case, we first define two metrics dl and
d2 between two matches (Mid, Mk,L) which measures their difference:
(3.11)
(3.12)
Vi is the absolute orientation of subtemplate i,where
Pi is the absolute position of subtemplate i.
In addition to dl which corresponds to a rotational metric
and d2 which corresponds to a positional one, we define yet
another metric d3 which explicitly try to minimize the deviation
in the object reference points in the final selected set of
matches.
53
d3 is defined as
(3.13)
which states that the object reference points on the scene should
concentrate in single points if all the matches are compatible. B
denotes the pth object reference point. In fact this metric can as
well have been used in the 2-D case.
The compatibility c between two matches is thus defined as
(3.14)
where the ai's are constants used to adjust the relative
weight of the factors.
Now given the set of all Mij' s, i=1 to q where q is the
number of subtemplates in the match table, we calculate
(3.15)
where fk-1(xk) represents the optimal compatibility for the
matchings corresponding to subtemplates 1, 2,... k if subtem-
plate k is assumed to be matched with the object at xk.
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Again we have to consider the case when no correct match
occurs for a particular subtemplate. The compatibility in this




where X= Pi Pk is the absolute distance between the two
subtemplates; u Cos is the angle between the orienta-
tion vectors of the two subtemplates. Introduction of,this term
accounts for self-occlusion. If the orientation of two subtem-
plates differs by 180°, then it is most likely that if one is
seen, the other is invisible. Fig.3.3.1 shows the effect of U on
the nil-class compatibilities.
Again here c1, c2, a1 and a2 are the key parameters which
affect the outcome of the algorithm. A high c1 and c2 with low a1
and high a2 favour the nil matches. If c1 and c2 are set too
high, it may cause a trivial solution with all subtemplates
labeled nil. Too low a c1 and c2 with high a1 and low a2 may cause
incompatible matches to appear in the final assignment. Our
strategy here is to give a good initial value for cl and c2 (0.7
and 0.6 in our experiments) and fix a 1 and a2 (both equal 5 in our
experiments). After the DP is applied, an evaluation is done on
the resulting assignment. The average and standard deviation of





Fig 3.3.1 Effect of U on nil-class compatability.
U is the angle between. the two orientation
vector of the two subtemplates.
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If the matchings are all accurate.and correct the location
of the three object reference points should be the same for all
subtemplates. Hence we estimate the location of the object by
averaging over all subtemplates, since three non-coplanar points
uniquely determine the position and orientation of an object in
three space. A good result should have as little nil-matches as
possible, and the standard deviation 6R in the object reference
points given by
(3.17)
should be small. Vt denotes the pth object reference point for the
tth subtemplate within the set of q' successfully labeled(non-nil)
subtemplates and aP denotes the mean of the pth object reference
point. We define a quantity n as a measure of the effectiveness
of the solution as follows.
(3.18)
where. q is the number of subtemplates used in the matching,
q' is the number-of non-nil matches in the final assignment.
and b (typical values are 10 and 3 respectively) are adjustable
parameters.
If the computed confidence n is above a predefined threshold
T. we accept the solution and stop. On the other hand if is
low, attempt is then made to get better results by modifying the
parameters. If it turns out that all matches are nil,, c1 and c 2
will be lowered and the process is repeated.
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If on the other hand the standard deviation in object
reference points are greater than the predefined values, c1 and c 2
are raised and the process is again repeated. Similar to the 2-D
case the process is allowed to be repeated for at most 4 times.
If by then the result is still no good, we claim that the object
to be recognized is not present in the scene.
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3.4 Experimental Results and Discussions
To verify the effectiveness of the algorithm, we first
perform a preliminary test on the synthetic object shown in
fig.3.4.1a, which is the same object in fig.3.2.7. Fig.3.4.lb
shows a rotated version of the object which corresponds to the
scene to be analysed. The resolution of the depth maps are 30 by
30 in this simple experiment. Three subtemplates are defined for
the object, as shown in fig.3.4.1c. Since the rotation of the
scene with respect to the model is known beforehand, the expected
locations and orientations of the corresponding patches as well
as the object reference points on the scene can be computed to
check the correctness of the result. The table in fig.3.4.1d
shows the locations as well as the orientations for the three
subtemplates together with the three object reference points and
their expected correspondence in the rotated scene. The match
table is shown in fig.3.4.1e and the application of DP and the
final result is shown in fig.3.4.1f. Entries marked with a'*' in
the match table correspond to the final selected matches.
Comparing them with the actual values shown in fig.3.4.1d we see
that they are quite close and are therefore acceptable.
To study the behaviour of the algorithm when part of the
object is being occluded, we perform the same experiment twice,
with the matching region chosen in the second trial in such a way
that one of the three subtemplates, namely subtemplate 0, should
not be matched(ie. we avoid regions of correct match for that
(a) synthetic object (b) rotated view
AoC5- a.cs) cs)
c,co




















































































(d) Table showing locations orientation of the 3 subtemplates
and their correspondence in the rotated scene
Fig 3.4.1 A simple experiment
























































I 0 0.1751 -0.849
1 1 0.2026 3.280
1 2 0.2029 -0.812
1 3 0.2130 -1.082
1 4 0.2150 3.460































2 0 0.1567 -0.439
21 0.1902-0.767
2 2 0.2374 -0.510
2 3 0.2569 -0.703
2 4 0.2599 -1.052































Fig 3-4.le The match table. Entries marked with are the selected results.
Total no. of subtesiplates: 3
no. of [Hatched subtetplates: 3
cospatability (0,h.l,l)
















































































































































































0 0 0 I







































Fie 3.4.If Result of the DP scheme
Fie 3.4.1 Cont'd
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~5.66,• j .29, 4.45
(a) The match table
Total no. of subteaplates: 3
no. of latched subteaplates: 3
cojapatabiiity (0,11,1,1)


































































































































Match no: -1 4 0
Ref. point 1
2
1 1 4 J -2.63 23.25 7.63 4 7.08 18.92 18.21 4 -5.94 9.73 5.13
220 t -4.54 22.36 4.174 5.47 20.09 14.994 -9.03 9.46 4.30
aean ref. 4 -2.50 29.05 5.90 4 6.27 19.50 16.60 4 -7.48 9.60 5.01
standard deviation: 3.1535
(b) Result of the DP scheme
Fig 3.4.2 Same experiment as in Fig.3.4.1 to illustrate occlusion
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subtemplate), just as if it were being occluded. Fig.3.4.2a shows
the resulting match table. There are still two false matches for
subtemplate 0, but are rejected by the DP scheme as shown in
fig.3.4.2b. From the figure it can be seen that subtemplate 0 is
labeled as -1, which means a nul label. The remaining two
selected matches for subtemplate 1 and 2.are the same as those in
the previous experiment.
Aster that another experiment is performed on a more complex
object, an arbitrarily-shaped stone as shown in fig.3.4.3. Since
we do not have a range-finder, the object is approximated by and
manually digitized into a polyhedra consisting some 106 triangu-
lar faces. From that synthetic depth maps as well as intensity
maps are generated for different viewing directions. The size of
the maps are 128 by 128. Note that from this figure on, bright
regions on the picture correspond to regions close to the viewer
and vice versa. A library is then constructed for the object
based on the various depth maps. For simplicity but without loss
of generality, we used only one depth map in constructing the
library. That means the subtemplates are confined to one side of
the stone. In reality one needs some four or five views in order
to cover the entire object. However for illustration purposes,
using one will suffice. In selecting a subtemplate one should try
the best to obtain it from a viewing direction so that it is
completely visible. A subtemplate that cannot be completely seen
no matter at which direction it is viewed should be avoided.
The depth map of the model at the specific view from wnicn
the subtemplates are extracted is shown in fig.3.4.5a. The
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extracted subtemplates are shown with the obtained space curves
in heavy lines. The table in fig.3.4.3b records the locations and
orientations for each subtemplate as well as the defined object
reference points. The scene to be analyzed is derived from the
rotated stone shown in fig.3.4.3b. The actual location and
orientation of matching for each subtemplate and the actual
object reference points on the scene are shown in fig.3.4.5c.
Fig.3.4.5d shows the match table, with the calculated
compatibility used in the DP scheme shown in fig.3.4.5e.
Fig.3.4.5f shows the final result. Compared with the expected
values in 3.4.5c, we see that they are quite close.
From the results it can be seen that the error in matching
position and orientation are quite small compared to that of the
object reference points. The reason is that since the object
reference points are in general quite far from the subtemplates,
a little deviation in the matching position and orientation will
cause the error to be amplified by a great factor, resulting in a
relatively large deviation from the expected locations of the
object reference points. Therefore it may be necessary to modify
the way the reference point locations are inferred, say by
directly calculating them in a global manner from the resulting
matching positions alone. The idea is we estimate the location of
the object reference-points based on all matched subtemplates,
instead of calculating them based on each individual subtemplate
and then average.
(a) (b)
Fig 3.4.3 Depth maps of a synthetic stone at two different viewing directions
(a) (b)






























































































































Fig 3.4.5 A more complicated experiment.
(a) Model objects and subtemplates;
(b) Centre, orientation of subtemplates and reference points;
(c) Expected centre, orientation and reference points on scene.
Fig 3.4.5 (d) The match table
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Fig 3.4.5 (e) The compatabi1ity table
subr espiat
Ha?cn fij
A i 7 7 ,i 5J i v. j -r
1 U i -J jL V




7 iL i. S f i i, i UI VV
- A 7 7 Q 7 .1 A A
A 444 -A A34 -A HP P.




A C• 7 A v77 -A ~AO
47 44 7] 71 77 7A
A7 AO 70 ~7 7A 17
.j 1 7.1 7 Q 77 7 A 77
41 °A '2 IP IP °4
7£ 7C 77 JA 1 0 7
•_• vj lJ il 7 1 1
s7 AO 7.4 C;- 7.1 07
71 7.1 0 7 77 A
7 i 1 Q 7 Q o 7 1 7 Q
v-? rn -:u 70 «j or
7-J.jO -J-J.OT iJ. j-J
4P Qv -:4 4 AC.
70 07 .4 A 77 7A AQ
.1 i 7l 7Q 77 10 o 7
il .17 70 71 7A A A
70 71 77 44 15 PC.
•j'-f. 11 4o« 0 3 iS. i.3
3R.hU 47.40 I.77
nnc.ir.i n nri uro.:-i ok V t v V,~ rf A
aean r 8i 40. 3 70 7 1 70.4? v Ai i j I I uU 7 7 7Q: A4_Pi 'i 4.(if
standard deviation i ,o48i
Fig 3.4.5 (f) The final result. The selected matches are shown on the scene.
Fig 3.4.6 shows another example. The stone viewed at another
direction is used as the scene. Fig.3.4.6b shows the match table.
Note that subtemplate number 4 is missing, as shown in the final
result in fig.3.4.6c and fig.3.4.6d. Compare the results with the
actual values pre-computed, we see that the stone is correctly
located.
To study the effect of partial occlusion, another two exper¬
iments were done on the scene shown in fig.3.4.3b and fig.3.4.6a
by introducing a tetrahedra to occlude part of the stone, as
shown in fig.3.4.7a and fig.3.4.8a respectively. The results are
shown in fig.3.4.7b-c and fig.3.4.8b-c. They are all reasonable
and correct.
Throughout the experiment the depth maps are manipulated and
stored in integer values. The round-off error results in an
inherent random noise of about 3%. To study the robustness of the
scheme, we explicitly introduce some random noise of 6% on the
scene in fig.3.4.6a. The resulting match table is shown in
fig.3.4.9b. Compare that with the match table in fig.3.4.6b, we
see that 4 out of 6 subtemplates cannot be matched, and the final
result consists of two matched subtemplates, as shown in
fig.3.4.9c. Although there are only two successfully matched sub-
templates, the result is still correct.
Note that in reality the data obtained by a range-finder can
be very accurate, an error of less than 3% is not uncommon.
Anyway, to improve the situation with presence of even more
severe random noise, one may increase the size of the match table
Fig 3.4.6 (a) Another view of the synthetic stone used for matching as a scene.
Left: depth image right: intensity image.
error rotation onsitinn nripnfaHnn rD+oronrn tf
000 0.1230-0.461 32,40,26.00
0 0 1 0.2040 -0.257 54,17,-4.00
0 0 2 0.2205 0.526 37,46,24.00
0 0 3 0.2650 2.386 30,23,23.00
0 0 4 0.2684 3.550 33,21,22.00
























1 1 0 0.1882 -0.40! 40,36,30.00
1 1 1 0.1924 -0.215 41,36,30,00
1 1 2 0.1929 -0.395 41,37,30.00
1. 1 3 0.2560 2.072 35,17,22.00
1 1 4 0.2623 -0.397 39,36,30.00























2 2 0 0.0804 -0.742 38,46,26.00
22! 0.1447 1.810 41,42,28.00
222 0.1463 -0.599 37,45,26.00
2 2 3 0.1502 1.693 51,42,26.00
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4a.7k. 4? 9i 77 47
330 0.1716 4.613 45.23,23.00
331 0.1782-0.293 53,43,25.00
332 0.1829 1.515 25,29,26.00
336 0.1861 4.663 26,28,26,00
334 0.1947 4.382 42,42,20.00
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?.ean ret. j3.32 26.66 20.18 47.78 29,96 i7.26 34.67 35.06 16.30
standard deviation: 9.7045
Fig 3.4.6 cont'd.. Result of recognition using the same set of subtemplates
as shown in fig.3.4.5a.
(c) Expected results;
(d) Matched subtemplates;
Note that subtemplate 4 was lost.
Fig 3.4.7 (a) Stone partially occluded by another object.
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Fig 3.4.7 cont'd.. Final result when stone partially occluded.
Compared with fig.3.4.5f, two subtemplates are missing.
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Fig 3.4.8 cont'd.. Results. Three out of six subtemplates are labeled sucessfully.
Fig 3.4.9 (a) The scene shown in fig.3.4.6a corruptea
by 6% random noise.
Fig 3.4.9 (b) The resulting match table. Compare to that in fig.3.4.6b
sult~ expiate; U 12 3 4 0
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Fig 3.4.9 (c) Matching result with the presence of 67o random noise.
so that it can accomodate matches with larger matching error, and
let the DP scheme to select the desired ones and reject the false
matches. However as the number of entries for each subtemplate
increases, there are occasions when the false matches themselves
form a compatible labeling set which results in an incorrect
interpretation.
For this and other reasons, it deserves to direct future
research on making the DP scheme more sophisticated. One way to
do that is to re-formulate the global compatibility as
(3.19)
instead of the former hypothesis we adopted, ie.
[3.20)
That is instead of considering the overall compatibility in
terms of pairwise compatibility of individual subtemplates, we
can work on triples of subtemplates. One may generalize that to
quardruple and so on, but the computational effort increases
exponentially, and we believe that 3 is an optimal choice regard¬
ing performance versus complexity.
In addition to the enhancement of the DP scheme, a more
sophisticated subtemplate matching stage that retains as little
probable matches as possible can do much help in improving the
overall performance of the scheme. One obvious way to achieve
this is to go one step further in matching the internal points of
the subtemplate after matching the outer boundary, provided that
the result in matching the boundary alone is good enough. There-
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fore one adds a final step in the matching hierarchy to match the
internal points based on previous matching results. Note that we
do not have to rotate the subtemplate any more, since the align-
ment is already complete after matching the outer boundary.
So far in the 3-D case we have not yet considered the
application of a weighting scheme that reflects the relative
importance of the subtemplates as we did in the 2-D case. That
does not mean that the weighting scheme is not applicable, but
rather such consideration is even more important in the 3-D case.
Currently the selection of subtemplates is done manually. To
achieve a fully automatic recognition system we would like it to
select by itself those subtemplates that are considered as impor-
tant. However the implementation may turn out to be a bit more
difficult than the 2D case, and we leave it for further research.
The current algorithm is implemented on an IBM PC/AT and is
coded in Pascal. To recognize the stone using 6 subtemplates as
shown in the experiments takes about 45 minutes, with most of the
computing time spent in subtemplate matching which spans a search
region of about 30 by 30 which is a total of 900 points. To
process one single point on the scene takes on the average some-
thing like 3 seconds. The most time consuming part in that is the
extraction of the space curve, and we believe that with the
proper hardware built this computing time can be greatly reduced.
Currently the Fourier Transform is an un-optimized recursive
version written in Pascal and not much attention has been paid in
global optimization of the implementation.
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One obvious way to reduce the recognition time is to
restrict the set of points on the scene that is being matched.
For example one may select subtemplates that are centered at
points of high curvature. When actual matching is done the scene
is preprocessed to give points of high curvature, and matching is




A method for recognizing partially-occluded, arbitrarily-
shaped objects for both two and three dimensions has been
presented. There are two principal components to the method. The
first is a subtemplate matching scheme that breaks the object
template down into parts for matching. For the 2-D case the well-
known matching-in-®-s-space method is used in matching the
subtemplates with boundaries of the object from the scene. For
the 3-D case a new algorithm that works on depth map representa-
tion of the object is proposed. The algorithm attempts to esti-
mate the orientation of a surface patch and performs the matching
using mainly the outer boundary of the patch only. The second
main component of the method is a constraint application process
that selects among a number of probable matches that result from
the subtempiate matching stage a most consistent set of labels to
form the solution. Such a constraint application process is
formulated as a dynamic programming problem in this work.
Preliminary experiment shows that the method works well on
objects that are truly arbitrarily-shaped. As already mentioned
in section 3.1, the scheme here is supposed to work in co-
operation with other techniques that are specially designed for
the matching of regular shapes such as planes, cylinders and
cones to form a model-driven recognition system, instead of a
data-driven system that try to extract from the scene data some
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global and common entites(planes,cylinders etc). The reason for
this is that, as we believe, many real-world objects that we are
interested in consist of some parts that are truly arbitrarily-
shaped, and cannot be characterised by any simple geometric
entities. However those irregular parts do to a certain extent
help us to identify an object. Therefore we prefer a model-driven
scheme which makes use of highly constraining object-specific
features.
Compared with previous methods of object recognition in 2-D
the required time to obtain a solution is much shorter using our
algorithm. The same is true for the 3-D case. Less restrictions
such as the presence of planar surfaces are put on the shape of
the object. Also the size of our library is relatively small
compared to schemes that use view-dependent representation of the
objects.
For our 2-D scheme scaling is not allowed. As a matter of
fact most schemes that work directly on the pixel level do not
allow scaling since variation in size usually means an additional
dimension for the search space. However for most industrial
applications the distance between the object to be recognized and
the camera is usually known. For the 3-D case since the input
comes from a range-finder, the scaling problem does not exist.
Regarding susceptability to noise, the algorithm may not be
as robust as other schemes that based on segmenting the object
into high level entities. However one must bear in mind that in a
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certain way the robustness of a scheme is a trade-off between
sacrificing the ability of the scheme to handle real fine details
and its susceptability to noise. Also since the data obtained
using range-finders are fairly accurate, the algorithm works well
in the usual case. The ways of improvement proposed in section
3.4 to make the subtemplate matching as well as the DP scheme
more sophisticated can to a certain extent improve the overall
quality of the scheme as well as its robustness.
There are still things remained to be done. Quantitative
methods of choosing the various constants such as the error
threshold in the subtemplate matching scheme and others in the DP
stage are yet to be determined. The recognition time can be
reduced if we restrict the points on the scene for matching to a
smaller subset. For example we may define the subtemplates to be
centered on points of maximum curvature and corresponding search
through only those sharp points in the incoming scene. With the
proper hardware built and preferably parallel implementation in
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Appendix A Tracing the Space Curve
Given an object boundary surface in the form z=f(x,y), the
following algorithm traces a space curve p which is the intersec¬
tion of the surface and a sphere centered at a surface point c
»
with radius r, ie. all the points on ip are r away from C0.
The algorithm is basically a conventional left-looking
procedure in contour tracing. A slight modification on the tracer
algorithm by T.Pavlidis[13] will suffice if the resolution being
worked on is high. However if the resolution is low, severe error
will result since the grid points on the surface are seldom
exactly r from £0. This usually causes some sort of zig-zag in the
final outcome. To overcome this difficulty and to give a
reasonable estimation even when part of the space curve is indeed
invisible, interpolation between points is done to obtain the
space curve.
The modified algorithm is as follows:
Notation: is a list containing the space curve, A is the start¬
ing point of C is the current point whose neighbour¬
hood is examined, 5 the search direction in terms of
the code of Fig.A.l, first is a flag that is true only
when the tracing starts, and false is a flag that is
true when a next point on the space curve is found.
Procedure M0D IFIED-TRACER
0. Choose a point A on the surface that is exactly r from t.













While Co A or first=true do stems 3-12.
Begin.
found:= false.
While found is false do steps 5-11, at most three times.
Begin.
If B, the (5-1)-neighbor of C is within r from C then
Begin.
Interpolate between B and the (5-2)-neighbour of
C to obtain D,
Enter D into ip, C:=B, 5: =5-2, found:= false.
End.
Else If B, the 5-neighbour of C is within r from then
Begin.
Interpolate between B and the (5-1)-neighbour of
C to obtain B.
Enter D into C-Bf found:= false.
End.
Else If B, the (5+1) -neighbour of C is within r from then
Begin.
Interpolate between B and the 5-neighbour of
C to obtain D,










Fig A.1 Notation used for defining the
relative locations of pixels
with respect to a point C.
(From Pavlidis[29] pp.134)


