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In operational hydrological forecasting systems, improvements are directly related to the continuous
monitoring of the forecast performance. An efﬁcient evaluation framework must be able to spot issues
and limitations and provide feedback to the system developers. In regional systems, the expertise of ana-
lysts on duty is a major component of the daily evaluation. On the other hand, large scale systems need to
be complemented with semi-automated tools to evaluate the quality of forecasts equitably in every part
of their domain.
This article presents the current status of the monitoring and evaluation framework of the European
Flood Awareness System (EFAS). For each grid point of the European river network, 10-day ensemble
streamﬂow predictions are evaluated against a reference simulation which uses observed meteorological
ﬁelds as input to a calibrated hydrological model. Performance scores are displayed over different
regions, forecast lead times, basin sizes, as well as in time, considering average scores for moving 12-
month windows of forecasts. Skilful predictions are found in medium to large rivers over the whole
10-day range. On average, performance drops signiﬁcantly in river basins with upstream area smaller
than 300 km2, partly due to underestimation of the runoff in mountain areas. Model limitations and rec-
ommendations to improve the evaluation framework are discussed in the ﬁnal section.
 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
Operational hydrological forecasting systems play a key role in
the water resources management and in the preparedness against
extreme events. Assessing their performance is crucial for the error
diagnostic and in the planning of development work to improve
the system accuracy and extend the forecast lead time. A vast num-
ber of regional and national hydro-meteorological centres have
ﬂood forecasting and early warning systems in place based on
weather predictions (see Alﬁeri et al., 2012 for a recent review of
European systems). At the same time, the number of ensemble-
based systems is increasing (Cloke and Pappenberger, 2009;
Wetterhall et al., 2013), with the aim of describing part of the
uncertainty embedded in the forecasts. The evaluation of the fore-
cast accuracy is regularly performed in many operational systems,
where veriﬁcation scores need to be complemented by the local
knowledge and experience of analysts on duty. Further, skill scores
are rarely displayed publicly, to prevent misinterpretation ofresults and avoid the need for simplifying their information con-
tent for a wider recipient of users. Yet, reporting on past perfor-
mance by means of veriﬁcation scores is listed as one of the
main priorities of users, to increase the trust in forecasting systems
(Wetterhall et al., 2013).
Assessing the forecast performance over large domains raises
the challenge of comparing river points with different upstream
area and hydrological regimes. In these cases, a widespread
approach to tackle the forecast veriﬁcation is to compute scores
based on the probability of thresholds exceedance (e.g., warning
levels), that can be deﬁned in a consistent way for every point.
While this is a standard practice for early warning systems (e.g.,
Bartholmes et al., 2009; Gourley et al., 2012), it is also applied to
the veriﬁcation of categorical events for any set of thresholds
(Thirel et al., 2008). If quantitative values are considered, the
choice of performance scores becomes wider (Legates and
McCabe, 1999; Wilks, 2006), though only a relatively small subset
is speciﬁcally dedicated to evaluate the quality of ensemble fore-
casts (Brown et al., 2010). The comparison of forecast skill in sev-
eral river sections is often performed through benchmarking
against simpliﬁed simulations (Pappenberger et al., submitted),
previous model versions (Arheimer et al., 2011), different input
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et al., 2010; Verkade et al., 2013; Wood et al., 2005). An alternative
method consists in normalizing forecasts and reference values
before the evaluation (Pappenberger et al., 2010). Trinh et al.
(2013) used a similar concept to propose a modiﬁed Continuous
Ranked Probability Score (CRPS) which is suitable to compare fore-
cast performance at different river sections. In operational systems,
the forecast performance must be monitored and updated contin-
uously in time. Hence, a skill assessment based on different scores
and benchmarks (e.g., Alﬁeri et al., 2013a; Randrianasolo et al.,
2010) is often preferred in order to analyze different aspects of
the forecast performance at several locations and quickly detect
trends over time or weaknesses.
In 2012, after the transfer of the EFAS operational suite to the
European Centre for Medium-Range Weather Forecasts (ECMWF),
a commitment was made to set up an evaluation framework of
the hydrological forecasts, in order to monitor their performance
over time and after major system updates. The idea was to imple-
ment an automated procedure to regularly produce and update
summary skill scores for the whole computation domain, able to
spot a variety of possible problems and address subsequent in-
depth analysis. Among the main challenges to face was the choice
of appropriate skill scores, the handling of large data sets, and the
visualization of results through concise and intuitive graphs.
This article presents the current status of implementation of
such an evaluation framework, after one year of operational runs
at ECMWF. Streamﬂow forecasts at every grid point of the river
network are veriﬁed against a reference simulation which uses
observed meteorological ﬁelds as input to a calibrated hydrological
model.2. Data and methods
2.1. Model framework
The main components of the EFAS hydro-meteorological fore-
casting chain are: (a) a hydrological model, (b) weather forecasts,
and (c) meteorological observations, to update the initial model
states and for veriﬁcation purpose (see Fig. 1). Each of these three
components has inherent uncertainty, which can be described in
the modelling framework and propagated to the output discharge.
The current EFAS system is a multi-model ensemble approach, inFig. 1. Schematic view of the EFAS hydro-meteorological forecasting system.that it accounts for the uncertainty of input weather forecasts using
model runs from different meteorological centres in Europe. These
include two deterministic forecasts, from the ECMWF (ECMWF-
HiRes, Miller et al., 2010) and from the German Weather Service
(DWD, see Majewski et al., 2002; Steppeler et al., 2003), and two
ensemble forecasts, from the COSMO Consortium (COSMO-LEPS,
Marsigli et al., 2005) and from ECMWF (ECMWF-ENS, Miller et al.,
2010). The version of the evaluation framework presented here is
based on the performance of the ECMWF-ENS forecasts only,
though it is foreseen to extend it to include the other model simu-
lations. The system setup and additional details on how weather
forecasts are handled in EFAS are documented in the published lit-
erature (Bartholmes et al., 2009; Pappenberger et al., 2010; Thielen
et al., 2009), therefore we refer the reader to these articles for addi-
tional information not included in the present work, and focus on
the analysis of the evaluation framework.
2.2. Meteorological data
ECMWF-ENS is a 51-member ensemble forecast run twice per
day, at 00 UTC and 12 UTC as part of the operational production
suite of ECMWF Integrated Forecast System (IFS, see Bechtold
et al., 2014; Miller et al., 2010). ENS forecasts are run globally at
T639 spectral resolution, corresponding to about 32 km horizontal
resolution, with forecast lead time (LT) up to 10 days. After day 10,
the model run is extended up to day 15 (day 32 twice per week) at
a coarser horizontal resolution of about 65 km. Currently, EFAS
uses only the ﬁrst 10 days of forecast as input to the hydrological
model. For this work, ENS forecasts from January 2009 to the
present were extracted and used in the hydrological simulations,
considering those available at the time of the forecasts (i.e., no
reforecast with more recent IFS versions was used). Meteorological
forecast ﬁelds used are total precipitation, evaporation, and
2-metre temperature, which are regridded to the same spatial res-
olution of the hydrological model (see next section).
A database of observed meteorological ﬁelds for Europe was
provided by the Joint Research Centre of the European Commis-
sion. It consists of maps of spatially interpolated point measure-
ments of precipitation and temperature at the surface level. The
database includes daily data from the 1990 to the present, and it
is populated by an increasing number of reporting gauges over
time, with the latest ﬁgures showing on average more than 6000
stations for precipitation and more than 4000 for temperature
(see Fig. 2 for a recent example of daily data). A subset of the same
meteorological station network is used to generate interpolated
potential evapotranspiration maps using the Penman–Monteith
method.
2.3. Hydrological modelling
In EFAS, hydrological simulations are performed with Lisﬂood, a
hybrid between a conceptual and a physical rainfall–runoff distrib-
uted model, designed to reproduce the main hydrological pro-
cesses of medium to large river basins (see van der Knijff et al.,
2010). The considered model setup for Europe was calibrated at
481 river gauges, using the observed meteorological ﬁelds as input
and up to 7 years of gauged discharge. A reference hydrological
simulation starting in 1990 was run for the European windowwith
the calibrated Lisﬂood model at 5  5 km resolution, using the
observed meteorological ﬁelds as input. The operational model is
updated daily using the initial states of the previous day and the
most recent meteorological observations acquired with about
1 day lag. This simulation, hereafter referred to as EFAS Water Bal-
ance (EFAS-WB), represents our best estimate of the hydrological
states in the European rivers. The EFAS-WB is used in EFAS with
regard to three main aspects (see Fig. 1): (I) deriving climatological
Fig. 2. Stations reporting observed precipitation (left) and average temperature (right) on the 1st October 2013.
L. Alﬁeri et al. / Journal of Hydrology 517 (2014) 913–922 915features of the runoff in each point of the river network (e.g., aver-
age conditions, extremes, alert thresholds, seasonality); (II) creat-
ing initial conditions for daily hydrological runs driven by the
latest weather predictions; (III) providing a reference simulation
which is as realistic as possible, to be used as a proxy to evaluate
streamﬂow forecasts in every grid point of the simulation domain.
Further details on the EFAS-WB are described by Alﬁeri et al.
(2013b). The same calibrated Lisﬂood setup is used to perform
10-day EFAS streamﬂow forecasts updated twice per day, by
forcing the hydrological model with initial conditions from the
EFAS-WB and with forecast weather ﬁelds (described in the previ-
ous section) with 1-day temporal resolution.3. Evaluation strategy
EFAS forecasts are run at the ECMWF twice per day since
October 2012, using weather predictions initialized at 00 and 12
UTC. This operational dataset of hydrological forecasts was com-
plemented by running 4 years of daily hindcasts with the same
model conﬁguration, starting on January 2009. To reduce the com-
puting load, the hindcasts were run only once per day, using fore-
cast runs from 12 UTC. Ensemble streamﬂow predictions (ESP) are
validated against the EFAS-WB for each point of the modelled
European river network, comprising 38452 grid points. Such an
approach enables a quick spatial overview of skill scores on every
region of the computation domain, rather than just at stations
where observed discharge is provided. On the other hand it does
not account for the potential mismatch between actual river dis-
charge and the simulated EFAS-WB used as reference.
Average scores are calculated over 1-year time windows. This
choice proved to be effective as it includes one full hydrological
year and dampens the seasonal variability of skill scores. In prac-
tice, the veriﬁcation of dry months leads to higher scores than
those of rainy months, as the quantitative forecast of high precip-
itation amounts is more challenging than forecasting days with
zero precipitation. As a result, the evaluation framework was set
up to select the ﬁrst day of each month and calculate the averageskill scores of the previous 365 days, starting on the 1st January
2010. The procedure was then semi-automated and skill scores
are now updated every month to include results of the latest
forecasts.
Skill scores to evaluate the ESP were chosen so that grid points
with different upstream area and climatic regime could be com-
pared together in the same graphs and in the same maps. To this
end, four different dimensionless skill scores were selected, able
to stress different aspects of the forecast performance. These are
described in the following sub-sections and summarized in Table 1.
3.1. Nash–Sutcliffe efﬁciency
The Nash–Sutcliffe efﬁciency (NS, Nash and Sutcliffe, 1970)
applied to discharge forecasting can be deﬁned as:
NS ¼ 1
PN
t¼1½qsimðtÞ  qfcðtÞ2PN
t¼1½qsimðtÞ  qsim2
; ð1Þ
where qsim is the proxy discharge given by the EFAS-WB and qfc is
the forecast discharge at the same time step. t is a time index span-
ning all N forecasts included in the evaluation window, that is
N = 730 in operational forecasts (when two forecasts per day are
evaluated) and N = 365 for hindcasts between 2009 and 2012. In
the case of the considered ESP, qfc represents the mean of the
51-member ensemble. The NS values range from 1 to 1, the latter
corresponding to perfect forecasts. NS above 0 means that forecasts
perform better than climatological values, in the form of their aver-
age discharge qsim. In the presented work, NS values are calculated
for ﬁxed forecast lead times between 1 and 10 days, and the average
values over 1 year windows are shown, as described in the previous
section.
3.2. Forecast bias
Monitoring the bias of ensemble streamﬂow predictions is of
vital importance for a ﬂood awareness system based on a threshold
exceedance approach as in EFAS. Flood alerts are detected by
Table 1
Summary of performance scores and their information content.
Score Short
name
Use
Nash–Sutcliffe efﬁciency NS Normalized measure of the mean squared error of the ensemble mean in comparison to a
constant climatological mean
Percent bias Pbias Dimensionless measure of the forecast bias
Coefﬁcient of variation of the root mean squared error CV Dimensionless measure of the root mean squared error of the ensemble mean
Continuous ranked probability skill score (average
discharge as reference)
CRPSSad Skill score to compare the distribution of ensemble forecasts around observations, as opposed
to using the climatological average discharge
Continuous ranked probability skill score (persistence
forecast as reference)
CRPSSpf Skill score to compare the distribution of ensemble forecasts around observations, as opposed
to using the persistence of the initial discharge
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against reference warning thresholds, derived from the EFAS-WB.
If weather forecasts were persistently different from observed
meteorological values, discharge forecasts would be consequently
biased, which may result in statistically signiﬁcant over- or
under-prediction of ﬂood alerts. The main potential source of bias
in ESP is the quantitative forecast of precipitation, particularly for
high ﬂow events. However, biased forecast values of temperature
may induce cyclical drifts of discharge predictions, particularly in
hydrological regimes where the snow accumulation and melting
processes play a prominent role. In addition, precipitation, temper-
ature and evapo-transpiration are key drivers for the soil moisture
state, therefore consistent bias in their forecast values can affect
the streamﬂow potentially over long ranges (i.e., monthly to
inter-annual time scales). In the presented evaluation framework,
the bias at each grid point is rescaled by the corresponding average
discharge for the same period, calculated from the EFAS-WB:
Pbias ¼
1
N
PN
t¼1½qsimðtÞ  qfcðtÞ
qsim
ð2Þ
Being a linear operator, the sum of the percentage bias (Pbias) of
all ensemble members is equal to the percentage bias of the
ensemble mean.3.3. Coefﬁcient of variation of the RMSE
The Root Mean Squared Error (RMSE) has long been used to
assess the magnitude of the error of deterministic forecasts. It
has the advantage that it retains the units of the forecast variable
and it includes the effect of both bias and variance of estimation.
In addition, the RMSE depends on a quadratic function of the esti-
mation residuals. This lead to some peculiarities, among which: (1)
it is highly affected by few large errors and (2) it is often used as an
error function to be minimized in a wide range of calibration and
optimization processes. On the other hand it is difﬁcult to compare
RMSE values among different river stations, as their climatological
discharge values may be substantially different. One option to
compare the RMSE at different locations is to rescale it by the cor-
responding average discharge, as shown in Reed et al. (2007), so
that resulting values become dimensionless:
CV ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
t¼1 ½qsimðtÞqfcðtÞ
2
N
r
qsim
; ð3Þ
The resulting score is commonly referred to as coefﬁcient of
variation (CV) of the RMSE and, as for the RMSE, values close to
zero are preferable. Also, when CV values are close to 1 it means
that the RMSE of estimation is of the same order as the average
discharge. Indeed, it can be associated to an inverse of the signal-
to-noise ratio. By deﬁnition the CV penalizes river reaches with
low average discharge compared to its variability, therefore higherCV values are expected in small or ﬂash-ﬂood prone river basins,
such as those along the Mediterranean coast, where the predict-
ability is indeed shorter than in large river basins.
3.4. Continuous ranked probability skill score
To fully exploit and assess the added value of probabilistic pre-
dictions, the Continuous Ranked Probability Skill Score (CRPSS) is
used to evaluate the quantitative skills of the ESP.
The CRPSS (e.g., Hersbach, 2000) is deﬁned as:
CRPSS ¼ CRPSref  CRPSforecast
CRPSref
; ð4Þ
where
CRPS ¼
Z 1
1
½FðyÞ  F0ðyÞ2dy ð5Þ
and
F0ðyÞ ¼
0; y < observed value
1; yP observed value

ð6Þ
while F(y) is the stepwise cumulative distribution function (cdf) of
the ESP of each considered forecast. The CRPSS is a dimensionless
indicator of the skill of ensemble predictions, measured by
(CRPSforecast), compared to that of a reference forecast (CRPSref).
The CRPSS ranges between 1 (for perfect predictions) to1, though
ESP are valuable only when CRPSS > 0, i.e., when the forecasts per-
form better than the reference. In this work, we compare and dis-
cuss the use of two different CRPSref to evaluate the CRPSS, the
ﬁrst based on the average climatological discharge qsim (CRPSref,ad),
and the second based on a persistence forecast (CRPSref,pf), meaning
a forecast given by assuming the same value used to initialize the
ESP. It is worth noting that both reference CRPS are based on deter-
ministic predictions, hence the CRPSref reduces to the mean absolute
error (Hersbach, 2000):
CRPSref ;ad ¼ 1M
XM
t¼1
jqsimðtÞ  qsimj ð7Þ
where t is a daily time index going from 1/1/1990 to the present. On
the other hand,
CRPSref ;pf ðLTÞ ¼ 1N
XN
t¼1
jqsimðtÞ  qsimðt  LTÞj ð8Þ
where N has the same meaning as in Eq. (1).
Two signiﬁcant differences between Eqs. (7) and (8) can be
seen. The CRPSref,ad is a constant value and only depends on the
location, though it needs climatological information to be evalu-
ated, in the form of a reference time series of observations or proxy
simulations (i.e., the EFAS-WB in this case). On the other hand, the
CRPSref,pf depends on the lead time of the forecast (LT). It does not
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at the point but the discharge value used to initialize the forecast.4. Results
Skill scores of the last available year are now routinely calcu-
lated on the 13th day of each month, after all meteorological obser-
vations to update the EFAS-WB are received and the hydrological
model is run. Simulated proxy discharges need to be computed
until the 11th of the same month, so that 10-day ESP starting on
the 1st can be evaluated. Scores described in Section 3 are shownFig. 3. CRPSSpf, CV, NS and Pbias over Europe for 1 year of daily fin Fig. 3. NS, CV and Pbias are deterministic scores; hence they
are calculated on the ensemble mean, while the CRPSS take into
account the whole ensemble. A forecast lead time of 5 days is cho-
sen for most ﬁgures in the article, being representative of the gen-
eral behaviour of the ESP and a frequent lead time of EFAS ﬂood
alerts. One can see that, for LT = 5 days, in the vast majority of grid
points the ESP is more skilful than a persistence forecast (i.e.,
CRPSSpf > 0). The NS and the CV suggest that higher performance
is achieved in large rivers of Central and Northern Europe. Exclud-
ing Iceland, lower skills aremostly seen in Southern Europe and can
be explained by (a) resolution issues in small basins, (b) less skilful
precipitation forecast in mountainous areas, (c) a comparativelyorecasts ending on the 1st February 2014 (5-day lead time).
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portion of convective precipitation, leading to higher space–time
variability of rainfall rates and larger extremes over short (i.e.,
1-day or sub-daily) durations. Similarly, the Pbias (on grey back-
ground in Fig. 3) shows a widespread underestimation of discharge
over the main mountain ranges (i.e., Pyrenees, Alps and Balkans,
among others), mostly in the range 10–50% of the corresponding
average ﬂow. These ﬁndings are in line with previous works by
Wittmann et al. (2010) and Pappenberger et al. (2013), who showed
increasing underestimation of precipitation and streamﬂow fore-
cast in the Alpine region during intense precipitation events. The
apparently poor performance over Iceland in Fig. 3 is actually
imputable to an incorrect reference streamﬂow. Indeed, the num-
ber of reporting stations for this region is very low (see an example
in Fig. 2), particularly for precipitation, thus leading to a consider-
able under-prediction of the streamﬂow. In other words, although
EFAS streamﬂow forecasts over Iceland may be skilful, the current
availability of meteorological observations prevents from simulat-
ing reliable reference discharge to perform forecast evaluation in
this area. In the following analyses, summary scores of grid pointsFig. 4. CRPSS, CV, NS and Pbias of ESin Iceland are excluded from all ﬁgures, which brings the dataset
to a subset of 37588 points.
4.1. Performance versus forecast range
Skill scores as in Fig. 3 are shown in Fig. 4 for each forecast lead
time between 1 and 10 days. A solid line indicates the mean value
among all grid points, while grey shades denote the 5–95% (light
grey) and the 25–75% (dark grey) of their distribution. In the top-
left panel, the CRPSS calculated using the average discharge as ref-
erence (i.e., CRPSSad) is shown with a thick dashed line (mean
value) together with the corresponding 25–75% values (dotted
lines). Differences between the two methods are the largest for
the ﬁrst lead time, where in many cases the ESP does not bring sub-
stantial differences in comparison to a persistence forecast, due to
the large weight of the initial model states. On the other hand, the
CRPSSad decreases roughly linearly and suggests the presence of a
crossing point for a LT > 10 days, when the climatological average
discharge seems to become a more skillful benchmark than a per-
sistence forecast. As expected, the CV tends to deteriorate with theP versus the forecast lead time.
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distribution. Similarly, the mean NS ranges between 0.9 for LT = 1
and 0.7 at the end of the forecast range, while in 99% of forecasts
NS > 0 for LT = 10 days. The Pbias shows a rather constant mean
under-prediction of 2–4%. Its distribution has an increasing spread
with the lead time, with 65–70% of grid points lying constantly
below the zero line.
4.2. Performance versus catchment size
Fig. 5 displays the four scores against the upstream area of each
grid point, calculated over 1 year ending on 1/2/2014 and for a
5-day lead time. In addition, solid lines indicate the empirical
median value (i.e., 50th percentile), in light grey, and the central
90% of the distribution (i.e., 5th to 95th percentiles), in dark grey.
Largest values on the x-axis correspond to the lower Danube River,
with upstream area up to about 800,000 km2. On the left side of
each panel, one can note the model grid resolution as limit, withFig. 5. CRPSSpf, CV, NS and Pbias of ESP versuscatchments area being always a multiple of 25 km2. Results in
Fig. 5 denote a general positive trend of skill scores with increasing
upstream area. Indeed, in large rivers, (a) the discharge varies more
gradually due to the smoothing and averaging effect of the com-
plex river network and (b) the inﬂuence of the initial discharge,
compared to the forecast precipitation input, is larger than in smal-
ler catchments. In detail, as the basin time of concentration
increases and approaches the magnitude of the forecast range, a
larger proportion of the forecast discharge at the river outlet is
made up by a water volume which is already in the model, (i.e.,
gauged) at the starting time of the forecast run. Therefore the skill
of weather forecasts affects that of streamﬂow forecasts with an
average delay increasing with the upstream area, which can be in
the order of some days for large European rivers. On the other
hand, Fig. 5 shows a clear deterioration of scores for catchments
smaller than 300 km2, that is, for a ratio between upstream area
and grid size of the weather forecasts of about 0.3. Results are in
agreement with those of Pappenberger et al. (2010), thoughthe upstream area of each river grid point.
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4000 km2 if extreme values are considered. Indeed, the latter value
is used in EFAS as minimum upstream area for ﬂood alerts to be
issued to partner institutes. The median value of the Pbias in
Fig. 5 indicates that the deterioration of scores can be partly attrib-
uted to the underestimation of the discharge for small catchments,
which decreases below 2%, in absolute value, for upstream areas
larger than 400 km2. As commented in Section 4, such trend is to
be attributed to the under-prediction of quantitative precipitation
in mountain areas and of extreme values in general, not fully cap-
tured by the atmospheric circulation model due to its grid size on
average coarser than the observation network.
4.3. Evolution of 12-month average performance
The evolution of summary scores over the past 5 years is shown
in Fig. 6. Scores are calculated on the 365 days preceding the ﬁrst
day of each month indicated in the x axis. In the top-left panel both
CRPSSpf and CRPSSad are shown, using the same line types as inFig. 6. Trend of 12-month average CRPSS, CV,Fig. 4. In addition, the average discharge over all grid points of
the river network, for each evaluation period, is drawn at the bot-
tom. One can note how the CRPSSad is largely affected by the mag-
nitude of the observed runoff, so that, in drier years, it gives the
impression of increasing forecast performance, and vice versa. In
the CRPSSpf, no dependence on the average runoff is visible. The
latter shows an improvement of the forecast skills during the year
2013, particularly for the mean of the distribution and for the 75th
and 95th quantiles. Such improvement is also pointed out by a
reduced mean CV and increased mean NS, where in both cases
the central 90% of the distribution becomes narrower since the
beginning of 2013, though with a subsequent widening towards
the end of the year.
Interestingly, the bottom-right panel denotes a slow but con-
stant increase of a negative bias in forecast streamﬂow over the
last years. This appears consistently on all lead times (not shown),
though it is more signiﬁcant towards the end of the forecast range.
On the other hand, no corresponding trend was reported in the
forecast input precipitation produced by the ECMWF-ENSNS and Pbias of ESP from 2009 onwards.
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www.ecmwf.int/products/forecasts/d/charts/medium/veriﬁcation),
nor in temperature (possibly inducing a larger snow fraction).
Instead, the main reason for such discrepancy is most likely due
to the progressive increase in the number of stations reporting
meteorological observations in recent years. Higher station density
leads to a more realistic representation of the input maps to run
the EFAS-WB, so that small-scale features such as convective cells
are more likely to be better observed quantitatively. In this regard,
Kann and Haiden (2005) showed that when high density stations
networks are used as reference, the mean absolute error of forecast
precipitation tend to increase with the reduction of the aggregation
area. Further, some of the stations added recently are located in
elevated areas, such as in the Alps and the Pyrenees, where the
orography enhances annual rainfall totals and consequently the
runoff. Indeed, these areas are where the under-prediction of dis-
charges has become clearer in the recent years, as shown in Fig. 3.5. Discussion and conclusions
This article presents the current status of the evaluation frame-
work used to monitor and update regularly the forecast perfor-
mance of the European Flood Awareness System. Results suggest
that streamﬂow forecasts driven by weather predictions provide
signiﬁcant added value to the monitoring of the main European
rivers. As expected, performance decreases with lead time, though
it remains skilful for the whole 10-day range, in comparison to the
use of climatological or persistence forecasts. In large river basins
of Europe, the average time lag between weather forcing and run-
off is on the order of some days. Hence the real-time hydrological
simulation run with meteorological observations gives a signiﬁcant
proportion of the overall predictability, increasing with the basin
time of concentration. In smaller river basins, the effect of initial
conditions is less important, therefore the predictability is shorter
as it mostly depends on that of the weather forecasts. In river
basins of size below 300–400 km2 forecast skill becomes poorer.
Their forecasts show large variability, often even for 1-day lead
time, and signiﬁcant underestimation of the runoff in mountain
regions.
Being designed on dimensionless scores, the main strength of
the proposed veriﬁcation system is in highlighting relative changes
of performance, which can be detected over different regions, fore-
cast lead time, basin size and, most importantly, in time. An eval-
uation of 12-month average scores over the past 5 years suggests a
moderate improvement for all 12-month forecasts ending from the
beginning of 2013 onwards. Such improvement occurred notwith-
standing an increasing negative forecast bias, especially in moun-
tain regions. This can be attributed to a progressive increase of
the meteorological stations used to run the EFAS-WB, which in
turn has improved the representation of the runoff dynamics in
the presence of pronounced orography. Although the parameteri-
zation of the hydrological model was subject to changes and
improvements every 1–1.5 years on average, the 5 year simulation
shown in this study was carried out with a ﬁxed model version,
corresponding to the current operational one at the time of writing.
Therefore, the positive trend of performance shown in Fig. 6 is
likely to underestimate the real improvements which have
occurred and rather reﬂect that of weather forecasts used as input.5.1. The benchmark of skill scores
The four performance scores presented in the article can be
classiﬁed into two categories, depending on whether the compari-
son is carried out against a benchmark or not. On the one hand, the
CV and the Pbias give a measure of the RMSE and of the bias offorecasts, respectively. RMSE and bias are commonly used in veri-
ﬁcation because of their physical meaning, as they quantify the
error with the same units of the forecast variable. They are rescaled
by the average ﬂow to make them comparable over different
regions and along the river network. On the other hand, the NS
and the CRPSS give a relative performance in comparison to an
alternative benchmark forecast. Literature works show a surprising
variety of different benchmarks used for comparison (see
Pappenberger et al., submitted, for a recent review), sometimes
without motivating the choice. Here we argue that, in assessing
the predictability of a forecasting system, the benchmark should
represent a realistic forecast achievable in case the system was
not in place. The use of persistence forecasts is hereby suggested
as a suitable benchmark, in that it does not require climatological
information of the runoff at the river point, nor additional model
runs. In comparison to a benchmark based on the average dis-
charge, persistence acknowledges the role of initial conditions,
indicating that the highest value of forecasts corresponds to a
balance between the ability to provide accurate forecasts and the
ability to detect deviations from an initial state (see CRPSSad versus
CRPSSpf in Fig. 4). Further, persistence is independent of seasonal
variations or trends in the mean value of the forecast variable, as
discussed in Section 4.3.
It is worth noting that the same principle can be applied to the
Nash–Sutcliffe efﬁciency, as suggested by Plate and Lindenmaier
(2008), leading to a modiﬁed formulation which uses a persistence
forecast as reference value:
NSðLTÞ ¼ 1
PN
t¼1½qsimðtÞ  qfcðtÞ2PN
t¼1½qsimðtÞ  qsimðt  LTÞ2
: ð9Þ
This formulation was not tested in the present framework,
though it may be a valid alternative to the NS for large river basins
(see e.g., Pagano, 2013). Its application will be considered for future
system developments.
5.2. The EFAS-WB as reference simulations
The main assumption of the presented approach is that the
EFAS-WB can be used as a realistic representation of the actual
runoff. On the other hand the use of the output of a distributed
model as the EFAS-WB allows a performance evaluation over the
full computation domain. Moreover, the continuous increase in
the number of reporting stations, both for meteorological and
hydrological data, is progressively pushing the EFAS-WB closer to
the real streamﬂow conditions in the European rivers. This occurs
thanks to a better reproduction of the meteorological input data
and to the increase of the number of river stations where the
parameters of the hydrological model can be calibrated. Recent
advances in the meteorological dataset include the addition of
more than 10 high density national networks and an improved
approach to interpolating point values into spatial maps (see
Ntegeka et al., 2013). This is currently being tested and will be used
in the next version of EFAS, together with additional historical
observed streamﬂow at a number of river gauges to improve the
model calibration. Similarly, resulting simulated discharges of the
EFAS-WB can potentially become a dataset to validate and bench-
mark a wide range of hydrological models, particularly on large
scales. Current main limitations of simulated discharges are at
the lower end of the range of the space–time scale of simulated
catchments. In fact, the current daily time aggregation of input
data induces a smoothing of output discharges, so that simulated
extreme values have reported under-estimation issues, relatively
to observed values. In addition, the presented scores are not able
to capture potential errors in the hydrological model, because both
ESP and the EFAS-WB used for validation are generated by the
922 L. Alﬁeri et al. / Journal of Hydrology 517 (2014) 913–922same model. However, this is evaluated separately at those sta-
tions where the model parameters are calibrated (see Feyen
et al., 2007). Also, an assessment of the total predictive uncertainty
is performed at river gauges (currently about 40) where discharge
values are received in real-time. The methodology and results are
described by Bogner and Pappenberger (2011).
5.3. Concluding remarks
In its current state, the evaluation framework has proved its
usefulness in spotting strengths and weaknesses of ensemble fore-
casts used in EFAS, including trends of performance in time and
size limits of river basins under monitoring. In addition, it has
pointed out a number of key developments to focus on to improve
the evaluation and the diagnostic of the forecasting system:
– Implementation of the evaluation framework to streamﬂow
predictions derived from all the different numerical weather
predictions used as input in EFAS, including DWD, COSMO-LEPS
and products which are foreseen to be tested in the future.
– Enlarging the collection of near real time observed discharges
for continuous monitoring of the skill scores of both the EFAS-
WB and streamﬂow predictions against observed values.
– Comparison of performance scores for updated model versions.
A new EFAS version was implemented in January 2014, which
includes a more extensive calibration of the hydrological model
and an enhanced dataset of meteorological observations.
– Complementing the current approach with skill scores targeted
to evaluate the performance in forecasting extreme events,
including threshold exceedance analyses.
– Set up a visualization platform on the web where performance
can be monitored by developers, analysts on duty and users, to
aid the monitoring of forecasts and the diagnostic of issues.References
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