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Preface 
 
Dear Participants, 
 
Confronted with the ever-increasing complexity of technical processes and the growing demands on their 
efficiency, security and flexibility, the scientific world needs to establish new methods of engineering design and 
new methods of systems operation. The factors likely to affect the design of the smart systems of the future will 
doubtless include the following: 
• As computational costs decrease, it will be possible to apply more complex algorithms, even in real 
time. These algorithms will take into account system nonlinearities or provide online optimisation of the 
system’s performance. 
• New fields of application will be addressed. Interest is now being expressed, beyond that in “classical” 
technical systems and processes, in environmental systems or medical and bioengineering applications. 
• The boundaries between software and hardware design are being eroded. New design methods will 
include co-design of software and hardware and even of sensor and actuator components. 
• Automation will not only replace human operators but will assist, support and supervise humans so 
that their work is safe and even more effective. 
• Networked systems or swarms will be crucial, requiring improvement of the communication within 
them and study of how their behaviour can be made globally consistent. 
• The issues of security and safety, not only during the operation of systems but also in the course of 
their design, will continue to increase in importance. 
The title “Computer Science meets Automation”, borne by the 52nd International Scientific Colloquium (IWK) at 
the Technische Universität Ilmenau, Germany, expresses the desire of scientists and engineers to rise to these 
challenges, cooperating closely on innovative methods in the two disciplines of computer science and 
automation. 
The IWK has a long tradition going back as far as 1953. In the years before 1989, a major function of the 
colloquium was to bring together scientists from both sides of the Iron Curtain. Naturally, bonds were also 
deepened between the countries from the East. Today, the objective of the colloquium is still to bring 
researchers together. They come from the eastern and western member states of the European Union, and, 
indeed, from all over the world. All who wish to share their ideas on the points where “Computer Science meets 
Automation” are addressed by this colloquium at the Technische Universität Ilmenau. 
All the University’s Faculties have joined forces to ensure that nothing is left out. Control engineering, 
information science, cybernetics, communication technology and systems engineering – for all of these and their 
applications (ranging from biological systems to heavy engineering), the issues are being covered.  
Together with all the organizers I should like to thank you for your contributions to the conference, ensuring, as 
they do, a most interesting colloquium programme of an interdisciplinary nature. 
I am looking forward to an inspiring colloquium. It promises to be a fine platform for you to present your 
research, to address new concepts and to meet colleagues in Ilmenau. 
 
 
 
 
 
Professor Peter Scharff     Professor Christoph Ament  
Rector, TU Ilmenau             Head of Organisation 
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Energy System Modeling and Simulation 
 
 
IT basierte Lösungen für Anwendungen der elektrischen Energietechnik erset-
zen veraltete Systeme der Schutz- und Leittechnik elektrischer Energiesyste-
me. Durch die damit einhergehende enge Verknüpfung von Energie, Informati-
ons- und Kommunikationstechnologien ergeben sich interdisziplinäre  
Fragestellungen an die Forschung und Entwicklung. Der Einfluss aktueller  
Datenübertragungssysteme auf die Prozessführung elektrischer Energie-
übertragungsnetze wird immer deutlicher, insbesondere dann, wenn Techno-
logien wie „Demand Side Management“ und „Wide Area Measurement and 
Control“ eingesetzt werden sollen.  
 
Die Untersuchung der auftretenden Phänomene soll über ein einheitliches  
Simulationssystem erfolgen. Die Anforderungen bestehen darin, dass unter 
Berücksichtigung der Eigendynamik des Prozesses der elektrischen Energie-
erzeugung und -übertragung untersucht werden kann, welchen Einfluss die 
Verarbeitung und Übertragung von Informationen auf das Prozessverhalten 
hat. Verfahren zur koordinierten Regelung von verteilten, dezentralen Energie-
einspeisungen, zur Überwachung von Qualitätsparametern und Dämpfung von 
Weitbereichsschwingungen (Inter Area Oszillation) können mit einem solchen 
Simulator entwickelt und untersucht werden. Damit einher gehen Bestrebun-
gen, Operatoren eine Simulationsumgebung zur Verfügung zu stellen, die eine 
nahezu identische Abbildung der Realität darstellt, um ihre Reaktionen und 
Entscheidungen in Sondersituationen zu schulen. 
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Die Liberalisierung der europäischen Energiemärkte hat einen entscheidenden Ein-
fluss auf das Verhalten und die Prozessführung elektrischer Energiesysteme. Seit 
Ende der 90er Jahre sind die Kunden nicht länger an lokale Stromanbieter gebun-
den, sondern können ihren Energiebedarf auf dem freien Markt, z.B. über Energie-
börsen, wie die EEX, oder den OTC-Markt (Over-The-Counter-Markt), decken [1]. 
Dadurch entsteht eine räumliche Differenzierung von Erzeugung und Verbrauch 
elektrischer Energie. Das bedeutet, die Energie, die ein Kunde vor Ort bezieht, wird 
oft an anderer Stelle im System eingespeist. Es resultieren Energieflüsse, die das 
Netz in Teilen oder als ganzes überlasten können [2]. Die Struktur der Erzeugung 
selbst unterliegt starken Veränderungen. Während früher in großen, zentralen Ein-
heiten elektrische Energie erzeugt worden ist, werden heute vermehrt kleine, dezent-
rale Einheiten verwandt. Dies umfasst sowohl den autonomen, als auch den netzpa-
rallelen Betrieb [3]. Durch das Erneuerbare-Energien-Gesetz (EEG) beschleunigt, 
wird der Einsatz von stochastischen Einspeisungen (z.B. Windkraft, Photovoltaik) 
forciert. Dem gegenüber steht das Prinzip der bedarfsfolgenden Erzeugung, das mit 
sich erhöhenden Anteil stochastischer Einspeisungen nicht länger mit gleich bleiben-
der Versorgungssicherheit eingehalten werden kann. Zudem entspricht die vorhan-
dene Infrastruktur elektrischer Energiesysteme nicht den zukünftigen Anforderungen 
an ein System mit verteilten Einspeisungen nicht deterministischen Charakters [4]. 
Eine intelligente Netzregelung ist notwendig, um den Ausgleich von Erzeugung und 
Verbrauch elektrischer Energie gewährleisten zu können [3]. Dies bedingt den Auf-
bau und die Nutzung moderner Kommunikationssysteme zur Erfassung und Vertei-
lung der für die Netzregelung relevanten Informationen. Die dafür notwendigen 
Technologien, wie z.B. Phasenwinkelmessgeräte (PMU - Phasor Measurment Unit) 
und Weitbereichsüberwachung (WAMS - Wide Area Monitoring Systeme), sind be-
reits entwickelt. Die in elektrischen Energiesystemen auftretenden Phänomene ers-
trecken sich über einen großen Zeitbereich von wenigen Millisekunden bis hin zu 
Stunden und Tagen. Große Entfernungen zwischen Sensoren und Aktoren führen zu 
übertragungsbedingten Zeitverzögerungen, die beim Entwurf und dem Einsatz von 
Regelungsverfahren berücksichtigt werden müssen. Insbesondere dann, wenn koor-
diniert geregelt werden soll, sind auftretende Zeitverzögerungen Störgrößen. Ein 
Anwendungsfall stellt die gezielte Regelung von Lasten dar (DSM - Demand Side 
Management). Am realen Prozess ist der Entwurf und Test neuer Verfahren im Sinne 
der Versorgungssicherheit nicht möglich. Deswegen muss es Ziel sein, mittels ge-
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eigneter Simulationsplattformen den Prozess möglichst realitätsnah unter Berück-
sichtigung der Eigendynamik und Kommunikationssysteme nachzubilden. Mit Hilfe 
eines solchen Simulationssystems können neue Regelungsverfahren entworfen und 
getestet werden. Zusätzlich besteht die Möglichkeit Operatoren großer und kleiner 
Systeme in neuen Prozessführungsstrategien zu schulen. 
 
Abbildung 1: Anwendung von PMU für Wide Area Monitoring Systeme [5] 
Die zukünftig vermehrt zum Einsatz kommenden Phasenwinkelmessgeräte (PMU) 
(siehe Abbildung 1), erlauben eine exakte Bestimmung von Betrag und Phase an 
jedem einzelnen Knoten. Gegenüber der ursprünglichen Erfassung des vollständigen 
Prozesszustandes mittels State Estimation, ergeben sich wesentlich schnellere und 
genauere Aktualisierungsraten im Sekundenbereich. Sofern schnelle bzw. zentral 
gesteuerte Regelungen angewandt werden, die diese Informationen nutzen, wird das 
Datenübertragungsmedium zur Schwachstelle. Ausfälle in der Erfassung und Über-
tragung der Prozessgrößen können zu fehlerhaften Regelverhalten führen. Das 
elektrische Energiesystem ist in diesem Fall von einem funktionierenden Kommuni-
kationssystem abhängig. Diese Effekte sollen mittels der Simulationsumgebung un-
tersucht werden. 
Die Digitalisierung der Datenübertragung hat zu einer deutlichen Erhöhung der An-
zahl am Markt verfügbarer Angebote von Dienstleistungen geführt. Die Übertra-
gungskosten pro Informationseinheit unterliegen einem kontinuierlichen Rückgang. 
Damit können Energie bezogene Daten mit geringem Kostenaufwand bei ständiger 
Verfügbarkeit der Kommunikation übertragen werden. Das Internet als solches ist 
bereits heute eine umfassende Serviceplattform und übernimmt nach und nach die 
Rolle, die in der Vergangenheit das leitungsvermittelte Telefonnetz inne hatte [4]. Die 
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Flexibilität neue Dienste internetbasiert zu entwerfen und implementieren, ist neben 
den geringen Kosten ein Vorteil. Die Umstellung auf IPv6 erlaubt es künftig, dass 
jedes elektronische Gerät über eine Verbindung zum Internet verfügen kann. Die 
Anwendung dieser Technik ist fundamental, möchte man in Zukunft effizient im 
Energiesystem DSM anwenden, um auch Klein- bzw. Kleinstlasten steuern zu kön-
nen. Umso mehr ist zu erforschen, inwiefern durch die Übertragung Energie bezoge-
ner Daten, die Einbindung der Endgeräte in die Regelung des Energiesystems, durch 
Ausfall der Kommunikation und Datenverfälschung bzw. -verlust negative Einflüsse 
auf das Gesamtverhalten zu erwarten sind. Dies gilt vor allem dann, wenn diese 
Techniken dazu dienen, das Energiesystem nicht nur zu optimieren, sondern auch 
das dynamische Systemverhalten zu stabilisieren. Ein Simulator, der sowohl Ener-
gie-, Leit-, und Kommunikationstechnik integriert, kann wie folgt aufgebaut werden:  
 ein Simulationskern für die Nachbildung des elektrischen Energiesystems, 
 ein Simulationskern für die Kommunikationsinfrastruktur, 
 ein SCADA-System mit Visualisierung. 
Abbildung 2: Übersicht der Module des Simulators 
Je nach Komplexitätsgrad und Genauigkeit der Simulation sind die Simulationskom-
ponenten mit unterschiedlichen Algorithmen zu realisieren. Für einfache Trainings 
von Operateuren ist eine stationäre Simulation des Prozesses ausreichend. Alle Ein-
schwingvorgänge werden als abgeschlossen betrachtet. Es können z.B. einfache 
Simulationen durchgeführt werden, die das Verhalten des Operators in Sondersitua-
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tionen trainieren, um Blackouts zu vermeiden. Dazu gehören Leitungsausfälle, weg-
fallende Einspeisungen oder Lasten, überlastete Betriebsmittel bzw. Optimierungs-
aufgaben. 
Sollen Leistungs-Frequenzregelung und Ausgleichsvorgänge vom Sekunden- bis in 
den Minutenbereich simuliert werden, so ist ein dynamischer Simulationskern zu 
verwenden. Dieser kann mit normalen Workstations auch für große Systeme reali-
siert werden. Für schnellere Vorgänge ist ein spezieller Simulationsrechner notwen-
dig, der harte Echtzeitbedingungen erfüllt. Alternativ kann das dynamische Netzmo-
dell der TU Ilmenau als reales Systemabbild verwandt werden. Dies ist insbesondere 
dann wichtig, wenn der Prozess in seiner Gesamtheit simuliert werden soll, um ein 
realitätsgetreues Abbild zu erhalten. 
Die Simulation von Paketverlusten bzw. Ausfall einzelner Kommunikationskompo-
nenten digitaler Datenübertragungssysteme soll der Untersuchung des Einflusses 
der immer stärkeren Vernetzung und den deutlich höheren Automatisierungsgrad, 
samt Risiken, dienen. Mittels eines in die Datenübertragungsstrecke eingebundenen 
Simulators sollen Datenpakete abgefangen, modifiziert oder verzögert werden. Typi-
sche TCP/IP basierte Protokolle für elektrische Energiesysteme sind IEC61850 für 
die Schutz und Leittechnik, das Fernwirkprotokoll IEC60870-5-104 bzw. OPC 
(OPC - Openness, Productivity, Collaboration). 
 
Abbildung 3: Infrastruktur des Simulationssystems mit Trainerarbeitsplatz für Operatortrainings 
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Die sich daraus ergebende Architektur (siehe Abbildung 3) berücksichtigt sowohl die 
speziellen Eigenschaften elektrischer Energiesysteme im Kurz- und Mittelzeitbereich, 
als auch den Einfluss digitaler Datenübertragungssysteme. Der gesamte Simulator 
ist sowohl für das Operatortraining, die Entwicklung neuer Steuerungen und Rege-
lungen als auch der Untersuchung des Einflusses Internetprotokoll basierter Daten-
übertragung auf elektrische Energiesysteme geeignet.  
Applikationen, wie „Wide Area Measurment and Control“ oder „Demand Side Mana-
gement“ benötigen digitale Datenübertragungsdienste. Der zunehmende Anteil der 
informationsverarbeitenden Komponenten kann unter Laborbedingungen nachges-
tellt werden. Mit Hilfe des Gesamtsystems lassen sich Forschungsfelder erschließen, 
mit denen aktuelle und zukünftige Fragestellungen beantwortet werden können. 
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