Abstract. We use graded Specht modules to calculate the graded decomposition numbers for the Iwahori-Hecke algebra of the symmetric group over a field of characteristic zero at a root of unity. The algorithm arrived at is the Lascoux-Leclerc-Thibon algorithm in disguise. Thus we interpret the algorithm in terms of graded representation theory.
Introduction
Let H d be the Hecke algebra of the symmetric group S d defined over C with a parameter ξ which is a primitive e th root of unity. The problem of finding dimensions of the irreducible H d -modules is equivalent to the problem of finding decomposition numbers for H d . This problem has been solved by Ariki [A] who proved a conjecture of Lascoux, Leclerc and Thibon [LLT] which gives an algorithm for computing the decomposition numbers.
Recently, Brundan and the first author [BK1, BK3] have defined graded decomposition numbers for H d and proved a graded analogue of Ariki's theorem. The grading provides new information about H d -modules, which is collected into a graded character of a module. Graded characters of Specht modules were computed in [BKW] . This together with the main results of [BK3] is sufficient to yield an algorithm for computing graded decomposition numbers for H d .
Despite the different approach, the algorithm is equivalent to the one suggested in [LLT] , although this equivalence is not immediately obvious. In section 5 we explain the equivalence of the two algorithms. Note that our approach gives a new interpretation of some coefficients computed in the LLT algorithm. We direct the reader to [L] for examples of such computations. Acknowledgement. In the previous version of the paper we missed the equivalence of our algorithm and the LLT algorithm. We are grateful to the referee for pointing this out.
Preliminaries
2.1. Basic objects. Let F be an algebraically closed field and ξ ∈ F × . The quantum characteristic, e, is the smallest positive integer such that 1 + ξ + ξ 2 + · · · + ξ e−1 = 0, where we set e := 0 if no such integer exists. Set I := Z/eZ. For any i ∈ I we have a well-defined element ν(i) := i if ξ = 1 , ξ i if ξ = 1 , of F. Throughout the paper, q is an indeterminate and we define the barinvolution on Z[q, q −1 ] by p(q) = p(q −1 ) for all p(q) ∈ Z[q, q −1 ]. We set
[n] q := q n − q −n q − q −1 and [n]
The Iwahori-Hecke algebra of S d with parameter ξ, is the F-algebra
The group algebra FS d of the symmetric group appears in the special case when ξ = 1. In this case e = char F.
The Jucys-Murphy elements of H d are:
It follows from [G, Lemma 4.7] and [K, Lemma 7.1.2] that the eigenvalues of L 1 , . . . , L d on any finite dimensional H d -module are of the form ν(i) for i ∈ I. For i = (i 1 , . . . , i d ) ∈ I d and a finite dimensional H d -module V , we define the i-weight space of V to be
Then we have the weight space decomposition V = ⊕ i∈I d V i .
Partitions and tableaux.
We use the partition notation from [BK3] . In particular, P d is the set of all partitions of d. Given a partition λ = (λ 1 , λ 2 , . . .
Denote the usual dominance order on P d by '¤', see [J1] . A partition λ = (λ 1 , λ 2 , . . . ) is called e-restricted if λ r − λ r+1 < e for all r = 1, 2, . . . . We let RP d ⊂ P d be the subset of all e-restricted partitions of d.
Let λ ∈ P d . A node A ∈ λ is called removable (for λ) if λ \ {A} has the shape of a partition. A node B ∈λ is called addable (for λ) if λ ∪ {B} has the shape of a partition. Given any set of removable nodes A = {A 1 , . . . , A m } for λ, we denote λ A := λ \ {A 1 , A 2 , . . . , A m }.
If the node A is in row a and column b, we write A = (a, b), and then the residue of A is defined to be res A := b − a (mod e) ∈ I. For i ∈ I, a node A is called an i-node if res A = i. For λ, µ ∈ P d , we write λ ∼ µ if and only if for each i ∈ I the number of i-nodes in λ is equal to that in µ.
Given µ ∈ P d we call λ ∈ P d a move for µ if λ ¢ µ and λ ∼ µ. We denote the set of moves for µ by M (µ). Put M (µ, λ) := {ν ∈ M (µ)|λ ∈ M (ν)}. Note that if λ is not a move of µ then M (µ, λ) is empty. For λ ∈ M (µ), we define the distance between λ and µ to be
Since λ ¢ µ, we know that σ k (λ) ≤ σ k (µ) for all k ≥ 1. So l(µ, λ) ≥ 0, with equality if and only if λ = µ. Moreover, if ν ∈ M (µ, λ), then l(µ, ν) ≤ l(µ, λ) with equality if and only if ν = λ.
Following [J2] , for m ∈ Z >0 , we define the m th ladder L m as the set of nodes of the form (1 + k, m − k(e − 1)) for all non-negative integers k with k < m/(e − 1). Informally, the ladders are straight lines with slope 1/e. Note that our ladders are transposed to those of James, since we are using the newer Dipper-James-Mathas notation for Specht modules. The nodes in the ladder L m all have the residue m − 1 (mod e), which we refer to as the residue of the ladder, and denote res L m . For a partition λ and a positive integer m, we set r m (λ) := |λ ∩ L m |. Denote by t λ the maximal index such that r t λ (λ) = 0, and refer to the ladders L 1 , L 2 , . . . , L t λ as the ladders of λ (some of them could have trivial intersection with λ). A ladder L m is bottom complete for λ if whenever a node Given nodes A = (a 1 , a 2 ) and B = (b 1 , b 2 ) we say A is above (resp. below ) B if a 1 < b 1 (resp. a 1 > b 1 ). Let λ ∈ P d . For a removable i-node A in λ we define the degree of A to be:
For λ ∈ P d , let T (λ) denote the set of all standard λ-tableaux. Let T ∈ T (λ). For s ∈ Z ≥0 we denote by T ≤s and sh(T ≤s ) the tableau obtained by retaining the nodes of T labeled by the numbers 1, . . . , s and its shape respectively, so that T ≤s ∈ T (sh(T ≤s )). Let A be the node of λ labeled by d in T. Following [BKW] , we define the degree of T inductively by:
For T ∈ T (λ) we also have the associated residue sequence:
where i r is the residue of the node labeled by r in T for 1 ≤ r ≤ d.
Representation theory of H d .
From the work of Dipper, James and Mathas [DJM] , the algebra H d has a special family of modules {S(µ) | µ ∈ P d }, labeled by the partitions of d, called Specht modules. This goes back to Dipper-James [DJ] , although the Specht modules defined in [DJ] are different from those in [DJM] . Here we follow the conventions of [DJM] . If e = 0, then {S(µ) | µ ∈ P d } is a complete irredundant set of the irreducible H d -modules. In the more interesting case e > 0, the head D(µ) of S(µ) is irreducible, provided µ ∈ RP d , and {D(µ) | µ ∈ RP d } is a complete irredundant set of the irreducible H d -modules.
In this paper, grading always means Z-grading. The algebra H d has an explicit grading exhibited in [BK1] . Therefore we may speak of graded
. Moreover, by [BKW] , the Specht modules are also gradable as H d -modules in such a way that the natural projection
The graded characters of Specht modules are now as follows:
In particular, ch q S(µ) depends only on µ and e. We extend the bar-
can now be interpreted as follows:
When viewed as graded H d -modules, the set {D(µ) | µ ∈ RP d } forms a complete irredundant set of the irreducible graded H d -modules up to a grading shift. Given m ∈ Z and a graded H d -module V , we let V m denote the module obtained by shifting the grading of V up by m. Thus we have ch q V m = q m ch q V .
For µ ∈ P d and λ ∈ RP d , we define the corresponding graded decomposition number as follows
where a m is the multiplicity of D(λ) m in a graded composition series of S(µ). Note that d µ,λ (1) is the usual decomposition number, so the following result easily follows from the well-known facts in the ungraded setting and the fact that the natural map S(µ) ։ D(µ) is of degree zero.
By Theorem 2.4, the graded decomposition matrix (d µ,λ ) is unitriangular, so the knowledge of the graded decomposition numbers implies the knowledge of the graded characters of the irreducible H d -modules. The converse is also true since the graded characters of the irreducible H d -modules are linearly independent, see e.g. [KL, Theorem 3.17] 
3. The ladder weight 3.1. A dominance lemma. For λ ∈ RP d , let t = t λ be the index of its bottom ladder, and r t (λ) = |λ∩L t |. Denote λ∩L t = {A 1 , . . . , A rt(λ) }. Order the nodes of this set so that A u is below A s whenever u < s, and refer to the sequence (A 1 , . . . , A rt(λ) ) as the bottom removable sequence of λ. Observe that the nodes of the bottom removable sequence of λ are indeed removable nodes of λ. All nodes of this sequence have the same residue which we refer to as the residue of the bottom removable sequence.
The following technical result generalizes Lemma 1.1 in [KS] . 
Since λ m−1 ¢ µ m−1 , we deduce that
Observe that since A was the bottom removable sequence, it follows that j 1 is the bottom non-empty row in λ. Since λ is e-restricted, we know also that res (j 1 + 1, 1) = i. Furthermore, we have that row j 1 + 1 is empty in λ A , which implies that it is empty in µ B as well since λ A ¢ µ B .
Since B 1 is an addable i-node for µ B , it follows that l 1 < j 1 + 1. Since j m = j 1 − (m − 1) and l n < l n−1 for all 1 ≤ n ≤ r, it follows that l m ≤ j m . Thus for all k we have either k < j m or k ≥ l m , which gives us that σ k (µ m ) ≥ σ k (λ m ) for all k > 0. Hence µ m ¤ λ m completing the proof. 
Proof.
We apply induction on m > 0 with the induction base m = 1 being clear as r 1 = 1. Let m > 1 and assume that sh(T ≤R m−1 ) = λ(m − 1). Letting B denote the set of nodes in sh(T ≤Rm ) \ sh(T ≤R m−1 ), it suffices to
Observing that B is contained in λ it then remains to show that B ⊆ L m . Observe that the nodes of B must have residue res L m since i T = j λ . We know also that none of the nodes in B belong to any of the ladders L 1 , . . . , L m−1 since sh(T ≤R m−1 ) = λ(m − 1). We conclude that B ⊆ L m , completing the inductive step.
Let λ ∈ P d and set t = t λ and r m = r m (λ) for m > 0. We define
λ has multiplicity r λ in ch q S(λ).
Assume that i T = j λ . Lemma 3.3 implies that for any tableau T ∈ T (λ) with i T = j λ , the numbers d, d − 1, . . . , d − r t + 1 must appear in the bottom removable sequence A = {A 1 , . . . , A rt } for λ. Moreover, all r t ! possible permutations of those numbers occur. Since λ is e-restricted, by Lemma 2.1 all ladders are bottom complete for λ, and thus the possible labelings of A give a contribution of exactly [r t ] ! q to the multiplicity of j λ in ch q S(λ). The result follows by induction on d.
Proof. By Lemma 3.4, j λ appears in ch q S(λ) with multiplicity r λ , and by Lemma 3.2, j λ does not appear in ch q D(µ) for µ ¡ λ. Since composition factors of S(λ) are of the form D(µ) for µ ¢ λ, the result follows.
In two special cases we can be more explicit.
Corollary 3.6. Let λ be a partition of d with λ 1 < e. Then j λ has multiplicity 1 in ch q S(λ) and in ch q D(λ).
Proof. Observe that λ 1 < e implies that r m ≤ 1 for all 1 ≤ m ≤ s λ . The result then follows directly from Lemma 3.4 and Corollary 3.5.
2 , . . . ) be an e-restricted partition with l 1 = e and l i > l i+1 for i ≥ 1. Then the multiplicity of j λ in ch q S(λ) and in
Proof. Use Lemma 3.4 and Corollary 3.5 and the fact that λ has exactly k 1 ladders of size 2, the remaining ladders of λ having size at most 1.
3.3. Ladder weight multiplicity. Let V be a finite dimensional graded H d -module. For any λ ∈ RP d define m λ (V ) to be the multiplicity of j λ in ch q V . We collect the important properties of the function m λ :
Proof. (i) is clear from the definitions, and (iii) is a restatement of Lemma 3.4 and Corollary 3.5. Next, (ii) follows from (i) and (iii).
To see (iv), assume that λ ∈ M (µ). Then either λ ∼ µ or λ ¢µ. In the first case it follows from Theorem 2.4 that m λ (S(µ)) = 0, and in the second case the same follows from Lemma 3.2. Now (v) follows from (iv) and (i). . This implies M > 0. We denote the top term of r(q) by bq R , and note that R ≥ 0 since r(q) is bar-invariant. We now consider two cases. 4.2. Main Algorithm. From now on we assume that char F = 0. If e = 0, then the Specht modules are irreducible, so we also assume that we are in the interesting case e > 0, i.e we deal with the case of the Hecke algebra over a field of characteristic zero with parameter a primitive e th root of unity. Under these assumptions, we will describe an algorithm for computing the graded decomposition numbers.
The algorithm relies heavily on Theorem 2.5, which is why we need the assumption char F = 0.
Let µ ∈ P d and λ ∈ RP d . We will compute d µ,λ by induction. However, this induction requires us to keep track of some extra information. By Theorem 2.4(i), λ ∈ M (µ) implies d µ,λ = 0, so we assume λ ∈ M (µ). We now calculate d µ,λ and m λ (D(µ)) by induction on the distance l(µ, λ) (of course, m λ (D(µ)) only makes sense when µ is e-restricted). Induction begins when l(µ, λ) = 0, hence µ = λ, and we have d µ,µ = 1 by Theorem 2.4(ii) and m µ (S(µ)) = r µ by Theorem 3.8.
Let l(µ, λ) > 0, so µ£λ. By induction, we know the graded decomposition numbers d µ,ν for all ν ∈ RP d ∩ M (µ, λ) with ν = λ and the multiplicities m λ (D(ν)) for all ν ∈ RP d ∩ M (µ, λ) with ν = µ. To make the inductive step we need to compute d µ,λ and, if µ is e-restricted, m λ (D(µ)).
If µ is not e-restricted, then by Theorem 3.8(vi), we have
where all the terms in the right hand side are known by induction and Theorem 2.2. Let µ be e-restricted. By Theorem 3.8(vi), we have
where all terms in the right hand side are known by induction and Theorem 2.2. Note r λ is non-zero and bar-invariant, d µ,λ ∈ qZ ≥0 [q] by Theorem 2.5, and m λ (D(µ)) is bar-invariant by Theorem 2.3. Hence, we are in the assumptions of Problem 4.1 with m(q) = m λ (D(µ)), d(q) = d µ,λ , and r(q) = r λ . Now we apply the Basic Algorithm described in Section 4.1 to calculate m λ (D(µ)) and d µ,λ and complete the inductive step.
Remark 4.3. In our algorithm, to calculate d µ,λ and m λ (D(µ)) one only ever needs to compute d ν,κ and m κ (D(ν)) for pairs (ν, κ) such that l(ν, κ) < l(µ, λ) and ν, κ ∈ M (µ, λ). 
Connection to LLT
The Fock space F is a U q (ŝl e )-module with Q(q)-basis {µ | µ ∈ d≥0 P d }. The submodule of F generated by the vector ∅ (corresponding to the empty partition) is the irreducible highest weight module V (Λ 0 ). There is a canonical U q (ŝl e )-module homomorphism π : F ։ V (Λ 0 ), see [BK3, (3.29) ]. We can and always will identify
Proof. If M and N are graded H d -modules, we denote by HOM H d (M, N ) the graded vector space which consists of all, and not necessarily homogeneous, H d -homomorphisms from M to N . Now, the graded multiplicity of
as required.
Proof. (i) is a restatement of Lemma 5.1 in the Grothendieck group. (ii) follows from (i) and (5.1) since:
Similarly, (iii) follows from (ii) and (5.1) since: for µ = ν. It turns out that the LLT algorithm also relies on being able to solve the system (5.2). In [LLT] , the vector A(λ) for λ ∈ RP d is a first approximation to the canonical basis element G(λ), which calculates a column of the decomposition matrix: G(λ) = µ∈P d d µ,λ µ. One may write r λ A(λ) = ν∈RP d b λ,ν G(ν) for some bar-invariant coefficients b λ,ν . Then: for each µ ∈ P d and λ ∈ RP d . Since conditions analogous to (i) and (ii) are known to hold in the Lascoux-Leclerc-Thibon setup [LLT] , we are left with solving the same system of equations under the same conditions. Moreover, b λ,ν appearing in the LLT algorithm can now be interpreted as the graded weight space multiplicities m λ (D(ν)) for each λ, ν ∈ RP d .
