We consider, for pAð1; 2Þ and q > 1; self-similar singular solutions of the equation v t ¼ divðjrvj pÀ2 rvÞ À v q in R n Â ð0; NÞ; here by self-similar we mean that v takes the form vðx; tÞ ¼ t Àa wðjxjt Àab Þ for a ¼ 1=ðq À 1Þ and b ¼ ðq þ 1 À pÞ=p; whereas singular means that v is non-negative, non-trivial, and lim tr0 vðx; tÞ ¼ 0 for all xa0: That is, we consider the ODE problem 
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We show that this ODE problem has a non-trivial solution if and only if qop À 1 þ p=n (i.e., if and only if nbo1), and in case of existence, the solution is unique and the corresponding selfsimilar singular solution of the PDE satisfies Z R n v nb ðx; ÁÞ dx ¼ constant; lim tr0
Introduction and main results
In this paper, we consider, for pAð1; 2Þ and q > 1; self-similar singular solutions of the p-Laplacian evolution equation with absorption v t ¼ divðjrvj pÀ2 rvÞ À v q in R n Â ð0; NÞ: ð1:1Þ
Here by a singular solution we mean a non-negative and non-trivial solution which is continuous in R n Â ½0; þNÞ\fð0; 0Þg and satisfies That is, we restrict our attention to solutions having an isolated singularity at ð0; 0Þ: Also, by self-similar we mean that v has the form vðx; tÞ ¼ a t a u jxj a t ab ; a : Brezis and Friedman [1] in 1983 proved that when qX1 þ 2=n; (1.6) has no singular solution, whereas when qAð1; 1 þ 2=nÞ; it has, for every cAð0; NÞ; a unique singular solution that satisfies vðÁ; 0Þ ¼ cdðÁÞ; i.e., Such a singular solution is referred as a fundamental solution (FS for short) with initial mass c: Shortly after the work of Brezis and Friedman [1] , Brezis et al. [2] discovered that when qAð1; 1 þ 2=nÞ; (1.6) admits a unique singular solution which is more singular than any FS. Such a singular solution is termed as a very singular solution (VSS for short) and it satisfies (1.7) with c ¼ N: See also [6, 7] and references therein. All singular solutions of (1.6) was later classified by Oswald [14] .
These pioneer works on (1.6) were soon extended to the porous medium equation
ð1:8Þ For m > 1; i.e., slow diffusion case, Kamin, Peletier and Vazquez [9] , after earlier works of Kamin and Peletier [8] , Kamin and Veron [12] and Peletier and Terman [15] , classified in 1989 all singular solutions of (1.8) as follows: (1) any singular solution is either an FS or a VSS; (2) when qXm þ 2=n; (1.8) has no singular solution at all; (3) when qAðm; m þ 2=nÞ; there exists a unique VSS and in addition, for every c > 0; a unique FS with initial mass c; and (4) when qAð1; m; there does not exist any VSS but there exists, for every c > 0; a unique FS with initial mass c:
For fast diffusion case, i.e., mAð0; 1Þ; there were some partial results of Peletier and Zhao [17] in 1990 who proved that when mAðmaxfn À 2; 0g=n; 1Þ; (1.8) has both FS and VSS if qAð1; m þ 2=nÞ and no singular solution when qXm þ 2=n; and of Leoni [13] in 1996 who proved that when mAð0; 1Þ and q > 1; (1.8) has a self-similar VSS if and only if m > 1 n maxf0; n À 2g and qAð1; m þ 2=nÞ: In a forthcoming paper [3] , we shall completely classify all singular solutions of (1.8) in a manner similar to that of [9] for the case mAð0; 1Þ; q > 1:
Investigation on singular solutions was at the same time also carried out for the pLaplacian evolution equation (1.1). For p > 2; i.e., the degenerate case, after works of Kamin and Vazquez [10] on FSs and [5, 16] on existence and uniqueness of selfsimilar VSSs, Kamin and Vazquez [11] provided a complete classification for all singular solutions of (1.1), which is the same as that for the porous medium equation (1.8) except the borderlines q ¼ m þ 2=n and q ¼ m are replaced by q ¼ p À 1 þ p=n and q ¼ p À 1; respectively. Actually, they established the above classification for u t ¼ divðjruj pÀ2 ruÞ À fðuÞ where fðÁÞ is in certain class of non-negative functions including u q : In another forthcoming paper [4] , we shall, based on the result of the current paper, give a complete classification as that in [11] for all singular solutions of (1.1) for pAð1; 2Þ; q > 1:
Here, in this paper, we consider only existence and uniqueness of self-similar singular solutions; namely we consider non-negative and non-trivial solutions of (1.4) that satisfies (1.5) . Throughout this paper, we always assume that 1opo2; q > 1:
ð1:9Þ
Our main result is the following: To prove Theorem 1.1, it suffices to consider the solution of (1.4) with initial value uð0Þ ¼ a; u 0 ð0Þ ¼ 0: ð1:11Þ
We need only consider the case aAð0; 1Þ since aX1 implies that the solution is nondecreasing. Theorem 1.1 follows from the following more detailed result on solutions of the initial value problem (1.4) and (1.11). uðr; aÞ has a finite limit kðaÞ which, as a function of a defined on ða n ; 1Þ; is positive, continuous and non-decreasing, and satisfies lim ara n kðaÞ ¼ 0 and lim as1 kðaÞ ¼ N: (c) If a ¼ a n ; then lim r-N r m uðr; a n Þ ¼ J n ; where In addition, v k is strictly increasing in k and lim kr0 v k is the unique self-similar (very) singular solution of (1.1).
Our paper is organized as follows. In Section 2, we shall first establish the well posedness of the initial value problem (1.4) and (1.11), and exclude the trivial cases a ¼ 0 and X1: Then we show Theorem 1.2(I), which implies the non-existence part of Theorem 1.1. Also we provide certain properties of the solution uðr; aÞ; in particular, we show that u is monotonic in a in the interval where J :¼ r m u is nondecreasing. Next in Sections 3 and 4 we prove (IIa) and (IIb) of Theorem 1.2, respectively. Finally, in Section 5, we prove (IIc).
Preliminary
2.1. The initial value problem (1.4) and (1.11) Lemma 2.1. For every aAR; there exists a unique solution uðÁ; aÞ to (1.4), (1.11) in some right-half neighborhood of the origin. In addition, the following hold: Proof. First we derive an integral equation equivalent to the initial value problem (1.4), (1.11) . Assume that u is a solution of (1.4) and (1.11) near the origin. Integrating over ð0; rÞ; Eq. (1.4) multiplied by r nÀ1 ; we obtain On the other hand, it is easy to show that if a continuous function u satisfies the above integral equation, then it solves (1.4) and (1.11). Thus, the initial value problem (1.4) and (1.11) is equivalent to (2.3). Since ð2 À pÞ=ðp À 1Þ > 0 and q > 1; the existence, uniqueness, as well as the differentiability with respect to a; of solutions to (2.3) then follows from standard Picard's iteration and Gronwall's inequality technique. We omit the details.
Assertions (1) and (2) follow from the uniqueness of the solution. When a > 1; G½uðrÞo0 for all sufficiently small positive r so u 0 > 0 for all small positive r: As (1.4) forbids u 0 from attaining a first zero (since at which u 0 ¼ 0; ðju 0 j pÀ2 u 0 Þ 0 p0 and u > 1), we conclude that u 0 > 0 in its existence interval. Similarly, we can show that if aAð0; 1Þ; then u 0 o0 as long as u > 0; so that either (i) RðaÞ ¼ N and uðr; aÞr0 as rsN or (ii) RðaÞoN and uðRðaÞ; aÞ ¼ 0: Finally, (2.1) follows by substituting the right-hand side of (2.3) by u ¼ a þ oðrÞ: & The first three assertions of the lemma indicate that we need only consider the solution of (1.4), (1.11) for aAð0; 1Þ: Hence, in the sequel, we always assume that aAð0; 1Þ: 2.2. Non-existence of self-similar solution when qXp À 1 þ p=n Now we are ready to prove Theorem 1.2I, which, together with Lemma 2.1(1)-(3), implies the non-existence part of Theorem 1.1. 
Proof of Theorem 1.2(I)
ð2:7Þ
In addition, a differentiation in a gives, for J a :¼ @J @a ; But this is impossible since bm > 1; JðR 1 ; aÞ > JðR 2 ; aÞ and uðR 1 ; aÞ > uðR 2 ; aÞ: Hence J 0 o0 in ðR 1 ðaÞ; RðaÞÞ: (ii) ) (iii). Note that the maximum of J is obtained at r ¼ R 1 ðaÞ; so the assertion follows from the first inequality of (3.1).
(iii) ) (iv). Assume for the contrary that R r 0 r nÀ1 ð1 À nb À u qÀ1 Þu drp0 for all In fact, if jrJ 0 j; which is positive for all large r; oscillates infinitely many times, then one can select fr j g to be local minimum points of jrJ 0 j so that 0
If jrJ 0 j does not oscillate infinitely many times, then jrJ 0 j eventually monotonically decreases to zero. So, one can select fr j g along which rðjrJ 0 jÞ 0 approaches zero, namely, r 2 J 00 ¼ rðrJ 0 Þ 0 À rJ 0 approaches zero along the sequence fr j g:
Now evaluating (2.7) at r j and sending j-N we obtainĴ ¼ J n ; contradicting to the assumption sup rAð0;RðaÞÞ JoJ n : where n ¼ ½ðn þ 1Þp À 2n=½nðp À 1Þ > 0: Multiplying both sides of (3.3) by u nÀ1 and integrating over ½r 1 ; rÞ; roRðaÞ; one immediately concludes that RðaÞoN: In addition, it follows from (3.2) that u 0 ðRðaÞ; aÞo0: Proof. The only if part follows from the definition of C: Now if sup rAð0;RðaÞÞ Jðr; aÞ > J n ; then by Lemma 3.1(iii), aeA; so aAB S C: However, ifĴ :¼ lim r-N J is finite, then one can find a sequence fr j g along which rJ 0 and r 2 J 00 approach zero. This implies, from Eq. (2.7), thatĴ ¼ J n : But this contradicts the assumption that sup rAð0;RðaÞÞ J > J n : & Theorem 4.1. There exists a n Að0; 1Þ such that C ¼ ða n ; 1Þ: In addition, for every aAC; there exists kðaÞ > 0 such that Proof.
Step 1. We first show that C is open and non-empty. Since aAC if and only if sup rAð0;RðaÞÞ Jðr; aÞ > J n ; by the continuous dependence of initial data, C is open. Also, as lim as1 uðr; aÞ ¼ uðr; 1Þ 1 uniformly in any compact subset of ½0; NÞ; lim as1 Jðð2J n Þ 1=m ; aÞ ¼ 2J n ; so that ð1 À e; 1ÞCC for some sufficiently small positive e: As A ¼ ð0; a * Þ; ½a * ; 1ÞCB,C; so that J 0 > 0 for all rAð0; NÞ and all aA½a * ; 1Þ:
Consequently, by Lemma 2.2, J a > 0 for all rAð0; NÞ and all aA½a * ; 1Þ: This implies that C ¼ ða n ; 1Þ where a n ¼ inffaXa * j lim r-N Jðr; aÞ > J n g: As a by product, B ¼ ½a * ; a n ¼ faj RðaÞ ¼ N; and Jðr; aÞsJ n as r-Ng:
Step 2. We now study the behavior of the solution uðÁ; aÞ for aAC: For simplicity, we write uðr; aÞ and Jðr; aÞ as uðrÞ and JðrÞ; respectively.
It is convenient to use the variable t ¼ ln r: Since u is positive, we can write uðe t Þ ¼ uð1Þ Â expðÀ R t 0 LðsÞ dsÞ: Since u 0 o0 and J 0 ¼ r mÀ1 ðru 0 þ muÞ > 0 for all r > 0; we have 0oLðtÞom for all tAðÀN; NÞ:
Substituting this transformation into (1.4) and using the relations r
Here we consider L as an unknown function whereas u ¼ uðe t Þ and J ¼ Jðe t Þ as known functions of t:
Since aAC; as tsN; ur0 and JsN: It then follows that for any e > 0; there exists t e > 0 such that F ðL; tÞ > 0 for all LAð0; ð1 À eÞ=b; t > t e and F ðL; tÞo0 for all LAðð1 þ eÞ=b; m; t > t e : It then follows from an invariant region that lim t-N LðtÞ ¼ 1=b:
Step 3. Next we show that, as t-N; L approaches 1=b exponentially fast, with an exponent at least n ¼ Now, if aAð0; 1Þ is close to 1, case (i) will not occur since sup rAð0;NÞ r 1=b uðr; aÞ > K n :
Thus, case (ii) occur and lim as1 kðaÞXlim r-N lim as1 r 1=b uðr; aÞ ¼ N: Now if lim ara n kðaÞ > 0; we can derive from (i) or (ii) that kða n Þ ¼ lim ara n kðaÞ > 0; which implies that a n AC: Since C is open, this is impossible. Hence, lim ara n kðaÞ ¼ 0:
Finally, as in the proof of the next section, we can show that k a ¼ lim r-N r 1=b u a exists and is positive. This completes the proof of the theorem. & 5. Characterization of the set B Theorem 5.1. B ¼ fa * g ¼ fa n g and Jðr; a n ÞsJ n as rsN:
Proof. From the previous discussion we know that B ¼ ½a * ; a n ; and that for all aAB; J a > 0 for all r > 0 and Jðr; aÞsJ n as rsN: It remains to show that a * ¼ a n : We claim that if aAB; then lim r-N J a ðr; aÞ ¼ N:
