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ASYMPTOTIC BEHAVIOUR AND HAUSDORFF DIMENSION OF
RIEMANN’S NON-DIFFERENTIABLE FUNCTION
DANIEL ECEIZABARRENA
Abstract. Riemann’s non-differentiable function, whose analytic regularity has been widely stud-
ied, can also be analysed from a geometric perspective. Indeed, it can be generalised to the complex
plane to represent the trajectory of a vortex filament in the setting of the binormal flow. We give an
upper estimate for the Hausdorff dimension of this fractal-like trajectory when studied as a subset
of R2. For that, we compute a precise asymptotic behaviour of Riemann’s function at rational
points.
This document follows the expository work [7] by the author and is followed by [6].
1. Introduction
1.1. Previous works and geometric setting. In a lecture in the Royal Prussian Academy of
Sciences in 1872, Weierstrass [24] explained against the belief of the time that a continuous function
need not have a well-defined derivative. Before presenting which nowadays are known as Weierstrass
functions as counterexamples, he mentioned the function
R(x) =
∞∑
n=1
sin (n2x)
n2
(1)
proposed by Riemann some years earlier. Riemann is believed to have claimed that R was con-
tinuous but nowhere differentiable; no written nor oral proof survived, though. Notwithstanding,
(1) became widely known as Riemann’s non-differentiable function. Weierstrass considered that
solving this conjecture was a somewhat difficult problem, and he was correct indeed. In 1970 Gerver
[9] disproved the conjecture when he showed that R is differentiable at points pix where x ∈ Q is
a quotient of two odd numbers, with derivative equal to −1/2. Previously, in 1915, Hardy [13]
had shown that R is not differentiable in pix if x is irrational. The problem was completely solved
when Gerver himself [10] showed in 1971 that it was also the case of the remaining rationals. Later,
a deeper study in the regularity properties of R was performed by Duistermaat [5], Jaffard [15]
and Jaffard and Meyer [16]. Results with geometric flavour were also obtained by Chamizo and
Co´rdoba [3], where the Minkowski dimension of the graph of several Fourier series, among which R
is, was analysed. In all these works, it is a common technique to study an immediate generalisation
of R to the complex plane,
φD(t) =
∞∑
n=1
eipin
2t
ipin2
, (2)
which satisfies that ReφD(t) = R(pit)/pi.
In [4], De la Hoz and Vega showed that Riemann’s function has an intrinsic geometric nature,
developed in the context of the binormal flow, a model for one vortex filament dynamics. It is
BCAM - Basque Center for Applied Mathematics. Alameda de Mazarredo 14, 48009 Bilbao, Spain.
e-mail: deceizabarrena@bcamath.org
1
ar
X
iv
:1
91
0.
02
53
0v
2 
 [m
ath
.C
A]
  1
4 O
ct 
20
19
represented by the Vortex Filament equation (VFE), the evolution equation
Xt = Xs ×Xss, or equivalently Xt = κB,
for a curve X : R2 → R3 with variables s and t, the arclength and the time respectively and which
is given an initial condition X(s, 0). Here, κ = κ(s, t) represents the curvature and B = B(s, t)
is the binormal vector. It turns out that the VFE has a strong connection with the non-linear
Schro¨dinger equation (NLS). This was shown by Hasimoto [14], who proved that if κ and τ are the
curvature and the torsion of the solution X of the VFE, then
ψ(s, t) = κ(s, t) ei
∫ s
0 τ(σ,t) dσ (3)
solves
ψt = i
(
ψss +
1
2
(
|ψ|2 +A(t)
)
ψ
)
(4)
for some real function of time A(t).
A situation where this model can be applied concerns jets, such as smoke jets travelling in the air,
or bubble jets travelling in water, passing through nozzles of different shapes (as can be watched in
[19]). A very visual example is a smoker producing a smoke-ring with his mouth. This ring travels
essentially unchanged in shape, but the result is different if the profile of the nozzle is changed from
a circle to some polygonal shape, or in general to some cornered shape (see for instance the review
[12]). We are interested in following the trajectory of one of these corners.
In the VFE, the shape of the nozzle, interpreted as a curve, corresponds to the initial datum. Let
us work with an M -sided plane and regular polygonal nozzle, which generates the solution XM .
An option is to parametrise the polygon in the interval [0, 2pi] and then to extend it periodically. In
terms of the NLS, the initial torsion appearing in (3) is null, and the initial curvature can be written
in terms of Dirac deltas placed uniformly. Following the Gauss-Bonnet theorem, it is reasonable to
set
ψM (s, 0) = κM (s, 0) =
2pi
M
∑
k∈Z
δ
(
s− 2pi
M
k
)
. (5)
If ψM were the rigorous solution, we would recover κM and τM by (3), and integrating the Frenet-
Serret system would yield the tangent vector TM . Finally, the solution XM would be obtained by
integration in the s-variable, and the wanted trajectory would correspond to XM (0, t).
A very heuristic option to avoid the difficulties posed by the NLS consists in working with the
free Schro¨dinger equation instead. For simplicity, one can also scale the initial datum to make it
independent of M and solve{
ψt = i ψss in R2,
ψ(s, 0) = ψ0(s) =
∑
k∈Z δ (s− k), s ∈ R.
(6)
The well-known solution is
ψ(s, t) = eit∂
2
s
(∑
k∈Z
δ(· − k)
)
(s) =
∑
k∈Z
e2piiks−4pi
2ik2t. (7)
A shortcut to avoid integrating the Frenet-Serret system, which involves an s-derivative, and then
integrating in s again, consists in simply integrating twice in s. According to (6), that amounts to
integrating once in t, so an approximation to XM , scalings apart, is
Φ(s, t) = i
∫ t
0
ψ(s, τ) dτ = i
∫ t
0
∑
k∈Z
e2piiks−4pi
2ik2τ dτ. (8)
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Finally, evaluating in s = 0 gives the approximation of XM (0, t), which is
φ(t) =
∑
k∈Z
e−4pi2ik2t − 1
−4pi2k2 . (9)
Numeric evidence was given in [4] that this crude approximation is surprisingly precise; their
experiments suggest that the trajectories XM (0, t) coming from solutions to the system (4)-(5)
converge to the trajectory of φ when M →∞.
Figure 1. The image of φ corresponding to the interval [0, 1/(2pi)]. When interpreted as
the image of a parametric curve, it resembles the trajectories of the corners of a polygonal
nozzle in the vortex filament experiment.
Moreover, (9) has a clear connection with Riemann’s non-differentiable function (2). Indeed, one
can easily check that
φ(t) = − i
2pi
φD(−4pit) + it+ 1
12
, ∀t ∈ R. (10)
Hence, the heuristic trajectory φ, a representative of the trajectories XM (0, t), is also an alternative
version of Riemann’s non-differentiable function, which can now be considered to have an intrinsic
geometric structure. This is why we analyse the set φ(R) in the complex plane.
1.2. Main results. The main goal of this document is to give an upper estimate for the Hausdorff
dimension of φ(R).
Theorem 1.1. The Hausdorff dimension of the image of Riemann’s non-differentiable function φ
defined in (9) satisfies
1 ≤ dimH φ(R) ≤ 4
3
.
The set in Figure 1 shows some kind of self-similarity, so its dimension should be strictly greater
than 1. However, it is not clear what the exact value is. The cover we use in the proof of the
upper bound is quite well adjusted, in the sense that it would no longer cover the set after a slight
reduction of the diameters. Moreover, the estimates used are sharp. These clues suggest that the
dimension might be precisely 4/3.
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Theorem 1.1 can be generalised to the context of multifractality, which deals with the local
Ho¨lder regularity of functions. For α ≥ 0, a function f is said to be α-Ho¨lder in x0 ∈ R, and
denoted f ∈ Cα(x0), if there exists a polynomial P with degP ≤ α such that
|f(x0 + h)− P (h)| ≤ C|h|α, when h is small.
The Ho¨lder exponent of f at a given point x0 is the maximal Ho¨lder regularity of f at x0,
α(x0) = sup
{
β ≥ 0 | f ∈ Cβ(x0)
}
. (11)
The Hausdorff dimension of the set of points with exponent α,
d(α) = dimH{x ∈ R | α(x) = α}, ∀α ≥ 0,
when regarded as a function of α, is called the spectrum of singularities. This definition is usually
extended to values of α yielding an empty set by setting their image to be −∞. The spectrum
of singularities is the principal object of study in multifractal analysis, and a function is said to
be multifractal if its spectrum of singularities is defined at least on an open interval of Ho¨lder
exponents α.
Jaffard [15] proved that the spectrum of singularities of Riemann’s non-differentiable function is
d(α) =
 4α− 2, if α ∈ [1/2, 3/4],0, if α = 3/2,−∞, otherwise. (12)
As a consequence, he also proved the validity of the multifractal formalism, also known as the
Frisch-Parisi conjecture [8], for φD. To prove (12), he established a relationship between the Ho¨lder
exponent of f at tρ and the rate of convergence of the sequence of continued fractions of ρ. This
technique was also used later in [17] to analyse the regularity of the solution of (6) in the variable
s for every fixed t.
In this context, a natural question is whether the multifractality of φ is translated from its
domain to its image φ(R). We prove a partial result. In the spirit of Jaffard’s proof, it is based in
the classification of irrational points according to the rate of convergence of their approximations
by continued fractions.
Theorem 1.2. For Riemann’s non-differentiable function, let Dσ = {x ∈ R | α(x) = σ}. Then,
dimH φ(Dα) ≤ dimH φ
( ⋃
σ≤α
Dσ
)
≤ 4α− 2
α
, ∀α ∈ [1/2, 3/4].
Theorem 1.2 generalises Theorem 1.1 because 2piD3/2 ⊂ Q, where D3/2 is the set of points where
φ is differentiable, so the union ∪σ≤3/4Dσ covers the whole real line except a countable number of
points. Therefore, dimH φ(R) = dimH φ(∪σ≤3/4Dσ) ≤ 4/3.
The proofs of Theorems 1.1 and 1.2 are simplified by the property
φ
(
t+
1
2pi
)
= φ(t) +
i
2pi
, ∀t ∈ R, (13)
which is easily deduced from (10) and the periodicity of φD. As a consequence, it is enough to work
with points t ∈ [0, 1/(2pi)] and the set φ([0, 1/(2pi)]), shown in Figure 1, and it is convenient to
scale the variable as t = tx = x/(2pi) where x ∈ [0, 1]. Theorems 1.1 and 1.2 are then a consequence
of the asymptotic behaviour of φ(tx + h) − φ(tx) when h → 0 in the cases when x ∈ Q ∩ [0, 1]. If
x = p/q ∈ Q is an irreducible fraction, we may write tp/q = tp,q.
An important work in this direction was done by Duistermaat [5], where he proved asymptotics
of φD in the points 2x ∈ [0, 2). As can be deduced from (10), these points correspond to the tx
above. He also remarked the selfsimilar nature of the set φD(R). His results may be translated to
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φ by means of (10), but instead, we prove the asymptotics for φ directly in a slightly different and
possibly more natural way, remarking the connections with other important phenomena arising in
the context of the VFE, such as the Talbot effect. We will nevertheless use essential steps from
Duistermaat himself and Jaffard [15]. Our path leads to slightly more precise explicit results.
For the sake of clarity, here we present a simplified version of the asymptotic behaviour of φ.
The complete and detailed expressions can be found in Propositions 6.1 and 7.1.
Proposition 1.3. Let p, q ∈ Z such that 0 ≤ p < q and gcd(p, q) = 1. Write tp,q = (p/q)/(2pi).
Then, there exists ep,q ∈ C with e8p,q = 1 such that
• if q ≡ 0, 1, 3 (mod 4), then
φ(tp,q + h)− φ(tp,q) = ep,q√
pi
(
h1/2
q˜1/2
+ 4 i Y (b(h)) q˜3/2 h3/2 +O
(
q7/2 h5/2
))
.
• if q ≡ 2 (mod 4), then
φ(tp,q + h)− φ(tp,q) = 4
√
2√
pi
ep,q
(
Z(b(h)) q3/2 h3/2 +O
(
q7/2 h5/2
))
.
Here, q˜ = q when q is odd, and q˜ = q/2 when q is even. Also, b(h) ∼ q˜2 h when h → 0 and Y (h)
and Z(h) are continuous and bounded functions such that Y (1/h) and Z(1/h) are periodic and
follow circular patterns inside some annulus.
While these expressions allow to understand the main asymptotic behaviour of φ around rational
numbers, its self-similar structure, already pointed out by Duistermaat [5] and vital in [6], is hidden
in the functions Y and Z. As already said, this will become clear in Propositions 6.1 and 7.1.
1.3. Main tools. Two are the cornerstones in the proof of the asymptotics in Proposition 1.3
fully stated in Propositions 6.1 and 7.1. The first one is the Poisson summation formula, which in
its simplest version and under adequate regularity conditions asserts that a function f : R → C
satisfies ∑
n∈Z
f(n) =
∑
n∈Z
f̂(n). (14)
On the other hand, the Jacobi theta function, defined for z ∈ C on the open upper half plane by
θ(z) =
∑
k∈Z
epiik
2z,
plays a fundamental role as well. Indeed, φ can be formally written (since θ is not well-defined on
R) as
φ(t) = i
∫ t
0
θ(−4piτ) dτ, (15)
and the asymptotic at tx takes the form of
φ(tx + h)− φ(tx) = i
∫ tx+h
tx
θ(−4piτ) dτ. (16)
Transformations and identities for θ have been widely studied, so by (15) we expect to be able to
translate them to φ. Among them, the periodicity
θ(z + 2) = θ(z) (17)
and the well-known inversion identity
θ(−1/z) =
√
z
i
θ(z) (18)
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with the principal branch of the square root are the most representative ones. These two transfor-
mations allow to deduce the asymptotic behaviour of φ around every point tx with x ∈ Q from the
asymptotics at 0 and t1/2. These two, on the other hand, can be computed directly and explicitly.
This reduction is performed by means of the theta-modular group Γθ, a subgroup of the modular
group Γ consisting of the fractional linear transformations with integer coefficients, or Mo¨bius
transformations
γ(x) =
ax+ b
cx+ d
, a, b, c, d ∈ Z, ad− bc = 1.
Mo¨bius transformations form a group with respect to composition, and they can be represented by
matrices under the group isomorphism
ax+ b
cx+ d
↔
(
a b
c d
)
, Γ ∼= SL2(Z)〈−I〉 ,
where SL2(Z) is the group of matrices of size 2 with integer coefficients and determinant 1 and I
stands for the identity matrix. The modular group Γ is generated by the transformations
S =
(−1 0
0 1
)
, T =
(
1 1
0 1
)
,
which correspond to the inversion S(x) = −1/x and the translation T (x) = x+ 1. To express this,
we write Γ = 〈S, T 〉. The theta-modular group is the subgroup
Γθ = 〈S, T 2〉 =
{(
a b
c d
)
∈ Γ | a ≡ d 6≡ b ≡ c (mod 2)
}
. (19)
Since T 2x = x+ 2, the two generators are precisely the transformations that according to (17) and
(18) interact with θ. The fact that Γθ is a group thus suggests that for every γ ∈ Γθ there must be
a transformation interacting with θ. Indeed, one can check that
θ(γ(z)) = eγ
√
cz + d θ(z), ∀γ =
(
a b
c d
)
∈ Γθ, (20)
where eγ ∈ C is an eighth root of the unity. Details on the relationship between the modular group
and the θ function can be found in [1] and in [22].
Thanks to the connection between the VFE and the NLS, the reduction from tp,q to 0 or t1/2
is related to invariances of the solution (7) coming from the pseudoconformal symmetry and the
periodicity of the free Schro¨dinger equation (6). It is also related to the Talbot effect in optics [23]
and the generalised Gauss sums
G(a, b, c) =
c−1∑
m=0
e2pii
am2+bm
c , a, b ∈ Z, c ∈ N. (21)
Indeed, one can check that the free Schro¨dinger solution (7) at t = tp,q is a sum of Dirac deltas
centred in s = r/q for every r ∈ Z, and each of these deltas is multiplied by G(p, r, q). With the
aforementioned symmetries, one can compute any Gauss sum G(p, 0, q) iteratively by reducing it
to the cases q = 1, 2, which can be computed by hand. The Hasimoto transformation suggests
that these iterations are also possible at the level of the Vortex Filament solution. In terms of
Riemann’s function, we will see that these iterations are materialised in θ-modular transformations
that can be used in (8) and (16) to deduce the behaviour of φ at an arbitrary rational tp,q from the
behaviour at tp,q with q = 1, 2. We will work in this iterative algorithm.
The composition of these θ-modular iterations produces a single θ-modular transformation, but
the algorithm does not supply this transformation explicitly. Jaffard [15] gave the ideas to do so,
and we will combine them with (16) and (20) to perform the reduction.
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1.4. Structure of the document. Following what was explained right above, in section 2 we
analyse the connection between Riemann’s function and Gauss sums through the Talbot effect.
We iteratively deduce the existence of a θ-modular transformation that allows to compute the
behaviour of φ around any tp,q using the behaviour around 0 and t1,2.
In section 3, we compute the explicit θ-modular transformation and we formally compute the
asymptotic behaviour so that we have an overall perspective.
In sections afterwards, we develop the rigorous asymptotic behaviour. Sections 4 and 5 are
devoted to computations around 0 and t1,2. In sections 6 and 7 we compute the asymptotic
behaviour in the rest of the rationals using the transformations found in section 3. Finally, in
section 8 we prove Theorems 1.1 and 1.2 on the Hausdorff dimension of φ(R).
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2. Heuristics of the reduction: the Talbot effect and Gauss sums
The Talbot effect is an optic phenomenon discovered in 1836 [23]. It consists in the interference
caused by the diffracted light after crossing a grating with equidistant and parallel slits. During
photographic experiments, Talbot discovered a distance, now known as the Talbot distance, where
the interference pattern matches the original grating. The first rigorous analysis was performed
in 1881 [21], and in the following years, it was observed that narrower versions of the grating
are also reproduced in every fraction of the Talbot distance. Moreover, the narrowness increases
proportionally with the denominator of the fraction. The popularly known as Talbot carpet is a
visual representation of this effect [2].
It was shown in [4] that this phenomenon appears in the Vortex Filament setting, and by the
Hasimoto transformation, there is a corresponding expression for the solution of the free Schro¨dinger
system (6). Let p, q ∈ N be coprime integers such that p < q, and evaluate the solution (7) at
tp/q = tp,q. Splitting the sum in the integers modulo q twice, we get
ψ(s, tp,q) =
∑
k∈Z
e
2pii
(
ks−k2 p
q
)
=
1
q
∑
k∈Z
q−1∑
r=0
G(−p, r, q) δ
(
s− k − r
q
)
, (22)
where G stands for the generalised Gauss sums (21). This is an analytic representation of the
Talbot effect and the Talbot carpet. Indeed, in the three-dimensional space, let the grating be
in the plane OXY so that the slits are parallel to the axis Y and light travels in direction Z.
Then, if we project in Y = 0, the space variable s and time variable t correspond to X and Z
respectively, and the initial condition in (6) represents the grating, where each Dirac delta stands
for a slit. According to (22), at time tp,q equally separated q times more deltas have formed, which
corresponds to q times more slits having formed at distance p/q in the experiment. An exception
occurs when q ≡ 2(mod 4), when half of the Gauss sums vanish and there are only q/2 times
more deltas. The case q = 1 represents the Talbot distance, or the period, where the grating is
reproduced exactly, while when q = 2 the number of slits is the same as in the beginning, but
positions are switched so that a slit is formed in the middle of every two original slits. This last
event is known in the literature as the axis switching phenomenon (see, for instance, [12]).
The Talbot effect in the form (22) and some symmetries of the Schro¨dinger equation can be
used to compute Gauss sums iteratively. The key feature is that if uniqueness of solutions is
granted, an initial datum invariant with respect to a symmetry generates an invariance identity
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for the corresponding solution. For instance, the free Schro¨dinger equation is translation invariant:
if u(s, t) is a solution, then so is u(s + 1, t). This symmetry takes the initial condition u(s, 0) to
u(s + 1, 0). In (6), ψ0(s) = ψ0(s + 1), so assuming uniqueness, the two generated solutions must
also coincide, and consequently ψ(s, t) = ψ(s+ 1, t).
We repeat this procedure with one more symmetry of the Schro¨dinger equation, the pseudocon-
formal transformation
Pu(s, t) = 1√
4piit
u
(
s
t
,
1
t
)
eis
2/(4t), Pu(s, 0) = F−1 (u(4pi·, 0)) (s) = 1
4pi
F−1u
( s
4pi
, 0
)
.
Here, the bar represents complex conjugation and
√
i = (1 + sign(t) i)/
√
2 is determined by the
fundamental solution of the Schro¨dinger equation. One can check that the initial condition in (6)
satisfies ψ̂0 = ψ0 = ψ0, so
Pψ0(s) = 1
4pi
ψ0
( s
4pi
)
.
Then, if uniqueness of solution is assumed, we get
Pψ(s, t) = 1
4pi
ψ
(
s
4pi
,
t
(4pi)2
)
.
Rearranging the above leads to the pseudoconformal invariance,
ψ(s, t) =
1
(4piit)1/2
eis
2/(4t) ψ
(
s
4pit
,
1
(4pi)2t
)
. (23)
The key remark is that (23) allows the reduction
tp,q → 1
(4pi)2
1
tp,q
=
1
2pi
q
4p
= tq,4p.
Writing the Talbot effect (22) in both sides of (23) and comparing the coefficients of the Dirac
deltas centred at 0, we get the well-known reciprocity formula for Gauss sums,
G(p, 0, q) =
√
q
p
1 + i
4
G(−q, 0, 4p). (24)
Gauss sums are easy to compute by hand when q is small (for instance, (24) implies the non-trivial
G(1, 0, q) =
√
q (1 + i)(1 + (−1)q)/2 for every q ∈ N), so this suggests an iterative method to
compute any G(p, 0, q). Indeed, combining (24) with the modular property
G(a, 0, c) = G(a(mod c), 0, c) (25)
leads to the following algorithm. We only take care of the variables of the Gauss sums, and we do
not keep track of the multiplying quantities.
Algorithm 2.1. Let p, q ∈ N coprime integers such that p < q. Denote by R the reciprocity formula
(24) and by M the modularity formula (25).
• If p < q/2, do (p, q) R−→ (−q, 4p) M−→ (4p− q, 4p).
– If p < q/4, then 4p < q. The denominator has been reduced.
– If q/4 < p < q/2, iterate again (4p − q, 4p) R−→ (−p, 4p − q) M−→ (3p − q, 4p − q). And
0 < 4p− q < q. The denominator has been reduced.
• If q/2 < p < q, do (p, q) M−→ (p− q, q) R−→ (q, 4(q − p)).
– If p > 3q/4, then 4(q − p) < q. The denominator has been reduced.
– If q/2 < p < 3q/4, iterate again (q, 4(q− p)) M−→ (4p− 3q, 4(q− p)) R−→ (q− p, 3q− 4p),
where 3q − 4p < q. The denominator has been reduced.
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Therefore, the denominator q can always be reduced to q = 1 or q = 2. Indeed, the algorithm takes
q = 2 to itself.
Remark 2.2. In the same way that the reciprocity formula (24) is a consequence of the pseudocon-
formal invariance (23), the modular property (25) is obtained from the time periodicity of ψ,
ψ(s, t+ 1/2pi) = ψ(s, t). (26)
Thanks to the invariances (23) and (26), and taking into account that (16) and θ(−4piτ) = ψ(0, τ)
are satisfied formally, Algorithm 2.1 can be used to reduce the asymptotic behaviour of φ around
tp,q to either 0 or t1,2. However, the explicit transformation remains unknown.
After changing variables, the formal expression (16) reads as
φ(tx + h)− φ(tx) = i
∫ x+2pih
x
ψ(0, r/2pi) dr =
i
2pi
∫ x+2pih
x
θ(−2r) dr. (27)
The setting is now the same as in Algorithm 2.1, since eventually x = p/q. Hence, the time
transformations coming from (23) and (26) are applied to η(r) = θ(−2r). Reciprocity makes
η(r) → η(−1/4r), which translates as θ(r) → θ(−1/r), while modularity makes η(r) → η(r + 1)
which translates as θ(r) → θ(r + 2). These two transformations sending variables r 7→ r + 2
and r 7→ −1/r are precisely the generators of Γθ and interact with θ as in (17) and (18). Then,
Algorithm 2.1 shows that for every rational p/q there exists a θ-modular transformation which can
be used as a change of variables in (27) to reduce the asymptotic at tp,q to either 0 or t1,2. Also in
view of (27),
φ(tx + h)− φ(tx) = i
4pi
∫ 2x+4pih
2x
θ(−r) dr,
so this θ-modular transformation has to take the irreducible fraction p˜/q˜ = 2p/q to either 0 or 1,
in the same way that an arbitrary q was sent to q = 1, 2 in the context of G(p, 0, q).
At this point, we can guess which rational numbers can be sent to 0 and which cannot. Assume
both p˜, q˜ are odd and that γ ∈ Γθ is such that γ(p˜/q˜) = 0. The coefficients in the numerator of γ, a
and b, are coprime, so either a = q˜ and b = −p˜ or a = −q˜ and b = p˜ must hold. But then the parity
condition in (19) is not kept, hence γ does not exist. These points are precisely corresponding to
p/q with q ≡ 2 (mod 4), because then p is odd and p˜/q˜ = p/(q/2), where q/2 is odd. On the other
hand, if q ≡ 0 (mod 4), then p˜/q˜ = p/(q/2) with p odd and q/2 even, and if q ≡ 1, 3 (mod 4), then
p˜/q˜ = 2p/q with 2p even and q odd.
In section 3, we prove that the general scheme for the θ-modular transformations corresponding
to tp,q is
q odd =⇒ p˜ = 2p, q˜ = q, ∃γ ∈ Γθ such that γ(p˜/q˜) = 0.
q ≡ 0 (mod 4) =⇒ p˜ = p, q˜ = q/2, ∃γ ∈ Γθ such that γ(p˜/q˜) = 0.
q ≡ 2 (mod 4) =⇒ p˜ = p, q˜ = q/2, ∃γ ∈ Γθ such that γ(p˜/q˜) = 1.
(28)
We will also compute these transformations.
3. Formal reduction and θ-modular functions
The objective of this section is to explicitly compute the θ-modular transformations following
the classification (28). This was essentially done by Jaffard [15], whose steps we follow here. Also,
starting from (27), we perform the reduction of the asymptotics around tp,q to either 0 or t1,2
formally. The conclusions, though heuristic, are very enlightening.
To determine the coefficients a, b, c, d of γ ∈ Γθ as in (19), we use the theory of continued
fractions. In the case of p˜/q˜, the continued fraction is finite because it is a rational number, so
there exists N ∈ N such that p˜/q˜ = [a0; a1, . . . , aN ], where an ∈ N for all n ∈ N. For any n ≤ N ,
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the n-th convergent is a rational p˜n/q˜n = [a0; a1, . . . , an] satisfying |p˜/q˜ − p˜n/q˜n| < q˜−2n . Also,
p˜n q˜n−1 − q˜n p˜n−1 = (−1)n−1 for every n ≤ N . The reader may consult [18] for further details.
3.1. Transformation for rationals p/q such that p˜ and q˜ are not both odd. These rationals
can be sent to 0. For that, we choose
a = q˜, b = −p˜.
Since p˜ = p˜N and q˜ = q˜N , the other coefficients are designed using p˜N−1 and q˜N−1.
• If p˜N−1 and q˜N−1 are not both odd, we choose
c = (−1)N−1 q˜N−1, d = (−1)N p˜N−1,
so that ad− bc = (−1)N (q˜ p˜N−1 − p˜ q˜N−1) = (−1)2N = 1.
• If p˜N−1 and q˜N−1 are both odd, the above does not satisfy the parity conditions, so choose
c = (−1)N−1 q˜N−1 + q˜, d = (−1)N p˜N−1 − p˜.
Remark 3.1. The choice of c and d is not unique. Indeed, parity and the determinant are preserved
if we choose c′ = c+ 2kq˜ and d′ = d− 2kp˜, for no matter which k ∈ Z. If k = 1, we may work with
q˜ < c < 4q˜ in both cases. If k = −1 in the first case and k = −2 in the second one, we may also
work with −4q˜ < c < −q˜.
3.2. Transformation for rationals p/q such that p˜ and q˜ are both odd. We saw in section 2
that these rationals cannot be sent to 0. We choose instead
a = (−1)N−1 q˜N−1 + q˜, b = (−1)N p˜N−1 − p˜, c = (−1)N−1q˜N−1, d = (−1)N p˜N−1.
Indeed, p˜N−1 and q˜N−1 cannot both be odd, so parity conditions are preserved, and also ad−bc = 1.
One can easily check that γ(p˜/q˜) = 1.
Remark 3.2. The choice of a, b, c, d is not unique, since all properties are preserved if
a = (−1)N−1 q˜N−1 + (2k + 1)q˜, b = (−1)N p˜N−1 − (2k + 1)p˜,
c = (−1)N−1q˜N−1 + 2kq˜, d = (−1)N pN−1 − 2kp˜,
for any k ∈ Z. With k = 1, we may assume q˜ < c < 3q˜, and with k = −1, we may work with
−3q˜ < c < −q˜.
3.3. Formal reduction. In this subsection, we use the above transformations to perform the
reduction from tp,q to 0 or t1,2 formally. This formalism comes from (16), which as remarked
previously, is not correct since θ is not defined on the real axis. However, the conclusions of the
following lines can be properly justified because one can work with the limits
φ (t) =
i
4pi
lim
→0+
∫ 4pit
0
θ(−τ + i) dτ,
and therefore, with
φ (tp,q + h)− φ(tp,q) = i
4pi
lim
→0+
∫ p˜/q˜+4pih
p˜/q˜
θ(−τ + i) dτ. (29)
We leave the rigorous proof for the upcoming sections and we now focus to explain the intuition of
the reduction itself.
Let 0 < p ≤ q be coprime such that q ≡ 0, 1, 3 (mod 4). Then, there exists γ ∈ Γθ such that
γ(p˜/q˜) = 0. Formally following (16) or (29), for h ∈ R we have
φ(tp,q + h)− φ(tp,q) = i
∫ tp,q+h
tp,q
θ(−4piτ) dτ = i
4pi
∫ p˜/q˜+4pih
p˜/q˜
θ(−σ) dσ.
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Conjugate first and use the rule (20) for the θ-modular transformations so that
φ(tp,q + h)− φ(tp,q) = i eγ
4pi
∫ p˜/q˜+4pih
p˜/q˜
θ(γ(σ))√
cσ + d
dσ.
Since a = q˜, b = −p˜ and ad− bc = 1, one can check that
γ(x) =
ax+ b
cx+ d
=⇒ γ−1(x) = dx− b−cx+ a, γ
′(x) =
1
(cx+ d)2
.
Then, change variables γ(σ) = r so that γ(p˜/q˜ + 4pih) = 4piq˜2h/(1 + 4picq˜h). At this point, we
have to treat the cases h > 0 and h < 0 distinctly. To avoid a null denominator, if h ≥ 0, following
subsections 3.1 and 3.2 we let c = c+ be such that q˜ < c+ < 4q˜. On the other hand, if h < 0,
choose c = c− such that −4q˜ < c− < −q˜. This way, we have 4picq˜h ≥ 0 in both cases, and define
1
4pi
γ(p˜/q˜ + 4pih) = b(h) =
{
q˜2h
1+4pic+q˜h
, when h ≥ 0,
q˜2h
1+4pic−q˜h , when h < 0.
(30)
Writing h = −|h| if h < 0, we may write
φ(tp,q ± |h|)− φ(tp,q) = i eγ
4pi
∫ 4pib(±|h|)
0
θ(r)
(q˜ − c±r)3/2
dr, ∀h > 0.
When h is small, b(h) behaves like q˜2h. Consequently, the variable r of the integral is small
and heuristically q˜ − cr is similar to q˜. In view of (15), the asymptotic around tp,q will behave
approximately as
φ(tp,q ± |h|)− φ(tp,q) ≈ eγ
q˜3/2
φ(±q˜2 |h|). (31)
This means that when h → 0, the behaviour of φ around tp,q is essentially the same as around 0,
except that we need to rescale by q˜2 in the variable and by q˜−3/2 in the image.
On the other hand, if q ≡ 2 (mod 4), there exists γ ∈ Γθ such that γ(p˜/q˜) = 1, and the same
steps lead to
φ(tp,q ± |h|)− φ(tp,q) = i eγ
4pi
∫ 1+4pib(±|h|)
1
θ(r)
(q˜ − c±(r − 1))3/2
dr.
Consequently, we get approximately
φ(tp,q + h)− φ(tp,q) ≈ eγ
q˜3/2
(
φ(t1,2 + q˜
2 h)− φ(t1,2)
)
. (32)
As with the other rationals, the behaviour of φ around tp,q is essentially the same as around t1,2,
modulo the same scalings as above.
We elaborate on the details and obtain the precise asymptotic behaviour in sections 6 and 7.
However, we first deal with the asymptotic behaviour around 0 and t1,2, which can be computed
directly.
4. Asymptotic behaviour around 0
Assume first that h > 0. Writing Riemann’s non-differentiable function (9) as
φ(h) = −h
∑
k∈Z
g(2pik
√
h), g(x) =
e−ix2 − 1
x2
,
the Poisson summation formula (14) implies
φ(h) = −
√
h
2pi
∑
k∈Z
ĝ
(
k
2pi
√
h
)
(33)
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in case |g(x)|+ |ĝ(x)| ≤ C(1 + |x|)−1−δ for some C, δ > 0 (see [11, Theorem 3.1.17]). The function
g is bounded in any compact set because it is analytic, and it decreases as |x|−2 when |x| → ∞.
Concerning ĝ, we prove the following lemma, similar to [20, Lemma 1].
Lemma 4.1. The Fourier transform of g is
ĝ(ξ) = 2pi2 |ξ| erfc
(
1− i√
2
pi |ξ|
)
−
√
2pi (1 + i) eipi
2ξ2 , ∀ξ ∈ R
where erfc(z) = 1− erf(z) stands for the complementary error function and erf(z) = 2√
pi
∫ z
0 e
−y2 dy
is the error function. Its asymptotic expansion for x ∈ R at infinity is
erfc(x) =
e−x2√
pi
(
1
x
+
N∑
n=1
(−1)n (2n− 1)!!
2n x2n+1
)
+O
(
1
x2N+3
)
, ∀N ∈ N.
Proof. Integrating by parts, we may write
ĝ(ξ) = −2i
∫
R
e−ix
2
e−2piiξx dx+ 2piiξ
∫
R
e−2piiξx
x
dx− 2piiξ
∫
R
e−ix2
x
e−2piiξx dx.
The first two integrals are Fx
(
e−ix2
)
(ξ) =
√
pi/2 (1 − i) eipi2ξ2 and Fx
(
x−1
)
(ξ) = −pii sign(ξ),
while the third one is the convolution of both of them. Hence,
ĝ(ξ) = −
√
2pi (1 + i) eipi
2ξ2 + 2pi2|ξ| − 4pi2√pi 1− i√
2
|ξ|
∫ |ξ|
0
eipi
2y2 dy.
The last integral can be written in terms of the error function after a complex change of variables
so that ∫ |ξ|
0
eipi
2y2 dy =
1
2
√
pi
√−i erf
(√−ipi|ξ|) ,
where by the property erf(−z) = − erf(z) for z ∈ C we can choose any of the two values √−i =
±(1− i)/√2. By convenience we choose √−i = (1− i)/√2 so
ĝ(ξ) = −
√
2pi (1 + i) eipi
2ξ2 + 2pi2|ξ|
(
1− erf
(
1− i√
2
pi|ξ|
))
.
The asymptotic expansion of erfc is obtained from the definition after integrating by parts N
times. 
Since the error function is analytic, so is ĝ. Also, erfc(x) = pi−
1
2 e−x2
(
x−1 +O(x−3)
)
, so we get
ĝ(ξ) = 2pi2 |ξ|pi− 12 eipi2ξ2
(
1 + i√
2
pi−1|ξ|−1 +O(|ξ|−3)
)
−
√
2pi (1 + i) eipi
2ξ2 = O(|ξ|−2) (34)
when |ξ| > 1. Thus, the hypotheses for the Poisson summation formula are satisfied. Given that
ĝ(0) =
∫
R g(x) dx = −
√
2pi (1 + i) and that g is even, (33) can be rewritten as
φ(h) =
1 + i√
2pi
√
h−
√
h
pi
∞∑
k=1
(
pik√
h
erfc
(
1− i
2
√
2
k√
h
)
−
√
2pi (1 + i) e
ik2
4h
)
.
Last, we substitute the asymptotic expression for the complementary error function seen in Lemma 4.1
so that for each k ∈ N, and for every N ∈ N,
pik√
h
erfc
(
1− i
2
√
2
k√
h
)
−
√
2pie
ik2
4h (1 + i) =
√
pi
1 + i√
2
e
ik2
4h
N∑
n=1
(2n− 1)!! 2n+1 hn
in k2n
+O
(√
h
k
)2N+2
.
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Hence, summing in k ∈ N and changing the order of summation, for every N ∈ N we get
φ(h) =
1 + i√
2pi
√
h− 1− i√
2pi
N∑
n=1
2n+1 (2n− 1)!!
in−1
( ∞∑
k=1
eik
2/(4h)
k2n
)
hn+
1
2 +O
(
hN+
3
2
)
. (35)
Define the absolutely convergent series and continuous functions
Yn(h) =
∞∑
k=1
eik
2/(4h)
k2n
, ∀n ∈ N (36)
which play a key role in (35). Observe that Yn(1/·) are 8pi-periodic, and that both Yn and Yn(1/·)
follow a circular pattern, since
Yn(h) = e
i/(4h) +O
( ∞∑
k=2
1
k2n
)
∈ B
(
ei/(4h),
pi2
6
− 1
)
⊂ A
(
2− pi
2
6
,
pi2
6
)
,
where B(x, r) denotes the ball with center x and radius r and A(r1, r2) is the annulus centred in
the origin and of radii r1 < r2. Moreover, its limit does not exist when h→ 0. More interestingly,
it is the main cause of the selfsimilarity of φ, since (36) together with (2) and (10) imply
Y1(h) =
pi2
6
− i
8h
− 2pi2 φ
( −1
16pi2h
)
. (37)
When h < 0, the validity of (35) is deduced from φ(−h) = φ(h). Indeed, writing h = −|h|,
conjugation implies
φ(−|h|) = 1− i√
2pi
√
|h| − 1 + i√
2pi
N∑
n=1
2n+1 in−1 (2n− 1)!!
 ∞∑
k=1
e
−ik2
4|h|
k2n
 |h|n+ 12 +O (hN+ 32) ,
while direct substitution in (35) leads to
φ(−|h|) = 1 + i√
2pi
√
−|h| − 1− i√
2pi
N∑
n=1
2n+1 (2n− 1)!!
in−1
 ∞∑
k=1
e
ik2
−4|h|
k2n
 (−|h|)n+ 12 +O (hN+ 32) .
These two expressions coincide if
√−1 = −i, so only by choosing this value for the square root will
(35) work for h < 0.
Proposition 4.2. Let N ∈ N. Then,
φ(h) =
1 + i√
2pi
√
h− 1− i√
2pi
N∑
n=1
2n+1 (2n− 1)!!
in−1
Yn(h)h
n+ 1
2 +O
(
hN+
3
2
)
for every h ∈ R, where √−1 = −i if h < 0. In particular, when N = 1,
φ(h) =
1 + i√
2pi
√
h− 41− i√
2pi
Y1(h)h
3/2 +O
(
h5/2
)
=
3
2
1 + i√
2pi
√
h− 4pi2 1− i√
2pi
[
1
6
− 2φ
( −1
16pi2h
)]
h3/2 +O
(
h5/2
)
.
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5. Asymptotic behaviour around t1,2
To compute the asymptotic behaviour of φ around t1,2, one may follow the procedure of Section 4,
first writing
φ(t1,2 + h)− φ(t1,2) = −h
∑
k∈Z
(−1)k g(2pik
√
h).
The situation is a bit more technical now, but the Poisson summation formula can still be used
combined with distribution theory. Indeed, taking into account that F(e−ipi(·)) = δ−1/2, we get
φ(t1,2 + h)− φ(t1,2) = −
√
h
2pi
∑
k∈Z
ĝ
(
2k − 1
4pi
√
h
)
.
In this sum, ĝ is never evaluated in 0, so the bound (34) can be used to get
|φ(t1,2 + h)− φ(t1,2)| ≤ C1
√
h
∑
k∈Z
h
(2k − 1)2 = C2 h
3/2,
for h < 1, where C1, C2 > 0. This is enough to conclude that φ is differentiable in t1,2 with
φ′(t1,2) = 0, also that φ ∈ C3/2(t1,2). This result is equivalent to φ′D(1) = −1/2, proved by
Duistermaat [5]. The different values are, of course, a consequence of (10).
However, there is a simpler way to proceed rather than using Lemma 4.1. Indeed, one can prove
φ(h+ t1,2) =
1
8
+
i
4pi
+
φ(4h)
2
− φ(h) (38)
by splitting the sum into the even and odd indices. An alternative way to check (38) is to prove
first the easier φD(h+ 1) = φD(4h)/2− φD(h) and then use (10). Since evaluation of the identity
at h = 0 gives φ(t1,2) = 1/8 + i/(4pi), we can use in (38) the asymptotic proved in Proposition 4.2.
The principal square root terms cancel, and the effect of the subtraction in the coefficients of the
higher order terms is
4n Yn(4h)− Yn(h) = 4n
∞∑
k=1
kodd
eik
2/(16h)
k2n
,
so we define
Zn(h) =
∞∑
k=1
k odd
eik
2/(16h)
k2n
.
These functions are analogous to Yn and satisfy similar properties, such as periodicity and the
circular pattern. As a consequence, the asymptotic behaviour around t1,2 can be written as follows.
Proposition 5.1. Let N ∈ N. Then,
φ(t1,2 + h)− φ(t1,2) = −1− i√
2pi
N∑
n=1
23n+1 (2n− 1)!!
in−1
Zn(h)h
n+ 1
2 +O
(
hN+
3
2
)
for every h ∈ R, where √−1 = −i when h < 0. In particular, when N = 1,
φ(t1,2 + h)− φ(t1,2) = −16 1− i√
2
Z1(h)h
3/2 +O
(
h5/2
)
.
Remark 5.2. Identities similar to (38) can be obtained for other rationals such as t1,3, t1,4, t1,6 and
t1,8. Consequently, one can prove the asymptotic behaviour of φ around those points with as much
precision as wanted.
14
6. Asymptotic behaviour around tp,q with q ≡ 0, 1, 3 (mod 4)
Let p/q be an irreducible fraction such that q ≡ 0, 1, 3 (mod 4). In this case, the irreducible
fraction p˜/q˜ = 2p/q is such that p˜ and q˜ are not both odd, so there exists γ ∈ Γθ satisfying
γ(p˜/q˜) = 0. Following (29) and then (20), we write
φ(tp,q ± |h|)− φ(tp,q) = 1
4piieγ
lim
→0
∫ p˜/q˜±4pi|h|
p˜/q˜
θ(γ(τ + i))√
c±(τ + i) + d
dτ.
Integrating by parts first (choose dv = θ(γ(τ+i))) γ′(τ+i) dτ so that v = 4pii φ(−γ(τ+i)/(4pi)))
and taking the limit → 0 afterwards, one gets
φ(tp,q ± |h|)− φ(tp,q) = 1
eγ
[
(1 + 4pic±q˜h)
3
2
q˜3/2
φ (−b(±|h|))− 3
2
c±
∫ p˜
q˜
±4pi|h|
p˜
q˜
φ
(
γ(τ)
−4pi
)√
c±τ + d dτ
]
where the function b was defined in (30). Conjugate and change variables as in subsection 3.3 so
that we get
φ(tp,q ± |h|)− φ(tp,q) = eγ
[
φ (b(±|h|))
(q˜ − 4pic±b(±|h|))3/2
− 6pic±
∫ b(±|h|)
0
φ(r)
(q˜ − 4pic±r)5/2
dr
]
(39)
Call, for simplicity, b = b(±|h|) and develop φ(b) following Proposition 4.2. This can be done
because limh→0 b(h) = 0. Use also the Taylor series
(1− x)−α =
∞∑
n=0
(
n+ α− 1
n
)
xn, |x| < 1 (40)
to develop (q˜− 4pic±b)−3/2 and (q˜− 4pic±b)−5/2, which can be done because 4pic±b(h)/q˜ ≤ 1 for all
h ∈ R. Hence,
φ(tp,q ± |h|)− φ(tp,q) = eγ
q˜3/2
[
1 + i√
2pi
b
1
2 +
(
2pi
1 + i√
2pi
c±
q˜
− 4 1− i√
2pi
Y1(b)
)
b
3
2 +O
(
b
5
2
)]
. (41)
Computing further terms requires integrating r3/2Y1(r). Using (40) again, expand b
1/2 and b3/2 to
obtain
b(h)
1
2 = q˜ h
1
2
(
1− 2pi c±q˜h+O
(
c2± q˜
2 |h| 32
))
, b(h)
3
2 = q˜3 h
3
2 (1 +O (q˜ |c±h|)) . (42)
Also, b5/2(h) = O
(
q5|h|5/2), taking into account that these Taylor expansions are only valid when
4pi|c±q˜h| < 1. We use them to expand (41) in terms of h and obtain
φ(tp,q + h)− φ(tp,q) = eγ
(
1 + i√
2pi
h1/2
q˜1/2
− 4 1− i√
2pi
Y1(b(h)) q˜
3/2 t3/2 +O
(
q˜
7
2 h
5
2
))
,
valid for q˜2 h < 1/(4pi c+q˜ ) when h > 0 and for q˜
2 |h| < 1/(4pi |c−|q˜ ) when h < 0.
With the above, combined with (37), the following proposition is proved .
Proposition 6.1. Let p, q ∈ N such that q ≡ 0, 1, 3 (mod 4), p < q and gcd(p, q) = 1. Define p˜ and
q˜ so that p˜/q˜ = 2p/q is a reduced fraction, and set
b(h) =
{
q˜2h
1+4pic+q˜h
, when h ≥ 0,
q˜2h
1+4pic−q˜h , when h < 0,
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where q˜ ≤ c+, |c−| ≤ 4q˜ as in section 3. Then, there exists a complex eighth root of unity ep,q such
that
φ(tp,q +h)−φ(tp,q) = ep,q√
pi
1 + i√
2
(
h1/2
q˜1/2
+ 4 i Y1(b(h)) q˜
3/2 h3/2 +O
(
q˜7/2 h5/2
))
, |h| ≤ 1
4pi |c±|q˜
1
q˜2
,
where c± = c+ when h > 0 and c± = c− when h < 0. The above can be equivalently written in the
self-similar form,
φ(tp,q+h)−φ(tp,q) = 3
2
ep,q√
pi
1 + i√
2
(
h
1
2
q˜
1
2
+
8pi2
3
i
(
1
6
− i
2pi
c±
q˜
− 2φ
( −1
16pi2b(h)
))
q˜
3
2 h
3
2 +O
(
q˜
7
2 h
5
2
))
for all |h| ≤ 1/(4pi |c±|q˜ q˜2). Also equivalently, the above is rescaled like
φ
(
tp,q +
τ
q˜2
)
−φ(tp,q) = 3
2
√
pi
ep,q
q˜3/2
1 + i√
2
(
τ
1
2 +
8pi2
3
i
(
1
6
− i
2pi
c±
q˜
− 2φ
( −1
16pi2β(τ)
))
τ
3
2 +O
(
τ
5
2
))
for all |τ | ≤ 1/(4pi |c±|q˜ ), where β(τ) = b(τ/q˜2).
These asymptotic expressions contain much information. The self-similar behaviour of φ is
expressed in the second form, precisely in the term φ(−1/(16pi2b(h))). Also, the third expression
rigorously confirms what was anticipated in (31): that when h→ 0, the behaviour of φ around tp,q
is essentially the same as around 0 presented in Proposition 4.2, except rescalings by q˜−2 and q˜3/2
in the variable and the image respectively, and the substitution of τ by β(τ) in the self-similarity
generating term. On the other hand, the leading square root term is the cause of every right-
angled corner in Figure 1, since
√−1 = ±i. Moreover, as in Proposition 4.2, the correct choice is√−1 = −i. This is explained in the following remark.
Remark 6.2. In Proposition 6.1,
√−1 = −i whenever h < 0. While the symmetry φ(−t) = φ(t)
allowed to determine this in the asymptotic expression around 0, there is no such symmetry around
φ(tp,q) for q > 2. However, a similar argument yields the correct choice if we work with the limit
h→ 0 in the asymptotic expression of φ(tp,q + h)− φ(tp,q).
Let |h|  1. According to the Taylor representations above, the leading term of (39) in terms of
b = b(±|h|) when h→ 0 is the first one, since by Proposition 4.2,
φ(b)
(q˜ − 4pic±b)3/2
' b
1/2 +O(b3/2)
q˜3/2
, when h→ 0
and ∫ b
0
φ(r)
(q˜ − 4pic±r)5/2
dr '
∫ b
0
r1/2 +O(r3/2)
q˜5/2
dr =
b3/2 +O(b5/2)
q˜5/2
, when h→ 0.
Consequently, from (39) we get
1 = lim
h→0
φ(tp,q ± |h|)− φ(tp,q)
ep,q q˜−3/2 φ(b(±|h|))
.
In the case of the negative sign, we write
b(−|h|) = − q˜
2|h|
1 + 4pic−q˜|h| = −b−(|h|), where b−(|h|) =
q˜2|h|
1 + 4pic−q˜|h| ,
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so φ(b(−|h|)) = φ(b−(|h|). Therefore,
1 = lim
h→0
φ(tp,q − |h|)− φ(tp,q)
ep,q q˜−3/2 φ(b−(|h|)
=
q˜3/2
ep,q
lim
h→0
φ(tp,q − |h|)− φ(tp,q)
φ(b−(|h|))
=
q˜3/2
ep,q
lim
h→0
φ(tp,q − |h|)− φ(tp,q)
φ(b(|h|))
φ(b(|h|))
φ(b−(|h|))
=
ep,q
ep,q
lim
h→0
φ(tp,q − |h|)− φ(tp,q)
φ(tp,q + |h|)− φ(tp,q) .
The last equality holds because
lim
h→0
φ(b(|h|))
φ(b−(|h|)) = limh→0
b(|h|)1/2
b−(|h|)1/2
= 1.
Finally, using the asymptotic behaviour in Proposition 6.1, we get
ep,q
ep,q
= lim
h→0
ep,q (1 + i)(−|h|)1/2/q˜1/2
ep,q (1− i)|h|1/2/q˜1/2
=
ep,q
ep,q
1 + i
1− i
√−1,
which implies
√−1 = −i must hold for Proposition 6.1 to hold.
Also from Proposition 6.1 we can extract a very simple bound for the asymptotic behaviour of
φ.
Corollary 6.3. Let p, q ∈ N such that q ≡ 0, 1, 3 (mod 4) and gcd(p, q) = 1. Then,
φ(tp,q + h)− φ(tp,q) = 1
q1/2
O
(
h1/2
)
,
for all h in a fixed bounded interval.
Proof. Since (41) comes directly from absolutely convergent Taylor series, we may write
φ(tp,q + h)− φ(tp,q) = 1
q˜3/2
O
(
b(h)1/2
)
.
If 4pi|c±q˜h| ≥ 1, we directly get |b(h)| ≤ q˜2|h|/2. Otherwise, if 4pi|c±q˜h| < 1, the result is obvious
from Proposition 6.1. 
7. Asymptotic behaviour around tp,q with q ≡ 2 (mod 4)
Let p/q be an irreducible fraction such that q ≡ 2 (mod 4). Then, both p˜ and q˜ in the ir-
reducible fraction p˜/q˜ = 2p/q are odd, so there exists γ ∈ Γθ satisfying γ(p˜/q˜) = 1. The
strategy is exactly the same as in section 6, except that when integrating by parts we choose
v = 4pii (φ(−γ(τ + i)/(4pi))− φ(−γ(p˜/q˜ + i)/(4pi))) instead. Then, we get
φ(tp,q ± |h|)− φ(tp,q) = eγ
[
φ(t1,2 + b(±|h|))− φ(t1,2)
(q˜ − 4pic±b(±|h|)3/2
− 6pi c±
∫ b(±|h|)
0
φ(t1,2 + r)− φ(t1,2)
(q˜ − 4pic±r)5/2
dr
]
for all h ∈ R. Develop φ(t1,2 + b(±|h|))− φ(t1,2) using Proposition 5.1, and use Taylor expansions
(40) to get a series in terms of b = b(h),
φ(tp,q + h)− φ(tp,q) = eγ
[
−16 1− i√
2pi
Z1(b)
b3/2
q˜3/2
+
1
q˜3/2
O
(
b5/2
)]
.
Finally, expanding the Taylor series for powers of b(h) as in (42), we get the wanted asymptotic
behaviour, which we reproduce in the following proposition.
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Proposition 7.1. Let p, q ∈ N such that q ≡ 2 (mod 4), p < q and gcd(p, q) = 1. Define p˜ and q˜
so that p˜/q˜ = 2p/q is a reduced fraction, and set
b(h) =
{
q˜2h
1+4pic+q˜h
, when h ≥ 0,
q˜2h
1+4pic−q˜h , when h < 0,
where q˜ ≤ c+, |c−| ≤ 3q˜ as in section 3. Then, there exists a complex eighth root of unity ep,q such
that
φ(tp,q + h)− φ(tp,q) = ep,q
(
−16 1− i√
2pi
Z1(b(h)) q˜
3/2 h3/2 +O
(
q˜7/2h5/2
))
, ∀|h| < 1
4pi |c±|q˜
1
q˜2
,
where c± = c+ when h > 0 and c± = c− when h < 0. Moreover, rescaling the variable,
φ
(
tp,q +
τ
q˜2
)
− φ(tp,q) = ep,q
q˜3/2
(
−16 1− i√
2pi
Z1(β(τ)) τ
3/2 +O
(
τ5/2
))
, ∀|τ | < 1
4pi |c±|q˜
,
where β(τ) = b(τ/q˜2).
Remark 7.2. The same reasons as in Remark 6.2 show that
√−1 = −i is the correct branch of the
square root.
Proposition 7.1 rigorously confirms (32), this is, that φ behaves around tp,q with q ≡ 2 (mod 4)
the same as around t1,2, except the already familiar scalings and the substitution of τ by β(τ) in
the argument of Z1. Also, the circular pattern of Z1 makes the leading term form a spiral-like
behaviour, which can be observed in Figure 1.
Also, the analogous result of Corollary 6.3 is satisfied, with an equally analogous proof.
Corollary 7.3. Let p, q ∈ N such that q ≡ 2 (mod 4) and gcd(p, q) = 1. Then,
φ(tp,q + h)− φ(tp,q) = q3/2O
(
h3/2
)
for all h in a fixed bounded interval.
8. The Hausdorff dimension
In this last section, we prove Theorems 1.1 and 1.2 based on Propositions 6.1 and 7.1. For that,
it will be enough to work with the first term of the asymptotics as described in Corollaries 6.3 and
7.3.
Let us first set notation. Let d ≥ 0. The d-Hausdorff content of diameter δ > 0 of a set A ⊂ Rn
is
Hdδ(A) = inf
{∑
i∈I
(diamUi)
d | A ⊂
⋃
i∈I
Ui, diamUi < δ ∀i ∈ I, I countable
}
.
This is used to define its d-Hausdorff measure,
Hd(A) = lim
δ→0
Hdδ(A).
Finally, the Hausdorff dimension of A is
dimHA = inf{ d | Hd(A) = 0}.
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8.1. Proof of Theorem 1.1. The lower bound of Theorem 1.1 is a consequence of φ being a
continuous and non-constant curve. Indeed, there exist tx, ty ∈ R such that tx < ty and φ(tx) = x 6=
y = φ(ty). Let [x, y] ⊂ R2 denote the line segment connecting x and y, and L its infinite extension.
Then, the orthogonal projection P⊥ : φ((tx, ty)) → L is a Lipschitz map, so dimH φ((tx, ty)) ≥
dimH P⊥φ((tx, ty)). Since the continuity of φ implies [x, y] ⊂ P⊥(φ((tx, ty))), we get
dimH φ(R) ≥ dimH φ((tx, ty)) ≥ dimH[x, y] = 1.
To prove the upper bound, it is enough to check the result is satisfied for the set φ( 12pi ((0, 1) ∩ I)),
where I stands for the set of irrational numbers. On the one hand, this is true for the periodic
property (13), since
φ(R) =
⋃
k∈Z
φ([k, k + 1/2pi]) =
⋃
k∈Z
(
φ([0, 1/2pi]) +
i
2pi
k
)
,
a countable union of sets which, being translations of a single set, have all the same Hausdorff
dimension. Also, the set of rational points is countable and therefore it has Hd-measure zero for
every d > 0, so φ([0, 1/2pi]) has the same Hd-measure as φ( 12pi ((0, 1) ∩ I)). As a consequence,
dimH φ(R) = dimH φ(I), where I = 12pi ((0, 1) ∩ I).
The theorem follows from finding a proper countable cover of the set φ(I), for which we first
find an adjusted cover for the set (0, 1) ∩ I. Let us show that
(0, 1) ∩ I ⊂
⋃
1≤p<q
gcd(p,q)=1
q≥Q0
B
(
p
q
,
1
q2
)
, ∀Q0 ∈ N. (43)
This cover is a direct consequence of the theory of continued fractions. Let ρ ∈ (0, 1) ∩ I and
ρn = pn/qn be its convergents by continued fractions for all n ∈ N. These convergents are irreducible
rationals such that limn→∞ qn = +∞ and |ρ − ρn| < q−2n for every n ∈ N. Consequently, for no
matter how large Q0 ∈ N, we can find N0 ∈ N such that q ≥ Q0 and |ρ − ρn| < q−2n for every
n > N0, hence (43).
Let now the asymptotics in Propositions 6.1 and 7.1 with p = pn and q = qn be evaluated at
h = hn = tρ − tρn such that tpn,qn + hn = tρ. Then, |hn| < 1/(2piq2n), which implies q3/2n |hn|3/2 <
q
−1/2
n |hn|1/2. By Corollaries 6.3 and 7.3, there exists C > 0 such that
|φ(tρ)− φ(tpn,qn)| ≤ C
|hn|1/2
q
1/2
n
<
C
q
3/2
n
, ∀n ∈ N. (44)
This shows that (43) can be translated to the image of φ, since
φ(I) ⊂
⋃
1≤p<q
gcd(p,q)=1
q≥Q0
B
(
φ (tp,q) ,
C
q3/2
)
, ∀Q0 ∈ N, (45)
which represents a cover of φ(I). Let now d > 0. In the setting of the d-Hausdorff measure, this
cover yields ∑
1≤p<q
gcd(p,q)=1
q≥Q0
(
diamB
(
φ (tp,q) ,
C
q3/2
))d
= Cd
∞∑
q=Q0
ϕ(q)
q3d/2
≤ Cd
∞∑
q=Q0
1
q3d/2−1
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for every Q0 ∈ N, where ϕ is Euler’s totient function. Above we used the trivial, but in general
best bound ϕ(n) < n. Let δ > 0 and define Qδ = d(C/δ)2/3e + 1 so that C/q3/2 < δ for every
q ≥ Qδ. Consequently, the cover (45) corresponding to Qδ gives
Hdδ(φ(I)) ≤ Cd
∞∑
q=Qδ
1
q3d/2−1
.
This sum is finite if and only if d > 4/3. Taking the limit δ → 0,
Hd(φ(I)) ≤ Cd lim
δ→0
∞∑
q=Qδ
1
q3d/2−1
= Cd lim
Q→∞
∞∑
q=Q
1
q3d/2−1
= 0, ∀d > 4/3.
Consequently, dimH(φ(I)) ≤ 4/3 as we wanted.
8.2. Proof of Theorem 1.2. We follow the structure of the proof of Theorem 1.1. However, we
use deeper results connecting the rate of convergence of the approximations by continued fractions
with the Ho¨lder regularity coefficients (11).
As above, let n ∈ N, pn/qn be the n-th covergent by continued fractions of ρ ∈ (0, 1) ∩ I, and
define the sequence (γn)n∈N as ∣∣∣∣ρ− pnqn
∣∣∣∣ = 1qγnn , ∀n ∈ N. (46)
Since |ρ − pn/qn| < q−2n , we have γn > 2 for every n ∈ N. Let us work with the approximations
satisfying qn ≡ 0, 1, 3 (mod 4), which can be proved to be infinitely many, and define
γ(ρ) = sup {τ | γn ≥ τ for infinitely many n ∈ N such that qn ≡ 0, 1, 3 (mod 4)}
= lim sup
n→∞
qn≡0,1,3 (mod 4)
γn, (47)
Then, γ is connected to the Ho¨lder regularity of φ (11) by
α(tρ) =
1
2
+
1
2γ(ρ)
. (48)
Jaffard [15] proved this result for φD, which is analogously valid for φ. For completeness, we write
a proof of (48), slightly different from Jaffard’s, in Appendix A.
For β ≥ 2, let us work with the sets
Rβ =
1
2pi
{ρ ∈ (0, 1) ∩ I | γ(ρ) = β} = 1
2pi
{
ρ ∈ (0, 1) ∩ I | α(tρ) = 1
2
+
1
2β
}
= D 1
2
+ 1
2β
∩ I.
(49)
where Dσ = {x ∈ R | α(x) = σ}. Writing (44) together with (46), we get
|φ(tρ)− φ(tpn,qn)| ≤ C
|h|1/2
q
1/2
n
=
C
q
(1+γn)/2
n
, ∀n ∈ N.
Let β > 2 and tρ ∈ ∪σ≥βRσ so that γ(ρ) ≥ β. Then, choose  > 0 such that γ(ρ)−  ≥ β −  > 2.
By definition of γ(ρ), the set of indices
Aρ, = {n ∈ N | qn ≡ 0, 1, 3 (mod 4) and γn > β − }
is infinite for all  > 0 as above, and hence
|φ(tρ)− φ(tpn,qn)| <
C
q
(1+β−)/2
n
, ∀n ∈ Aρ,.
20
As in (45), this shows that
φ
( ⋃
σ≥β
Rσ
)
⊂
⋃
1≤p<q
gcd(p,q)=1
q≥Q0
B
(
φ(tp,q),
C
q(1+β−)/2
)
, ∀Q0 ∈ N.
By repeating the same procedure as in section 8.1, we get
Hd
φ( ⋃
σ≥β
Rσ
) ≤ Cd lim
Q0→∞
∞∑
q=Q0
1
q
1+β−
2
d−1 = 0, ∀d >
4
1 + β −  ,
so dimH φ
(⋃
σ≥β Rσ
)
≤ d for every d > 4/(1 + β − ) and every  > 0. After  → 0, we conclude
that
dimH φ
( ⋃
σ≥β
Rσ
)
≤ 4
1 + β
.
Using (48) and (49), we get the result for the Ho¨lder regularity sets,
dimH φ
(
I ∩
⋃
σ≤α
Dσ
)
≤ 4α− 2
α
.
The theorem follows by the periodic property (13) using the same argumentation as in the proof
of Theorem 1.1 in subsection 8.1.
Appendix A. Proof of (48)
In [15], Jaffard proved the analogous of (48) for φD (2). He showed that some particular bounds
for the wavelet transform of a function are connected to its local Ho¨lder regularity, and later he
bounded the wavelet transform of φD accordingly. Our objective is to get the same conclusions as
in [15, Corollary 1, Corollary 2] using the asymptotic behaviour we have proved in previous sections
instead.
Proposition A.1. Let ρ ∈ R\Q and (pn/qn)n∈N the sequence of approximations of ρ by continued
fractions satisfying qn ≡ 0, 1, 3 (mod 4). Define the sequence (γn)n∈N as in (46).
( a) If there is a constant γ > 2 such that γn ≤ γ for infinitely many n ∈ N, then φ ∈
C(1+1/γ)/2(tρ).
( b) If there is a constant γ > 2 such that γn ≥ γ for infinitely many n ∈ N, then φ /∈
C(1+1/γ)/2+(tρ) for every  > 0.
Proof. It is a consequence of Corollary 6.3 and the fact that, according to the precise asymptotic
behaviour in Proposition 6.1, that bound cannot be improved when h→ 0.
Choose hn = tρ − tpn,qn so that by Corollary 6.3 and the definition of γn (46) we write
|φ(tρ)− φ(tpn,qn)| ≤ C
|hn|1/2
q
1/2
n
≤ C |2pihn|
1
2
+ 1
2γn .
To prove (a), since |hn| < 1, we have
γn ≤ γ =⇒ |hn|
1
2
+ 1
2γn ≤ |hn|
1
2
+ 1
2γ =⇒ |φ(tρ)− φ(tpn,qn)| ≤ C |2pihn|
1
2
+ 1
2γ . (50)
This estimate can be extended to |φ(tρ)−φ(tx)| for any x close enough to ρ. Indeed, choose nx ∈ N
such that
|ρ− ρnx | < |ρ− x| < |ρ− ρnx−1|.
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Then, using Corollary 6.3 and (50), the triangle inequality gives
|φ(tρ)− φ(tx)| ≤ |φ(tρ)− φ(tρnx )|+ |φ(tρnx )− φ(tx)| ≤ C |2pihnx |
1
2
+ 1
2γ + C
|tρnx − tx|1/2
q
1/2
nx
≤ Cγ |tρ − tx|
1
2
+ 1
2γ .
In the case of (b), we first show that φ(tρ) − φ(tx) 6= o(|tρ − tx|1/2+1/(2γ)+) for no matter which
 > 0. Indeed, if it were so, for any c > 0 there would exist M ∈ N such that
|φ(tρ)− φ(tpn,qn)| ≤ c h
1
2
+ 1
2γ
+
n , ∀n > M.
On the other hand, using Proposition 6.1, we would get
h
1/2
n
q
1/2
n
+O(q3/2n h
3/2
n ) ≤ c h
1
2
+ 1
2γ
+
n =⇒ 1 +O(q2n hn) ≤ c h
1
2γ
+
n q
1/2
n =
c
q
(γn/γ−1)/2+γn
n
.
Since γ > 2, one can check that q2nhn → 0 when n→∞. Then, taking the limit, since γn ≥ γ, we
get 1 ≤ limn→∞ c q− γn = 0, a contradiction. Finally, if φ ∈ C(1+1/γ)/2+′(tρ) for some ′ > 0, then
choose 0 <  < ′ to get
0 < lim
n→∞
|φ(tρ)− φ(tpn,qn)|
h
(1+1/γ)/2+
n
≤ lim
n→∞h
′−
n = 0,
which concludes the proof. 
Corollary A.2. Let ρ ∈ R \Q and define γ(ρ) as in (47). Then, if γ(ρ) > 2,
α(tρ) =
1
2
+
1
2γ(ρ)
.
Proof. Let  > 0. By (47), there exists γ satisfying γ(ρ) −  < γ < γ(ρ) such that infinitely
many n ∈ N with qn ≡ 0, 1, 3 (mod 4) satisfy γn ≥ γ. Hence, γn > γ(ρ)− . By Proposition A.1,
φ /∈ C(1+1/(γ(ρ)−))/2+′(tρ) for every ′ > 0. Since  > 0 is free, this can be rewritten as φ /∈
C(1+1/γ(ρ))/2+
′′
(tρ) for every 
′′ > 0.
On the other hand, γ(ρ) +  is such that γn < γ(ρ) +  for infinitely many n ∈ N with qn ≡
0, 1, 3 (mod 4). By Proposition A.1, φ ∈ C(1+1/(γ(ρ)+))/2(tρ). This can be rewritten as φ ∈
C(1+1/γ(ρ))/2−(tρ) for every  > 0. The result follows. 
Remark A.3. Corollary A.2 is also true when γ(ρ) = 2, but some technicalities arise, since in the
proof of (b) in Proposition A.1, limn→∞ q2nhn > 0 might happen. One can fix this using further
features of the asymptotic behaviour in Proposition 6.1.
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