We find the exact formula for the minimal number of edges of hypergraph which guaranteed fractional matching of cardinality s in the case when sn is integer.
I. Introduction
Let H = ([n], E) be k-uniform hypergraph with vertex set [n] and set of edges E ⊂
[n] k . Taking into account natural bijection between set of binary n-tuples and 2
[n] we do not make difference between them. Fractional matching of hypergraph of cardinality s ∈ [0, 1] is the set of nonnegative reals {α e , e ∈ E} such that e∈E α e = s and n-tupleā = (a 1 , . . . , a n ) = e∈E eα e has coordinates, which satisfy the inequalities 0 ≤ a j ≤ k/n.
If s ≤ k n , then the only hypergraph which has no fractional matching of cardinality s is hypergraph without edges.
Fractional matching in the case s = 1 is called perfect fractional matching. This case was considered in the paper [1] . There was proved the following Theorem 1 The minimal number M + 1 of edges in hypergraph guaranteeing perfect fractional matching satisfies the following equality
This theorem was before the conjecture, formulated by Ahlswede and Khachatrian in [2] . In present paper we find the formula for the minimal number of edges in hypergraph which has fractional matching of cardinality s in the case when sn is integer. As follows from above we can assume that 1 > s > k/n and also we assume that sn is integer. We prove the following Theorem 2 The maximal number of edges M(s, n, k) in the hypergraph which has no fractional matching of cardinality s satisfies the equality
The reader can find the asymptotics of the function M(s, n, k) as n → ∞ for several particular choices of k and s in [3] II. Proof of Theorem 2.
Let Γ(n, k) ⊂ R n be the hypersimplex which is convex polytope with the set of vertices
. Actually we are interested in transformed hypersimplex sΓ(n, k), where each vector from Γ(n, k) is multiplied by s. Next we consider only such transformed hypersimplex. If the hypergraph H = ([n], E) has fractional matching of cardinality s then the convex hull X(E) of the vertices of this hypergraph in sΓ(n, k) contains the pointā = (a 1 , . . . , a n ) whose coordinates belong to the interval [0, k/n]. The set A of all such points is also convex set. It means that H has no fractional matching of cardinality s if and only if
So the initial problem is reduced to the problem of finding the maximal cardinality of the set sE ∈ c
[n] k such that (2) is true. If (2) is true then there exists hyperplane L, such that, X(E) and A are in different half spaces on which L divides R n . W.l.o.g we can assume that L(0) = 0, L(e) > 0 when e ∈ E and
whenā ∈ A.
Property (3) is equivalent to the property that (3) is true for the verticesā of the convex polygon A S, where
Let L = {x ∈ R n : (x,ω) = 0} be hyperplane defined above. We assume that coordinates (ω 1 , . . . , ω n ) of hyperplane L are not increasing: ω 1 ≥ . . . ≥ ω n . Vertices of A S are those which have sn coordinates are equal to k/n and all other coordinates are zeros. We can assume that the vectorā = (k/n, . . . , k/n, 0, . . . 0) belongs to hyperplane: L(ā) = 0. Thus we have sn i=1 ω i = 0. We can also assume that w i = w sn when i > sn. The space of such n-tuples has natural basis z j = (sn − j, . . . , sn − j, −j, . . . , −j) for j ∈ [sn − 1]. j-th vector z j has j coordinates sn − j. Any vector in this space is linear combination of the basis vectors with nonnegative coordinates. Letȳ = sn−1 j=1 z j y j and y j ≥ 0. Then for x = se ∈ sΓ(n, k) we have
Dividing right hand side of the last chain of equalities by s sn−1 j=1 jy j and imposing the condition of positiveness of the scalar product we obtain the inequality
Last inequality is equivalent to the inequality
for some α j ≥ 0 such that
Hence to complete the proof of the theorem 2 we should show that the maximal over the choice of α number of solutions from
[n] k of the inequality (4) is M(s, n, k).. To prove this we will use the technique from the paper [1] . Assume next that k < n. Consider the following function
Next we have
For extremal α, when N(α) = M(s, k, n) it is easy to see that α satisfies condition (5) for some δ > 0, because otherwise if
, then a little deviation α ′ ofα does not violate the conditions
. Hence, assuming that we are interested in extremal α, we can suppose that (5) is satisfied.
Assume next w.l.o.g. that α 1 ≥ . . . ≥ α sn−1 . Since we have the restrictions α j ≥ 0, we should look for the extremum among α such that α a+1 = . . . , α sn−1 = 0, a =∈ [sn − 1]. a = sn − 1 means that we are not imposing any zero condition on α. Assume that this condition is valid for some a. Then, because α a = 1 −
We see that f
. In the case a = 1 we have α 1 = 1 and the case is trivial. Case a = 2 can be easily resolved also. Next we assume that a > 2.
Note that if
, 0, . . . , 0 when σ is small. This can be shown using the same shifting reason as before.
Let N(α) achieve its extremum onᾱ and f (α) onα. We have 
