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Relative critical loci and quiver moduli
Tristan Bozec∗, Damien Calaque†, Sarah Scherotzke‡
Abstract
In this paper we identify the cotangent to the derived stack of representations of
a quiver Q with the derived moduli stack of modules over the Ginzburg dg-algebra
associated with Q. More generally, we extend this result to finite type dg-categories,
to a relative setting as well, and to deformations of these. It allows us to recover
and generalize some results of Yeung, and leads us to the discovery of seemingly new
lagrangian subvarieties in the Hilbert scheme of points in the plane.
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1 Introduction
This paper is concerned with Calabi–Yau structures on smooth dg-categories and functors
thereof, as well as with symplectic and lagrangian structures on derived Artin stacks and
morphisms between these. Its main goal can be roughly summarized as the ambition to give
a precise meaning (and a proof) to the claim that deformations of Calabi–Yau completions
of dg-categories (resp. relative Calabi–Yau completions) are a non-commutative analog of
deformations of cotangent stacks (resp. conormal stacks).
A guiding idea of noncommutative (algebraic) geometry is that a noncommutative analog
of a standard geometric notion T is some algebraic notion T nc that induces functorially a
structure of type T on schemes of representations (see e.g. [12] and references therein). It
has been advocated by several authors that the noncommutative analog of the cotangent
bundle shall be obtained as a free construction, and that, in the case of quivers, if one applies
a noncommutative version of hamiltonian reduction, then one recovers the preprojective
algebra (see e.g. [10]). We would like to amend this approach in several ways:
• First of all, we would like to replace representation schemes by moduli stacks of repre-
sentations, so that the preprojective algebra itself becomes the correct noncommutative
cotangent.
• Then, in order for most functors to remain well-behaved, we intend to work within a
homotopy invariant framework, and so we will in fact consider the derived moduli of
representations. The preprojective algebra will then be replaced by its differential graded
variant, introduced by Ginzburg [13].
• Finally, we will consider the whole derived moduli of perfect dg-modules, a-k-a moduli
of objects, after Toe¨n–Vaquie´ [38]. This also has the advantage that it extends to dg-
categories.
In 2011, Keller [21] has introduced a broad generalization of Ginzburg’s dg-algebras: the
so-called Calabi–Yau completions of smooth dg-categories (which, surprisingly enough, is
indeed given as a free construction), and their deformations. Recently, Yeung [42] advocated
that Calabi–Yau completions shall be viewed as noncommutative cotangent bundles. It is
actually known, after Brav–Dyckerhoff [4] (see also Toe¨n’s [37]), that the moduli of objects
functorPerf sends finite type n-Calabi–Yau dg-categories to (2−n)-shifted symplectic stacks
in the sense of Pantev–Toe¨n–Vaquie´–Vezzosi [30]. In other words, Calabi–Yau structures on
dg-categories would deserve to be called non-commutative (shifted) symplectic structures.
In this paper, we prove the following
Theorem (Theorem 6.17). For a finite type dg-category A, there is an equivalence of exact
(2−n)-shifted symplectic stacks between the shifted cotangent stack T∗[2−n]PerfA and the
perfect moduli PerfGn(A) of the n-Calabi–Yau completion Gn(A) of A.
We also prove a deformed version of the above, identifying the moduli of objects of de-
formed Calabi–Yau completions with twisted cotangent stacks, as shifted symplectic stacks.
Our major geometric motivation actually lies in the construction of lagrangian (rather
than just symplectic) structures, and their connections with critical loci or Calabi–Yau ge-
ometry. To be more specific, inspired by classical symplectic geometry [32], we are interested
in deformations of conormal stacks that appear as relative critical loci (see [7, 1]). In cer-
tain cases, these relative critical loci can be obtained as moduli of representations of relative
versions of Ginzburg’s dg-algebras. If we use the formalism of derived symplectic geometry,
introduced by Pantev–Toe¨n–Vaquie´–Vezzosi [30], we will show that our constructions yield
nonetheless very down-to-earth examples, such as lagrangian subvarieties of some quiver
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moduli spaces. Moduli of quiver representations form indeed a large and fruitful class of
applications in this area, and will serve as an ongoing example in the present study. More
generally, moduli of objects of finite type dg-categories, as defined by Toe¨n–Vaquie´ [38],
encompass quiver representations and provide lot more examples to play with. In fact, as
we have already seen, it is essential in the statement itself of the results that achieve our
main goal.
Elaborating on an idea of Toe¨n [37], Brav–Dyckerhoff [3] have introduced a very useful
notion of relative (left) Calabi–Yau structure on a dg-functor, and have shown [4] that
these relative Calabi–Yau structures are the correct noncommutative analog of lagrangian
structures on morphisms between derived stacks: the moduli of objects functor Perf sends
functors (between finite type dg-categories) equipped with a relative Calabi–Yau structure
to morphisms (between derived Artin stacks) equipped with a lagrangian structure. Soon
after, Yeung [41] introduced a relative analog of Keller’s Calabi–Yau completions along
functors between finite cellular dg-categories, and showed that they indeed carry a relative
Calabi–Yau structure in the sense Brav–Dyckerhoff.
In this paper, with every dg-functor f : A → B between smooth dg-categories we
associate a cospan
Gn(A) −→ Gn(f)←− Gn(B)
and we prove the following
Theorem (Theorem 5.20 & Theorem 6.18). (1) The above cospan carries an exact n-Calabi–
Yau structure.
(2) For finite type dg-categories, the moduli of objects functor sends this exact n-Calabi–Yau
cospan to the exact lagrangian correspondence
T∗[2− n]PerfA ←− ϕ
∗T∗[2− n]PerfA −→ T
∗[2− n]PerfB ,
where ϕ = f∗ : PerfB → PerfA.
As a consequence of the first point, we recover Yeung’s deformed relative Calabi–Yau
completion (without the finite cellular assumption) thanks to a simple use of the composition
of Calabi–Yau cospans. As a consequence of the second point, we obtain that the moduli of
objects of certain deformed relative Calabi–Yau completions can be identified with relative
critical loci. We understand very concrete examples of these relative critical loci in the case
of quiver representations and exhibit in particular some new (to our knowledge) lagrangian
subvarieties of the Hilbert schemes of points on the plane.
We now summarize the new contributions of this paper:
• We extend several results of Yeung on the existence of (relative) Calabi–Yau structures
from finite cellular dg-categories to smooth dg-categories, simplifying the proofs.
• The simplification is made possible thanks to a new exact Calabi–Yau cospan associated
with every dg-functor f : A→ B, that we also use to identify the Calabi–Yau completion
with a noncommutative hamiltonian reduction.
• We identify the moduli stack of objects of (relative) deformed Calabi–Yau completions
with (relative) critical loci.
• In the case of the inclusion of the one loop quiver in its tripled version, we discover new
lagrangian subvarieties in the Hilbert scheme of C2.
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In section 2 we start with what motivated us in the first place, which is the study
of some subvarieties defined as constrained critical loci in the cotangent of gln(C). The
general idea goes back to the work [32], which gives criteria, in the differentiable setting, for
these submanifolds to be lagrangian. We apply their idea to a particular algebro-geometric
example associated with the inclusion of the one loop quiver in its tripled version, we perform
a thorough description of the irreducible components of the subvarieties we define, and we
prove that they are all indeed lagrangian. This section serves as a motivation for the rest of
the paper, but it can easily been skipped as all other sections are independant from it. On
the contrary, readers who are only interested in the new lagrangian in the Hilbert scheme
may skip the rest of the paper.
In section 3 we give a recollection on shifted symplectic and lagrangian structures, ac-
cording to [30]. We introduce in particular mixed realization functors that go from graded
mixed complexes to mixed complexes. It is an essential tool that allows to associate closed
forms with negative cyclic classes, on commutative differential graded algebras. It is used
later on to construct shifted symplectic (and lagrangian) structures on moduli of objects
of Calabi–Yau categories (and functors). We insist on exact structures, as they sometimes
make the proof simpler.
We give numerous examples of shifted symplectic and lagrangian structures in section 4,
starting with shifted cotangent and conormal stacks (after [6]). This leads to a functor T∗[n]
going from the homotopy category of derived stacks and morphisms thereof to the homotopy
category of exact n-shifted symplectic stacks and lagrangian correspondences. As an appli-
cation, we get that the cotangent to the representation stack of a quiver Q is the derived rep-
resentation stack of Ginzburg’s 2-Calabi–Yau algebra with no potential. Using composition
of lagrangian correspondences one can then define critical loci (or twisted cotangent stacks)
and relative (or constrained) critical loci, which are deformations of cotangent and conormal
stacks. We then study examples associated with inclusions of quivers, and again identify
them with derived representation stacks of more general Ginzburg’s dg-algebras [13]. We
end the section with a result that provides a systematic way of building genuine lagrangian
subvarieties from the derived setting, and retrieve our motivating examples from section 2.
The reader who is only interested in Calabi–Yau categories may directly go to section 5:
we investigate the dg-categories at stake in our geometric considerations, and study the
counterpart of the lagrangian correpondences of the previous section using the so-called
Calabi–Yau cospans introduced in [3]. We introduce exact Calabi–Yau cospans, as they
help to simplify some proofs (in this section, but above all in the next one), and we provide
examples of these. As already mentionned, we extend some results of Yeung, and prove that
the exact Calabi–Yau structure on a Calabi–Yau completion can be obtained via a com-
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position of Calabi–Yau cospans, that can be understood as a noncommutative hamiltonian
reduction procedure.
In the last section 6, we consider the moduli of objects of (deformed) Calabi–Yau com-
pletions. We identify these with cotangent stacks or (relative) critical loci. We show that
the symplectic/lagrangian structures induced by the Calabi–Yau structures on these moduli
of objects (thanks to [4]) coincide with the classical ones on shifted cotangent stacks and
relative critical loci.
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2 Motivation: new lagrangian subvarieties
Lagrangian subvarieties are particularly important in moduli problems as they correspond
to singular supports (or characteristic varieties) of sheaves on given moduli spaces. This
principle has been made quite precise by Kontsevich through his mirror symmetry conjec-
ture relating Calabi–Yau manifolds to Fukaya categories (see e.g. [24]). Our idea here is to
construct new lagrangian subvarieties rather than working on the support of given sheaves.
We work in the fruitful framework of quiver moduli which yields a fundamental class of ex-
amples of 3-Calabi–Yau algebraic structures (see [13]). Lagrangian subvarieties have already
proved being of great interest in this particular context as they were used by Lusztig [27]
and Kashiwara–Saito [20] to define canonical bases on quantum groups.
We have two rather distinct inspirations here, one coming from traditional symplectic
geometry, more precisely from the work [32] of Robbin and Salamon. They define lagrangian
manifolds attached to a variational family, i.e. the datum of a function φ : X → R and a
submersion π : X → B, as the critical locus of φ in T ∗B constrained by π. Our second
inspiration comes from the recent definition of relative Calabi–Yau structures by Brav and
Dyckerhoff [3] and their study in the context of quivers by Yeung [41]. More precisely he
carries out therein computations with respect to a pair of nested quivers (Q1 ⊆ Q2) (see
§3.4 in loc. cit.). It turns out that the combination of these works already gives a nontrivial
example of lagrangian subvarieties in the classical situation of the one loop quiver in its
tripled version
S1 = • x ⊂ S3 = • x
y
z
the latter being endowed with the potential W = [x, y]z defined as the product of the
moment map of the doubled quiver with the third loop. The aim of this section is to study
the geometry of the algebraic varieties we obtain following [32] in this particular case as a
motivation to a deeper work in the framework of derived symplectic geometry.
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2.1 A lagrangian subvariety in the commuting variety
We will work with the linear submersion π : RepC(S3, n)→ RepC(S1, n) of representations
of dimension n over C given by the projection (x, y, z) 7→ x, endowed with the map φ =
tr(W ) : RepC(S3, n)→ C, (x, y, z) 7→ tr([x, y]z). The variety defined in [32] (relative critical
locus of φ constrained by π, or Lagrange multiplier space) is given by
Λn =
(x, x∗) ∈ T ∗RepC(S1, n)
∣∣∣∣∣∣∣
∃(y, z) s.t. (x, y, z) ∈ RepC(S3, n)
∀γ = (γ1, γ2, γ3) ∈ RepC(S3, n) :
tr(γ1x
∗) = dφx,y,z(γ)
 .
Since dφx,y,z(γ) = tr(γ1[y, z] + γ2[z, x] + γ3[x, y]), we get
Λn =
{
(x, [y, z]) | [x, y] = [x, z] = 0
}
⊂ T ∗RepC(S1, n) .
Our aim is to prove that Λn is purely lagrangian, i.e. that all its irreducible components are
isotropic of maximal dimension n2.
Remark 2.1.
(i) Via the trace map, one can identify T ∗RepC(S1, n) with the representation space
RepC(S2, n) of the doubled quiver. Then, the moment map associated with the action
of GLn(C) on RepC(S1, n) by conjugation reads
µn : RepC(S2, n)→ gln(C) , (x, x
∗) 7→ [x, x∗] .
Hence Λn is included in the commuting variety µ
−1
n (0).
(ii) Denote by N ⊂ gln(C) the nilpotent cone. We want to emphasize that Λn is distinct
from T ∗Ngln(C) ⊂ µ
−1
n (0), which is lagrangian in T
∗gln(C). Its irreducible components
are given by the closures of T ∗Oλgln(C), where Oλ denotes the nilpotent orbit associated
with a partition λ ⊢ n.
Proposition 2.2. The subvariety Λn is isotropic in T
∗RepC(S1, n).
Proof. Write X = RepC(S3, n) and B = RepC(S1, n), and form the following composition
of lagrangian correspondences
L
$$❏
❏❏
❏❏
❏❏
❏❏
❏
||②②
②②
②②
②②
②
X
dφ
""❉
❉❉
❉❉
❉❉
❉
||②②
②②
②②
②②
②
π∗T ∗B
zz✉✉
✉✉
✉✉
✉✉
✉
$$❏
❏❏
❏❏
❏❏
❏❏
pt T ∗X T ∗B.
Then one can check that Λn is the image of L in T
∗RepC(S1, n), and is therefore isotropic.
Remark 2.3. One sees that L itself is neither necessarily a subspace, nor necessarily smooth.
Both issues will be irrelevant when we will be working in the derived setting.
Using Lie notations, one can denote by gx the centraliser of x ∈ g = gln(C) and hence
write
Λn = {(x, t) ∈ g
2 | t ∈ [gx, gx]} ⊂ T
∗g
as it turns out that the subvariety {[y, z] | (y, z) ∈ g2x} ⊂ gx is actually a vector space, hence
coincides with [gx, gx] defined as a Lie algebra. Indeed we have the following proposition:
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Proposition 2.4. Decompose x = ⊕k(αk + nk) with respect to generalized eigenspaces,
where the α′ks are pairwise distinct complex numbers and nk is nilpotent of type λ
(k) =
(λ
(k)
1 ≥ λ
(k)
2 ≥ . . . ), a partition of dim(x−αk)
n. Then {[y, z] | (y, z) ∈ g2x} is a vector space
of codimension
∑
k λ
(k)
1 in gx.
Proof. It is enough to prove this result when x is nilpotent of type λ. Denote by λ′ the
conjugate partition, so that in a basis adapted to iterated kernels of x one has
x =

0 I1,2 0 0
0
Is−1,s
0 0

where Ik,k+1 is the matrix of size λ
′
k × λ
′
k+1 with coefficients δi,j , and s = l(λ
′) = λ1. Then
a quick computation shows that gx consists in matrices T = (Ti,j)i≤j triangular by blocks
of size λ′i × λ
′
j satisfying
Ti,j−1Ij−1,j − Ii,i+1Ti+1,j = 0
for every i ≤ j−1. From there, thanks to Lemma A.1, we see that the variety of commutators
of such matrices consists in matrices of the same type with the extra conditions tr(Ti,i) = 0
for every 1 ≤ i ≤ s (i.e. diagonal blocks are commutators themselves). Indeed, we get a
vector space of the correct dimension.
Consider a partition µ ⊢ n and denote by Λµ the subvariety of Λn consisting of pairs
such that x is diagonalizable of type µ. We write l(µ) for µ′1, the number of parts of µ.
Theorem 2.5. The irreducible components of Λn are the closures of the Λµ’s, which are
all of dimension n2.
Proof. Fix x ∈ Λµ and denote by L the Levi group associated to the decomposition E1 ⊕
· · · ⊕ Er of Cn in eigenspaces. We have
Λµ = GLn ×L {(⊕kzkidEk , y) | y ∈ [l, l]}
where the zk’s are pairwise distinct given complex numbers and l = Lie(L). The map
g.(⊕kzk, y) 7→ (g.Ek)k turns Λµ into an open subvariety of a vector bundle V over an open
subvariety of
∏
kGrass(µk, n). Hence it is smooth of dimension
dim V +
∑
k
dimGrass(µk, n) = l(µ) + dim[l, l] +
∑
k
µk(n− µk) = n
2.
Indeed, since [gln, gln] = tr
−1(0), we have dim[l, l] =
∑
k(µ
2
k − 1) =
∑
k µ
2
k − l(µ).
It remains to show that any (x, y) for which x is not diagonalizable lies in the closure of
Λµ for some µ. Once again it is enough to show it for x nilpotent, say of type λ. We write
x =

0 I1,2 0 0
0
Is−1,s
0 0

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as in the proof of Proposition 2.4, and approximate it by
x(ǫ) =

0 I1,2 0 0
0 ǫ 0
Is−1,s
0 0 (s− 1)ǫ
 .
We have x(ǫ) exp(x/ǫ) = exp(x/ǫ)(x(ǫ) − x), hence x(ǫ) is diagonalisable. As in the proof
of 2.4, one can prove that the variety of commutators of elements in gx(ǫ) consists in matrices
T (ǫ) = (Ti,j(ǫ))i≤j triangular by blocks of size λ
′
i × λ
′
j satisfying
T (ǫ)i,j−1Ij−1,j − Ii,i+1T (ǫ)i+1,j = ǫ(i− j)T (ǫ)i,j (2.6)
for every i ≤ j − 1 and tr(T (ǫ)i,i) = 0 for every 1 ≤ i ≤ s. Now take T (ǫ) =
∑
k T
(k)ǫk such
that T (0) = y and degT (ǫ)i,j = s− (j − i), so that (2.6) becomes
T
(k)
i,j−1Ij−1,j − Ii,i+1T
(k)
i+1,j = (i− j)T
(k−1)
i,j
for every k = 0...s, where T (−1) = 0. Picking
T 〈k〉 = (T
(k−(j−i))
i,j )i≤j ∈ [gx(1), gx(1)]
concludes the proof as x(ǫ) is diagonalisable and (x(ǫ), y(ǫ) := T (ǫ))→ (x, y) as ǫ→ 0.
As a consequence, we get that Λn is a lagrangian subvariety of T
∗gln(C) as expected.
2.2 New lagrangian subvarieties of the Hilbert scheme of C2
2.2.1 Recollection on Nakajima quiver varieties
Recall that the Hilbert scheme (C2)[n] of n points on C2 can be seen as a Nakajima quiver
variety associated to the Jordan quiver S1. Let us be a bit more precise. First introduce
the framed version S+g of the quiver Sg with one vertes and g loops:
S+g = • • . . . g.
We will always consider 1-dimensional vector spaces on the framing vertex, hence will still
abusively consider n ∈ N-dimensional representations of S+g . Consider the doubled quiver
S+g where each arrow is replaced by a pair of opposite ones. Write
RepC
(
S+1 , n
)
=
{
C Cn
v
v∗
x x∗
}
where we identify v with its image.
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Remark 2.7. The action of GLn(C) on RepC(S
+
1 , n) given by g.(x, v) = (gxg
−1, gv) induces
a moment map given by
µ+n : RepC
(
S+1 , n
)
→ gln(C) , (x, x
∗, v, v∗) 7→ [x, x∗] + vv∗.
Recall:
Definition 2.8. We say that (x, x∗, v, v∗) ∈ RepC
(
S+1 , n
)
is stable if C〈x, x∗〉.v = Cn, and
denote by RepC
(
S+1 , n
)st
the open stable locus.
The following is proved in [29].
Theorem 2.9. We have the following:
(i) the action of GLn(C) on RepC
(
S+1 , n
)st
given by
g.(x, x∗, v, v∗) = (gxg−1, gx∗g−1, gv, v∗g−1)
is free;
(ii) stable representations (x, x∗, v, v∗) of (µ+n )
−1(0) satisfy v∗ = 0;
(iii) the Hilbert scheme of points on C2 is given by the following symplectic reduction
(C2)[n] =
(
(µ+n )
−1(0)
)st
/GLn(C),
the quotient being free. As such, it is smooth and symplectic of dimension 2n.
Remark 2.10. Written shortly
(C2)[n] =
{
(x, x∗, v) ∈ RepC(S2, n)× C
n
∣∣∣∣∣ [x, x∗] = 0C[x, x∗].v = Cn
}
/GLn(C).
Note that thanks to Theorem 2.9(ii), one can also write
(C2)[n] =
(
µn,1(0)
−1
)st
/GLn,1(C)
where µn,1 is the moment map associated to the action of GLn,1(C) := GLn(C) × C∗ on
RepC(S
+
1 , (n, 1)) given by (g, z).(x, v) = (gxg
−1, gvt−1) (i.e. forgetting about the framing
character of S+1 ).
Remark 2.11. As in §2.1, one gets a lagrangian subvariety of (C2)[n] when requiring x to
be nilpotent. It can be understood as the preimage of ({0} × C)(n) by the Hilbert–Chow
morphism
ρ : (C2)[n] → (C2)(n)
to the n-th symmetric power of C2, which maps (x, x∗, v) to the joint spectrum of (x, x∗)
(which make sense since x and x∗ commute).
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2.2.2 New lagrangian subvarieties
Note that
tr(W ) : C Cn
v
x
y
z
7→ tr([x, y]z)
is still defined on the quotient stack [RepC(S
+
3 , (n, 1))/GLn,1(C)], allowing us to apply the
recipe of §2.1 to the projection
π :
[
RepC(S
+
3 , (n, 1))/GLn,1(C)
]
→
[
RepC(S
+
1 , (n, 1))/GLn,1(C)
]
(x, y, z, v) 7→ (x, v) .
We will see later in §4.1.4 that the 0-th truncation of the cotangent to the quotient stack
[RepC(S
+
1 , (n, 1))/GLn,1(C)] is given by [µ
−1
n,1(0)/GLn,1(C)]. Hence, thanks to Remark 2.10,
(C2)[n] =
(
τ0T
∗
[
RepC(S
+
1 , (n, 1))/GLn,1(C)
])st
where τ0 stands for the 0-truncation induced by the morphism from a complex to its 0-th
cohomology group. In this framework, we can still make sense of the definition given in [32],
and set
Λn,1 =
{
(x, x∗ = [y, z], v)
∣∣∣∣∣ [x, y] = [x, z] = 0C[x, x∗].v = Cn
}
/GLn(C) ⊂ (C
2)[n].
Note that it is distinct from ρ−1(({0} × C)(n)).
Proposition 2.12. The subvariety Λn,1 is lagrangian in (C
2)[n].
Proof. The subvariety Λn,1 is a free quotient by GLn(C) of an open subvariety of Λn ×Cn.
Hence irreducible components of Λn,1 are n-dimensional, and in bijection with those of Λn
as they generically admit a cyclic vector (nulltrace matrices generically admit cyclic vectors).
Components of Λn,1 are isotropic as the symplectic form on (C
2)[n] is induced by the one
on T ∗RepC(S1, n): it is given by(
(x, x∗, v), (x′, x′∗, v′)
)
7→ tr(xx′∗ − x∗x′) .
Remark 2.13. We will see an alternative direct proof in §4.2.3 relying on derived symplectic
geometry.
We can “saturate” Λn,1 with respect to the Hilbert–Chow morphism ρ. We make sense of
this saturation in the following statement, and prove that it gives a new family of lagrangian
subvarieties of (C2)[n].
Proposition 2.14. The saturation Ln := ρ
−1(ρ(Λn,1)) ⊂ (C
2)[n] of Λn,1 with respect to ρ
is lagrangian, with irreducible components indexed by nested partitions of n.
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By nested partition of n, we mean a tuple of partitions µ1, . . . , µr such that |µ1| ≥ · · · ≥
|µr| defines a partition λ of n. For a given partition λ = (λ1 ≥ · · · ≥ λs) of n, write
λ¯k =
∑
p≤k λp and define
(C2)λ0 =

[(a1, b1), . . . , (an, bn)]
∣∣∣∣∣∣∣∣∣∣∣∣
∀k = 0 . . . r − 1 :
aλ¯k+1 = . . . = aλ¯k+1
the aλ¯k are pairwise distinct∑
λ¯k+1≤p≤λ¯k+1
bp = 0

⊂ (C2)(n)
where λ¯0 = 0.
Lemma 2.15. We have ρ(Λn,1) = ⊔λ⊢n(C2)λ0 .
Proof. We have ρ(Λn,1) ⊆ ⊔λ⊢n(C2)λ0 because if (x, [y, z], v) ∈ Λn,1, y and z stabilize all
generalized eigenspaces (GES) of x, and the trace of [y, z] is zero on each GES. Reciprocally,
consider [a•, b•] ∈ (C2)λ0 and x diagonalizable with eigenvalues αk = aλ¯k such that Ek =
ker(x − αk) has dimension λk. Pick yk ∈ End(Ek) with spectrum bλ¯k+1, . . . , bλ¯k+1 such
that there exists vk ∈ Ek cyclic under the action of yk. Then, since any endomorphism
commutes with homotheties, and since being a commutator is equivalent to having a zero
trace, ⊕k(αk, yk, vk) is in Λn,1, and is mapped to [a•, b•]. Note that ⊕kvk is cyclic because
the αk’s are pairwise distinct.
Proof of Proposition 2.14. Thanks to Lemma 2.15, we have
Ln =
(x, x∗, v)
∣∣∣∣∣∣∣
[x, x∗] = 0
C[x, x∗].v = Cn
tr(x∗) = 0 on each GES of x
 /GLn(C) .
Consider a nested partition µ• of n, and denote by λ the partition |µ•| ⊢ n. Set Lµ• ⊂
ρ−1((C2)λ0 ) the locally closed subvariety defined by
(x − αk)Ek ∈ Oµk
with the same notations as in the proof of Lemma 2.15, and where Oµk is the nilpotent orbit
of type µk ⊢ λk. Define
L̂µ• = {(x, x
∗, v)|[x, x∗, v] ∈ Lµ•}
L˜µ• =
{
(x, x∗, v, φ•)
∣∣[x, x∗, v] ∈ Lµ• and φk ∈ Isom(Ek,Cλk)}
which fit in the following diagram
L˜µ•
p
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥ q
$$❍
❍❍
❍❍
❍❍
❍❍
L̂µ•
πn

(
∏
k L̂µk)
◦
Πkπk

Lµ• (
∏
k Lµk)
◦
(2.16)
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where πm is the free quotient by GLm(C), p (which simply forgets φ•) is a principal∏
kGLλk(C)-bundle, and q =
∏
k(φk)∗ is a principal GLn(C)-bundle on the open subva-
riety (
∏
k L̂µk)
◦ corresponding to distinct αk’s (again it matters that the αk’s are pairwise
distinct so that the direct sum of a family of cyclic vectors remains cyclic). Thanks to the
following Lemma 2.17 we get that Lµ• is irreducible of dimension∑
k
λk +
∑
k
dim πk + dim q − dim p− dimπn
= n+
∑
k
λ2k + n
2 −
∑
k
λ2k − n
2
= n
as wished since (C2)[n] is of dimension 2n.
Lemma 2.17. Each Lµk is irreducible of dimension λk.
Proof. The variety Lµk is a free GLλk(C)-quotient of
{(α+ n, x∗, v) | n ∈ Oµk , [n, x
∗] = 0, tr(x∗) = 0,C[n, x∗].v = Cn}
which is a nonempty open subvariety of
C× Cλk × (T ∗Oµk/C)
where we quotient by the action by translation on x∗. Hence Lµk is irreducible of dimension
−λ2k + 1 + λk + (λ
2
k − 1) = λk
since T ∗Oµk is irreducible of dimension λ
2
k. The nonemptiness statement comes from the
fact that it is enough to take v cyclic on each Jordan block of n as long as the eigenvalues
of x∗ are pairwise distinct with respect to these blocks.
Remark 2.18.
(i) The interest of the saturation process lies in the diagram (2.16), which enjoys a typical
factorization property, as described for instance in [18] or more recently in [19]. We
can expect U 7→ Ln(U) = ρ−1(U (n)) to define a factorisation algebra on C2 with values
in lagrangian subvarieties. Actually, going back to [14] or [11], it is very natural to
wonder whether the irreducible components of our lagrangian subvarieties appear in
the characteristic cycles of representations of some Cherednik algebra.
(ii) It is clear from what is explained at the beginning of this section that there are
underlying derived concepts at stake here. We will explore these in section 4.
3 Shifted symplectic and lagrangian structures
The content of this section is not new, but we recall it for the convenience of the reader,
and in order to fix the notation and clarify the exposition.
In the remainder of this paper, k is a field of characteristic zero, and we denote by Modk
the category of (unbounded, cochain) complexes of k-vector spaces. It comes equipped
with a model structure for which weak equivalences are quasi-isomorphisms, fibrations are
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degreewise surjections, and cofibrations are degreewise injections. We write Modk for its
∞-categorical localization along quasi-isomorphisms ([26]). For a complex M we write
|M | := MapModk(k,M) ,
which is equivalent, via the Dold–Kan correspondence, to τ≤0M .
Remark 3.1. All our results remain true for if k is a commutative ring containing Q, at
the cost of taking k-flat replacements.
More generally, if M is a model category, we will write M for the corresponding ∞-
category obtained by localizing along weak equivalences.
Notation 3.2. The corresponding homotopy category is denoted Ho(M), or Ho(M).
Recall ([8, Proposition A.1.]) that if M is a Modk-model category, then it is a stable
model category, and thus M is a k-linear stable ∞-category.
Notation 3.3. We use the notation “Map” to distinguish the space of ∞-categorical mor-
phisms from the set of 1-categorical morphisms, for which we use the notation “Hom”. The
underlined versions designate their enriched counterparts. In particular, for M as above, we
have RHomM ≃ MapM.
If moreover M has a symmetric monoidal structure that is compatible with the Modk-
enrichment and the model structure (see e.g. [8, §1.1]), then we write, for every object M
of M
|M | := MapM(1,M) ≃ |RHomM(1,M)| ,
where 1 is the monoidal unit.
Notation 3.4. If the symmetric monoidal structure is closed, then we will use upper case
letters for the internal enrichment: i.e. Hom and Map, for categories and ∞-categories,
respectively.
3.1 Graded mixed complexes and realizations
3.1.1 Graded complexes
We write Modgrk for the category of functors Z → Modk, where the set Z is seen as a
category with no non-identity morphism. An object M = (Mp)p∈Z in Mod
gr
k is called a
graded complex, and the complex Mp is called the weight p component of M . We consider
the weightwise model structure on Modgrk : a morphism ϕ = (ϕp)p∈Z is a weak equiva-
lence/fibration/cofibration if and only if every ϕp is so.
There are two shift autofunctors of Modgrk :
• The (cohomological) degree shift M 7→M [1], defined by M [1]n =M [n+ 1];
• The weight shift M 7→M(1), defined by M(1)p = Mp+1.
The weight p component functor M 7→Mp, going from graded complexes to complexes, has
both left and right adjoint the functor ιp that sends a complex V to the graded complex
having V as only nontrivial weight component, in weight n. As a matter of notation, we will
often drop ι0 from the notation, implicitely viewing a complex as a graded complex sitting
in weight 0.
Remark 3.5. All the functors we have introduced so far are both left and right Quillen.
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There is also an interesting functor k[v] ⊗k − : Modk → Mod
gr
k , with v a variable of
degree 2 and of weight 1, that has both a left and a right adjoint:
• The left adjoint | − |ℓ sends a graded complex M to
∐
p≥0
Mp[2p], and it preserves weak
equivalences and cofibrations for the injective model structure;
• the right adjoint | − |r sends a graded complex M to
∏
p≥0
Mp[2p], and it preserves weak
equivalences and fibrations for the projective model structure.
In particular, each of these functors is equivalent to its derived counterpart. Moreover, one
observes that there is a natural transformation | − |ℓ ⇒ | − |r.
3.1.2 Mixed complexes
The category Modδk is the symmetric monoidal category of differential graded k[δ]-modules,
where δ is a degree −1 variable. We will call its objects mixed complexes : in other words,
a mixed complex is a complex C together with a morphism δ : C → C[−1], the mixed
differential, such that δ[−1] ◦ δ = 0 (which we will often abbreviate δ2 = 0). As usual there
are two (Quillen equivalent) model structures structures on Modδk:
• The projective one, for which weak equivalences are quasi-isomorphisms, and fibrations
are epimorphisms;
• The injective one, for which weak equivalences are quasi-isomorphisms, and cofibrations
are monomorphisms. With the injective model structure, it satisfies the standing assump-
tions of [8, §1.1].
We have a sequence of Quillen adjunctions (the first one obviously being an equivalence)
(Modδk)proj
id //
(Modδk)inj
id
oo
(−)♮
//
Modk
k[δ]⊗k−
oo
where (−)♮ denotes the functor that forgets the mixed differential δ (i.e. it is the restriction
along the unit morphism k → k[δ]).
The morphism of mixed complexes k[1] = kδ → k[δ] induces, for every n, a morphism of
spaces
|C♮[n]| ≃MapModδ
k
(
k[δ][−n], C
)
−→ |C[n− 1]| (3.6)
witnessing the fact that δ maps the space of n-cocyles in C♮ to the space of mixed (n− 1)-
cocycles in C. A mixed cocycle of C is a cocycle of the homotopy δ-fixed points complex
RHomModδ
k
(k, C) ≃ (C[[u]], d − uδ) ,
with u a formal variable of degree 2. Indeed, in order to compute the latter derived enriched
Hom in the projective model structure, we first consider the following quasi-free resolution
of k: Q(k) = k[δ, ξ], with deg(ξ) = −2 and dξ = δ, and we observe that
HomModδ
k
(
Q(k), C
)
= (C[[u]], d− uδ) .
Therefore the map (3.6) in Modk is represented by
C♮[1]
δ
−→ (C[[u]], d− uδ) .
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3.1.3 Graded mixed complexes
A graded mixed complex is a graded complex equipped with a compatible k[ǫ]-module struc-
ture, where ǫ has degree 1 and weight 1: in other words, a graded mixed complex is a graded
complex M together with a morphism ǫ :M →M(1)[1] such that ǫ(1)[1] ◦ ǫ = 0 (which we
abbreviate ǫ2 = 0). There are again two Quillen equivalent model structures on the category
Modǫ−grk of graded mixed complexes:
• The projective one, for which weak equivalences are weightwise quasi-isomorphisms, and
fibrations are weightwise epimorphisms;
• The injective one, for which weak equivalences are weightwise quasi-isomorphisms, and
cofibrations are weightwise monomorphisms. With the injective model structure, it satis-
fies the standing assumptions of [8, §1.1].
There is a sequence of Quillen adjunctions (the first one being a Quillen equivalence)
(Modǫ−grk )proj
id //
(Modǫ−grk )inj
id
oo
(−)♯
//
Modgrk
k[ǫ]⊗k−
oo
where (−)♯ denotes the functor that forgets the mixed differential ǫ. Both the weight and
the degree shift autofunctors lift along (−)♯, and are denoted the same way.
The morphism of graded mixed complexes k(−1)[−1] = kǫ→ k[ǫ] gives rise, for every n
and every p, to a morphism
|M ♯(p)[n]| ≃ Map
Mod
ǫ−gr
k
(
k[ǫ](−p)[−n],M
)
−→ |M(p+ 1)[n+ 1]| (3.7)
witnessing the fact that ǫ maps the space of weight p n-cocyles of M ♯ to the space of weight
p+1 mixed (n+1)-cocycles ofM ; a weight q mixed cocycle of M is a cocycle in the complex
RHomModǫ−gr
k
(
k(−q),M
)
≃
(∏
p≥q
Mp, d− ǫ
)
.
Indeed, in order to compute the latter derived enriched Hom in the projective model struc-
ture, we first consider the following quasi-free resolution of k(−q): Qq(k) = k[ǫ]{xq, xq+1, . . . },
with xp of degree 0 and weight p, and d(xp) = ǫ(xp−1) (with the convention that xp = 0 for
p < q). We have
HomModǫ−gr
k
(
Qq(k),M
)
=
(∏
p≥q
Mp, d− ǫ
)
.
Therefore the map (3.7) in Modk is represented by
Mp[−1]
ǫ
−→
( ∏
r≥p+1
Mr, d− ǫ
)
.
The functors k[v]⊗, | − |ℓ and | − |r from §3.1.1, between Modk and Mod
gr, also lift
(along the functors ♮ and ♯) to functors between Modδk and Mod
ǫ−gr
k , that we denote the
same way, and that are defined as follows:
• The mixed differential on k[v]⊗ C is defined as ǫ := v ⊗ δ;
• The mixed differential on |M |ℓ and |M |r is defined as δ := ǫ.
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The functors |− |ℓ and |− |r are called the (left and right) mixed realization functors. We let
the reader check that | − |ℓ (resp. | − |r) is still left adjoint (resp. right adjoint) to k[v]⊗k−,
that it still preserves weak equivalences and cofibration of the injective model structure
(resp. fibrations of the projective model structure), and that the natural transformation
| − |ℓ ⇒ | − |r also lifts.
Note that for any n ∈ Z and any p ≥ 0, both mixed realization functors send the
morphism k(−1− p)[−n− 1]→ k[ǫ](−p)[−n] to k[n+ 1]→ k[δ][n].
Let us draw some consequences of the above. Assume that we are given a morphism
of mixed complexes C → |M |r, which is equivalent, by adjunction, to have a morphism
C[v]→M of graded mixed complexes. For every p ≥ 0, we have a commuting diagram
|C[n]| //
(−)♮

|C[v](p)[n+ 2p]| //
(−)♯

|M(p)[n+ 2p]|
(−)♯

|C♮[n]| //
(3.6)

|C[v]♯(p)[n+ 2p]| //
(3.7)

|M ♯(p)[n+ 2p]|
(3.7)

|C[n− 1]| // |C[v](p+ 1)[n+ 2p+ 1]| // |M(p+ 1)[n+ 2p+ 1]| .
In other words, the space of mixed cocycles of degee n in C maps to the space of weight p
mixed (n+ 2p)-cocycles in M , and this commutes with
• Taking the underlying non-mixed cocycle of a mixed one;
• Creating a mixed cocycle from a non-mixed one by applying the mixed differential.
3.2 De Rham complex and (closed) forms
Let CAlgk be the category of commutative differential graded k-algebra sitting in non-
positive degree (cdga, for short). It has a model structure for which weak equivalences are
quasi-isomorphisms, and fibrations are degreewise surjections. Recall from [30] the functor
DR : CAlgk −→Mod
ǫ−gr
k
which sends a cdga B to SymB˜(Ω
1
B˜
[−1]) equipped with mixed differential ǫ being the (ex-
tension by the Leibniz rule of the) universal derivation
ddR : B˜ → Ω
1
B˜
= Ω1
B˜
[−1][1] ,
where B˜ is a cofibrant replacement of B.
Recall also the spaces
Ap(B, n) := |DR(A)♯(p)[n+ p]| and Ap,cl(B, n) := |DR(A)(p)[n + p]|
of p-forms of degree n and closed p-forms of degree n, respectively. Notice that a (closed)
p-form of degree n is a weight p (mixed) (n+ p)-cocycle.
The functor DR, and thus Ap[n] := Ap(−, n) and Ap,cl[n] := Ap,cl(−, n), satisfies e´tale
descent (see [30, Proposition 1.11]). We then define these functors on any derived stack F
by Kan extension along Spec : CAlgk → dSt
op
k , where dStk denotes the ∞-category of
derived k-stacks.
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Recall that derived k-stacks are functors CAlgk → S satisfying e´tale descent. We refer
to [39] for the background material on derived algebraic geometry.
According to §3.1.3, for every p ≥ 0 and every n ∈ Z, we have a morphisms of stacks
Ap,cl[n] −→ Ap[n] −→ Ap+1,cl[n]
respectively given by (−)♯ and (3.7). We denote the first one (−)0 and the second one ddR.
There is also a functor
HH := S1 ⊗Lk − : CAlgk −→Mod
δ
k
given by the Hochschild mixed complex.
Remark 3.8 (see e.g. [17]). A priori HH takes values in the∞-category of complexes with
an S1-action, which is equivalent to Modδk (because Modk is k-linear, S
1 is formal, and
H−•(S
1, k) = k[δ]). Recall the simplicial model for S1 from [25, §6.4.2 & 7.1.2], given by
the simplical set of finite cyclic orders. Therefore the underlying complex of HH(A) is the
homotopy colimit of the simplicial diagram
· · ·A⊗(n+1) · · ·A⊗3
//
//
// A
⊗2
m //
mop
// A ,
where m is the product of A. A model for this homotopy colimit is given by the standard
Hochschild complex. Moreover, the above simplicial cochain complex actually has a cyclic
structure, which induces a mixed structure on the Hochschild complex, given by the B-
operator of Connes.
Notation 3.9. We write HH := HH♮ for the underlying Hochschild complex, i.e. the actual
Hochschild complex without the mixed differential. We write HC− := Map
Modδ
k
(k,HH) for
the homotopy δ-fixed point complex (a-k-a negative cyclic complex ).
The Hochschild–Kostant–Rosenberg theorem (see e.g. [40]) tells us that there is a natural
equivalence
IHKR : HH−˜→|DR|
ℓ ,
in Modδk, given explicitely on A
⊗n+1 by id⊗ d⊗ndR , for a cofibrant A.
3.3 Shifted symplectic and lagrangian structures
3.3.1 Shifted presymplectic and isotropic structures
Working with n-shifted presymplectic and isotropic structures amounts to work within the
category dStk/A2,cl[n].
Let X
f
←− Z
g
−→ Y be a correspondence of derived k-stacks.
Definition 3.10. (1) An n-shifted presymplectic structure on X is the data of a closed 2
form of degree n
ω : X −→ A2,cl[n]
(2) An n-shifted isotropic stucture on the correspondence X
f
←− Z
g
−→ Y is the data of a
(homotopy) commuting square
Z
g
//
f

Y

X // A2,cl[n]
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(3) If Y (resp. X) is a point, then we talk about an (n-shifted) isotropic structure on the
morphism f (resp. g).
(4) The above structures are said exact if they lift along ddR : A
1[n] → A2,cl[n], the data
of the lift being part of the structure.
According to [16, §5], for every ∞-category C with finite limits, one can construct an
∞-category Span1(C) of spans, or correspondences: its objects are the ones of C, and
1-morphisms are spans. We are interested in the following two cases:
• The ∞-category Iso[n] of n-shifted isotropic correspondences, which corresponds to the
case C = dStk/A2,cl[n];
• The∞-category ExIso[n] of exact n-shifted isotropic correspondences, which corresponds
to the case C = dStk/A1[n].
The morphism ddR : A
1[n]→ A2,cl[n] induces a functor DdR : ExIso[n] → Iso[n].
3.3.2 Non-degeneracy conditions
Recall that with every cdga A, one associates the symmetric monoidal Modk-enriched model
categoryModA ofA-modules. This assignment is functorial, leading to a functorQCoh from
Calgk to the ∞-category of stable symmetric monoidal k-linear categories: QCoh(A) =
ModA.
The functor QCoh is a stack for the e´tale topology, and one can define it on every
derived stack X by Kan extension along Spec. Objects of QCoh(X) are called quasi-
coherent sheaves on X . Just like the one of ModA, the symmetric monoidal structure of
QCoh(X) is closed.
For convenience, we will abuse the standard terminology and say that a derived k-stack
X is Artin if it is locally geometric and locally of finite presentation (we refer to [39] for the
foundational material on geometric stacks). Local geometricity guaranties the existence of
a cotangent complex LX ∈ QCoh(X), and local finitness ensures that LX is perfect. If X
is Artin, then, according to [30, Proposition 1.14],
Ap(X,n) ≃
∣∣Γ(Symp
OX
(LX [−1])
)
[n+ p]
∣∣ ,
where Γ : QCoh(X)→Modk is the global section functor: Γ ≃ Map(OX ,−).
Remark 3.11. When p = 0, the above equivalence is true without any assumption on X :
A0(X,n) ≃ |Γ(OX)[n]|.
Hence a 2-form β of degree n on a derived Artin stack X gives rise to a degree n global
section of the second exterior power of LX , and thus to an adjoint morphism β
♭ : TX → LX ,
where TX is the dual to the cotangent complex.
Definition 3.12. (1) An n-shifted presymplectic structure ω on a derived Artin stack X
is symplectic if its underlying 2-form ω0 is non-degenerate, meaning that ω
♭
0 is an equiv-
alence.
(2) An n-shifted isotropic structure on a correspondence X
f
←− Z
g
−→ Y between derived
Artin stacks is lagrangian if it is non-degenerate, meaning that the two presymplectic
structures (on X and Y ) are non-degenerate and the square
TZ //

g∗TY ≃ g∗LY [n]

f∗TX ≃ f∗LX [n] // LZ [n]
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is (co)cartesian.
(3) If Y (resp. X) is a point, then we talk about a (n-shifted) lagrangian structure on the
morphism f (resp. g).
We finally recall that n-shifted Lagrangian correspondences do compose well (see [5,
Theorem 4.4]). We therefore have a subcategory Lag[n] of Iso[n] whose objects are n-
shifted symplectic derived Artin stacks and whose 1-morphisms are n-shifted Lagrangian
correspondences. Similarly, there is a subcategory ExLag[n] of ExIso[n] whose objects and
morphisms are those that are sent to Lag[n] under DdR.
Example 3.13. Recall from [5] that an n-shifted (exact) lagrangian structure on X →
pt = Spec(k) is equivalent to an (n − 1)-shifted (exact) symplectic structure on X . This
in particular implies that fiber products of n-shifted (exact) lagrangian morphisms, a-k-a
derived (exact) lagrangian intersections, are naturally (n− 1)-shifted (exact) symplectic, as
was shown in [30].
4 Derived and non-derived examples
4.1 Shifted cotangent stacks
4.1.1 Linear stacks
Given a quasi-coherent sheaf E on a derived stack X , one can define a derived stack AE
over X as follows:
AE
(
Spec(A)
u
→ X
)
:= |u∗E| .
The construction is functorial in E, and we write πX : AE → X for the map corresponding
to E → 0. The construction is also compatible with pull-backs: for every f : Y → X ,
Af∗E ≃ f
∗AE .
Remark 4.1. If X is Artin and if E is perfect, then AE is Artin too, and it coincides with
the derived stack V(E∨) from [37, §3.3].
If X is an Artin derived k-stack and f : E → F is a morphism between perfect quasi-
coherent sheaves on X , then the relative tangent complex of Af : AE → AF is
TAf ≃ π
∗
Xfib(f) .
In particular, if F = 0, then TπX ≃ π
∗
XE, so that we get equivalences
ATπX ≃ Aπ∗XE ≃ AE ×X
AE ≃ AE⊕E and ALπX ≃ AE⊕E∨ .
Example 4.2. Let G be an algebraic group, and let V be k-module with a linear G-action;
this defines a quasi-coherent sheaf V on BG. One has AV ≃
[
AV /G
]
, which is sometimes
just denoted [V/G]. Then L[V/G] is the pull-back along pV,G : [V/G] → BG of the quasi-
coherent sheaf on BG corresponding to the dual representation V ∗. Hence
ALpV,G ≃ [V ⊕ V
∗/G] .
The above situation specializes to the following
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Example 4.3. Let Q be a quiver, with vertex set V (Q) and edge set E(Q). The edges are
oriented, we denote by s(e) and t(e) the source and target of an edge e. Let ~n = (nv)v∈V (Q)
be a dimension vector. We define
Repk(Q,~n) :=
∏
e∈E(Q)
HomModk(k
ns(e) , knt(e)) ,
which is a GL~n(k)-module. The relative cotangent complex of the morphism
pk,Q,~n :
[
Repk(Q,~n)/GL~n(k)
]
−→ BGL~n(k)
is therefore the pull-back (along pk,Q,~n) of the GL~n(k)-module Repk(Q
∗, ~n), whereQ∗ stands
for the opposite quiver (built from Q by reversing all edges), and where we view a GL~n(k)-
module as a quasi-coherent sheaf on BGL~n(k). As a consequence, we have
ALpk,Q,~n ≃
[
Repk(Q,~n)/GL~n(k)
]
,
where Q stands for the doubled quiver (built from Q by adjoining to every edge e a new
edge e∗ going the reverse way).
The following example is a variation on the previous one.
Example 4.4. Let us consider the derived k-stack Perfk of perfect complexes from [39],
that is defined by
Perfk(A) := (Mod
perf
A )
≃ ,
where ModperfA is the full subcategory spanned by perfect A-modules, and the superscript
(−)≃ means that we only keep the 1-morphisms that are equivalences. A morphism X →
Perfk is by definition the data of a perfect sheaf on X ; therefore the identity morphism
Perfk → Perfk classifies a tautological perfect sheaf E on Perfk.
For a finite quiver Q, with vertex set V (Q) and edge set E(Q), we consider the perfect
sheaf
EQ :=
∏
e∈E(Q)
Map
(
p∗s(e)E, p
∗
t(e)E
)
on Perf
V (Q)
k , where pv : Perf
V (Q)
k → Perfk is the v-th projection (v ∈ V (Q)). The relative
cotangent complex of the morphism
pQ : AEQ −→ Perf
V (Q)
k
is therefore (EQ)∨ ≃ EQ
∗
, where (−)∨ = Map(−,O) is the dualization functor. As a
consequence,
ALpQ ≃ AEQ .
Remark 4.5. Later on, we will identify AEQ with the moduli of objects PerfkQ. For the
moment, it is sufficient to observe that the restriction of E to the open substack BGLn(k) ⊂
Perfk is k
n, so that the restriction of EQ to the open substack BGL~n(k) ⊂ Perf
V (Q)
k is
Repk(Q,~n).
4.1.2 Shifted cotangent stacks are shifted symplectic
The n-shifted cotangent stack of a derived Artin k-stack X is
T∗[n]X := ALX [n] .
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In other words, a morphism Y → T∗[n]X is determined by a morphism u : Y → X and a
global section of u∗LX [n]. The identity morphism T
∗[n]X → T∗[n]X is thus determined by
a global section ℓX of π
∗
XLX [n]. Let us denote λX the image of ℓX through π
∗
XLX [n] −→
LT∗[n]X [n]:
λX ∈ A
1(T∗[n]X,n) .
We know (see [6, Theorem 2.2(1)]) that ωX := ddRλX ∈ A2,cl(T∗[n]X,n) defines an n-shifted
symplectic structure on T∗[n]X .
Remark 4.6. The 1-form λX can also be described as follows using the functor of points.
Recall that a B-point of T∗[n]X is determined by a point x ∈ X(B) and a section s ∈
|x∗LX [n]|. Then
λX(x, s) = x
∗s ∈ |LB [n]| = A
1(B, n) .
Example 4.7. For a reductive affine algebraic group G, LBG is the quasi-coherent sheaf
associated with the shifted coadjoint G-module g∗[−1]. Therefore
T∗[n](BG) ≃
[
g∗[n− 1]/G
]
.
Moreover, the section ℓBG has a simple expression
ℓBG = idg[1−n] ∈
∣∣(g∗[n−1]⊗g[1−n])G∣∣ ⊂ ∣∣(g∗[−1]⊗Sym(g[1−n]))G[n]∣∣ ≃ |Γ(π∗BGLBG)[n]| .
Actually, the above still makes sense without assuming G reductive; we still have a map∣∣(g∗[−1]⊗ Sym(g[1− n]))G[n]∣∣ −→ |Γ(π∗BGLBG)[n]| ,
which is not necessarily an equivalence (as there might be non-trivial higher G-cohomology).
Notice that in the reductive case, one can choose a non-degenerate invariant quadratic form
c ∈ Sym2(g∗)G and thus get an isomorphism c♭ : g→ g∗ of G-modules, so that
T∗[n](BG) ≃
[
g[n− 1]/G
]
.
Through this identification, we have
ℓBG = c ∈ (g
⊗2)G ⊂
∣∣(g∗[−1]⊗ Sym(g∗[1− n]))G[n]∣∣ ≃ |Γ(π∗BGLBG)[n]| .
Example 4.8. It is known (see [38, Corollary 3.29]) that the derived k-stack Perfk is
locally geometric and locally of finite presentation, and that
TPerfk ≃Map(E,E)[1] .
Therefore
T∗[n]Perfk ≃ AMap(E,E)∨[n−1] ≃ AMap(E,E)[n−1]
as there is an isomorphism of perfect sheaves
c♭ : Map(E,E)−˜→Map(E,E)∨ ; f 7−→ tr(f ◦ −) .
Through the above identification, on AMap(E,E)[n−1], ℓPerfk becomes a section of
π∗PerfkMap(E,E)
∨[n− 1] ≃ π∗PerfkLPerfk ,
which is the section classifying c♭[n− 1].
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4.1.3 Lagrangian correspondences for shifted cotangent stacks
Let f : X → Y be a morphism of derived Artin k-stacks. We have a morphism f∗LY → LX
leading, for every n ∈ Z, to a correspondence
T∗[n]X
q
←− f∗T∗[n]Y
p
−→ T∗[n]Y (4.9)
of derived Artin k-stacks. Observe that, by definition, p∗ℓY is the section of p
∗π∗Y LY [n] ≃
q∗π∗Xf
∗LY [n] classifed by p, and it coincides with the one classified by id : f
∗T∗[n]Y →
f∗T∗[n]Y . Hence the image of p∗ℓY through the morphism q
∗π∗Xf
∗LY [n] → q∗π∗XLX [n]
is classified by q, and thus it coincides with q∗ℓX . As a consequence, we get that p
∗λY
coincides with q∗λX (as sections of Lf∗T∗[n]Y ), and that the correspondence (4.9) lifts to an
exact isotropic one:
f∗T∗[n]Y
p
&&▲
▲▲
▲▲
▲▲
▲▲
▲
q
xxrr
rr
rr
rr
rr
T∗[n]X
λX &&▲
▲▲
▲▲
▲▲
▲▲
▲
T∗[n]Y
λYyyrr
rr
rr
rr
rr
A1[n]
Remark 4.10. For a B-point given by x ∈ X(B) and s ∈ |x∗f∗LY [n]|, this boils down to
the commutativity of the diagram of B-modules
x∗f∗LY [n]
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
xxqq
qq
qq
qq
qq
x∗LX [n]
&&▼
▼▼
▼▼
▼▼
▼▼
▼
(f ◦ x)∗LY [n]
ww♦♦♦
♦♦♦
♦♦♦
♦♦♦
LB[n]
It can be shown (along the lines of [6, Theorem 2.8]) that this isotropic correspondence
is in fact lagrangian.
Example 4.11. When Y = pt, we get back the exact lagrangian structure on the zero
section X → T∗[n]X from [6, Theorem 2.2(2)].
Proposition 4.12. The above construction defines a functor
T∗[n] : Ho(dStArtk ) −→ Ho(ExLag[n]) ,
where dStArtk is the full subcategory of dStk spanned by Artin stacks.
Proof. First of all, the identity map X → X is easily seen to be sent to the identity corre-
spondence
T∗[n]X
id
%%❑
❑❑
❑❑
❑❑
❑❑
id
yyss
ss
ss
ss
s
T∗[n]X
λX %%❑
❑❑
❑❑
❑❑
❑❑
T∗[n]X
λXyyss
ss
ss
ss
s
A1[n]
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Then, given a sequence X
f
−→ Y
g
−→ Z, we do have the following commuting diagram
(g ◦ f)∗T∗[n]Z
''PP
PPP
PPP
PPP
P
ww♥♥♥
♥♥♥
♥♥♥
♥♥♥
f∗T∗[n]Y
''PP
PPP
PPP
PPP
P
xxrr
rr
rr
rr
rr
g∗T∗[n]Y
%%▲
▲▲
▲▲
▲▲
▲▲
▲
ww♥♥♥
♥♥♥
♥♥♥
♥♥♥
T∗[n]X
λX
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲ T
∗[n]Y
λY

T∗[n]Z
λZ
ss❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤
A1[n]
The fact that it commutes follows from the commutativity of the diagram of B-modules
x∗(g ◦ f)∗LZ [n]
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
vv♥♥♥
♥♥♥
♥♥♥
♥♥♥
x∗f∗LY [n]
PPP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
xxqq
qq
qq
qq
qq
(f ◦ x)∗g∗LZ [n]
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
x∗LX [n]
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲
(f ◦ x)∗LY [n]

(g ◦ f ◦ x)∗LZ [n]
rr❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
LB [n]
where x ∈ X(B).
Remark 4.13. We neither prove nor use use it, but one can actually show that T∗[n] lifts
to a functor
dStArtk −→ ExLag[n] ,
at the level of ∞-categories.
Definition 4.14. The conormal exact n-shifted lagrangian T∗X [n]Y → T
∗[n]Y is the com-
position of f∗T∗[n]B with the zero section X → T∗[n]X in ExLag[n]:
T∗X [n]Y
&&▲
▲▲
▲▲
▲▲
▲▲
▲
{{①①
①①
①①
①①
①
X
##❋
❋❋
❋❋
❋❋
❋❋
  
  
  
  
f∗T∗[n]Y
&&▲
▲▲
▲▲
▲▲
▲▲
▲
xxrr
rr
rr
rr
rr
pt
0
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗ T
∗[n]X
λX

T∗[n]Y
λY
tt❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤
A1[n]
Then one proves that
T∗X [n]Y ×
T∗[n]Y
Y ≃ T∗[n− 1]X , (4.15)
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as exact (n− 1)-shifted symplectic stacks. This is a special case of [6, Remark 2.7], but we
can also prove it thanks to the following diagram of exact lagrangian correspondences
T∗[n− 1]X
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
xxqqq
qqq
qqq
qq
T∗X [n]Y
&&▼
▼▼
▼▼
▼▼
▼▼
▼
{{①①
①①
①①
①①
①
X
""❊
❊❊
❊❊
❊❊
❊❊
❊
xxqq
qq
qq
qq
qq
qq
X
##❋
❋❋
❋❋
❋❋
❋❋
  
  
  
  
f∗T∗[n]Y
p
&&▼
▼▼
▼▼
▼▼
▼▼
▼
q
xxqqq
qqq
qqq
qq
Y
||②②
②②
②②
②②
②

❃❃
❃❃
❃❃
❃❃
pt
0
--
T∗[n]X
λX
&&▼
▼▼
▼▼
▼▼
▼▼
▼
T∗[n]Y
λY
xxqq
qq
qq
qq
qq
pt
0
qqA1[n]
(4.16)
Indeed T∗[n− 1]X ≃ X ×
T∗[n]X
X ≃ T∗X [n]Y ×
T∗[n]Y
Y .
Example 4.17. Our aim is to describe the cotangent to the quotient stack [V/G], where
G is a reductive affine algebraic group and V is a finite dimensional G-module. According
to (4.15), and Examples 4.2 and 4.7, it is given by the derived exact lagrangian intersection
T∗[V/G] //

BG

[V ⊕ V ∗/G] // [g∗/G]
The bottom morphism is given by a G-equivariant map V × V ∗ → g∗. We let the reader
check that this map is the usual moment map, sending (v, v∗) to the linear form x 7→ v∗(x·v),
where x· is the g-action. The exact lagrangian structure of this morphism can be described
as follows. Recall that
Γ(L[V⊕V ∗/G]) ≃ hofib
(
Ω1(V × V ∗)→ O(V × V ∗)⊗ g∗
)G
,
where the map is the transpose of the infinitesimal action. Therefore, by definition, the
pull-back of the canonical element idg∗ is the tensor of the g-action, lying in (V ⊗V ∗⊗g∗)G,
which is the image of the tautological 1-form on V × V ∗ = T ∗V under the transpose of the
infinitesimal action. Hence the exact lagrangian structure on [V ⊕V ∗/G]→ [g∗/G] is given
by the tautological 1-form on V × V ∗, which is G-equivariant.
4.1.4 Symplectic structure on derived quiver representation schemes
First for a given quiver Q, let us introduce the path algebra kQ generated by paths, with
concatenation as product. For each v ∈ V (Q) we denote by ev the idempotent path of
length 0. They generate a subalgebra of kQ isomorphic to kV (Q) as a vector space, that will
be denoted by R when there is no ambiguity. We will make use of the Jordan quiver L with
one vertex and one loop, which satisfy kL = k[x] for some degree 0 variable x. Note that
kLV (Q) is an R-algebra.
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For a fixed dimension vector ~n = (nv)v∈V (Q), we want to describe the cotangent to
the non-derived moduli stack
[
Repk(Q,~n)/GL~n(k)
]
of ~n-dimensional representations of Q,
following the notation of Example 4.3. According to Example 4.17, it is obtained as the
derived lagrangian intersection
T∗
[
Repk(Q,~n)/GL~n(k)
]
//

BGL~n(k)
[
Repk(Q,~n)/GL~n(k)
]
//
[
gl~n(k)/GL~n(k)
]
where the bottom map is given by the moment map
Repk(Q,~n) −→ gl~n(k) = Repk(L
V (Q), ~n) ,
which is just pulling-back representations along the R-algebra morphism kLV (Q) → kQ
given by ∑
v∈V (Q)
xv 7−→
∑
e∈E(Q)
(ee∗ − e∗e) .
One can compute the above derived fiber product by first taking the derived fiber at 0 of
the moment map, and then taking the quotient by GL~n(k).
Let us now explain shortly that the derived fiber at 0 of the moment map can be described
as the derived representation scheme of a certain dg-algebra. Let us consider the model
category dgAlgR of dg-R-algebras, which contains kQ, kL
V (Q) or gl~n(k). Inspired by [2],
we define, for a dg-R-algebra A, the derived representation stacks
DRep(A,~n) : B 7→ MapdgAlgR
(
A, gl~n(B)
)
.
One can show that
• If A is sitting in non-positive degree, these derived stacks are in fact derived schemes;
• If A is free and sitting in degree 0, i.e. A is the path algebra of a quiver Q, then
DRep(A,~n) ≃ Repk(Q,~n) ;
• The construction defines a limit preserving functor
DRep(−, ~n) : (dgAlgR)
op −→ dStk
As a consequence we get that the homotopy fiber at 0 of the moment map is the derived
representation scheme (of dimension ~n) of the derived push-out
G2(kQ) := kQ
L∐
k[x]V (Q)
kV (Q) ≃ kQ
L∐
k[x]
k ,
where the second tensor product takes place in dgAlgk, and the morphism k[x]→ kQ sends
x to ∑
e∈E(Q)
(ee∗ − e∗e) .
We thus obtain that
T∗
[
Repk(Q,~n)/GL~n(k)
]
≃
[
DRep
(
G2(kQ), ~n
)
/GL~n(k)
]
.
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Remark 4.18. The dg-algebra G2(kQ) is the 2-Calabi–Yau Ginzburg’s dg-algebras (see [13])
associated to Q with no potential. It is generated by some variable x in degree −1 and
kQ in degree 0, with d(x) =
∑
e∈E(Q) ee
∗ − e∗e. A precise study of this push-out will
be done in §5.3.2. Its 0-th cohomology is the so-called preprojective algebra Πk(Q) =
kQ/(
∑
e∈E(Q)[e, e
∗]).
Remark 4.19. We now describe a variation on the above, allowing complexes of represen-
tations, in the spirit of Examples 4.4 and 4.8. More precisely, we compute the cotangent
stack of AEQ . According to (4.15), it is given by derived (exact) lagrangian intersection
T∗AEQ //

PerfkV (Q)

AEQ
// AMap(E,E)V (Q)
sinceT∗
A
EQ
[1]PerfkV (Q) ≃ AEQ thanks to Example 4.4, andT
∗[1]PerfkV (Q) ≃ AMap(E,E)V (Q)
thanks to Example 4.8. The bottom line AEQ → AMap(E,E)V (Q) is induced by EQ →
End(E)V (Q), (xe, xe∗) 7→
∑
e[xe, xe∗ ]. We will see in Corollary 6.12 that T
∗AEQ can be
identified with the moduli of objects of G2(kQ).
4.2 Relative derived critical loci
4.2.1 Definition
Inspired by [32], as explained in the introductory part of section 2, we want to define a
relative version of critical loci. We do so by replacing the zero section in (4.16) by the graph
X → T∗X of a closed 1-form. We thus start with the following datum:
• a closed 1-form α on X ;
• a morphism π : X → B of derived k-stacks.
For simplicity and because it will always be the case in our applications, we assume that
α = dφ for some function φ : X → A1. We know from section 4.1.3 that we have an exact
isotropic correpondence T ∗X ← φ∗T ∗A1 = X ×A1 → T ∗A1 = A1 ×A1. When we compose
it with the lagrangian correspondence T ∗A1 ← {(q, 1)|q ∈ A1} → ∗ we get the lagrangian
graph of dφ : X → T∗X . The composition
critπ(φ)
%%▲
▲▲
▲▲
▲▲
▲▲
{{✈✈
✈✈
✈✈
✈✈
✈
X
dφ
$$❍
❍❍
❍❍
❍❍
❍❍
{{①①
①①
①①
①①
①
π∗T∗B
q
xxrr
rr
rr
rr
rr p
%%❏
❏❏
❏❏
❏❏
❏❏
❏
pt T∗X T∗B
(4.20)
defines the relative derived critical locus of φ with respect to the constraint π. We get the
usual derived critical locus when the base B is a point.
4.2.2 The quiver case
Assume that π is given by the restriction morphism ι∗ : Repk(Q,~n)→ Repk(D, ~m) induced
by an inclusion of finite, arbitrary quivers D ⊂ Q (not necessarily a full inclusion), with
mv = nv for every v ∈ V (D).
We then consider a potential W of the quiver Q, that is a linear combination of cycles
(up to permutation) in Q. It determines a GL~n-invariant function φ = tr(W ) on Repk(Q,~n).
For any e ∈ E(Q) we denote by ∂eW the linear combination of paths obtained by removing
e from the cycles of W .
If we do not perform any quotient, X , T∗X and π∗T∗B are genuine vector spaces and
critπ(tr(W )) = DRepk
kQ L∐
kQ
k(Q ⊔D∗), ~n
 ,
where δW : kQ→ kQ is generated by
E(Q) ∋ e 7→ e , E(Q∗) ∋ e∗ 7→ ∂eW
and kQ → k(Q ⊔D∗) is the obvious projection. We resolve kQ by the free kQ-dg-algebra
generated by e′ ∈ E(Q) in degree −1 with differential
e′ 7→ e∗ − ∂eW
and get that the derived push-out
kQ
L∐
kQ
k(Q ⊔D∗)
is generated by e′ ∈ E(Q) in degree −1 and e ∈ E(Q), e∗ ∈ E(D∗) in degree 0 with
differential given by:
E(D) ∋ e′ 7→ e∗ − ∂eW , E(Q \D) ∋ e
′ 7→ −∂eW.
Hence, the 0-th truncation of critπ(tr(W )) is
τ0critπ(tr(W )) =
{
(x, x∗) ∈ Repk(Q ⊔D
∗, ~n)
∣∣∣∣∣x∂eW = x∗e if e ∈ E(D)x∂eW = 0 otherwise
}
.
Example 4.21. Let us consider some specific linear examples.
(i) D = A2 = ◦
◦
a
⊂ Q = A˜2 = ◦
◦
a
◦
b
c
, W = abc. We have
τ0critπ(tr(W )) =
(xa, xa∗ , xb, xc)
∣∣∣∣∣∣∣
xbxc = xa∗
xcxa = 0
xaxb = 0
 .
One can show that the image of critπ(tr(W )) in T
∗Repk(A2, ~m) is actually the clas-
sical Lusztig lagrangian subvariety [28, §12] for finite type quiver
Λ~m(A2) := {(xa, xa∗) | xaxa∗ = 0, xa∗xa = 0} .
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(ii) The case of §2.1: S1 = ◦ a ⊂ S3 = ◦ a
b
c
, W = [a, b]c. This time
τ0critπ(tr(W )) =
(xa, xa∗ , xb, xc)
∣∣∣∣∣∣∣
[xb, xc] = xa∗
[xc, xa] = 0
[xa, xb] = 0

and observe that its image in T ∗RepC(S1, n) is the subvariety Λn defined in §2.1.
Now consider
π : [Repk(Q,~n)/GL~n(k)]→ [Repk(D,~n)/GL~m(k)]
where [Repk(Q,~n)/GL~n(k)] is still endowed with the function φ = tr(W ). We want to
describe the underlying dg-algebra hidden behind critπ(f), as announced by Remark 2.18(ii).
To that end, we first recall the definition of Ginzburg dg-algebras [13].
Definition 4.22. Consider (Q,W ) a quiver with potential. We denote by G3(kQ, δW ) the
dg-R-algebra generated by e ∈ E(Q) in degree 0, e′ ∈ E(Q∗) in degree −1 and x′ in degree
−2, with concatenation as product and the following differential
d : x′ 7→
∑
e∈E(Q)
(ee′ − e′e) , e′ 7→ ∂eW .
Our construction recovers these dg-algebras thanks to the following.
Proposition 4.23. If D = ∅, then
critπ(tr(W )) =
[
DRep(G3(kQ, δW ), ~n)/GL~n(k)
]
.
Proof. From §4.1.4, we know that
critπ(tr(W )) =
[
DRep(A, ~n)/GL~n(k)
]
,
where A is defined as the following homotopy push-out
G2(kQ)
δ1 //
δW

kQ

kQ // A.
As pointed out in [21, Remark 6.4], this homotopy push-out defines G3(kQ, δW ). It can be
seen by resolving kQ with the quasi-free G2(kQ)-dg-algebra B(kQ) generated by e
′ ∈ E(Q)
in degree −1 and x′ ∈ V (Q) in degree −2 with differential
d : x′ 7→ x−
∑
e∈E(Q)
(ee′ − e′e), e′ 7→ e∗ − ∂eW .
One can then compute the desired push-out using B(kQ) and check that we get G3(kQ, δW ).
28
When D is non trivial, we define G2(D ⊆ Q) as the homotopy push-out
kD //

kQ

G2(kD) // G2(D ⊆ Q)
so that
π∗T∗B =
[
DRep(G2(D ⊆ Q), ~n)/GL~n(k)
]
.
As a consequence, keeping (4.20) in mind, we get the following.
Proposition 4.24. The dg-algebra G3(kQ|kD, δW ) defined by the homotopy push-out
G2(kQ)
δW

// G2(D ⊆ Q)

kQ // G3(kQ|kD, δW )
satisfies
critπ(tr(W )) =
[
DRep(G3(kQ|kD, δW ), ~n)/GL~n(k)
]
.
Using the same resolution as in the proof of Proposition 4.23, one can check that
G3(kQ|kD, δW ) is generated by
• e ∈ E(Q) and e∗ ∈ E(D∗) in degree 0;
• e′ ∈ E(Q) and x in degree −1;
• x′ in degree −2
with differential
x′ 7→ x−
∑
e∈E(Q)
(ee′− e′e) , x 7→
∑
e∈E(D)
(ee∗ − e∗e) , and e′ 7→
{
e∗ − ∂eW if e ∈ E(D)
− ∂eW otherwise.
Remark 4.25. (1) We retrieve our linear examples when taking the representation spaces
of the 0-th cohomology of G3(kQ|kD, δW ).
(2) We generalize these constructions in future sections. In section 5 we define dg-categories
Gn+1(B|A, c) associated with any dg-functor A → B. In section 6 we investigate their
moduli stacks of objects PerfGn+1(B|A,c), and in the case of a quiver embedding kD ⊂
kQ, [
DRep(G3(kQ|kD, δW ), ~n)/GL~n(k)
]
⊂ PerfG3(kQ|kD,δW )
will be recovered as an open substack for the same reason as in Remark 4.5.
4.2.3 Lagrangian subvarieties from lagrangian morphisms
We want a direct proof of the lagrangian nature of the families of varieties studied in section 2,
relying on the lagrangian structure of critπ(φ) → T∗B. By lagrangian subvariety, as in
section 2, we mean isotropic of pure dimension half the ambient one. Thanks to the following
proposition and Example 4.21(ii) we get that Λn is lagrangian in T
∗RepC(S1, n) as wished.
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Proposition 4.26. Consider a lagrangian morphism g : L→ Y , with Y a genuine smooth
and symplectic algebraic variety. Denote by τ0(L)→ L the 0-th truncation of L, and Z ⊂ Y
the smallest closed subscheme factorizing the following diagram
τ0(L)
!!❉
❉❉
❉❉
❉❉
❉
}}③③
③③
③③
③③
L
""❊
❊❊
❊❊
❊❊
❊❊
Z
||②②
②②
②②
②②
②
Y
i.e. Z is the schematic image of τ0(L)→ Y . Then Z ⊂ Y is a lagrangian subvariety.
Proof. The lagrangian structure yields the following fibre sequence
TL → g
∗TY ≃ g
∗Ω1Y → LL
which in turn gives, since TY is a complex concentrated in 0, the following five terms sequence
0→ H−1(LL)→ H
0(TL)→ g
∗TY → H
0(LL)→ H
1(TL)→ 0
and then
H−1(LL) ≃ ker
(
H0(TL)→ g
∗TY
)
H1(TL) ≃ coker
(
g∗Ω1Y → H
0(LL)
)
.
Now denote by p the dominant morphism τ0(L)→ Z. Consider Z and L irreducible compo-
nents of Z and τ0(L) respectively such that p : L→ Z is still dominant. The two following
commutative diagrams
TL p
∗TZ
H0(TL) g
∗TY
∼
and
g∗Ω1Y H
0(LL)
p∗Ω1Z Ω
1
L
∼
imply
H−1(LL) ≃ ker
(
TL → p
∗TZ
)
H1(TL) ≃ coker
(
p∗Ω1Z → Ω
1
L
)
.
Now, by [15, Lemma 10.5], p is smooth on some non-empty open subscheme U ⊆ L, which
make TU → p∗TZ and p∗Ω1Z → Ω
1
U respectively surjective and injective. Thus
p∗TZ ≃
TU
H−1(LL)
≃
H0(TL)
H−1(LL)
p∗Ω1Z ≃ ker
(
Ω1U → H
1(TL)
)
≃ ker
(
H0(LL)→ H
1(TL)
)
and
0→ p∗TZ → g
∗TY → p
∗Ω1Z → 0
is exact as expected.
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Unfortunately it does not directly apply to the example of §2.2.2. With the same nota-
tions as therein, we consider S+1 ⊂ S
+
3 , and
π : X = [RepC(S
+
3 , (n, 1))/GLn,1(C)]→ B = [RepC(S
+
1 , (n, 1))/GLn,1(C)]
endowed with φ = tr(W ) where W is the potential induced in Example 4.21(ii) through
S3 ⊂ S
+
3 . The issue is that
T∗B =
[
DRep
(
G2(CS
+
1 ), (n, 1)
)
/GLn,1(C)
]
is no longer concentrated in degree 0.
Using the stability defined in §2.2.2, we consider the stable locus Y = (τ0T∗B)st ≃
(C2)[n] of the 0-th truncation of T∗B. We know that Y is this time a smooth and symplectic
variety. Set
L := critπ(φ) ×
T∗B
Y
and note that L → Y is lagrangian as the composition of critπ(φ) → T∗B with the graph
Y ← gr(s) → T∗B of the symplectic embedding s : Y →֒ T∗B, which is a lagrangian
correspondence. Applying Proposition 4.26 to L → Y , we get that the schematic image
Λn,1 of τ0L in Y is a lagrangian subvariety of Y = (C
2)[n], as obtained in §2.2.2.
5 Calabi–Yau structures
5.1 Hochschild and cyclic homology for dg categories
5.1.1 Homotopy theory of dg-categories
A dg-category is a Modk-enriched category. The category of dg-categories and enriched func-
tors (a-k-a dg-functors) is denoted Catk. We refer to [23, 36] for a thourough introduction
to dg-categories and their homotopy theory.
With a dg-category A we can associate its category ModA of right modules, which are
dg-functors Aop → Modk. There is a Modk-model structure on ModA.
There is a model structure on Catk (see [33, 35]), for which weak equivalences are
quasi-equivalences. This model structure admits a left Bousfield localization, for which
weak equivalences are Morita functors, i.e. dg-functors A → B inducing an equivalence
ModB →ModA (see [34]).
On the level of ∞-categories, this defines a reflective localization stCatk of Catk, that
can be identified with the full subcategory spanned by triangulated dg-categories, and that
is a model for the ∞-category of small idempotent complete k-linear stable ∞-categories
(see [9]). The localization ∞-functor is A 7→ Modperf
A
.
The model category Catk has a symmetric monoidal structure, which is closed, but not
compatible with the model structure. Nevertheless, the tensor product of dg-categories
preserves quasi-equivalences1 and thus descends to Catk.
Toe¨n has proven (see [35]) that, given two dg-categories A and B, there is a canonical
equivalence
BiModA−B :=ModAop⊗B ≃Map
c
Catk
(ModA,ModB
)
in Catk, where Map
c denotes the full sub-dg-category consisting of colimit preserving func-
tors. This induces a tensor product functor
−
L
⊗
B
− : BiModA−B ⊗BiModB−C → BiModA−C ,
1For k a Q-algebra, it only does for k-flat dg-categories.
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given by the composition of functors. As usual, this tensor product functor can be computed
on models, using the genuine tensor product ⊗
B
of dg-bimodules, assuming that one of the
two factors is cofibrant as a B-module.
5.1.2 Hochschild and cyclic homology
Recall the Hochschild homology functor
HH : Catk −→Modk ; A 7−→ A
L
⊗
Ae
Aop ,
where Ae := A ⊗ Aop. Hochschild homology can be understood as a categorical trace of
the identity functor ModA →ModA, and as such it is Morita invariant. In particular, the
natural Morita morphism A→ Modperf
A
induces an equivalence
HH(A) −˜→HH(Modperf
A
) .
The fact that Hochschild homology is a categorical trace suggests that it lifts to a functor
HH : Catk −→Mod
δ
k .
This is indeed the case, and we are going to provide a very explicit approach to this. In order
to compute Hochschild homology, one can use the (functorial) simplicial Bar resolution of
A by free (right) Ae-modules
B(A) :=
(
A
⊗
kOb(A)
(n+2)
)
n≥0
,
where the face maps, resp. degeneracy maps, are given by (opposite) composition morphisms,
resp. identity insertion morphisms.
Notation 5.1. As a matter of notation, for a set S, kS denotes the k-linear category having
S as objects and no non-trivial morphisms. The functor k− is left adjoint to Ob : Catk →
Sets.
This exhibits HH(A) as the colimit of the simplicial cochain complex
B(A) ⊗
Ae
Aop = · · ·
∐
b0,b1∈Ob(A)
A(b1, b0)⊗A(b0, b1)
//
//
∐
c∈Ob(A)
A(c, c) .
The above simplicial cochain complex happens to have an obvious cyclic structure, and thus
its ∞-colimit, that gives back the standard Hochschild complex, inherits a mixed structure,
which is given by Connes’s B-operator as we have already seen in Remark 3.8 (we again
refer to [17] for more details).
We borrow the Notation 3.9: the negative cyclic complex of A HC−(A) is the homo-
topy fixed δ-points of HH(A). Notice that, since the forgetful functor Modδk →Modk is
conservative, the natural morphism
HH(A) −→ HH(Modperf
A
)
is an equivalence.
Remark 5.2. The functor HH is Z/2Z-equivariant. More precisely
• There is an involution on Catk given by (−)op;
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• There is an involution on Modδk given by the involution δ 7→ −δ of k[δ];
• The standard Hochschild complexes of A and Aop are canonically isomorphic (by reversing
the order of factors and multiplying by (−1)n at each level);
• Under the above identification, the B-operators of Connes match up to a sign.
Therefore, HH and HC− are invariant with respect to (−)op.
This has a nice interpretation in terms of the orientation reversing involution of S1, but
we will not elaborate on that.
5.1.3 Hochschild homology of a free category
Given a dg-category A, the forgetful functor (Catk)A/ → ModAe , sending a dg-functor
f : A → B to the A-bimodule given by (b, b′) 7→ B
(
f(b′), f(b)
)
, has a left adjoint TA, that
can be described as follows: given a A-bimodule M
TA(M) := A⊕M⊕ (M⊗
A
M)⊕ . . .
This adjunction is Quillen, and thus induces an adjunction between (Catk)A/ and ModAe .
Let now B := LTA(M). We let the reader check that, as a B-bimodule,
B ≃ coeq
(
B
L
⊗
A
M
L
⊗
A
B
◦⊗id
//
id⊗◦
// B
L
⊗
A
B
)
.
We call the above a small resolution of B. Observe that the diagram R(B) in the r.h.s. can
actually be written in a little more compact way:
R(B) =
(
M
L
⊗
Ae
Be
//
// A
L
⊗
Ae
Be
)
,
so that applying −
L
⊗
Be
B, we get
HH(B) ≃ coeq
(
M
L
⊗
Ae
B
//
// A
L
⊗
Ae
B
)
.
Example 5.3 (Free categories). In the case A = kS, with S a set, that is when B is freely
generated over its category of objects, then the above coequalizer becomes
HH(B) ≃ coeq
( ∐
s1,s0∈S
M(s1, s0)⊗B(s0, s1)
◦ //
◦op
//
∐
t∈S
B(t, t)
)
.
The above homotopy coequalizer can be computed as a coˆne. We call it the small Hochschild
complex of a free category, and it naturally maps quasi-isomorphically into the standard
Hochschild complex (as we have a map of diagrams R(B)→ B(B)).
Remark 5.4. For a finite set S, there is a Morita morphism from the category kS to the
algebra kS (which we view as a k-linear category with only one object). Actually, in this
case, their (1-)categories of (bi)modules are isomorphic (and not just equivalent). Given
such a bimodule M, that is a collection (M(s, t))s,t∈S of cochain complexes, we also have
a Morita morphism TkS(M) → TkS (M). As all our constructions are Morita invariant, we
will tend not to distinguish them.
Observe that, for a quiver Q, with vertex set S = V (Q) and edge set E(Q), the linear
span M := kE(Q) becomes a kS-bimodule such that TkS (M) = kQ.
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5.2 Calabi–Yau structures
5.2.1 Calabi–Yau structures on dg-categories
Let A be a dg-category. Observe that the symmetry A ⊗ Aop → Aop ⊗ A defines an
isomorphism τ : Ae−˜→(Ae)op, which is an anti-involution: τopτ = id. This allows one to
define a preduality functor
(−)∨ : ModAe −→Mod
op
Ae
given as follows: for a right Ae-module M, and an object a ∈ Ob(Aop ⊗A),
M∨(a) := Map
Mod(Ae)op
(
M ◦ τ,Ae(a,−)
)
≃ RHomMod(Ae)op
(
M ◦ τ,Ae(a,−)
)
.
Notice that A ◦ τ = Aop. The preduality functor restricts to an anti-equivalence on perfect
modules.
A dg-category A is smooth if A is a perfect Ae-module. In this case, by duality, we have
an equivalence
(−)♭ : HH(A)−˜→Map
ModAe
(A∨,A) ≃ RHomModAe (A
∨,A) .
Definition 5.5. Let A be a dg-category.
(1) A n-pre-Calabi–Yau structure on A is a class c : k[n]→ HH(A) (or, equivalenty, a class
k[n]→ HC−(A)).
(2) A weak n-Calabi-Yau structure on A is a class c : k[n]→ HH(A) that is non-degenerate,
meaning that A is smooth and c♭ : A∨[n]→ A is an equivalence.
(3) A n-Calabi-Yau structure on A is a n-pre-Calabi–Yau structure c such that c♮ is a weak
n-Calabi–Yau structure.
(4) An exact n-(pre-)Calabi–Yau structure on A is a class c : k[n− 1]→ HH(A) such that
its image δc through (3.6) is a n-(pre-)Calabi–Yau structure.
Example 5.6. Let A = k[x] the polynomial ring, which we view as a dg-category with
one object. It has a canonical exact 1-Calabi–Yau structure, that we describe now. As it
is a commutative algebra, every element of k[x] defines a degree 0 Hochschild class. Let us
consider the one given by x ∈ k[x], and prove that δ(x) = 1⊗ x is indeed non-degenerate in
the sense of definition 5.5(2). As k[x] is free (it is freely generated by the Jordan quiver L),
according to §5.1.3 we have a small resolution of it as a bimodule, given by
R(k[x]) = cofib
(
k[x]⊗ kx⊗ k[x]
p⊗x⊗q 7→px⊗q−p⊗xq
−−−−−−−−−−−−−−−→ k[x]⊗ k[x]
)
.
Therefore we have
k[x]∨[1] ≃ cofib
(
k[x]⊗ k[x]
xn⊗xm 7→xn−1⊗x∗⊗xm−xn⊗x∗⊗xm−1
−−−−−−−−−−−−−−−→ k[x]⊗ kx∗ ⊗ k[x]
)
,
where, following temporarily a very unusual convention, x−1 = 0. Viewed as a morphism
k[x]∨[1]→ R(k[x]), the Hochschild class 1⊗ x can thus be described as follows:
• In degree −1, it sends p⊗ q to p⊗ x⊗ q;
• In degree 0, it sends p⊗ x∗ ⊗ q to p⊗ q.
It is non-degenerate, as it is an isomorphism on models.
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The above example is a special case of a large class of examples of Calabi–Yau dg-
categories: the so-called Calabi–Yau completions, introduced in [21].
Definition 5.7 ([21]). Let A be a dg-category. We call Gn(A) := LTA(A
∨[n − 1]) the
n-Calabi–Yau completion of A.
From now on, we will always give ourselves a cofibrant model for A∨, and thus we can
safely drop the L from the notation. Thanks to a result of Keller (see [22, Theorem 1.1]),
Calabi–Yau completions of smooth dg-categories are exact Calabi–Yau:
Theorem 5.8. If A is smooth (resp. of finite type), then its n-Calabi–Yau completion Gn(A)
is smooth (resp. of finite type) and carries an exact n-Calabi–Yau structure.
As we will need it later on, we recall below the construction of the class c : k[n− 1] →
HH(B), where B := Gn(A). We have a morphism of B
e-bimodules A∨[n − 1] → B, along
with the split morphism of dg-categories A→ B, which thus induces a morphism
B∨[n− 1]→ A∨[n− 1]
L
⊗
Ae
Be → A∨[n− 1]→ B . (5.9)
In other words, it is the imag of idA∨[n−1] through
Map
ModAe
(A∨,A∨)→ Map
ModBe
(B∨[n− 1],B) ≃ HH(B)[1− n] .
Another way to understand c is as follows: it is the image of idA through
Map
ModAe
(A,A)[n− 1]
∼
→ (A∨[n− 1])
L
⊗
Ae
Aop → B
L
⊗
Be
Bop = HH(B) . (5.10)
Example 5.11. The Calabi–Yau completion Gn(k) coincides with the free algebra k[x],
where x is a degree n− 1 variable. Following example 5.6, one sees that the exact n-Calabi–
Yau structure is given by x.
5.2.2 Calabi–Yau structures on cospans and functors
We recall the notion of Calabi–Yau structures on cospans of dg-categories, following Brav–
Dyckerhoff (see [3]), who were themselves insipred by an earlier definition of Toe¨n (see [37,
§5.3]). Note that the notion we consider is called relative left Calabi–Yau in [3], while we
only write Calabi–Yau, as right Calabi–Yau structures do not appear in this paper and the
adjective “relative” can be unambiguously removed.
Definition 5.12. Let A
f
−→ C
g
←− B be a cospan of dg-categories.
(1) An n-pre-Calabi–Yau structure, resp. exact n-pre-Calabi–Yau structure, on the above
cospan is a homotopy commuting diagram
k[n]
cB //
cA

HC−(B)

HC−(A) // HC−(C)
resp. k[n] //

HH(B)[1]

HH(A)[1] // HH(C)[1]
(2) If A = ∅, resp. B = ∅, then call these (exact) n-pre-Calabi–Yau structures on the
morphism g, resp. f .
35
As for isotropic correspondences, n-pre-Calabi–Yau cospans compose, and so do their
exact couterparts. More precisely, n-pre-Calabi–Yau cospans are cospans in the fiber product
∞-category
(Catk)k[n]/HC− := Catk ×
HC−Modk
k[n]
∗ ,
and as this category admits finite colimits, we can compose cospans. Actually, according to
[16, §5], we have an ∞-category
PrCY[n] := Span1
(
(Catk)
op
k[n]/HC−
)
.
Similarly, there is an ∞-category
ExPrCY[n] := Span1
(
(Catk)
op
k[n]/HH[1]
)
,
and the natural transfomation δ : HH[1]→ HC− given by (3.6) defines an ∞-functor
∆ : ExPrCY[n] −→ PrCY[n] .
Remark 5.13. Recall that any category of cospans is equipped with an involution σ, which
is the identity on objects, and sends a cospan A → C ← B to the “opposite” cospan
B → C ← A.
Definition 5.14. (1) An n-pre-Calabi–Yau structure on a cospan A
f
−→ C
g
←− B as in the
previous definition is called n-Calabi–Yau if the following conditions are satisfied:
• All three categories A, B and C are smooth.
• The Hochschild classes c♮
A
and c♮
B
are non-degenerate in the sense of Definition 5.5(2).
• The square
C∨[n]
g∨
//
f∨

(B∨[n])
L
⊗
Be
Ce ≃ B
L
⊗
Be
Ce
g⊗id

(A∨[n])
L
⊗
Ae
Ce ≃ A
L
⊗
Ae
Ce
f⊗id
// C
is (co)cartesian. This condition is also referred to as a non-degeneracy condition.
(2) An exact n-pre-Calabi–Yau structure on a cospan is called exact n-Calabi–Yau if and
only if its image through δ is n-Calabi–Yau.
(3) As usual, we adopt the same terminology for morphisms if A or B is ∅.
We finally recall that n-Calabi–Yau cospans do compose well: indeed, after [3, Theorem
6.2], the non-degeneracy property is preserved under the composition of n-pre-Calabi–Yau
cospans. We therefore have a subcategory CY[n] of PrCY[n] whose objects are n-Calabi–
Yau dg-categories and whose 1-morphisms are n-Calabi–Yau cospans. Similarly, there is a
subcategory ExCY[n] of ExPrCY[n] whose objects and morphisms are those that are sent
to CY[n] under ∆. Finally notice that the non-degeneracy condition is preserved under the
involution σ that takes cospans to their opposites.
Example 5.15. Clearly, (exact) n-Calabi–Yau structures on the initial functor ∅ → C are
equivalent to (exact) (n + 1)-Calabi–Yau structures on C. As a consequence, the push-out
of two (exact) n-Calabi–Yau morphisms is (exact) (n+ 1)-Calabi–Yau.
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A source of examples of Calabi–Yau morphisms are given by n-Calabi–Yau completion.
Proposition 5.16. Let B := Gn(A) = TA(A
∨[n− 1]) denote the n-Calabi–Yau completion
of a smooth dg-category A, together with its exact n-Calabi–Yau structure c from Theorem
5.8, and let f : A∨[n− 1]→ A a morphism of right Ae-modules.
(1) The space of lifts of δc to a n-pre-Calabi–Yau structures on the functor
TA(f) : B −→ A ,
is the space of negative cyclic lifts of f : k[n− 1]→ HH(A).
(2) All such n-pre-Calabi–Yau structures on TA(f) are non-degenerate (i.e. are n-Calabi–
Yau).
Proof. As the exact n-Calabi–Yau structure c on Gn(A) is the image of idA through (5.10),
one can see that
HH(TA(f))[1− n] : HH(B)[1 − n]→ HH(A)[1 − n]
maps c to f seen as an element of |HH(A)[1 − n]| via
Map
ModAe
(A∨[n− 1],A)
∼
→ |HH(A)[1− n]| .
This proves (1). We now turn to the proof of non-degeneracy. We want to compute
B∨[n] ⊗LBe A
e ≃ B ⊗LBe A
e using small resolutions (as in the proof of [21, Theorem 4.8]).
We have
B ≃ coeq
(
A∨[n− 1]
L
⊗
Ae
Be
//
// A
L
⊗
Ae
Be
)
and dually
B∨ ≃ eq
(
A∨
L
⊗
Ae
Be
//
// A[1− n]
L
⊗
Ae
Be
)
≃ coeq
(
A∨[−1]
L
⊗
Ae
Be
//
// A[−n]
L
⊗
Ae
Be
)
,
so that B∨[n] ≃ B is just given by the identity of the coequalizer of
A∨[n− 1]
L
⊗
Ae
Be
//
// A
L
⊗
Ae
Be.
Now, using TA(f), we apply −⊗Be Ae and get
B
L
⊗
Be
Ae ≃ coeq
(
A∨[n− 1]
0 //
0
// A
)
≃ A∨[n]⊕A.
over which TA(f)⊗ id acts as the projection on A. The result follows from the fact that
A∨[n]
id⊕0

// 0

A∨[n]⊕A
0⊕id
// A
is (co)cartesian.
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Definition 5.17 (Keller [21]). Let A be a smooth dg-category together with a class c :
k[n − 1] → HH(A). Denote by Gn+1(A, c) the dg-category obtained by deforming Gn+1(A)
with (the extension by the Leibniz rule of) c[1] : A∨[n] → A[1]. In other words, Gn+1(A, c)
is given as the homotopy pushout
Gn(A)
TA(c)
//
TA(0)

A

A // Gn+1(A, c).
Corollary 5.18. Let A be a smooth dg-category together with a class c : k[n− 1]→ HH(A).
Then every negative cyclic lift of c induces an (n+ 1)-Calabi–Yau structure on Gn+1(A, c).
Proof. On the one hand, it follows from Proposition 5.16 that every negative cyclic lift of c
provide a n-Calabi–Yau structure on TA(c). On the other hand, 0 trivially lifts, therefore
TA(0) has a canonical n-Calabi–Yau structure. As a consequence, we obtained an (n + 1)-
Calabi–Yau structure on their homotpy push-out.
Remark 5.19. This corollary is a generalization, for smooth dg-categories, of a result of
Yeung for finite cellular dg-categories (see [41, Theorem 3.17]).
5.2.3 Calabi–Yau completion as a functor with values in exact Calabi–Yau
cospans
Let us assume we are given a morphism f : A→ B of smooth dg-categories. We define
Gn(f) := TB
(
A∨[n− 1]
L
⊗
Ae
Be
)
.
Theorem 5.20. There is an exact n-Calabi–Yau structure on the cospan
Gn(A)→ Gn(f)← Gn(B) .
Proof. We already have exact n-Calabi–Yau structures on Gn(A) and Gn(B), respectively
denoted cA and cB. The fact that their images in HH(Gn(f)) coincide follows from the
commuting diagram
Map
ModBe
(B,B)[n− 1]
∼ //
◦f

(B∨[n− 1])
L
⊗
Be
Bop //
f∨⊗id

Gn(B)
L
⊗
Gn(B)e
Gn(B)
op

k[n− 1]
f
//
idA
&&◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
idB
88♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣
Map
ModAe
(A,B)[n− 1]
∼ // (A∨[n− 1])
L
⊗
Ae
Bop // Gn(f)
L
⊗
Gn(f)e
Gn(f)
op
Map
ModAe
(A,A)[n− 1]
∼ //
f◦
OO
(A∨[n− 1])
L
⊗
Ae
Aop //
id⊗f
OO
Gn(A)
L
⊗
Gn(A)e
Gn(A)
op
OO
This exhibits a n-pre-Calabi-Yau structure on our cospan. Let us show the non-degeneracy
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property. We use small resolutions again. First
Gn(f) ≃ coeq
(
(A∨[n− 1]
L
⊗
Ae
Be)
L
⊗
Be
Gn(f)
e //// B
L
⊗
Be
Gn(f)
e
)
= coeq
(
A∨[n− 1]
L
⊗
Ae
Gn(f)
e //// B
L
⊗
Be
Gn(f)
e
)
implies
Gn(f)
∨[n] ≃ eq
(
B∨[n]
L
⊗
Be
Gn(f)
e //// A[1]
L
⊗
Ae
Gn(f)
e
)
= coeq
(
B∨[n− 1]
L
⊗
Be
Gn(f)
e // // A
L
⊗
Ae
Gn(f)
e
)
.
Similarly
Gn(A)
L
⊗
Gn(A)e
Gn(f)
e ≃ coeq
(
A∨[n− 1]
L
⊗
Ae
Gn(f)
e //// A
L
⊗
Ae
Gn(f)
e
)
and
Gn(B)
L
⊗
Gn(B)e
Gn(f)
e ≃ coeq
(
B∨[n− 1]
L
⊗
Be
Gn(f)
e //// B
L
⊗
Be
Gn(f)
e
)
.
Note that the resolutions of Gn(B) ⊗LGn(B)e Gn(f)
e and Gn(f) are obtained from those of
Gn(f)
∨[n] and Gn(A)⊗
L
Gn(A)e
Gn(f)
e respectively by post-composing by f⊗ id, which proves
that the homotopy square in Definition 5.14 is (co)cartesian.
Corollary 5.21 (Relative Calabi–Yau completions). Given a morphism f : A → B of
smooth dg-categories, the exact n-Calabi-Yau structure on Gn(A) lifts to an exact n-Calabi–
Yau structure on the morphism
Gn(A) −→ Gn+1(B|A) := TB
(
cofib
(
B∨
f∨
→ A∨
L
⊗
Ae
Be
)
[n− 1]
)
Proof. The proof is just based on the fact that exact n-Calabi–Yau stuctures do compose
via push-out. We have:
Gn+1(B|A)
Gn(f)
99rrrrrrrrrr
B
dd■■■■■■■■■■
Gn(A)
::✈✈✈✈✈✈✈✈✈
Gn(B)
ee▲▲▲▲▲▲▲▲▲▲
::✉✉✉✉✉✉✉✉✉✉
∅
bb❊❊❊❊❊❊❊❊❊
(5.22)
The exact n-Calabi–Yau structure on the two cospans comes from Theorem 5.20 (for the
second one, we apply it to the initial functor ∅ → B, and then pass to the opposite cospan).
We thus simply have to prove that
Gn+1(B|A) ≃ TB(A
∨[n− 1]
L
⊗
Ae
Be)
∐
TB(B∨[n−1])
B
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which simply follows from that TB commutes with push-outs (it is a left adjoint) and TB(0) =
B.
Remark 5.23. The above corollary extends [41, Theorem 3.13] from finite cellular to
smooth dg-categories.
Lemma 5.24. Let f : A→ B be dg-functor. Then
Gn(f) ≃ Gn(A)
∐
A
B .
Proof of the Lemma. Observe that we have a commuting square of right adjoints
(Catk)B/ //

ModBe

(Catk)A/ //ModAe
Thus, passing to left adjoints, we have, for every Ae-module M,
TB
(
M
L
⊗
Ae
Be
)
≃ TA(M)
∐
A
B
With M = A∨[n− 1], we get the desired result.
Theorem 5.25. The construction Gn defines a functor
Ho(Catsmk ) −→ Ho(ExCY[n]) ,
where Catsmk denotes the full subcategory of Catk spanned by smoothdg-categories.
Proof. The proof is similar to the one of Proposition 4.12. We have already defined Gn on
dg-categories and on functors. One sees that
Gn
(
A
id
−→ A
)
= Gn(A)
id
−→ Gn(A)
id
←− Gn(A) ,
is an exact n-Calabi–Yau cospans. It thus remains to prove that Gn sends composition of
morphisms to composition of exact n-Calabi–Yau cospans. Let A
f
−→ B
g
−→ C. Thanks to
the above Lemma,
Gn(f)
∐
Gn(B)
Gn(g) ≃
(
Gn(A)
∐
A
B
) ∐
Gn(B)
(
Gn(B)
∐
B
C
)
≃ Gn(A)
∐
A
C ≃ Gn(g ◦ f) .
So at the level of dg-categories, Gn indeed sends the composition of morphism to the com-
position of push-outs.
Let us now turn to the proof that it is compatible with the composition of exact n-
pre-Calabi–Yau structures, in the following sense: from Theorem 5.20 we have exact n-pre-
Calabi–Yau structures on Gn(f), Gn(g), and Gn(g ◦f), and we want the push-out of the first
two to be homotopic to the one on the third. Recall from the proof of Theorem 5.20 that,
with a morphism f : A→ B, one can associate a diagram Ln(f)
Ln(f) :=
(
k[n− 1]
f
→ Map
ModAe
(A,B)[n− 1] ≃ (A∨[n− 1])
L
⊗
Ae
Bop → Gn(f)
L
⊗
Gn(f)e
Gn(f)
op
)
,
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in Modk, and that we have a cospan of such diagrams
Ln(A)
f◦
−→ Ln(f)
◦f
←− Ln(B) ,
where Ln(A) := Ln(idA), by convention. This cospan of diagrams precisely determines the
exact n-pre-Calabi–Yau structure on
Gn(A)→ Gn(f)← Gn(B) .
Given a sequence of morphisms A
f
→ B
g
→ C, we then have a commuting diagram (of
diagrams)
Ln(g ◦ f)
Ln(f)
g◦
99ssssssssss
Ln(g)
◦f
ee❑❑❑❑❑❑❑❑❑
Ln(A)
f◦
::✉✉✉✉✉✉✉✉✉
Ln(B)
◦f
ee❑❑❑❑❑❑❑❑❑❑
g◦
99sssssssss
Ln(C)
◦g
dd❍❍❍❍❍❍❍❍❍
which proves the result.
Remark 5.26. The functor Gn can be lifted to the ∞-categorical level, from Cat
sm
k to
ExCY[n], but we leave this to a subsequent work.
5.2.4 Deformed Calabi–Yau completions
Let f : A → B be a morphism between smooth dg-categories. As in §4.2.1, we want to
modify (5.22), using any TB(c) : Gn(B)→ B, c ∈ |HH(B)[1−n]|, instead of TB(0). We thus
define Gn+1(B|A, c) as the following composition of push-outs:
Gn+1(B|A, c)
Gn(f)
88qqqqqqqqqq
B
ee❏❏❏❏❏❏❏❏❏❏❏
Gn(A)
::✈✈✈✈✈✈✈✈✈
Gn(B)
ff▼▼▼▼▼▼▼▼▼▼
TB(c)
99ttttttttttt
∅
bb❊❊❊❊❊❊❊❊❊
(5.27)
In a similar way as in Definition 5.17, the push-out Gn+1(B|A, c) can be identified with the
deformation of Gn+1(B|A) by means of (the extension by the Leibniz rule of) the composed
map
cofib(f∨)[n− 1] −→ B∨[n]
c
−→ B[1] .
Now let us assume that there exists a Calabi–Yau structure on TB(c) given by a negative
cyclic lift of c, according to Proposition 5.16. Thanks to Theorem 5.20, we get an alternate
proof of [41, Theorem 3.23] when Gn(A) is not deformed, i.e. when considering the trivial
Hochschild class on A.
Proposition 5.28. Every negative cyclic lift of c induces a n-Calabi–Yau structure on
Gn(A)→ Gn+1(B|A, c).
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Now assume that we are given a (possibly non-trivial) class c : k[n− 1] → HH(A), and
denote c′ its image in HH(B). For every lift of c in HC−(A), we get a corredponding lift of
c′ in HC−(B), and thus, according to Proposition 5.16 and Theorem 5.20, we have diagram
of Calabi–Yau cospans
A // B✤
❴
∅
@@✁✁✁✁✁✁✁✁

❂❂
❂❂
❂❂
❂ Gn(A)
TA(c)
bb❊❊❊❊❊❊❊❊
TA(0)||②②
②②
②②
②②
// Gn(f)
OO

Gn(B)
TB(c
′)
dd■
■
■
■
■
TB(0)
zz✉
✉
✉
✉
✉
oo
A // B
❴✤
(5.29)
We postpone to a future work the technical proof of the following Lemma (that we won’t
use in the sequel), related to the (∞, 2)-categorical nature of iterated Calabi–Yau cospans.
Lemma 5.30. Assume that we are given a n-Calabi–Yau cospan X → Z ← Y along with
two n-Calabi–Yau morphisms X→ U and X→ V. Then the cospan
U
∐
X
V→ U
∐
X
Z
∐
X
V←
(
U
∐
X
Z
)∐
Y
(
Z
∐
X
U
)
is (n+ 1)-Calabi–Yau.
Using the previous diagram (5.29), we apply the Lemma with U = V = A and X→ Z←
Y = Gn(A)→ Gn(f)← Gn(B). In this case we have
Gn+1(f, cf ) := U
∐
X
Z
∐
X
V ≃ B
∐
Gn(f)
B ,
which can be identified with the deformation of Gn+1(f) by means of the (Leibniz extension
of the) composed map
cf [1] : A
∨[n]⊗LAe B
e c[1]−→ A⊗LAe B
e[1]
f [1]
−→ B[1] .
Corollary 5.31. The cospan
Gn+1(A, c)→ Gn+1(f, cf )← Gn+1(B, c
′)
is (n+ 1)-Calabi–Yau.
Remark 5.32. We will prove in a subsequent work the above construction defines a functor
Ho
(
(Catk)
sm
k[n−2]/HC−
)
−→ Ho(CY[n]) .
Now assume that the negative cyclic lift of c′ is (homotopic to) 0, i.e. that Gn+1(B, c
′) ≃
Gn+1(B) as a Calaby–Yau category.
We thus get a Calabi–Yau push-out
Gn+2(B|A, c˜)
Gn+1(f, cf )
77♦♦♦♦♦♦♦♦♦♦♦♦
B
ee❏❏❏❏❏❏❏❏❏❏❏
Gn+1(A, c)
77♣♣♣♣♣♣♣♣♣♣♣
Gn+1(B)
gg❖❖❖❖❖❖❖❖❖❖❖
TB(0)
99ttttttttttt
∅
bb❊❊❊❊❊❊❊❊❊
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which allows us to retrieve [41, Theorem 3.23] in its full generality. Let us be more specific.
The fact that c′ is homotopic to 0 tells us that we have a factorization of cf as follows:
A∨[n− 1]
L
⊗
Ae
Be
c

// cofib(f∨)[n− 1]
c˜

A
L
⊗
Ae
Be
f
// B
One can then identify the push-out Gn+2(B|A, c˜) with the deformation of Gn+2(B|A) by
means of the morphism c˜[1], as we have already done on several occasions; whence the
notation.
Theorem 5.33. To any negative cyclic lift of the pair (c, c˜), one can associate a (n + 1)-
Calabi–Yau structure on Gn+1(A, c)→ Gn+2(B|A, c˜).
Remark 5.34. (1) The data we use is the same as Yeung’s, who equivalently requires a
lift of c in relative negative cyclic homology.
(2) Note that using TB(β) for some class β would just amount to picking a different homo-
topy from c′ to 0, through the autohomotopy β of 0.
5.3 Free examples
In this subsection, we make some constructions more explicit on free dg-categories. Our
setup is the following: I is a finite set, M is a perfect cochain complex carrying a I × I-
grading, turning it into a perfect kI -bimodule, and A := TkI (M). The typical situation we
have in mind is the one quivers, which corresponds to the case when M is concentrated in
degree 0 and comes with a basis.
Recall that, for a free category A, the dualizing bimodule can be computed easily. As
Ae-modules, we have
A ≃ coeq
(
A ⊗
kI
M ⊗
kI
A
m⊗id
//
id⊗m
// A ⊗
kI
A
)
where m denotes the multiplication in A. Hence (see for instance [21, Lemma 3.2]),
A∨ ≃ eq
(
A ⊗
kI
A
cop⊗id
//
id⊗c
// A ⊗
kI
M∨ ⊗
kI
A
)
where c ∈ M∨ ⊗kI M denotes the Casimir element corresponding to the identity through
HomkI (M,M) = M
∨ ⊗kI M. Note that (M
∨)i,i′ = (Mi′,i)
∨.
5.3.1 The relative Calabi–Yau completion as a double
Recall that Gn(k
I) = ∐
i∈I
k[xi], with exact n-Calabi–Yau structure given by x :=
∑
i∈I xi,
and where xi’s are degree n− 1 variables.
Proposition 5.35. The relative Calabi–Yau completion Gn(k
I)→ Gn+1(A|kI) is equivalent
to the morphism
φ : ∐
i∈I
k[xi]→ TkI (M⊕M
∨[n− 1])
sending x to (cop − c)[n− 1] in TkI (M⊕M
∨[n− 1]).
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Proof. By definition, Gn+1(A|kI) = TA
(
cofib
(
A∨→(kI)∨ ⊗
(kI )e
Ae
)
[n− 1]
)
. The map
A∨ ≃ eq
(
A ⊗
kI
A
cop⊗id
//
id⊗c
// A ⊗
kI
M∨ ⊗
kI
A
)
→ (kI)∨ ⊗
kIe
Ae ≃ A ⊗
kI
A
is given by 1⊗1 7→ x[1−n]⊗1 on the leftmost term of the equalizer (and 0 on the rightmost
one), and thus its (homotopy) cofiber is
A ⊗
kI
M∨ ⊗
kI
A ≃M∨ ⊗
(kI )e
Ae .
Hence we have
Gn+1(A|k
I) = TA
(
M∨[n− 1] ⊗
(kI )e
Ae
)
≃ TkI (M
∨[n− 1])
∐
kI
A = TkI (M⊕M
∨[n− 1]).
Since Gn(k
I) → Gn(kI → A) = TA((kI)∨[n − 1] ⊗(kI)e A
e) maps x to x ⊗ 1, we see from
above that Gn(k
I)→ Gn+1(kI |A) maps x to the image of (cop⊗ 1− 1⊗ c)[n− 1] in TkI (M⊕
M∨[n− 1]).
Remark 5.36. Note that the homotopy from φ(B(x)) = φ(1 ⊗ x) to zero is given by
B(cop[n − 1]), i.e. the shifted image of the opposite of the Casimir element by Connes’
boundary operator.
5.3.2 Ginzburg dg-algebras
Consider the same setting as in Remark 5.4. Let us perform the following composition of
exact Calabi–Yau structures, analogous to (4.16):
C′
C
88♣♣♣♣♣♣♣♣♣♣♣♣♣♣
G2(kQ|kI)
ggPPPPPPPPPPPPP
kI
<<③③③③③③③③③③
G1(k
I → kQ)
77♦♦♦♦♦♦♦♦♦♦♦
ff▼▼▼▼▼▼▼▼▼▼▼▼
kQ
dd■■■■■■■■■■
∅
@@✂✂✂✂✂✂✂✂
G1(k
I)
88qqqqqqqqqq
bb❉❉❉❉❉❉❉❉❉
G1(kQ)
::✉✉✉✉✉✉✉✉✉✉
gg❖❖❖❖❖❖❖❖❖❖❖❖
∅.
__❄❄❄❄❄❄❄❄
We have
C = kI
∐
G1(kI )
G1(k
I → kQ) ≃
(lemma 5.24)
kI
∐
G1(kI )
G1(k
I)
∐
kI
kQ ≃ kQ
hence
C′ = kQ
∐
G1(kI )
kQ ≃ G2(kQ) .
Since TkI (M ⊕M
∨) ≃ kQ and G1 = k[x]I with x in degree 0, we get by Proposition 5.35
that
G2(kQ) ≃ k
I
∐
k[x]I
kQ ≃ k
∐
k[x]
kQ ,
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with k[x] → kQ defined by x 7→
∑
e∈E(Q)(ee
∗ − e∗e), using the obvious basis E(Q) of
M = kE(Q), as announced in Remark 4.18.
Let us compute the 2-Calabi–Yau structure on the homotopy push-out G2(kQ) = k
∐
k[x]kQ.
It may be done using a k[x]-cofibrant replacement of k. We consider k[x, x∗] with x∗ in de-
gree −1 and d(x∗) = x. The map k[x]→ k[x, x∗] is the obvious inclusion, and the homotopy
from the image of 1⊗ x to zero is given by 1⊗ x∗. From this and Remark 5.36, we see that
in the Hochschild complex of the push-out
kQ
∐
k[x]
k[x, x∗]
we get a self-homotopy of zero, that is a degree −1-cocycle given as the difference∑
e∈E(Q)
e⊗ e∗ − x∗ .
This naturally lives in the standard Hochschild complex of G2(kQ) and again, applying
Connes’ boundary operator we get a 2-Calabi–Yau structure on G2(kQ).
Remark 5.37. A potential of the quiver Q, as defined in §4.2.2, is an element W ∈
kQ/[kQ, kQ] and may be seen as a class k → HH(kQ). Hence δW : k → HC−(kQ)[−1],
and the deformed 3-Calabi–Yau completion G3(kQ, δW ) is the same as in Definition 4.22,
as they are both defined as the push-out of
G2(kQ)
δW //

kQ
kQ
Similarly the dg-category G3(kQ|kD, δW ) associated with an inclusion D ⊆ Q defined
by (5.27) is the same as the one appearing in Proposition 4.24.
6 Comparison
In this section, we show that the cotangent stack to the moduli of objects [38] of a finite
type dg-category is equivalent, as a symplectic stack, to the moduli of object of its Calabi–
Yau completion. Moreover, this is compatible with the functoriality of our constructions
(Calabi–Yau completion on the one hand, and taking cotangent stacks on the other hand),
in the following sense:
Theorem 6.1. There is a natural isomorphism
Ho(Catf.t.k )
op σ◦Gn //
Perf

Ho(ExCYf.t.[n] )
Perf
rz ♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠
Ho(dStArtk )
T∗[2−n]
// Ho(ExLag[2−n])
where Catf.t.k is the full subcategory of Catk spanned by finite type dg-categories, and
ExCY
f.t.
[n] is the subcategory of ExCY[n] whose objects and morphisms only involve finite
type dg-categories.
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The rest of this section is devoted to the proof of this result:
• We first recall the works of Toe¨n–Vaquie´ [38] and Brav–Dyckerhoff [4], that make sense
of the vertical functors;
• We then prove a version of the theorem that does not take into account symplectic
and lagrangian structures, i.e. functors take their values in Ho
(
Span1(dStk)
)
instead
of ExLag[2−n];
• We finally check the compatibility with exact symplectic and lagrangian structures.
Along with a side result relating graphs of closed forms with Calabi–Yau morphisms
associated with negative cyclic classes, this allows us to prove that the moduli of objects of
G3(kQ|kD, δW ) can be indeed identified, as a lagrangian, with a relative (derived) critical
locus.
6.1 From Calabi–Yau structures to shifted symplectic structures
6.1.1 Moduli of objects
Let A be a dg-category, that we assume to be of finite type. We denote its derived moduli
stack of objects (from [38]) by PerfA: for a cgda B
PerfA(B) := MapCatk(A,Mod
perf
B ) .
In other words, a B-point x is then given by a A − B-bimodule Mx that is pseudo-perfect
(i.e. it is perfect as a B-module).
Example 6.2. For a finite set I, PerfkI ≃ PerfkI ≃ Perf
I
k: a B-point x of PerfkI is an
I-family Mx of perfect B-modules. Therefore, if A = TkI (N) is free, then PerfA is a stack
over PerfkI , and for every x : Spec(B)→ PerfkI ,
PerfA(x) = MapCatk
(
TkI (N),Mod
perf
B
)
×
(ModperfB )
I
{Mx} =MapMod
(kI )e
(
N,EndB(Mx)
)
.
Here the kI-bimodule EndB(Mx) can be described in the following equivalent ways:
• Abstractly, it is just the kI -bimodule structure on ModperfB that we get from the dg-functor
Mx : k
I → ModperfB ;
• In concrete terms, it is the I × I-graded complex given by
EndB(Mx)i,j = HomModB
(
Mx(j),Mx(i)
)
.
If we borrow the notation from Example 4.4 and write E for the tautological sheaf on
Perfk, then, for a B-point x of PerfkI ,
Mx ≃ x
∗
(⊕
i∈I
p∗iE︸ ︷︷ ︸
=:EI
)
,
where pi : Perf
I
k → Perfk is the i-th projection. Given a k
I-bimodule N , we get a quasi-
coherent sheaf End(EI)N ∈ QCoh(Perf Ik) defined by
x∗(End(EI)N ) :=Map
BiMod
kI−kI
(
N,EndB(Mx)
)
.
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Hence, by definition, for A = TkI (N),
PerfA(x) ≃ |x
∗(End(EI)N )| .
In other words:
Lemma 6.3. The moduli of objects PerfA of a free dg-category A = TkI (N) is equivalent
to the linear stack AEnd(EI)N .
Example 6.4. In the quiver case (i.e. I = V (Q) and N = kE(Q)), one observes that
End(EI)N ≃ EQ ,
again following the notation of Example 4.4. Hence we get an equivalence PerfkQ ≃ AEQ ,
as witnessed in Remark 4.5.
The following is now a direct consequence of Lemma 6.3 and Remark 4.19.
Proposition 6.5. The following diagram is a homotopy pullback square in the category of
derived stacks
T∗PerfkQ //

PerfkV (Q)

PerfkQ
// Perfk[x]V (Q)
The map PerfkQ → Perfk[x]V (Q) is induced by the k-linear functor k[x]
V (Q) → kQ that
maps the v-th generator x to
∑
e∈E(Q) ev(ee
∗ − e∗e)ev for all v ∈ V (Q), if ev stands for the
length 0 idempotent path at v.
Proof. Let us denote by L the Jordan quiver with one vertex and one loop. Then k[x] = kL
and Map(E,E) = EL and we conclude thanks to Remark 4.19.
Remark 6.6. The Proposition will also be a consequence of Corollary 6.12 together with §5.3.2.
6.1.2 Forms on the moduli of objects
Let C be a dg-category. We have a sequence of morphism chC defined as the composition,
HH(C) → holim
C→Modperf
B
HH(ModperfB )
≃ holim
C→Modperf
B
HH(B)
→˜ holim
C→ModperfB
|DR(B)|ℓ
→ holim
C→Modperf
B
|DR(B)|r
≃
∣∣∣ holim
C→Modperf
B
DR(B)
∣∣∣r =: DR(PerfC)
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which is natural in C and induces a commuting diagram
|HH(C)[n+ 1]|
ch
(p−1)
C //
δ

A1(PerfC, n+ p)
ddR

|HC−(C)[n]|
c˜h
(p)
C //

A2,cl(PerfC, n+ p)

|HH(C)[n]|
ch
(p)
C // A2(PerfC, n+ p)
that is also natural in C. When p = 2, the top part of the above diagram induces a
commuting diagram of ∞-categories
ExprCY[n]
Perf //
∆

ExIso[2−n]
DdR

prCY[n]
Perf // Iso[2−n]
and the bottom part ensures that c˜h
(2)
C
(−)♯ ≃ ch
(2)
C
((−)♮).
Remark 6.7. In the above diagram, all functors commute with the anti-involution σ that
reverses the direction of (co)spans.
Example 6.8. In weight 0, the map
ch(0) : |HH(C)[n]| → A0(PerfC, n) = |Γ(OPerfC)[n]|
is simply obtained from
HH(C)→ holim
C→Modperf
B
HH(B)→ holim
C→Modperf
B
B = Γ(OPerfC) .
The following example will be useful for the comparison results in the next Section.
Example 6.9 ([4], Proposition 5.3). Let us writeMx for the pseudo-perfect C−B-bimodule
corresponding to a point x : Spec(B) → PerfC, and recall that there are natural equiva-
lences of B-modules
x∗TPerfC ≃ MapModCop (Mx,Mx)[1] and x
∗LPerfC ≃ MapModCop (C
∨
L
⊗
C
Mx,Mx)[−1] .
Therefore, applying [4, Proposition 5.3] to the weight one case, we get that ch(1) is given by
|HH(C)[n]| ≃ MapModCe (C
∨,C)[n]
−⊗id
−→ holim
x:C→ModperfB
MapBiModC−B (C
∨
L
⊗
C
Mx,Mx[n])
≃ |Γ(LPerfC)[1 + n]|
→ A1(PerfC, 1 + n) .
Recall that, if C is of finite type, then PerfC is Artin and thus the last morphism is actually
an equivalence.
We now recall the
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Theorem 6.10 ([4], Theorem 5.5). (1) If a finite type dg-category A is equipped with a n-
Calabi–Yau structure c, then c˜h
(2)
C
(c) is a (n− 2)-shifted symplectic structure on PerfC.
(2) The image by c˜h(2) of a n-Calabi–Yau structure on a cospan of finite type dg-categories
is a (n − 2)-shifted lagrangian structure on the associated correspondence of derived
moduli of objects.
As a consequence, the previous commuting diagram of ∞-categories restricts to
ExCY
f.t.
[n]
//
∆

ExLag[2−n]
DdR

CY
f.t.
[n]
// Lag[2−n]
where the superscript f.t. means that we restrict ourselves to the subcategory of cospans
where all involved dg-categories are of finite type (instead of only being smooth).
6.2 Calabi–Yau completions as noncommutative cotangents: un-
derlying stacks
In this subsection, we prove that PerfGn(A) ≃ T
∗[
¯
2−n]PerfA for a finite type dg-category
A, as well as relative version of this.
We start with a generalization of Lemma 6.3.
Proposition 6.11. Let A be a dg-category of finite type and M a perfect A-bimodule. Then
the derived moduli stack PerfTA(M) is equivalent to the linear stack AM, where M ∈ Mod
perf
A
is defined by
x∗M := Map
ModAop
(M
L
⊗
A
Mx,Mx) ,
on B-points x : Spec(B)→ PerfA.
Proof. BothPerfTA(M) and AM are stacks overPerfA. By the universal property of TA(M),
we have natural equivalences (in x)
PerfTA(M)(x) ≃ MapModAe
(
M,ModperfB
)
×
Map
Catk
(A,Modperf
B
)
{x}
≃ MapModAe
(
M,EndB(Mx)
)
,
where EndB(Mx) is the A-bimodule structure on Mod
perf
B given by x : A → Mod
perf
B ; in
other words, this is the dg-functor Aop ⊗A→ Modk given by
(a, a′) 7−→ Map
ModB
(
x(a), x(a′)
)
.
Finally, there is a natural equivalence
MapModAe
(
M,EndB(Mx)
)
≃ MapBiModA−B (M
L
⊗
A
Mx,Mx) =: |x
∗M| .
This proves the result.
Corollary 6.12. Let A be a dg-category of finite type. Then the derived stacks PerfGn(A)
and T∗[2− n]PerfA are equivalent.
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Proof. Both PerfGn(A) and T
∗[2− n]PerfA are linear stacks over PerfA:
• On the one hand, PerfGn(A) ≃ AM, thanks to Proposition 6.11, where
x∗M := Map
ModAop
(A∨[n− 1]
L
⊗
A
Mx,Mx)
on a B-point x of PerfA.
• On the other hand, T∗[2− n]PerfA = ALPerfA [2−n], by definition.
It thus remains to show that LPerfA [2 − n] ≃ M. The tangent complex to PerfA at x is
the B-module
x∗TPerfAop ≃ MapModA
(Mx,Mx)[1] .
Hence, the (2− n)-shifted cotangent complex at x is the B-module
x∗LPerfA [2− n] ≃ MapModA
(Mx,Mx)[1]
∨[2− n]
≃ Map
ModA
(A∨
L
⊗
A
Mx,Mx)[1− n] =: x
∗M .
This proves the claim, as the above equivalences are natural in x.
Corollary 6.13. Let f : A → B a functor between dg-category of finite type. Then Perf
applied to the cospan Gn(A)→ Gn(f)← Gn(B) is equivalent to
T∗[2− n]PerfA ← ϕ
∗T∗[2− n]PerfA → T
∗[2− n]PerfB ,
where ϕ = f∗ : PerfB → PerfA.
Proof. We have equivalences
ϕ∗T∗[2− n]PerfA := T
∗[2− n]PerfA ×
PerfA
PerfB ≃ PerfGn(A)∐
A
B ≃ PerfGn(f) ,
where the first one follows from Corollary 6.12 (and the fact that Perf sends push-outs to
pull-backs), and the second one follows from Lemma 5.24.
Going back to the general situation of Proposition 6.11, let us observe that every bimod-
ule morphism c :M → A defines a global section sc of M whose graph
PerfA → AM
is identified with the image of TA(c) by Perf . Indeed, we have a morphism
MapModAe (M,A)
−⊗id
−→ holim
x:A→Modperf
B
MapBiModA−B (M
L
⊗
A
Mx,Mx) ≃ Γ(M) . (6.14)
As a consequence, Perf sends the deformation of TA(M [1]) by c, which is obtained as a
push-out along
TA(M)
TA(c)
//
TA(0)

A
A
to the derived zero locus of sc, which is defined as the derived intersection of sc with the
zero section.
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Example 6.15 (Critical loci). Observe that in the case when M = A∨[n − 1], (6.14)
retrieves the map ch(1) that was made explicit in Example 6.9. In the case when the
Hochschild class c = (δW )♮ is exact, then the section we get is given by (ddRφ)
♯, with
φ := ch(0)(W ). We therefore obtain an equivalence between PerfGn+1(A,δW ) and the derived
critical locus of φ. Similarly, given a functor f : A→ B and an exact class c = (δW )♮, with
W : k[n− 2]→ HH(B), there is an equivalence between PerfGn+1(B|A,δW ) and the relative
derived critical locus critπ(φ), where π = f
∗ and φ = ch(0)(W ).
Example 6.16 (Quivers). We now specialize the previous example to the case of an in-
clusion of quivers D ⊆ Q, and n = 2. In this situation W ∈ kQ/[kQ, kQ] and the map
ch(0) : kQ/[kQ, kQ]→ |Γ(OPerfkQ)| has a fairly explicit description: for every B-point x,
kQ/[kQ, kQ]→ EndModB (Mx)/[EndModB (Mx),EndModB (Mx)]
tr
≃ B
In particular, we recover the identification of §4.2.2 via the open embedding of derived stacks
DRep
[
G3(kQ|kD, δW ), ~n)/GL~n(k)
]
→֒ PerfG3(kQ|kD,δW ).
6.3 Calabi–Yau completions as noncommutative cotangents: sym-
plectic aspects
On the one hand we have shown that Gn(A) has a canonical exact n-Calabi-Yau structure,
hence according to §6.1.2 there is an exact (2−n)-shifted symplectic structure on PerfGn(A).
On the other hand, after the identification T∗[2−n]PerfA ≃ PerfGn(A) from Corollary 6.12
there is another exact (2 − n)-shifted symplectic structure on PerfGn(A). We now prove
that they are the same:
Theorem 6.17. The exact (2−n)-shifted symplectic structure on PerfGn(A) induced by the
canonical exact n-Calabi-Yau structure on Gn(A) agrees with the canonical exact (2 − n)-
shifted symplectic structure on T∗[2− n]PerfA.
Proof. Recall that both PerfGn(A) and T
∗[2− n]PerfA are canonically identified with the
linear stack AMA , where MA ≃ LPerfA [2− n] is defined by
x∗MA := MapModAop
(A∨[n− 1]
L
⊗
A
Mx,Mx)
for every B-point x : A→ ModperfB . The space of lifts u : Spec(B)→ AMA of such an x is
thus |x∗MA|. Abusing the notation, we allow ourselves to write B-points of AMA as pairs
(x, s), with x : A→ ModperfB and s ∈ |x
∗MA|. Finally, also recall that such a pair u = (x, s)
defines a Gn(A)−B-bimodule Mu whose restriction to A is Mx.
Now observe that we have a commuting square
Map
ModAe
(A∨[n− 1],A∨[n− 1])
s◦(−⊗id)
//
(5.9)

holim
(x,s)
Map
ModAop
(A∨[n− 1]
L
⊗
A
Mx,Mx)

Map
ModGn(A)e
(
Gn(A)
∨[n− 1],Gn(A)
) −⊗id
// holim
u
Map
ModGn(A)op
(
Gn(A)
∨[n− 1]
L
⊗
Gn(A)
Mu,Mu
)
in which the upper right corner is Γ(π∗MA) ≃ Γ(π∗LPerfA [2 − n]), and the lower right
corner is equivalent to Γ(LPerfGn(A) [2− n]).
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We let the reader check that the tautological 1-form of degree 2−n on the (2−n)-shifted
cotangent stack is the image of idA∨[n−1] through the upper part of the square, while ch
(1)(c),
c being the exact Calabi–Yau structure from Theorem 5.8, is the image of idA∨[n−1] through
the lower part of the square. Hence they coincide.
The next result shows that the equivalence of shifted symplectic stack from Corollary 6.12
and Theorem 6.17 is natural, and thus it completes the proof of Theorem 6.1.
Theorem 6.18. Let f : A → B be a functor between finite dg categories. The moduli of
objects functor sends the canonical exact n-Calabi-Yau cospan Gn(A)→ Gn(f)← Gn(B) to
the canonical exact (2 − n)-lagrangian correspondance
T∗[2− n]PerfA ← ϕ
∗T∗[2− n]PerfA → T
∗[2− n]PerfB ,
where ϕ = f∗ : PerfB → PerfA.
Proof. Recall (see Theorem 5.20) that we have a Hochschild class cf defined as
k[n−1]
f∨[n−1]
−→ Map
Be
(
B∨,A∨[n− 1]
L
⊗
Ae
Be
)
−→ Map
Gn(f)e
(
Gn(f)
∨,Gn(f)
)
≃ HH
(
Gn(f)
)
,
which coincides with with both pushouts of cA := cidA and cB := cidB , thanks to the
commuting diagram
Map
Ae
(A∨,A∨[n− 1]) //
(−⊗id)◦f∨

Map
Gn(A)e
(
Gn(A)
∨,Gn(A)
)

k[n− 1]
idA∨ [n−1]
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f∨[n−1]
//
idB∨ [n−1]
**
Map
Be
(
B∨,A∨[n− 1]
L
⊗
Ae
Be
)
// Map
Gn(f)e
(
Gn(f)
∨,Gn(f)
)
Map
Be
(B∨,B∨[n− 1]) //
f∨◦−
OO
Map
Gn(B)e
(
Gn(B)
∨,Gn(B)
)
OO
Recall also (see Corollary 6.13) that we have an equivalence
PerfGn(f) ≃ ϕ
∗T∗[2− n]PerfA
of linear stacks over PerfB. Indeed, both PerfGn(f) and ϕ
∗T∗[2−n]PerfA are canonically
identified with AMf , where Mf ≃ ϕ
∗LPerfA [2− n] is defined by
x∗Mf := ModModBop
(
A∨[n− 1]
L
⊗
Ae
Be
L
⊗
B
Mx,Mx
)
≃ ModModAop (A
∨[n− 1]
L
⊗
A
f∗Mx, f
∗Mx)
for every C-point x : B→ ModperfC .
Now, as in the proof of Theorem 6.17, we abuse the notation and denote a C-point
u : Gn(f)→ Mod
perf
C of PerfGn(f) as a pair (x, s), where x : B→ Mod
perf
C and s ∈ |x
∗Mf |.
We then repeat several times an argument similar to the one appearing in the proof of
Theorem 6.17.
(i) We first consider the commuting square, denoted Qn(A),
Map
ModAe
(A∨[n− 1],A∨[n− 1])
s◦(−⊗id)
//

holim
(x,s)
Map
ModAop
(A∨[n− 1]
L
⊗
A
f∗Mx, f
∗Mx)

Map
ModGn(A)e
(
Gn(A)
∨[n− 1],Gn(A)
) −⊗id
// holim
u
Map
ModGn(A)op
(
Gn(A)
∨[n− 1]
L
⊗
Gn(A)
a∗Mu, a
∗Mu
)
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in which the upper right corner is Γ(π∗ϕ∗MA) ≃ Γ(π∗ϕ∗LPerfA [2 − n]), the lower right
corner is equivalent to Γ(α∗LPerfGn(A) [2 − n]), and where a : Gn(A) → Gn(f) and α = a
∗.
The image of idA through the upper part of the square is α
∗λPerfA , its image through the
lower part of the square is α∗ch(1)(cA), and the homotopy we obtain between these is the
pull-back via α of the homotopy from Theorem 6.17.
(ii) We then consider the commuting square, denoted Qn(B),
Map
ModBe
(B∨[n− 1],B∨[n− 1])
s◦(−⊗id)
//

holim
(x,s)
Map
ModBop
(B∨[n− 1]
L
⊗
B
Mx,Mx)

Map
ModGn(B)e
(
Gn(B)
∨[n− 1],Gn(B)
) −⊗id
// holim
u
Map
ModGn(B)op
(
Gn(B)
∨[n− 1]
L
⊗
Gn(A)
b∗Mu, b
∗Mu
)
in which the upper right corner is Γ(π∗MB) ≃ Γ(π∗LPerfB [2−n]), the lower right corner is
equivalent to Γ(β∗LPerfGn(B) [2 − n]), and where b : Gn(A)→ Gn(f) and β = b
∗. As before,
starting with idB in the upper left corner of the square leads to the pull-back by β of the
homotopy between λPerfB and ch
(1)(cB) from Theorem 6.17.
(iii) We finally consider the comutting square, denoted Qn(f),
Map
ModBe
(B∨[n− 1],A∨[n− 1]
L
⊗
Ae
Be)
s◦(−⊗id)
//

holim
(x,s)
Map
ModBop
(B∨[n− 1]
L
⊗
B
Mx,Mx)

Map
ModGn(f)e
(
Gn(f)
∨[n− 1],Gn(f)
) −⊗id
// holim
u
Map
ModGn(f)op
(
Gn(f)
∨[n− 1]
L
⊗
Gn(f)
Mu,Mu
)
in which the upper right corner is Γ(π∗MB) ≃ Γ(π∗LPerfB [2 − n]), and the lower right
corner is equivalent to Γ(LPerfGn(f) [2− n]). Starting with f
∨ in the upper left corner gives
us ch(1)(cf ).
Finally observe that there is a commuting diagram
k
idA∨
zz✉✉
✉✉
✉✉
✉✉
✉✉
f∨

idB∨
$$■
■■
■■
■■
■■
■
Qn(A) // Qn(f) Qn(B)oo
which indeed exhibits an identification between the homotopies α∗
(
ch(1)(cA) ∼ λPerfA
)
and β∗
(
ch(1)(cB) ∼ λPerfB
)
.
Let B be a finite type dg-category and g : k[n − 1] → HH(B). We have seen in the
previous subsection that Perf sends the morphism TB(g) : Gn(B) → B to the graph of
ch(1)(g). Recall from proposition 5.16 that every negative cyclic lift g˜ : k[n− 1]→ HC−(B)
of g induces a Calaby–Yau structure on TB(g). Indeed, the image of the canonical Hochschild
class cB through TB(g) is the Hochschild class g, so that the image of δc is δg, which is
homotopic to 0 for every choice of negative cyclic lift g˜.
It then follows from 6.9 together with Theorem 6.17 that the pull-back of the 2-form
ωPerfB = ddRλPerfB along the graph of ch
(1)(g) is ddRch
(1)(g) = c˜h(2)(δg). Therefore the
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lagrangian structure induced by the Calabi–Yau structure that is determined by the negative
cyclic lift g˜ is the corresponding de Rham closed lift c˜h(1)(g˜).
Hence, if g = δW , then Perf gives back the lagrangian structure on the graph of
ddRch
(0)(W ). As a consequence, using that Perf defines a functor CYf.t.[n] → Lag[2−n], we
get the following lagrangian extension of Example 6.15:
Corollary 6.19. Let f : A → B a morphism between finite type dg-categories, W : k[n −
2]→ HH(B), φ := ch(0)(W ), and π := f∗ : PerfB → PerfA. Then there is an equivalence
of lagrangian morphisms between
PerfGn+1(B|A,δW ) → PerfGn(A) and critπ(φ)→ T
∗[2− n]PerfA .
Example 6.20. If we specialize the above corollary to the quiver case as in Example 6.16
with n = 2, then we get an equivalence of lagrangian morphisms between
PerfG3(kQ|kD,δW ) → PerfG2(kD) and critπ(φ)→ T
∗PerfkD .
A A Lemma
The statement about the dimension hereunder is mentioned in [31, Remark 1] for sln (hence
the −1 difference). However we could not find any proof in the literature.
Lemma A.1. Consider x nilpotent of type λ. Then {[y, z] | (y, z) ∈ g2x} is a vector space
of codimension λ1 in gx.
Proof. In an appropriate basis we have
x =

Jλ1 0 0
0
0
0 0 Jλr

where
Jp =

0 1 0 0
0
1
0 0
 ∈Matp.
Elements C ∈ gx are given by blocks (Ci,j)1≤i,j≤r of the following form
Matλi×λj ∋ Ci,j =

(
0λi×λj−λi Pi,j(Jλi)
)
if i ≥ j(
Pi,j(Jλj )
0λi−λj×λj
)
if i < j
where Pi,j ∈ C[X ]. Consider another element C′ ∈ gx defined by polynomials P ′i,j . Fix
i 6= j and assume Ps,t = δ(s,t),(i,i), P
′
s,t = 0 if (s, t) 6= (i, j). Then
[C,C′]s,t = δ(s,t),(i,j)

(
0λi×λj−λi P
′
i,j(Jλi)
)
if i ≥ j(
P ′i,j(Jλj )
0λi−λj×λj
)
if i < j
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which clearly describes a vector space, the same as {Cs,t | C ∈ gx}. Then we need to
understand the diagonal blocks that can be reached by commutators [C,C′]. We have
[C,C′]i,i =
∑
j<i
(
0λi×λj−λi Pi,j(Jλi)
)( P ′j,i(Jλi)
0λj−λi×λi
)
−
(
0λi×λj−λi P
′
i,j(Jλi)
)( Pj,i(Jλi)
0λj−λi×λi
)
+
∑
j>i
(
Pi,j(Jλj )
0λi−λj×λj
)(
0λj×λi−λj P
′
j,i(Jλj )
)
−
(
P ′i,j(Jλj )
0λi−λj×λj
)(
0λj×λi−λj Pj,i(Jλj )
)
=
∑
j<i
Xλj−λi(Pi,jP
′
j,i − P
′
i,jPj,i)(Jλi )
+
∑
j>i
Xλi−λj (Pi,jP
′
j,i − P
′
i,jPj,i)(Jλi )
Taking specific values (C,C′ with only one nonzero block) we see that
{[C,C′]i,i | C,C
′ ∈ gx, 1 ≤ i ≤ r}
is the vector space Im(f) where f is the linear map
⊕i<jCλj−1[X ]→
∏
i
Matλi(C)
that sends (Fi,j)i<j to ∑
i<j
Xλi−λjFi,j −
∑
j<i
Xλj−λiFj,i
 (Jλi) .
Consider (Fi,j) ∈ ker(f). There exists a family (Fi) of polynomials such that for every i we
have ∑
i<j
Xλi−λjFi,j −
∑
j<i
Xλj−λiFj,i = X
λiFi
⇔
∑
i<j
Xλi−λjFi,j =
∑
j<i
Xλj−λiFj,i +X
λiFi
⇔
∑
i<j
Xλi−λjFi,j =
∑
j<i
Xλj−λiFj,i
since the left-hand side has degree < λi. The system of equations we get is equivalent to
Xλk−λk+1Fk,k+1 = −
∑
h<k<l
Xλh−λlFh,l −
∑
k+1<l
Xλk−λlFk,l
for every k. Since on the right-hand side the power of X is always ≥ λk − λk+1, these
equations determine Fk,k+1 and
dimker(f) =
∑
i+1<j
λj ⇒ dim Im(f) =
∑
j≥2
λj
as expected.
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