Abstract-We present an algorithm for computational electromagnetics using extremely low-precision integer variables (only a single or a few bits) operating on a cellular array topology. We show, through the enforcement of field and energy conservation rules, that lossless linear wave behavior can be simulated enabling solution of the two-dimensional Maxwell's equations. Since the algorithm operates using only a few bits per cell and does not require floating-point operations, it is ideally suited for implementation on a fine-grain computing engine.
I. INTRODUCTION
W E present a new algorithm for computational electromagnetics based on extremely low precision integer variables and implemented on a cellular array. Differential equation-based numerical techniques such as the transmission line matrix (TLM) or finite-difference time-domain (FDTD) methods are common in computational electromagnetics [1] . These methods operate on a lattice where Maxwell's equations are discretized spatially and temporally. However, infinite precision variables requiring floating-point arithmetic are implicit in their formulation making it difficult to implement them in a completely parallel fine-grain computing environment. An alternative to the floating-point approach are lattice gas automata [2] . Lattice gas automata (LGA) are a class of cellular array algorithms consisting of an extremely large regular lattice of interconnected cells. The cells are very simple, usually only a few bits being used to define all possible states. We have previously shown that LGA algorithms are capable of simulating a variety of electromagnetic propagation and scattering problems [3] .
The new algorithm can be considered as an Integer Lattice Gas Automata (ILGA) version [4] of the standard TLM approach, where space, time and variables are discretized. The aim is to solve Maxwell's equations, but accomplish this while employing extremely low-precision integer variables (only a single or a few bits). The use of low-precision arithmetic introduces quantization error due to round-off as well as overflow and under-flow. In our algorithm we employ the concept of conservation of fields and energy to handle these problems. One of our main motivations for exploring low-precision integer variable LGA techniques is that they are ideally suited for implementation on fine-grain parallel computing engines. Cells require only a few bits of memory, and simple logic hardware or lookup tables can be used for their evaluation. This is unlike the real number variable difference equation counterparts whose operations require floating-point processors. The use of low-precision integer variables also reduces the memory requirement of a unit cell, enabling larger mesh models to be used for a problem. First generation special purpose fine-grain computing architectures, such as cellular array processors [5] or cellular automata machines [6] , already exist and can be used for the efficient evaluation of our algorithm.
II. INTEGER LGA ALGORITHM
The ILGA algorithm operates on a regular lattice of interconnected computing cells as shown in Fig. 1 . Each cell consists of four variables linked to neighboring cells in the directions. Variables are M-bit low-precision integers: Similar to the TLM method, all cells operate in synchronism using a two-phase process: a "collision" phase where variables are updated according to a local rule, and an "advection" phase where updated information is passed to adjacent cells. The evolution of variables on the lattice can be described by (1) where is a cell location and is one of four direction vectors.
is a collision operator and will generally be nonlinear if are finite precision integers. We will use the notation for a generic cell. The large-scale behavior described by (1) depends on the update rule used. A collision operator that enforces a set of conservation rules at the microscopic level produces a lattice that exhibits specific macroscopic properties. For example, in 1051-8207/99$10.00 © 1999 IEEE the LGA analogy to a fluid where variables mimic interacting particles, if a "mass" and a "momentum" are conserved the macroscopic behavior can be shown to obey the twodimensional (2-D) linear wave equation [7] .
To develop a collision operator that can be used to model 2-D TM fields, we define microscopic electric (sum of variables) and magnetic (difference of variables in each vector direction) fields as (2) Enforcing conservation of and rotational symmetry leads to the collision operator (3) (4) where is a scalar. Conservation of specifies three equations for the four variables. The collision operator (3) leads to linear wave behavior, but may not be dissipationless. By additionally enforcing a conservation of energy (sum of variables squared), the behavior can be made dissipationless. Energy is a nonlinear operator, and is conserved for in (3) .
The above analysis is based on In our algorithm, we employ very low-precision integer variables, Unfortunately, this means that conservation of may not be exactly satisfied due to possible round-off during the division operation as well as over/underflow. This produces a statistical noise which grows as for unbounded integers and means that energy conservation cannot exactly be achieved. Our ILGA algorithm conserves exactly and attempts to conserve as closely as possible. We define a collision operator as (5) (6) where is a scalar and is the base integer quotient.
handles any remainder bits. implements the 1-bit HPP [7] rule. The collision operator is optimized by maximizing while maintaining This leads to a system that exactly conserves electric/magnetic fields and statistically conserves energy.
III. MACROSCOPIC ANALYSIS
To analyze the macroscopic behavior of the lattice we will study the equilibrium zero and first-order perturbations of the ensemble average of variables. Taking the ensemble average of the lattice update equation (1), making the Boltzmann molecular chaos assumption, and Table I . Fig. 4 . Calculated TEz scattered field from a PEC rectangular cylinder using a 4-bit ILGA algorithm and using the standard TLM technique (11) (floating-point variables). expanding in a series leads to
Since the equilibrium distributions before and after collision are equal, For in (5), the last term in (7) can be evaluated as (8) (9) where is the equilibrium distribution of integer variables. is a scalar with range Finally, collecting all terms in (7), the first-order perturbations can be written in the common scattering matrix form (10) where we have identified the first-order perturbations as and is the unit matrix. The value of depends on the rule being used and on the number of bits in the model. Energy conservation is exactly satisfied for is the trivial stream case). leads to the standard TLM scattering matrix (11) If we describe (10) as then indicates the portion of the variables that undergo the energyconserving TLM operation and indicates the portion that is simply streamed to neighbor lattice sites. In the ILGA algorithm, we attempt to make which models lossless linear wave behavior.
IV. RESULTS
The behavior of the first-order perturbations of the cellular array algorithm is equivalent to the 2-D TLM numerical technique [1] . If we define fields as and Maxwell's equations for the case and can be modeled [3] . The case can similarly be modeled. We demonstrate the low-precision algorithm by examining wave propagation on a 2-D grid. Variables using bits are employed. Fig. 2 gives the equilibrium distribution of integer variables For this data, the resulting value of using (9) is given in Table I is the HPP rule when Fig. 3 shows snapshots of a Gaussian plane wave propagating on the lattice. Comparison with the TLM algorithm [8] , implemented in the scattering matrix form (10) (floating point variables), with the appropriate value from Table I is also shown. Table I and Fig. 3 show that as the number of bits is increased to only four, and almost lossless wave propagation is achieved. Fig. 4 shows the calculated scattered field from a PEC cylinder for a incident pulse using a 4-bit ILGA algorithm and comparing it to the standard TLM method (11).
V. CONCLUSIONS
A very low-precision integer variable cellular array algorithm for computational electromagnetics was proposed. The algorithm is suited for implementation on fine-grain parallel processing environments. Successful computation of 2-D electromagnetic field problems was demonstrated with only 4-bit variables. A theory for analyzing finite precision variable algorithms was developed.
