Abstract. We prove a general domain extension theorem for pseudo-random functions (PRFs). Given a PRF F from n bits to n bits, it is well known that employing F in a chaining mode (CBC-MAC) yields a PRF on the bigger domain of mn bits. One can view each application of F in this chaining mode to be a node in a graph, and the chaining as the edges between the node. The resulting graph is just a line graph. In this paper, we show that the underlying graph can be an arbitrary directed acyclic graph (DAG), and the resulting function on the larger domain is still a PRF. The only requirement on the graph is that it have unique source and sink nodes, and no two nodes have the same set of incident nodes. A new highly parallelizable MAC construction follows which has a critical path of only 3 + log m applications of F.
Introduction
There is often a need to extend the domain of a given pseudo-random function (PRF). One of the most popular and well-known such schemes is the CBC-MAC 1]. In 3] it was shown that if F is a secure pseudorandom function from n bits to n bits, then the CBC (cipher block chaining) construction yields a secure PRF from mn bits to n bits. Although the construction is called a MAC (message authentication code), which is a strictly weaker notion than PRF ( 8] ), the above shows that it is indeed a more general PRF domain extension method. Other domain extension schemes are known as well, for example, the cascade construction 2] and the protected counter sum construction 4]. Recently, a scheme PMAC (or Parallelizable Message Authentication) 5] (also see XECB 10] ) was also shown to be a domain extension scheme.
Despite all these results, there is no unifying theme in these results. In this paper, we attempt to remedy this situation, by proving a general theorem for domain extension. In essence, we show that arbitrary acyclic networks of the same pseudo-random function can be used to build a pseudo-random function on a larger domain. To illustrate this paradigm, consider the CBC-MAC scheme. Let F be a PRF from n bits to n bits (and which takes k bits of secret key). For example, DES 9] is usually assumed to be such a PRF on 64 bits, with 56 bits of secret key. A PRFF from mn bits to n bits is de ned as follows. The mn bit input is divided into m blocks P 1 ; P 2 ; ::::; P m . The function F K (i.e. F with key K) is applied to the rst block P 1 to yield an intermediate value C 1 . The function F K is then invoked on the xor of the next block P 2 and previous intermediate value C 1 , to yield C 2 . This chaining process is continued, and the output ofF is just C m . The chaining process de nes an underlying directed graph of m nodes V 1 ; V 2 ; :::; V m , with an edge from V i to V i+1 . Now, consider an arbitrary directed acyclic graph (DAG) G = (V; E), with m nodes V , and edges E. Assume that G has only one source node V 1 , and only one sink node V m . Given a function F from n bits to n bits, a composite functionF from mn bits to n bits is de ned as follows. As before, assume that the input is a sequence P 1 ; :::; P m . The rst intermediate value is just C 1 = F(P 1 ). Inductively assume that we have computed the intermediate values of all predecessors of a node V i . Then, the intermediate value C i for the node V i is the result of applying F to the xor sum of P i and all the C j , such that (V j ; V i ) is a directed edge in the graph. The output of the composite functionF is just C m . See gure 1 for an example.
Of course, not all DAGS are expected to yield a PRF. However, consider DAGs with the restriction that no two nodes have the same set of incident nodes (u is said to be incident on v if there is an edge from u to v), and that they have unique source and sink nodes. In this paper we show that given a PRF F from n bits to n bits, the composite functionF , de ned using such DAGs as above, is a PRF from mn bits to n bits.
An immediate application is that if a party has access to parallel hardware, then instead of simple chaining as in CBC-MAC, it can compute the PRF in parallel. For instance, if it has four processors, then it can employ the method given by the graph in gure 2 . A parallel mode with critical path of length only 3 + log m also follows (see appendix C). Unlike PMAC 5] , this mode does not use any Galois arithmetic. If we allow Galois Field arithmetic (in particular, elds GF(2 n )), we can consider edge-colored DAGs. The colors on the edges represent multiplication in the eld by the color (assume that each color is mapped to a unique element in the eld). For example, going back to gure 1, suppose we employ three colors, col1, col2 , and col3. Let w be a primitive element in the eld. We map col1 to unity in the eld, col2 to w, and col3 to w 2 . Then, if we color the edge (1; 4) by col2, then in the de nition of the composite function, we multiply the intermediate result C 1 with w in the eld, before xoring it with the plaintext P 4 and C 2 , and applying F (see g 6 in Appendix C).
Fig. 2. A Parallel Mode for four processors
The main result of the paper can be stated as follows. Consider an edge colored DAG G with unique source and sink nodes and m total nodes, and with the condition that if two nodes (say u and v) have the same set of incident nodes (say W), then for at least one node w in W, the color on the edge (w; u) is di erent from the color on the edge (w; v). Given a PRF F from n bits to n bits, the composite functionF built using the graph G as above, is a PRF from mn bits to n bits. The result is proven under the adaptive adversary model, which is of course the di cult case.
The mode in g 2 can now be parallelized further as in g 5 (see appendix C). The additional cost is a few GF(2 n ) operations. Security of PMAC follows (see g 7 in appendix C), as it is a simple example of such a colored DAG. Further, we obtain the additional optimization over PMAC, because unlike PMAC, we do not even need to compute F on the all zero word (i.e. F(0 n )).
We now address the issue of variable length domain extension. The previous constructions were devoted to extending the domain of a function from n bits to mn bits, for a xed m. In other words, the plaintext queries of the adversary were restricted to be exactly mn bits. We could x m to be large enough, say m = 2 n , and use a canonical encoding of smaller sized plaintexts into length mn bit strings. Such an encoding exists for all plaintexts of size less than mn by appending plaintexts of size q bits, by 10 i , where i = mn ? q ? 1. In other words, 10 i acts as an end marker. However, smaller sized plaintexts have to undergo m = 2 n applications of F, which is very ine cient. This problem of a really long end marker was resolved by 16] (also see 6]) by noting that the end marker can actually be of length zero, if it can be authenticated.
So, given a function F on n bits, consider a collection of graphs, one graph G q in the family for each plaintext length q. Then if we de neF Gq similarly to as before, we have a composite function from all strings to n bits. We know that individually eachF Gq is a PRF given F is a PRF. We need to assure that these di erent functions are almost independent. We prove that if the family of graphs satisfy certain constraints then this is indeed the case. We defer the details to section 6. Also, this general theorem leads to interesting new applications which are discussed in section 7.
De nition 4. Given a function F from n bits to n bits, and a non-redundant DAG G = (V; E) with only one source node and only one sink node, and a total of m nodes, de ne F G : f0; 1g nm !f0; 1g n as follows: { Let the input to F G be mn bit string P, which is divided into m n-bit strings P 1 ; P 2 ; :::; P m . { Since jV j = m, let V 1 ,.....,V m be an enumeration of the nodes. When it is clear from context, we will identify the index of a vertex with the vertex itself. Let the unique source node be V 1 , and the unique sink node be V m .
{ For the unique source node, de ne M 1 = P 1 . { For every non-source node V j , j > 1, inductively de ne M j = P j u:E(u;j) F(M u ) { For notational convenience, for every node V j , let C j denote F(M j ). { The output of the function F G is just C m .
It is clear that the restriction of one sink node is crucial, for if there was another sink node other than V m , then the plaintext fed into this other sink node has no in uence on C m . It is possible that there are instances of DAGs G with two source nodes such that F G is a PRF; however, a more stringent requirement than non-redundancy will de nitely be required. Consider a DAG G, with two source nodes V 1 and V 2 , both with only one outgoing edge and that too to the same vertex. Then, the resulting function is clearly not a PRF. A similar situation motivates the requirement of non-redundancy.
One may be tempted to weaken the non-redundancy requirement. For instance, one idea is to have the condition on the DAG that it have no non-trivial automorphism. However, such a DAG may not yield a secure PRF, as illustrated in Figure 8 . The two queries hp1; p2; p2; p4; p5; p6i and hp1; p2; p2; p5; p4; p6i yield the same result. Theorem 1. For a non-redundant DAG G = (V; E) with unique source and sink nodes, and m total nodes, let F G be as above. Then, no adaptive adversary, withueries, can distinguish between (a) F G where F is chosen uniformly at random from F(n!n), (b) and a function chosen uniformly at random from F(nm!n), with probability more than (mq) 2 2 ?(n+1) .
In the next section, we state and prove a more general theorem.
Domain Extension using colored DAGs and GF(2 n )
If we allow Galois eld arithmetic, we get an even more general construction, and a corresponding PRF domain extension theorem. Assuming that the underlying function F has an n-bit output, we will use the Galois eld GF(2 n ). Such elds have the property that they have exactly 2 n elements. Moreover, each element can be represented as a n bit vector, with addition in the eld being just the bitwise xor ( ). Since multiplication distributes over addition in a eld, it follows that if a; b and c are three elements in the eld then a ( De nition 6. Given a function F from n bits to n bits, and a non-singular edge-colored DAG G = (V; E; ) with only one source node and only one sink node and a total of m < 2 n nodes, de ne F G : f0; 1g nm !f0; 1g n as follows: { Since m < 2 n , we can view as a map from E to GF(2 n ) , i.e. the non-zero elements of the eld. { Let the input to F G be mn bit string P, which is divided into m nbit strings P 1 ; P 2 ; :::; P m . { Since jV j = m, let V 1 ,.....,V m be an enumeration of the nodes When it is clear from context, we will identify the index of a vertex with the vertex itself. Let the unique source node be V 1 , and the unique sink node be V m .
{ For the unique source node, de ne M 1 = P 1 .
{ For every non-source node V j , j > 1, inductively de ne M j = P j + P u:E(u;j) (hu; ji) F(M u ), where F(M u ), which is an n-bit quantity, is viewed as an element of GF(2 n ). The summation is addition in the eld, which is the same as n-bit xor.
{ For notational convenience, for every j, we denote F(M j ) by C j . { The output of the function F G is just C m .
Theorem 2. : (Main Theorem) For a non-singular edge-colored DAG G = (V; E; ) with unique source and sink nodes, and m < 2 n total nodes, let F G be as above. Then, no adaptive adversary, withueries, can distinguish between (a) F G where F is chosen uniformly at random from F(n!n), (b) and a function chosen uniformly at random from F(nm!n), with probability more than (mq) 2 2 ?(n+1) .
Theorem 3. Given a PRF F : f0; 1g k f0; 1g n !f0; 1g n , and a non-singular edge-colored DAG G = (V; E; ) with unique source and sink nodes, and m < 2 n total nodes, a function F G : f0; 1g k f0; 1g mn !f0; 1g n can be de ned be letting for each K, (
The proof follows from Theorem 2 by standard techniques.
Before we give the proof of theorem 2, we need to x more notation and give a general idea of the proof. We rst note that we allow arbitrary functions as adversaries and not just computable functions. Then without loss of generality, we can assume that the adversary is deterministic, as every probabilistic adversary is just a probability distribution over all deterministic adversaries 14].
Since we are going to show the no adaptive adversary can distinguish, x an adaptive adversary. Since the adversary is deterministic, the rst query's plaintext (say P Notation. We will denote probabilities under the rst scenario, i.e. (a) in the theorem 2 statement, as Pr, and the probabilities in the second scenario, i.e. (b) in the theorem 2 statement, as Pr (b) . Most of the analysis will be devoted to the rst scenario. So, unless otherwise mentioned, all random variables from now on are in the rst scenario.
All random variables will be denoted by upper case letters. A constant value which a random variable can take will be denoted by the corresponding small case letter. For all random variables corresponding to a query, we will use superscripts to denote the query number. Subscripts will be used to denote blocks within a query. The random variables will be as in De nition 6, i.e. P standing for plaintext input, M standing for the variable on which the F function is applied, and C standing for the output of the F function.
Thus, for i in 1::q], we will use C i to denote the sequence C i m , where C i j is F(M i j ) as in de nition 6. We will use C j to denote the sequence C 1 j ,...,C q j , i.e. the jth blocks from all the queries. We will use C to denote the sequence C 1 ; :::; C q . Thus, C denotes the whole transcript of F outputs. More precisely, this random variable and other such random variables should be written C(F), as it is a function of F and only F as argued above. However, we will drop the arguments when it is clear from context. For a xed f, we will write it as C(f). Small case c, by the convention above, denotes a xed transcript.
(end of notation)
Since the adversary is adaptive, the variables P i j are a function of C (more precisely C m ). Although as argued above, P i j is ultimately a function of F, it will be convenient to write P i j as functions of only C. Thus, However, what we really want is an average over all c, as Pr F C m = r m^D ] is same as sum over all c: Pr F C(F) = c^C m = r m^D ]. Thus, we will need to determine for how many c, the predicate D(c) holds. Recall that the plaintext is a function of c m , and hence for a xed c m (the plaintext being xed) the adversary cannot force all c to fail D(c). In fact, the intuition is that for a xed c m it can only force a few c to fail D(c). There is a caveat though; if the adversary retains the same plaintext (except for the last few blocks) over two queries, then it is forcing D(c) to fail, regardless of c. This suggests that our de nition of D(c) may be too strong. We will weaken the de nition of D(c) by allowing M i j and M i 0 j to agree if the adversary is forcing these values to be same (call this predicate PD; see the precise de nition of PD in de nition 8 in the next section). However, now as opposed to the previous para, for each c such that PD(c), we do not have that Pr F C(F) = c^PD] is same as 2 ?mqn . This is because even though PD(c) requires all \unforced" M to be distinct, the c values must be consistent at the blocks where M values are forced to be equal (since c = C(F)).
Instead of calculating Pr F C(F) = c^PD] for each c such that PD(c) holds, and then estimating the number of c for which PD(c) holds, we will calculate the average probability (over c) as required above, i.e. . This is a much easier problem, as there is no adversary involved in this. We do this argument rigorously in the next section.
Proof of Main Theorem
We rst collect all the key de nitions from the end of the previous section.
De nition 7. Note that Ms are required to be distinct only if (i; j) 6 c (i 0 ; j). If we did not have this condition then (see lemma 6) we will not be able to prove that PD happens with high probability.
Any c such that PD(c) can be used to de ne a function, denoted f c , such that C(f c ) is actually same as (c). Thus, for consistent c it will turn out to be same as c. We will directly prove this for a consistent c.
De nition 9. Similarly, for any function f de ned on S S 0 , such that C(f) = c (note that f need only be de ned on S for C(f) to be well de ned), we can de ne a mqn-bit long b which agrees with c on I. For It needs to be shown that the function has D as its range, is 1-1 and onto. The function is obviously 1-1. To prove that its range is D, we need to prove three things:
(1) (c) is consistent: follows by fact 1(e). Proof: see Appendix A.
We will denote by the quantity (mq) 
Variable Length Domain Extension and Family of Graphs
We consider a xed n throughout the rest of this section. We will assume that we are only interested in domain extension up to length 2 n n bits, as theorem 2 is ine ective beyond that length (this restriction is only for sake of simplicity). Each query of the adversary will be a string p of length q bits, (0 < q < 2 n n). We let the composite function answers the query as follows: If q is a multiple of n, then it returns F Gq (p).
Otherwise, let p 0 be p appended with 10 i , where i is the smallest positive number to make jp 0 j a multiple of n. The composite function then returns F Gq (p 0 ).
For every 0 l < 2 n , since strings of length ln + 1 to ln + n ? 1 bits get canonically encoded in the above method, we can use the same graph for all these lengths. Thus, for each l, we really need only two graphs ( 6] ), one for lengths ln + 1 to ln + n ? 1, and one for length ln + n. From now on, we will assume that all plaintexts are of bit length multiples of n. Each adversarial query will be a pair: (p; z), where p is a bit string of length multiple of n, and z is in f0; 1g (we can generalize z to be in an arbitrary nite set, but for our application this su ces). Note that we can no longer assume that p does not repeat, though we can assume that (p; z) does not repeat.
De nition 10. Let S be the set of all binary strings of length non-zero multiples of n, but less than 2 n n. Let f0; 1g k S f0; 1g!f0; 1g n Given a PRF F from n bits to n bits, we need to de neF such that no adaptive adversary can distinguish betweenF K , with K chosen randomly, and a function chosen uniformly at random from F. As in the previous sections, given a function F from n bits to n bits, and given a collection of graphs G, we rst de ne a function F G in F. De nition 11. Let G be a collection of edge-colored DAGs G(l) ( 
where F G is as in de nition 6. If the graph has more nodes than the length of the plaintext, then append enough zeroes to the plaintext. Usually, graphs will have exactly the required number of nodes. However, at the base cases, i.e. small length plaintexts, it may be necessary to have extra nodes.
Thus, if p repeats we de nitely use a di erent graph. For a theorem similar to theorem 2 to hold, we need further restrictions on G. In particular, it will not be enough that individual graphs in G be non-singular.
Since, we will need to extend the notion of non-singularity to the whole collection of graphs, it is best to x a set of vertices V , and just de ne the edges and colorings for the individual graphs. Thus, we will de ne E(l), and (l). The partial order l is, as before, just the transitive closure of E(l).
To motivate the generalized de nition of non-singularity, we rst consider an example (see g 4 in appendix C) where it is not enough for individual graphs to be non-singular. We have V = 1::4]. Ignore the colorings for now. The graphs are identical, except that the second graph G (2) has an extra edge from 3 to 4. The rst graph G(1) is used to answer queries of length 3 blocks, and the second to answer queries of length 4. Clearly, both graphs are individually non-redundant. Consider two queries, one of length three, and another of length four, the latter being just an extension of the rst. However, the rst graph's output is C 3 , and is accessible to the adversary. Thus, during the second query the internal state C 3 is available to the adversary, and it can force M 4 to be any value of its choice. This suggests that for each graph G(i), it cannot be allowed to be an induced subgraph of another graph G(i 0 ). We prove that this condition is su cient for the composite function to be a PRF.
Because of lack of space, we formalize this condition, state the theorem, and prove the theorem in the appendix (see Appendix B).
Applications to Variable Length Domain Extension
As an application of Theorem 8 (appendix B), we get the variable length domain extension scheme as described in gure 3 (see appendix C). In the gure, for each plaintext block length two graphs are given as required in de nition 11. The number on the left of the graphs denotes the block length applicable to those graphs. We have only illustrated graphs up to length ve, as for larger lengths, we follow similar methods as for length four and ve. This mode has an advantage over XCBC 6], and OMAC 12] that it does not even need to employ the initial F on a constant like 0 n . Moreover,the scheme shows that if the plaintexts are restricted to be more than 3 blocks in length, then no Galois eld arithmetic is required. 
APPENDIX B
For sake of completeness, we repeat de nitions 10 and 11 here.
De nition 10. Let S be the set of all binary strings of length multiples of n, but less than 2 n n. Let Proof: To adapt the proof of theorem 2, we rst need to rede ne the notion of consistent transcripts c. First note that, on a xed transcript c, the queries of the adversary are xed. Recall, by de nition of F G , on input p i ; z i the graph G(2 jp i j ? z i ) is used. We just denote this graph by G i . The corresponding edge relation, coloring and partial order will be denoted E i , i , and i resp. Also, for the graph G i , its induced subgraph as per de nition 13, will be denotedG i . Similarly, the size of the graphG i will be denoted by m i . Note that The reverse direction is done as in lemma 4.
Rest of the proof is also as in proof of lemma 4. De ne tower(2; 1) = 2. For each n > 1, let tower(2; n) = 2 tower(2;n?1) . Let log n be the smallest number m such that tower(2; m) = n.
It follows that G has tower(2; t ? 3) vertices. Thus if we need m vertices, t = 3 + log m. 
