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Abstract
For any zero–nonzero pattern of a matrix, the minimum possible rank is at least the size of a sub-pattern that is permutation
equivalent to a triangular pattern with nonzero diagonal. For certain numbers of rows and columns, the minimum rank of a pattern
is k only when there is a k-by-k such triangle. Here, we complete the determination of such sizes by showing that an m-by-n pattern
of minimum rank k must contain a k-triangle for m = 5, k = 4; m = 6, k = 5; and m = 6, k = 4. A table is given showing whether or
not this happens for all m, n, k. In the process, a Schur complement approach to minimum rank is described and used, and simple
ways to recognize the presence of triangles of sizes less than 7 are given.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
By a patternwemean a rectangular array of ∗’s and 0’s, in which the ∗’s represent unspeciﬁed, nonzero real numbers.
In addition to being a combinatorial object that may be manipulated as such (analogously to a matrix), a pattern P
naturally represents a set of real matrices P of the same size and zero/nonzero pattern as P (all “completions” of P ).
By mr(P ) we mean
min
A∈P
rank(A)
and by MR(P ) we mean
max
A∈P
rank(A).
All ranks between mr(P ) and MR(P ) are attained in P and MR(P ) is well understood, which makes mr(P ) a natural
focus.
A k-triangle is a k-by-k pattern that is permutation equivalent to an upper (lower) triangular pattern whose diagonal
is all ∗’s. The ∗’s on the diagonal are called key nonzeros and the zeros below (above) the diagonal in permuted form
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are called key zeros. These key entries are what make the pattern a k-triangle. A general pattern is said to contain a
k-triangle if a k-triangle occurs as a sub-pattern, and the maximum value of k for which a pattern P contains a k-triangle
is called the triangle size of P, MT(P ). Of course [4] if P contains a k-triangle, mr(P )k, so that mr(P )MT(P ).
It is known that this inequality may be strict, and as we shall see, the “smallest” example pattern in which there is a
discrepancy is 7-by-7.
This raises a natural question about the size of matrices for which mr(P )>MT(P ) can occur. For this purpose, we
deﬁne
t (m, n, k) = min
P is m-by-n
mr(P )=k
MT(P ),
the largest triangle that is guaranteed by m-by-n patterns for which mr(P )= k. We characterize completely, the values
of m, n, and k for which t (m, n, k)=k, a primary purpose of the present work. This completes work begun in [1] for the
square case (m=n), by showing that t (6, 6, 4)= 4 and t (6, 6, 5)= 5, each of which involves substantial investigation.
The former case relies on a similar method used to prove that t (5, 5, 4) = 4. All nonsquare cases are resolved, as well,
and, interestingly, the 7-by-7 pattern is indeed the pattern with the smallest dimensions that has a discrepancy between
triangle size and minimum rank.
In the remaining sections, we will begin by introducing some preliminary information and then explain a major
concept with a small example. Then, we will extend this logic to resolve the question for the remaining square patterns
and prove some implications about nonsquare patterns as well. Finally, we compile all of this information into a three-
dimensional table that tells for which m, n, and k any m-by-n pattern with minimum rank k necessarily has a k-triangle
as a sub-pattern.
2. Background, notation, and supporting observations
Here we cite some known facts that will be needed and make several observations that will be used throughout.
Though not all facts about rank have an analog for minimum rank of a pattern, the minimum rank is permutation
equivalence invariant and transposition invariant, just as ordinary rank is. Thus, we are free to assume that, for an
m-by-n pattern, mn, and we may permute rows and columns freely as is convenient. Another fact inherited from rank
is that for a sub-pattern Q of a pattern P, mr(Q)mr(P ).
A fundamental fact [4] about minimum rank that we will use frequently is an upper bound based solely on counting
the number of ∗’s by line in a pattern. It is a special case of a more general result, but is remarkably powerful.
Lemma 2.1. Let r1 (c1) be the minimum number of nonzeros in a row (column) of the m-by-n pattern P. Then
mr(P )n + 1 − r1 and mr(P )m + 1 − c1.
Thus, if the upper bound for mr(P ) in Lemma 2.1 coincides with the lower bound, MT(P ), we know that mr(P ) =
MT(P ). This happens frequently for small dimensions. An example in which the two differ is
F4 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
∗ ∗ ∗ 0 ∗ 0 0
0 ∗ 0 ∗ ∗ ∗ 0
0 0 ∗ 0 ∗ ∗ ∗
∗ 0 ∗ ∗ 0 ∗ 0
0 ∗ ∗ ∗ 0 0 ∗
∗ 0 0 ∗ ∗ 0 ∗
∗ ∗ 0 0 0 ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
which is the complement of the incidence pattern of the projective plane of order 2. Clearly, r1(F4) = c1(F4) = 4, so
that the upper bound from Lemma 2.1 for mr(F4) is 4. By inspection MT(F4)= 3. In fact, mr(F4)= 4 [4]. We will see
that this is the “smallest” pattern for which mr>MT. We note that mr(F4) is 3 over the ﬁeld GF2 in place of the real
numbers.
When the mentioned upper and lower bounds do not coincide, some mechanism to determine mr is needed. One
that has proven useful is based upon a normalization of the pattern and use of Schur complements with un-normalized
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entries viewed as free nonzero variables. This leads to a matrix equation to solve. Suppose that a pattern P has been
permuted so that its largest triangle appears in the upper left sub-pattern. Now, whatever values the ∗’s take on, rows
and columns may be divided by the values of certain ∗’s lying in them, converting certain ∗’s to 1’s and leaving the
remaining ∗’s as free nonzero variables. For example in the triangular pattern[∗ ∗ 0
0 ∗ ∗
0 0 ∗
]
the rows may be divided by the ∗’s on the diagonal, and a subsequent diagonal similarity produces[1 1 0
0 1 1
0 0 1
]
no matter what the values of the ∗’s. This does not change (minimum) rank. Now for
P =
[
P11 P12
P21 P22
]
,
with P11 a (maximum) triangle (and necessarily invertible), we have
mr(P ) = MT(P )
if and only if the Schur complement equation
P22 = P21P−111 P12
has a solution in the free nonzero (un-normalized) variables remaining [3]. Fortunately, when MT(P ) is small, P11
may be fully normalized (for some choice of maximum triangle), and the solvability of the Schur complement equation
easily determined. In the case of F4, P11 is 3-by-3 and it can be shown that the Schur complement equation has no
solution in real nonzero variables, so that mr(F4) = 4.
It is also useful to easily recognize “triangular” sub-patterns and to determine MT(P ) for a given pattern P. Again,
it is fortunate that this is not difﬁcult in low dimensions, and for patterns the determination of whose mr cannot easily
be reduced to a pattern of smaller size.
If a pattern contains a 0 line (row or column) that line may be deleted leaving a smaller pattern with the same
minimum rank. Similarly, a repeated row or repeated column may be deleted. Thus, in any minimum rank problem, it
sufﬁces to assume that there are no 0 lines and no repeated rows (columns). We call such a pattern semi-standard. For
semi-standard patterns, recognition of the presence of a k-triangle can be dramatically simpliﬁed for k6 (and k5
will be all that is necessary here).
Lemma 2.2. A semi-standard pattern contains a
(1) 2-triangle iff it contains a 0;
(2) 3-triangle iff it contains a line with two 0’s iff it contains a (2:1) pattern (a 2-by-2 block with just one ∗);
(3) 4-triangle iff it contains a 2-by-2 zero block;
(4) 5-triangle iff it contains a (3:1) pattern (a 3-by-3 pattern with just one ∗); and
(5) 6-triangle iff it contains a pattern permutation equivalent to⎡
⎢⎣
0 0 0 0
0 0 0 0
0 0 0 ∗
0 0 ∗ ?
⎤
⎥⎦ .
Proof. (1) A semi-standard pattern cannot have a 0 line, so there must be a ∗ in the same row and another ∗ in the
same column as the 0. We may permute these ∗’s to form a 2-triangle.
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(2) Without loss of generality, let us assume the two 0’s occur in the same row and in columns 1 and 2. These two
columns may not be identical since the pattern is semi-standard, so there must be a [0 ∗] or a [∗ 0] row somewhere in
columns 1 and 2. This forms a (2:1) pattern. Then, there cannot be a 0 line, so there must be a ∗ in the same row as the
two 0’s above and another ∗ in the column containing two 0’s forming a 3-triangle.
(3) Without loss of generality, suppose the 2-by-2 zero block occurs in the upper left corner of our pattern. Rows
1 and 2 may not be identical, so there must be a [0 ∗ ]T or a [∗ 0]T column somewhere in those rows. Simi-
larly, columns 1 and 2 may not be identical, so there must be a [0 ∗] or a [∗ 0] row somewhere in those columns.
Then, there must be a ∗ in the row with three 0’s and another ∗ in the column with three 0’s which forms a
4-triangle.
(4) Without loss of generality, suppose the (3:1) pattern occurs in the upper left corner of our pattern with the ∗ in
position (3, 3). Rows 1 and 2 may not be identical, so there must be a [0 ∗ ]T or a [∗ 0]T column somewhere in those
rows. Similarly, columns 1 and 2 may not be identical, so there must be a [0 ∗] or a [∗ 0] row somewhere in those
columns. Then, there must be a ∗ in the row with four 0’s and another ∗ in the column with four 0’s which forms a
5-triangle.
(5) Without loss of generality, suppose this pattern occurs in the upper left corner of our pattern. Rows 1 and 2 may
not be identical, so there must be a [0 ∗ ]T or a [∗ 0]T column somewhere in those rows. Similarly, columns 1 and 2
may not be identical, so there must be a [0 ∗] or a [∗ 0] row somewhere in those columns. Then, there must be a ∗ in
the row with ﬁve 0’s and another ∗ in the column with ﬁve 0’s which forms a 6-triangle. 
If a pattern contains a line with a single ∗, determination of its minimum rank may also be reduced to that of a smaller
pattern via Gaussian elimination. If
P =
⎡
⎢⎢⎢⎣
∗ ? ? . . . ?
0
0 P1
..
0
⎤
⎥⎥⎥⎦
then mr(P ) = 1 + mr(P1). Thus, we may, without loss of generality, assume that a pattern, whose minimum rank is
under consideration, has no single ∗ lines. If a pattern has no single ∗ lines, then any all ∗ line may be deleted without
decreasing minimum rank. This is so because if, for example, there is an all ∗ row, there is a linear combination of the
other rows (no matter what the values of the ∗’s), with coefﬁcients growing sufﬁciently rapidly, that is totally nonzero.
We call a pattern standard if it is semi-standard and, in addition, has no single ∗ lines and no all ∗ lines. It is clear that
for any minimum rank problem, it sufﬁces to consider only standard patterns.
Finally suppose that a pattern has a line with exactly two ∗’s. Consideration of its minimum rankmay also be reduced
to smaller problems, but the analysis is more complicated.
Suppose we have an m-by-n pattern, P, such as
P =
⎡
⎢⎢⎢⎣
∗ ? ? . . . ?
∗ ? ? . . . ?
0
.. P1
0
⎤
⎥⎥⎥⎦ .
We may use the nonzero entry in position (1, 1) to reduce the nonzero entry in position (2, 1) to 0 by using elementary
row replacement. Then mr(P ) = 1 + min{mr(Pi), 1 i2q} where the Pi’s are the remaining (m − 1)-by-(n − 1)
patterns whose ﬁrst rows are what remains after reduction and the other rows are P1. If the entries in rows 1 and 2 of
column j are both 0, then after reduction that entry remains as 0. We shall call this an unambiguous entry. If one of the
entries is a ∗ and the other is a 0 then after reduction that entry is a ∗. This is also an unambiguous entry. If both entries
are ∗’s then the resulting pattern is ambiguous since a 2-by-2 block of ∗’s could have rank 1 or 2. If it has rank 1, then
both entries become 0’s and if it has rank 2, then the ﬁrst becomes a 0 and the second a ∗. We shall call these ambiguous
entries. For each of these q ambiguous entries, we must look at the minimum rank of the pattern when that entry is a ∗
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and when it is a 0. So, there are 2q possible patterns, and we must take the minimum of the minimum ranks of each of
these patterns, add one, and that is mr(P ). Thus, in order for mr(P ) to equal k, minimr(Pi) must be k − 1 (=k − 1).
In [1,2] the square patterns with given mr that imply mr = MT are determined with two exceptions. In the following
table from [1], let a Y (= “yes”) indicate that t (m, n, k)=k and let an N (= “no”) indicate that t (m, n, k)< k. The rows
in the table represent the values of k. The arrows indicate that the Y’s and N’s continue in that direction indeﬁnitely.
m = n
1 2 3 4 5 6 7 8 9 10 . . .
1 Y Y Y Y Y Y Y Y Y Y →
2 Y Y Y Y Y Y Y Y Y →
3 Y Y Y Y Y Y Y Y →
4 Y Y ? N N N N →
5 Y ? N N N ↓→ →
6 Y N N N ↓→ →
7 Y N N ↓→ →
8 Y N ↓→ →
. . . ..
This table shows how the question was resolved for all square patterns except for t (6, 6, 4) and t (6, 6, 5). Form=n4,
there are sufﬁciently few possible patterns that they may be analyzed exhaustively to answer the question. In addition,
the tedious proof [2] of the 4, 5 cell has not appeared. We complete this table and extend it to the rectangular case using
the ideas we have mentioned. The two remaining cells are both Y’s. In those cases, and 4, 5, we have two different
kinds of proofs, one more computational, but shorter. We give examples of both kinds of reasoning.
3. Resolution of 5, n, 4; n5
Our purpose here is to show that any 5-by-n pattern, n5, with minimum rank 4 must have a 4-triangle. By
transposition we actually consider n-by-5 patterns, and we assumewithout loss of generality that the pattern is standard.
If we suppose that mr=4, then by Lemma 2.1, there must be at least one rowwith exactly two nonzeros; by the standard
assumption, no row can have fewer. If we further assume no 4-triangle present, then by Lemma 2.2, no 2-by-2 zero
block can appear. Our strategy is the following, how many distinct rows may be present meeting all the mentioned
requirements. If, in every possible maximal such conﬁguration, minimum rank is only 3, then there can be no 5-by-n
pattern with mr = 4 and MT = 3 and the desired theorem is proven.
It turns out that only two maximal conﬁgurations need be considered, one with two rows with just two nonzeros (and
11 rows altogether), and the other with just one such row (and 13 rows altogether). Three or more distinct such rows
would result in a 2-by-2 zero block. The two conﬁgurations, up to permutation, are
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗ 0 0 ∗ 0
0 ∗ 0 0 ∗
0 0 ∗ ∗ ∗
∗ 0 ∗ 0 ∗
∗ ∗ ∗ 0 0
0 ∗ ∗ ∗ 0
∗ ∗ ∗ ∗ 0
∗ 0 ∗ ∗ ∗
∗ ∗ 0 ∗ ∗
0 ∗ ∗ ∗ ∗
∗ ∗ ∗ 0 ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗ 0 0 ∗ ∗
0 ∗ 0 ∗ ∗
0 0 ∗ ∗ ∗
∗ ∗ 0 0 0
0 ∗ ∗ 0 ∗
0 ∗ ∗ ∗ 0
∗ 0 ∗ 0 ∗
∗ 0 ∗ ∗ 0
∗ ∗ ∗ ∗ 0
∗ ∗ ∗ 0 ∗
∗ ∗ 0 ∗ ∗
∗ 0 ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Using the Schur complement approach mentioned in Section 2, rank 3 matrices were computed in each case.
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They are
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 1 0
0 1 0 0 1
0 0 1 1 1
1 0 −1 0 −1
1 1 −1 0 0
0 −1 1 1 0
1 −1 1 2 0
1 0 1 2 1
1 1 0 1 1
0 1 1 1 2
1 2 −1 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 1 1
0 1 0 1 1
0 0 1 1 −1
1 −1 0 0 0
0 1 −1 0 2
0 1 1 2 0
1 0 1 0 2
1 0 1 2 0
1 1 2 4 0
2 −2 1 0 −2
1 1 0 2 2
1 0 2 3 −1
0 1 2 3 −1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
This proves the following
Theorem 3.1. Any 5-by-n pattern of minimum rank 4 contains a 4-triangle; i.e. t (5, n, 4) = 4 for all n5.
A more combinatorial proof, examining several possibilities may also be given. Elements of such a strategy will be
needed in the next section.
4. Resolution of 6, n, 5; n6
Next we address the question: Given a 6-by-n pattern P with mr(P ) = 5, is there necessarily a 5-triangle? If not, we
want to construct an example: a 6-by-n pattern, P, with MT(P ) = 4 and mr(P ) = 5. If MT(P ) = 4, then there can be
no (3:1) pattern as a sub-pattern, since we may assume the pattern is semi-standard and this would imply that there is
a 5-triangle. Again, we will begin with the upper bound from Lemma 2.1.
In this problem m = 6 and mr(P ) = 5. Solving for c1 gives c12, which means that there must be at least one
column with at most two ∗’s and consequently, at least four zeros. Since we may assume an example is semi-standard,
a column of six zeros is ruled out. If there is an example with ﬁve zeros in a column then we may assume it looks like
P =
⎡
⎢⎢⎢⎢⎢⎣
∗ ? ? . . . ? ?
0
0
0 P1
0
0
⎤
⎥⎥⎥⎥⎥⎦
in which P1 is 5-by-(n-1). From Section 3, when P1 is a 5-by-(n-1) pattern, mr(P1) = MT(P1). Therefore, mr(P ) =
MT(P ), which means that a pattern with ﬁve zeros in a column will not lead to an example. If there is a 6-by-n pattern,
P, such that MT(P )= 4 and mr(P )= 5, then it must have at least one column with two ∗’s and four zeros. Since there
are two ∗’s in each line, we may assume that the pattern is a standard pattern.
Using Lemma 2.1 heavily, we now analyze the remaining possible 6-by-n patterns P; assuming MT(P ) = 4, while
mr(P ) = 5. We may assume P appears as
P =
⎡
⎢⎢⎢⎢⎢⎣
∗ ? ? . . . ? ?
∗ ? ? . . . ? ?
0
0 P1
0
0
⎤
⎥⎥⎥⎥⎥⎦ .
After reduction, the bottom right 5-by-(n-1) pattern must have minimum rank 4. This means that it must contain a
4-triangle for each possible conﬁguration of ?’s, without P itself containing a 5-triangle.
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We ﬁrst note that if there exists a 6-by-n pattern of the form P, with 5=mr(P )>MT(P ), then there must be at least
one [0 0]T column in rows 1 and 2. If there were no such column, then after reduction we would have a pattern of the
form: ⎡
⎢⎢⎢⎢⎢⎢⎢⎣
∗ ∗ . . . ∗ 0 . . . 0 ∗ . . . ∗
0 ? . . . ? ∗ . . . ∗ ∗ . . . ∗
0
0 P2
0
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
The ﬁrst row of the remaining 5-by-5 pattern has no unambiguous zeros after reduction, so this part of the 4-triangle
that we are trying to construct in the bottom right 5-by-5 pattern:⎡
⎣0 00 0
0 ∗
⎤
⎦
must occur in the last four rows of the original pattern. However, this sub-pattern will match up with three zeros in
column 1 of the original pattern to form a (3:1) pattern, so that the assumed standard original pattern would have had
a 5-triangle.
Thus, there must be [0 0]T columns and we permute all of them to the last columns of rows 1 and 2. Then, after
using the nonzero in the (1, 1) position to eliminate the nonzero in the (2, 1) position we will be left with ?’s, ∗’s, and
0’s. For all possible choices of ∗ and 0 for the ?’s, we must ﬁnd a 4-triangle in the last ﬁve rows, one of which must
be (original) row 2. First, we will use just one of the zeros obtained from one of these [0 0]T columns after reduction
as one of the key zeros in the 4-triangle we are attempting to ﬁnd. Without loss of generality, we may use the [0 0]T
column in column n. A 4-triangle has three key zeros in the same column, so we will assume that two other key zeros
exist in that column as well. We are then free to permute these other two key zeros in that column to entries (3, n) and
(4, n). A 4-triangle also has a 2-by-2 zero block, so we must place two other key zeros in another column of rows 3
and 4. Call these the fourth and ﬁfth key zeros. We next see that the fourth and ﬁfth key zeros of this 4-triangle cannot
occur in the same column as an unambiguous entry.
A 6-by-n pattern can have indeﬁnitely many [0 ∗ ]T and [∗ 0]T columns in rows 1 and 2, but, without loss of
generality, we may analyze the following pattern with one of each:
⎡
⎢⎢⎢⎢⎢⎣
∗ 0 ∗ 0
∗ ∗ 0 0
0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ ∼
⎡
⎢⎢⎢⎢⎢⎣
∗ 0 ∗ 0
0 ∗ ∗ 0
0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ .
We must use the zero in entry (2, 4) of the reduced pattern on the right as one of the key zeros in the 4-triangle we are
constructing. A 4-triangle has a column with three zeros, so this zero must be one of them. Additionally, there must
be a 2-by-2 zero block in order to have a 4-triangle, so there must be two more key zeros in the same column, and
in the same rows as these other two key zeros. The fourth and ﬁfth key zeros can be in the following locations, after
permuting the other two key zeros in column 4 to entries (3, 4) and (4, 4).
* 0 * 0 * 0 * 0
* * 0 0 0 * * 0
0 0 0 ~ 0 0 0
0 0 0 0 0 0
0 0
0 0
.
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In this event, in rows 2–4 and columns 1, 3, and 4 of the original pattern there is a (3:1) pattern, so the original pattern
must have a 5-triangle since it is assumed standard. Alternatively, if we have
* 0 * 0 * 0 * 0
* * 0 0 0 * * 0
0 0 0 ~ 0 0 0
0 0 0 0 0 0
0 0
0 0 .
then in rows 1, 3, and 4 and columns 1, 2, and 4 of the original pattern there is a (3:1) pattern, so the assumed standard
original pattern must have a 5-triangle. Since this applies to any [0 ∗ ]T and [∗ 0]T columns, the claim is proven.
If we use exactly one [0 0]T column in rows 1 and 2 to construct a 4-triangle, then the fourth and ﬁfth key zeros of
this 4-triangle cannot occur in the same column as an ambiguous entry.
A 6-by-n pattern can have indeﬁnitely many [∗ ∗ ]T columns in rows 1 and 2, but, without loss of generality, we
may analyze the following pattern with only one:⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 0 ∗ 0
∗ ∗ ∗ ∗ 0 0
0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ ∼
⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 0 ∗ 0
0 ? ∗ ∗ ∗ 0
0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ .
In order for mr(P ) to be 5, the minimum rank of the bottom right 5-by-5 pattern on the right must be 4 for all choices
of the ? (0 and ∗). When the ? is a ∗, we can have the following arrangement, since the fourth and ﬁfth key zeros cannot
occur in the same column as an unambiguous entry as discussed previously.⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 0 ∗ 0
∗ ∗ ∗ ∗ 0 0
0 0 0
0 0 0
0
0
⎤
⎥⎥⎥⎥⎥⎦ ∼
⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 0 ∗ 0
0 ∗ ∗ ∗ ∗ 0
0 0 0
0 0 0
0
0
⎤
⎥⎥⎥⎥⎥⎦ .
Entries (5, 6) and (6, 6) must be ∗’s since otherwise we would have a column with zero or one ∗ which we already
know will not lead to an example. Then, entries (5, 2) and (6, 2) must be ∗’s or else there would be a (3:1) pattern as a
sub-pattern of the original pattern and, consequently, a 5-triangle. So, we now have⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 0 ∗ 0
∗ ∗ ∗ ∗ 0 0
0 0 0
0 0 0
0 ∗ ∗
0 ∗ ∗
⎤
⎥⎥⎥⎥⎥⎦ ∼
⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 0 ∗ 0
0 ∗ ∗ ∗ ∗ 0
0 0 0
0 0 0
0 ∗ ∗
0 ∗ ∗
⎤
⎥⎥⎥⎥⎥⎦ .
This is the only way to construct a 4-triangle when the ? is a ∗. However, when it is a zero, we have the following
pattern:⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 0 ∗ 0
∗ ∗ ∗ ∗ 0 0
0 0 0
0 0 0
0 ∗ ∗
0 ∗ ∗
⎤
⎥⎥⎥⎥⎥⎦ ∼
⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 0 ∗ 0
0 0 ∗ ∗ ∗ 0
0 0 0
0 0 0
0 ∗ ∗
0 ∗ ∗
⎤
⎥⎥⎥⎥⎥⎦ .
Now, columns 1 and 5 of the bottom right 5-by-5 pattern are duplicates of each other, so we may delete one of them.
Without loss of generality, delete the one on the left. Since we need a column with two matching 0’s to build our
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4-triangle, and by prior argument this cannot be a column with unambiguous entries, we must use an original [∗ ∗ ]T
column. Since any such column may be deleted, it is not possible to ﬁnd the 4-triangle this way, verifying the claim.
Next, we will consider what happens when we use exactly two of the zeros obtained from these [0 0]T columns,
after reduction, as two of the key zeros in the 4-triangle we are attempting to construct. Without loss of generality, we
may use the [0 0]T in columns (n− 1) and n. These two 0’s must lie in the 2-by-2 zero block of the desired 4-triangle;
so we must place two other key zeros in the same row and in columns (n− 1) and n. We are free to permute these other
two key zeros to entries (3, (n − 1)) and (3, n). Then there must be a ﬁfth key zero somewhere in row 3.
We next see that the ﬁfth key zero cannot occur in the same column as an unambiguous entry.
A 6-by-n pattern can have indeﬁnitely many [0 ∗ ]T and [∗ 0]T columns in rows 1 and 2, but, without loss of
generality, we may analyze the following pattern with one of each:
⎡
⎢⎢⎢⎢⎢⎣
∗ 0 ∗ 0 0
∗ ∗ 0 0 0
0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ ∼
⎡
⎢⎢⎢⎢⎢⎣
∗ 0 ∗ 0 0
0 ∗ ∗ 0 0
0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ .
We must use the zeros in entries (2, 4) and (2, 5) of the reduced pattern on the right as two of the key zeros in the
4-triangle we are constructing. The two 0’s in row 2 must lie in the 2-by-2 zero block of the desired 4-triangle, so that
there must be two more key zeros in the same row and in columns 4 and 5. The ﬁfth key zero can be in the following
locations after permuting the other two key zeros to entries (3, 4) and (3, 5).
* 0 * 0 0 * 0 * 0 0
* * 0 0 0 0 * * 0 0
0 0 0 0 ~ 0 0 0 0
0 0
0 0
0 0 .
Notice that, in the ﬁrst case, in rows 1–3 and columns 3–5 of the original pattern there is a (3:1) pattern, so the original
pattern must have a 5-triangle since it is assumed standard.
* 0 * 0 0 * 0 * 0 0
* * 0 0 0 0 * * 0 0
0 0 0 0 ~ 0 0 0 0
0 0
0 0
0 0 .
In the second case in rows 1–3 and columns 2, 4, and 5 of the original pattern there is a (3:1) pattern, so the assumed
standard original pattern must have a 5-triangle. Since this applies to any [0 ∗ ]T and [∗ 0]T columns, the claim is
veriﬁed.
We also see that the ﬁfth key zero cannot occur in the same column as an ambiguous entry.
A 6-by-n pattern can have indeﬁnitely many [∗ ∗ ]T columns in rows 1 and 2, but, without loss of generality, we
may analyze a pattern with only one:
⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 ∗ 0 0
∗ ∗ ∗ 0 0 0
0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ ∼
⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 ∗ 0 0
0 ? ∗ ∗ 0 0
0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ .
1646 C.R. Johnson, J.A. Link / Discrete Applied Mathematics 156 (2008) 1637–1651
In order for mr(P ) to be 5, the minimum rank of the bottom right 5-by-5 pattern on the right must be 4 for all choices
of the ? (0 and ∗). When the ? is a ∗, we can have the following arrangement since the ﬁfth key zero cannot occur in
the same column as an unambiguous entry.⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 ∗ 0 0
∗ ∗ ∗ 0 0 0
0 0 0 0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ ∼
⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 ∗ 0 0
0 ∗ ∗ ∗ 0 0
0 0 0 0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ .
Entries (3, 3) and (3, 4) must be ∗’s since otherwise we would have a (3:1) pattern in the original pattern. So, we now
have ⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 ∗ 0 0
∗ ∗ ∗ 0 0 0
0 0 ∗ ∗ 0 0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ ∼
⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 ∗ 0 0
0 ∗ ∗ ∗ 0 0
0 0 ∗ ∗ 0 0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ .
This is the only way to construct a 4-triangle when the ? is a ∗. However, when it is a zero, we have the following
pattern:⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 ∗ 0 0
∗ ∗ ∗ 0 0 0
0 0 ∗ ∗ 0 0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ ∼
⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 ∗ 0 0
0 0 ∗ ∗ 0 0
0 0 ∗ ∗ 0 0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ .
Now, rows 1 and 2 of the bottom right 5-by-5 reduced pattern are duplicates of each other, so we may delete one of
them. Delete the top one. This means that we must use the last four rows to build a 4-triangle, but we cannot do this
without matching this 4-triangle with four zeros and a ∗ in column 1 to make a 5-triangle in the original pattern. No
matter how many [∗ ∗ ]T, [0 ∗ ]T, and [∗ 0]T columns there are, we will always end up with rows 1 and 2 identical
for some choice of the ?’s. Thus, the claim is veriﬁed.
We next see that there can be no more than two [0 0]T columns in rows 1 and 2.
Suppose that there are at least three such columns, then we may analyze the following pattern, which covers all
possibilities:⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 ∗ 0 0 0
∗ ∗ ∗ 0 0 0 0
0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ ∼
⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 ∗ 0 0 0
0 ? ∗ ∗ 0 0 0
0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ .
If we use just one or two of the zeros in the second row after reduction to construct a 4-triangle, then this case is ruled
out by prior observations. So, we must use all three zeros which means that we must have two zeros and a ∗ occurring
in one of the last four rows and the last 3 columns in order to have a 4-triangle. Clearly, in whichever row this occurs,
the original pattern contains a (3:1) pattern, since the last four rows are unchanged by reduction.
Theorem 4.1. Any 6-by-n pattern P , with mr(P ) = 5, must contain a 5-triangle.
Proof. After ruling out ﬁve and six zeros in a column, we are left with the pattern P displayed at the beginning of this
section.
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There must be one or two [0 0]T columns in rows 1 and 2 and we may permute them to the last column(s). To build
the 4-triangle in the pattern after reduction, there must be either:
1. Two key zeros in the last column and two more key zeros in the same column and in the same rows as these two
key zeros. However, this second set of two key zeros cannot occur in the same column as an ambiguous entry nor
in the same column as an unambiguous entry, so ﬁnding a 4-triangle is impossible without there being a 5-triangle
in the original pattern, or
2. Two key zeros in the same row of columns 5 and 6 and a ﬁfth key zero in that same row. However, this ﬁfth key
zero cannot occur in the same column as an ambiguous entry or in the same column as an unambiguous entry. This
makes ﬁnding a 4-triangle impossible without there being a 5-triangle in the original pattern. 
This resolves as a Y the missing entry in the 5, 6 position of the table mentioned in Section 2.
We note that Theorem 4.1 could also be proven by the computational approach used in Section 3, but the reduction
to a ﬁnite list of patterns appears as complex as the proof given here.
5. Resolution of 6, n, 4; n6
Next, we will show that any 6-by-n pattern with minimum rank 4 must contain a 4-triangle. We may assume, without
loss of generality, that the pattern is standard. If we suppose that mr = 4, then by Lemma 2.1, there must be at least
one column with at least three 0’s. By the standard assumption, there cannot be ﬁve or six, so there are two cases:
patterns with four 0’s in a line, and patterns with three. If we further assume no 4-triangle present, then by Lemma 2.2,
no 2-by-2 zero block can appear. We will begin with similar logic to Section 4 to rule out the possibility of a 6-by-n
pattern with mr= 4 and four 0’s in a line not containing a 4-triangle. Then we shall use a comparable strategy to that of
Section 3 to rule out the possibility of a 6-by-n pattern with mr = 4 and three 0’s in a line not containing a 4-triangle.
We will ﬁrst consider patterns such as
P =
⎡
⎢⎢⎢⎢⎢⎣
∗ ? ? . . . ? ?
∗ ? ? . . . ? ?
0
0 P1
0
0
⎤
⎥⎥⎥⎥⎥⎦ .
After reduction, there must be a 3-triangle in each of the bottom right 5-by-(n -1) patterns since we want mr(Pi) = 3
and we know that t (5, n− 1, 3)= 3. If it is possible to build a 3-triangle in each Pi without a 4-triangle in P, then there
must be one and only one [0 0]T column in rows 1 and 2. If there are none of these, then the ﬁrst row of Pi is all ∗’s
for some choice of the ?’s (when each one is a ∗). This requires us to build the 3-triangle in the last 4 rows of P, but
this 3-triangle will match up with three 0’s and a ∗ in column 1 to form a 4-triangle in P which is not allowed. Clearly,
if there were more that one [0 0]T column, there would be a 2-by-2 zero block implying a 4-triangle by our standard
pattern assumption. We will permute this [0 0]T column to the last column. Then we must use this single unambiguous
0 as one of the key 0’s in the 3-triangle we are trying to ﬁnd. A 3-triangle has two 0’s in the same column, so this single
unambiguous 0 must be one of them. We are then free to permute the other one to entry (3, n).
Now there must be another 0 in row 3 to complete the construction of our 3-triangle. This third key 0 could go in
the same column as a [∗ ∗ ]T, [0 ∗ ]T, or [∗ 0]T column of rows 1 and 2. Here is a pattern with one of each of these
possibilities:⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 ∗ 0
∗ ∗ ∗ 0 0
0 0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ ∼
⎡
⎢⎢⎢⎢⎢⎣
∗ ∗ 0 ∗ 0
0 ? ∗ ∗ 0
0 0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ .
Putting this third key 0 in entry (3, 4) above yield a 2-by-2 zero block, as does placing it in entry (3, 3). This holds for
indeﬁnitely many [0 ∗ ]T and [∗ 0]T columns, so there must be ∗’s in every entry of row 3 that are in the same column
as the [0 ∗ ]T and [∗ 0]T columns of rows 1 and 2. This results in rows 1 and 2 of the bottom right 5-by-(n -1) pattern
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being identical for each [0 0]T, [0 ∗ ]T, and [∗ 0]T column. Since there must be a 3-triangle for all choices of the ?’s,
we will look at the case where the choices are identical to the entries in the same columns of row 3. This will result in
duplicate rows (1 and 2 of the 5-by-(n − 1) pattern). We may delete one of these rows since mr will not decrease and
by choosing to delete row 1, we are forced to construct a 3-triangle in the last four rows of P. However, this 3-triangle
will match three 0’s and a ∗ in column 1 creating a 4-triangle in the original pattern. So, it is impossible to build a
3-triangle in the 5-by-(n − 1) pattern without a 4-triangle in the original pattern implying that a 6-by-n pattern with
four 0’s in a column will not lead to an example of a pattern with 4 = mr>MT.
Now we will use the strategy from Section 3. How many distinct rows may be present meeting all the mentioned
requirements? If, in every possible maximal such conﬁguration, mr=3, then there can be no 6-by-n pattern with mr=4
and MT = 3. We are again considering the transpose, so an n-by-6 pattern and it turns out that there are ﬁve maximal
conﬁgurations that need to be considered: one with four rows with three 0’s each (and 13 altogether); one with three
rows with three 0’s each (and 15 altogether); two with two rows with two 0’s each (and 17 altogether); and one with
one row with three 0’s (and 19 altogether). Five or more distinct rows would result in a 2-by-2 zero block. The ﬁve
conﬁgurations, up to permutation are
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗ 0 0 ∗ ∗ 0
0 ∗ 0 ∗ 0 ∗
0 0 ∗ 0 ∗ ∗
0 ∗ ∗ ∗ ∗ 0
∗ 0 ∗ ∗ 0 ∗
∗ ∗ 0 0 ∗ ∗
∗ ∗ ∗ ∗ ∗ 0
∗ ∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗ ∗
∗ ∗ 0 ∗ ∗ ∗
∗ 0 ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗ 0 0 ∗ ∗ ∗
0 ∗ 0 0 ∗ ∗
0 0 ∗ ∗ ∗ 0
∗ ∗ ∗ 0 0 0
0 ∗ ∗ ∗ 0 ∗
∗ 0 ∗ 0 ∗ ∗
∗ 0 ∗ ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ ∗ 0
∗ ∗ ∗ ∗ ∗ 0
∗ ∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗ ∗
∗ ∗ 0 ∗ ∗ ∗
∗ 0 ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗ ∗ 0 ∗ 0 0
0 0 ∗ 0 ∗ ∗
0 ∗ 0 ∗ ∗ ∗
0 ∗ ∗ ∗ 0 ∗
0 ∗ ∗ ∗ ∗ 0
∗ 0 0 ∗ ∗ ∗
∗ 0 ∗ ∗ 0 ∗
∗ 0 ∗ ∗ ∗ 0
∗ ∗ 0 0 ∗ ∗
∗ ∗ ∗ 0 0 ∗
∗ ∗ ∗ 0 ∗ 0
∗ ∗ ∗ ∗ ∗ 0
∗ ∗ ∗ ∗ 0 ∗
∗ ∗ 0 ∗ ∗ ∗
∗ ∗ ∗ 0 ∗ ∗
∗ 0 ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗ ∗ ∗ 0 0 0
0 0 ∗ ∗ ∗ 0
0 ∗ 0 ∗ ∗ ∗
0 ∗ ∗ 0 ∗ ∗
0 ∗ ∗ ∗ 0 ∗
∗ 0 0 ∗ ∗ ∗
∗ 0 ∗ 0 ∗ ∗
∗ 0 ∗ ∗ 0 ∗
∗ ∗ 0 0 ∗ ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ ∗ 0
∗ ∗ ∗ ∗ ∗ 0
∗ ∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗ ∗
∗ ∗ 0 ∗ ∗ ∗
∗ 0 ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗ 0 0 ∗ ∗ ∗
0 ∗ 0 ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗
0 ∗ ∗ 0 ∗ ∗
0 ∗ ∗ ∗ 0 ∗
0 ∗ ∗ ∗ ∗ 0
∗ 0 ∗ 0 ∗ ∗
∗ 0 ∗ ∗ 0 ∗
∗ 0 ∗ ∗ ∗ 0
∗ ∗ 0 0 ∗ ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ ∗ 0
∗ ∗ ∗ ∗ ∗ 0
∗ ∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗ ∗
∗ ∗ 0 ∗ ∗ ∗
∗ 0 ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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Using the Schur complement approach mentioned in Section 2, rank 3 matrices were computed in each case. They are
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 1 1 0
0 1 0 1 0 1
0 0 1 0 1 −1
0 1 1 1 1 0
1 0 −1 1 0 1
1 −1 0 0 1 −1
1 1 1 2 2 0
1 1 −1 2 0 2
1 −1 −2 0 −1 1
1 1 0 2 1 1
1 0 1 1 2 −1
0 1 2 1 2 −1
1 −1 −1 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 2 1 1
0 1 0 0 −1 1
0 0 1 1 1 0
1 −1 −2 0 0 0
0 1 1 1 0 1
1 0 −2 0 −1 1
1 0 −1 1 0 1
1 1 0 2 0 2
1 −1 0 2 2 0
1 −1 −1 1 1 0
1 2 1 3 0 3
1 1 −2 0 −2 2
1 2 0 2 −1 3
1 0 1 3 2 1
0 1 2 2 1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −1 0 1 0 0
0 0 1 0 1 1
0 1 0 1 2 1
0 1 −2 1 0 −1
0 1 −1 1 1 0
1 0 0 2 2 1
1 0 −2 2 0 −1
1 0 −1 2 1 0
1 −2 0 0 −2 −1
1 −2 2 0 0 1
1 −2 1 0 −1 0
1 1 −2 3 2 0
1 1 −4 3 0 −2
1 1 0 3 4 2
1 −2 3 0 1 2
1 0 1 2 3 2
0 1 1 1 3 2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 2 0 0 0
0 0 1 1 1 0
0 1 0 −1 1 1
0 1 1 0 2 1
0 1 −1 −2 0 1
1 0 0 −1 −3 −1
1 0 1 0 −2 −1
1 0 3 2 0 −1
1 −1 0 0 −4 −2
1 3 0 −4 0 2
1 1 0 −2 −2 0
1 1 1 −1 −1 0
1 2 1 −2 0 1
1 2 3 0 2 1
1 2 0 −3 −1 1
1 0 2 1 −1 −1
0 1 2 1 3 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 1 1 1
0 1 0 −3 −3/2 −1/2
0 0 1 −4 −1 1
0 1 −3/4 0 −3/4 −5/4
0 1 −3/2 3 0 −2
0 1 1/2 −5 −2 0
1 0 1/4 0 3/4 5/4
1 0 1 −3 0 2
1 0 −1 5 2 0
1 1/3 0 0 1/2 5/6
1 2/3 0 −1 0 2/3
1 2 0 −5 −2 0
1 4 1 −15 −6 0
1 2 −2 3 0 −2
1 −1 1 0 3/2 5/2
1 1 0 −2 −1/2 1/2
1 0 2 −7 −1 3
0 1 1 −7 −5/2 1/2
1 1 −1/2 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
This proves the following:
Theorem 5.1. Any 6-by-n pattern of minimum rank 4 contains a 4-triangle; i.e. t (6, n, 4) = 4 for all n6.
6. The table: m, n, k
The table in Section 2 only gives us information about square patterns, but what about nonsquare patterns? In this
chapter, we will gather all of the information from the remainder of this analysis and attempt to construct a three-
dimensional array (broken into several two-dimensional arrays for easy viewing) which has a Y (= “yes”) in position
(m, n, k) if t (m, n, k) = k, an N (= “no”) if t (m, n, k)< k and is left blank if the value of k exceeds either of the
dimensions of the pattern. From [1] we know that for any m, n3, t (m, n, 3) = 3 and if mn, then t (m, n,m) = m.
With this information and the results of previous chapters we may construct this table one slice at a time where each
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slice will have a different value of k and the rows of each slice will represent m and the columns, n.
k = 1 k = 2 k = 3
1 2 3 4 . . . 1 2 3 4 . . . 1 2 3 4 . . .
1 Y Y Y Y → 1 → 1 →
2 Y Y Y Y → 2 Y Y Y → 2 →
3 Y Y Y Y → 3 Y Y Y → 3 Y Y →
4 Y Y Y Y → 4 Y Y Y → 4 Y Y →
. . . ↓ ↓ ↓ ↓ ↓→ . . . ↓ ↓ ↓ ↓ ↓→ . . . ↓ ↓ ↓ ↓ ↓→
k = 4 k = 5 k = 6
4 5 6 7 . . . 5 6 7 8 . . . 5 6 7 8 . . .
4 Y Y Y Y → 4 → 5 →
5 Y Y Y Y → 5 Y Y Y Y → 6 Y Y Y →
6 Y Y Y Y → 6 Y Y Y Y → 7 Y N N →
7 Y Y Y N → 7 Y Y N N → 8 Y N N →
8 Y Y Y N → 8 Y Y N N → 9 Y N N →
. . . ↓ ↓ ↓ ↓ ↓→ . . . ↓ ↓ ↓ ↓ ↓→ . . . ↓ ↓ ↓ ↓ ↓→
This pattern (a matrix with Y’s in row and column k, N’s below and to the right of these Y’s and blanks above and
to the left of them) continues for all k7, so we now have a complete table for all m-by-n patterns with minimum
rank k. Perhaps after ﬁguring out the smallest values for m and n where there is a jump of distance j, a new table may
be created with that information as well. There are many directions in which to head in order to better understand the
mystery that is minimum rank.
7. If MT(P )< 3, then mr(P )=MT(P )
We now are able to characterize the triangle sizes that require mr(P )=MT(P ). WhenMT(P )=1, then P (a standard
pattern) must be an all ∗ pattern since any 0 would have a ∗ in the same row and a ∗ in the same column resulting in a
2-triangle. A matrix of this pattern with all entries the same is a rank 1 matrix, so MT(P ) = 1 implies mr(P ) = 1.
When MT(P )=2, then P (a standard pattern) cannot have two 0’s in the same line, as this would imply the existence
of a 3-triangle from Lemma 2.2. Since a standard pattern cannot have all ∗ lines, it must be that P has exactly one zero
in each line. This requires that P be square and that its 0’s occupy the positions of 1’s in a permutation matrix. Thus, P
is permutation equivalent to⎡
⎢⎢⎢⎢⎢⎣
0
0 ∗
0
..
∗ 0
0
⎤
⎥⎥⎥⎥⎥⎦ .
By the lower bound, mr(P )2=MT(P ) and by the upper bound mr(P )n+1− (n−1)=2. So MT(P )=2 implies
mr(P ) = 2.
F4 proves that MT(P ) = 3 does not imply that mr(P ) = 3 since MT(F4) = 3 and mr(F4) = 4.
8. Further questions
1. Besides patterns that are symmetries of the pattern of the projective plane of order 2 or its complement, are there
7-by-7 patterns with MT = 3 or 4 and mr = 4 or 5, respectively; i.e. are those examples unique? We know that F4
has the maximum number of zeros among 7-by-7 standard patterns without a 4-triangle (and any pattern with this
number of zeros, MT = 3, and mr = 4 is equivalent to F4). But, could there be examples with fewer 0’s?
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2. How many 7-by-7 patterns are there with MT 3, 4, or 5 and mr 4, 5, or 6, respectively?
3. Is there an easier way to tell when there is a totally nonzero solution to the Schur complement equation?
4. We know that MT(P )= 3 does not imply that mr(P )= 3 since MT(F4)= 3 and mr(F4)= 4. This is a discrepancy,
or jump, of distance one. When does the ﬁrst jump of distance two occur (i.e. does there exist a pattern with MT=3
and mr= 5 and if so, what are the dimensions of the smallest pattern with this property)? What about the ﬁrst jump
of distance three? What about the ﬁrst jump of distance j4?
5. Another interpretation of a jump is a pattern with MT k and mr (k + j) where j is the distance of the jump. For
instance, when j = 1, the ﬁrst jump occurs in the pattern F4 since MT(F4) = 3 and mr(F4) = 3 + 1 = 4. There is
an upper bound for a jump of distance j since we may direct sum j F4 patterns into a block diagonal pattern P and
calculate MT(P ) = 3j and mr(P ) = 4j . However, what are the dimensions of the pattern where these jumps ﬁrst
occur? The answer is at most 7j .
6. Since mr(F4)= 3 when the reals are replaced by GF2, it is natural to ask for which patterns there can be a disparity
between mr and MT for every ﬁeld. We know that there are 7-by-7 patterns for which mr = 6 and MT = 5, such
that the disparity remains over GF2.
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