Network inference is advancing rapidly, and new methods are proposed on a regular basis. Understanding the advantages and limitations of different network inference methods is key to their effective application in different circumstances. The common structural properties shared by diverse networks naturally pose a challenge when it comes to devising accurate inference methods, but surprisingly, there is a paucity of comparison and evaluation methods. Historically, every new methodology has only been tested against gold standard (true values) purposedesigned synthetic and real-world (validated) biological networks. In this paper we aim to assess the impact of taking into consideration topological and information-theoretic complexity aspects in the evaluation of the final accuracy of an inference procedure. Specifically, we will compare the best inference methods, in both graph-theoretic and information-theoretic terms, for preserving topological properties and the original information content of synthetic and biological networks. New methods for performance comparison are introduced by borrowing ideas from gene set enrichment analysis and by applying concept from algorithmic complexity. Experimental results show that no individual algorithm outperforms all others in all cases, and that the challenging and non-trivial nature of network inference is evident in the struggle of some of the algorithms to turn in a performance that is better than random guesswork. Therefore special care should be taken to suit the method used to the specific purpose. Finally, we show that evaluations from data generated representing different underlying topologies have different signatures that can be used to better choose a network reconstruction method.
Introduction
Many real-world networks, such as complex technological and social networks, belong in the category of so called 'complex networks', and have a number of the properties that govern the formation and evolution of complex networks [23, 1, 2] . Studying biological networks include network analyses, comparisons, modelling, and alignments aimed at discovering a relationship between network topology on one side and biological function, disease, on the other. The accurate inference of networks from biological data is an open challenge and has developed into a broad field of study in the past few years, with the application of ever more sophisticated techniques.
The Dialogue for Reverse Engineering Assessment and Methods (DREAM) challenge [34, 35] has resulted in significant progress. The DREAM challenge aims to fairly compare the strengths and weaknesses of inference methods. Network inference methods have complementary pros and cons under different conditions. Ideally, the validation and interpretation of GRN models must keep pace with new knowledge and experimental data available for modelling, and thus it is important to illustrate all aspects and capacities of a network inference method.
Analogous to genetic sequence comparison, comparing large cellular networks will revolutionize biological understanding. However, comparing large networks is computationally infeasible due to NP-completeness of the underlying sub graph isomorphism problem. Thus, large network analyses and comparisons rely on heuristics, commonly called network parameters or properties. Furthermore our understanding of gene regulatory networks is still only partial [4, 22] .
Generally, researchers produce artificial networks and simulated data for method assessment. Synthetic data do not usually reflect the complexity of a real biological system if no biological prior information is introduced. Although the exact details may differ, most methods of evaluation of network reconstruction consider the sensitivity, specificity, precision, and in some cases, a receiver operating characteristic (ROC) curve to illustrate the performance of a method. The analysis of biological networks has led to the realisation that the architecture of these networks shares many features with other complex networks. They show non-trivial topological properties such as modular structure and long-tail degree distribution [29] .
The common structural properties shared by diverse networks naturally pose a challenge when it comes to devising more accurate inference methods capable of preserving them. Surprisingly there has been no evaluation or comparison of different models from this point of view.
Understanding the advantages and limitations of different network inference methods is necessary for their effective application in specific circumstances. In this paper we address this question, evaluating the similarity between the structural features of a true network and an inferred network. We have chosen 6 different inference algorithms from among the best-performing algorithms in past DREAM challenges. These methods have been studied using statistical performance measures such as the F-score [22] or area under the receiver operator curve (AUROC) [18, 15] . Some other attempts have been made to consider aspects related to the overall properties of the inferred network rather than the specific number of false and true positive/negative edge inference cases [32] .
In this article, we analyse network inference methods employing topological measures and indices, in combination with ensemble data, in order to assess their performance. An effective similarity metric is needed for scoring network inference methods, one which, given two complex networks, evaluates the degree of similarity between their structural features, beyond just looking at individual numbers. We borrow ideas from gene set enrichment analysis (GSEA) [37, 19, 5] to formulate an intelligent method which we offer as a new way to measure the topological similarity of two complex networks. We benchmark them using synthetic transcriptional networks proposed by Mendes et al. [28] using a Hill equation method. These networks consist of 100 "genes" and 200 connections among them with producing in three different topologies: Erdös-Rényi [8] , small world (SW) [38] and scale-free [29] (SF). Mendes et al. have used these networks with well-defined topologies to run in-silico experiments simulating real laboratory gene expression values. We compared ARACNe [25] , CLR (Context Likelihood of Relatedness [9] , GENIE3 [16] , INFERELATOR [11] , TIGRESS [12] and Correlation on the basis of diameter, average shortest path length, clustering and centrality scores.
Methods
Six different network inference algorithms are considered in this study and will be discussed in the following section. Table 2 .1 summarises the differences between the models analyzed.
Network inference methods
Several methods have been proposed for inferring gene regulatory interactions from measured gene expression levels. Approaches employed include Bayesian networks, Boolean models, auto-regressive models, correlation-based models, clustering techniques and differential equation models, among others [10, 26, 6, 18, 24] . Some of them are static, while others take into account the dynamic aspects of the dependencies. Mutual information network inference methods are a class of network inference methods which infer regulatory interactions between genes based on pairwise mutual information. The low computational complexity and the low number of required samples are the main advantages of mutual information based inference methods. We have examined two commonly used state-of-the-art network inference methods based on pairwise mutual information: Algorithm for the Reconstruction of Accurate Cellular Networks, ARACNe [25] and Context Likelihood of Relatedness, CLR [9] . ARACNe is based on an information theoretical approach that uses the concept of Mutual Information, MI, a measure of entropy, to determine the pairwise interaction between nodes by assessing the MI between them. It then applies a data processing inequality (DPI), to eliminate indirect interactions. The CLR algorithm is an extension of the network relevance approach. It is another information theoretic approach and computes the MI between two nodes, comparing it to the empirical background distributions of MI. Regression based network inference methods comprise one of the largest network inference sub-categories, and we have studied 3 of the best regression based methods: GENIE3, TIGRESS and INFERELATOR. GENIE3 or GENIE [16] decomposes the prediction of a regulatory network between p genes into p different regression problems such that in each, the expression pattern of one of the genes may be predicted from the expression patterns of all the other genes, using tree-based ensemble methodsRandom Forests or Extra-Trees. TIGRESS [12] formulates the inference problem as a sparse linear regression problem. It uses least angle regression (LARS) and adds an additional stability selection criterion to assess the significance of nodes in the regression. INFERELATOR uses regression and variable selection to identify transcriptional influences on genes based on the integration of genome annotation and expression data. In addition to these methods, we have used Correlation to reconstruct networks. For Correlation, CLR, GENIE, IN-FERELATOR and TIGRESS, we used the implementations at the Michigan Institute of Technology's Broad Institute [30, 13] . We used an ARACNe implementation in GE Workbench 2.5. 1 [14] . Parameters are always default, set by GenePattern 2.0 or GE Workbench, unless otherwise stated.
The datasets
Benchmarking is important in order to be able to understand the reliability of the reconstructed network. Traditionally, the assessment proceeds by collecting all curated interactions and considering them as true positives, while treating as false positives all predicted interactions between two genes that are not documented in the curated database. Such a method tends to overestimate the false-positive prediction rate while ignoring all new interactions. As a result, methods that merely reproduce current knowledge outperform those that do well at finding new results. To compensate for this, the gold standard networks were selected from among synthetic transcriptional networks proposed by Mendes et al. [27] . These networks with well-defined topologies have been used by them to run in-silico experiments simulating real laboratory micro-array experiments. They consist of 100 genes and are organised either in an Erdös-Rényi (ER), Smallworld (SW) or a scale-free (SF) topology. We have chosen 10 networks from each topology, RND001 to 010, SW001 to 010 and SF001 to 010. The simulated data from these networks have been used as input for network inference methods.
Graph-theoretic assessment method
The performance of network inference methods has traditionally been evaluated using a confusion matrix with respect to the gold standard network, GSN, pro- viding the number of true positives T P , true negatives T N , false positives F P and false negatives F N . The measures in this confusion matrix have the following meaning in the context of this paper: TN refers to an edge that belongs neither to the predicted network nor to the gold standard network; FP is the number of predicted edges that do not belong to the gold standard network; FN is the number of edges in the gold standard that are missing from the predicted network; and TP is the number of correct predictions of an edge in the gold standard network. To quantify network reconstruction performance, we first used receiver operator characteristic (ROC) and precision recall (PR) analysis. We have used a threshold δ for discretisation of edge values, where the weight W i,j for a particular edge is compared with δ. If |W i,j | ≤ δ, the edge e i,j is assumed to be present in the network e i,j ∈ E, and absent otherwise. The resulting network with edge set E is then compared against the gold standard network, and sensitivity, specificity and precision are computed for given δ. This is then repeated by varying δ, and sensitivity is plotted over specificity for different δ in a ROC plot. Finally, the ROC curve can be summarised by computing the area under the curve [18] . As our second approach, we have used the Jaccard coefficient [17] . This commonly used similarity metric measures the probability that the two networks, the gold standard and the inferred network, have common edges, focusing on randomly selected edges in either of the networks.
Topological Indices Enrichment Analysis
We have compared the topological indexes by borrowing ideas from gene set enrichment analysis (GSEA). We call our procedure Topological Indices Enrichment Analysis, TIEA. GSEA is one of the most widely used methods for detecting differentially expressed gene sets. GSEA [19] is a discreet version of the weighted Kolmogorov-Smirnov test, which is applied to a running sum statistic over ranked lists, counting how often elements are or are not in the list of interest. Unlike in the analysis of gene expression data, the sets here were defined not by genes but by nodes from networks, and ranked not based on expression but on the topological index of interest. For TIEA, nodes are first ranked by topological score. Then a "running sum" statistic is calculated for each network, based on the ranks of subsets of nodes in the network, relative to those of non-members. An enrichment score (ES) is defined to be the maximum of the running sum across all nodes, which corresponds to a weighted Kolomogorov-Smirnov statistic. The equation for the calculation of ES for the sorted list was processed from top to bottom, and two running sums, RS N k and RS N k , were computed. RS N k was increased by one each time a node belonged to N k , and RS N k each time a node belonged to the complementary set N k :
Topological indices
A network, graph G, consists of a set of nodes representing biological entities V (G), while the edges E(G) denote relationships between node pairs. Its topological structure is the most basic and direct information available about a network. The architectural features of biological networks can be roughly categorised into three classes: individual, local and global features. Individual features are topological properties associated with only one node, including degree and centrality measures; global features involve all the vertices in networks, while local features are those behaviours that involve part of the network rather than the whole network containing motifs [3] and communities. This paper confines itself to individual features. We focus on the preservation of diameter, average path length, clustering, centrality and degree distributions.
Definition 2.1. The diameter of a network is the largest distance between any two nodes in the network Definition 2.2. The average path length is the average distance between any two nodes in the network.
Average path length is bounded from above by the diameter; in some cases it can be much shorter than the diameter. If the network is not connected, one often checks the diameter and the average path length in the largest component. 
.1 Classical information theory
Central to information theory is the concept of Shannon's information entropy [31] , which quantifies the average number of bits needed to store or communicate a message. Shannon's entropy determines that one cannot store (and therefore communicate) a symbol with n different symbols in less than log(n) bits. Shannon's entropy determines a lower limit below which no message can be further compressed, not even in principle. For an ensemble X(R, p(x i )), where R is the set of possible outcomes (the random variable), n = |R| and p(x i ) is the probability of an outcome in R. The Shannon information content or entropy of X is then given by
The Shannon Entropy (or just entropy) of a graph G is simply defined by
, where G is the random variable with n possible outcomes (all possible adjacency matrices of size |V (G)|). For example, a completely disconnected graph G with all adjacency matrix entries equal to zero has entropy H(A(G)) = 0 (the same for the complete one with all self-loops), because the number of different symbols in the adjacency matrix is 1 (among two possible). However, if a different number of 1s and 0s occur in A(G), then H(A(G)) = 0.
Algorithmic complexity
A more powerful measure of information content and randomness than Shannon entropy, with which to find not only statistical but recursive regularities, is the concept of Kolmogorov complexity [20, 7] -denoted by K.The Kolmogorov complexity of a string s is given by:
that is, the length (in bits) of the shortest program p that when running on a universal Turing machine U outputs s upon halting.
With its great power, K comes also with a technical inconvenience, its semicomputability) nature, i.e. no effective algorithm exists which takes a string s as input and produces the exact integer K(s) as output [20, 7] . This is related to a common problem in computer science known as the undecidability of the halting problem [36] -referring to the ability to know whether or not a computation will eventually stop.
Kolmogorov complexity can be understood in terms of uncompressibility. If an object, such as a biological network, is highly compressible, then K is small and the object is said to be non-random. However, if the object is uncompressible then it is considered algorithmically random. Despite the inconvenience K can be effectively approximated by using, for example, compression algorithms (here we used Compress).
Algorithmic probability
There is another seminal concept in the theory of algorithmic information [33, 21] , is the concept of algorithmic probability. The algorithmic probability of a string s provides the probability that a valid random program p written in bits uniformly distributed produces the string s when run on a universal (prefixfree 1 ) Turing machine U . In equation form this can be rendered as
That is, the sum over all the programs p for which U outputs s and halts. The algorithmic probability measure m(s) is related to Kolmogorov complexity K(s) in that m(s) is at least the maximum term in the summation of programs, given that the shortest program carries the greatest weight in the sum. The algorithmic Coding Theorem [21] further establishes the connection between m(s) and K(s) as follows:
where O(1) is an additive value independent of s. Hence:
One can see then that it is possible to approximate K by approximating m (which is why it is denoted K m ), with the added advantage that m(s) is more sensitive to small objects [39] than the traditional approach to K using lossless compression algorithms, which typically perform poorly for small objects (e.g. small graphs).
Block Decomposition Method
The approach to determining the algorithmic complexity of a graph thus involves considering how often the adjacency matrix of a motif is generated by a random Turing machine on a 2-dimensional array [40] . This is called Block Decomposition Method (BDM) [40] as it requires the partition of the adjacency matrix of a graph into smaller matrices using which we can numerically calculate its algorithmic probability by running a large set of small 2-dimensional deterministic Turing machines, and thence, by applying the algorithmic Coding theorem, its Kolmogorov complexity. See the Supp. Inf. for further details.
We will say that a method has lost c information if C(N ) + c = C(G) or has introduced spurious information if C(N ) − c = C(G) where G is its true information content of the original (e.g. gold standard) network, N is the reconstructed network and C is the evaluation algorithm to assess the information content of the networks (e.g. Shannon entropy, lossless compression or algorithmic complexity via BDM). Notice that C(N ) = C(G) does not imply that N has recovered all the properties of G (in the unlikely case of exact equality).
Results
ARACNe, Basic Correlation and GENIE3 successfully inferred networks from inputs. CRL returned empty networks for all inputs; INFERELATOR broke down due to "zero variance" for the subset of SF networks, but worked for the other sets; TIGRESS returned results only for seven networks in the ER subset.
The AUCROC values for each algorithm and dataset can be seen in 2A. All models turn in performances significantly better than random guesswork, except ARACNe. Despite the significant difference, the magnitude of difference compared to random guessing is not, in the best case, more than 10%. Relative to the datasets ER and SF, the best performer is GENIE3 (or just GENIE), while for SW the best performer is Correlation, but there is no significant difference between GENIE3 and Correlation for SW networks. When we examine the area under the precision recall curve (AUCPR) of the models for the same set of networks, we find that GENIE3 significantly outperforms Correlation (see 2B). This shows the higher number of false positives in the network predicted by Correlation.
It has been shown that most biological networks are scale free networks, yet all methods perform significantly better for SW topology. All in all, ARACNe turns in the worst performance on all network categories. This may be due to the number of arbitrary parameters and the effect of the cutoff values for the network reconstruction which was set to the value that produced the closest number to the number of edges in the gold standard networks (200 edges). Surprisingly, Basic Correlation turns in a performance comparable to other methods in all categories when statistical measures are the parameters being compared.
Then we assessed the Jaccard distance between each GSN and its corresponding inferred network. Figure 1A shows the result. As can be seen, the overall picture remains the same as AUCROC, the topology of the underlying network significantly affects the performance of all methods, and GENIE3 outperforms other methods. Then we have used topological indices to assess all inference methods. We have done this using both enrichment scores and Euclidean distance. An overview of the results has been shown in 2 and in Figures 1B and C. We found discrepancies in the rankings obtained using the 3 approaches. As has been mentioned, ARACNe was the worst performer, but when assessed using a topological index, it was one of the two most effective methods. As another example, prediction by GENIE3 outperforms ARACNe, and it is closest to the GSN if we focus on the shortest path and measure difference using euclidean distance, but ARACNe is better when the clustering coefficient is the parameter being compared.
We then compared all models using our new approach-TIEA. First, we considered hub enrichment scores for all models. For this purpose we selected 10% of the top hub nodes in the GSN and calculated the enrichment score of this set in all prediction models. Of all the methods, we found ARACNe to have the highest median hub enrichment score. GENIE3 got the highest score for SF networks; see 1D. We used the same procedure for the clustering coefficient and diameter of a network. ARACNe's ranking improves dramatically when we use TIEA for evaluation. This shows the power of ARACNe when it comes to capturing the central section of a network. On the other hand, GENEI fares better at predicting the totality of a network. TIEA measures the ability of a model to predict the most important features of a network, such as euclidean distance, by giving equal weight to all nodes. The result has been reported in tables 2 and 3. A comparison of Tables 2 and 3 brings home the importance of picking a model suited to the specific task at hand. The significant differences of methods based on topology motivate us to study the inputs aiming to find indexes for choosing different topological measures. Affymetrix was used in the 30 in-silico networks to be inferred. As it can be seen in 3, there is no significant difference in mean value of input generated from ER and SF network but mean value of input generated from SW networks has significantly lower mean values (paired T test). While there is no significant difference between mean values of input generated from ER and SF, input generated from SF network are distinguishable by the number of outliers. Then we looked at the coefficient of variation (CV) for all 3 types of inputs, input generated from SF have the highest CV (7.895) then input generated from SW network 2.896 and finally input generated from ER network 1.989.
Method under-and over-fitting
Concepts and tools from information theory and algorithmic complexity can be drawn to perform a more general analysis to network profiling [41, 42] . Here we apply these tools in the context of evaluation of network reconstruction methods. In particular because these algorithmic complexity tools are parameter-free so there is no need to focus in a particular local or global graph-theoretic measure but rather on the amount of information lost or the spurious complexity introduced. To this end, we used three different measures, Shannon entropy as applied to the adjacency matrix, algorithmic complexity (by means of approximations with BDM [39, 40] ) and compression (Compress). The results are depicted in Figure 4 . The plot show how much information is lost when reconstructing a network (True-value) with 5 different algorithms for different topologies. There are several interesting observations to be made from the plots. First worth noticing is the significant difference of complexity values for the gold standard networks and their relative order. While for Shannon entropy SW and ER networks have greatest complexity or classical information content, for both BDM and Compress they are of lower complexity or algorithmic information content. This can be understood because synthetic ER networks are actually recursive and not algorithmic random, the same for SW, however to Shannon entropy they do appear random.
But the most salient property in which all the methods are in agreement is the potential loss of information from the reconstructions of ARACNe and Correlation that also do not display significant different values across topologies. This again goes in agreement with the expectation that these two methods should behave in similar ways, because ARACNe is based on mutual information (MI) which in turn is very close in statistical nature to basic correlation.
For example, for both methods it is impossible to reconstruct the edge direction because both MI and correlation are symmetric measures. For SF networks ARACNe the greatest variance, similarly to the graph-theoretic results. In all cases, all methods other than ARACNe and Correlation introduced greater random complexity or information content than that contained in the original networks but showed no significant differences across topologies except for Entropy, which again is not unexpected because no inference method is designed to preserve the algorithmic information content but are rather closely related to measures of entropic nature.
Conclusions
Current efforts aim to understand the individual strengths and weaknesses of various network reconstruction methods by applying them to equal and different data sets. Generally, sensitivity, specificity, precision and the (ROC) curve are calculated to illustrate the performance of a particular approach. However, there are more aspects of network construction that should be taken into consideration. Here we suggest using topological indices to evaluate network inferences, and furthermore we introduce a concept similar to gene set enrichment for network inference evolution. Depending on the ultimate goal, one can use Euclidean distances or TIEA to compare models.
Our new assessment process revealed a new feature of the models: we observed that the performance of a model depended on the topological index. We introduced a graph and information-theoretical perspective on the problem that allows one to study particular substructures of networks and not be limited to studying networks in their entirety. In this paper, several commonly used computational approaches for constructing gene regulatory networks are compared, using both topological and statistical indices.
We have used data produced by synthetic networks to address questions such as the following: Which topologies are best suited for a specific network inference method. Which models work best for predicting specific properties of a network? Obviously, synthetic data cannot reflect the complexity of a real biological system. However, standards are still unavailable for evaluating different inference methods using real biological data. Results obtained using three different datasets show that the overall performance of the models assessed is poor.
There are significant differences in the results obtained with the datasets (ER, SW and SF). In general, we observe that when based on statistical measures, network inference methods could be said to perform better with small world networks, while when based on topological measures, they perform better with SF networks.
A few conclusions can be drawn from this exercise. First, GENIE3 and IN-FERELATOR performed well in constructing the global network, while ARACNe did well in identifying a few connections with high specificity. Surprisingly, Correlation performed well in constructing the global network, doing better than ARACNe and approaching GENIE3. GENIE3 performed well in both respects, but it is not suitable for identifying the hub nodes which can often be of biological interest. ARACNe performed well in identifying the hub genes.
We have shown the input generated from these network has different statistical signatures for example input generated from SF network are easily distinguishable by their very high variance and this fact can be used in choosing proper method for inference.
In summary, we have the same situation when it comes to the general information loss and introduction of random complexity in a reconstructed network, that no single method outperformed all others in the three topologies. However, while ARACNe and Correlation tend to loss most of the information content of the original network except for SF networks according to Entropy and BDM, GENIE3 tends to overfit and introduces greater complexity than in the original network.
While most network inference methods may have been designed to better reconstruct networks following a scale-free distribution one may think that greater weight to the results related to SF should be given. However, biological networks, and more important assays from which networks are reconstructed, may or may not follow a scale free distribution even if the expectation is that they distribute somewhere between random or regular and indeed scale free. Therefore, since there is no single method that outperforms other methods in all respects, care should be taken to choose an appropriate method based on the purpose of the study. Inferelator TIGRESS  72  202  200  200  0  79  200  200  200  0  85  200  200  201  0  143  200  200  203  0  124  200  200  197  0  180  200  200  200  0  136  200  200  200  0  220  202  200  200  0  256  200  200  200  0  59  202  200  202  0   Table 5 : Edge count for reconstructed SW networks. Null values mean that the method did not produce any edge. Tables 7, 8 and 9 show the cutoff values. Cutoff values are normalised ranging from 0 (lowest confidence) to 1 (highest confidence). The strongest cutoff value for ARACNe returned about 50% spurious edges than the true value (200), for all others a value between 0 and 1 was chosen so that the number of predicted edges was about the number of actual true positive edges (200). Inferelator TIGRESS  194  200  200  --442  200  200  --262  198  200  --394  200  200  --3  218  200  --612  200  200  --396  208  200  --158  202  200  --298  202  200  --83  200 200 -- Table 7 : Cutoff values for the ER graphs. -means that no edges or no network (not even output) were produced, for reasons determined by the methods themselves.
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Calculation of the Block Decomposition method
The overall complexity of the original adjacency matrix is the sum of the complexity of its parts, albeit with a logarithmic penalization for repetitions, given that n repetitions of the same object only adds log n to its overall complexity, as one can simply describe a repetition in terms of the multiplicity of the first occurrence. More formally, the Kolmogorov complexity of a labelled graph G by means of BDM is defined as follows [40] :
where K m (r u ) is the approximation of the Kolmogorov complexity of the subarrays r u by using the algorithmic Coding theorem [39] , A(G) d×d represents the set with elements (r u , n u ), obtained when decomposing the adjacency matrix of G into non-overlapping squares of size d by d. In each (r u , n u ) pair, r u is Table 9 : Cutoff values for the SF graphs. -means that no edges or no network (not even output) were produced, for reasons determined by the methods themselves.
one such square and n u its multiplicity (number of occurrences). From now on BDM (G, d = 4) will be denoted only by K(G) but it should be taken as an approximation to K(G) unless otherwise stated (e.g. when taking the theoretical true K(G) value). Once CTM calculated, BDM can be implemented as a lookup table and hence runs efficiently in linear time for non-overlapping fixed size submatrices.
