The article presents the results of research into the appraisal of the usefulness and effectiveness of passive methods of robust estimation in real estate market analysis. Two methods are considered, i.e.: Baarda's and Pope's. The research is based on a database of flats sold in Kraków in 2015.
Introduction
Real estate market analysis is a process which leads to property valuation, thus collecting information about properties which are similar to the valuated property is crucial for determining market value. Information obtained from the property market without a predefined search key is said to be random, meaning that it may contain atypical observations. The article thus attempts to compile a dataset that is free of outlying observations. The statistical tool used was robust estimation, but only its two passive methods were discussed, i.e.: Baarda's and Pope's.
Literature review on the application of robust estimation
Datasets that are used to estimate the parameters of a statistical model often contain anomalous information about values of variables describing this information. This can be caused by the specificity of the examined phenomenon or by mistakes (TRZESIOK2014). Literature presents many methods of searching for atypical observations within analyzed datasets. One of them is robust estimation, which is used mainly in economic analyses (ORWAT 2006; DEHNEL, GOŁATA 2010; MAJEWSKA 2011; JANSSEN, SODERBERG, ZHOU 1999) and when dealing with geodetic network adjustment (KAMIŃSKI, NOWEL 1992; WIŚNIEWSKI 2009; HUBER 1981) . The application of chosen algorithms of robust estimation in modeling market value is presented in the papers (ADAMCZYK 2017; LIGAS 2010) .
It is important to notice that the problem of applying passive methods of robust estimation as a tool for preparing data for real estate market analysis is not widely described in Polish literature. In connection with the above, the present paper was prepared to indicate their usefulness in eliminating, from an analyzed dataset, data which are anomalous in regard to other observations. In effect, a database without outlying transactions which are fraught with gross error is obtained www.degruyter.com/view/j/remav vol. 26, no. 1, 2018 and prepared for selecting attributes which may have the greatest influence on unit price on the analyzed market.
Chosen algorithms of robust estimation
According to Hawkins's definition, an outlier is "an observation that deviates so much from other observations as to arouse suspicion that it was generated by a different mechanism", i.e. it comes from a different distribution than the remaining data in the dataset (HAWKINS1980). In connection with the above, in order to maintain data integrity, such observations ought to be pointed out and next, their influence on the analyzed data limited or eliminated.
Real estate market analysis is preceded by collecting a dataset of transactions which were carried out in the examined time. These data are described by independent variables which may have a significant influence on their unit price, which is the dependent variable. When entering information, mistakes caused by the human factor, e.g. literary error or the subjective opinion of the appraiser regarding the qualitative features of a property, may occur. These problems may be eliminated by using robust estimation.
The search for methods resistant to gross errors has made it possible for two groups of methods to be singled out in scientific literature, conventionally referred to as passive or active (KAMIŃSKI 2003) .
Passive methods, which are the subject of this article, contain methods which are based on statistical tests, which allow, after adjustment with the least squares method, to select observations which may be fraught with gross error. These methods are: data snooping proposed by Baarda, and Pope's method.
Active methods, as opposed to passive ones, make it possible to eliminate the influence of gross errors in the process of adjusting measurement results. Generalizing, this group consists of methods which are resistant to gross errors because they do not contain temporary phases in the form of statistical tests (KAMIŃSKI 2003) .
The detection of outliers is preceded by building a model of multiple regression based on a collected database of transactions, explanatory variables (property features) and the forecasted variable (unit price). The model can be presented by using a matrix notation in the following formula (BARAŃSKA 2007):
•
(1) where:
⋮ -vector of forecasted variable (unit price), The estimator of the vector of coefficients is determined according to the least squares method, and thus by maintaining the condition (2):
where: The solving of Equation (1) provides us with:
-the unencumbered estimator of the vector of unknowns:
•
-the unencumbered estimator of residual variance which describes the inaccuracy of the estimation of model parameters:
-the covariance matrix of the vector of unknowns (model parameters):
-the covariance matrix of model values:
Verification of the relevance of the influence of every explanatory variable on the forecasted variable is conducted by statistical testing of the model parameters standing alongside individual variables. Hypotheses: zero H 0 and alternative H 1 take the following forms (BARAŃSKA 2012):
The test function verifying the zero hypothesis on the irrelevent influence of the independent variable on the dependent variable comes from the t-Student distribution and is calculated as follows: (9) where: -estimator of model parameter a i , ) -standard deviation of estimator.
Baarda's method
In the case of Baarda's method, it is assumed that observation corrections v (v= -δ) are random variables of normal distribution and the value of standard deviation σ 0 is known (BAARDA 1968) . After solving of the set of equations (1), according to Formulas (2)- (6), the global test of the model is carried out, taking the following form:
where:
-number of degrees of freedom in chi-square distribution (n -number of properties, mnumber of attributes describing the property). The zero hypothesis assumes that there are no gross errors in the observations. If for the assumed level of significance α, test statistics B exceed the critical value, i.e.: (11) there are no reasons to accept the zero hypothesis and it is rejected.
The alternative hypothesis states that there is at least one gross error in an observation set. The search for outliers is done by testing individual observations, according to the equation: (14) where:
I -unit matrix, Q v -co-factor matrix of correction vector, -diagonal element of co-factor matrix of correction vector corresponding to the i th observation.
The zero hypothesis H 0 -for the test of the correction standardized for the given observation takes the
if:
where: In the case of not fulfilling the condition (16), the zero hypothesis H 0 is rejected and it is assumed that the observation is suspected of a so-called gross error.
If several observations do not fulfill (16), the observations must be deleted and next, the global test repeated (10). Eliminating outliers is done until .
Pope's method
In this method, it is claimed that standard deviation σ 0 is unknown, which causes the global test not to be conducted as it had in Baarda's method. After the estimation of model parameters (1), according to Formulas (2)-(6) and after the verification of their influence on the forecasted variable (7)-(9), the method is based on a single observation test, where the test statistics takes the form of:
v i -adjustment correction for i th observation, σ vi -average error of correction, calculated according to Equations (13) and (14), and ,
-τ distribution with f degrees of freedom. There is a relationship between t-Student distribution and τ -distribution, provided by the author of the method -Pope, caused by the fact that τ distribution is not in common use. This relationship between t-Student and τ distribution allows for using the tStudent chart according to the equation below:
The same zero hypothesis (15) as in Baarda's method, is used for local tests concerning individual observations in the analyzed data set.
There are no reasons to reject the zero hypothesis if:
After finding one or more observations suspected of gross errors, further actions involve deleting observations which do not fulfil Relationship (19) and the repeated adjustment of the set of equations, testing the significance of model parameter estimators , as well as conducting the test of an individual observation using Statistic (17). 
Application of robust estimation for local real estate market analysis
The considered database contained information about 204 sale transactions of flats with ownership titles, situated in the Kraków district of Krowodrza. Transactions took place from August to December, 2015 (an excerpt of the database is found in Table 1 ). Every property was described by quantitative features, which did not demand scaling (i.e. transaction date, floor area, number of rooms, flat location in building (floor), number of stories in the building, usable floor area and unit price) and qualitative features, for which a scale of 1 to 5 was assumed, with 1 meaning the lowest value and 5 signifying the highest (i.e. the surroundings, building condition, access to transportation, access to public places, availability of parking). The transaction date refers to the number of months from the date of first transaction in the analyzed database. All features, aside from the unit price, are explanatory variables, while unit price is the dependent variable. The correlation matrix between the analyzed features has been presented in Table 2 . Source: Own study.
Baarda's method
According to the assumptions, an a priori value of standard deviation σ 0 equal to 785.51 PLN/m 2 was assumed for calculations. This value was 10 % of the difference between the maximum (11,228.81 PLN/m 2 ) and minimum price (3,373.69 PLN/m 2 ) in the collected database. This criterion was used because the value of 0.10 is assumed as the maximal probability of making a so-called type-1 error in statistical tests. The process of searching for outliers began with the determination of equation coefficients (1) by using the least squares method (2)- (3), and then verifying their statistical significance at the level of α = 0.05 (7)-(9). Then, the estimator of residual variance (4) as well as test statistics B(10) were indicated in a global test. The value of test statistics, at the level of significance α = 0.05, indicated the necessity of rejecting the zero hypothesis H 0, which means that there were outlying transactions in the analyzed dataset. Next, a test for every correction was carried out, at the level of significance α = 0.05, according www.degruyter.com/view/j/remav vol. 26, no. 1, 2018
to Formulas (12)-(16). Two iterations were done, each of them preceded by a global test (10), eliminating 41 observations considered to be outlying in terms of model prices in relation to observed prices in the gathered database on real estate.
The results of the carried out calculations for each iteration, accounting for significant variables of the model, are contained in Table 3 . the unit prices on the analyzed market before removing outlying observations (Fig. 1) as well as after eliminating them (Fig. 2) .
Fig. 2. Dispersion graph of unit prices after eliminating outlying observations by Baarda's method.
Source: Own study.
It can be noticed that, after eliminating observations determined to be outlying from their model values, the dispersion of unit prices in the database dwindled significantly, with prices ranging from 3,300 to 8,800 PLN/m 2 .
Pope's method
The search for observations which varied from the model matched to them (1) was started by determining model parameters, according to Formulas (2)-(6), and with verification of their significance for α=0.05 (7)-(9). The critical value of τ distribution was calculated using the t-Student distribution chart (18). Next, at the level of significance α=0.05, the hypothesis for standardized correction in the form of E(v i )=0 was verified. If Condition (19) was not fulfilled, the observation was said to be outlying and eliminated from the dataset. Table 4 contains the calculation results in individual iterations, accounting for the number of observations, estimators of standard deviations (mean error of estimation) of individual models, the number of the degrees of freedom f, the critical value in the τ distribution, the number of outliers, the average unit price in the database, the coefficient of variation V and the relevant variables of the model. In order to eliminate data which were believed to be fraught with gross error, 8 iterations were carried out in Pope's method. It is important to note that only the model variables which were indicated as significant according to Test (7)- (9) were taken into consideration.
Below is a graph showing the unit prices on the analyzed market after eliminating a total of 47 outliers (Fig. 3) . The unit prices of dwellings were in the range of 4,200 to 8,000 PLN/m 2 . The dispersion graph of unit prices prior to the application of Pope's method is found in Fig. 1 . 
Conclusions
To sum up the conducted research on the application of robust estimation in real estate market analysis, both methods, i.e. Baarda's and Pope's, detected diverging observations (outliers) in the analyzed real estate database. The value of standard deviation in Baarda's method is determined a priori. Accounting for the dispersion of prices of flats in the Krowodrza district, the value of standard deviation equal to 785.51 PLN/m 2 was assumed, with the average unit price for the entire collected database equal to 6,403.52 PLN/m 2 . This made it possible to identify 41 observations which were determined to be fraught with gross error. After eliminating them, the variability coefficient of the model was 0.12. In relation to its initial value of 0.19, when the number of observations in the dataset was 204, it can be said that the removal of untypical observations resulted in a significant increase in market data coherence in terms of the value of the dependent variable. This result substantiated the usefulness of this method in real estate market analysis.
The application of Pope's algorithm also detected outlying transactions on the analyzed property market. The difference in relation to Baarda's method was that the value of σ 0 was not assumed from the top, but resulted from the estimated model parameters (1), which meant that σ 0 was not dependent on the user. After eliminating outliers in the analyzed database, the variability coefficient underwent improvement and reached the level of 0.13 (with its initial value equal to 0.19), while standard deviation was 817.32 PLN/m 2 .
It is important to note that for the total elimination of atypical data, it was necessary to conduct 1 iteration in Baarda's method and 8 in Pope's method. Baarda's algorithm pointed to 41 outliers in relation to their model values, while Pope's algorithm detected 47 anomalous observations. Taking into consideration the initial number count of the database, the number of transactions treated as outliers is high (approx. 22% of initial data). In connection with the above, the use of the considered methods of robust estimation should be more conservative, as there is a possibility of losing information that is representative of the analyzed dataset.
It is important that the same 29 real properties were selected as outlying observations in both considered methods. This group consisted mainly of flats, the unit price of which deviated greatly from the average unit price for the entire database. Pope's algorithm appeared to be more rigorous because of the number of eliminated transactions and price spread in the database. It cannot be claimed that the deleted data were unproductive -perhaps they contained other information than the majority of properties in Table 1 because they come from a different population or might have been sold at below or above their market value.
