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Abstract
Inductive and coinductive structures are everywhere inmath-
ematics and computer science. The induction principle is
well known and fully exploited to reason about inductive
structures like natural numbers and finite lists. To prove the-
orems about coinductive structures such as infinite streams
and infinite trees we can appeal to bisimulation or the coin-
duction principle. Pure inductive and coinductive types how-
ever are not the only data structures we are interested to
reason about. In this paper we present a calculus to prove
theorems about mutually defined inductive and coinductive
data types. Derivations are carried out in an infinitary se-
quent calculus for first order intuitionistic multiplicative ad-
ditive linear logic with fixed points. We enforce a condition
on these derivations to ensure their cut elimination property
and thus validity. Our calculus is designed to reason about
linear properties but we also allow appealing to first order
theories such as arithmetic, by adding an adjoint downgrade
modality. We show the strength of our calculus by prov-
ing several theorems on (mutual) inductive and coinductive
data types.
Keywords circular proofs, first order linear logic, fixed points,
(co)induction, simultaneous induction and coinduction, re-
cursive definitions, cut elimination
1 Introduction
The induction principle is well known and presented in the
literature in many different contexts. Computer scientists
use this principle to reason about inductive data types such
as natural numbers and finite lists. To show properties of
coinductive data types, e.g. streams and infinite trees, a dual
principle of coinduction is needed. In the literature bisimula-
tion has been used effectively to prove equality of structures
defined as greatest fixed points. To prove properties other
than equality for coinductive data types one needs to use
the somewhat less familiar coinduction principle[6, 11, 13].
Kozen and Silva established a practical proof principle to
produce sound proofs by coinduction [12]. However for data
types mutually defined by induction and coinduction these
separate principles are insufficient. One recent approach in
type theory integrates induction and coinduction by pat-
tern and copattern matching and explicit well-founded in-
duction on ordinals[1], following a number of earlier repre-
sentations of induction and coinduction in type theory [2].
Here, we pursue a different line of research in linear logic
with fixed points. In this paper we introduce a sequent calcu-
lus to reason about linear predicates defined as nested least
and greatest fixed points. Instead of applying induction and
coinduction principles directly, we follow the approach of
Brotherston et al. [7] to allow circularity in derivations. We
use cyclic reasoning in the context of first order intuition-
istic multiplicative additive linear logic extended with least
and greatest fixed points. To ensure soundness of the proofs
we impose a validity condition on our derivations.
Fortier et al. introduced an infinitary sequent calculus for
propositional singleton logic with fixed points, where an-
tecedent and succedent consist of exactly one formula [10,
18]. Adding circularity comes with the cost of losing the cut
elimination property. To recover this property they intro-
duced a guard condition that ensures soundness of possi-
bly infinite derivations. They provide a cut elimination al-
gorithm and show its productivity on derivations satisfy-
ing their guard condition. Fortier and Santocanale’s result
has been generalized by Baelde et al. [3, 9] for propositional
MALL with fixed points.
In this paper, we extend Fortier et al.’s results to first order
multiplicative additive linear logic with fixed points. Our no-
tion of validity is adapted from its counterpart in their sys-
tem. We introduce a similar cut elimination algorithm and
prove its local termination on valid derivations with a dual
approach. It is worth mentioning that our calculus is essen-
tially different from the finitary one introduced by Baelde
for the first order MALL with fixed points [4] since we al-
low for circularity.
We will show with several examples that our calculus is
strong enough to prove many (mutual) inductive and coin-
ductive theorems. To make the examples concise we may
use pattern matching for defining inductive predicates [7,
17]. Our underlying system is designed to reason about lin-
ear structures. However, some properties of linear structures
rely onfirst order non-linear theories such as theory of arith-
metic or order theory. To be able to prove these properties as
well we extend our calculus by mixing linear and structural
formulas. Our approach is to use a restricted version of the
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adjoint logic presented by Pfenning et al. [5, 14]. The restric-
tion is that only linear formulas can depend on non-linear
ones and not vice versa. Thus we only add the downgrade
operator (↓) that embeds a nonlinear formula into a linear
one to our language. In this way we can isolate the reason-
ing about nonlinear properties to the pure structural part,
and use any sound nonlinear theory in a modular way.
In summary, the main contributions of this paper is to
introduce an infinitary sequent calculus for first order mul-
tiplicative additive linear logic with (mutual) least and great-
est fixed points. We provide a validity condition on deriva-
tions that ensures the cut elimination property. Our calcu-
lus is a tool to reason about a rich signature of mutually de-
fined inductive and coinductive predicates and also allows
using nonlinear first order theories. We show its strength
by providing several examples including properties defined
as nested least and greatest fixed points.
2 First order intuitionistic linear logic
with fixed points
The syntax of formulas in the first order intuitionistic multi-
plicative additive linear logic with fixed points (FIMALL∞µ,ν )
follows the grammar
A ::= 1 | 0 | ⊤ | A ⊗ A | A⊸ A | A ⊕ A | A&A
| ∃x .A(x) | ∀x .A(x) | s = t | T (t )
where s, t stand for terms1 and x ,y for term variables. T (t )
is a predicate variable defined using least and greatest fixed
points in a signature Σ.
Σ ::= · | Σ,T (x) =iµ A | Σ,T (x) =
i
ν A
The subscript a of a fixed point T (x) =ia determines its po-
larity. If a = µ , then predicateT (x) is of positive polarity and
if a = ν it is of negative polarity. We represent inductively
defined predicates (e.g., the property of being a natural num-
ber) as fixed points with positive polarity and coinductively
defined predicates (e.g., the lexicographic order on streams)
as fixed points with negative polarity. Here we restrict Σ to
the definitions in which each predicate occurs only in posi-
tive (variant) or negative(contravariant) positions, i.e. we do
not allow mixed positions[15, 16].
The superscript i ∈ N is the relative priority ofT (x ) in the
signature Σ with the condition that if T1(x) =
i
a A,T2(x) =
i
b
B ∈ Σ, then a = b. Similar to prior work ([8, 10]) we use
priority on predicates to define the validity condition on in-
finite derivations.
Example 2.1. Let signature Σ1 be
Nat(x) =1µ (∃y.(x = sy) ⊗ Nat(y)) ⊕ ((x = z) ⊗ 1)
Even(x) =2µ (∃y.(x = sy) ⊗ Odd(y)) ⊕ ((x = z) ⊗ 1)
Odd(x) =2µ (∃y.(x = sy) ⊗ Even(y))
1We do not specify a grammar for terms; all terms are of the only type U .
A ⊢ A
fwd
Γ ⊢ A Γ′,A ⊢ C
Γ, Γ
′ ⊢ C
Cut
· ⊢ 1
1R
Γ ⊢ C
Γ, 1 ⊢ C
1L
Γ ⊢ A1 Γ
′ ⊢ A2
Γ, Γ
′ ⊢ A1 ⊗ A2
⊗R
Γ,A1,A2 ⊢ B
Γ,A1 ⊗ A2 ⊢ B
⊗L
Γ,A1 ⊢ A2
Γ ⊢ A1 ⊸ A2
⊸ R
Γ ⊢ A1 Γ
′
,A2 ⊢ B
Γ, Γ
′
,A1 ⊸ A2 ⊢ B
⊸ L
Γ ⊢ Ak k ∈ I
Γ ⊢ ⊕{li : Ai }i ∈I
⊕R
Γ,Ai ⊢ B ∀i ∈ I
Γ, ⊕{li : Ai }i ∈I ⊢ B
⊕L
Γ ⊢ Ai ∀i ∈ I
Γ ⊢ &{li : Ai }i ∈I
&R
Γ,Ak ⊢ B k ∈ I
Γ,&{li : Ai }i ∈I ⊢ B
&L
Γ ⊢ P(t)
Γ ⊢ ∃x .P(x)
∃R
Γ, P(x) ⊢ B
Γ,∃x .P(x) ⊢ B
∃L
Γ ⊢ P(x)
Γ ⊢ ∀x .P(x)
∀R
Γ, P(t) ⊢ B
Γ,∀x .P(x) ⊢ B
∀L
Γ ⊢ [t/x]A T (x) =µ A
Γ ⊢ T (t )
µTR
Γ, [t/x]A ⊢ B T (x) =µ A
Γ,T (t) ⊢ B
µT L
Γ ⊢ [t/x]A T (x) =ν A
Γ ⊢ T (t )
νTR
Γ, [t/x]A ⊢ B T (x) =ν A
Γ,T (t) ⊢ B
νTL
· ⊢ s = s = R
Γ[θ ] ⊢ B[θ ] θ ∈ mgu(t , s)
Γ, s = t ⊢ B
= L
Figure 1. Infinitary calculus for first order linear logic with
fixed points
where positive predicates Nat, Even, and Odd refer to the
properties of being natural, even, and odd numbers respec-
tively. We interpret it as Nat having a higher priority rela-
tive to Even and Odd.
A judgment in FIMALL∞µ,ν is of the form Γ ⊢Σ Awhere Γ is
a set of formulas and Σ is the signature. We omit Σ from the
judgments, since it never changes throughout a proof. The
infinitary sequent calculus for this logic is given in Figure
1, in which we generalize ⊕ and & to be n-ary connectives
⊕{lj : Aj }j∈I and &{li : Ai }j∈I . The binary disjunction and
conjunction are defined as A ⊕ B = ⊕{π1 : A, π2 : B} and
A&B = &{π1 : A, π2 : B}. Constants 0 and ⊤ defined as the
nullary version of these connectives: 0 = ⊕{} and ⊤ = &{}.
Example 2.2. Consider signature Σ1 and predicates Even
and Odd defined in Example 2.1. The following derivation is
2
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a finite proof of one (sz) being an odd number.
· ⊢ sz = sz = R
· ⊢ z = z = R · ⊢ 1
1R
· ⊢ (z = z) ⊗ 1
⊗R
· ⊢ (∃y.(x = sy) ⊗ Odd(y)) ⊕ ((z = z) ⊗ 1)
⊕R
· ⊢ Even(z)
µEvenR
· ⊢ (sz = sz) ⊗ Even(z)
⊗R
· ⊢ ∃y.(sz = sy) ⊗ Even(y)
∃R
· ⊢ Odd(sz)
µOddR
The calculus in Figure 1 is infinitary, meaning that it al-
lows building infinite derivations aswell. The infinite deriva-
tions we are interested in, are those we can represent in a
finite way. A circular derivation is the finite representation
of an infinite one in which we can identify each open sub-
goal with an identical interior judgement. In the first order
context we may need to use a substitution rule right before
a circular edge to make the subgoal and interior judgment
exactly identical [7]:
Γ ⊢ B
Γ[θ ] ⊢ B[θ ]
substθ
We can transform a circular derivation to its underlying in-
finite derivation in a productive way by deleting the substθ
rule and the circular edge. We need to instantiate the deriva-
tion to which the circular edge pointed with substitution θ .
This instantiation exists and does not change the structure
of derivation by Lemma A.1 in the Appendix.
Example 2.3. Consider Signature Σ1 and predicates Nat,
Even, and Odd defined in Example 2.1. Figure 2 represents
a circular derivation for Even(x) ⊢ Odd(s x). Π is the finite
derivation given in Example 2.2.
We can interpret the proof in Example 2.3 as an induc-
tive proof where its circular edge corresponds to applying
the induction hypothesis. In the next two examples we rep-
resent two coinductive proofs in our circular calculus. Both
examples are adapted from Kozen and Silva [12].
Example 2.4. Define Σ2 to consist of a single predicatewith
negative polarity ∼ (x ,y) =1ν (hdx = hdy)& ∼ (tl x , tly).
Predicate ∼ (x ,y) can be read as a bisimulation between
streams x andy. We present a circular derivation for∼ being
symmetric in Figure 3.
Example 2.5. We can reason about the properties of stream
operations in our calculus as well. Consider three opera-
tionsmerge, split1 and split2. Operationmerge receives two
streams and merge them into a single stream by alterna-
tively outputting an element of each. Operations split1 and
split2 receive a stream x as an input and return the odd and
even elements of it, respectively. We define these operations
as negative predicates in our language. Define signature Σ3
as
Merge(x ,y, z) =1ν (hdz = hdx & Merge (y, tl x , tlz))
Split1(x ,y) =
1
ν (hdy = hdx & Split2(tlx , tly))
Split2(x ,y) =
1
ν (1& Split1(tl x ,y))
The derivation given in Figure 4 shows that operationsmerge
and spliti are inverses: Split a stream x into two streams y1
and y2 using split1 and split2, respectively, then merge y1
and y2. The result is x .
3 Pattern Matching
It may not be feasible to present a large piece of derivation
fully in the calculus of Figure 1. For the sake of brevity, we
may represent predicates of positive polarity in the signa-
ture using pattern matching and build equivalent deriva-
tions based on that signature [7, 17]. In all the examples we
use pattern matching for it should be clear how to transform
the signature and derivations into our main logical system.
Example 3.1. Redefine predicates Even, Odd, and Nat in Ex-
ample 2.1 by pattern matching in Signature Σ′1 as:
Nat(z) =1µ 1 Nat(sy) =
1
µ Nat(y)
Odd(z) =1µ 0 Odd(sy) =
1
µ Even(y)
Even(z) =1µ 1 Even(sy) =
1
µ Odd(y)
The circular derivation in Example 2.3 can be simplified in
the following way:
[1]
· ⊢ 1
1R
· ⊢ Even(z)
µR
· ⊢ Odd(s z)
µR
1 ⊢ Odd(s z)
1L
† Even(z) ⊢ Odd(s z)
µL
[2]
⋆
Odd(x) ⊢ Even(s x)
Odd(x) ⊢ Odd(s s x)
µR
† Even(s x) ⊢ Odd(s s x)
µL
[3]
0 ⊢ Odd(z)
0L
⋆Odd(z) ⊢ Even(s z)
µL
[4]
†
Even(x) ⊢ Odd(s x)
Even(x) ⊢ Even(s s x)
µR
⋆Odd(s x) ⊢ Even(s s x)
µL
By the definition of signature Σ′1, the pattern of x in Odd(x)
is either of the form sy or z. At the subgoal marked with ⋆
in subderivation 2, we form a branch similar to the ⊕ L rule
to cover all possible patterns of x ; we continue with sub-
derivations 3 and 4. With the same reasoning at the subgoal
markedwith † in the subderivation 4 we form a branchwith
subderivations 1 and 2.
A major contribution of this paper is to give a criterion
for validity of theorems proved by simultaneous induction
and coinduction. In the next example we see an interplay
between positive and negative fixed points in the deriva-
tion. Define predicate run(x , t) to represent computation of
a stream processor, where x is the list of operations we want
to compute. Operations in x can be either a skip or a put〈x〉.
Operation skip simply skips one step and does not contribute
to the output stream t . Operation put〈x〉 puts element z as
the head of the output stream t and inserts a new list of
operations x to the original list of operations. After com-
puting skip the length of remaining operations in x goes
down by one. So we can define run(skip; x , t) inductively as
a positive predicate. put〈x〉 increases the length of the op-
erations, but produces an element of the output stream. So
3
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· ⊢ (ssy = ssy)
= R
· ⊢ ssz = ssz = R
Even(x) ⊢ Odd(sx)
Even(z) ⊢ Odd(sz)
Subst[z/x]
Even(z) ⊢ (ssz = ssz) ⊗ Odd(sz)
⊗R
Even(z) ⊢ (∃y.(ssz = sy) ⊗ Odd(y))
∃R
Even(z) ⊢ (∃y.(ssz = sy) ⊗ Odd(y)) ⊕ ((ssz = z) ⊗ 1)
⊕R
Even(z) ⊢ Even(ssz)
µEvenR
(y = sz), Even(z) ⊢ Even(sy)
= L
(y = sz) ⊗ Even(z) ⊢ Even(sy)
⊗L
∃z.(y = sz) ⊗ Even(z) ⊢ Even(sy)
∃L
Odd(y) ⊢ Even(sy)
µOddL
Odd(y) ⊢ (ssy = ssy) ⊗ Even(sy)
⊕R
Odd(y) ⊢ ∃z.(ssy = sz) ⊗ Even(z)
∃R
Odd(y) ⊢ Odd(s(sy))
µOddR
(x = sy), Odd(y) ⊢ Odd(s(x))
= L
(x = sy) ⊗ Odd(y) ⊢ Odd(s(x))
⊗L
∃y.(x = sy) ⊗ Odd(y) ⊢ Odd(s(x))
∃L
Π
· ⊢ Odd(sz)
x = z ⊢ Odd(s(x))
= L
(x = z), 1 ⊢ Odd(s(x))
1L
(x = z) ⊗ 1 ⊢ Odd(s(x))
⊗L
(∃y.(x = sy) ⊗ Odd(y)) ⊕ ((x = 0) ⊗ 1) ⊢ Odd(s(x))
⊕L
Even(x) ⊢ Odd(s(x))
µEven
Figure 2. Successor of every even number is odd.
· ⊢ (hdx = hdx)
= R
(hdx = hdy) ⊢ (hdy = hdx)
= L
(hdx = hdy)& ∼ (tlx, tly) ⊢ (hdy = hdx)
&L
∼ (x,y) ⊢∼ (y,x)
∼ (tl x, tly) ⊢∼ (tly, tlx)
Subst[tlx/x, tly/y]
(hdx = hdy)& ∼ (tl x, tly) ⊢∼ (tly, tlx)
&L
(hdx = hdy)& ∼ (tl x, tly) ⊢ (hdy = hdx)& ∼ (tly, tl x)
&R
∼ (x,y) ⊢ (hdy = hdx)& ∼ (tly, tl x)
ν∼L
∼ (x,y) ⊢∼ (y,x)
ν∼R
Figure 3. Relation ∼ defined on streams is symmetric.
· ⊢ hdy1 = hdy1
= R
hdy1 = hdx ⊢ hdx = hdy1
= L
hdy1 = hdx, 1 ⊢ hdx = hdy1
1L
hdy1 = hdx, 1&S1(tlx,y2) ⊢ hd x = hdy1
&L
hdy1 = hdx&S2(tlx, tly1), 1&S1(tlx,y2) ⊢ hdx = hdy1
&L
S2(x,y2), S1(x,y1) ⊢ M (y1, y2, x)
S2(tlx, tly1), S1(tlx,y2) ⊢ M(y2, tly1, tlx)
Sub[tlx, tly1,y2/x,y2,y1]
S2(tlx, tly1), 1&S1(tlx,y2) ⊢ M(y2, tly1, tlx)
&L
hdy1 = hdx&S2(tlx, tly1), 1&S1(tlx,y2) ⊢ M(y2, tly1, tlx)
&L
hdy1 = hdx & S2(tlx, tly1), 1&S1(tlx,y2) ⊢ hdx = hdy1 & M (y2, tly1, tlx)
&R
hdy1 = hdx & S2(tlx, tly1), S2(x,y2) ⊢ hdx = hdy1 & M (y2, tly1, tl x)
νL
S1(x,y1), S2(x,y2) ⊢ hdx = hdy1 & M (y2, tly1, tl x)
νL
S1(x,y1), S2(x,y2) ⊢ M(y1,y2, x)
νR
Figure 4. Operations Merge(M) and Spliti(Si) are inverses.
run(put〈x〉;y, t) needs to be defined as a negative predicate
rather than a positive one.
Example 3.2. Define the signature Σ4 to be
run(· , t) =1µ 1
run(skip; x , t) =1µ run(x , t)
run(put 〈x〉;y, t) =1µ nrun (x ,y, t)
nrun(x ,y, t) =2ν hd t = z& run(x ;y, tl t)4
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The equivalent signature without pattern matching is
run(x , t) =1µ ⊕{e : x = · ⊗ 1,
s : ∃x ′.x = skip; x ′ ⊗ run(x ′, t),
p : ∃x ′.∃y.x = put(x ′);y ⊗ nrun(x ′,y, t)}
nrun(x ,y, t) =2ν hd t = z& run(x ;y, tl t)
Here we define run(put 〈x〉;y, t) in two steps to follow the
rules of definition by pattern matching. We can abbreviate
this definition to one step as:
run(put 〈x〉;y, t) =2ν hd t = z& run(x ;y, tl t)
We want to prove that a run of any list of operations x
produces a (possibly infinite) list of elements z.
zlist(t) =1µ 1 ⊕ ztream(t)
ztream(t) =2ν hd t = z& zlist (tl t)
Wegive circular derivations for both (†) run(x , t) ⊢ zlist(t)
and (⋆) nrun(x ,y, t) ⊢ ztream(t) in Figure 5 to show the
interplay between coinductive and inductive predicates.
4 A Validity Condition
Adding fixed point rules to the calculus comeswith the price
of losing the cut elimination property. Infinite derivations
in this calculus do not necessarily enjoy the cut elimina-
tion property and thus are called pre-proofs instead of proofs.
We introduce a validity condition on derivations such that
the cut elimination property holds for the derivations sat-
isfying it. Our condition is adapted from the Guard con-
dition introduced by Fortier and Santocanale [10] for sin-
gleton logic. We annotate formulas with position variables
x, y, z and track their generations α , β to capture evolution
of a formula in a derivation. With this annotation we can
keep track of behaviour of any particular formula through-
out the whole derivation. Our validity condition requires
that at least one formula in every infinite branch behaves
in a way that justifies validity of that branch.
A basic judgment in the annotated calculus is of the form
∆ ⊢Ω z
β : C where ∆ = · | xα : A,∆. The set Ω keeps the re-
lation between different generation of position variables in
a derivation. Wewill use the set Ω to define our validity con-
dition. Figure 6 shows the calculus annotated with position
variable generations and their relations. A new generation
of a position variable is introduced when a fixed point rule
applies on it. The relation of a new generation to its priors
is determined by the role of the rule that introduces it in
(co)induction. µL rule breaks down an inductive antecedent
and νR produces a coinductive information. They both take
a step toward termination/productivity of the proof: we put
the new generation of the position variable they introduce
to be less than the prior ones in the given priority. Their
counterpart rules µR and νL, however, do not contribute to
termination/productivity. They break the relation between
the new generation and its prior ones for the given priority.
In the Cut rule we introduce a fresh position variable of
generation zero, w0. Since it refers to appearance of a new
formula, we put it to be incomparable to other position vari-
ables. We do not consider w0 as a continuation of zβ in the
rule ⊗R either; we need to restrict left branching on succe-
dent position variables to prove Theorem 5.2.2 The fresh
position variable w0 introduced in ⊸ R (resp. ⊸ L) rule
switches its polarity from right to left (resp. left to right) so
it cannot be equal to zβ (resp. yα ).3 As none of the above
reasons hold for w0 in ⊗L, we keep its relation with yα in
Ω.
Definition 4.1. For a given signature Σ, define snapshot
of an annotated position variable xα as a list snap(xα ) =
[xαi ]i<n , where n is the maximum priority in Σ.
The list snap(xα ) stores the information of the fixed point
unfolding rules applied on previous generations of position
variable xα : A in a derivation.
Example 4.2. For signature Σ1 defined in Example 2.1:
Nat(x) =1µ (∃y.(x = sy) ⊗ Nat(y)) ⊕ ((x = z) ⊗ 1)
Even(x) =2µ (∃y.(x = sy) ⊗ Odd(y)) ⊕ ((x = z) ⊗ 1)
Odd(x) =2µ (∃y.(x = sy) ⊗ Even(y))
and position variables xα and zβ in the judgment xα : Odd(x ) ⊢
zβ : Even(sx )wehave snap(xα ) = [xαi ]i<2 = [x
α
1 , x
α
2 ] and snap(z
β ) =
[z
β
i ]i<2 = [z
β
1 , z
β
2 ].
Having the relation between annotated position variables
inΩ, we can define a partial order on snapshots of annotated
position variables. We write
snap(xα ) = [xα1 · · · x
α
n ] <Ω [z
β
1 · · · z
β
n ] = snap(z
β )
if the list [xα1 · · · x
α
n ] is less than [z
β
1 · · · z
β
n ] by the lexico-
graphic order defined by the transitive closure of the rela-
tions in Ω.
Example 4.3. Let Ω = {xα1 = z
β
1 , x
α
2 < z
γ
2 , z
γ
2 < z
β
2 }. For
snap(xα ) and snap(zβ ) defined over signature Σ1 in Example
4.2, we have snap(xα ) = [xα1 , x
α
2 ] <Ω [z
β
1 , z
β
2 ] = snap(z
β ).
We adapt the definitions of left µ-trace and right ν -trace
from Fortier and Santocanale to our own settings.
Definition4.4. An infinite branch of a derivation is a left µ-
trace if for infinitely many position variables x1α1 , x2α2, · · ·
appearing as antecedents of judgments in the branchwe can
form an infinite chain of inequalities
snap(x1α1) >Ω1 snap(x2
α2) >Ω2 · · · .
2 This restriction aligns with the computational interpretation of linear
logic as session types.
3One canmaintain their relation despite the polarity change by introducing
shifts in the language. We reserve this for a further work.
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· ⊢ 1
1R
· ⊢ 1 ⊕ ztream(t)
⊕R
· ⊢ zlist(t)
µzlistR
1 ⊢ zlist(t)
1L
† run(· , t) ⊢ zlist(t)
µrunL
†
run(x , t) ⊢ zlist(t)
† run((skip; x), t) ⊢ zlist(t)
µrunL
⋆
nrun (x ,y, t) ⊢ ztream(t)
nrun (x ,y, t) ⊢ 1 ⊕ ztream(t)
⊕R
nrun (x ,y, t) ⊢ zlist(t)
µzlistR
† run(put 〈x〉;y, t) ⊢ zlist(t)
µrunL
hd t = z ⊢ hd t = z
ID
hd t = z& run(x ;y, tl t) ⊢ hd t = z
&L
nrun (x ,y, t) ⊢ hd t = z
νnrunL
†
run(x ;y, tl t) ⊢ zlist(tl t)
hd t = z& run(x ;y, tl t) ⊢ zlist(tl t)
&L
nrun (x ,y, t) ⊢ zlist(tl t)
νnrunL
nrun (x ,y, t) ⊢ hd t = z& zlist(tl t)
&R
⋆nrun (x ,y, t) ⊢ ztream(t)
νztreamR
Figure 5. run produces a possibly infinite list of elements z
xα : A ⊢Ω z
β : A
f wd
∆ ⊢Ω w
0 : A ∆′,w0 : A ⊢Ω z
β : C
∆,∆
′ ⊢Ω z
β : C
Cut
· ⊢Ω z
β : 1
1R
∆ ⊢Ω z
β : C
∆, yα : 1 ⊢Ω z
β : C
1L
∆ ⊢Ω w
0 : A1 ∆
′ ⊢Ω z
β : A2
∆,∆
′ ⊢Ω z
β : A1 ⊗ A2
⊗R
∆,w0 : A1, y
α : A2 ⊢Ω∪{w0=yα } z
β : B
∆, yα : A1 ⊗ A2 ⊢Ω z
β : B
⊗L
∆,w0 : A1 ⊢Ω z
β : A2
∆ ⊢Ω z
β : A1 ⊸ A2
⊸ R
∆ ⊢Ω w
0 : A1 ∆
′
, yα : A2 ⊢Ω z
β : B
∆,∆
′
, yα : A1 ⊸ A2 ⊢Ω z
β : B
⊸ L
∆ ⊢Ω z
β : Ak k ∈ I
∆ ⊢Ω z
β : ⊕{li : Ai }i ∈I
⊕R
∆, yα : Ai ⊢Ω z
β : B ∀i ∈ I
∆, yα : ⊕{li : Ai }i ∈I ⊢Ω z
β : B
⊕L
∆ ⊢Ω z :
β Ai ∀i ∈ I
∆ ⊢Ω z
β : &{li : Ai }i ∈I
&R
∆, yα : Ak ⊢Ω z
β : B k ∈ I
∆, yα : &{li : Ai }i ∈I ⊢Ω z
β : B
&L
∆ ⊢Ω z
β : P(t)
∆ ⊢Ω z
β : ∃x .P(x)
∃R
∆, yα : P(x) ⊢Ω z
β : B
∆, yα : ∃x .P(x) ⊢Ω z
β : B
∃L
∆ ⊢Ω P :: z
β : P(x)
∆ ⊢Ω z
β : ∀x .P(x)
∀R
∆, yα : P(t) ⊢Ω z
β : B
∆, yα : ∀x .P(x) ⊢Ω z
β : B
∀L
Ω
′
= Ω ∪ {z
β+1
i = z
β
i | i , j}
∆ ⊢Ω′ z
β+1 : [t/x]A T (x) =
j
µ A
∆ ⊢Ω z
β : T (t )
µR
Ω
′
= Ω ∪ {yα+1i = y
α
i | i , j} ∪ {y
α+1
j < y
α
j }
∆, yα+1 : [t/x]A ⊢Ω z
β : B T (x) =
j
µ A
∆, yα : T (t ) ⊢Ω z
β : B
µL
Ω
′
= Ω ∪ {z
β+1
i = z
β
i | i , j} ∪ {z
β+1
j < z
β
j }
∆ ⊢Ω′ z
β+1 : [t/x]A T (x ) =
j
ν A
∆ ⊢Ω z
β : T (t )
νR
Ω
′
= Ω ∪ {yα+1i = y
α
i | i , j}
∆, yα+1 : [t/x]A ⊢Ω z
β : B T (x) =
j
ν A
∆, yα : T (t ) ⊢Ω z
β : B
νL
· ⊢Ω z
β : (s = s)
= R
∆[θ ] ⊢Ω z
β : B[θ ] θ ∈ mgu(t , s)
∆, yα : (s = t) ⊢Ω z
β : B
= L
Figure 6. Infinitary calculus annotated with position variables and their generations.
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Dually, an infinite branch of a derivation is a right ν -trace
if for infinitely many position variables y1β1 , y2β2 , · · · ap-
pearing as the succedents of judgments in the branch, we
can form an infinite chain of inequalities
snap(y1β1 ) >Ω1 snap(y2
β2 ) >Ω2 · · ·
.
Definition 4.5 (Validity condition for infinite derivations).
An infinite derivation is a valid proof if each of its infinite
branches is either a left µ-trace or a right ν -trace. A circular
proof has a valid underlying infinite derivation.
Example 4.6. We can rewrite derivation of Example 2.3 in
the annotated calculus as in Figure 7. To check the validity
of this derivation, it is enough to observe that
snap(x2) = [x21, x
2
2] <Ω6 [x
0
1, x
0
2] = snap(x
0).
Since the annotation of position variables is straightfor-
ward, for the sake of conciseness, we present future exam-
ples as circular derivations in the calculus of Figure 1. We
also use pattern matching whenever possible. All deriva-
tions presented in this paper are valid by this definition. We
leave it to the reader to check their validity.
5 A productive cut elimination algorithm
Fortier and Santocanale [10] introduced a cut elimination al-
gorithm for infinite pre-proofs in singleton logic with fixed
points. They proved that for infinite proofs satisfying their
guard condition the algorithm is productive. In this section
we adapt their cut elimination algorithm to FIMALL∞µ,ν and
prove its productivity for valid derivations. The algorithm
receives an infinite proof as an input and outputs a cut-free
infinite proof. Since we are dealing with infinite derivations,
to make the algorithm productive we need to push every
cut away from the root with a lazy strategy (BFS). With
this strategy we may need to permute two consecutive cuts
which results into a loop. To overcome this problem, simi-
lar to Fortier and Santocanale and also Baelde and Miller [4]
we generalize binary cuts to n-ary cuts using the notion of
a branching tape the prior notion of tape.
Definition 5.1. A branching tape C is a finite list of se-
quents ∆ ⊢ wβ : A4, such that
• Every two judgments ∆ ⊢ wβ : A and ∆′ ⊢ w′β
′
: A′
on the tape share at most one position variable zα : B.
If they share such position variable, we call them con-
nected. Moreover, assuming that ∆ ⊢ wβ : A appears
before ∆′ ⊢ w′β
′
: A′ on the list, we have zα : B ∈ ∆′
and zα : B = wβ : A.
• Each position variable zβ appears at most twice in a
tape and if it appears more than once it connects two
judgments.
4For brevity we elide the set Ω in the judgments.
• Every tape is connected and acyclic.
The conclusion concM of a branching tape M is a sequent
∆ ⊢ xα : A such that
• there is a sequent ∆′ ⊢ xα : A in the tape that xα : A
does not connect it to any other sequent in the tape.
• For every yβ : B ∈ ∆ there is a sequent ∆′, yβ : B ⊢
zγ : C on the tape such that yβ : B does not connect
it to any other sequent in the tape.
We call ∆ the set of leftmost formulas of M: l(M). And
xα : A is the rightmost formula of tapeM: rgt(M).
The conclusion of a branching tape always exists and is
unique. An n-ary cut is a rule formed from a tapeM and its
conclusion concM :
M
concM
nCut
We generalize Fortier and Santaconale’s set of primitive
operations to account for FIMALL∞µ,ν . They closely resemble
the reduction rules given by Doumane [9]. Figure 8 depicts
a few interesting Internal and External reductions 5.
Our cut elimination algorithm is given as Algorithms 1
and 2. The output of the algorithm is a tree labelled by {0, 1}.
For each nodew ∈ {0, 1}∗ of the tree it also identifies the cor-
responding sequent, s(w), and the rule applied on the node,
r(w). The algorithm Treat reduces the sequence in a branch-
ing tape with internal reductions until either a left rule is ap-
plied on one of its leftmost formulas or a right rule is applied
on its rightmost formula. While this condition holds, the al-
gorithm applies a flip rule on a leftmost/rightmost formula
of the tape. The flipping step is always productive since it
pushes a cut one step up. It suffices to show that the treating
part is terminating to prove productivity of the algorithm.
Theorem5.2. For every input tapeM , computation of Treat(M)
halts.
Proof. By a proof similar to FS, except that we use µ-threads
instead of ν -threads to show that Treat(M) does not have an
infinite computation tree. Assume for the sake of contradic-
tion that Treat(M) has an infinite computation tree Ψ. We
prove the following three contradictory statements, where
Here < and
∧
are defined according to the lexicographic
order on the tree Ψ.
(i) The greatest infinite branch of Ψ is a µ-branch.
(ii) Let E be a nonempty collection of µ-branches and let
γ =
∧
E. Then γ is a µ-branch.
(iii) If β is a µ-branch, then there exists another µ-branch
β ′ < β .
The complete proof is given in the Appendix. 
6 Adding finite structural derivations
In the proof of theorems about linear structures, we may
want to appeal to some first order (structural) theories such
5 C∆′1
in the fourth operation of Figure 8 is a subset of the tape C connected
to ∆′1. By definition of tape, two sets C∆′1
and C∆′2
partition C.
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· ⊢Ω3 z
0 : (ssy = ssy)
= R
· ⊢Ω6 u
0 : ssz = ssz
= R
x2 : Even(x) ⊢Ω6 y
2 : Odd(sx)
x2 : Even(z) ⊢Ω6 y
2 : Odd(sz)
Subst[z/x]
x2 : Even(z) ⊢Ω6 y
2 : (ssz = ssz) ⊗ Odd(sz)
⊗R
x2 : Even(z) ⊢Ω6 y
2 : (∃y.(ssz = sy) ⊗ Odd(y))
∃R
x2 : Even(z) ⊢Ω6 y
2 : (∃y.(ssz = sy) ⊗ Odd(y)) ⊕ ((ssz = 0) ⊗ 1)
⊕R
x2 : Even(z) ⊢Ω5 y
1 : Even(ssz)
µEvenR
v0 : (y = sz), x2 : Even(z) ⊢Ω5 y
1 : Even(sy)
= L
x2 : (y = sz) ⊗ Even(z) ⊢Ω4 y
1 : Even(sy)
⊗L
x2 : ∃z.(y = sz) ⊗ Even(z) ⊢Ω4 y
1 : Even(sy)
∃L
x1 : Odd(y) ⊢Ω3 y
1 : Even(sy)
µOddL
x1 : Odd(y) ⊢Ω3 y
1 : (ssy = ssy) ⊗ Even(sy)
⊗R
x1 : Odd(y) ⊢Ω3 y
1 : ∃z.(ssy = sz) ⊗ Even(z)
∃R
x1 : Odd(y) ⊢Ω2 y
0 : Odd(s(sy))
µOddR
w0 : (x = sy), x1 : Odd(y) ⊢Ω2 y
0 : Odd(s(x))
= L
x1 : (x = sy) ⊗ Odd(y) ⊢Ω1 y
0 : Odd(s(x))
⊗L
x1 : ∃y.(x = sy) ⊗ Odd(y) ⊢Ω1 y
0 : Odd(s(x))
∃L
· · ·
x1 : (∃y.(x = sy) ⊗ Odd(y)) ⊕ ((x = 0) ⊗ 1) ⊢Ω1 y
0 : Odd(s(x))
⊕L
x0 : Even(x) ⊢∅ y
0 : Odd(s(x))
µEven
Ω1 = {x
1
2 < x
0
2, x
1
1 = x
0
1}, Ω2 = Ω1 ∪ {w
0
2 = x
1
2,w
0
1 = x
1
1}, Ω3 = Ω2 ∪ {y
1
1 = y
0
1}, Ω4 = Ω3 ∪ {x
2
2 < x
1
2, x
2
1 = x
1
1},
Ω5 = Ω4 ∪ {v
0
2 = x
2
2,v
0
1 = x
2
1}, and Ω6 = Ω5 ∪ {y
2
1 = y
1
1}.
Figure 7. Successor of an even number is odd in the annotated calculus.
as arithmetic. To allow a restricted form of such structural
(that is, nonlinear) reasoning in our system we add nonlin-
ear formulas As to the linear system as
Al ::= · · · | ↓As
labeling all linear propositions as Al . We do not prescribe
the exact syntax for nonlinear proposition since our devel-
opment is parametric in those (subject to a few assumptions)
and may vary with the particular application.
Nonlinear judgments are of the form Ψ  As . The only
restriction we put on the calculus for pure structural judg-
ments is to have the cut elimination property. We generalize
linear judgments to Ψ;∆ ⊢Ω x
α : Al where Ψ is a structural
context (i.e., it allows weakening and contraction) and ∆ a
linear context. Judgments of the rules in Figure 6 are refined
by adding an extra structural contextΨ to them. This change
is straightforward since none of these rules affect the struc-
tural context Ψ. We add the following three rules to Figure
6 to connect linear and structural reasoning.
Ψ,As ;∆ ⊢Ω z
β : Bl
Ψ;∆, xα :↓ As ⊢Ω z
β : Bl
↓ L
Ψ  Bs
Ψ; · ⊢Ω x
α :↓ Bs
↓ R
Ψ  As Ψ,As ; Γ ⊢Ω Bl
Ψ; Γ ⊢Ω Bl
Cutsl
In both ↓ L and ↓ R rules, when position variable xα be-
comes structural we simply delete it. The Cutsl rule does
not create any fresh position variable either. So our validity
condition remains intact after adding the structural compo-
nent.
There are three different cut rules in this system:
Ψ  Bs Ψ,Bs  As
Ψ  As
Cutss
Ψ  As Ψ,As ; Γ ⊢Ω Bl
Ψ; Γ ⊢Ω Bl
Cutsl
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C1
∆
′
1 ⊢ u
0 : A1 ∆
′
2 ⊢ z
β : A2
∆
′ ⊢ zβ : A1 ⊗ A2
⊗R
C2
∆
′′
, u0 : A1, z
β : A2 ⊢ w
α : B
∆
′′
, zβ : A1 ⊗ A2 ⊢ w
α : B
⊗L
C3
∆ ⊢ v : C
nCut Reduce
====⇒
C1 ∆
′
1 ⊢ u
0 : A1 ∆
′
2 ⊢ z
β : A2 C2 ∆
′′
, u0 : A1, z
β : A2 ⊢ w
α : B C3
∆ ⊢ v : C
nCut
C1
∆
′
, u0 : A1 ⊢ z
β : A2
∆
′ ⊢ zβ : A1 ⊸ A2
⊸ R
C2
∆
′′
1 ⊢ u
0 : A1 ∆
′′
2 , z
β : A2 ⊢ w
α : B
∆
′′
, zβ : A1 ⊸ A2 ⊢ w
α : B
⊸ L
C3
∆ ⊢ v : C
nCut Reduce
====⇒
C1 C2 ∆
′′
1 ⊢ u
0 : A1 ∆
′
, u0 : A1 ⊢ z
β : A2 ∆
′′
2 , z
β : A2 ⊢ w
α : B C3
∆ ⊢ v : C
nCut
C1
∆
′ ⊢ zβ+1 : [t/x]A T (x) =µ A
∆
′ ⊢ zβ : T (t)
µR
C2
∆
′′
, zβ+1 : [t/x]A ⊢ wα : B T (x) =µ A
∆
′′
, zβ : T (t ) ⊢ wα : B
µL
C3
∆ ⊢ v : C
nCut Reduce
=====⇒
C1 ∆
′ ⊢ zβ+1 : [t/x ]A C2 ∆
′′
, zβ+1 : [t/x]A ⊢ wα : B C3
∆ ⊢ v : C
nCut
C1
∆
′ ⊢ zβ : P(t)
∆
′ ⊢ zβ : ∃x .P(x)
∃R
C2
Π
′
∆
′′
, zβ : P(x) ⊢ wα : B
∆
′′
, zβ : ∃x .P(x) ⊢ wα : B
∃L
C3
∆ ⊢ v : C
nCut Reduce
=====⇒
C1 ∆
′ ⊢ zβ : P(t) C2
Π
′[t/x]
∆
′′
, zβ : P(t) ⊢ wα : B C3
∆ ⊢ v : C
nCut
C1 · ⊢ z
β : s = s
= R
C2
∆
′′ ⊢ wα : B
∆
′′
, zβ : s = s ⊢ wα : B
= L
C3
∆ ⊢ v : C
nCut Reduce
=====⇒
C1 C2 ∆
′′ ⊢ wα : B C3
∆ ⊢ v : C
nCut
C
∆
′
1 ⊢ u
0 : A1 ∆
′
2 ⊢ z
β : A2
∆
′
1,∆
′
2 ⊢ z
β : A1 ⊗ A2
⊗R
∆1,∆2 ⊢ z
β : A1 ⊗ A2
nCut RFLIP
===⇒
C∆′1 ∆
′
1 ⊢ u
0 : A1
∆1 ⊢ u
0 : A1
nCut
C∆′2 ∆
′
2 ⊢ z
β : A2
∆2 ⊢ z
β : A2
nCut
∆1,∆2 ⊢ z
β : A1 ⊗ A2
⊗R
C1
∆
′
, u0 : A1, z
β : A2 ⊢ w
α : B
∆
′
, zβ : A1 ⊗ A2 ⊢ w
α : B
⊗L
C2
∆, zβ : A1 ⊗ A2 ⊢ v : C
nCut LFLIP
===⇒
C1 ∆
′
, u0 : A1, z
β : A2 ⊢ w
α : B C2
∆, u0 : A1, z
β : A2 ⊢ u
0 : A1
nCut
∆, zβ : A1 ⊗ A2 ⊢ v : C
⊗L
C1
∆
′[θ ] ⊢ wα : B′[θ ] θ ∈ mgu(t , s)
∆
′
, zβ : s = t ⊢ wα : B
= L
C2
∆, zβ : s = t ⊢ wα : B
nCut LFLIP
===⇒
C1[θ ] ∆
′[θ ] ⊢ wα : B′[θ ] C2[θ ]
∆[θ ] ⊢ wα : B[θ ]
nCut
θ ∈ mgu(t , s)
∆, zβ : s = t ⊢ wα : B
= L
C1 x
α : A ⊢ wγ : A
ID
C2
∆ ⊢ zβ : C
nCut ID−Elim
=====⇒
C1 C2[x
α /wγ ]
∆ ⊢ zβ : C
nCut
Figure 8. Primitive operations
Ψ;∆ ⊢Ω w
0 : A Ψ;∆′,w0 : A ⊢Ω z
β : C
Ψ;∆,∆′ ⊢Ω z
β : C
Cutl l
By assumption,Cutss can be eliminated. It is enough to elim-
inate Cutl l and Cutsl rules in a productive way. We define
a generalized n-ary cut to account for the two latter two cut
rules.
Definition 6.1. A generalized branching tape MΨ is of the
form SΨ | CΨ where CΨ is a branching tape by Definition
5.1 and SΨ is a set of structural judgments Ψ  As . For each
structural judgment Ψ  As ∈ S, formula As appears in
the structural context of at least one judgment in CΨ. For a
judgment Ψ′;∆ ⊢ Bl in CΨ, we have Ψ
′
= Ψ,Φ, where all
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Algorithm 1: Cut elimination algorithm
Initialization: Λ ← ∅;Q ← [(ϵ, [v])];v is the root
sequent. ρ(s) is the rule applied on formula annotated
with position variable s , it can either be an ID, Cut, a
L rule, or a R rule. l(M) and rgt(M) are defined in
Definition 5.1. The FLip rules will return a rule that
they permuted down, the sequent corresponding to
that, and a list List of one or two tapes.
while Q , ∅ do
(w,M) ← pull(Q);
Λ ← Λ ∪ {w};
M ← Treat(M);
if |M | = 1 and ρ(l(M)) = ID then
(r(w), s(w), List) ← IdOut(M);
else
if ρ(l(M)) ∈ L then
(r(w), s(w), List) ← LFlip(M);
else
if ρ(rgt(M)) ∈ R then
(r(w), s(w), List) ← RFlip(M);
end
end
if List = [M ′] then
push((w0,M ′),Q);
else
if List = [M ′0,M ′1] then
push((w0,M ′0),Q);
push((w1,M ′1),Q ;
end
end
end
end
formulas in Φ are the succedent of a structural judgment in
SΨ.
The generalized n-ary cut rule is
MΨ
Ψ;∆ ⊢ xα : Bl
nCut
Where ∆ ⊢ xα : Bl is the conclusion of the linear part of the
tape as defined in Definition 5.1. We add one reduction step,
a rule to merge a Cutsl rule to the tape, and two flips to the
set of primitive operations (Figure 9). We keep all the prim-
itive operations for the purely linear system. To preserve
the invariants of the (generalized) branching tape in some
of the operations we silently remove the structural sequents
in which their succedent is not used in any linear judgment.
In the Reduce, Merge−Cut, and RFlip rules we know that
Ψ1 = Ψ,Φ, where all elements in Φ appear as a succedent
in SΨ. By cut elimination for pure linear judgments we get a
Algorithm 2: Treat Function
Initialization: M is a branching tape. i and j in Reduce(M, i, j)
are the index of the two sequents in tape on which the
reduction rules are applied. Similarly i inMerge(M, i) and
idElim is the index of the sequent in the tape on which the
corresponding rule is applied. ρ′(i) is the rule applied on the
i-th sequent of the tape, it can either be an ID, Cut, a L rule,
or a R rule.
while ρ(l(M)) < L and ρ(rдt(M)) < R do
if |M | > 1 and ∃i ∈ M : ρ′(i) = ID then
M ← IdElim(M, i);
else
if ∃i ∈ M : ρ′(i) = Cut then
M ← Merge(M, i);
else
if ∃i, j .ρ′(i) ∈ R& ρ′(j) ∈ L then
M ← Reduce(M, i, j);
end
end
end
end
proof for Ψ  As . In LFlip rule we use admissibility ofWeak-
ening for the structural context:We can prove coinductively
that if there is a derivation for Ψ;∆ ⊢ xα : Al in our calcu-
lus, there is also a derivation for Ψ,Bs ;∆ ⊢ x
α : A1 with the
same structure.
The next example shows how to use a structural context
to prove a property of infinite streams.
Example 6.2 (Lexicographic order on streams). We define
the lexicographic order on streams [12] in signature Σ5 as a
negative predicate
x  y =1ν ↓ (hdx < hdy) ⊕ (↓ (hdx = hdy)& tlx  tly).
where the relation < is a transitive partial order on the el-
ements of streams. Our goal is to show that relation  is
transitive by using the (structural) first order theory of or-
ders (O). In Figure 10 we show two branches of this proof,
the rest of the proof can be completed in a similar way.
We can define even and odd predicates alternatively using
structural arithmetic formulas. In the next example we show
how these alternative definitions can be deduced from the
ones we introduced in Example 2.1.
Example 6.3. Define Signature Σ6 to be
Odd(z) =1µ 0 Odd(sy) =
1
µ Even(y)
Even(z) =1µ 1 Even(sy) =
1
µ Odd(y)
E(x) =2µ ∃y. ↓ (x = 2y) O(x) =
2
µ ∃y. ↓ (x = 2y + 1)
Put P to be the rules of arithmetic. We present circular
derivations for ⋆ P; Even(x) ⊢ E(x) and † P; Odd(x) ⊢ O(x)
in Figure 11. These derivations satisfy the validity condi-
tion since in every infinite branch infinitely many µOddL and
µEvenL rules are applied on the antecedent.
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SΨ | C1Ψ
Ψ1  As
Ψ1; . ⊢ z
β :↓ As
↓ R
C2Ψ
Ψ2,As ;∆
′ ⊢ wα : B
Ψ2;∆
′
, zβ :↓ As ⊢ w
α : B
↓ L
C3Ψ
Ψ;∆ ⊢ v : C
nCut Reduce
=====⇒
SΨ,Ψ  As | C1Ψ C2Ψ Ψ2,As ;∆
′ ⊢ wα : B C3Ψ
Ψ; ∆ ⊢ v : C
nCut
SΨ | C1Ψ
Ψ1  As Ψ1,As ;∆
′ ⊢ wα : B
Ψ1;∆
′
, zβ : B ⊢ wα : B
Cutsl
C2Ψ
Ψ;∆ ⊢ v : C
nCut Merge−Cut
=========⇒
SΨ,Ψ  As | C1Ψ Ψ1,As ;∆
′ ⊢ wα : B C2Ψ
Ψ;∆ ⊢ v : C
nCut
SΨ | ·
Ψ1  As
Ψ1; · ⊢ z
β :↓ As
↓ R
Ψ; · ⊢ zβ :↓ As
nCut RFLip
====⇒
Ψ  As
Ψ; · ⊢ zβ :↓ As
↓ R
SΨ | C1Ψ
Ψ1,As ;∆
′ ⊢ wα : B
Ψ1; ∆
′
, zβ :↓ As ⊢ w
α : B
↓ L
C2Ψ
Ψ;∆, zβ :↓ As ⊢ v : C
nCut LFlip
===⇒
SΨ,As | C1Ψ,As Ψ1,As ;∆
′ ⊢ wα : B C2Ψ,As
Ψ,As ;∆ ⊢ v : C
nCut
Ψ; ∆, zβ :↓ As ⊢ v : C
↓ L
Figure 9. Primitive operations with structural component
· · ·
· · ·
Structural − Proof
O, hdx = hdy, hdy = hdz  hdx = hdz
O, hdx = hdy, hdy = hdz; · ⊢↓ (hdx = hdz)
↓ R
O, hdx = hdy;↓ (hdy = hdz) ⊢↓ (hdx = hdz)
↓ L
O;↓ (hdx = hdy), ↓ (hdy = hdz) ⊢↓ (hdx = hdz)
↓ L
⋆
O; x  y,y  z ⊢ x  z
O; tlx  tly, tly  tlz ⊢ tlx  tlz
Subst[tlx,tly,tlz/x,y,z]
O;↓ (hdx = hdy)& tlx  tly,↓ (hdy = hdz)& tly  tlz ⊢ (↓ (hdx = hdz)&tlx  tlz)
&R,&L,&L
O;↓ (hdx = hdy)& tlx  tly,↓ (hdy = hdz)& tly  tlz ⊢↓ (hdx < hdz) ⊕ (↓ (hdx = hdz)&tlx  tlz)
⊕R
O;↓ (hdx = hdy)& tlx  tly,↓ (hdy = hdz)& tly  tlz ⊢ x  z
O;↓ (hdx = hdy)& tlx  tly,↓ (hdy < hdz) ⊕ (↓ (hdy = hdz)& tly  tlz) ⊢ x  z
⊕L
O;↓ (hdx = hdy)& tlx  tly,y  z ⊢ x  z
νL
O;↓ (hdx < hdy) ⊕ (↓ (hdx = hdy)&tlx  tly),y  z ⊢ x  z
⊕L
⋆O; x  y,y  z ⊢ x  z
ν≤L
Figure 10. Lexicographic order on streams is transitive.
7 Conclusion
In this paper we introduced an infinitary sequent calculus
for first order intuitionistic multiplicative additive linear logic
with fixed points. This system is mainly designed for lin-
ear reasoning but we also allow appealing to first order the-
ories such as arithmetic, by adding an adjoint downgrade
modality. Inspired by the work of Fortier and Santocanale
[10] we provide an algorithm to identify valid proofs among
all infinite derivations. We have provided several examples
to show the strength of calculus in proving theorems about
mutually inductive and coinductive data types.
One of our main motivations for introducing this calcu-
lus was to have a system for reasoning about programs be-
haviour. In particular we want to use this calculus to give a
direct proof for the strong progress property of locally valid
binary session typed processes [8]. The importance of a di-
rect proof other than its elegance is that it can be adapted
for a more general validity condition on processes without
the need to prove cut elimination productivity for their un-
derlying derivations.
The connection to the type theoretic approach by Abel et
al [1] is an interesting item for future research. A first step in
this general direction was taken by Sprenger and Dam [19]
who justify cyclic inductive proofs using inflationary itera-
tion.
A Appendix
Lemma A.1 (Substitution). For a valid derivation
Π
∆ ⊢ wα : A
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Structural-proof
P  z = 2z
P; · ⊢↓ z = 2z
↓ R
P; · ⊢ ∃y. ↓ (z = 2y)
∃R
P; · ⊢ E(z)
µER
P; 1 ⊢ E(z)
1L
⋆ P; Even(z) ⊢ E(z)
µEvenL
†
P; Odd(x) ⊢ O(x)
Structural − Proof
P, (x = 2w + 1)  (sx = 2(sw))
P, (x = 2w + 1); · ⊢↓ (sx = 2(sw))
↓ R
P; ↓ (x = 2w + 1) ⊢↓ (sx = 2(sw))
↓ L
P; ↓ (x = 2w + 1) ⊢ ∃y. ↓ (sx = 2y)
∃R
P;∃w . ↓ (x = 2w + 1) ⊢ ∃y. ↓ (sx = 2y)
∃L
P; O(x) ⊢ ∃y. ↓ (sx = 2y)
µOL
P; Odd(x) ⊢ E(sx)
Cutl l
⋆ P; Even(sx) ⊢ E(sx)
µEvenL
⋆
P; Even(x) ⊢ E(x)
Structural-Proof
P, (x = 2w)  (sx = 2w + 1)
P, (x = 2w); · ⊢↓ (sx = 2w + 1)
↓ R
P; ↓ (x = 2w) ⊢↓ (sx = 2w + 1)
↓ L
P; ↓ (x = 2w) ⊢ ∃y. ↓ (sx = 2y + 1)
∃R
P;∃w . ↓ (x = 2w) ⊢ ∃y. ↓ (sx = 2y + 1)
∃L
P; E(x) ⊢ ∃y. ↓ (sx = 2y + 1)
µEL
P; Even(x) ⊢ O(sx)
Cutl l
† P; Odd(sx) ⊢ O(sx)
µOddL
Figure 11. Structural definition of even and odd numbers.
in the infinite system and substitution θ , there is a valid deriva-
tion for
Π[θ ]
∆[θ ] ⊢ wα : A[θ ]
Where Π[θ ] is the whole derivation Π or a prefix of it instan-
tiated by θ .
Proof. The proof is by coinduction on the structure of
∆ ⊢ wα : A.
The only interesting case is where we get to the = L rule.
Π
′
Γ[θ ′] ⊢ B[θ ′] θ ′ ∈ mgu(t , s)
Γ, s = t ⊢ B
= L
If the setmgu(t[θ ], s[θ ])is empty then so is Π[θ ]. Otherwise
if η is the single element of mgu(t[θ ], s[θ ]), then for some
substitution λ we have θη = θ ′λ, and we can form the rest
of derivation for substitution λ as Π′[λ] coinductively. 
Theorem5.2. For every input tapeM , computation of Treat(M)
halts.
Proof. We show that Treat(M) does not have an infinite com-
putation tree. Assume for the sake of contradiction that Treat(M)
has an infinite computation tree and gets into an infinite
loop.We follow the proof by Fortier and Santocanale [10](FS)
closely.
Put Mi for i ≥ 1 to be the branching tape in memory be-
fore the i-th turn of the loop, withM1 = M . We build the full
traceT of the algorithmwith essentially the same transition
rules as in FS. In our algorithm the sequents subject to re-
duction may not be next to each other. The Reduce function
needs to receive two indices in the tape to find the sequents
for reduction. All reductions except those corresponding to
⊗ and ⊸ are non-branching(nb) and their transition rules
are quite similar to the one introduced by FS.
• IfMn+1 = Reducenb(Mn, i, j) then
– (n,k) →⊥ (n + 1,k) for k < {i, j},
– (n, i) →0 (n + 1, i),
– (n, j) →0 (n + 1, j).
.
The reductions corresponding to ⊗ and ⊸, however, pro-
duce a branch and need to be defined separately:
• IfMn+1 = Reduce⊗(Mn, i, j) then
– (n,k) →⊥ (n + 1,k) for k < i ,
– (n, i) →1 (n + 1, i) and (n, i) →2 (n + 1, i + 1),
– (n, j) →0 (n + 1, j + 1),
– (n,k) →⊥ (n + 1,k + 1) for i < k < j or k > j .
.
• IfMn+1 = Reduce⊸(Mn, i, j) then
– (n,k) →⊥ (n + 1,k) for k < i ,
– (n, i) →0 (n + 1, j),
– (n,k) →⊥ (n + 1,k − 1) for i < k < j ,
– (n, j) →1 (n + 1, j − 1) and (n, j) →2 (n + 1, j + 1),
– (n,k) →⊥ (n + 1,k + 1) for k < j .
Transitions labelled by ⊥ mean that the sequent has not
evolved by a reduction rule, while other labels show that the
sequent is evolved into one or two (in the case of branching
rules) new sequents in the next tape. We get the real trace Ψ
by collapsing the transitions labelled by ⊥. Ψ is an infinite,
finitely branching labelled tree with prefix order ⊑ and lex-
icographical order <. A branch in Ψ is a maximal path. The
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set of all branches of Ψ ordered lexicographically forms a
complete lattice.
An infinite branch is a µ- branch (resp. ν -branch) if its
corresponding derivation is a µ- trace (resp. ν -trace). By our
validity condition Ψ satisfies the property that a ν -branch
can only admit finitely many branches on its right side (it
may include cuts, ⊗, or⊸ reductions).
We prove the following three contradictory statements
dual to FS:
(i) The greatest infinite branch of Ψ is a µ-branch:
The greatest infinite branch of Ψ exists by Konig’s
lemma and is either a µ- or a ν - branch. Assume it
is a ν - branch. Then either it forms infinitely many
branches on its right or there is an infinite branch
greater than it. In both cases we can form a contra-
diction.
(ii) Let E be a nonempty collection of µ-branches. Then
γ =
∧
E is a µ-branch:
If γ ∈ E then it is trivially true. Otherwise, by the way
we constructed Ψ, it means that γ has infinitely many
branches on its right and thus cannot be a ν branch.
(iii) If β is a µ-branch, then there exists another µ-branch
β ′ < β :
β is a µ-branch so for infinitely many position vari-
ables x1α1 , x2α2, · · · on the antecedents of β we can
form an infinite chain of inequalities
snap(x1α1) >
Ω
β
1
snap(x2α2) >
Ω
β
2
· · · .
There are two possibilities here:
(a) There is an infinite branch β ′ < β with infinitely
many position variables xiαi , x{i + 1}αi+1, · · · as its
succedents. Note that these position variables con-
nect sequents in β to the sequents in β ′ infinitely
many times. So every µ/νL rule in β reduces with
a µ/νR rule in β ′. This means that a µR rule with
priority i is applied on the succedent of β ′ infinitely
often but no priority j < i has an infinitely many
νR rule in β ′.
(b) There is an infinite branch β ′ < β with infinitely
many branches on its right.
In both cases β ′ cannot be a ν -branch and thus is a
µ-branch.
Items (i)-(iii) form a contradiction.We can form the nonempty
collection E of all µ- branches in Ψ by (i). By (ii) we get
(γ =
∧
E) ∈ E, which forms a contradiction with (iii). 
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