Softmax extension for determinantal point processes (DPPs) [Gillenwater et al '12] Mean-field inference for log-submodular models [Djolonga et al '14] DR-submodular quadratic programming (Generalized submodularity over conic lattices) e.g., logistic regression with a non-convex separable regularizer [Antoniadis et al '11] Etc… (more see paper)
TWO-PHASE ALGORITHM
Input
Underlying Properties of DR-submodular Maximization
Concavity Along Non-negative Directions:
Experimental Results (more see paper)
DR-submodular (DR property) [Bian et al '17] : ∀ ≤ ∈ , ∀ , ∀ ∈ ℝ C , it holds,
→ ℝ is continuous DR-submodular. is a hypercube. Wlog, let = , 0 . ⊆ is convex and down-closed:
∈ & ≤ ≤ implies ∈ .
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Bach. < 1 do:
) = log det diag − + , ∈ 0,1 T : kernel/similarity matrix. is a matching polytope for matched summarization.
Synthetic problem instances:
-Softmax objectives: generate with random eigenvalues -Generate polytope constraints similarly as that for quadratic programming
Real-world results on matched summarization:
Select a set of document pairs out of a corpus of documents, such that the two documents within a pair are similar, and the overall set of pairs is as diverse as possible. Setting similar to [Gillenwater et al '12] , experimented on the 2012 US Republican detates data. − .
-Proof using the essential DR property on carefully constructed auxiliary points -Good empirical performance for the Two-Phase algorithm: if is away from * , − * $ will augment the bound; if is close to * , by the smoothness of , should be near optimal.
DR-submodularity captures a subclass of non-convex/non-concave functions that enables exact minimization and approximate maximization in poly. time.
Investigate geometric properties that underlie such objectives, e.g., a strong relation between stationary points & global optimum is proved. Devise two guaranteed algorithms: i) A "two-phase" algorithm with ¼ approximation guarantee. ii) A non-monotone Frank-Wolfe variant with " ' ⁄ approximation guarantee
Extend to a much broader class of submodular functions on "conic" lattices. 
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