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A nanodevice capable of separating spins of two electrons confined in a quantum dot formed in
a gated semiconductor nanowire is proposed. Two electrons confined initially in a single quantum
dot in the singlet state are transformed into the system of two electrons confined in two spatially
separated quantum dots with opposite spins. In order to separate the electrons’ spins we exploit
transitions between the singlet and the triplet state which are induced by resonantly oscillating
Rashba spin-obit coupling strength. The proposed device is all electrically controlled and the electron
spin separation can be realized within tens of picoseconds. The results are supported by solving
numerically quasi-one-dimensional time-dependent Schroedinger equation for two electrons, where
the electron-electron correlations are taken into account in the exact manner.
PACS numbers: 71.70.Ej, 71.70.Gm, 73.21.La, 03.67.Lx
I. INTRODUCTION
The prospect of building a quantum computer with
entirely new computing capabilities compared to classi-
cal computers stimulates intensive research of physical
phenomena that may be used to build its basic build-
ing blocks1. Semiconductor nanostructures are a partic-
ular focus of interest since these systems can be directly
integrated with classical electronics2,3. The spin state
of single electrons confined in semiconductor nanostruc-
tures emerged as a very promising candidate for encoding
the quantum bit4,5. It relatively weakly interact with
the surrounding environment which makes it robust to
the decoherence. The main source of its decoherence is
hyperfine interaction with nuclear spins. However with
help of special prolonging techniques6 the coherence time
of an electron spin qubit can reach even hundreds of
microseconds7 which is long enough to be able to per-
form an appropriate number of quantum logic operations
executing a quantum algorithm. Recent state of the art
experiments showed that it is possible to confine elec-
trons in electrostatic quantum dots and perform single-
qubit operations8–11, two-qubit operations12–15 as well
as initialize and read out electron spin qubit. Also quan-
tum dots defined in quasi one dimensional nanowires16–20
seems to be very promising hosts for electron and hole
spin qubits and even exotic particles such as Majorana
fermions21.
In the first experimental implementation of quantum
gates acting on the electron spin qubits, the energy levels
of states with opposite spins were split in a magnetic field
and coherent transitions between them were induced by
absorbing microwaves with the energy equal to the Zee-
man energy8,9. These experiments showed remarkable
level of control over single electron spin qubits. How-
ever, since one have to apply oscillating magnetic field
which is difficult to be generated locally, such methods
are not suitable for addressing individual spin qubits in
multi-qubit quantum registers. Application of magnetic
field causes continuous precession of spins of all the con-
fined qubits in the register which makes it difficult to
perform operations independently on single qubits with-
out affecting state of neighbor spin qubits. Thus in order
to fulfill scalability criterion for physical implementation
of quantum computation the new techniques suitable for
selective manipulation of spin qubits have to be devel-
oped. Several appealing proposal has been suggested in
order to overcome this problem. The main solution is
to manipulate individual spin qubits using electric fields
which can be generated locally within the nanostructure.
One of the promising ways to realize electrically ma-
nipulation of spin qubits is to encode the qubit in the sin-
glet and triplet states of two electron system22. In such
an approach rotation of the singlet-triplet qubit on the
Bloch sphere can be realized by electrically tunable ex-
change interaction or by exploiting gradients of the mag-
netic field. Recently manipulation of such singlet-triplet
qubits was experimentally realized23–31.
Another approach to control spin qubits by electrical
means is to take advantage of spin-orbit interaction which
couples spin and orbital degrees of freedom. By induc-
ing oscillating voltages one can ”shake” the electron with
resonant frequency which in turns induces coherent os-
cillation of the spin - the electric dipole spin resonance
(EDSR) technique32. Recently much attention has been
put on the theoretical investigation33–36 as well as on
the experimental implementation16,20,37,38 of the EDSR
techniques for controlling electron and hole spin qubits
confined in nanowire quantum dots. Though still static
external magnetic field is needed in this experimental se-
tups.
The particularly promising experimental realization of
fully magnetic-free control of electron spin was demon-
strated very recently39, where the single electron spin
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2rotations were realized by transporting the electron by
surface acoustic waves in the presence of spin-orbit inter-
action.
Furthermore several original techniques has been pro-
posed in order to control electron and hole spin qubits
without magnetic field. Single-qubit quantum logic op-
erations can be realized without magnetic field by trans-
porting an electron or hole along a two-dimensional
closed path. A computer simulation of such nanodevices
can be found in previous works by the authors40. It seems
that the most difficult operation to perform without us-
ing a magnetic field is the spin initialization and spin
readout. However, it is not utterly impossible. A nan-
odevice performing such an operation has been proposed
in the Ref. [41]. Such a device exploits phenomena of
spin-dependent electron trajectory caused by spin-orbit
interaction in order to distinguish electrons with different
spins and transport them to separated parts of the nan-
odevice. Another interesting method of spatial separa-
tion of electrons’ spins density without using a magnetic
field has been proposed in the work [42], whose authors
discuss a system of two electrons confined in a vertically
coupled cylindrical double quantum dot. To perform
operations on spins, they are using the Dzyaloshinskii-
Moriya interaction43,44 controlled by eight lateral elec-
trodes.
In this work, we propose novel technique and present
nanodevice that is capable of separating the spin density
of two electrons without using a magnetic field. Thus it
allows for high fidelity electron spin initialization in ei-
ther spin ”up” or spin ”down” state. The proposed nan-
odevice is characterize by several advantages comparing
to previous proposals: it has a less complicated struc-
ture than nanodevice described in the Ref. [41] and works
much faster than the one suggested in the work [42]. To
separate the electron spin, we are employing the spin-
orbit interaction with an oscillating in time coupling
strength. This is possible in case of the Rashba spin-
orbit (RSO) interaction, which strength can be modu-
lated by an electric field generated locally by alternating
voltage applied to the control electrodes. The RSO in-
teraction with a variable amplitude has been used for
various purposes in previous works, e.g. to study the os-
cillation of spin polarization in quantum rings45–47, quan-
tum wires48, or in graphene49, as well as to achieve com-
plex spin and position dynamics of trapped cold fermionic
atom50. In the present work interplay between resonantly
oscillating RSO coupling strength and exchange interac-
tion is used to generate transitions between singlet and
triplet state, which are exploited further to generate two
electron spin state where spin degrees of freedom are sep-
arated in different parts of the proposed nanodevice. The
spin separation process is realized in ultrafast manner
without use of magnetic field.
II. DEVICE AND CALCULATION METHOD
Let us consider a system of two electrons confined in a
semiconductor nanostructure as depicted in Fig. 1. The
proposed nanodevice is composed from the gated semi-
conductor quasi-one-dimensional quantum nanowire in
similar manner as in the experimental setup from Ref.
[37]. However in our calculations we use a section of the
quantum wire with a length limited from two sides by a
material that forms a potential barrier for the conduction
band electrons (Fig. 2). Thus this part of a quantum wire
(green section of the nanowire in Fig. 1) can be consid-
ered as a quantum dot in which electrons are confined.
FIG. 1. (color online). Cross-section of the nanodevice (top).
Schematic layout of electrodes e1, e2 and e3 with respect to
the quantum wire (QW) (bottom).
The nanowire is placed between electrodes e1 and e2.
By applying the alternating voltage to these electrodes
one can induce oscillating in time RSO coupling strength.
The electrode e3 is placed above the center of the quan-
tum wire and its role is to generate electrically tunable
tunnel barrier which allows to switch the system be-
tween single and double quantum dot regime by electrical
means.
In the quasi-one-dimensional limit the electrons con-
fined in the considered nanostructure can be described
by the following Hamiltonian:
H =
(
h10 + h
2
0 + Veff(x1−x2)
)
14 +H
SO, (1)
3FIG. 2. A schematic band structure containing bottom
conduction and top valence bands for InSb nanowire (green
section of NW in Fig. 1) with InP ends (blue section of NW
in Fig. 1).
with the single-electron energy operator:
hj0 = −
~2
2m∗
∂2
∂x2j
+ |e|V(xj , t), (2)
where 14 is 4 × 4 identity matrix, m∗ = 0.014m0 is the
effective mass of the electron in InSb nanowire, m0 is the
free electron mass and xj denotes the position of the j-th
electron, j = 1, 2. The voltage applied to electrode e3 is
the source of potential along the quantum wire - the in-
terdot tunnel barrier, which we model with the following
expression:
V (x, t) = −V0 + V1(t) exp
(−(x− x0)2/b2) , (3)
where we denote x0 = l/2 as the midpoint of the quan-
tum wire, l = 200 nm is the length of the InSb nanowire
section, V0 is the height of the potential barrier at the
ends of the InSb section. The amplitude V1(t) of the in-
terdot potential barrier is controlled by voltage applied
to electrode e3. By changing the height V1(t) of the bar-
rier, we can tune the system from single quantum dot
(V1(tsingle) = 0) to double quantum dot (V1(tdouble) =
V0) regime as illustrated in Fig. 3.
FIG. 3. (color online). The shape of the confinement po-
tential along the quantum wire for various barrier heights
genarated by the voltage applied to the electrode e3.
We assume that the length of quantum wire (parallel
to the x-direction) is much larger than its thickness and
that confinement in the directions perpendicular to the
quantum wire (y and z) is so strong that the spacing
between energy levels due to lateral movement is much
larger than the interaction energy of two electrons. Thus
we can assume the approximate form of the wave func-
tion, which can be separated into parts responsible for
the confinement in the directions perpendicular to the
wire (y, z) and a part describing the dynamics of mo-
tion in the direction parallel to the wire (x). A strong
parabolic confinement in the y and z direction with cylin-
drical symmetry freezes the lateral wave functions of both
electrons into the Gaussians:
Φ(y,z) =
(√
pid
)−1
exp
(−(y2 + z2)/2d2) , (4)
where the Gaussian dispersion parameter d = 25 nm
determines the approximate radius of the nanowire.
Upon integration in the directions perpendicular to
the wire 〈Φ(y, z)| e24piε0ε|r12| |Φ(y, z)〉, the electron-electron
Coulomb interaction can be replaced by the effective in-
teraction in one dimension51:
Veff(x1−x2) = e
2
√
pi/2
4piε0εd
erfce
( |x1−x2|√
2d
)
, (5)
where erfce(x) ≡ exp(x2) (1− erf(x)) and erf(x) is a
standard error function. The dielectric constant is de-
noted by ε and its value ε = 16.4 is taken for InSb ma-
terial.
A similar approach leading to the dimensionality re-
duction of the system has been successfully applied in
other work [52], where authors explained appearance
of the fractional resonances lines in experiments related
with the EDSR in the nanowire quantum dots37,53.
The voltage applied between the electrodes e1 and e2
generates an electric field parallel to the y axis, and
thus perpendicular to the quantum wire axis. Conse-
quently the RSO interaction is electrically generated (the
main spin-orbit interaction type in the [111] grown InSb
nanowires37). In the case of frozen electron motion in
transverse directions (y, z) RSO interaction can be de-
scribed by the following Hamiltonian54,55:
HjSO = −αkjxσz = −α
(
kjx 0
0 −kjx
)
, (6)
where σz is the z-component of the Pauli matrices, and
the operator ~kjx is the momentum operator of the j-
th electron confined in the wire aligned along the x-
direction:
kjx = −i
∂
∂xj
≡ −i∂xj .
The RSO coupling constant α will be modulated in time:
α → α(t) corresponding to periodic changes of the volt-
age applied to the electrodes e1 and e2.
56
In order to describe two electrons together with their
orbital and spin degrees of freedom, we use following
four-row spinor representation57 of the two-electron wave
function:
Ψ(x1, x2, t) =
ψ↑↑(x1, x2, t)ψ↑↓(x1, x2, t)ψ↓↑(x1, x2, t)
ψ↓↓(x1, x2, t)
 . (7)
4The arrows indicate the spin projection onto the quan-
tization axis (z) of the first and second electron, re-
spectively. Since we are dealing with fermions the total
wave function (7) has to be antisymmetric with respect
to simultaneous exchange of the space and spin coordi-
nates of both electrons. This symmetry property imposes
the following constraints on the basis wave functions:
ψ↑↑(x1, x2) = −ψ↑↑(x2, x1), ψ↓↓(x1, x2) = −ψ↓↓(x2, x1)
and ψ↑↓(x1, x2) = −ψ↓↑(x2, x1). This can be writ-
ten in more compact form using the SWAP matrix S:
Ψ(x1, x2) = −SΨ(x2, x1). In the chosen representation,
the spin operators for first and second electron have the
following forms: σ⊗12, 12⊗σ, where the Pauli vector is
defined by Pauli matrices: σ ≡ [σx, σy, σz], and 12 means
the 2×2 identity matrix. By using these operators, we
can introduce the spin-orbit interaction operators for the
first and second electron: H1SO⊗12 and 12⊗H2SO. Since
the z-component of the spin operator for the first and
the second electron correspond to matrices:
σz⊗12 =
1 0 0 00 1 0 00 0 −1 0
0 0 0 −1
, 12⊗σz=
1 0 0 00 −1 0 00 0 1 0
0 0 0 −1
, (8)
the spin-orbit part of the total Hamiltonian (1) is ex-
pressed by a diagonal matrix:
HSO = H1SO ⊗ 12 + 12 ⊗H2SO = iα(t)×
× diag (∂x1+∂x2 , ∂x1−∂x2 ,−∂x1+∂x2 ,−∂x1−∂x2) . (9)
Stationary states e.g. the ground and the first excited
state of the system can be found by solving the eigenvalue
equation HΨ(x1, x2, t0) = EΨ(x1, x2, t0) of the Hamil-
tonian (1) with frozen time dependencies of all the pa-
rameters involved in the expressions (3): V1(t0) = const
and in (9): α(t0) = const. In order to solve station-
ary Schroedinger equation we use image time propaga-
tion technique (ITP)58. The time evolution of the sys-
tem is described by the solution of the time dependent
Schroedinger equation i~ ∂∂tΨ(x1, x2, t) = HΨ(x1, x2, t)
with Hamiltonian (1) which is solved numerically by us-
ing explicit Askar-Cakmak scheme59:
Ψ(x1, x2, t+ dt) = Ψ(x1, x2, t− dt)−
− 2 i
~
H(x1, x2, t)Ψ(x1, x2, t)dt. (10)
By using this approach with the wave function represen-
tation containing spin and orbital degrees of freedom as
well as the effective Coulomb interaction we are able to
take into account the electron-electron correlations in our
model in the exact manner.
III. RESULTS AND DISCUSSION
A. Stationary states
Let us assume that the spin-orbit coupling constant is
equal to zero α(t0) = 0 and that the interdot barrier is
absent V1(t0) = 0. Both electrons will then be inside a
single potential well. The ground state of such a system
is the singlet state |S〉, with antiparallel oriented spins.
In this state, the orbital part (symmetric) and spin part
(antisymmetric) of the wave function are separable:
|S〉 = ϕS(x1, x2)
 01−1
0
 . (11)
The first excited state is the triplet state |T0〉, also with
separable spatial (antisymmetric) and spin (symmetric)
parts:
|T0〉 = ϕT (x1, x2)
 011
0
 . (12)
The spatial part of the singlet wave function ϕS(x1, x2)
is presented on the left part of the Fig. 4, while the
triplet wave function ϕT (x1, x2) is depicted on the right
part of the Fig. 4. The energies of both energy levels
are moved away due to exchange interaction. For the
FIG. 4. (color online). The spatial part of the wave function
of the ground state, singlet — ϕS(x1, x2) (left side) and the
first excited state, triplet — ϕT (x1, x2) (right side).
applied InSb material parameters (by solving stationary
Schroedinger Equation with the ITP method) we get the
singlet-triplet splitting energy EST = ES − ET equal to
EST = 0.936 meV. In the experimental setup one may
tune the singlet-triplet splitting energy e.g. by keeping
non zero height of the interdot tunnel barrier or simply
by taking longer section of the InSb in the nanowire.
Let us consider another situation where the two elec-
trons are separated by the interdot barrier V1 = V0. If we
start raising the potential barrier (3) V1 = 0→ V1 = V0,
the electrons will move away from each other and the
exchange energy will decrease and eventually vanish. In
our calculations we have assumed that V0 = 50 mV and
b = 20 nm in expression (3). These parameters have been
chosen so that, when V1 = V0, the singlet-triplet energy
splitting is close to EST = 0.
60 Thus orbital part of the
wave functions of the two-electron system can be con-
structed based on the single-electron functions localized
completely in the left ϕL(x) and right ϕR(x) part of the
5quantum wire:
ϕS (T )(x1, x2) =
=
1√
2
(ϕL(x1)ϕR(x2) +(−)ϕR(x1)ϕL(x2)) . (13)
The two lowest energy states are the singlet and the
triplet, but since functions ϕL and ϕR do not overlap,
the exchange interaction disappears. Thus the singlet
and triplet state are degenerate.
Let us note that if we construct a balanced linear com-
bination of these wave functions (by adding together the
overall spin-orbital wave functions), we will get:
∣∣Ψsep+ 〉 = 1√
2
(|S〉+|T0〉) =
 0ϕL(x1)ϕR(x2)−ϕR(x1)ϕL(x2)
0
. (14)
Comparing this function with the expression (7),
which defines representation, gives: ψ↑↓(x1, x2) =
ϕL(x1)ϕR(x2) and ψ↓↑(x1, x2) = −ϕR(x1)ϕL(x2). It
means that we have reached a state, in which the spin in
the left dot is oriented in up (+~/2) and in the right one
spin is pointing down (−~/2).
On the other hand one can obtain analogous spin sep-
arated state:
∣∣Ψsep− 〉 = 1√
2
(|S〉−|T0〉) =
 0ϕR(x1)ϕL(x2)−ϕL(x1)ϕR(x2)
0
, (15)
which corresponds to the complementary situation where
the spin in the left dot is pointing down and spin in the
right dot is pointing up.
B. Time evolution of the spin separation process
Proposed nanodevice is designed in such a way to gen-
erate precisely the state in which spins in the left and the
right dots are separated and oriented in opposite direc-
tion i.e. like in the
∣∣Ψsep± 〉 states.
In order to prepare such a spin separated state e.g. the∣∣Ψsep+ 〉 state, we propose a following scheme: Capture two
electrons in a single potential well (V1(t0) = 0) in the sin-
glet state, then transform the singlet state to linear com-
bination of the singlet and the triplet states by resonantly
oscillating RSO coupling and finally separate electrons by
raising the potential barrier V1(t0)→ V1(tsep) = V0.
Initially two electrons are confined in the single quan-
tum dot (V1(t0) = 0). If one wait long enough, the two
electrons will relax to the singlet ground state due to
thermalization process12,13.
Let us take a look at the RSO interaction Hamilto-
nian (9) for two electrons. The central part of the matrix
(2nd and 3rd rows and columns) is presented below(
HSO22 0
0 HSO33
)
= iα(t)
(
∂x1−∂x2 0
0 ∂x2−∂x1
)
. (16)
It is antisymmetric in the spatial as well as in the spin
variables of both electrons, which can be written in a
formal way as: HSO(x1, x2) = −HSO(x2, x1) and HSO22 =
−HSO33 . It has thus symmetries that allow the transition
of the system between the singlet and triplet states since
the matrix element 〈T0|HSO |S〉 is non-zero.
In order to drive transitions between singlet and triplet
state one shall turn on the oscillations of the spin-orbit in-
teraction with a resonant frequency ω tuned to the energy
difference between singlet and triplet state ω = EST /~
by applying oscillating voltage to the electrodes e1 and
e2.
In simulations we assume sinusoidal alternating electric
field with the amplitude of 5 × 105 V/m corresponding
to the oscillating voltage with the amplitude of 50 mV
applied between the electrodes e1 and e2 separated by 100
nm distance. The RSO coupling constant is proportional
to the electric field α0 = α3De〈E〉, and assuming that
α3D = 5 nm
2,61 we will obtain α(t) = α0 sin(ωt), where
the amplitude of the RSO coupling strength expressed in
atomic units is equal to α0 = 2.5 meV nm ' 0.002 aB Eh.
The aB = 0.0529 nm is the Bohr radius and the Eh =
27.211meV is the Hartree energy. In order to maintain
constant in time EST (in single dot regime) the electrons
are confined in the fixed length InSb section of quantum
wire (see Fig. 2), so that the voltages controlling the
strength of the RSO interaction coupling do not change
the singlet-triplet energy splitting.
The process of transition from the singlet state to the
triplet state induced by resonantly oscillating RSO cou-
pling is presented in Fig. 5. The time evolution of the
probability of finding the system in the singlet state
is denoted by PS(t) = |〈S|Ψ(x1, x2, t)〉|2 (blue curve)
and the probability of finding it in the triplet state by
PT (t) = |〈T0|Ψ(x1, x2, t)〉|2 (green curve) in the Fig. 5a.
At the starting point (t0 = 0), the system is in the singlet
state thus probability PS(t0) = 1 (PT (t0) = 0) and after
tT ≈ 125 ps it drops to zero: PS(tT ) = 0 (rises to one:
PT (tT ) = 1) and then rises (drops) again. The system
oscillates between the singlet and triplet state, so we can
observe the Rabi oscillations which are characteristic for
resonantly driven two-state systems.
The time evolution of the expectation value of the total
energy of the system E(t) = 〈Ψ(x1, x2, t)|H|Ψ(x1, x2, t)〉
is marked by the black curve in Fig. 5a. Its mini-
mum value corresponds to the energy of the singlet state
E(t0) = ES , and its maximum value corresponds to the
triplet state energy E(tT ) = ET .
The spin in both dots would only be well-defined in
the final state of our simulation, but we want to observe
the spin density distribution throughout the entire spin
separation process. Thus we introduce an additional pa-
rameter - the expectation value of the spin z-component
in the left half of the InSb quantum wire section. It can
be calculated as integral over the half-space from the ex-
pression that can be defined as the distribution of the
6FIG. 5. (color online). The time evolution of the energy of
the system E(t) (black curve) and the probability of occupying
the singlet state PS(t) (blue curve) and the triplet state PT (t)
(green curve) (a). The evolution of the spin z-component in
the left half of the InSb nanowire 〈sz(t)〉L (blue curve) and
the oscillations of the RSO coupling α(t) (red curve) (b).
spin density of both the electrons:
〈sz(t)〉L =
~
2
l/2∫
0
dx1
l∫
0
dx2
(
Ψ†(x1, x2, t)σz⊗12 Ψ(x1, x2, t) +
+ Ψ†(x2, x1, t) 12⊗σz Ψ(x2, x1, t)
)
, (17)
where l is the length of the wire. In analogous manner
one can calculate 〈sz(t)〉R - the expectation value of the
spin z-component in the right half of the nanowire.
The state which is a linear combination of the triplet
and the singlet states, which correspond to different
eigenvalues of the Hamiltonian is not a stationary state.
Thus time-varying phase difference between singlet and
triplet parts of the wave function causes oscillations of
the expectation value of the spin 〈sz(t)〉L calculated in
this state. Time evolution of the 〈sz(t)〉L during singlet-
triplet transitions can be found on Fig. 5b (blue curve).
The frequency of 〈sz(t)〉L (blue curve) is equal to the fre-
quency ω of the oscillating in time RSO coupling strength
α(t) which drives the singlet-triplet transitions (see red
curve on the Fig. 5b).
At the starting point, the amplitude of 〈sz(t0 = 0)〉L =
0 is zero since only singlet state is occupied. Than it
starts to oscillate and amplitude of the 〈sz(t)〉L is gradu-
ally growing, reaching its maximum value at the moment
when the two electron system occupies with equal prob-
ability the singlet and the triplet state PS(te) ≈ PT (te),
FIG. 6. (color online). Oscillations of the expectation value
of the spin in the left half of the quantum wire 〈sz(t)〉L (blue
curve) induced by the oscillating Rashba coupling strength
α(t) (red curve). The black curve illustrates an increase of the
energy of the system driven by the alternating α(t < 80ps).
It can be seen that when the oscillation of the RSO coupling
are stopped the total energy of the system takes finite value
E(t > 80ps) = −135.515meV, as well as the amplitude of the
oscillation of the 〈sz(t)〉L.
which occurs for te ≈ 60ps. Then the amplitude of the
〈sz(t)〉L is decreasing, and oscillates in time. The peri-
odic modulation of 〈sz(t)〉L oscillations are observed.
If we now turn off the oscillations of the RSO interac-
tion coupling (see gray part of the Fig. 6), the transitions
between the singlet and the triplet states will be termi-
nated. The oscillations of spin orbit coupling are stopped
for t = 80ps, α(t > 80ps) = const (gray part of Fig. 6).
For t > 80ps the oscillations of the 〈sz(t)〉L (blue curve
in Fig. 6) will still take place but with a fixed amplitude,
because the probability of occupying the singlet and the
triplet states is now constant which manifests in the con-
stant energy E(t > 80ps) = const (black curve in Fig. 6).
Furthermore, oscillations of the expectation value of
the spin 〈sz(t)〉L can be stopped. It can be realized by
dividing the section of the quantum wire into two parts
separated by a potential barrier. In the simulation be-
low, in order to reach double dot regime, we increase the
height of the interdot tunnel barrier in the expression (3)
from V1 = 0 to V1 = V0. The process of 〈sz(t)〉L oscilla-
tion shutdown has been presented in Fig. 7. We start to
raise the barrier for t = 120 ps which increase the inter-
electron distance and in turns we observe the reduction
of the 〈sz(t)〉L oscillations. For the t ≈ 170ps the inter-
dot barrier reaches its maximal height, and than remains
constant V1(t > 170ps) = V0. The height of the barrier
V1 = V0 has been chosen so that at the final point the
electrons can be separated by the impenetrable barrier
and thus the energy of the singlet and the triplet states
is equal as well the exchange interaction is reduced to
zero. The oscillations of 〈sz(t)〉L are stopped. In this
7FIG. 7. (color online). Time evolution of the expectation
value of the spin in the left part of the nanowire 〈sz(t)〉L (blue
curve) and the potential barrier height V1(t) (black curve).
For 40ps < t < 120ps situation corresponds to that, which
is depicted in Fig. 6. At the moment t = 120ps the interdot
barrier V (x, t) is started to be lifted up, which stops the os-
cilation of the spin 〈sz(t)〉L. Finally the spin in the left dot
is set to 〈sz(t)〉L ≈ 0.1~ value.
case the value of 〈sz(t)〉L has been set at the level of
0.1 ~. In this example moment of the turning off the
oscillations of RSO coupling strength as well as the mo-
ment when the barrier is started to be raised up has been
chosen arbitrarily.
FIG. 8. (color online). The time evolution of the two-
electron system (same as in Fig. 6 and in Fig. 7) with carefully
adjusted moment of the Rashba coupling oscillation shutdown
and the time of the barrier formation. The dash blue (green)
curve shows the time evolution of the probability of occu-
pation the singlet PS(t) (triplet PT (t)) state. The red solid
curve shows the oscillations of the RSO coupling, the blue
solid curve shows the course of the spin’s expectation value
in the left dot, and the black solid curve presents the evolu-
tion of the potential barrier height V1(t) that separates the
quantum wire into two parts.
However our intention is to split up electrons with op-
posite spins and obtain one of the
∣∣Ψsep+ 〉 or ∣∣Ψsep− 〉 states
for which spin in the left (right) dot is respectively ori-
ented up (down) or down (up). This can be achieved
by carefully matching the moment toff when the oscil-
lations of spin-orbit coupling strength are stopped and
the time of the interdot barrier formation. An example
which illustrates time evolution of preparation the sys-
tem in the
∣∣Ψsep+ 〉 is presented in Fig. 8. Oscillations
of the Rashba coupling are turned off when the wave
function of the two electron system becomes a balanced
linear combination of the singlet and the triplet state,
which happens when the dashed blue and green curves
reach the value of PS(toff ) = PT (toff ) = 0.5. This takes
place at toff = 60 ps. At the same time toff , we start
lifting the barrier dividing the wire into two halves and
split up both electrons. The duration of barrier forma-
tion tform = tsep − toff must be such that, in the final
moment - tsep, the phases of the singlet and triplet parts
of the wave function are equal, like in the expression (14),
defining the
∣∣Ψsep+ 〉 state. The spins of the electrons are
then separated. The left dot will contain the electron
with spin up (the spin projection on z-axis in the left dot
is equal to 〈sz(tsep)〉L = ~/2), and in the right dot the
spin will be opposite and equal to 〈sz(tsep)〉R = −~/2.
FIG. 9. (color online). Same as in Fig. 8 but in this case we
do not turn off the oscillations of the RSO coupling, α(t) is
oscillating all the time.
It is also possible to perform a different, slightly sim-
plified version of the spin separation process. The results
are shown in Fig. 9. In this approach we do not stop
the oscillation of the RSO coupling strength, α(t) is os-
cillating all the time. All we need to do is to raise the
potential barrier V1 → V0 at the right moment. The lift-
ing barrier will reduce the energy difference between the
triplet and singlet states. Due to the strongly resonant
nature of singlet triplet transitions driven by the oscillat-
ing RSO coupling strength, the singlet triplet transitions
as well as the oscillations of the 〈sz(t)〉L are terminated
automatically when the barrier is formed.
However the way in which the barrier is raised is not
8FIG. 10. (color online). Same as in Fig. 9 but in this case
the barrier is lifted much slower: aproximately 3 times slower.
significant: there are not restrictions on speed of raising
of the barrier. Even a relatively rapid increase of the
barrier does not disturb the stability of the wave func-
tion. The moment when the barrier completely removes
the exchange interaction is important. The spin of the
electron in the left dot should at this time reach a value
of ~/2. The best approach will be to adjust this moment
experimentally. To make it easier, the barrier lifting can
be slowed in the final phase. The time evolution of the
system with such improvement is added in Fig. 10.
In the paper we presented simulation of the nanode-
vices which is able to generate |Ψsep+ 〉 state. However one
can obtain the another spin separated state |Ψsep− 〉 with
the spin down (up) in the left (right) dot. In order to
generate such a state one has to follow analogous pro-
cedure as presented above with that difference, that the
oscillation of the RSO coupling strength should have a
different sign: α(t) = −α0 sin(ωt).
Proposed device allows for high fidelity initialization
of the electron spin in the spin up or the spin down state
e.g. for the quantum computation purposes. We made its
simulations for InSb material parameters, however pro-
posed electron spin separation scheme is universal and
can be realized for other materials. The difference will
be in the singlet triplet splitting energy EST and thus
frequency ω of oscillations of the RSO coupling. In the
presented model we chose parameters for which singlet-
triplet splitting energy is large which results in spin pre-
cession frequency of the order of 100GHz. We are aware
that such fast oscillation may be challenging during ex-
perimental implementation however we take these pa-
rameters in order to check the limit of the adiabaticity of
the process. We have showed that for such parameters
spin separation process is adiabatic. Thus any slower pro-
cess will be also adiabatic. One can slower the process by
keeping non zero barrier high or take the longer section
of InSb wire. It will reduce EST energy and thus lower
the frequency ω of RSO coupling strength oscillations.
In this case the proposed spin separation scheme is sim-
ply more resistant to mismatches in the barrier switching
times.
IV. SUMMARY AND CONCLUSIONS
In conclusion, we have proposed nanodevice - gated
semiconductor nanowire - that allows for separating spins
of two electron system, and consequently prepare elec-
tron spin i.e. in the well define spin up or spin down
state. In order to generate such a state the following
procedure is applied. Electrons are initially confined in
the single quantum dot formed in the InSb nanowire in
the singlet state. Then the spin-orbit (Rashba) inter-
action, with the oscillating amplitude with a frequency
equal to the energy difference between the triplet and sin-
glet states, gradually transfers the two electrons system
to to an excited state. Once the system is in a state that
is a balanced linear combination of the singlet and the
triplet state, by using an electrostatically generated po-
tential barrier, the quantum dot is divided into two parts
(double dot regime), in which each electron is confined.
A properly selected rate of barrier formation will allow
us to separate the spins of the two electrons, so that e.g.
the electron spin in the left dot is up, and the one in
the right dot is down. Thus proposed device allows for
preparation an electron in the spin up or spin down state
with very high precision.
The proposed nanodevice is all-electrically controlled
(by the voltages applied to the electrodes) without the
need of application of magnetic field at any step of the
spin separation process. Thus it can address individual
electron spin qubits in selective manner which can be
useful for scalability purposes. The nanodevices operates
within tens of picoseconds which is much less than typical
decoherence time for electron spin qubits in these type of
materials.
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