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Dynamic problems appear in the realm of re-optimization as in the (initial) work on vehicle routing [13] and other approximation problems [3, 16] . In a parameterized dynamic problem the original solution is not assumed to be optimal, and we seek a solution (of the new instance) that can be obtained at some given affordable cost. Dynamic problems have also been studied from a parameterized complexity viewpoint under the name "incremental problems" as in [9] . The term "incremental problem" has been coined in [4] in a seemingly initial work on programming languages.
Parameterized dynamic problems are formulated for the first time in [6] , where Dynamic Dominating Set was shown to be fixed-parameter tractable. Capitalizing on this initial work, we consider a number of problems with various parameterizations. In particular, we consider problems whose solutions are required to be connected, such as Dynamic Connected Dominating Set, which is well known as a model for virtual backbones (for message routing) in wireless ad-hoc networks (see [2, 5, 14, 15, 17] ). It is only natural in such applications to assume that some links between backbone nodes disappear when two nodes are no longer within some transmission range, due mainly to mobility. In this case, Dynamic Connected Dominating Set (henceforth DCDS) is a better model.
Main results. We show that Dynamic Connected Dominating Set, Dynamic Vertex Cover and Dynamic Connected Vertex Cover are fixed-parameter tractable with respect to the edit parameter but W [2] -hard with respect to the increment parameter. We further show that fixing the edit parameter to one does not reduce the complexity of Dynamic Dominating Set, while it makes Dynamic Independent Set fixed-parameter tractable. Finally we study dynamic maximization problems such as Maximum Clique and Long Cycle. We show that both problems are fixed-parameter tractable with respect to the edit parameter. The rest of this paper is structured as follows. Section 2 presents some needed preliminaries. In Section 3 we study dynamic problems whose solutions are required to induce connected subgraphs. In Section 4 we study the Dynamic Independent Set and Dynamic Independent Dominating Set problems. In Section 5, we discuss dynamic maximization problems with connectivity constraints, and we conclude in Section 6 with a summary and open problems.
Preliminaries
All graphs considered in this paper are assumed to be finite, simple and undirected. We adopt common graph theoretic terminology, but we shall define some notions that may be useful. 
For a given graph G = (V , E), we let V (G) = V and E(G) = E. For E ⊆ E we denote by V (E ) the set of vertices that are incident on elements of E . The set of neighbors, or open neighborhood, of a vertex v is defined as N G (v) = {u ∈
V (G) | uv ∈ E(G)} while the closed neighborhood of v is N G [v] = N G (v) ∪ {v}. If S ⊆ V (G), then N G (S) = v∈S N G (v) and N G [S] = N G (S) ∪ S. Moreover, the subgraph of G induced by S is denoted by G[S]. If C , D are subsets of V (G) satisfying C ⊆ N G [D],
is N G (V (H)).
A set of vertices 
Dynamic problems with connectivity constraints
We first study graph-theoretic minimization problems where the solutions are required to be connected subgraphs, or sets of vertices that induce connected subgraphs. A common feature of these problems is the fact that only edge deletions affect the feasibility of the given initial solution. Hence, the target solution could be obtained by connecting the various components of the subgraph induced by the initial (given) solution. As we shall see, this feature makes the problems fixed-parameter tractable with respect to the edit parameter.
Dynamic Connected Dominating Set
The parameterized Dynamic Connected Dominating Set problem is defined formally as follows: the elements of S (while computing S ) does not incur additional cost since each such vertex must (eventually) have a neighbor in S . 4. Adding edges is "harmless" in the sense that, in G, every vertex is dominated and S is connected. The addition of an edge cannot alter these properties. 5. The deletion of an edge is harmful only if at least one of its endpoints is in S.
A fixed-parameter algorithm
We now present the main steps of an algorithm that computes S such that |S | − |S| is minimum. We are going to use the fixed-parameter algorithm for the Minimum Weighted Steiner Tree problem where the terminal nodes form an independent set. First let L be the list of deleted edges, and let A ⊂ V (G) \ S be the set of vertices of G that are incident on deleted edges and such that A is not dominated by Run the fixed-parameter Weighted Steiner Tree algorithm of [12] . Let T be the resulting solution, and let I(T ) be the set of interior nodes of T . Then, due to the assigned weights, all the interior nodes are Steiner nodes (as shown in [1] ).
Observe that I(T ) forms a connected dominating set of H . Moreover, as shown in [1] and since A is an independent set of H , the number of internal vertices of T is the smallest possible. Therefore, if none of the generated candidate solutions (S ) satisfies |S | − |S| ≤ r then we have a NO-instance. Otherwise, it would be easy to see that S is a connected dominating set of G .
As for the running time, and since |A| ≤ k and the Weighted Steiner Tree algorithm runs in O(2 |A | ), the total running time of the above algorithm is in O(4 k ).
Theorem 1.
The Dynamic Connected Dominating Set problem is fixed-parameter tractable with respect to the edit-parameter.
Complexity of DCDS with respect to the increment parameter
We next use a reduction from Dominating Set to show that DCDS is W [2] -hard with respect to the increment-parameter r only, assuming the edit-parameter k is arbitrary.
Given an instance (H, r) of Dominating Set, where H has n vertices, we construct two graphs G and G as follows:
1. G consists of two n-cliques H 1 and H 2 and some edges between them as follows:
• To each vertex v of H we have two vertices v 1 and v 2 that correspond to it so that 
Dynamic Connected Vertex Cover
The method used to obtain a fixed-parameter algorithm for DCDS, with respect to the edit-parameter, can be applied to the Dynamic Connected Vertex Cover problem.
Dynamic Connected Vertex Cover (DCVC)
Input:
and S is a connected vertex cover for G ?
Let (G, G , S, k, r) be an instance of Dynamic Connected Vertex Cover (DCVC). First, we note that edge deletion could only affect the connectivity constraint while edge addition may cause some added edges not to be covered. We assume that k = k 1 + k 2 where we have at most k 1 added edges to cover and at most k 2 deleted edges, so at most k 2 + 1 connected components in G [S] . To obtain a fixed-parameter algorithm we first branch on all the k 1 edges to be covered, by adding one of the two endpoints (or the other) to S , (S is initially equal to S.) Then we contract each connected component of G [S ] , which again yields an instance of the Weighted Steiner Tree problem, as described in the case of DCDS above.
Theorem 3. The Dynamic Connected Vertex Cover problem is fixed-parameter tractable with respect to the edit-parameter.
Note that a faster algorithm can be obtained if the parameter is k + r. simply, contract all the connected components of G [S] and add a pendant (degree-one) vertex to each of the resulting vertices, then treat the graph as an instance of Connected Vertex Cover with parameter r + c ≤ r + k where c is the number of components of G [S] .
We prove that the problem is W [2] -hard with respect to the increment-parameter by reduction from the following parameterized version of the Steiner Tree problem, where the parameter is the number of Steiner nodes in the solution tree:
Minimum Steiner Tree (parameterized by number of Steiner nodes) Input: The above version of Steiner Tree is known to be W [2] -hard by a simple reduction from Set Cover, as noted in [11] . We now present the following reduction to Dynamic Connected Vertex Cover, parameterized by the increment cost.
Let (H, r) be an instance of the above Steiner Tree problem. We further assume that |X| > 1 and H[ X] is not connected (otherwise it would be an obvious YES-instance). We construct two graphs G and G as follows. Graph G is obtained from H by subdividing each and every edge that has at least one endpoint from Y . Let T be the set of the newly introduced degree-two vertices (due to the edge subdivision). We also add one vertex u that is joined to all the elements of X ∪ T . Let S = X ∪ T ∪ {u}. Then S is a connected vertex cover of G.
Graph G is obtained from G by removing all the edges between u and the elements of T and all but one of the edges between u and the elements of X (since we assumed that |X| > 1). Observe that X ∪ T ∪ {u} remains a vertex cover in G but, since we assumed G[ X] is not connected (and
is not connected and every vertex of T ∪ {u} has at most one neighbor in X .
If 
Dynamic Independent Dominating Set
In the previous section, the connectivity of solutions played a role in obtaining fixed-parameter algorithms with respect to the edit-parameter. To further highlight the role of connectivity, and not domination, we give an example of a domination problem whose solution is (completely) disconnected. We show that Dynamic Independent Dominating Set is W [2]-hard with respect to the edit-parameter.
Dynamic Independent Dominating Set (DIDS)
We will show a reduction from the W [2]-complete problem Multicolor Dominating Set (k) [7, 10] . 
Multicolour Dominating Set (MCDS)
Input∈ {1, 2, . . . , n i }. Let A = k i=1 A i , B = k i=1 B i and C = k i=1 C i .
We specify that the induced subgraph G[B i ] is an n i -clique and that G[C i
] is an independent set. Other edges of G are next described. For i ∈ {1, 2, . . . , k}: 
Vertex a i,1 is connected to every vertex in (A
i \ {a i,1 }) ∪ B i ∪ C i . 2. Each a i, j , for j = 2,
. , k}, domination by S of the vertices in A i adds at least 2 to d v (S, S ). Hence, if S is a solution of an instance then d v (S, S ) ≥ 2k.
Proof of Claim 1. We consider all possibilities for domination of A i . First suppose that a i,1 ∈ S . Then, considering that A i is an independent set in G and every element of B i ∪ C i is a neighbor of a i,1 , the other three vertices of A i (and not in S) must be dominated by themselves in G . Hence, a i,1 ∈ S implies that d v (S, S ) is increased by 3.
Next we consider the case that a i,1 / ∈ S . Then a i,1 must be dominated by a vertex v which lies in 
G )} (and |D| = k). Conversely, if I is a YES-instance of MCDS(k) then the construction of G, G together with the proof of Claims 1 and 2 show that I is a YES-instance of DIDS with d v (S,
S ) = 2k ≤ r. 2
Vertex Cover and Maximum Clique
We have seen that dynamic versions of some W [2] -hard problems like Dominating Set and Connected Dominating Set fall in the class FPT under the edit-parameter. A natural question to pose at this stage is whether the dynamic version of a fixed-parameter tractable problem remains FPT. We give a negative answer to this question (which was also posed in the conference version of this paper). In particular, we show that Dynamic Vertex Cover (DVC) is W [1]-hard via a (rather simple) reduction from Maximum Independent Set (MIS).
Dynamic Vertex Cover
Let (H, p) be an instance of the Maximum Independent Set problem. We construct an instance (G, 
Dynamic Maximum Clique
Both the Independent Set and Maximum Clique exhibit a different behavior than Vertex Cover from the Parameterized Complexity standpoint, being (both) W [1]-hard [8] . Surprisingly, the dynamic versions of these two problems fall in the class FPT as we shall see in the following.
In the Dynamic Maximum Clique problem (DMC), we are given a quintuple (G, G , S, k, r) where S is a clique of G, G is obtained from G by at most k edge-edit operations, and we seek a clique S of G such that d v (S, S ) ≤ r. We report that DMC is FPT with respect to the edit-parameter and W [1]-hard w.r.t the increment-parameter. The reader can verify the second claim via a simple reduction from the Maximum Clique problem. We prove the first claim, as follows.
Let (G, G , S, k, r) be a given instance of DMC, and let L be the set of edges deleted from G to obtain G . That is,
Clearly, if u, v ∈ S and uv is a deleted edge, then at least one of u and v is not in S . So deletion of elements of S to obtain S is unavoidable. It is straight-forward to see that minimizing the number of vertices of S which must be discarded from the new solution, i.e. minimizing |S \ S |, is equivalent to finding a minimum sized vertex cover of the graph H where 
The reoptimization parameter
By definition, the objective of a dynamic problem is to minimize the Hamming distance between a given set (that was a solution) and some to-be-found target feasible solution, if one exists. Therefore, dealing with a dynamic version of a maximization problem would seem to be defeating its purpose.
This anomaly is manifested in the proof that DMC is FPT where the increment-parameter was used only as a bound on how much "smaller" the new solution can be, so we need not attempt to add more vertices to S in this case. Of course, however, larger cliques are preferred but we are limited by the condition d v (S, S ) ≤ r. Accordingly, it could be more meaningful to require that |S| − |S | ≤ r (instead of d v (S, S ) ≤ r). This would force r to be an upper bound on the "decrement" in solution size and, at the same time, allows |S| − |S | to be negative, so S can be as large as possible. In this case, we shall refer to r as the reoptimization parameter.
On the other hand, when dealing with a parameterized dynamic minimization problem, especially when solutions are subsets of the input, the condition d v (S, S ) ≤ r could be replaced by |S | − |S| ≤ r, and we also refer to r as the reoptimization parameter in this case.
Consider the corresponding reformulation of DMC. In other words, given an instance (G, G , S, k, r), the question is: "does there exist a clique S ⊆ V (G ) such that |S| − |S | ≤ r?" We shall prove that this problem is W [1] It is worth noting here that Dynamic Connected Dominating Set and Dynamic Connected Vertex Cover remain FPT with respect to the edit-parameter, thus also FPT with respect to the aggregate of the edit and reoptimization parameters. To see this, recall that our reduction to Steiner Tree already requires |S | − |S| to be minimized.
Dynamic problems with restricted-size solutions
If the reoptimization parameter is set to zero, the required solution would have to be at least as good as the initial one (|S | ≤ |S| for minimization and |S | ≥ |S| for maximization). However, in typical dynamic problems, it may still be desired to bound the Hamming distance between the initial and target solutions.
In [6] , it is proved that Dynamic Dominating Set is fixed-parameter tractable. In this section we study the complexity of the following slight variation to the Dynamic Dominating Set problem. 
Then:
Now the non-dominated vertex u has degree 1 so assume that its neighbor w is in S . i.e. w ∈ S + .
Proof of Claim 1. If v * / ∈ S − , then it follows from (1) that for some i ∈ {1, 2, . . . ,n}, z i ∈ S − and {x i , y i } ∩ S + = ∅. Then x i is a non-dominated vertex in G , which is a contradiction. Therefore, v * ∈ S − . [H ] shows that I is a YES-instance of DS (just replace each y i ∈ D by the corresponding vertex v i ∈ V (H ) to obtain a k-dominating set of H ). Conversely, if I is a YES instance of DS, then I is now easily seen to be a YES-instance of RSDDS. 2
It now immediately follows that S + \ {w} must dominate the vertices in
G [H ]. Let D = S + \ {w}.
Conclusion
We considered dynamic versions of a number of parameterized graph problems and showed, among other things, that some problems whose solutions are required to induce connected subgraphs, such as Dynamic Connected Dominating Set and Dynamic Connected Vertex Cover, fall in the class FPT under the edit-parameter (edge-editing cost) while the same problems are W [2] -hard when parameterized by the increment-parameter only. We believe this behavior could be investigated further in future research.
The difference between the parameterized complexity of a problem and its dynamic version is another noteworthy observation of this work. This is illustrated by the W [1]-hardness of Dynamic Vertex Cover, and the fact that Dynamic Connected Dominating Set (whose static version is W [2]-Complete [8] ) is FPT.
We modified the definition of the increment-parameter to introduce the reoptimization parameter. As the name suggests, this parameter can be used to formulate parameterized (decision) versions of reoptimization problems. We showed that while Dynamic Maximum Clique is FPT with respect to the edit parameter, it becomes W [1]-hard (w.r.t. edit-parameter) when the increment-parameter is replaced by the reoptimization parameter.
On the other hand, we explored the possibility of requiring the target solution of a dynamic problem to be as good as the initial solution. In other words, we add the condition |S | ≤ |S| for minimization problems and |S | ≥ |S| for maximization problems. We showed that such restricted-size versions could become harder by proving that Restricted-Size Dynamic Dominating Set is W [2] -hard even when the edit-parameter is set to one.
More work is expected to be conducted on various dynamic problems, both from theoretical and practical standpoints. Structural parameterization is one possible track where auxiliary parameters might be used to study special types of input instances. Kernelization is another track that is yet to be explored. From a practical standpoint, input instances that change with time appear in many real applications such as wireless ad-hoc networks, which motivated our work on DCDS in this paper.
