We provide a method, based on the theory of Markov decision processes, for e cient planning in stochastic domains. Goals are encoded as reward functions, expressing the desirability of each world state; the planner must nd a policy (mapping from states to actions) that maximizes future rewards. Standard goals of achievement, as well as goals of maintenance and prioritized combinations of goals, can be speci ed in this way. An optimal policy can be found using existing methods, but these methods require time at best polynomial in the number of states in the domain, where the number of states is exponential in the number of propositions (or state variables). By using information about the starting state, the reward function, and the transition probabilities of the domain, we restrict the planner's attention to a set of world states that are likely to be encountered in satisfying the goal. Using this restricted set of states, the planner can generate more or less complete plans depending on the time it has available.
Introduction
In a completely deterministic world, it is possible for a planner simply to generate a sequence of actions, knowing that if they are executed in the proper order, the goal will necessarily result. In nondeterministic worlds, planners must address the question of what to do when things do not go as expected.
The method of triangle tables Fikes et al., 1972] made plans that could be executed robustly in any circumstance along the nominal trajectory of world states, allowing for certain classes of failures and serendipitous events. It is often the case, however, that an execution error will move the world to a situation that has not been previously considered by the planner. Many systems (sipe, for example Wilkins, 1988] ) can monitor for plan \failures" and initiate replanning. Replanning is often too slow to be useful in time-critical domains, however. Schoppers, in his universal plans Schoppers, 1987] , gives a method for generating a reaction for every possible situation that could transpire during plan execution; these plans are robust and fast to execute, but can be very large and expensive to generate. There is an inherent contradiction in all of these approaches. The world is assumed to be deterministic for the purpose of planning, but its nondeterminism is accounted for by performing execution monitoring or by generating reactions for world states not on the nominal planned trajectory.
In this paper, we address the problem of planning in nondeterministic domains by taking nondeterminism into account from the very start. There is already a well-explored body of theory and algorithms addressing the question of nding optimal policies (universal plans) for nondeterministic domains. Unfortunately, these methods are impractical in large state spaces. However, if we know the start state, and have a model of the nature of the world's nondeterminism, we can restrict the planner's attention to a set of world states that are likely to be encountered on the way to the goal. Furthermore, the planner can generate more or less complete plans depending on the time it has available. In this way, we provide e cient methods, based on existing techniques of nding optimal strategies, for planning under time constraints in non-deterministic domains. Our approach addresses the uncertainty resulting from control error, but not sensor error; in most of the following, we assume certainty in observations, but discuss relaxing this assumption in Section 9.
We assume that the environment can be modeled as a stochastic automaton: a set of states, a set of actions, and a matrix of transition probabilities. In the simplest cases, achieving a goal corresponds to performing a sequence of actions that results in a state satisfying some proposition. Since we cannot guarantee the length of a sequence needed to achieve a given goal in a stochastic domain, we are interested in building planning systems that minimize the expected number of actions needed to reach a given goal.
In our approach, constructing a plan to achieve a goal corresponds to nding a policy (a mapping from states to actions) that maximizes expected performance. Performance is based on the expected accumulated reward over sequences of state transitions determined by the underlying stochastic automaton. The rewards are determined by a reward function (a mapping from states to the real numbers) specially formulated for a given goal. A good policy in our framework corresponds to a universal plan for achieving goals quickly on average.
There are dynamic programming algorithms for computing the optimal policy given a stochastic model of the world. They are useful in small to medium-sized state-spaces, but become intractable on very large state-spaces. We address this di culty by make some informal assumptions about the environments in which we are working that allow us to generate approximate solutions e ciently. In particular, we assume that the environment has the following properties: high solution density: it is relatively easy to nd plausible (though perhaps not optimal) solutions low dispersion rate: from any given state, there are only a few states to which transitions can be made continuity: it is reasonable to estimate the values of states by considering the values of near-by states (where distance is measured as the expected number of steps between states)
Many large, realistic planning problems, such as those involving high-level navigation, have these properties.
In the following, we refer to the automaton modeling the environment as the system automaton. Instead of generating the optimal policy for the whole system automaton, we formulate a simpler or restricted stochastic automaton and then search for an optimal policy in this restricted automaton. The state space for the restricted automaton, called the envelope, is a subset of the states of the system automaton, augmented with a special state out that represents being in any state outside of the envelope.
There are two basic types of operations on the restricted automaton. The rst is called envelope alteration and serves to increase or decrease the number of states in the restricted automaton. The second is called policy generation and determines a policy for the system automaton using the restricted automaton. Note that, while the policy is constructed using the restricted automaton, it is a complete policy and applies to all of the states in the system automaton. For states outside of the envelope, the policy is de ned by a set of re exes that implement some default behavior for the agent.
The algorithm is implemented as an anytime algorithm Dean and Boddy, 1988] , one that can be interrupted at any point during execution to return an answer whose value, at least in certain classes of stochastic processes, improves in expectation as a function of the computation time. In this paper, deliberation scheduling refers to the problem of allocating processor time to envelope alteration and policy generation. We gather statistics on how envelope alteration and policy generation improve performance and use these statistics to compile expectations for allocating computational resources in time-critical situations.
We consider several decision models for deliberation scheduling. In the simpler models, called precursor-deliberation models, we assume that the agent has one opportunity to generate a policy and that, having generated a policy, the agent must use that policy thereafter. In more complicated models, called recurrent-deliberation models, we assume that the agent periodically replans and executes the resulting policy in parallel with planning the next policy.
Our approach is motivated by the intuitively appealing work of Drummond and Bresina on`anytime synthetic projection ' Drummond and Bresina, 1990] . In this paper, we reformulate their basic framework in terms of Markov decision processes, cast the algorithmic issues in terms of approximations to speci c optimization problems, provide a disciplined approach to allocating computational resources at run time, introduce techniques for specifying goals in stochastic domains, and describe how to extend the framework to deal with uncertainty in observation.
The structure of this paper is as follows. We begin with an introduction to stochastic decision making in Section 2, then de ne the structures necessary to cope with large state spaces in Section 3. In Section 4 we present basic algorithms for a variety of envelope alterations and consider how iterative re nement versions of these algorithms may be used as anytime algorithms to provide expected improvements in value. Idealized decision models for precursor and recurrent deliberation are presented in Section 5; experimental results from the domain of robot path planning are given in Section 6. In Section 7 we show how the language of reward functions can be used to specify complex goals, including goals of achievement, maintenance of properties of the world, and prioritized combinations of primitive goals. In Section 8 we outline an extension of our approach to handle uncertainty in observation, based on the theory of partially observable Markov processes. The research presented in this paper is related to work in the literature on sequential decision making, stochastic control, and reinforcement learning; we review this work in Section 9.
Markov Decision Models
Following the work on Markov decision processes Bellman, 1957 , Bertsekas, 1987 , we model the entire environment as a stochastic automaton. Let S be the nite set of world states; we assume that they can be reliably identi ed by the agent. Let A be the nite set of actions; every action can be taken in every state. The transition model of the environment is a function mapping elements of S A into discrete probability distributions over S. We write Pr(s 1 ; a; s 2 ) for the probability that the world will make a transition from state s 1 to state s 2 when action a is taken.
A policy is a mapping from S to A, specifying an action to be taken in each situation.
An environment combined with a policy for choosing actions in that environment yields a Markov chain Kemeny and Snell, 1960] .
A reward function is a mapping from S to <, specifying the instantaneous reward that the agent derives from being in each state. Given a policy and a reward function R, the value of state s 2 S, V (s), is the sum of the expected values of the rewards to be received at each future time step, discounted by how far into the future they occur. That is, V (s) = P 1 t=0 t E(R t ), where R t is the reward received on the tth step of executing policy after starting in state s. The discounting factor, 0 < 1, controls the in uence of rewards in the distant future. When = 0, the value of a state is determined entirely by rewards received on the next step; we are generally interested in problems with a longer horizon and set to be near 1. Due to properties of the exponential, the de nition of V can be rewritten as
Pr(s; (s); s 0 )V (s 0 ) :
We say that policy dominates (is better than) 0 if, for all s 2 S, V (s) V 0(s), and for at least one s 2 S, V (s) > V 0(s). A policy is optimal if it is not dominated by any other policy.
One of the most common goals is to achieve a certain condition p as soon as of the states that will follow. The language of reward functions is quite rich, allowing us to specify much more complex goals, including the maintenance of properties of the world and prioritized combinations of primitive goals; this is explored in Section 7. Given a state-transition model, a reward function, and a value for , it is possible to compute the optimal policy using either the policy iteration algorithm Howard, 1960] or the value iteration algorithm Bellman, 1957] . We use the policy iteration algorithm because it is guaranteed to converge in a nite number of steps|generally a small number of steps in the domains that we have experimented with|and thus simpli es debugging our computational experiments. The policy iteration algorithm works as follows: The algorithm iterates, generating at every step a policy that strictly dominates the previous policy, and terminates when a policy can no longer be improved, yielding an optimal policy. In every iteration, the values of the states under the current policy are computed. This is done by solving a system of equations, which requires time on the order of jSj 3 . The algorithm then improves the policy by looking for states s in which doing some action a other than (s) for one step, then continuing with , would result in higher expected reward than simply executing . When such a state is found, the policy is changed so that it always chooses action a in that state. The algorithm is guaranteed to converge in a number of iterations polynomial in jSj.
Coping with Large State Spaces
As the size of our state spaces grows, even a polynomial-time algorithm such as policy iteration becomes too ine cient. We will assume that our environment is such that, for any given reward function and initial starting state, it is su cient to consider a highlyrestricted subset of the entire state space in our planning.
A partial policy is a mapping from a subset of S into actions; the domain of a partial policy is called its envelope, E . The fringe of a partial policy, F , is the set of states that are not in the envelope of the policy, but that may be reached in one step of policy execution from some state in the envelope. That is, F = fs 2 S ? E j 9s 0 2 E s:t: Pr(s 0 ; (s 0 ); s) > 0g:
To construct a restricted automaton, we take an envelope E of states and add the distinguished state out. For any states s and s 0 in E and action a in A, the transition probabilities remain the same. Further, for every s 2 E and a 2 A, we de ne the probability of going out of the envelope as Pr(s; a; out) = 1 ?
Pr(s; a; s 0 ) :
The out state is absorbing.
The cost of falling out of the envelope is a parameter that depends on the domain. If it is possible to re-invoke the planner when the agent falls out of the envelope, then one approach is to assign V (out) to be the estimated value of the state into which the agent fell minus some function of the time required to construct a new partial policy. Under the reward function described earlier, the value of a state is negative, and its magnitude is the expected number of steps to the goal; if time spent planning is to be penalized, it can simply be added to the magnitude of the value of the out state with a suitable weighting function.
Basic Algorithms
As a concession to complexity, in generating a policy, our algorithms consider only a subset of the state space of the stochastic process. The algorithm starts with an initial policy and a restricted state space (or envelope), extends that envelope, and then computes a new policy. We would like it to be the case that the new policy 0 is an improvement over (or at the very least no worse than) the old policy in the sense that V 0 (s 0 ) ? V (s 0 ) 0.
In general, however, we cannot guarantee that the policy will improve without extending the state space to be the entire space of the system automaton, which results in computational problems. The best that we can hope for is that the algorithm improves in expectation. Suppose that the initial envelope is just the initial state and the initial policy is determined entirely by the re exes. The di erence V 0 (s 0 ) ?V (s 0 ) is a random variable, where is the re ex policy and 0 is the computed policy. We would like it to be the case that E V 0(s 0 ) ? V (s 0 )] > 0, where the expectation is taken over start states and goals drawn from some xed distribution. Although it is possible to construct system automata for which even this improvement in expectation is impossible, we believe many moderately benign environments are well-behaved in this respect. In particular, navigation environments (excluding mazes) in which transitions are restricted by spatio-temporal constraints generally satisfy our requirements.
Our basic algorithm consists of two stages: envelope alteration followed by policy generation. The algorithm takes an envelope and a policy as input and generates as output a new envelope and policy. We assume that the algorithm has access to the state transition matrix for the stochastic process. In general, we assume that the algorithm is applied in the manner of iterative re nement, with more than one invocation of the algorithm. We also treat envelope alteration and policy generation as separate, so we cast the overall process of policy formation in terms of some number of rounds of envelope alteration followed Figure 1 depicts a sequence of automata generated by iterative re nement along with corresponding paths through state space from the initial state to a goal state. Policy generation is itself an iterative algorithm that improves an initial policy by estimating the value of policies with respect to the restricted-state-space stochastic process mentioned earlier. When run to completion, policy generation continues to iterate until it nds a policy that it cannot improve with respect to its estimate of value; this policy is guaranteed to be optimal with respect to the restricted-state-space stochastic process. We say that policy generation is in exible if the ith round of policy generation is always run to completion on the restricted automaton available at the ith round. shows the restricted automaton for that envelope. Let (s) be the action speci ed by the policy to be taken in state s; the optimal policy for the restricted automaton shown in Figure 2 .ii is de ned by (1) = (2) = (4) = a on the states of the envelope and the re exes by (OUT) = b (i.e., 8s 6 2 f1; 2; 4g; (s) = b) (the re ex actions need not be the same in all states). First we consider the high level algorithms for a precursor and a recurrent model of planning and execution. Execution of an explicit policy is trivial, so we describe only the algorithm for generating policies. We then look at the various component phases of the planning algorithms, which are shared between both models. A wider range of precursor and recurrent models are described in Section 5, where we consider how to schedule deliberation in both models.
High Level Algorithms

Precursor Deliberation Model
In the precursor deliberation model, there are two separate phases of operation: planning and execution. The planner constructs a policy that is followed by the agent until a new goal must be pursued or until the agent falls out of the current envelope. In the simplest precursor models, a deadline is speci ed indicating when planning stops and execution begins.
The high level planning algorithm, given a description of the environment and start state s 0 or a distribution over start states, is as follows:
1. Generate an initial envelope E 2. While (E 6 = S) and (not deadline) do a. Extend the envelope E b. Generate an optimal policy for restricted automaton with state set E foutg 3. Return
The algorithm rst nds a small subset of world states and calculates an optimal policy over those states. Then it gradually adds new states in order to make the policy robust by decreasing the chance of falling out of the envelope. After new states are added, the optimal policy over the new envelope is calculated. Note the interdependence of these steps: the choice of which states to add during envelope extension may depend on the current policy, and the policy generated as a result of optimization may be quite di erent depending on which states were added to the envelope. The algorithm terminates when a deadline has been reached or when the envelope has been expanded to include the entire state space.
Recurrent Deliberation Model
A more sophisticated model of interaction between planning and execution is one in which the planner runs concurrently with the execution, sending new or expanded strategies to the executor as they are developed. In recurrent-deliberation models, the agent has to repeatedly decide how to allocate time to deliberation, taking into account new information obtained during execution. The details of such models are discussed in Section 5; here we provide just a rough sketch. We assume two separate modules: one for planning and a second for execution. In the simplest model, the planner and executor operate in a rigid cycle with a period determined by xed length of time. At the beginning of each cycle, the planner is given the current state by the execution module; the planner spends the xed length of time working on a new policy; at the end of the xed time, the planner gives the new policy to the execution module. For the time being we assume that the execution module can identify the current state with certainty; in Section 8 we consider the case in which there is uncertainty in observation.
In the recurrent models, it is often necessary to remove states from the envelope in order to lower the computational costs of generating policies from the restricted automata. For instance, in the mobile-robot domain, it may be appropriate to remove states corresponding to portions of a path the robot has already traversed if there is little chance of returning to those states. Figure 3 shows a typical sequence of changes to the envelope corresponding to the state space for the restricted automaton. The current state is indicated by and the goal state is indicated by .
The recurrent planning algorithm, given a description of the environment, the policy c that is currently being followed by the agent, and the state of the agent at the beginning The details of the extension and pruning of the envelope will depend on the agent's expected state at the end of the planning interval. This can be determined from the state transitions, s c and c by forward simulation.
Algorithm Components
In the following sections, we consider each subcomponent of the precursor and recurrent algorithms in more detail. Each of the subcomponents can be implemented as an anytime algorithm; in Section 5, we cast the problem of allocating computational resources to the subcomponents as an optimization problem and then describe decision-theoretic techniques to compute approximations.
Policy Generation
Given a restricted automaton with envelope E, we use the policy iteration algorithm to generate the optimal policy. Although this is potentially an O(j E j 3 ) operation, most realistic environments cannot transition from every state to every other, so the transition matrix is sparse, allowing much more e cient solution of the equations. This algorithm requires a number of iterations at most polynomial in the number of states; in practice, in our robot path planning domains with 660 to 16,000 world states, it has never taken more than 15 to 50 iterations respectively. When we use this as a subroutine in our planning algorithm, we generate a plausible policy for the rst step, and then for all subsequent steps we use the old policy as the starting point for policy iteration. We are considering, but have not tried, Kushmerick et al.'s method for generating plausible initial policies Kushmerick et al., 1993] . Because, in general, the policy does not change radically when the envelope is extended, it requires very few iterations of the policy iteration algorithm to generate the optimal policy for the extended envelope (typically 2 or 3 iterations for the smaller domains, up to 10 for the larger domains). Occasionally, when a very dire consequence or an exceptional new path is discovered, the whole policy must be changed.
Initial Trajectory Planning
The high-level precursor and recurrent algorithms work no matter how the initial envelope is chosen, but if it is done with some intelligence, the early policies are much more useful, and the time taken to reach the goal is shorter. In our examples, we consider the goal of being in a state satisfying p as soon as possible. For such simple goals of achievement, a good initial envelope is one containing a chain of states from the initial state, s 0 , to some state satisfying p such that, for each state, there is some action with a non-zero probability of moving to the next state in the chain.
In the implemented system, we generate a path from start to goal by doing a depth-rst search from s 0 considering the most probable outcome for each action in decreasing order of probability. This yields a set of states that can be traversed to a goal state. We then check for any shortcuts within this path, deleting intermediate states if this does not decrease the probability of reaching the goal for the resultant path. We then attempt to improve the robustness of the path by adding a successor to a path state if it in turn has the next state in the path as its successor and the combined transition probabilities are higher than the original single transition probability. We use this method to generate a small number of paths from the start to the goal, say 10, and choose the shortest path (which is usually the path with the highest probability) to form the initial envelope to the policy. We can then use the nominal path from the start to goal as the initial policy, which makes the optimization of the initial envelope much faster than if we began with a completely random policy for the envelope. More sophisticated techniques or more complicated heuristics could be used to generate a good initial envelope; our strategy is to spend as little time as possible doing this, so that a plausible policy is available as soon as possible.
Envelope Alteration
Envelope alteration can be classi ed in terms of three basic operations on the envelope: trajectory planning, envelope extension, and envelope pruning. Trajectory planning consists of searching for a path from some initial state to a state satisfying the goal; this method need not make use of the current restricted automaton. Envelope extension adds states to the envelope. Envelope pruning removes states from the envelope and is generally used only in recurrent-deliberation models. Both envelope extension and envelope pruning will typically make use of the current restricted automaton; for example, envelope extension may add those the states outside of the envelope that the agent is most likely to reach given the current policy, and pruning may delete states that the agent is unlikely to end up in.
Extending the envelope There are a number of possible strategies for extending the envelope; the most appropriate depends on the domain. The aim of the envelope extension is to judiciously broaden the subset of the world states, by including states that are outside the envelope of the current policy but that may be reached upon executing the policy. One simple strategy is to add the entire fringe of the current policy, F ; this would result in adding states uniformly around the current envelope. It will often be the case, however, that some of the states in the fringe are very unlikely to be reached given the current policy.
A more reasonable strategy, similar to one advocated by Drummond and Bresina Drummond and Bresina, 1990] Pruning In the recurrent models, it is often necessary to remove states from the envelope in order to lower the computational costs of generating policies from the restricted automaton. One obvious method is to prune states from the current envelope on the grounds that the agent is unlikely to end up in those states and therefore need not consider them in formulating a policy. However we need to be careful about how this is done. It may be that a state has a low instantaneous reward, or is some kind of sink (e.g., all non-self transitions have low probability). In these situations the current policy will direct the agent away from that state, resulting in a low probability of that state being reached. We do not always want to remove this kind of state; its presence in the envelope directs the agent away from an area it should avoid. We want to distinguish between states that have a low probability of being reached because they are in an area to be avoided but are still somehow between the agent and the goal, and those which the agent has gone past. In order to prune the latter category, for the results given in Section 6, we prune the N least likely states which also have a lower value than the value of the current state. In our approach, unlike that of Drummond and Bresina, extending the current policy is coupled tightly and naturally to changing the policy as required to keep it optimal with respect to the restricted view of the world. The following example illustrates how such changes are made using the precursor algorithm described above. The example domain is high-level mobile-robot path planning. It was chosen so that it would be easy to understand the policies generated by our algorithms. The oor plan is divided into a grid of 166 locations, L, with four directional states associated with each location, D = fN, S, E, Wg, corresponding to the direction the robot is facing, resulting in a total of 664 world states, representing the layout of the fourth oor of the Brown University Computer Science department (see Figure 4) . The robot is given a task to navigate from some starting location to some target location. The actions available to the robot are fstay, go, turn-right, turn-left, turn-aboutg. The transition probabilities for the outcome of each action may be obtained empirically. In our experimental simulation, the stay action is guaranteed to succeed. The probability of success for go and turning actions in most locations is 0.8, with the remainder of the probability mass divided between undesired results such as overshooting, over-rotating, slipping sideways, etc. The world also contains sinks, locations that are di cult or impossible to leave. In the mobile-robot domain, a sink might correspond to a stairwell that the robot could fall into. The reward function for the sequential decision problem associated with a given initial and target location assigns 0 to the four states corresponding to the target location and ?1 to all other states. On average each state has 15.6 possible successors. This is a dispersion rate of about 2.3% for the basic fourth oor domain, however it is reduced 0.1% when the domain is expanded to 16,000 states; this is the type of low dispersion rate domain we identi ed earlier as suitable for our approach. Figure 5 shows a subset of the domain corresponding to the locations surrounding a stairwell. The stairwell states taken as a whole correspond to what we call a complete sink; there are no nonzero transitions out of a complete sink. The stairwell states are only accessible from one direction, the north. In this gure there are four small squares associated with each location, one for each possible heading; thus each small square corresponds to a state, the direction of the arrow shows the policy for the robot in that location and with that heading. Figure 5 (a) shows the optimal policy for a small early envelope; Figures 5(b) and (c) show two subsequent envelopes where the policy changes to direct the robot to circumvent the stairwell, re ecting aversion to the risk involved in taking the shortest path.
Deliberation Scheduling
Deliberation scheduling is the problem of allocating processor time to envelope alteration and policy generation. It is natural to think of deliberation scheduling in terms of optimization even if the combinatorics dictate that an optimal solution is not computationally feasible. Having said this, it still remains to determine what optimization problem we are trying to solve. We have to specify exactly what options are allowed and what information is available; such a characterization is generally referred to as a decision model. In the following, we present a number of decision models. It should be pointed out that for each instance of the problems that we consider there are a large number of possible decision models. By specifying di erent decision models, we can make deliberation scheduling easy or hard. Our selection of which decision models to investigate is guided by our interest in providing insight into the problems of time-critical decision making and our anticipation of the combinatorial problems involved in deliberation scheduling. In this section, we ignore the time spent in deliberation scheduling; for practical reasons, however, we are interested in decision models for which the on-line time spent in deliberation scheduling is negligible.
In the simpler precursor-deliberation models, we assume that the agent has one opportunity to generate a policy and that having generated a policy the agent has to stick to that policy thereafter. Precursor-deliberation models include those in which 1. a deadline is given in advance specifying when to stop deliberating and start acting according to the generated policy (the algorithm for this was given in Section 4.1.1) 2. the agent is given an unlimited amount of time to respond with a time cost of delay speci ed as a xed function In the following two models, there is a trigger event that occurs indicating that the agent must begin following its policy immediately with no further re nement.
3. the trigger event can occur at any time in a xed interval with a uniform distribution 4. the trigger event is governed by a more complicated distribution, e.g., a normal distribution centered on an expected time Models (3) and (4) are not considered in this paper; models (1) and (2) are treated in Section 5.1.
In the more complicated recurrent-deliberation models, we assume that the agent periodically replans. Recurrent-deliberation models include those in which 5. the agent performs further envelope alteration and policy generation if and only if it falls out' of the envelope de ned by the current restricted automaton 6. the agent performs further envelope alteration and policy generation in parallel with execution, tailoring the restricted automaton and its corresponding policy to states anticipated in the near future (the algorithm for this was given in Section 4.1.2)
Model (6) is treated in Section 5.2.
Precursor-Deliberation Models
In the following we consider four cases of precursor deliberation with known deadlines and one case of precursor deliberation with unlimited time to respond and a cost for delay. Let t TOT be the total amount of time from the current time until the deadline. Each of (1), (2) and (3) can be determined empirically, and, at least in principle, the optimal allocations to envelope alteration and policy generation can be determined. If we assume no variance in run times and envelope sizes, then optimal deliberation scheduling corresponds to nding that t EA 1 maximizing E V 1 (s 0 ) ? V 0 (s 0 )jt EA 1 ] subject to the constraint that t EA 1 + E t PG 1 jE |E 1 |jt EA 1 ]] t TOT :
Note that, because policy generation is itself an iterative re nement algorithm, we can interrupt it at any point to obtain a policy. Although the particular model considered here assumes in exible policy generation for the purpose of deliberation scheduling, we might use a more exible approach to handling of deadlines at run time.
In the case of nondegenerate distributions over run times and envelope sizes, optimal deliberation scheduling would require consideration of cases in which the actual run times violate the speci ed deadline. This is relatively straightforward to model, but considerably more di cult to implement.
Multiple rounds; in exible policy generation; deadlines Assume that policy generation can pro tably inform envelope alteration, i.e., that the policy after round i provides guidance in extending the environment during round i + 1. In this case, we have k rounds and t EA 1 + t PG 1 + + t EA k + t PG k = t TOT :
Recall that the fringe states for a given envelope and policy correspond to those states outside the envelope that can be reached with a non-zero probability in a single step by following the policy starting from some state within the envelope. Let the most likely falling-out state with respect to a given envelope and policy correspond to that fringe state that is most likely to be the rst fringe state reached by following the policy starting in the initial state. We might consider a very simple method of envelope alteration in which we just add the most likely falling-out state and then the next most likely and so on. Suppose that adding each additional state takes a xed amount of time. denote the expected improvement in the value of the initial state after the ith round of envelope alteration and policy generation given that there are n states added to the m states that were already in the envelope after the i ? 1 round. Again, the expectations described above can be obtained empirically. Coupled with the sort of expectations described for the previous single-round case (e.g., E t PG i j|E i |]) , one could, at least in principle, determine the optimal number of rounds k and the allocations to t EA i and t PG i for 1 j k. In practice, we use slightly di erent statistics and heuristic methods for deliberation scheduling to avoid the combinatorics. 
Recurrent-Deliberation Models
In recurrent deliberation models, the agent has to decide repeatedly how to allocate time to deliberation, taking into account new information obtained during execution. In this section, we consider a particular model for recurrent deliberation in which the agent allocates time to deliberation only at prescribed intervals. We assume that the agent has separate planning and execution modules that run in parallel and communicate by message passing; the planning module sends policies to the execution module and the execution module sends observed states to the planning module.
We call the models considered in this section the discrete, weakly-coupled, recurrent deliberation models. Discrete because each tick of the clock corresponds to exactly one state transition; recurrent because the execution module gets a new policy from the planning module periodically; weakly coupled in that the two modules communicate by having the execution module send the planning module the current state and the planning module send the execution module the latest policy.
As mentioned earlier, in the recurrent models, it is often necessary to remove states from the envelope in order to lower the computational costs of generating policies from the restricted automata. In general, there are many more possible strategies for deploying envelope alteration and policy generation in recurrent models than in the case of precursor models. To cope with the attendant combinatorics, we raise the level of abstraction slightly and assume that we are given a small set of strategies that have been determined empirically to improve policies signi cantly in various circumstances. Each strategy corresponds to some xed schedule for allocating processor time to envelope alteration and policy generation routines. Discrete; weakly-coupled; xed intervals We rst consider the case in which communication between the two modules occurs exactly once every n execution steps or ticks; at times n; 2n; 3n; . . ., the planning module sends o the policy generated in the last n ticks, receives the current state from the execution module, and begins deliberating on the next policy. Strategies would be tuned to a particular n-tick planning cycle. One strategy might be to use a particular pruning algorithm to remove a speci ed number of states and then use whatever remains of the n ticks to generate a new policy. In this regime, deliberation scheduling consists of choosing which strategy to use at the beginning of each n-tick interval. Before we get into the details of the decision model, consider some complications that arise in recurrent deliberation problems. At any given moment, the agent is executing a policy, , de ned on the current envelope and augmented with a set of re exes for states falling outside the envelope. The agent begins executing in state s. At the end of the current n-tick interval, the execution module is given a new policy 0 , and the planning module is given the current state s 0 . It is possible that s 0 is not included in the envelope for 0 ; if the re exes do not drive the robot inside the envelope then the agent's behavior throughout the next n-tick interval will be determined entirely by the re exes. Figure 6 shows a possible run depicting intervals in which the system is executing re exively and intervals in which it is using the current policy; for this example, we assume re exes that enable an agent to remain in the same state inde nitely. Let n (s; ; s 0 ) be the probability of ending up in s 0 starting from s and following for n steps. Suppose that we are given a set of deliberation strategies fF 1 ; F 2 ; . . .g. As is usual in such combinatorial problems with inde nite horizons, we adopt a myopic decision model with a limited horizon. In particular, we assume that, at the beginning of each n-tick interval, we are planning to follow the current policy for n steps, follow the policy F( ) generated by some strategy F attempting to improve on for the next n steps, and thereafter follow the optimal policy . If we assume that it is impossible to get to a goal state in the next 2n steps, the expected value of using strategy F is given by We might use the value of some policy other than , but then we run the risk of choosing strategies that are optimized to support a particular suboptimal policy when in fact the agent may be able to do much better. In general, it is di cult to estimate the long term prospects for sequential decision problems of inde nite duration. In the next model, we consider an alternative decision model that avoids computing or even estimating the value of the optimal policy, but has related problems in practice.
Discrete; weakly-coupled; variable intervals One practical problem with the xedinterval model is that it is di cult to design strategies for a xed n-tick interval. In this case, we allow variable planning intervals and assume that we can predict reasonably accurately the time required for a given deliberation strategy to run. Also, in anticipation of combinatorial issues that arise in our experimental studies, we adopt a simpler myopic decision model. In this case, we assume that the agent will apply exactly one deliberation strategy and commit to the resulting policy thereafter. The expected value of using strategy F on assuming that F will take k steps is just where the rst term corresponds to the value of using for the rst k steps and F( ) thereafter and the second term corresponds to the case in which we do no deliberation whatsoever and use forever. As in the model described in the previous section, we assume that the goal cannot be reached in the next k steps; again it is simple to extend the analysis to the case in which the goal may be reached in fewer than k steps.
The above decision model does not require that we compute the value of the optimal policy. The model does, however, require that we compute the long-term performance of policies. In practice, of course, we will only compute an estimate, but this estimation will turn out to be rather di cult.
Experimental Results
This section reports on experiments conducted in the simulated robot-navigation environment described in Section 4.3.
Greedy Precursor Deliberation
In general, computing the optimal deliberation schedule for the multiple-round precursordeliberation models described above is computationally complex. We have experimented with a number of simple, greedy and myopic scheduling strategies; we report on one such strategy here.
We gathered a variety of statistics on how extending the envelope increases value. The statistics that proved most useful corresponded to the expected improvement in value for di erent numbers of states added to the envelope. Instead of conditioning just on the size of the envelope prior to alteration we found it necessary to condition on both the size of the envelope and the estimated value of the current policy (i.e., the value of the optimal policy computed by policy iteration on the restricted automaton). At run time, we use the size of the automaton and the estimated value of the current policy to index into a table of performance pro les giving expected improvement as a function of number of states added to the envelope.
Using the mobile-robot domain (the single fourth oor, 664 states), we generated 1,600,000 data points to compute statistics of the sort described above plus estimates of the time required for one round of envelope alteration followed by policy generation given the size of the envelope, the number of states added, and value of the current policy. We use the following simple greedy strategy for choosing the number of states to add to the envelope on each round. For each round of envelope alteration followed by policy generation, we use the statistics to determine the number of states which, added to the envelope, maximizes the ratio of performance improvement to the time required for computation. We compared the performance of (1) our planning algorithm using the greedy deliberation strategy with (2) policy iteration optimizing the policy for the whole domain. Our results show that the planning algorithm using the greedy deliberation strategy supplies a good policy early, and typically converges to a policy that is close to optimal before the whole domain policy iteration method does. Figure 7 shows average results from 620 runs, where a single run involves a particular start state and goal state. The graph shows the average value of the start state under the policy available at time t, V^ (s 0 ), as a function of time. In order to compare results from di erent start/goal runs, we show the average ratio of the value of the current policy to the value of the optimal policy for the whole domain, plotted against the ratio of actual time to the time, T opt , that the policy iteration takes to reach that optimal value.
The greedy deliberation strategy performs signi cantly better than the standard optimization method. We also considered very simple strategies such as adding a small xed number of fringe states each iteration, and adding the whole fringe each iteration, which performed fairly well for this domain, but not as well as the greedy policy. Further experi-mentation is required to draw de nitive conclusions about the comparative performance of these deliberation strategies for particular domains.
Recurrent Deliberation
In this section, we present results for recurrent-deliberation problems of inde nite duration using statistical estimates of the value of a variety of deliberation strategies. We do this for the discrete, weakly-coupled decision model which allows variable-length intervals for deliberation. Although xed-length intervals facilitate exposition, it is much easier to collect useful statistical estimates of the utility of deliberation strategies if the deliberation interval is allowed to vary. For the remainder of this section, a deliberation strategy is just a particular sequence of invocations of envelope alteration and policy generation routines.
Gathering Statistics
The utility of a deliberation strategy is characterized as a function of attributes of the policy to which it will be applied, such as the estimated value of the policy and the size of the envelope. For example, the function EIV (F;V ; |E |) provides an estimate of the expected improvement in value from using the strategy F assuming that the estimated value of the current policy and the size of the corresponding envelope fall within speci ed ranges. This function is implemented as a table in which each entry is indexed by a strategy F and a set of ranges over the attributes. We determine the EIV function o line by gathering statistics for F running on a wide variety of policies. At run time, the deliberation scheduler computes an estimate of the value of the current policyV , determines the relevant attributes of current policy, for example the size |E | of the corresponding envelope, and chooses the strategy F maximizing EIV for those attributes. Note that actual results given in Section 6.2.2 use EIV contingent on other attributes also.
To build a table of estimates of function EIV o line, we begin by gathering data on the performance of strategies ranging over possible initial states, goals, and policies. For a particular strategy F, initial state x, and policy , we run F on , determine the elapsed number of steps k, and compute the estimated improvement in value as de ned in the section describing the discrete, weakly-coupled, variable interval deliberation model. Given data of the sort described above, we build the table for EIV (F;V ; |E |) by appropriately dividing the data into buckets with equal numbers of elements. One unresolved problem with this approach is exactly how to computeV (x). Recall that is only a partial policy de ned on a subset of S augmented with a set of re exes to handle states outside the current envelope. In estimating the value of a policy, we are really interested in estimating the value of the augmented partial policy. If the re exes kept the agent in the same place inde nitely, then as long as there was some nonzero probability of falling out of the envelope with a given policy starting in a given state, the actual value of the policy in that state would be ?1=(1 ? ). Of course, this is an extremely pessimistic estimate for the long term value of a particular policy since in the recurrent model the agent will periodically compute a new policy based on where it is in the state space. The problem is that we cannot directly account for these subsequent policies without extending the horizon of the myopic decision model and absorbing the associated computational costs in o -line data gathering and online deliberation scheduling. To avoid complicating the online decision making, we have adopted the following expedient, which allows us to keep our one-step-lookahead model. We modify the transition probabilities for the restricted automaton so that there is always a non-zero probability of getting back into the envelope after having fallen out of it. Exactly what this probability should be is di cult to determine. The particular value chosen will determine just how concerned the agent will be with the prospect of falling out of the envelope. In fact, the value is dependent on the actual strategies chosen by deliberation scheduling which, in our particular case, depends on EIV and this value of falling back in. We might possibly resolve the circularity by solving a large and very complicated set of simultaneous equations; in practice, we have found that it is not di cult to nd a value that works reasonably well.
Experimental Results
Domain
The experimental results for the recurrent model were obtained on the mobilerobot domain in a range of sizes. Table 1 shows the numbers of locations and states for the di erent sized domains in the columns nLocs and nStates respectively. The larger domains are obtained by combining multiples of the oor plan shown in Figure 4 into two-dimensional grids.
The actions available to the agent were the same as those described in Section 4.3 and Table 1 : Information about the domains used to obtain experimental results for the recurrent deliberation model used to obtain the precursor-model results. The transition probabilities were also the same, except that the domain was modi ed slightly to no longer contain any complete sinks; this means that even if the agent falls into a semi-sink state (i.e. one with low but non-zero probabilities of making transitions into another state), it can eventually reach the goal. In each case, the discount factor, , was 0.9999. In addition to the numbers of locations and states, Table 1 also shows the values used for CostOut and ExpCost when generating the statistics; CostOut is the estimate of how long the agent must wait once it has fallen out of the envelope using only its reactive policy and ExpCost is the estimate of the average value of the states in the world. These values are conservative estimates given the relatively benign nature of the domain | about 3% of the states are semi-sinks.
3. robustify (R N]): we used the following heuristic to extend the envelope: nd the N most likely fringe states and add them to the envelope 4. prune (P N]): of the states that have a worse value than the current state, remove the N least likely to be reached using the current policy.
The findfirstPath phase is executed only once, to obtain the initial envelope, then the deliberation module chooses between a set of 24 hand-crafted strategies. Each of these 24 strategies begins with a findpath phase and ends with the optimization phase. Between these rst and last phases, robusti cation, pruning and optimization are used in di erent combinations with di erent numbers of states to be added or deleted. In order to be able to compare the same strategy for the di erent sized domains, we formulated the number of states to be added and deleted in terms of the dimensions of the world; for world size n x n, where n = 1; :::; 5, the number of states to be added or deleted was one of f5n Statistics We collected statistics over a large number of runs (where a run is a particular start/goal pair) for each size domain, generating data points for strategy execution as shown in Table 2 . The start/goal pairs were chosen uniformly at random from all states excluding the semi-sinks and we ran the simulated robot in parallel with the planner until the goal was reached. The planner executed findfirstpath (FFP) to obtain the initial envelope, then executed the following loop: choose one of the 24 strategies uniformly at random, execute that strategy, and then pass the new policy to the simulated robot.
Conditioning attributes We found the following conditioning variables to be signi cant: the envelope size, |E|, the estimated value of the current stateV , the \fatness" of the envelope (the ratio of envelope size to fringe size), and the Manhattan distance, M, between Simulation results To test our algorithm, we took 50 pairs of start and goal states from each world, chosen uniformly at random from all states excluding the semi-sink states. For each pair we ran the simulated robot in parallel with the following deliberation mechanisms:
recurrent-deliberation with strategies chosen using statistical estimates of EIV (lookup) dynamic programming policy iteration over the entire domain, with a new policy given to the robot { after each iteration (iter) { only after it has been completely optimized (whole)
We found that the statistics were not particularly sensitive to the size of the domain; statistics gathered for the smaller-sized worlds transferred fairly well to the larger-sized worlds. The lookup results use the statistics lookup table compiled from the approximately 660,000 data points. Figure 8 shows the average number of steps taken by the agent to reach the goal for the various algorithms. For the smaller domains, the recurrent-deliberation algorithm does not perform better than either of the policy iteration algorithms. However, as we move to larger domains, the improvement is marked. As we might expect, whole is exponential and becomes computationally infeasible as the size of the domain increases. iter also shows a non-linear degradation in the time to goal. lookup shows linear behavior, clearly performing better as the domain size increases.
The implementation used to obtain these experimental results did not include a separate trajectory planning phase that looks for new paths to goal states. This lack of exploration meant that the planner did not look for shortcuts either to states in the envelope but signi cantly closer to the goal, or to the goal itself. Therefore, the performance depended more on the quality of the rst path used as the initial envelope than it might have if trajectory planning had been implemented. Without the exploratory trajectory planning, all the signi cant path planning is done when the initial envelope is found; in this case, if that initial envelope contains a path of length close to the Manhattan distance, the recurrent algorithm performs quite well. However if the rst path is not a good one, the recurrent algorithm ends up exploring most of the state space and loses its performance gains over the dynamic programming algorithm. The addition of trajectory planning would be likely to improve the performance of the system as a whole.
Representing Goals with Reward Functions
In early AI work on planning, it was traditional to have a goal of achievement speci ed by a logical expression over properties of world states. This translates into having a set of desirable world states and the implicit goal to reach one of these states in the least possible amount of time. At the same time, work in temporal and dynamic logics gave us the notions of a proposition being always true or eventually true and of one predicate being true until another became true. These ideas have been attractive to AI researchers because they give us a more complex, compositional language in which to express goals. Unfortunately, these expressions are not suitable for direct use as goals in AI applications. An agent with the goal of eventually(p) has the option of postponing p inde nitely; there is no requirement to achieve p sooner rather than later. Similarly, to have the goal always(p) is to require that p be maintained true into the in nite future, which is impossible in any sort of real world.
Basic Goal Types
One way to retain these ideas but make them more useful is to replace eventually by asap, meaning, intuitively, as soon as possible and to replace always by alap, meaning as long as possible. In stochastic domains, we can convert goals of this kind into reward functions and apply the same algorithms for nding good policies with respect to the reward functions.
Given a goal of asap(p), we can generate a policy that takes actions in such a way as to minimize the expected number of steps taken before a state in which p holds is entered. that is amap(p), then we need only adopt the reward function above and make no changes to the environment.
Goal Combination
It is often useful to think of an agent as having multiple goals simultaneously. Goals based on reward functions can be combined to achieve this e ect, although the kinds of combination that are appropriate are di erent than for logical goals. Goals of achievement can be disjoined in two ways: either asap(p)_asap(q) or asap(p_q).
The rst method requires that either p be achieved as soon as possible or that q be achieved as soon as possible, but is indi erent between them. This kind of combination will rarely be useful, because it would allow p to be pursued, even though it takes much longer than achieving q. We therefore prefer the second form, which can be performed by taking the maximum of the reward functions at each state and making any state with zero reward absorbing. Prioritized disjunction (in which, for instance, states in which p holds are to be preferred to states in which q holds, but only if the length of time to achieve p is not too much greater) can be achieved by taking the maximum of scaled versions of the reward functions:
r(s) = max( r p (s); r q (s)) where and encode the relative desirability of achieving p and achieving q. The same technique can be applied to create reward functions for the goals alap(p_q) and amap(p_q).
External conjunction of asap goals is problematic: what does it mean to achieve p as soon as possible and to achieve q as soon as possible? In general, these goals will be con icting and the conjunction is meaningless. However, we can accommodate internal conjunction by taking the minimum of the reward function at each state. Again, we can apply the same technique to create reward functions for the goals alap(p^q) and amap(p^q).
Another useful goal combination is asap-maint(p; q), in which the goal is to achieve p as soon as possible, and to maintain q until p has been achieved. This can be accomplished using the same reward function as before, but making all states in which :q holds absorbing as well. Even though there is no di erence in instantaneous value between states in which q does and does not hold, the :q states are both bad and absorbing, which will give them a very high negative value. This is essentially what was done in the experimental domain described earlier, with the stairwells being absorbing states.
Many languages for the combination of goals allow sequencing, in which it is speci ed that p is to be achieved, then q is to be achieved. If it is not possible for the agent to perceive or remember that p has been achieved, then sequenced goals cannot be speci ed using reward functions. If the agent can perceive that p has been achieved (notated prev(p)), then the goal asap(prev(p)^q) will have the desired e ect.
Modifying the Planning Algorithm
The planning algorithm described earlier can be applied directly to the whole range of possible reward functions, but some aspects can be tuned to improve the early behavior of the algorithm. For asap goals, it makes sense for the initial envelope to include some path, however tenuous, from the current state to some goal state. If this is not the case, there is no basis for assigning value to the states in the envelope and the policy will essentially be random. For alap goals, it is su cient for the initial envelope to simply be the current state. A good envelope for an alap goal need only contain a cycle or set of states that the agent can stay in with high probability.
In addition, the appropriateness of various deliberation strategies will also depend on the type of the goal. This dependence can be handled directly by the statistics-based deliberation-scheduling mechanisms described above.
Uncertainty in Observation
Howard's and Bellman's formulations of dynamic programming address sequential decision problems of inde nite duration in which the system dynamics can be described as a Markov chain. They assume that the decision-making agent is able to observe its actual state with absolute certainty when executing a policy. In the previous sections, we have adopted this same basic model for decision making. In this section, we are concerned with decision problems of inde nite duration in which the assumption regarding observation does not hold. For instance, if an agent is in state x then some of the time (perhaps most of the time) it observes x and the rest of the time it observes some other state. In the case in which it observes a state other than its actual state, we that say the agent has made an error in observation. We can specify the uncertainty as a conditional probability distribution relating observed and actual states. The state transitions are still governed by a Markov chain, but the ability of the agent to execute a given policy is dependent on its ability to correctly identify states.
Simple framework In this section, we cast the problem of decision making with uncertainty in observation within the framework described in previous sections. In particular, we demonstrate how observation errors can be modeled using Markov decision models, and sketch algorithms for heuristic trajectory planning and envelope alteration that account for uncertainty in observation. We describe an approach in which the only information used by the agent in estimating its current state is the observation made on entering that state. In addition, we describe a more general approach in which state estimation accounts for the entire past history of observations and actions. We begin with some terminology.
We decompose the problem into designing an observer to identify the current state and a regulator to determine what actions to take assuming that the agent can identify the current state with absolute certainty. In the control literature this approach would be said to assume the separability of observation and regulation. The approach is described as follows. First, determine the optimal regulator assuming that observation is perfect; this can be done using Howard's policy iteration. Second, design the optimal observer using a model for the observation errors; there is a substantial literature on using Bayesian decision theory to design optimal observers Bar-Shalom and Fortmann, 1988] . Finally, couple the optimal observer to the optimal regulator.
The problem with the above strategy is that the regulator, by assuming a perfect observer, may drive the agent into regions of the state space in which it is very hard to correctly identify the current state and so having the optimal regulator is not much help. We can avoid this problem by designing a regulator that takes into account the abilities of the observer. In the following, we describe approaches to doing this that t within the framework presented in previous sections.
Here is the standard formulation for sequential decision problems (which di ers slightly in notation from the one we used earlier): p ij (u) | the probability of making a transition from x i to x j having executed action u in state x i R(x i ) | the reward for being in x i
We abbreviate the state-transition probabilities for a given policy as p ij = p ij ( (x i )).
We assume that the observer takes in observations and generates as output the most likely current state based on its observations. The observer can take into account only the most recent observation or observations arbitrarily far into the future. In the simplest case, we can model the uncertainty of the observer's output by: g ij | the probability the observer outputs x i when the state is really x j The standard approach uses Howard's policy iteration algorithm to nd the optimal policy, , which satis es the following system of equations:
V (x i ) = R(x i ) + max a X x j 2X p ij (a)V (x j ) :
When we have uncertainty in observation, it is possible to de ne the value function over world states given a particular policy as V (x i ) = R(x i ) + X x j 2X X x k 2X g ki p ij ( (x k ))V (x j ) :
The value of a state x i is the instantaneous reward plus the expected value of the next state. The probability of making a transition from state x i to some next state x j is more complicated when there is uncertainty in observation. It is the probability of believing that you are really in some state x k given that you are actually in state x i (that is, g ki ), times the probability of making a transition from x i to x j given that you take the action appropriate to being in x k (that is, p ij (x k )). Now, it is possible to de ne the optimal uncertain-observation policy as (x i ) = arg max a X x j 2X p ij (a)V (x j ) ; which simply requires you to take the action that would be the best for the state you believe yourself to be in. Unfortunately, the techniques of policy iteration cannot be applied to compute this policy. Any change of action in one state a ects the values of all the other states in a complex way. It may be the case that there is no alternative but to enumerate the policies in order to nd the optimal. We are currently investigating approximation methods for this problem.
It is important to point out that this approach does not result in an optimal observer; it results in an optimal regulator assuming a particular observer. The regulator does what it can to work within the limitations of the chosen observer and requires that the performance of the observer be modeled simply by the g ij values. In the following, we consider an observer that accounts for all of the past observations and actions.
Partially observable Markov decision processes In operations research, Markov decision processes that involve uncertainty in observation are called partially observable.
There is a large literature on partially observable Markov decision processes (see Monahan, 1982] for a survey). A standard technique is to convert the partially observable process into a perfectly observable process with states that correspond to distributions over the original states, summarizing the agent's knowledge of its current state given all of its past actions and observations. The resulting, perfectly-observable process is Markov.
The problem with the above approach is that the state space of the perfectly-observable process is no longer nite and, in some cases, a sequence of policies rather than a single policy is required for optimality. A number of techniques have been developed that serve to partition the state space into a nite set of regions or consider only a nite, reachable subspace of the in nite state space. Smallwood and Sondik describe state-space-partitioning algorithms for the nite-horizon Smallwood and Sondik, 1973] and inde nite-duration (in nite-horizon) Sondik, 1978] cases. In the worst case, the number of regions in the partition can grow exponentially in the time horizon and so much of the current research involves approximation algorithms Lovejoy, 1991, White and Scherer, 1989] .
Integration into our approach The above discussion was meant to provide some evidence that our basic approach can be extended to take into account uncertainty in obser-vation. The simplest approach to extension would be to make use of existing methods for optimization and approximation and provide analogs of the envelope alteration routines introduced earlier to handle the case of uncertainty in observation. In the following, we sketch what these analogs would look like.
In earlier sections, we describe algorithms for trajectory planning and envelope extension for the case in which there are no errors in observation. For trajectory planning, we use a heuristic function that takes into account the probability of traversing a trajectory with a xed policy. During trajectory planning, each trajectory is associated with a particular partial policy and a traversal probability. For a trajectory ending in x i to be extended to x j by action u, either the associated policy already maps x i to u or the policy must be extended so that (x i ) = u. The traversal probability is updated to be the traversal probability for the unextended trajectory times the probability of making the most recent transition, p ij (u).
In the case of observation errors, the basic idea is quite similar. In the case of the simple decision model described at the beginning of this section, the traversal probability for the unextended trajectory is multiplied by the probability that the agent will be able to follow the most recent transition given both errors in observation and errors in movement as summarized by f ij = P x k 2X g ki p ij ( (x k )). In the case in which the states of the Markov process correspond to distributions, the approach is more complicated to describe without introducing more notation than seems warranted but the idea is similar. The heuristic methods for adding fringe states and pruning are likewise similar in their implementation and intuitive basis.
Related Work
Our primary interest is in applying the sequential decision making techniques of Bellman Bellman, 1957] and Howard Howard, 1960] in time-critical applications. Our initial motivation for the methods discussed here came from the`anytime synthetic projection' work of Drummond and Bresina. Drummond and Bresina, 1990] . We improve on the Drummond and Bresina work by providing (i) coherent semantics for goals in stochastic domains, (ii) theoretically sound probabilistic foundations, (iii) and decision-theoretic methods for controlling inference.
