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Resume { Gra^ce aux nombreux avantages qu'ils possedent, notamment : absence de clock skew, performances moyennes,
capacite a avoir une faible consommation etc..., les circuits asynchrones sont presentes comme une alternative aux circuits
synchrones. Aussi, le developpement de methodologies de conception et d'outils de CAO deviennent une necessite. Dans cet article,
nous presentons une methodologie de synthese de haut niveau dediee aux circuits asynchrones. Pour cela, nous redenissons
les concepts classiques de la synthese de haut niveau tout en conservant les dierentes etapes de celle-ci. En eet, avec un
fonctionnement du type evenementiel, et des delais dependant des donnees, cette redenition s'averait necessaire.
Abstract { With low power consumption, average case performance, no clock skew etc..., asynchronous circuits can be viewed
as an alternative to synchronous circuits. Therefore, it's necessary to develop design methodologies and CAD tools for those
circuits. In this paper, we propose a methodology for high level synthesis of asynchronous circuits. In this order, we redene
some classical concepts of the high level synthesis, without changing its dierent steps. Since, the operation delays are data
dependent, and the circuits behavior is not predictable, this redenition was necessary
1 Introduction
Depuis une decennie, de nombreux travaux ont ete rea-
lises dans le cadre de la conception des circuits asyn-
chrones. Les methodologies proposees peuvent e^tre repar-
ties en deux grandes familles. D'un cote, nous avons les
methodologies qualiees de synthese logique, et de l'autre,
les methodologies dites de synthese de haut niveau.
Les methodologies dites de synthese logique sont es-
sentiellement tournees vers la conception des unites de
contro^le asynchrones. Dans cette categorie, on retrouve,
les methodes basees sur les graphes [14, 10, 12, 11], et celles
qui emploient les machines d'etats asynchrones [13, 6]. Les
premieres, utilisent comme formalisme de specication le
graphe des transitions de signaux (STG) propose par Chu
[4].
D'une maniere generale, la synthese basee sur le STG se
divise en trois principales etapes. Dans un premier temps,
on va chercher a determiner le graphe accessible (Rea-
chability Graph : RG) par une analyse ot de jetons. On
deduit ensuite, a partir de ce graphe accessible, le graphe
d'etats en associant a chaque etat un code binaire.

A par-
tir du graphe d'etats obtenu, on etablit pour chaque signal
de sortie le tableau de Karnaugh a partir duquel on ex-
trait les equations logiques necessaires a l'implementation
du circuit en portes logiques.
La synthese des machines d'etats asynchrones suit la
me^me demarche que dans le cas des machines synchrones,
c'est a dire : minimisation puis assignation d'etats et op-
timisation logique.
Les methodes dites de synthese de haut niveau [1, 15, 2]
presentent les circuits asynchrones comme un ensemble de
processus communiquant a travers des canaux de commu-
nication. Ces methodes partent d'une specication dans
un langage de haut niveau du type CSP (Tangram, Oc-
cam), puis passent par dierentes etapes de transforma-
tions qui peuvent e^tre soit, des techniques algebriques, soit
des methodes de compilation, pour aboutir a une netlist
de blocs asynchrones.
Ces methodes ne sont pas reellement du domaine de
la synthese de haut niveau, et, mis a part un algorithme
presente dans [3], il y a tres peu de recherche dans ce
domaine. Dans cet article, nous proposons une methodo-
logie de synthese de haut niveau dediee aux circuits asyn-
chrones. Dans ce cas particulier, il nous appara^t neces-
saire de redenir certains concepts classiques de la syn-
these de haut-niveau tout en conservant les dierentes
etapes de celle-ci :
{ Modelisation temporelle des operateurs
{ Ordonnancement asynchrone (dynamique)
{ Modele d'architecture asynchrone (assignation die-
rente)
{ Interfacage avec les outils de synthese logique
2 Synthese architecturale : une me-
thodologie
La synthese d'architecture a pour objectif de generer
de maniere automatique la description structurelle d'une
architecture a partir de la specication comportementale
d'une application dans un langage haut niveau. Elle est
composee de quatre phases principales : selection, alloca-
tion, ordonnancement et assignation [9].
Dans cet article, nous mettons l'accent sur l'ordonnan-
cement et l'assignation. La modelisation temporelle des
operateurs est presentee dans [7]. Elle se base sur la deter-
mination puis la representation statistique du temps d'un
operateur arithmetique (additionneur, multiplieur, ...) au
travers d'un histogramme. Celui ci permet de determiner
le temps moyen de fonctionnement. Il a notamment ete
demontre que la distribution temporelle du temps de tra-
versee, ainsi que sa moyenne, sont tres eloignees du chemin
critique utilise systematiquement dans les systemes syn-





Fig. 1: resultat de simulation d'un additionneur
Par consequent, un gain important sur le temps de fonc-
tionnement doit e^tre obtenu par le biais de l'asynchrone.
Cette modelisation temporelle (temps moyen et distribu-
tion du temps de traversee) sera utilisee dans les die-
rentes ta^ches de la synthese architecturale. D'autre part,
nous conservons au niveau algorithmique, une specica-
tion comportementale sequentielle basee sur un langage
classique (C, Process VHDL, ...) comme dans le cas des
systemes synchrones, et au niveau architectural, nous adop-
tons un modele asynchrone. Le ot de conception que nous

















Fig. 2: Flot de conception de la methodologie developpee
2.1 Ordonnancement asynchrone
L'ordonnancement est l'aectation d'une date d'execu-
tion a chaque operation de l'application. Dans le cas clas-
sique (systemes synchrones), chaque date d'execution cor-
respond a un multiple du pas de contro^le (periode de l'hor-
loge). De ce point de vue, les systemes asynchrones pre-
sentent deux dierences signicatives. En eet, le temps y
est considere comme une variable continue, et, le debut et
la n d'une operation sont des evenements qui peuvent se
produire a tout instant. Par consequent, dans ce cas par-
ticulier, en l'absence d'horloge, l'ordonnancement (asyn-
chrone) ne doit pas e^tre percu comme le partitionnement
des operations a des temps discrets mais pluto^t comme la
denition d'un ordre partiel d'execution des operations.
Ainsi le probleme que nous cherchons a resoudre peut se
resumer comme suit :

A partir d'une bibliotheque d'operateurs mate-
riels qui inclue les delais moyens 
moy
de ceux-ci,
pour un graphe ot de donnees (GFD) G, et une
contrainte de ressources connue, denir un ordre
partiel d'execution des dierentes operations du
graphe, tout en minimisant au mieux l'estimation
du delai moyen du systeme, an de lui assurer un
fonctionnement optimal.
Pour cela, nous allons dans un premier temps denir
les termes suivants et etablir par la suite des regles de
priorites qui vont servir d'heuristiques pour l'elaboration
de notre algorithme d'ordonnancement.
- Start
time
: On le denit comme etant la date minimale
a partir de laquelle une operation peut e^tre executee.
- Completion
time
: C'est la date a laquelle de n d'execu-









representant le delai moyen d'execution de cette
operation par un operateur donne.











l'ensemble des nuds predecesseurs de N
i

















Elle a pour but de determiner l'ordre dans lequel, les
nuds dits pre^ts (nuds ordonnancables) doivent e^tre or-
donnances. Pour cela il faut dans un premier temps, de-
terminer la longueur du chemin critique (L
cc
) du GFD.





) dans le graphe ; Elle sera determinee a partir














) represente la longueur du chemin forme par
les successeurs de V
i
. Par la suite on decide d'accorder la
priorite au nud qui aura la plus petite profondeur parmi
les nuds ordonnancables (nuds pre^ts).
Priorite-2:
Elle doit permettre de choisir entre deux nuds utili-
sant la me^me ressource et ayant la me^me priorite selon la
priorite 1, celui qui doit e^tre ordonnance en premier. Dans




De la, on etablit l'algorithme d'ordonnancement dedie
aux systemes asynchrones ci dessous.
1. Calculer la longueur du chemin critique L
cc
, puis
determiner pour chaque nud sa profondeur dans le
graphe.
2. Pour chaque type d'operation (ex addition) etablir
la liste ordonnee des nuds dits pre^ts (nud ordon-
nancable) suivant les regles de priorites denies plus.
3. Pour chaque type d'operations, choisir le premier
nud de la liste (nud ayant la plus forte prio-
rite) et l'ordonnancer c'est-a-dire trouver un ope-
rateur disponible realisant l'operation, et ce a partir
du Start
time
du nud pendant une duree au moins
egale au delai moyen de l'operateur, en d'autre termes
un intervalle de longueur minimale 
moy
et de borne
minimale au moins egale au Start
time
du nud.
Remarque: S'il existe au moins deux operateurs de
disponibles, on portera le choix sur celui qui aura la




4. Reactualiser la liste des nuds pre^ts. et reprendre a
partir de l'etape 2.
Cet algorithme s'apparente a des techniques d'ordon-
nancement par liste, cependant nous utilisons des priori-
tes ainsi que des modeles temporels speciques au concept
des architectures asynchrones. Les resultats obtenus pour
quelques algorithmes reguliers de traitement de signal (FFT,
FIR etc ...) (tableau 1) permettent d'estimer le gain en
terme de vitesse entre 45% et 65% avec une augmentation
de la surface du me^me ordre. Toutefois, si on souhaite
atteindre les me^mes performances avec des versions syn-
chrones, il faudra utiliser plus de ressources que dans la
version asynchrone, ce qui peut entra^ner une augmenta-
tion de surface plus forte.





FIR-4 2 mult, 1 add 240 ns 100 ns
FFT 2 mult, 1 add, 400 ns 260 ns
1 sous
Ft elliptic 1 mult , 2 add 460 ns 370 ns
Eqt di 2 mult, 380 ns 220 ns
1 addsous
Tab. 1: Resultat ordonnancement synchrone et asyn-
chrone
2.2 Assignation
Elle consiste a aecter une operation a un operateur,
et doit en outre minimiser les problemes de connectique
interne a l'unite de traitement poses par la circulation des
donnees. Dans les circuits asynchrones ou les delais sont
dependants des donnees, il faut avoir une assignation dy-
namique an d'optimiser l'utilisation des ressources dispo-
nibles et accro^tre la vitesse du systeme. De ce fait, on va
denir la mobilite au niveau des ressources comme etant
le nombre d'operateurs (Nb
op
) du me^me type. Partant
de la, on etablit que : si la mobilite est superieure a un
(Nb
op
> 1), on aura une assignation dynamique, autre-
ment, c'est-a-dire, si (Nb
op
= 1) on aura une assignation

















Fig. 3: graphe ot de donnee du FIR-4
que l'on vient de dire, nous reprenons l'exemple du FIR-4
presente dans [8] ( voir gure 3). Supposons que le de-
lai necessaire pour executer l'operation 1 (N
1
) pour des
entrees donnees soit superieur au delai moyen du multi-
plieur (
moy





(NB : les delais sont dependants des donnees). Te-
nant compte de ce que l'on a dit plus haut, l'operation
3 (N
3
) peut e^tre executee, soit par le multiplieur 1, soit
par le multiplieur 2. Dans ce cas de gure, il serait donc
souhaitable d'executer l'operation N
3
a l'aide du multi-
plieur 2. Cependant, celui-ci doit a priori executer l'ope-
ration 5 (N
5
). Mais, si on regarde les priorites de ces
deux operations (N
3





) = 80ns et Prof(N
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. Pour que cela soit possible, nous de-
vons avoir une assignation dynamique. Celle-ci peut e^tre




I(N )3 2I(N  )
1O(N  ) 3O(N  ) O(N  )2
I(N  )1
Fig. 4: Assignation dynamique :FIR-4
L'assignation dynamique peut e^tre realiser avec l'un des
elements de contro^le de base des circuits asynchrones tel










une requête est transmise à la sortie et 
à l’entrée ayant provoqué la requête
:
l’acquittement correspondant est renvoyé







: envoie un signal sur une de ses deux 




Fig. 5: Quelques elements asynchrones de contro^le
3 Conclusion
Nous avons presente dans cet article une methodologie
pour l'ordonnancement des circuits asynchrones. Elle est
basee sur la connaissance des delais moyens des opera-
teurs de la bibliotheque contrairement aux circuits syn-
chrones ou elle est denie par rapport a la connaissance
du delai pire-cas des operations. La methodologie presen-
tee est integree dans l'environnementBSS (Breizh Syn-
thesis System http://archi.enssat.fr/bss). L'application
de la methode a divers algorithmes de traitement de si-
gnal montre que pour une me^me contrainte de ressources,
un gain en terme de vitesse de l'ordre de 60 % peut e^tre
obtenu avec l'asynchronisme.
Nous avons aussi aborde la mise en uvre d'une as-
signation specique a l'asynchrone, permettant de gene-
rer une architecture utilisant un ordonnancement statique
ou dynamique. Elle permet en outre de tirer prot de la
variation des delais des operations du graphe. Ce travail
est en cours de nalisation, avec en particulier la genera-
tion d'un modele VHDL de simulation de l'architecture
complete, et une interface avec les outils de synthese PE-
TRIFY [5]. D'autre part, pour reduire la complexite des
interconnexions engendree par l'assignation dynamique, il
serait important d'introduire de nouvelles contraintes a ce
niveau.
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