In this work we design a general method for proving moment inequalities for polynomials of independent random variables. Our method works for a wide range of random variables including Gaussian, Boolean, exponential, Poisson and many others. We apply our method to derive general concentration inequalities for polynomials of independent random variables. We show that our method implies concentration inequalities for some previously open problems, e.g. permanent of random symmetric matrices. We show that our concentration inequality is stronger than the well-known concentration inequality due to Kim and Vu [31]. The main advantage of our method in comparison with the existing ones is a wide range of random variables we can handle and bounds for previously intractable regimes of high degree polynomials and small expectations. On the negative side we show that even for boolean random variables each term in our concentration inequality is tight.
Introduction
Concentration and moment inequalities are vital for many applications in Discrete Mathematics, Theoretical Computer Science, Operations Research, Machine Learning and other fields. In the classical setting we have n independent random variables X 1 , . . . , X n and we are interested in a behavior of a function f (X 1 , . . . , X n ) of these random variables. Probably, the first concentration inequality with exponential bounds for tails was proven by S. Bernstein [11] who showed that if X i are random variables that take values +1 or −1 with probability 1/2 (i.e. Rademacher random variables) then
More general inequalities known as Chernoff Bounds became part of the mathematical jargon to the extent that many papers in Theoretical Computer Science use them without stating the inequalities. In the last 20 years this area of Probability Theory and related area of mathematics studying the measure concentration has flourished driven by the variety of applications and settings. The surveys and books [22, 17, 13, 39, 34] provide the historical and mathematical background in this area.
The most general and powerful methods known up to date to prove such inequalities is Ledoux's entropy method [34] and the famous Talagrand's isoperimetric inequality [45] . Yet as was noticed by Vu [49] these methods and corresponding inequalities work well only when the Lipschitz coefficients of the function f (X 1 , . . . , X n ) are relatively small. The standard example showing the weakness
The above motivated us to study the moment and concentration inequalities for polynomials of independent random variables. We design a general method that works for a wide range of random variables including Gaussian, Boolean, exponential, Poisson and many others (see Section 7 for more examples). We show that our method implies concentration inequalities for some previously open problems, e.g. permanent of random symmetric matrices. We also show that our main concentration inequality is stronger than the well-known concentration inequality due to Kim and Vu [31] . On the negative side we show that even for boolean random variables each term in our concentration inequality is tight.
Our Results
For a cleaner exposition we first describe our results in the restricted setting of multilinear polynomials with non-negative coefficients. We are given a hypergraph H = (V(H), H(H)) consisting of a set V(H) = {1, 2, . . . , n} = [n] of vertices and a set H(H) of hyperedges. A hyperedge h is a set h ⊆ V(H) of |h| ≤ q vertices. We are also given a non-negative weight w h for each h ∈ H(H). For each such weighted hypergraph and real-valued weight w h for its hyperedges, we define a polynomial
(1.1)
Our smoothness parameters were strongly motivated by the average partial derivatives introduced by Kim and Vu [31, 49] . For any y ∈ R n , hypergraph H, nonnegative weights w, and h 0 ⊆ V(H) let µ(y, H, w, h 0 ) = Note that h 0 need not be a hyperedge of H and may even be the empty set. Also note that µ(y, H, w, h 0 ) is equal to the |h 0 |-th partial derivative of polynomial f (x) with respect to each variable x v for v ∈ h 0 , evaluated at the point x = y if y ∈ R n + . For a given collection of independent random variables Y = (Y 1 , . . . , Y n ), hypergraph H, integer r ≥ 0 and nonnegative weights w, we define µ r = µ r (H, w) = max where we used the independence of random variables Y v in the last equality. Sometimes we will also use the notation µ r (f ) = µ r (H, w). Note that when the Y v are non-negative µ r is equal to the maximal expected partial derivative of order r of the polynomial f (x), which was the parameter used in the Kim-Vu concentration inequalities [31, 49] .
Our concentration inequalities will hold for a general class of independent random variables including most classical ones.
Definition 1.1 A random variable Z is called moment bounded with parameter L > 0 if for any integer i ≥ 1,
Roughly speaking a random variable Z is moment bounded with parameter L if E [|Z|] ≤ L and the tails of its distribution decay no slower than an exponentially distributed random variable's tails do. Indeed note that Definition 1.1 implies that any moment bounded random variable Z satisfies E |Z| i ≤ L i i!. In Section 7 we show that three large classes of random variables are moment bounded: bounded, continuous log-concave [8, 5] and discrete log-concave [5] . For example the Poisson, binomial, geometric, normal (i.e. Gaussian), and exponential distributions are all moment bounded.
We prove the following: We also show that Theorem 1.2 is the best possible bound as a function of these parameters, up to logarithms in the exponent and dependence of the constants on the total power q. This lower bound holds even for the well-studied special case where the random variables take the values 0 and 1 only, which we show in Section 7 to be moment bounded with parameter 1. Theorem 1.3 For any q ∈ N, real numbers µ * 0 , µ * 1 , . . . , µ * q > 0 and λ > 0 there exist independent 0/1 random variables X = X 1 , . . . , X n and a polynomial f (x) of power q such that µ i (f ) ≤ µ * i for all 0 ≤ i ≤ q and 3 , c 0 , c 1 , c 2 and c 3 are absolute constants, Λ 1 = max 0≤i,j≤q (µ * i /µ * j ) q , Λ 2 = max 1≤i≤q λ/µ * i , and Λ 3 =.
We generalize Theorem 1.2 in two ways. Firstly, we allow negative coefficients. Secondly, we remove the restriction for a polynomial to be multilinear, instead allowing each monomial to have total power at most q and maximal power of each variable at most Γ. For example X 2 1 X 4 2 X 1 3 has total power q = 7 and maximal variable power Γ = 4 and the multilinear case is when maximal power is Γ = 1. We defer the formal definition of general polynomials and the appropriate generalization of µ r to Section 1.4.
Our main result in this paper is the following: Theorem 1. 4 We are given n independent moment bounded random variables Y = (Y 1 , . . . , Y n ) with the same parameter L. We are given a general polynomial f (x) of total power q and maximal variable power Γ. For large power polynomials the concentration bounds in the Theorem 1.4 may not provide interesting concentration bounds due to the term R q in the exponent, yet we believe that the moment computation method developed in this paper is useful even in this setting. We show two specific examples when our method works. Our first example is a concentration inequality for permanents of random matrices. The anti-concentration counterpart was recently studied by Aaronson and Arkhipov [1] in the Gaussian setting and by Tao and Vu [46] in the setting with Rademacher random variables. Theorem 1.5 We are given n×n matrix A with random entries Y ij which are independent moment bounded random variables with parameter L = 1 and E[Y ij ] = 0. Let P (A) be the permanent of the matrix A then P r[|P (A)| ≥ t √ n!] ≤ max e −n , e 2 · e −c·t 2/n for some absolute constant c > 0 and parameter t > 0.
Our next example is an analogous Theorem for the permanent of a random symmetric matrix.
Theorem 1.6
We are given n × n symmetric matrix A with random entries Y ij which are independent moment bounded random variables for all pairs (i, j) with i ≤ j with parameter L = 1 and E[Y ij ] = 0. Let P (A) be the permanent of the matrix A then P r[|P (A)| ≥ t √ n!] ≤ max e −n , e 2 · e −c·t 2/n for some absolute constant c > 0 and parameter t > 0.
Note that the above concentration inequalities can be easily derived from the Hypercontractivity Inequality in the special case of Gaussian and Rademacher random variables (Theorem 1.9).
Applications in Randomized Rounding for Mathematical Programming Problems
As we noted all current methods to prove concentration bounds for polynomials do not work well for high power polynomials. Another feature that makes current concentration methods fail is low expectation. One application where such concentration bounds could be applied is in design and analysis of randomized rounding algorithms for non-linear mathematical programming problems.
Many real-life optimization problems can be formulated using integer programming which is wellknown to be computationally intractable (NP-hard). One way to solve such a problem both in theory and practice is to consider a linear programming relaxation, solve it using one of the standard methods and use the fractional optimal solution as a guidance in finding an integral solution of good quality. The seminal paper of Raghavan and Thompson [43] suggested to round each boolean variable to one with probability x * i and to zero with probability 1 − x * i independently at random where x * is the optimal fractional solution. The analysis of such algorithms is based on applying Chernoff Bounds to each constraint of the integer program separately and then applying a union bound over all the constraints. Such a method proved to be useful for a wide range of models and led to approximation algorithms that still have best known performance guarantees today.
A natural generalization of this framework is to apply it to non-linear optimization models. Many such problems are still computationally tractable if we replace the constraint that variables must be boolean x i ∈ {0, 1} with continuous constraints 0 ≤ x * i ≤ 1, e.g. quadratic convex constraints. There are many real-life optimization problems with constraints and objective functions modeled in such a way, e.g. we would like to optimize a congestion for a group of edges in a multi-commodity flow problem in a "fair" way, i.e. we don't want to have one edge to get significantly higher congestion than the other. The standard way to ensure that in practice is to optimize (or constrain) sum of squared congestions over the edges in a that group. The constraints generated this way are convex quadratic constraints and continuous optimization problems with such constraints are polynomially solvable.
To analyze the randomized rounding framework for such mathematical programming models one needs to apply concentration inequality to each non-linear constraint. If the size of the group of edges for which we are trying to optimize the total congestion in a fair way is sub-logarithmic and each edge in the fractional solution has a constant congestion (a situation quite natural from application viewpoint) then our concentration inequalities would be the only available tool to analyze such an algorithm.
Sketch of Our Methods
Most concentration results for non-negative random variables are proven using Markov's inequality as follows:
where Z is the random variable that we are trying to show concentration of and g is either g(z) = z k for some positive even integer k, g(z) = e tz for some real t > 0, or some other non-negative increasing function g. One then computes an upper bound on either the kth moment E [g(Z)] = E Z k or the moment generating function E [g(Z)] = E e tZ . Chernoff bounds are proven using moment generating functions, so it would be most natural to use moment generating functions to prove our bounds as well. Unfortunately the tails of the distribution of polynomials can be sufficiently large to make the moment generating function E e tZ infinite for all t > 0. Kim and Vu worked around this issue by applying (1.3) not to the polynomial itself but to various auxilliary random variables with better behaved tails. Unfortunately a union bound over these auxiliary variables introduced an extraneous factor logarithmic in the number of variables into their bounds (see Section 1.5 for a comparison of our results to theirs). We avoid this issue by computing moments instead of the moment generating function.
We now give an instructive half-page bound on the second moment of a multilinear polynomial f (X) = h∈H w h v∈h X v where all E [X v ] = 0, X v are moment bounded with parameter L, and all h ∈ H have |h| = q and w h ≥ 0. Using definitions, linearity of expectation, and independence we get
, so the only non-zero terms of the sum (1.4) are when h 1 = h 2 . We therefore get
where we used the fact that
from moment boundedness and w h ≤ max h w h = µ q from the definition of µ q . Combining (1.5) with Markov's inequality (1.3) yields
which is comparable to the e −λ 2 /(µ 0 µq(RL) q ) term in Theorem 1.2 for small λ. In order to get exponentially better bounds for larger λ we will compute higher moments.
Now we outline what we do differently to handle higher moments and general polynomials.
The first step is to express polynomial f over variables Y v as a sum of polynomials g (1) , . . . , g (m) over variables
The main task is bounding the moments of each of these polynomials. We later combine these bounds to get a bound on the moment of f . Each of the centered polynomials has
= 0, which takes the place of the E [Y v ] = 0 in the above special case. We also ensure that each g (i) has non-negative weights.
Bounding moments of some g i begins by expanding E g k i similar to (1.4) with a sum over h 1 , . . . , h k . As before only terms of the sum where every vertex v occurs in d v ≥ 2 different hyperedges are non-zero, but this is no longer equivalent to the simple condition h 1 = h 2 .
We find it helpful to separate the structure of the hyperedges h 1 , . . . , h k from the identity of the variables involved. We therefore generate h 1 , . . . , h k by composing two processes: first generate h 1 , . . . , h k over vertex set [ℓ] for every ℓ ≥ 1 and then consider every possible embedding of those artificial vertices into the vertex set [n] . For a fixed sequence of hyperedges over vertex set [ℓ] we do arguments analogous to (1.5) to get a product of various µ i and L. This bound is a function of the number of connected components c in h 1 , . . . , h k . Finally we do some combinatorics to prove a counting lemma on the number of possible h 1 , . . . , h k with vertex set [ℓ] with all degrees at least two and c connected components.
One additional complication is that we need to use moment boundedness to bound moments of order much larger than the second moments E Y 2 v ≤ 2LE [|Y v |] we used in the above special case. If we treated the factor that replaces that 2 as a constant that would make the constant R in our final bounds linear in q instead of an absolute constant. Fortunately these extra factors are small for most of the possible h 1 , . . . , h k , which enables our counting lemma to absorb these extra factors.
Our lower bounds are based on lower-bounding the concentration of certain concrete polynomials. It is well known that Chernoff bounds are essentially tight, i.e. a sum of n i.i.d. 0/M random variables each with expected value µ/n has probability roughly e −λ 2 /(2µM ) of exceeding its mean by λ ≤ µ. Our lower bound of e −Õ(λ 2 /(µ 0 µr)) follows from a degree q polynomial that acts like this linear polynomial with M = µ r and µ = µ 0 . The idea behind the lower bound corresponding to e −(λ/µr ) 1/r is the fact that Pr [
where i X i is binomially distributed with mean 1. Our lower bound does similar arguments with a multilinearized version of ( i X i ) r .
Definitions
We now state the generalizations of the notations given in the introduction for general polynomials.
A powered hypergraph H consists of a set V(H) of vertices and a set H(H) of powered hyperedges. A powered hyperedge h consists of a set V (h) ⊆ V(H) of |V (h) | = η(h) vertices and an η(h)-element power vector τ (h) with one strictly positive integer component τ (h) v = τ hv per vertex v ∈ V (h). We will hereafter omit the "powered" from "powered hypergraph" and "powered hyperedge" since we have no need to refer to the basic hypergraphs used in the introduction. For any powered hyperedge h we let q(h) = v∈V(h) τ hv . For each such powered hypergraph H and real-valued weights w h for its hyperedges, we define a polynomial
(1.6)
The hyperedge h corresponds to a monomial v∈h x τ hv v . The parameters q(h) and η(h) will be called the total power and cardinality of the hyperedge h (or monomial corresponding to h). Let Γ = max h∈H(H),v∈h τ hv be the maximal power of a variable in polynomial f (x), e.g. Γ = 1 for multilinear polynomials. We assume, by convention, that i∈∅ x i = 1. Since the variables in our polynomials are indexed by vertices in our hypergraphs we use the terms "variable" and "vertex" interchangeably.
For powered hyperedges h 1 and h 2 (not necessarily hyperedges of a hypergraph) we write
. In the context of hypergraph H with vertex set [n] clear from context, for a given collection of independent random variables Y = (Y 1 , . . . , Y n ), integer r ≥ 0 and weights w we define
where h 0 ranges over all possible powered hyperedges with vertices from [n] with total power q(h 0 ) = r. The cardinality of h 0 is not explicitly restricted but it cannot exceed r since the powers τ h 0 v are strictly positive integers summing to q(h 0 ). We will sometimes write µ r (f, Y ) for polynomial f (Y ) instead of µ r (w, Y ) to emphasize the dependence on polynomial f (Y ). If we write µ r (f ) for a polynomial f this means µ r (w, Y ) for the weight function w and random variable vector Y corresponding to f as in (1.6) . If the polynomial is clear from context we write simply µ r . In the special case that all coefficients are non-negative µ r is upper bounded by the maximal expected partial derivative of order r of the polynomial f (x), and this bound is loose for two reasons. First we do not have multipliers that depend on powers that are present in derivatives. Second we throw away some positive terms that are present in derivatives since we enforce τ hv = τ h 0 v for all v ∈ V(h 0 ), whereas derivatives would consider all h with τ hv ≥ τ h 0 v . For example for the polynomial
of non-negative random variables we have µ 2 = 1 while the maximal expected second partial derivative is equal to
Overall, our definition of smoothness is a bit tighter (although less natural) than the partial derivatives used in [31] , [49] that inspired it. We decided to use it since it naturally arises in our analysis.
Comparison with Known Concentration Inequalities
There are many concentration inequalities dealing with the case when we are interested in a sum of weakly dependent random variables. The paper [26] provides a good survey and comparison of various inequalities for that setting. Below we will survey only known concentration inequalities for the case of polynomials of independent random variables. The previous works were dealing either with the case of boolean random variables, variables distributed in the interval [0, 1], Gaussian random variables or log-concave random variables.
Comparing with the Kim-Vu inequality
Probably the most famous concentration inequality for polynomials is due to Kim and Vu [31] published in 2000. There are many variants, extensions and equivalent formulations of that inequality. We consider a variant from the survey paper by Vu [49] (Theorem 4.2 in Section 4.2). 
Assume we are given an integer q ′ ≤ q and a collection of positive numbers E 0 ≥ E 1 ≥ · · · ≥ E q ′ = 1 and λ satisfying
then the following holds
where c q ≈/2 and d q = 2 q+1 − 2 (see precise definitions in [49] ).
This stronger version of the original Kim-Vu inequality [31] has dependence on parameter q ′ which could be helpful for some applications (see discussion in [49] ). We compare below our inequality with the inequality in Theorem 1.7 when q ′ = q which includes the original Kim-Vu inequality [31] and is the most relevant variant in terms of various applications (our inequality does not seem to be comparable with the general version of the Theorem 1.7).
Re-writing our inequality from Theorem 1.4 in the same form we could derive
instead of the bound in the Theorem 1.4 for any τ > 0. Using the properties of bounds E j we derive
In addition, as we already noticed, our definition of smoothness is tighter than the one based on partial derivatives, i.e.
Choosing τ = λ/4, we obtain that the concentration inequality of Theorem 1.4 implies the inequality from Theorem 1.7 (we don't explicitly specify the relationship between our absolute constant R and constants used in the definition of c q and d q ). We list below the various ways our inequality generalizes or tightens the inequality from Theorem 1.7.
1. The bounds in our inequality do not depend on the total number of random variables n while all variants of the Kim-Vu inequality have this dependence due to the usage of the union bound in their proof. 3. Our definition of smoothness while being related to (and strongly motivated by) the smoothness based on partial derivatives is tighter and for some applications involving polynomials with large Γ will provide a better concentration bound.
4. Our bounds have a better dependence on the degree of the polynomials. We also introduce a parameter Γ that is a maximal power of a variable in a polynomial which leads to substantially tighter bounds for the most important special case of multilinear polynomials.
Another concentration inequality that appeared in the literature is due to Boucheron et al. [14] (Section 10). The second term in the maximum looks very similar to ours in the Theorem 1.4 but the first term is substantially higher due to the power 1/r. Also their inequality does not seem to generalize to general class of random variables considered in Theorem 1.4. Note that the Theorem 1.8 is just a corollary of a moment inequality proved for much more general functions than polynomials.
Gaussian and Rademacher Random Variables
Another class of known concentration inequalities deals with the case when random variables are either centered (or zero mean) Gaussians or variables that have value +1 or −1 with probability 1/2 (such random variables are often called Rademacher random variables). The history of moment and concentration inequalities in this setting is quite rich, we refer the reader to the Lecture 16 in Ryan O'Donnell Lecture Notes on Boolean Analysis [42] or the book by S. Janson [24] (Sections V and VI). We will call the moment and corresponding concentration inequalities the Hypercontractivity Inequalities for the formal proofs see Theorems 6.7 and 6.12 in [24] .
is the variance of the random variable f (Y ) and R > 0 is an absolute constant.
It is well-known that functions of Gaussian random variables are better concentrated around their mean than for example functions of Boolean random variables even in such a simple case as a sum of independent random variables. Therefore, in general we cannot expect to match the bound of Theorem 1.9 in the setting of moment bounded random variables. Nevertheless, if M 2 ≈ max r∈[q] µ 0 µ r (e.g. it happens when power q = O(1), the polynomial is multilinear, µ r = O(1) for r ∈ [q − 1] and w h ∈ {0, 1} for all hyperedges h) and λ ≤ µ 0 then Theorem 1.4 provides a better concentration bound even in this setting.
An interesting concentration inequality for degree q polynomials of centered Gaussian random variables was recently proven by R. Latala [32] . This inequality generalizes the previously known inequalities for the case when q = 2 [28] . The papers by Major [36] and Lehec [35] simplify and explain Latala's proof. Latala uses certain smoothness parameters that seem to be natural only in the setting of continuous random variables. We do not see the way to define similar smoothness parameters in the setting of general moment bounded (or even boolean) random variables.
Log-Concave Random Variables
We define log-concave random variables in the Section 7 and give many examples of such variables. Latala and Lochowski [33] consider the setting with non-negative log-concave random variables and multi-linear polynomials. Recently, Adamczak and Latala [3] considered symmetric log-concave random variables and polynomials of degree at most three and symmetric exponential random variables (or variables having Laplace distribution) for polynomials of arbitrary degree. The main drawback of their approach in [33] is that they estimate tails of random variables instead of estimating the deviation from the mean which is required in most applications. We can show that their smoothness parameters can be derived from ours µ r (and the tail bounds) in the case of exponential random variables or any random variables that are tight for our moment boundness condition, i.e. E |X| i ≈ iLE |X| i−1 .
Other Concentration Inequalities for Polynomials
Another line of attack on understanding the concentration of polynomials is to use the structure of polynomials and some smoothness parameters analogous to the partial derivatives or our parameters µ r . Many of these known inequalities provide tight upper and lower bounds for moments but involve hard to estimate smoothness parameters. In the case of Gaussian random variables tight concentration bounds for polynomials of independent random variables were obtained by Hanson and Wright [28] for and q = 2 and Borell [12] , Arcones and Gine [7] for q ≥ 3. In the case of Rademacher random variables analogous results but based on different methods were obtained by Talagrand [44] for q = 2 and Boucheron et al. [14] for q ≥ 3. Adamczak [2] proved a concentration inequality for general functions of a general class of random variables. All these results except [28] and [44] (i.e. the case of quadratic polynomials) use parameters that involve expectations of suprema of certain empirical processes that are in general not easy to estimate which limits applicability of these inequalities.
Another interesting class of inequalities was obtained by using the so-called "needle decomposition method" in the field of Geometric Functional Analysis. It is a rich research area and we refer the reader to the survey paper by Nazarov, Sodin and Volberg [41] . An interesting moment inequality which seem to generalize and tighten many previously known inequalities in this area was shown by Carbery and Wright [16] (see Theorem 7) . It implies the following concentration inequality via application of Markov's inequality
. . , Y n are distributed according to some log-concave measure in R n (i.e. they are not necessarily independent). Then
for some absolute constant R > 0.
On one side this inequality is extremely general and allows to study such processes as sampling a point uniformly from the interior of a polytope in R n . On the other side, due to its generality this inequality is weaker than ours even in a simple case of the sum of n independent exponential random variables (q = 1). In this case our concentration inequality gives Chernoff bounds like estimates while Theorem 1.10 provides a much weaker bound. Another drawback of the Theorem 1.10 that it does not handle discrete distributions.
Paper Outline
We now outline the rest of this paper.
In Section 2 we state and prove several lemmas about the moments of "centered" polynomials that form the heart of our results. In Section 3 we extend these lemmas to moments of arbitrary polynomials. In Section 4 we use these Lemmas to prove our main Theorem 1.4. In Section 5 we prove a counting lemma used in Section 2. We prove our permanent Theorems 1.5 and 1.6 in Section 6. We prove our lower bound Theorem 1.3 in Section 8. We conclude with examples of moment bounded random variables in Section 7.
In Appendix A we prove a special case of our main result: the linear case q = 1, i.e. concentration of a sum of independent moment-bounded random variables. This linear case of our theorem is not new, but the proof nicely illustrates many of our techniques with minimal technical complications. The interested reader may find it helpful to study the special cases in Section 1.3 and Appendix A before reading the main body of this paper.
Moment Lemma for Centered Polynomials
The proof of the Theorem 1.4 will follow from the application of the Markov's inequality to the upper bound on the k-th moment of the polynomial in question. The first step is to look at moments of "centered" polynomials that replace
For simplicity the heart of our analysis will assume that all coefficients w h are non-negative; negative coefficients will return in Section 3.
Lemma 2.1 (Initial Moment Lemma) We are given a hypergraph H = ([n], H), n independent moment bounded random variables Y = (Y 1 , . . . , Y n ) with the same parameter L and a polynomial
with nonnegative coefficients w h ≥ 0 such that every monomial (or hyperedge) h ∈ H has cardinality exactly η, total power exactly q and maximal power upper bounded by Γ, i.e. q(h) = q, η(h) = η and Γ ≥ max v∈h τ hv . It follows that for any integer k ≥ 1 we have
where R 2 ≥ 1 is some absolute constant, ∆ = q t=0 (q − t)ν t , and the maximum is over all nonnegative integers ν t , 0 ≤ t ≤ q satisfying ν 0 ≤ ν q , q t=0 ν t = k and qk − (q − 1)ν 0 − ∆ ≥ 1 (note also that µ t are defined according to (1.7), i.e. they depend on original (not centered) random variables
. . , Y n ), non-negative weights {w h } h∈H , integer k ≥ 1, cardinality η and total power q. Without loss of generality we assume that H is the complete hypergraph (setting additional edge weights to 0 as needed), i.e. H includes every possible hyperedge over vertex set [n] with cardinality η, total power q, and maximal power at most Γ. A labeled hypergraph G = (V(G), H(G)) consists of a set of vertices V(G) and a sequence of k (not necessarily distinct) hyperedges H(G) = h 1 , . . . , h k . In other words a labeled hypergraph is a hypergraph whose k hyperedges are given unique labels from [k] . We write e.g. h∈H(G) w h as a shorthand for
. . , h k ; in particular duplicate hyperedges count multiple times in such a product.
Consider the sequence of hyperedges h 1 , . . . , h k ∈ H from our original hypergraph H. These hyperedges define a labeled hypergraph H(h 1 , . . . , h k ) with vertex set ∪ k i=1 V(h i ) and hyperedge sequence h 1 , . . . , h k . Note that the vertices of H(h 1 , . . . , h k ) are labeled by the indices from [n] and the edges are labeled by the indices from [k] . Note also that some hyperedges in H(h 1 , . . . , h k ) could span the same set of vertices and have the same power vector, i.e. they are multiple copies of the same hyperedge in the original hypergraph H. Let P(H, k) be the set of all such edge and vertex labeled hypergraphs that can be generated by any k hyperedges from H. We say that the degree of a vertex (in a hypergraph) is the number of hyperedges it appears in. Let P 2 (H, k) ⊆ P(H, k) be the set of such labeled hypergraphs where each vertex has degree at least two. We split the whole proof into more digestible pieces by subsections.
Changing the vertex labeling
In this section we will show how to transform the formula for the k-th moment to have the summation over the hypergraphs that have its own set of labels instead of being labeled by the set [n]. Let
for h ∈ H and v ∈ h. By linearity of expectation, independence of random variables X hv for different vertices v ∈ V and definition of P(H, k) we obtain
where the last equality follows from the fact that E[X hv ] = 0 for all h ∈ H and v ∈ V (h). Below we will use the notation Λ v (G) = E h∈H(G)|v∈V(h) X hv . Note that a labeled hypergraph G ∈ P 2 (H, k) could have the number of vertices ranging from η up to kη/2 since every vertex has degree at least two. For q, η and Γ clear from context, let S 2 (k, ℓ) be the set of labeled hypergraphs with vertex set [ℓ] having k hyperedges such that each hyperedge has cardinality exactly η, total power q, maximal power ≤ Γ, and every vertex has degree at least 2. For each hypergraph G ∈ S 2 (k, ℓ) the vertices are labeled by the indices from the set . We will use the notation π(h) for a copy of hyperedge h = (V(h), τ (h)) ∈ H(G) with its vertices relabeled by injective function π, i.e. V(π(h)) = {π(v) : v ∈ V(h)} and τ π(h),π(v) = τ hv . Analogously we will use notation π(G) to denote the graph G with vertices re-labeled according to function π. We claim that
that differ from G by vertex labellings only. Each of those hypergraphs has one corresponding mapping π that maps its ℓ vertex labels into vertex labels of hypergraph G ∈ P 2 (H, k).
Then, combining (2.9) and (2.10) we obtain
Estimating the term for each hypergraph G ′
We now fix integer ℓ and labeled hypergraph G ′ ∈ S 2 (k, ℓ). Let c be the number of connected components in G ′ , i.e. c is a maximal number such that the vertex set V(G ′ ) can be partitioned into c parts V 1 , . . . , V c such that for each hyperedge h ∈ H(G ′ ) and any
Intuitively, we can split the vertex set of G ′ into c components such that there are no hyperedges that have vertices in two or more components. For each vertex v ∈ V(G ′ ), we define D v = h∈H(G ′ )|v∈V(h) τ hv to be the sum of all the powers that correspond to the vertex v and hyperedges that are incident to v. We call D v the total power of v. Let d v denote the number of hyperedges h ∈ H(G ′ ) with v ∈ V (h). We will call d v the degree of the vertex v. By definitions
We consider a certain canonical ordering h (1) , . . . , h (k) of the hyperedges in H(G ′ ) that will be specified later in Lemma 2.4. (This ordering is distinct from and should not be confused with the ordering of the hyperedges inherent in a labeled hypergraph.) We iteratively remove hyperedges from the hypergraph G ′ in this order. Let
In particular G ′ 1 is identical to G ′ except for the order of the hyperedges. Let V s be the vertices of the hyperedge h (s) that have degree one in the hypergraph
e. δ v is the power corresponding to the vertex v and the last hyperedge in the defined order that is incident to v. We call δ v the last power of v. Intuitively, we delete edges in the order h (1) , . . . , h (k) . We also delete all vertices that become isolated. Then V s is the set of vertices that get deleted during step s of this process.
where we say that π extends
which is an implication of the moment boundness of random variables (Section 2.5) we have
(the vertex degrees and powers do not depend on vertex labeling). Therefore,
.
We now group the sum over π by the value of π(h (s) ) ≡ h ∈ H. Note that for any fixed mapping
We repeat the argument for s = 1, . . . , k. In the end we obtain
where ν t is the number of indices s = 1, . . . , k with q − v∈Vs δ v = t, µ t = µ t (w, Y ), and ∆ = v∈V(G ′ ) δ v . In the last inequality we used the fact that k s=1 |V s | = ℓ and |V s | ≤ η. The quantities ν t must satisfy the equality
The flexibility in the choice of the ordering h (1) , . . . , h (k) affects the quality of the bound (2.12) via its influence on the ν t , δ v and ∆. We focus on minimizing ν 0 , which intuitively makes sense as µ 0 is often much larger than the other µ t . The last hyperedge in each of the c connected components must contribute to ν 0 , so ν 0 ≥ c. It turns out that equality ν 0 = c is achievable; the intuition is to pick an ordering that never splits a connected component of G ′ s into several components. We defer the proof that such an ordering exists to Lemma 2.4 in Section 2.5. We also know that ν q ≥ c because the first hyperedge in each connected component is incident to vertices of degree two or more only and therefore contributes to ν q .
Using the Counting Lemma
We assume that each hypergraph in S 2 (k, ℓ) has an associated canonical ordering of hyperedges, formally defined in Lemma 2.4. This canonical ordering specifies the last powers for all vertices in the hypergraph and the values ν t for t = 0, . . . , q.
and k hyperedges such that each hyperedge has cardinality η, total power q, maximal power ≤ Γ, the number of connected components is c, the degree vector isd, the total power vector isD, andδ is the vector of last powers (corresponding to the canonical ordering). Note that S(k, ℓ, c,d,D,δ) depends on q, η and Γ as well. Letν = (ν 0 , . . . , ν q ). Combining, (2.11) and (2.12) we obtain
where the maximum overν is over ν 0 , . . . , ν q ≥ 0 with c = ν 0 ≤ ν q , q t=0 ν t = k and q t=0 (q −t)ν t = ∆. Also the integers ν 0 , . . . , ν q must satisfy the inequality (q − 1)k − ∆ ≥ (q − 2)ν 0 by Corollary 2.6. The second inequality follows from the fact that the total number of feasible total power vectors D is at most 2 qk+ℓ (qk is the sum of all the powers and we need to compute the total number of partitions of the array with qk entries into ℓ possible groups of consecutive entries which is
), and similarly the number of vectorsd andδ can also be upper-bounded by 2 qk+ℓ . We substitute ν 0 for c, and remove the unreferenced variables c,d,D andδ from the maximum. The maximum overν is now over ν 0 , . . . , ν q ≥ 0 with ν 0 ≤ ν q ,
where R 0 < R 1 < R 2 are some absolute constants, the second inequality uses the facts that ℓ! ≥ (ℓ/e) ℓ and Γ −ℓ ≤ 1, and the last inequality is implied by the fact that
Inequality (2.13) is precisely the inequality (2.8) that we needed to prove. Note that the inequality
we use the fact that each connected component has at least two hyperedges).
Intermediate moment lemma
Lemma 2.2 (Intermediate Moment Lemma) We are given n independent moment bounded random variables Y = (Y 1 , . . . , Y n ) with the same parameter L and a general polynomial f (x) with nonnegative coefficients such that every monomial (or hyperedge) h ∈ H has exactly η variables, total power exactly q and power of any variable upper bounded by Γ, i.e. q(h) = q, η(h) = η and Γ = max h∈H,v∈h τ hv . Then
where R 3 ≥ 1 is some absolute constant, g(Y ) is a polynomial of centered random variables defined in Lemma 2.1 and [q] = {1, . . . , q}.
Proof. We apply Lemma 2.1. Since q t=0 ν t = k and q t=0 (q − t)ν t = ∆ we have,
for the absolute constant R 3 = R 2 2 . Using the facts that q t=0 ν t = k and ν q ≥ ν 0 again, we derive,
Three Technical Lemmas
In this section we prove technical lemmas that were used in the proof of Lemma 2.1.
Lemma 2.3
For any moment bounded random variable Z with parameter L, integer k ≥ 1, set S ⊆ [k] and a collection of positive integer powers d t for t ∈ S, the following inequality holds:
where D = t∈S td t and d = t∈S d t .
Proof. To prove the first inequality note that for any τ ∈ S by Jensen's inequality we have
where the final inequality follows from applying Definition 1.1 D − τ times.
To show the second inequality we bound
where the first inequality uses Hölder's Inequality (see Lemma 3.1), the third inequality uses the fact (which follows from convexity) that (x + y) p ≤ 2 p−1 (x p + y p ) for any p ≥ 1 and x, y ≥ 0 (in particular (x = |Z t | and y = E |Z| t ), the fourth inequality uses Jensen's inequality, and the last inequality uses the inequality (2.15).
We now prove the following intuitive fact that was left unproven near the end of Section 2.2.
Lemma 2.4 In the notation of Section 2.2 there exists a canonical ordering
Proof. Let L be the line graph of G ′ , i.e. an undirected graph with one vertex for each of the k hyperedges of G ′ and an edge connecting every pair of vertices that correspond to hyperedges with intersecting vertex sets. We define the desired sequence of hyperedges h (1) , . . . , h (k) and a sequence of induced subgraphs
, where h (s) has the lowest label from the vertices of L s subject to the constraint that the number of connected components n s+1 of L s+1 must not exceed the number of connected components n s of L s . For example pick h (s) to be an arbitrary leaf of a depth first search tree started from an arbitrary vertex of L s or an isolated vertex of L s if there are any.
It remains to show that the ordering h (1) , . . . , h (k) satisfies the desired property ν 0 = c. Note that h (s) contributes to ν 0 if and only if V s = V(h (s) ), that is if and only if h (s) is an isolated vertex in L s . Whenever such an h (s) is chosen the number of connected components decreases by one (i.e. n s+1 = n s − 1), and otherwise the number of connected components is unchanged (i.e. n s+1 = n s ). We conclude that ν 0 = n 1 − n k+1 = c − 0 as desired.
The following Lemma was used in the proof of the Initial Moment Lemma and will be used later in the proof of the Main Counting Lemma.
Lemma 2.5 Let G ′ be a labeled hypergraph with all degrees at least two, c connected components with sets of vertices C 1 , . . . , C c and the number of hyperedges k 1 , . . . , k c . Further, let h (1) , . . . , h (k) be the canonical ordering of its hyperedges specified in Lemma 2.4 where k = c i=1 k i . Then for each i = 1, . . . , c we have
where δ v is the last power of vertex v corresponding to the canonical ordering of hyperedges as defined in Section 2.2.
Proof. Fix a labeled hypergraph G ′ . Recall that the power of a vertex v in hyperedge h is denoted τ hv . Following Section 2.2 define V j to be the set of vertices whose last incident hyperedge is h (j) , where "last" is relative to the canonical ordering h (1) , . . . , h (k) of the hyperedges defined in that section. Let
We charge (q − 1)k i − v∈C i δ v to the various hyperedges in the following natural way:
The contribution α s of the hyperedge with smallest index s ∈ I i is exactly q − 1 since the degree of each vertex v is at least two and h (s) is the first hyperedge in this connected component that we delete, i.e. V s = ∅. The last hyperedge h (s ′ ) for s ′ = max{j|j ∈ I i } clearly contributes
Otherwise component i would contribute more than 1 to ν 0 and ν 0 would exceed c. We conclude that α j ≥ 0 for j ∈ I i \ {s ′ }. Using (2.16) and these lower bounds on the α j we bound
as desired.
The following Corollary immediately follows from Lemma 2.5.
Corollary 2.6
Let G ′ be a labeled hypergraph with all degrees at least two, c connected components and the canonical ordering satisfying the condition ν 0 = c we have qk − ∆ ≥ (q − 2)ν 0 where
General Even Moment Lemma
Lemma 3.1 (Hölder's Inequality) Let p 1 , . . . , p k ∈ (1, +∞) such that
= 1 then for arbitrary collection X 1 , . . . , X k of random variables on the same probability space the following inequality holds
We will use the following corollary of Hölder's inequality known as Minkowski inequality (or triangle inequality for norms). 
Lemma 3.3 (General Even Moment Lemma) We are given n independent moment bounded random variables Y = (Y 1 , . . . , Y n ) with the same parameter L and a general power q polynomial f (x) and maximal variable power Γ = max h∈H,v∈h τ hv . Let k ≥ 2 be an even integer then
where R 4 ≥ 1 is some absolute constant.
Proof. Let weight function w and hypergraph
. Let H ′ denote the set of all possible hyperedges (including the empty hyperedge) with vertices from V(H) = [n] and total power at most q. First we note that
where h ′ ranges over all possible hyperedges (including the empty hyperedge) and
We next group the monomials on the right hand side of (3.19) by cardinality, power, and sign of coefficient, yielding m ≤ 2q 2 polynomials g (1) , . . . , g (m) with corresponding weight functions for all monomials w (1) , . . . , w (m) and powers q 1 , . . . , q m . That is,
where {} is the empty hyperedge. We have
where we upper bounded the number of hyperedges h ′ such that h h ′ h 0 by 2 q . Therefore, for even k ≥ 2 the Lemma 2.2 implies that
Applying Corollary 3.2 yields
4 Proof of the Theorem 1.4
Now we prove Theorem 1.4 by applying the Markov's inequality.
Proof. By Markov's inequality we derive
Choosing k * ≥ 0 to be the even integer such that k * ∈ (K − 2, K] for
. Using the inequality (3.18) from the Lemma 3.3 we derive
≤ e 2 · max max
for some universal constant R > R 4 ≥ 1. This implies the statement of the Theorem.
Counting Lemma
In this section we consider labeled hypergraphs in S 2 (k, ℓ) for fixed parameters η, q and Γ. We use C 1 , . . . , C c to denote the set of vertices in the connected components of a labeled hypergraph. We use ℓ 1 , . . . , ℓ c and k 1 , . . . , k c to denote the number of vertices and hyperedges in those connected components. We will freely use the following elementary facts:
where the lower bound follows from the fact that each connected component has at least one hyperedge and the upper bound follows from the fact that each vertex has degree at least two;
2. ηc ≤ ℓ ≤ ηk/2 (these inequalities are obtained by summing up the above inequalities over all connected components);
3. 1 ≤ c ≤ k/2, the lower bound is obvious and the upper bound follows from the previous inequality.
In two of the auxiliary lemmas below we will use the classical Gibbs inequality which states that for two arbitrary discrete probability distributions p 1 , . . . , p n and q 1 , . . . , q n with strictly positive p i , q i the following inequality holds
In what follows we identify a vertex with its index v ∈ [ℓ]. The main statement of this section is the following
for some universal constant R 0 > 1.
We prove Lemma 5.1 as a sequence of auxiliary Lemmas.
We say that C 1 , . . . , C c and k 1 , . . . , k c are feasible (with respect tod,D,δ clear from context) if there is a labeled hypergraph in S(k, ℓ, c,d,D,δ) with corresponding canonical oredring of its hyperedges whose connected components (numbered arbitrarily) have vertex sets C 1 , . . . , C c and number of hyperedges k 1 , . . . , k c .
Lemma 5.2 For any k, ℓ, q, η, andd we have
Note, that we intentionally do not fix Γ since the bound in the Lemma holds for any Γ ≤ q.
Proof. Fix k, ℓ, η, q, andd. To show the first inequality, note that a labeled hypergraph is uniquely specified by:
1. for every vertex v = 1, . . . , ℓ whether or not it appears in each of the k hyperedges and 2. for every hyperedge h the power vector of its η vertices.
Vertex v with degree d v clearly has k dv possible sets of hyperedges it can appear in, so there are at most v∈ [ℓ] k dv ways to assign vertices to the hyperedges. In general this is quite a rough estimate (since we do not use the fact that each hyperedge contains exactly η vertices). More precisely we would like to estimate the number of 0/1 matrices of dimension k×ℓ with prescribed row sums equal to η and a column sum d v for a row indexed by v. Estimating this quantity is an important topic in combinatorics (see survey [9] and references therein) but for our purposes the simple estimate above provides a tight bound.
We now count the ways to assign weights to the hyperedges. Recall that τ hv denote the weight of the v th vertex in hyperedge h. There is a standard bijection between q − 1 digit binary strings with η − 1 zeros and placements of q identical items into η bins such that each bin has at least one item. The string starts with τ 1,h − 1 ones followed by a zero, followed by τ 2,h − 1 ones followed by a zero and so on, ending with τ q,h − 1 ones (and no trailing zero). We conclude that there are q−1 η−1 k ways to assign weights of the hyperedges. This concludes the proof of the first inequality.
The second inequality follows because 
where the maximums are evaluated over all C 1 , . . . , C c and k 1 , . . . , k c that are feasible as defined above. This bound holds for any Γ ≤ q.
Proof. We prove the Lemma by mapping the labeled hypergraphs in S(k, ℓ, c,d,D,δ) into distinct binary strings and bounding the length of these strings.
Fix an arbitrary hypergraph in S(k, ℓ, c,d,D,δ). Our encoding begins by encoding the vertices in the connected component that contains vertex 1. Let the vertices in this component be denoted by C 1 and |C 1 | = ℓ 1 . We encode ℓ 1 in unary, e.g. our string begins with 1110 if ℓ 1 = 3. We then encode the identity of the remaining ℓ 1 − 1 vertices in C 1 \ {1} using a single character with log 2 ℓ ℓ 1 −1 binary digits, i.e. we have ℓ ℓ 1 −1 options which are encoded in binary. We then look at the lowest-indexed vertex that has yet to be placed in a connected component and encode the size ℓ 2 and vertices C 2 of its component in the same manner. We repeat until all ℓ vertices have been placed in one of the c connected components, where the i th component considered has ℓ i vertices. At this point we have partitioned the vertices into connected components using
bits.
We then encode the number of hyperedges k i in each connected component in unary using
bits, i.e. we have k 1 ones followed by a zero, followed by k 2 ones followed by a zero and so on. There are k! k 1 !·...·kc! ways to partition k indices into c groups where i-th group has k i indices. Therefore, we can encode which component each hyperedge is in using
Finally we encode the vertices and the power vectors of each hyperedge in component 1 ≤ i ≤ c. The number of possibilities is clearly |S(k i , ℓ i , 1,d| i ,D| i ,δ| i )|, whered| i (resp.D| i andδ| i ) is the vector of degrees (resp. total powers and final powers) of the vertices in component i. Using Lemma 5.2
dv! . Therefore, the total number of bits used to encode the hyperedges is at most
bits. 
which we'll denote by b. We can safely add trailing zeros so that each hypergraph is encoded using exactly b bits. We conclude that the number of hypergraphs is at most 2 b , which is at most the right-hand side of the Lemma statement, as desired.
(5.25)
Proof. Applying Lemma 5.3 we get
We will now bound each factor of (5.26) in turn, making frequent use of the formula n! = (n/e) n n −O(1) and the inequality n m ≤ n m /m!. First we bound
Secondly we bound
For the third factor we consider two cases. If η ≥ 2 we have ℓ i ≥ 2 and c ≤ ℓ/2 and we bound
where the last inequality is Gibbs'. It turns out that (5.29) holds when η = 1 as well because every ℓ i = 1 and hence both c i=1
are equal to 1.
Fourth we write 
Our final counting lemma bounds the optimization problem of Lemma 5.4.
Proof. We are looking to upper-bound
where
We upper-bound M by the relaxation
To show this is a relaxation we need to prove that any z i feasible in (5.31) satisfies (5.36), which follows from Lemma 2.5 which states that (q − 1)
Another implication of that lemma is that Z ≥ (q − 1)c.
When q = 1 we can trivially prove the Lemma by upper-bounding (5.32) by 1, so we hereafter assume q ≥ 2 and hence every z i is strictly positive. For any fixed {z i } i , Gibbs' inequality implies that the maximum of (5.32) occurs when α i = z i /Z. Therefore we have reduced our problem to
Clearly the optimum is when z i = q − 1 for all i = 1 and z 1 = Z − (c − 1)(q − 1). Therefore the maximum of (5.37) is
using the fact that Z = i z i ≥ (q − 1)c in the first inequality.
We are finally ready to prove our Main Counting Lemma.
Proof. of Lemma 5.1. Lemmas 5.4 and 5.5 give us
for some absolute constant R 0 > 1 ( we used the fact that k q−1 = e O(qk) ).
Permanents of Random Matrices
Proof. of Theorem 1.5 Notice first that µ t ≤ (n − t)! ≤ n n−t and the power of the polynomial q = n. Since the permanent is a multilinear polynomial and E [Y ij ] = 0 we can directly apply the Lemma 2.1 for k ≤ n. Note also that n in this Theorem is the dimension of the matrix and not the number of random variables as in Lemma 2.1 (which is n 2 in this setting). We obtain
We fix the deviation λ = t √ n! > 0 and choose k * to be the even number in the interval (K − 2, K]
. Using the Markov's inequality we derive
for some absolute constant c > 0. Note that condition k * ≤ n is implied by the condition K ≤ n which in turn is equivalent to the condition λ ≤ eR n n n . If λ > eR n n n then we choose k * = n and estimate
Proof. of Theorem 1. 6 We have an n by n matrix A with entries that are independent except that the matrix is symmetric. The permanent P (A) is a degree n polynomial of independent random variables with maximal variable degree Γ = 2. (Note that the number of variables is n 2 + n, not n.) The permanent is a sum of products over permutations. We also treat each such permutation π as a set of pairs (i, j) for row index i and column index j. We write h(π) for the hyperedge h corresponding to π. More generally for any set S of matrix entries we write h(S) for the corresponding hyperedge. Note that because each variable appears in up to two positions in the matrix the mapping h is not a bijection. Clearly
As in the proof of Lemma 3.3 we write P (A) as the sum of polynomials g (1) , . . . , g (m) with weights w (1) , . . . , w (m) and total powers q 1 , . . . , q m (in this case E [P (A)] = 0).
Fix some 1 ≤ i ≤ m and hyperedge h ′ with q(h ′ ) = q i . The next step is to bound coefficients of polynomials g (i) ,
where S is a set matrix entries. We can bound the number of such S by 2 O(q i ) since for each vertex (variable) v ∈ h ′ there are only two entries in the matrix A that can be mapped to v by the mapping h(S). Fix an S such that h(S) = h ′ . Note that whenever τ hv = 1 we have E [Y τ hv v ] = 0, so we can restrict the sum to be over permutations π with τ hv = 2 for all v ∈ V (h(π)) \ V (h ′ ). For every fixed S, the number of such π is at most n (n−q i )/2 since we need to choose the remaining n−q i entries and each choice fixes two positions in π. By moment boundedness we have
Fix some g (i) with total power q i ≡ q ≤ n. We start from (2.11):
where the third inequality bounded 2 qk |S 2 (ℓ)| u D u ! by R qk 6 k qk using Lemma 5.1. Recall that max x>0 (nk/x) x = e nk/e . We continue using the facts that we choose k ≤ n and ℓ ≤ ηk/2 ≤ qk/2,
Applying Corollary 3.2 yields
since m ≤ 2n 2 ≤ 10 n and where R 9 is an absolute constant.
This gives us a bound on E P (A) k identical to that in the proof of Theorem 1.5, so we finish the proof identically to the proof of Theorem 1.5.
Examples of Moment Bounded Random Variables
In this section we show that three classes of random variables are moment bounded and give examples from each class. The classes are bounded random variables, log-concave continuous random variables, and log-concave discrete random variables.
Bounded random variables
Lemma 7.1 Any random variable Z with |Z| ≤ L is moment bounded with parameter L.
Proof. For any i ≥ 1 we clearly have
In particular Lemma 7.1 implies that 0/1 and -1/1 random variables are moment bounded with parameter 1.
Log-concave continuous random variables
We say that non-negative function f is log-concave if f (λx + (1 − λ)y) ≥ f (x) λ f (y) 1−λ for any 0 ≤ λ ≤ 1 and x, y ∈ R (see [15] Section 3.5). Equivalently f is log concave if ln f (x) is concave on the set {x : f (x) > 0} where ln f (x) is defined and this set is a convex set (i.e. an interval). A continuous random variable (or a continuous distribution) with density f is log-concave if f is a log-concave function. See [5, 6, 8, 15] for introductions to log-concavity.
Lemma 7.2 Any non-negative log-concave random variable X with density f is moment bounded with parameter L = E [X].
For any i ≥ 1 we write
where the third equality is integration by parts. It is known (see for example implication B of Proposition 1 in [5] or Theorem 2 in [8] ) that log-concavity of density f implies log-concavity of
is a non-increasing function of x on (ℓ, u) and henceF (x)/f (x) is also non-increasing. It follows thatF
f (x) · ix i−1 is a product of a non-increasing function and a non-decreasing function. We apply Chebyshev's integral inequality, yielding,
where we used the fact
Lemma 7.3 Any log-concave random variable X with density f is moment bounded with parameter
Proof. If X is non-negative or non-positive with probability 1 the Lemma follows from Lemma 7.2, so suppose not. Write
where X + (resp. X − ) is a non-negative random variable with density at x proportional to f (x) (resp. f (−x)) for x ≥ 0 and zero for x < 0. Clearly X + and X − are log-concave. Lemma 7.2 yields
where we used Lemma 7.4 in the last inequality to bound max{E
The survey [8] lists many distributions with log-concave densities: normal, exponential, logistic, extreme value, chi-square, chi, Laplace, Weibull, Gamma, and Beta, where the last three are logconcave only for some parameter values. Lemma 7.3 implies that random variables with any of these distributions are moment bounded.
Any random variable trivially satisfies E |X| 1 = 1E [|X|] E |X| 1−1 so for every random variable (that is non-zero with positive probability) Lemma 7.2 gives the smallest possible moment boundedness parameter L and Lemma 7.3 gives L that is within a factor of 1/ ln 2 of the best possible. An exponentially distributed random variable is tight for Lemma 7.2 in an even stronger sense:
The following example shows that Lemma 7.3 is tight. Let X have density
where x 0 = ln 2. This density is clearly log-concave. Using integration by parts we derive
The k-th moment for large k is dominated by the exponential left tail:
Technical lemmas
This section is devoted to proving the following Lemma.
Lemma 7.4 For any random variable X with log-concave density,
The following Lemma about log-concave functions is intuitive but a bit technical to prove.
Lemma 7.5 Suppose f is a log-concave function,
It follows that:
and an integral of a positive function is positive iff it is over a set of positive measure, hence either both S + and S − have Lebesgue measure zero or neither do. Below we will use the following simple fact about concave functions. If g(x) is concave, g(z) = 0, g(z ′ ) > 0 and z ′ < z then g(z ′′ ) > 0 for all z ′′ ∈ (z, z).
The log-concavity of f implies that ln f (x) − ln h(x) is concave on (−∞, x 0 ]. This and the fact that f (0) = h(0) imply the following key properties: if x ∈ S + then S + ⊇ [x, 0) and similarly if y ∈ S − then S − ⊇ (−∞, y]. Among other things these properties imply that if S + (resp. S − ) is non-empty it contains an interval and hence has positive measure. If both S + and S − have measure zero then f (x) = h(x) for all x ≤ 0 and any x 1 < 0 will satisfy the first part of the lemma. If both S + and S − have positive measure then x 1 = inf S + will satisfy the first part of the lemma.
The first part of the lemma implies that Using the first part of Lemma 7.5 we have
By the second part of Lemma 7.5 we have
We conclude that
where we used integration by parts to compute
Finally we note that r(x 0 ) is minimized on 0 ≤ x 0 < ∞ when 0 =
which implies the Lemma.
Log-concave discrete random variables
A distribution over the integers . . . , p −2 , p −1 , p 0 , p 1 , p 2 , . . . is said to be log-concave [5, 27] 
where the second inequality uses the fact that rx px is a non-increasing sequence (Proposition 10 in [5] ) and Chebyshev's sum inequality.
Lemma 7.7 Any log-concave integer-valued random variable X is moment bounded with parameter
We omit the proof of Lemma 7.7, which is almost identical to the proof of Lemma 7.3.
Examples of log-concave integer-valued distributions include Poisson, binomial, negative binomial and hypergeometric [5, 27] . Random variables with these distributions are moment bounded by Lemma 7.6.
The parameter 1 + E [|X|] in Lemma 7.6 cannot be improved to match the E [|X|] in Lemma 7.2. Indeed a Poisson distributed random variable with mean µ has E X 2 = µ 2 + µ, which exceeds the desired bound of 2E [X] E X 2−1 = 2µ 2 when µ < 1.
Examples Showing Tightness of the Bounds
This section deals exclusively with multilinear polynomials with non-negative coefficients over independent 0/1 random variables. We use notation specialized to this case: for a polynomial f (x) and 0/1 random variables Y 1 , . . . , Y n we have
We continue to omit the Y from µ r (f, Y ) when it is clear from context. Lemma 8.1 We are given a power q 1 polynomial f 1 (x) with corresponding hypergraph H 1 , weights w 1 , vertices V(H 1 ) = [n] and a power q 2 polynomial f 2 (x) with corresponding hypergraph H 2 , weights w 2 , vertices V(H 2 ) = {n + 1, . . . , m}. We are also given m independent 0/1 random variables X 1 , . . . , X m . Then the product polynomial f g = (H, w) defined by (f g)(x 1 , . . . , x m ) = f (x 1 , . . . , x n )g(x n+1 , . . . , x m ) satisfies
Proof. The Lemma follows easily from the definition of µ i and the fact that restriction to hyperedges containing a fixed set of vertices preserves the product structure. Indeed let
Our next lemma studies a particular sort of complete multilinear q-uniform polynomials that we will use frequently.
:|h|=q v∈h X v where the X v are independent 0/1 random variables with E [X i ] = p ≤ 0.5 we have
Proof. The first is immediate from definitions. The second follows because
where we used ln(1 − p) ≥ −2p for 0 ≤ p ≤ 1/2 in the last inequality.
there is a non-negative power q polynomial f (x) and independent 0/1 random variables X 1 , . . . , X m such that
Proof. We pick f (x) = µ * q · I⊆M,|I|=q i∈I x i where |M | = m = 4q(λ/µ * q ) 1/q and each X i is 1 with probability ǫ/m ≤ 1/2. By Lemma 8.2 we have
The third part of the lemma follows from Lemma 8.2 with c = q + 1. Indeed
Towards proving the second part of the lemma choose c such that
We have λ + E [f ] ≥ µ * q so such a c ≥ q + 1 exists. Note that
By the second part of Lemma 8.2 we have
The binomial distribution B(n, p) is the distribution of the sum of n independent 0/1 random variables each with mean p. The following lower bound on concentration of binomially distributed random variables is well known (e.g. [23] has more general and precise bounds) but we include a proof for completeness in the Appendix.
Lemma 8.4
For any µ ≥ 27 and 0 < λ ≤ µ there exists a binomially distributed random variable Z with E [Z] = µ and
Remark: The restriction that µ is bounded away from zero is needed since when µ = λ ≪ 1 the right hand side of (8.42) is constant and the left hand side is necessarily small because
there is a polynomial f of power q and independent 0/1 random variables X 1 , . . . , X m such that
Proof. We fix a sufficiently large integer n such that
≤ ǫ and pick our polynomial f (X) to be essentially a linear function in disguise:
where X i are boolean random variables with P r[
Observe that f (X)/µ * q has the same distribution as a binomially distributed random variable with mean µ * 0 /µ * q ≥ 27. The lower-bound on Pr [f (X) − E [f (X)] ≥ λ] therefore follows from Lemma 8.4 for sufficiently large n.
The following lemma shows how to use a counterexample polynomial of power less than q in place of a counterexample of power q. Lemma 8.6 For any ǫ > 0, q-uniform hypergraph H = (V, H), non-negative weights w, polynomial f (x) = h∈H w h v∈h x v , independent 0/1 random variables X 1 , . . . , X n and any q ′ > q there exists a q ′ -uniform hypergraph H = (V ′ , H ′ ), non-negative weights w ′ , independent 0/1 random variables
where g(Y ) is a power-(q ′ − q) polynomial that is well concentrated around 1. In particular we use
where the n ′ = (q ′ − q)m random variables Y ij are independent with mean 1/2 and m = max 2/ǫ, 2 max
Note that 2/m ≤ ǫ and 2/m ≤
. . , Y q ′ −q,m denote the random variables that f ′ is a function of. By Lemma 8.1 we get that
where B ij = µ j (f, X)(m/2) −(i−j) . We bound (8.43) in two cases. The first case is i ≤ q. For any 0 ≤ j < i ≤ q we have
The other case is when i > q. For any 0 ≤ j < q < i we have
Similarly for 0 ≤ j = q < i we have 
To show the last part of the lemma we bound
where the last inequality follows because each of the linear terms
is distributed symmetrically about its mean of 1 and hence is at least one with probability at least 1/2.
Proof. of Theorem 1.3. Fix q, λ and {µ * i } 0≤i≤q . Let i be the dominant term in (1.2), i.e. i minimizes min i (λ 2 /(µ * 0 µ * i ), (λ/µ * i ) 1/i ). We consider three cases. The first case is when λ ≤ µ * i . In this case we apply Lemma 8.3 (third part) to get a power i polynomial and then Lemma 8.6 to convert it into a power q polynomial, using ǫ = min 0≤j,j ′ ≤q µ * j /µ * j ′ for both Lemmas. This yields 0/1 random variables X 1 , . . . , X n and the desired power q polynomial f (X) with µ j (f, X) ≤ µ * j for 0 ≤ j ≤ q and
where C 1 = 2 q e 2 ((q + 1)/ǫ) q+1 .
The second case is when λ > µ * i and 27λ 2 /(µ * 0 µ * i ) ≥ (λ/µ * i ) 1/i . We apply Lemma 8.3 (second part) and Lemma 8.6 using ǫ = min 0≤j,j ′ ≤q µ * j /µ * j ′ for both, yielding independent 0/1 random variables X 1 , . . . , X n and a degree q polynomial f (X) with µ j (f, X) ≤ µ * j for 0 ≤ j ≤ q and
≥ max for C 2 = e 2 2 q , C 3 = (λ/µ * i ) 4 ( 4i ǫ ) 4i , and C 4 = C 27 3 . The final case is when λ > µ * i and 27λ 2 /(µ * 0 µ * i ) < (λ/µ * i ) 1/i . These constraints imply that µ * 0 > 27λ 2−1/i (µ * i ) 1/i−1 ≥ 27λ, hence λ < µ * 0 . We also have µ * 0 > 27λ > 27µ * i . We apply Lemmas 8.5
and Lemma 8.6 with ǫ = min 0≤j,j ′ ≤q µ * j /µ * j ′ for both, yielding a polynomial f and independent 0/1 random variables X 1 , . . . , X n with µ j (f, X) ≤ µ * j for 0 ≤ j ≤ q and 
A Linear special case
In this section we give a short proof of the linear case (q = 1) of Theorem 1.2. Concentration in this case was already known, but this special case nicely illustrates many of our techniques with minimal technical complications. In this case hyperedges are just single vertices, so to simplify notation we make no reference to hyperedges. The rest of the proofs appear in the full version of the paper.
We have n vertices 1, 2, . . . , n, independent random variables Y 1 , . . . , Y n that are moment bounded with parameter L, and weights w 1 , . . . , w n . We assume that E 
where the second inequality uses moment boundedness d u − 1 times (per u) and the third inequality follows because µ 1 = max v w v . We now extend the sum over π ∈ M (ℓ) in (A.53) (adding additional non-negative terms) to include all mappings from [ℓ] into [n] injective or not, which enables us to move the sum over π inside the product over u as follows: √ µ ≤ δ ′ ≤ 2 without explicit mention. Let f (t) = E e tY and g a (t) = f (t)e −at . We will use Theorem A.2.1 in [4] which states that Pr [Y > a − u] ≥ e −tu g a (t) − e −ǫu (g a (t + ǫ) + g a (t − ǫ)) (B.57)
for any a, u, t, ǫ ∈ R with u, t, ǫ, t − ǫ all positive. We choose these parameters as follows: let a = (1 + δ ′ )µ, u = 3 √ 3µ, t = ln(1 + δ ′ ) and ǫ = A standard calculation (e.g. Lemma 5.3 in [40] ) shows that f (t ′ ) = e µ(e t ′ −1) and g a (t ′ ) = e µ(e t ′ −1)−at ′ . Therefore where the inequality follows from applying Taylor's theorem to the function h(x) = (x − (1 + x) ln(1 + x)). We also have ln(g a (t ± ǫ)) = µ((1 + δ ′ )e ±ǫ − 1) − (µ(1 + δ ′ ))(ln(1 + δ ′ ) ± ǫ)
where the inequality follows from Taylor's theorem and the fact that e ±ǫ ≤ e 
