TYPESET BY LS T E X SUMMARY : SUMMARY : SUMMARY : SUMMARY : SUMMARY : This is an invitation to invariant theory of finite groups; a field where methods and results from a wide range of mathematics merge to form a new exciting blend. We use the particular problem of finding degree bounds to illustrate this.
(see the survey article [62] for more information on this), numerical analysis (see, e.g., [69] ), engineering (e.g., in the production of rubbermats for the car industry, [37] ), and elsewhere (see Chapter 5 of [12] for an overview). §1. Introduction We observe that the coefficients of both polynomials satisfy the following equation
This in not an accident. Indeed, let p(x, y) be an arbitrary binary quadratic form, and let T be a linear transformation given by
Then the determinant of p, det(p) = ac − b 2 , remains unchanged under the T-action:
where p (x, y) = p(x + y, y). This observation was made by Joseph Louis Lagrange in (see Corollaire II in [36] ).
Let us rephrase this result in order to put it into a broader context.
A polynomial p(x, y) = ax 2 + 2bxy + cy 2 is determined by the three coefficients a, b, c. We arrange them in a symmetric 2 × 2 matrix It is not hard to check that the family of maps T( ), where ∈ C, forms a group G under matrix multiplication. Indeed, we have an isomorphism into the additive group of complex numbers given by G C, T( ) .
Hence, we have a subgroup G ⊂ GL(3, C) (abstractly isomorphic to C) of the general linear group GL(3, C) of invertible 3 × 3-matrices acting via matrix multiplication on the 3-dimensional vector space of all binary quadratic forms. Next, we consider polynomials in these coefficients, and we end up with the result that the determinant (which is a polynomial of degree 2 in the coefficients) is invariant under the action of G.
Let us formalize this.
Let F be any field, G a group and ρ : G GL(n, F) a linear representation of G of degree n over F. The group G acts via ρ on the n-dimensional
Since only the image ρ(G) ⊂ GL(n, F) of G in GL(n, F) matters for our purposes, we might as well assume that ρ is faithful. This action induces an action of G on the ring
of polynomials in n variables, where x 1 , . . . , x n ∈ V * is the standard dual basis, by 4 gf (v) = f (ρ(g)
The subset
of polynomials invariant under this action forms a ring, the ring of polynomial invariants of G. 5 In this survey we are concerned with finite groups G and their rings of invariants F [V ] G . We refer to the monographs [3] , [12] , [47] , [51] , and [63] , and to the survey articles [18] , [64] and [68] for detailed expositions from various different view points and more references.
Let us look at an explicit example taken from page 273 in [18] . EXAMPLE 1.1 EXAMPLE 1.1 EXAMPLE 1.1 EXAMPLE 1.1 EXAMPLE 1.1 : Let k be a natural number. Consider the full symmetry group D 2k of a regular polygon with k vertices in the plane. It is generated by the two matrices ) and S = 1 0 0 −1 . 4 The inverse ( ) −1 is introduced in order to obtain a left action. 5 More precisely we should write F[V ] ρ(G) for this ring, since it is the image in GL(n, F) that matters. However, this notation is a bit clumsy, and usually we know which representation we are talking about. So, we stick to the first (imprecise) notation. 6 The D stands for Drehung (rotation) and the S for Spiegelung (reflection) .
In other words, the representation
GL (2, R) afforded by the matrices D and S defines the dihedral group D 2k of order 2k. 7 Its ring of invariants is a polynomial ring
It is not hard to check that the given polynomials are indeed invariant under the D 2k -action. However, that these two form a complete set of generators needs an argument. We will address this a bit later. For now, let us have a look at another classical result.
If we choose our ground field F to be finite of order q, then the full general linear group GL(n, F) is a finite group of order 
The generators are explicitly given by the following formula
where the sum runs over all vector subspaces W * < V * of V * . Another way of describing them would be the following: The group GL(n, F q ) acts transitively on the nonzero elements in V * ,
i.e., this action consists of two orbits, namely {0} and V * \ {0}. Note that these are finite sets since the ground field F is finite. So, we can form the elementary symmetric polynomials in the nonzero elements of the vector space V * . They are by construction invariant under the group action, and are the only nonzero so-called orbit Chern classes, see, e.g., Section 4.1 of [47] for an introduction to orbit Chern classes. We will see later more of those.
From the purely ring-theoretic point of view,
G is an extremely well-behaved ring. By construction it is a commutative, nonnegatively graded, connected 9 F-algebra without zero 7 Let G be a finite group generated by g 1 , . . . , g d . We say that a representation
is afforded by the matrices M 1 , . . . ,
where g = g i 1 · · · g i k is a product in the group generators. 8 According to David J. Benson this formulae was obtained by Ian Macdonald sometime in the s but never published ( [4] and Proposition 8.1.3 in [3] ). According to Larry Smith the formula was independently obtained by Robert E. Stong in the s and by Tsuneo Tamagawa in (see the comments before Theorem 8.1.6 in [63] ). These two never published the result either.
9 Connected means that the ring coincides with the ground field F in degree zero.
divisors. Furthermore, we have a classical finiteness result due to Emmy Noether (see [48] , [50] 
in an additional variable t with coefficients 10 in F[V ] G . Since the polynomial Φ f (t) has root f , the ring extension
be the subalgebra generated by the coefficients of
Then H is a finitely generated F-algebra, and F[V ] is a finitely generated module over H.
is also finitely generated. Therefore,
G is finitely generated as an F-algebra by the algebra generators of H and the H-module
G . ☯ Emmy Noether's result tells us that only finitely many invariants generate the entire ring. How many are there? How do we find them? ) is a kth root of unity. It is much easier to read off the invariants from this representation. 11 Indeed, we have
Since these two matrices generate the group, we obtain the representation, say ρ C , over C by conjugation from the representation
We rewrite this as 1 1 
Since is a primitive kth root of unity, we have that m = 1 if and only if km.
From this we can derive the above result with just a bit more calculations.
Over the last years, invariant theorists have developed quite a number of tools for constructing invariants, some of which we will encounter in this article. However, the question raised above Does a given set of invariants form a complete set of generators? has no practical solution in general. In the above example of the defining representation of the dihedral group D 2k we were able to construct the ring of invariants by hand just because the representation is small, the group is small, and comes with a nice geometry. There exist methods to show completeness in special cases, one of them we could apply to this example: Our test ring C[xy,
is a finite ring extension and the product of the degrees is equal to the group order. This allows us to conclude that the two invariants form a complete set of generators (Proposition 4.5.5 in [47] ). This chain of reasoning is always applicable when the ring of invariants turns out to be a polynomial ring. There are a few other argumentation schemes that allow us to check whether a given test ring is the desired ring of invariants. However, all of these methods apply either only to special cases like the case of a polynomial ring as above, or are just reformulations of the very same problem in a different language, or are tricky ad hoc methods. 12 To make things worse all of these methods require a test ring. How do we get this? And even if some angel hands us a test ring, what is if this ring fails to be the ring of invariants desired? How do we proceed then?
Note that we have graded rings. This means that we could check degreewise all polynomials on invariance. This is an algorithm that must lead to a complete set of generators by Emmy Noether's finiteness theorem above. So, we start with degree one and check all linear polynomials for invariance; then we proceed with degree two and find all invariant quadratic polynomials; then we look at degree three, then four, then ... But where to end? It seems that we have an algorithm but no stopping condition. Or? 12 Polynomial rings are indeed rings of invariants of a very special type of representations. The famous Shephard-Todd classification shows that the ring of invariants is polynomial precisely when the group is generated by pseudoreflections (i.e., elements of finite order fixing a subspace U < V of codimension 1), if we are in characteristic zero or prime to the group order! (See Section 7.1 in [47] for more information on this.) Moreover, there is a (slighty more complicated) general procedure to show completeness in the next worse case, when the ring of invariants turns out to be a factorial complete intersection. This is used in the proof of the structure of the invariant ring of the finite symplectic groups (see [10] , [42] , or Section 8.3 in [3] ) and in [41] . §2. The Nonmodular Case I: Noether's Bound Emmy Noether gave more than one proof for her finiteness result. Among those we find in [48] one that is constructive. In other words, she more or less explicitly writes down a generating set. From that we can read off an upper bound 13 on the maximal degree of a generator in a minimal generating set. So, we obtain the desired stopping condition for our algorithm. Indeed, degree bounds provide us with one of the main tools that allow us to make statements about completeness of sets of generators.
We introduce the following notation. 
NOTATION
for the maximal degree of an algebra generator in a minimal generating set.
14 For rings of invariants we sometimes write (ρ) instead of (F[V ] G ), if we want to emphasize the representation. We write
if there is an upper bound depending only on the group and the field.
Let the ground field be the complex numbers C. Denote by G = d the order of the group G and enumerate the group elements in any order, say
be a set of formal variables of degree one. Then form the polynomial C-algebra C[X ] on the set X . The group G acts on C[X ] by permutation
By construction this map commutes with the G-action. Moreover, it is a surjective algebra homomorphism. Hence, it induces a map between the respective rings of invariants, the socalled Noether map
The Noether map
G G is surjective as we see next. This follows from the fact that the averaging operator
splits the canonical inclusion
. We obtain the commutative diagram with surjective horizontal maps 13 Since her generating set is not minimal, we obtain only upper bounds.
14 That (H) is independent of the choice of the minimal generating set, is something that you have to prove. G , because by construction
Recall that G acts via permutation on X . Indeed, it acts by simultaneous permutation of the rows if we write out the variables x i j as a matrix (x i j ). Therefore, it is contained in Σ d , the symmetric group on d letters that permutes simultaneously the rows of the matrix (x i j ). We obtain integral extensions
The same reasoning as above shows that there exists a splitting
Hence, we can enlarge our diagram above and get the following with split inclusions
The restriction
G remains surjective, because we have obtained a map
G as an algebra. We derive that
So, we have reduced the problem to finding the invariants of the symmetric group acting on X by simultaneously permuting the rows of the matrix (x i j ). To quote the original: Nach dem bekannten Satzüber die symmetrischen Funktionen von Größenreihen ist also f (x) ganz und rational durch die symmetrischen Elementarfunktionen dieser Reihen darstellbar, d.h. durch die Koeffizienten ... der ,Galoisschen Resolvente' (see p. 89 in [48] ). This means that
is generated by polarized symmetric functions. They are the following.
We consider the product 
is generated by two polynomials xy and x k + y k . Emmy Noether's result gives us another way to verify this: We check all polynomials up to degree 2k. We find precisely these two and algebraic expressions in them. This is certainly trivial for a computer algebra program, and for small k even not so hard to do by hand. REMARK REMARK REMARK REMARK REMARK: Implicitly, Noether's bound (as well as any other degree bound) gives also a rough estimate on the number of generators. This is indeed an even more difficult question than the one we are discussing here. In the terminology of algebraic geometry, this amounts to finding the embedding dimension. We refer to [47] for more information on this topic.
But where did Emmy Noether use the complex numbers in her proof? 17 Well, let us go through her proof again replacing C by an arbitrary field F. First, we need that the Noether map Let us introduce some more terminology here. We say that we are in the nonmodular case if the group order is invertible in the ground field. If the characteristic is zero or strictly larger than the group order, we are in the strong nonmodular case. If the characteristic is neither zero nor larger than the group order but does not divide the group order either, we are in the weak nonmodular case. Finally, if the characteristic divides the group order, we are in the modular case.
So, how about the (weak) nonmodular case when
× ? Emmy Noether's proof does 16 Among these we find the elementary symmetric functions in the elements of one row, if we choose the i j 's to be zero except for one j. Moreover, the image
. They are called polarized orbit Chern classes. 17 Interesting enough, in her original paper she does not mention the ground field at all. 18 The Noether map is not surjective if G is not invertible in the field F. However, its image still characterizes the ring of invariants in the sense that its integral closure is the full invariant ring (see [45] ). 19 We denote by F × the invertible elements in F.
not extend to this case. Indeed, this has been a long outstanding question and was solved only a few years ago (independently and simultaneously in [19] and [21] The Hilbert ideal
generated by all homogeneous invariants of positive degree. This ideal can be generated by elements of degree at most group order G as we explain next.
We start by showing that any polynomial in F[V ] of degree at least G is an element of h(ρ).
Choose G elements {f g ∋g ∈ G} in F[V ] of positive degree and index them by the elements
for every group element h ∈ G. Summing over all h ∈ G, distributing and collecting terms 
be the subideal of the Hilbert ideal generated by all polynomials f ∈ h(ρ) of degree at most order of G. We need to show that a = h(ρ). To this end, let f ∈ h(ρ) of degree larger than G.
n be a term of f . Then we can write
where deg(x J ) = G and deg(x K ) > 0. Then the first factor x J is by the preceding calculation in the Hilbert ideal h(ρ). Since a and h(ρ) coincide in degree G, we have that x J ∈ a and hence x I ∈ a. Since this is valid for every summand of f , we derive that f ∈ a as desired.
The rest of the proof works more or less as in D. Hilbert's classical finiteness proof (see [27] 
The projection operator is an F[V ] G -module homomorphism. Therefore, the ideal generators of the Hilbert ideal, which have degree at most G, map to module generators of the augmentation ideal. But those generate the ring of invariants as an algebra. ☯
The key in the preceding proof is the result that the Hilbert ideal is generated by polynomials in degrees at most G. This should be true in any characteristic.
20
and hence (
So, theoretically we have solved the problem. We have an a priori degree bound, which is even sharp. However, imagine you are looking at a representation of a group of order 1152 in degree 4 100 , and you start to check degreewise the invariance of polynomials. A monomial basis of the F-vector space In this section we remain in the nonmodular case, i.e., we assume that the group order G is invertible in the ground field F. There are several ways to obtain improved bounds. They all rely on the idea of comparison and "worst case" studies. whenever G is noncyclic abelian.
Combining these two results gives sharper bounds whenever we can find a noncyclic abelian subgroup satisfying the assumptions of Theorem 3.1.
If H G is a normal subgroup, then
i.e., the factor group G/H acts linearly on the ring of H-invariants. If the factor group G/H is noncyclic abelian, then we find the better bound
Finding chains of such subgroups gives even better bounds. This brings nilpotent groups into the picture. Denote by
the center of the group G. Set Z 1 (G) = Z(G) and define iteratively the higher centers Z j (G) by requiring 
This leads to the upper or ascending central series of
By Noether's Bound, Theorem 2.3, we know that
Since G is non-abelian, the last factor in the upper central series is not cyclic, but abelian. 23 Therefore, by Barbara Schmid's result, Proposition 3.3,
Thus, combining these ineuqlities leads to
Since all factor groups of the upper ascending central series are nontrivial, we obtain
Hence, by induction on j, Z s−1 (G) ≥ 2 s−1 , and the result follows. ☯
In a similar way, by finding suitable chains of subgroups with at least one noncyclic abelian factor group, Daniela Krause gives improved bounds for the symmetric and alternating groups and for the classical and exceptional Coxeter groups (see [35] or Section 7.3 in [47] 
where Σ n denotes the symmetric group on n letters, A n the alternating group on n letters, W(F 4 ) the Weyl group of order 1152, and W(G 2 ) the dihedral group of order 12. 23 It is abelian because nilpotent groups of class one are abelian. It is not cyclic because G/Z s−1 (G) is abelian and non-cyclic.
Indeed, some of the bounds given in the preceding example are valid in a more general context as the next result shows, see [16] and [58] . There is another set of improvements. In contrast to the discussion above we do not compare degree bounds for groups and their subgroups, but degree bounds for one single group but in different representations. The key is to look at the regular representation ρ reg of a group G.
The next result was orginally proved in characteristic zero (see [57] ). The statement remains true in the strong nonmodular case but requires a completely new proof (see [65] ). THEOREM 3.7 THEOREM 3.7 THEOREM 3.7 THEOREM 3.7 THEOREM 3.7 (Barbara Schmid [57] , Larry Smith [65] ): Let ρ : G GL(n, F) be representation in the strong nonmodular case. Then
This means that the regular representation realizes the worst case for the question of degree bounds. Therefore, if we find a bound for the regular representation, we have one for any strong nonmodular representation.
This makes it desirable to extend the preceding Theorem 3.7 to a more general context. The following is expected to be possible. PROBLEM 3.8 PROBLEM 3.8 PROBLEM 3.8 PROBLEM 3.8 PROBLEM 3.8 (Larry Smith): Show that
is true whenever the group order is invertible in the ground field.
We note that this has been proven quiet recently for abelian groups, see [58] . §4. Inbetween: Permutation Groups So, far we have looked only at representations ρ : G GL(n, F) in the nonmodular case. Before turning to the modular case we consider permutation representations.
Denote by
the elementary symmetric polynomials in the variables x 1 , . . . , x n . The ring
is the ring of invariants of all permutation matrices, i.e., the ring of invariants of the symmetric group Σ n acting on F[x 1 , . . . , x n ] by permuting the variables. This is one of the oldest known invariant rings; known certainly to Isaac Newton, and already in Edward Waring's work we find an algorithm that takes an arbitrary symmetric function and rewrites it as a polynomial in the elementary symmetric functions (see Problem I and III in Chapter 1 of [70] ).
By its very definition, F[V ]
Σ n is some kind of universal object in the class of rings of invariants of permutation groups: If we take any permutation group G, i.e., a group G that acts via permutations on the variables x 1 , . . . , x n , 24 then it must be contained in Σ n , and hence
In other words, the elementary symmetric functions are invariant under any permutation group.
Even though permutation representations are among those representations that have been studied from the beginning of time, they are still full of surprises. One of these surprises is Göbel's bound.
In , Adriano M. Garsia and Dennis Stanton proved that in characteristic zero, the ring of invariants of a permutation representation on a set of n elements can be generated by polynomials of degree at most max{
, n} (see [22] ). About ten years later, Manfred Göbel showed in his diploma thesis that this bound is valid no matter what the ground field is (see [24] , [53] or Corollary 3.4.3 in [47] ). 
For permutation representations, the investigation of many properties can be reduced to counting algorithms, because their rings of invariants are by construction generated by orbit sums of monomials as we explain next.
, we obtain that g(x I ) is a monomial. Its orbit sum is Without loss of generality we assume that
We call x is not special. Its exponent sequence 0, 0, 2, 2 has a "gap". Likewise, the monomial x 1 x 2 x 3 x 4 is not special, because the exponent sequence 1, 1, 1, 1 does not start with 0. Note that a special monomial has by definition at most degree
Then M. Göbel constructs an explicit algorithm, that rewrites an orbit sum of an arbitrary monomial as a polynomial in orbit sums of special monomials and the nth elementary symmetric function e n = x 1 · · · x n . This algorithm is very similar to the classical algorithm occuring in Carl F. Gauss' work [23] GL(n, F) be the defining representation 25 of the alternating group A n in n letters over any field F. Then its ring of invariants is generated by the elementary symmetric functions e 1 , . . . , e n and an additional polynomial n
where there is a quadratic relation among the generators. In odd (or zero) characteristic the invariant n may be taken to be the discriminant (or Vandermonde determinant) Although Göbel's bound is independent of the ground field, in contrast to Noether's bound, it does depend on the dimension n of the representation (or more precisely on the number n of variables being permuted). The fact that this is not a mere accident will become clearer in the next section.
§5. The Modular Case I: The Problem
We are in the modular case, when the characteristic p of the ground field divides the group order. We start with an example.
Let Z/2 GL(2, F) be the representation of the cyclic group of order 2 afforded by the matrix
Its ring of invariants is the polynomial ring
25 So, we are looking at the permutation matrices that correspond to even permutations.
for every ground field because this is the symmetric group in two letters in its defining representation.
We double this representation. In other words, we consider the 4-dimensional representation afforded by
Then Z/2 acts on (V * ) 2 = Span F {x 1 , y 1 , x 2 , y 2 } by simultaneously interchanging the x's and the y's. The ring of invariants turns out to be a hypersurface
where there is a relation of degree 4 among the generators (see [41] ). So, the ring is no longer polynomial, and it is not enough to have the invariants of the two subrepresentations given by M since
Note that the additional invariant x 1 y 2 + x 2 y 1 has degree 2.
Next we take three copies of our representation and ask for the ring of invariants of the 6-dimensional representation of Z/2 afforded by the matrix
generate the ring of invariants whenever the characteristic is not even (by Noether's bound, Theorem 2.3). Otherwise we need a cubic generator
To see this we need some preparation.
Let A be a nonnegatively graded Noetherian F-algebra. Denote by A (i) the homogeneous part of A of degree i. Then the Poincaré series of A is the power series
where dim F (A (i) ) is the vector space dimension. Since a ring of invariants
G is a nonnegatively graded Noetherian F−-algebra, the Poincaré series tells us how many (F-linearly independent) invariants in any given degree there are. 26 In , T. Molien describes this infinite series for invariant rings just in terms of the groups elements (cf. Section 3.1 in [47] 
Thus, the series can be calculated without knowing the invariant ring.
We apply this to our problem, and obtain
Z/2 , t) = 1 + 3t + 12t 2 + 28t 3 + · · · (see Example 2 in Section 2.4 of [47] ). This tells us that we need 3 generators in degree 1, namely the 1 , 2 , 3 . Then we need 12 linearly independent invariants in degree 2. The different products of our linear generators are already 6, so the 6 generators q i and Q i , for i = 1, 2, 3, make the list complete. In degree 3, we need 28 linearly independent invariants. From what we have so far, we obtain 28 cubic invariants by building suitable products. However, the equation
shows that they are not linearly independent in characteristic 2. Hence we need the additional cubic generator c precisely in even characteristic.
Indeed, proceeding this way, and considering the Z/2-representation afforded by k copies of M, leads to the following result. 
whenever the characteristic of F is even.
It can be shown that the invariant polynomial x 1 . . . x k + y 1 . . . y k is not in the subalgebra generated by the polynomials of lower degree, and can be taken as an algebra generator of degree k.
28
Note that the lower bound of the maximal degree of a generator increases with the dimension of the representation. 29 So, we cannot expect to have a degree bound in the modular case that is independent of the dimension of the representation.
On the other hand, we have the following two general upper bounds, see Theorem 3.8.11 in [12] [12] ): For dim(V ) = n we have that
The main input needed to obtain this bound is a result due to Grete Hermann (a student of Emmy Noether at Göttingen), who found upper degree bounds for generators of syzygy modules (see [26] ).
The proof of the second general bound is actually just a by-product of some representationtheoretic results. 27 If the characteristic of F is positive, then we need to use a characteristic zero lift of ρ in thie formula. 28 Note that we get for k = 1 the regular representation of Z/2, and it does not realize the worst case, cf. Section 3 and, in particular, Theorem 3.7 and Problem 3.8. 29 Indeed, much current research is focused on finding lower degree bounds in the modular case. 
It is interesting that the first general bound depends only on the group order and the degree of the representation, while the second depends on the degree of the representation and the size of the field. So, for large groups the latter bound should be stronger, while for large fields the former.
For theoretical purposes, it is good to know that there exist bounds depending only on the group order, the dimension of the representation, and the order of the ground field. In this sense, the preceding two results are the best that one could expect after looking at D. Richman's lower bound. However, both of them are extremely high, and thus useless for practical purposes. 30 This leaves us with the following problem. [46] 
Recall that we have a relative bound. If Syl p (G) G be a p-Sylow subgroup of G such that the assumptions of Theorem 3.1 hold, then
and therefore, the problem of finding degree bounds is reduced to a problem for representations of p-groups in characteristic p.
§6. The Modular Case II: p-Groups
We consider representations of p-groups P in characteristic p. The general upper bound given in Theorem 5.4 has been improved for p-groups in the very same paper, [30] . Again, it depends only on the degree of the representation and the size of the field.
THEOREM 6.1 THEOREM 6.1 THEOREM 6.1 THEOREM 6.1 THEOREM 6.1 (D. B. Karagueuzian and P. Symonds [30] ): For dim(V ) = n and F = q we have that
However, even though this bound is sharp as we will see in a moment, it is desireable to improve it for special representations, or certain nice groups.
A tempting path is to start with the smallest p-group, namely Z/p, and consider its representations given by Jordan blocks J i of size i (so necessarily 2 ≤ i ≤ p) 30 Quite recently a new general degree bound has been found, see [11] . . This is the promised example that shows that Theorem 6.1 is sharp: take F = p and n = 2, then they predict the general bound p which is assumed in this representation of Z/p.
For i = 3 our ring of invariants becomes a hypersurface
where Q is an invariant of degree 2 and r a relation of degree 2p (see [41] ). So, for the two smallest Jordan blocks the degree bound is the group order. Next, the rings of invariants for Jordan blocks of Z/p of size 4 and 5 are explicitly calculated in [60] . We read off the degree bounds 
This bound is sharp as the cases n = 2 and n = 3 show, and can be generalized to representations of Z/p afforded by a matrix consisting of k Jordan blocks (see [67] ).
Apart from the above, we have only a number of isolated examples. Note that since the general linear group GL(n, F q ) over a finite field with q elements (q = p s for some s ∈ N 0 ) is itself finite, it has also a finite p-Sylow subgroup. Hence, every p-group P is a subgroup of Syl p (GL(n, F q )), and
Syl p (GL(n,F))
In other words, the invariants of the p-Sylow subgroup of GL(n, F q ) are present in every ring of invariants of a p-group. 32 31 The notation F p means that this result is only true for the prime field with F p  = p elements. 32 In the same way we find that the invariants of the general linear group GL(n, F q ) over a finite field F q form a set of universal (GL(n, F q ) ) of the general linear group is given by
where h i is the top orbit Chern class of x i , i = 1 , . . . , n, i.e.,
is the product of all elements in the orbit of x i and has degree q n−i . Note that this is a polynomial ring. Hence,
G forms a universal Noether normalization.
So, there is not much we know about degree bounds for representations of p-groups. In contrast with the nonmodular case, the variety of rings in the modular case that can occur as invariant rings is large. Thus, it makes sense to investigate also special families of rings and not only groups or representations. We list some of the most important results of this type.
From the ring-theoretic point of view, the best type of ring that can occur as a ring of invariants is a polynomial ring, i.e.,
where f 1 , . . . , f n are algebraically independent. In this case, we have that
see Corollary 4.5.4 in [47] .
The following result deals with the next best cases: We call 
Completely open is the situation when F[V ]
G is not Cohen-Macaulay but has depth less than its Krull dimension. We saw already an example of this type, namely, David Richman's Z/2 (Theorem 5.2). Its ring of invariants F[V k ] Z/2 is not Cohen-Macaulay for k ≥ 3 (see [9] ). This phenomenon (that the ring of invariants is no longer Cohen-Macaulay and) that the degrees increase with k always happens when we add up copies of permutation representations (see [31] ). This leads to the following problem. In [61] , a partial solution to this problem has been found: [66] ): Let U V be a subspace, and let G U = {g ∈ G∋gu = u ∀ u ∈ U} be the pointwise stabilizer subgroup of U in G. Then (F q 
where F q denotes the finite field with q elements.
The original proof of this result makes use of the fact that rings of invariants over finite fields are unstable algebras over the Steenrod algebra. We refer to Chapters 10 and 11 in [63] , Chapters 8 -10 in [47] , or the introduction of [43] for an algebraic introduction of the Steenrod algebra, algebras over it and its use in invariant theory.
Concluding Remarks
In this article, where we have tried to explain problems, questions, and answers to just one problem in invariant theory Find a bound on the degrees of the generators of a minimal generating set of
we used tools from a wide range of mathematics. We needed to know something about the groups involved and their representations. We used methods from combinatorics, in particular when dealing with permutation groups or over finite fields. We employed machinery developed in commutative algebra and algebraic geometry. 34 Group cohomology, homological algebra, local cohomology, and Steenrod technology, a child of algebraic topology, are also vital in the investigation of invariant theory.
The problem of degree bounds is only one in the rapidly growing 35 field of postmodern invariant theory.
There are many others to discover, some of which we mentioned in passing: about the number of generators (the embedding dimension), about constructing generators (e.g., polarized symmetric functions and orbit Chern classes), about the depth, about Poincaré series and how to calculate them, about systems of parameters and their construction, about homological properties, about vector invariants (which appeared here in David Richman's example and in Emmy Noether's proof of the finite generation of invariants), ... 36 We refer to Chapter 1 of [47] for a detailed overview over answers to these fascinating questions and what methods have been used to solve them.
Thus, invariant theory offers interesting, intriguing, and challenging problems, that require blending together results and methods from a broad range of mathematics to an exciting new field.
