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Resumen
Los clusters forman una plataforma fundamental para el computo paralelo. La prolif-
eracion de estos sistemas desde el gran impulso dado por Beowulf a aumentado da a da.
Hoy llegan a estar en los primeros diez del top500. De cualquier forma, no todo es \ench u-
far y correr", es necesario administrar la gran potencia de calculo que ofrecen para poder
aprovecharlosal maximo.Un instancia de esta tarea es la instalacion del softw are(sis-
tema operativo, middlewares y aplicaciones) para el computo paralelo sobre estos equipos,
cuestion que no resulta trivial cuando se tiene una cantidad de maquinasrelativamente
importante. En este trabajo se presenta una herramienta para clonaci on/instalacion de
sistemas para clusters.
Palabras Clav e: Computacion P aralela,Computacion sobre Clusters, Instalacion Distribuida, Sis-
temas de Imagen Unica.
1 Introduccion
Los cluster forman la arquitectura que ofrece la mejor relacion rendimiento/costo dentro de
las arquitecturas paralelas. Esto ha sido demostrado por el proy ecto Bewoulf [BWLUF] de la
NASA, que aun continuadando frutos. Una red de PCs homogeneas o heterogenea es posible
en cualquier Universidad o Empresa Argentina, ademas, la existencia de una gran cantidad de
herramientas para desarrollo ([PVM], implementaciones de [MPI]) de aplicaciones para esta
plataforma la convierte en la mejor alternativa para el area del computo paralelo. Sin embargo,
estas caractersticas no son faciles de aprov ec har si se tiene en cuenta el tiempo necesario para la
instalacion y administracion del equipamiento. Las personas que desean tener un cluster para
aprovecharlo como m aquinaparalela, primero deben aprender las herramientas que existen
para su explotacion y mantenimiento. Luego se debe proceder a su instalacion maquina por
maquina hasta tener todo el conjunto instalado. En este trabajo se presenta una soluci on ala
tarea de instalacion del software a un cluster llamada: CLICLUX . El principal objetivo de
CLICLUX es disminuir el tiempo requerido y facilitar al usuario una serie de herramientas
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para dejar \listo para correr" aplicaciones paralelas sobre este hardware. Si bien existen otras
herramientas [OSCAR] con caractersticas similares CLICLUX busca ser lo mas sencillo
posible.
2 Implementacion de CLICLUX
CLICLUX esta destinado a trabajar sobre clusters con [GNU/Linux]. El instalador esta basa-
do en un mini sistema con las herramientas necesarias para la instalacion. La implementacion
necesita basicamente un cliente ftp para mov er los archivos hacia la maquina a clonar, el shell
bash y un kernel con soporte de modulos para cargar la placa de red, TCP/IP dentro del kernel
y con soporte de partici on root enramdisk.
Los arc hivos de instalacion son scripts creados todos en bash. Si bien este no es el lenguaje
de scripting mas exible comparado con perl o tcl-tk es el que menos recursos necesita (bib-
liotecas, memoria, disco) , y menos problemas de versiones tiene. Los scripts utilizan varios
comandos de edicion de textos como el awk, egrep, ed y sed. La conguracion de las maquinas
a clonar es generada editando un arc hivo comun y un arc hivo por maquina.
Ademas de los scripts de instalacion CLICLUX usa un kernel booteable desde diskette, un
mini-GNU/Linux y un pool de drivers para placas ethernet.
3 Instalacion con CLICLUX
3.1 Sistema Inicial
La primera etapa en la instalacion de un cluster usando CLICLUX es la instalacion del equipo
denominado master. A partir de este se conguran los programas para ser clonados luego en
el resto de los equipos. En esta etapa se debe seleccionar una distribucion de GNU/Linux e
instalarla en una m aquinaque formara parte del cluster. Durante esta fase se debe instalar el
k ernel del GNU/Linux, las herramientas b asicascomo shells, editores, lenguajes de desarrollo,
manejo de red con TCP/IP y servicios de TCP/IP.
Una vez instalado GNU/Linux se deben agregar al equipo master las componentes a ser us-
adas en el computo paralelo. En este caso se instal osolamente PVM y LAM/MPI, pero se
puede extender a otras herramientas como alguna implementacion de BSP, herramientas para
el manejo de colas como [PBS] o herramientas para la administracion global como [C3].
P ara la administracion en lugar de C3, se desarrollo un conjunto mnimo de herramientas para
la administracion (scripts de lnea de comando) que permiten el testeo global del cluster, apa-
gado remoto, distribucion y recoleccion de archivos de conguracion. Estas herramientas estan
basadas en en los r-c ommands por lo cual este es un requisito que se debe cubrir cuando se
instala GNU/Linux.
Una vez que se tiene instalado y congurado el sistema en la maquina master se deben agregar
en un archivo la lista del resto de las m aquinasa ser clonadas. A partir de este arc hivo se
conguran las herramientas a ser usadas en el cluster. Lo ultimo en hacerse en esta etapa es
la ejecucion de un programa arc hivador que genera para cada directorio a partir del razuna
imagen a ser en viadaa cada uno de los clones.
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3.2 Conguracion de los parametros
La segunda etapa es la conguracion de los parametrosde las m aquinasa clonar. Primero se
congura un archivo con los parametros comunes para todas las maquinas y luego los valores
particulares para cada equipo. Esto se hace editando archivos de texto los cuales contienen
toda la informacion necesaria acerca de la misma. Los valores comunes que se necesitan son:
 Direccion IP de red y direccion de broadcast.
 Mascara de red.
 Direcciones de los DNS y nombre de dominio.
 IP del default router.
La informacion particular que se requiere es:
 Direccion de hardware de la maquina (MAC address).
 Direccion IP de la maquina.
 Nombre de la maquina.
 Archivo del dispositivo de disco de la maquina (/dev).
 T abla departiciones de la maquina.
 Cantidad de memoria.
 Memoria swap.
3.3 Discos de Instalacion
La tercera etapa para la instalacion es la creaci onde los discos que se usar anpara instalar el
resto de las maquinas. En esta etapa se crean 4 discos:
1. Boot Disk.
2. Root Disk.
3. Network Drivers Disk.
4. Install Disk.
El primero tiene un kernel GNU/Linux para bootear. El segundo contiene un mini-GNU/Linux
le system que se copia RAM con las bibliotecas y programas basicosque utilizan los scripts
de instalacion. El tercero contiene un pool de drivers para los diferentes chipsets de placas de
red usadas en las maquinas a clonar. El ultimo del los tiene los scripts de instalacion.
Las im agenesde los diskettes son creadas y almacenadas en la m aquinadenominada master
y se pueden copiar/extraer de la misma con un script. La cantidad de diskettes necesarios se
puede reducir a uno si se utiliza NFS-server en la m aquinamaster. EL k ernel que se requiere
debe tener soporte para NFS-root y estar compilado con el driver de la placa de red. Con
esta herramienta el metodo por default es vaftp debido a que genera menos complicaciones
en cuanto a la conguracion del equipo master. Una v ez que se crearon los diskettes se debe
congurar el ftp server en el equipo master a partir de donde se obtienen los arc hivos. En
el caso de CLICLUX opta por usar una cuenta para copiar arc hivos y no usar el usuario
anonymous.
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3.4 Instalacion del resto de las maquinas
Una vez que se tienen creado los 4 diskettes de instalacion se debe proceder a la instalacion
del resto de las maquinas. Lo primero de esta etapa es arrancar una de las candidatas a clonar
con el diskette numero uno, luego se pedira el dos y luego el tres. Al insertar el tercer diskette
se procede a la deteccion del driver de la placa de red. Este proceso puede fallar al acceder al
dispositivo de forma incorrecta por lo que es conveniente que el usuario seleccione el driver de
la placa de red si sabe cuales. P orultimo, con el cuarto diskette, se procede a la clonacion
efectiva de la maquina. El proceso de clonacion lleva varios pasos:
1. Conguracion de la direccion IP y sus parametros.
2. Selecci onde la maquina master. a partir de la cual se hara la copia.
3. P articionado deldisco rgido.
4. Creacion de los le systems sobre el disco rgido.
5. Copiar las imagenes desde el equipo master.
6. Congurar la maquina de forma localmente
7. Cargar el boot loader.
8. rebootear.
Los pasos pueden ser ejecutados de forma interactiva o en lotes. Una vez que se clono una
maquina esta puede ser utilizada como master para clonar otras y asacelerar el proceso de
clonacion.
4 Comparacion con una herramienta existente
Para obtener una ev aluaci onde la CLICLUX se busc o tra herramienta de caractersticas
similares y de acceso libre, [OSCAR]. OSCAR es una \suite" de herramientas de acceso libre
dedicadas al procesamiento paralelo integradas en un paquete listo para instalar sobre un clus-
ter.
La comparacion entre las dos herramientas se detalla a contin uaci on separadapor tem:
Creacion de maquinamaster : ambas herramientas requieren la instalacion y conguracion
de una maquina considerada como master. Siempre se requiere instalar GNU/Linux.
Luego una v ez congurada la maquina master OSCAR instala los paquetes a ser usados
en el procesamiento paralelo de forma automatica sobre la misma. P or el contrario,
con CLICLUX esta tarea se debe realizar de forma manual luego de la instalacion de
GNU/Linux. El inconv eniente que se encuentra con OSCAR es que los paquetes vienen
en formato RPM los cuales tienen muchas restricciones de acuerdo a la distribucion de
GNU/Linux que se est eutilizando. Se experimentoel problema al tener instalada en la
m aquinamaster la v ersion de GNU/Linux RedHat 7.1 para i386, las versiones de OSCAR
1.2 y 2.2 fallaron. En el caso de CLICLUX como los paquetes se instalan de forma
manual se pueden instalar en cualquier formato y seleccionar los paquetes que se deseen
sin tener problemas.
CACIC 2003 - RedUNCI 342
Metodo de booteo remoto: OSCAR utiliza el metodo de booteo mediante las PROM que
contienen las placas de red. Si no se posee PROM en la placa de red usa un programa que
desde un diskette obtiene el k ernel del sistema operativo usando el protocolo tftp. En
el caso de CLICLUX el booteo es mediante un diskette directamente con el kernel. No
se utiliza el booteo remoto. De acuerdo a la exibilidad es mejor OSCAR pero requiere
tener congurado el servicio tftp en la m aquinamaster, cuesti onque hace mas sencillo
a CLICLUX .
Cantidad de diskettes necesarios: para el booteo de las maquinas a clonar con OSCAR
se requiere un solo diskette, con CLICLUX cuatro. En este sentido OSCAR es maas
practico.
Partici onRoot: La particion en la cual se monta el GNU/Linux, con OSCAR es una particion
remota NFS root, lo cual requiere soporte de NFS root server en la maquina master y
soporte de NFS root client y un le system independiente de dispositivos (/dev) en el
k ernel cargado. P ara CLICLUX la particion que se levanta como root es una ramdisk
local lo cual lo convierte en una opcion muc homas sencilla.
Particionado de discos: La forma de particionar los discos en OSCAR es a \disco completo",
al menos en la version que funciono con Red Hat 7.1, OSCAR-1.1. No hay forma de
conservar particiones existentes. Con CLICLUX el particionado es aditivo, es decir si
existen particiones pero aun hay una porcion de disco sin usar se puede utilizar  estasin
\romper" el resto. Esto es conv eniente si se quiere mantener booteo dual con otro sistema
operativo.
Metodo de copia remota: La forma que se copian los archivos desde la maquina master a
los clones con OSCAR es mediante NFS, en cambio con CLICLUX se usa ftp lo cual
genera menos ov erheaden la red.
Partici onde usuarios: la particion de usuarios (/home) montada con OSCAR es remota va
NFS, en cambio la de CLICLUX es local por default. Al ser remota facilita el acceso a
los archivos desde cualquier maquina pero genera mas carga sobre la red.
Masters disponibles: con OSCAR las maquinas que se clonan deben ser reconguradas para
ser usadas como master, en cambio con CLICLUX cada maquina clonada puede ser
master para n uevos clones.
Interfaz de usuario: la interfaz de usuario de OSCAR estarealizada utilizando tcl-tk y eje-
cuta perfectamente en X-Window. La interfaz de CLICLUX es meramente textual
y gran parte de la conguracion se debe hacer editando manualmente los arc hivos. En
este sentido es mucho mejor la v ersionde OSCAR, pero existe el inconveniente que no
se sabe que arc hivos modica y en ocasiones es necesario desinstalar y comenzar n ueva-
mente, problema que con CLICLUX no existe debido a que solo se deben modicar los
archivos de conguracion.
5 Conclusiones y Trabajos a Futuro
La herramienta CLICLUX se utiliz o para instalar un cluster de 8 PC homogeneas conectadas
mediante una red ethernet switcheada de 100MB/s. El resultado fue satisfactorio.
Con OSCAR la instalacion tuvo varios inconv enientes y se debio terminar \a mano". Surgieron
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problemas con los archivos de dispositivos (/dev) y se debio cambiar el kernel para que soporte
[DEVFS].
Desde el punto de vista del usuario nal OSCAR es m asamigable que CLICLUX , pero
es conocido por ejemplos reales que el ser amigable no necesariamente signica mas simple o
robusto y cuando algo no funciona es difcil encontrar el problema. En este sentido CLICLUX
es muc homas simple y robusto logrando resultados equivalentes. P arausar CLICLUX se
requiere editar una serie de arc hivos, cuestion que es mas tediosa pero ayuda al momento de
resolver problemas cuando las cosas no funcionan. Con respecto a la exibilidad existen
cuestiones en que uno es mas exible que otro. Con respecto al particionado de disco y a las
distribuciones que se soportan CLICLUX es m as exible, con respecto al booteo y a la forma
de instalar las herramientas, OSCAR es m as exible.
Antes de concluir se puede destacar que OSCAR es una herramienta que tiene mas maduracion
que CLICLUX y que este ultimo necesita ser mejorado para que este disponible para usuarios
nales, ademas de agregarle la documentacion. Otro aspecto importante es la cuesti onde la
GUI que necesita CLICLUX para ser m as amigable.
Como resultado nal obtenemos una herramienta util muy simple y practica para el clonado
de clusters que necesita ser mejorada.
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