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RESUMO
Linguagens de programac¸a˜o tem um papel fundamental no desenvolvi-
mento de sistemas computacionais. Dentre elas, as Linguagens Geren-
ciadas (do ingleˆs Managed Programming Language - MPL) , dos quais
Java e Lua sa˜o exemplos, possuem funcionalidades que objetivam au-
mentar a produtividade dos desenvolvedores. Isto e´ obtido fornecendo
construc¸o˜es em um n´ıvel mais alto de abstrac¸a˜o que permitem expres-
sar e validar ideias em menos tempo e tornando mais dif´ıcil a ocorreˆncia
de erros de programac¸a˜o o que reduz o tempo gasto na depurac¸a˜o de
programas.
Ha´ cerca de uma de´cada diversas iniciativas tem sido executadas com
o objetivo de permitir o uso das MPLs na˜o somente em sistemas de
propo´sito geral como tambe´m em sistemas embarcados, atendendo re-
quisitos de tempo e consumo de recursos impostos por tais sistemas.
Entretanto, para que as MPLs sejam realmente u´teis em sistemas em-
barcados e´ necessa´rio que elas fornec¸am funcionalidades para interac¸a˜o
com o ambiente no qual o sistema embarcado esta´ inserido. Tal in-
terac¸a˜o usualmente acontece por meio de dispositivos de hardware,
como por exemplo, sensores e atuadores, transmissores e receptores,
temporizadores e alarmes.
A interac¸a˜o entre MPLs e dispositivos de hardware e´ realizada por meio
das Interfaces de Func¸a˜o Estrangeira (do ingleˆs Foreign Function In-
terface - FFI) . Pore´m, as FFIs em si na˜o especificam como abstrair
hardware nem como organizar tais abstrac¸o˜es.
Esta dissertac¸a˜o apresenta um me´todo de como realizar a interface
entre dispositivos de hardware e aplicac¸o˜es escritas em MPL para siste-
mas embarcados. Mediadores de hardware sa˜o utilizados para abstrair
e organizar dispositivos de hardware de forma adequada para sistemas
embarcados, cumprindo requisitos de tempo e consumo de recursos.
Isolando os mediadores de hardware das especificidades das FFIs o pro-
blema de adaptar um dispositivo de hardware para uma nova FFI passa
a ser visto como um problema de aplicac¸a˜o de aspectos.
O me´todo proposto e´ avaliado nas MPLs Java e Lua em treˆs casos
de estudo, envolvendo aplicac¸o˜es de comunicac¸a˜o serial, codificac¸a˜o de
v´ıdeo e monitoramento de temperatura. Os resultados obtidos confir-
mam a adequac¸a˜o do me´todo nos requisitos de desempenho, consumo
de memo´ria, reuso e portabilidade.
Palavras-chave: Sistemas Embarcados, FFI, Java, Lua.

ABSTRACT
Programming Languages have a key role on the development of com-
putational systems. Among them, the so called Managed Programming
Languages (MPLs), from which Java and Lua are examples, provide
developers with features to improve their productivity. Productivity
improvement is obtained by using constructions with a higher abstrac-
tion level, constructions that enable the developer to express and vali-
date his ideas in a short period of time, and by features that make the
occurrence of programming errors less often reducing the time spend
on program debugging.
Several initiatives have been taken on the last decade in order to enable
the use of MPLs not only in general propose systems but also in embed-
ded systems, fulfilling time and resource consumption constraints impo-
sed by these systems. However, in order to be really useful in embedded
systems, MPLs must provide features for interacting with the environ-
ment in which the embedded system is inserted on. Such interaction
is usually implemented by using hardware devices such as, sensors and
actuators, transmitters and receivers, and timers and alarms.
The interaction between MPLs and hardware devices is performed by
using the so called Foreign Function Interfaces (FFIs). However, FFIs
by themselves do not specify how to abstract hardware nor how to
organize these abstractions.
This dissertation presents a method to interface hardware devices and
applications written using MPL in context of embedded systems. Hard-
ware mediators are used to abstract and to organize hardware devices in
a suitable manner for embedded systems, fulfilling time and resource
consumption constraints. By isolating hardware mediators from the
specificities of FFIs the problem of adapting a hardware device to work
with a new FFI can be faced as a aspect weaving problem.
The proposed method is evaluated on the MPLs Java and Lua among
three cases study encompassing serial communication, video encoding,
and temperature sensing. The obtained results corroborate the sui-
tability of the proposed method on the requirements of performance,
memory consumption, reuse, and portability.
Keywords: Embedded Systems, FFI, Java, Lua.
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1 INTRODUC¸A˜O
Linguagem de Programac¸a˜o Gerenciada (do ingleˆs Managed
Programming Language - MPL) , e´ a denominac¸a˜o dada a linguagens
de programac¸a˜o que apresentam um conjunto de funcionalidades ale´m
das linguagens de alto n´ıvel convencionais, visando aumentar a pro-
dutividade do desenvolvedor que as utiliza e reduzindo o tempo das
atividades de codificac¸a˜o e depurac¸a˜o. Entre tais funcionalidades esta˜o
o gerenciamento automa´tico e protec¸a˜o de memo´ria, e a tipagem forte.
Por meio de protec¸a˜o de memo´ria, o desenvolvedor pode ser avisado
que esta´ tentando acessar uma posic¸a˜o inva´lida de um vetor ou um
objeto na˜o iniciado. O uso de coletores de lixo libera o desenvolve-
dor da tarefa de escrever co´digo para desalocar objetos e elimina a
possibilidade de vazamento de memo´ria. A tipagem forte promove a
seguranc¸a de tipo, impedindo operac¸o˜es entre varia´veis de tipos distin-
tos que possam acarretar em resultados inesperados e erros dif´ıceis de
detectar (BOND; MCKINLEY, 2009; PIZLO et al., 2010; ESMAEILZADEH
et al., 2011; PHIPPS, 1999).
E´ poss´ıvel estender o uso de MPLs para o desenvolvimento na˜o so-
mente de aplicac¸o˜es computacionais de propo´sito geral, como tambe´m
para o desenvolvimento de sistemas computacionais embarcados. En-
tretanto, para que isso seja via´vel e´ necessa´rio que as implementac¸o˜es
das MPLs respeitem os requisitos impostos pelo Sistema Embarcado
(SE) alvo. Dentre estes requisitos esta˜o desempenho, consumo de memo´ria,
consumo de energia e requisitos de tempo real.
Diversas sa˜o as abordagens utilizadas para tratar cada requisito
de SE. Para aumento de desempenho e reduc¸a˜o do consumo de memo´ria
dos ambientes de suporte a execuc¸a˜o das MPLs, pode-se empregar o uso
de ma´quinas virtuais dedicadas (BROUWERS; LANGENDOEN; CORKE,
2009; HARBAUM, 2005), te´cnicas de compilac¸a˜o e gerac¸a˜o de sistema
(THOMM et al., 2010; FRENZ, 2011; PIZLO et al., 2010), ou ainda o uso
de hardware dedicado (ARM, 2011; SCHOEBERL, 2008; PUFFITSCH;
SCHOEBERL, 2007). Utilizando-se modelos de execuc¸a˜o previs´ıveis,
ana´lises de escalonabilidade podem ser executas e requisitos de tempo
real garantidos (BØGHOLM et al., 2010; ZERZELIDIS; WELLINGS, 2010;
BØGHOLM et al., 2009). Explorando as configurac¸o˜es de hierarquia de
memo´ria e os algoritmos de gerenciamento de memo´ria e´ poss´ıvel es-
timar consumo de energia (SAMPSON et al., 2011; VELASCO; ATIENZA;
OLCOZ, 2009).
Para que uma linguagem de programac¸a˜o seja u´til no desenvol-
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vimento de sistemas embarcados, ale´m de ser adequada aos requisitos
impostos por estes sistemas, e´ necessa´rio que ela fornec¸a ao desenvolve-
dor funcionalidades que permitam a interac¸a˜o com o ambiente no qual
o sistema embarcado esta´ inserido. Esta interac¸a˜o e´ realizada em sua
base por dispositivos de hardware. Sensores e atuadores sa˜o utilizados
para interagir com o ambiente no qual o SE esta´ inserido. Transmisso-
res e receptores sa˜o utilizados como base para a comunicac¸a˜o entre SEs.
Temporizadores sa˜o utilizados para implementar operac¸o˜es de tempo
real.
Dispositivos de hardware sa˜o acessados por meio de leituras e es-
critas em registradores espec´ıficos mapeados em memo´ria ou pelo uso
de instruc¸o˜es dedicadas de entrada e sa´ıda. Em linguagens de alto
n´ıvel como C/C++ isso e´ resolvido, respectivamente, com a utilizac¸a˜o
de ponteiros e com inlining de instruc¸o˜es assembly. Entretanto, como
as MPLs possuem gereˆncia automa´tica de memo´ria, construc¸o˜es como
ponteiros na˜o sa˜o fornecidas. A soluc¸a˜o adotada pelas MPLs e´ cha-
mada de Interface de Func¸a˜o Estrangeira (do ingleˆs Foreign Function
Interface - FFI) , por meio da qual e´ poss´ıvel acessar construc¸o˜es de ou-
tras linguagens de programac¸a˜o (como os ponteiros de C/C++) para
acessar dispositivos de hardware, quando necessa´rio. O co´digo escrito
utilizando-se uma FFI, o qual concentra o conhecimento de acesso a
um determinado dispositivo de hardware, e´ chamado de adaptador de
co´digo nativo (binding code).
A utilizac¸a˜o das FFIs por si so´ na˜o auxilia na abstrac¸a˜o dos dis-
positivos de hardware que se deseja acessar. Por falta de um padra˜o
de como realizar esta abstrac¸a˜o, a interface entre dispositivos de hard-
ware e MPLs e´ realizada de forma ad hoc. Como detalhes do dispo-
sitivo de hardware esta˜o presentes no adaptador de co´digo nativo, a
portabilidade do adaptador para diferentes plataformas de hardware
torna-se dif´ıcil. Ale´m disso, o adaptador de co´digo nativo desenvolvido
utilizando-se uma determinada FFI dificilmente pode ser utilizado em
outra FFI sem significativas alterac¸o˜es uma vez que este usa me´todos
espec´ıficos da API da FFI na sua construc¸a˜o.
No cena´rio de computac¸a˜o de propo´sito geral o problema de por-
tabilidade de adaptadores de co´digo nativo pode ser resolvido utilizando-
se de uma camada de abstrac¸a˜o de hardware (do ingleˆs Hardware
Abstraction Layer - HAL) . Uma HAL encapsula todos os recursos dis-
pon´ıveis em uma plataforma, o que gera interdependeˆncias entre os
dispositivos de hardware abstra´ıdos. O overhead decorrente desta in-
terdependeˆncia, frequentemente inviabiliza a utilizac¸a˜o de HALs em um
cena´rio de computac¸a˜o embarcada.
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A metodologia de Projeto de Sistemas Embarcados Orientado
pela Aplicac¸a˜o (do ingleˆs Application-Driven Embedded System De-
sign - ADESD) (FRo¨HLICH, 2001) apresenta o conceito de mediadores
de hardware. Mediadores de hardware sustentam um contrato de in-
terface entre as abstrac¸o˜es de sistema e a plataforma de hardware,
permitindo a`s abstrac¸o˜es independeˆncia de plataforma. Existe um me-
didor de hardware para cada dispositivo de hardware sendo abstra´ıdo,
evitando-se assim o overhead ocasionado pelas HALs tradicionais. Ali-
ado a isso, a utilizac¸a˜o de te´cnicas de meta programac¸a˜o e inlining de
func¸o˜es na implementac¸a˜o dos mediadores permitem dissolve-los entre
as abstrac¸o˜es que os utilizam, reduzindo o overhead de tempo no uso
de mediadores e tornando-os bons candidatos para serem utilizados em
sistemas embarcados (POLPETA; FRo¨HLICH, 2004).
1.1 OBJETIVOS
A hipo´tese de pesquisa que norteia esta dissertac¸a˜o e´ que a uti-
lizac¸a˜o do conceito de mediadores de hardware, proposto pela ADESD,
em conjunto com uma FFI focada em SEs constitui um me´todo adequado
para prover dispositivos de hardware para aplicac¸o˜es embarcadas escri-
tas utilizando-se MPLs. Desta forma, o principal objetivo deste trabalho
e´ demonstrar a veracidade desta hipo´tese de pesquisa. Na˜o e´ objetivo
deste trabalho propor uma nova implementac¸a˜o de MPL para sistemas
embarcados e sim propor e demostrar a eficieˆncia de um me´todo capaz
de ser utilizado por va´rias FFIs e va´rias MPLs distintas para abstrair o
acesso a dispositivos de hardware no domı´nio de sistemas embarcados.
Foram identificados os seguintes objetivos espec´ıficos, os quais
suportam o objetivo principal deste trabalho:
• Demostrar a utilizac¸a˜o de mediadores de hardware como forma
de encapsular especificidades de plataformas de hardware, pro-
movendo portabilidade de um adaptador de co´digo nativo entre
diferentes plataformas.
• Demostrar que o uso de mediadores de hardware permite criar
um novo n´ıvel de abstrac¸a˜o no desenvolvimento de adaptadores
de co´digo nativo sem acrescentar overhead de tempo e de memo´ria
significativos.
• Demostrar que, por meio de te´cnicas de programac¸a˜o orientada
a aspectos, e´ poss´ıvel fatorar especificidades de FFIs distintas em
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programas de aspectos e isola´-las da parte funcional dos adap-
tadores de co´digo nativo promovendo o reuso dos mesmos entre
diferentes FFIs.
Assim, a principal contribuic¸a˜o deste trabalho e´ um me´todo de
como realizar a interface entre dispositivos de hardware e MPLs no
contexto de sistemas embarcados. Este me´todo pode ser utilizado para
construir bibliotecas de componentes de hardware para serem utilizados
em aplicac¸o˜es escritas em MPLs para SEs.
1.2 METODOLOGIA
A metodologia utilizada para verificar se os objetivos propostos
neste trabalho foram atingidos e´ a realizac¸a˜o de experimentos compa-
rando a abordagem proposta com trabalhos existentes.
As MPLs escolhidas para a realizac¸a˜o dos experimentos foram a
linguagens Java e Lua. Para o propo´sito deste trabalho consideram-se
como MPLs todas as linguagens de alto n´ıvel que possuam gereˆncia au-
toma´tica de memo´ria, encapsulando os acessos aos enderec¸os de memo´ria
dentro do seu ambiente de execuc¸a˜o.
Os mediadores de hardware utilizados nos experimentos esta˜o
implementados no Sistema Operacional Paralelo e Embarcado (do
ingleˆs Embedded Parallel Operating System - EPOS) , que representa o
caso estudo da aplicac¸a˜o da ADESD no domı´nio de sistemas operacio-
nais.
A metodologia utilizada neste trabalho pode ser dividida nas
seguintes etapas:
• Exportar para as MPLs alvo um conjunto de mediadores de hard-
ware utilizando FFIs focadas em SEs.
• Fatorar em aspectos as especificidades das FFIs, isolando-as da
parte funcional dos adaptadores de co´digo nativo.
• Comparar aplicac¸o˜es que acessam dispositivos de hardware uti-
lizando a proposta deste trabalho, com outros trabalhos ja´ exis-
tentes. Nestas comparac¸o˜es sera˜o avaliados overhead de tempo
de invocac¸a˜o de me´todos, overhead de memo´ria e portabilidade.
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1.3 ESTRUTURA DA DISSERTAC¸A˜O
Os cap´ıtulos que seguem esta˜o organizados nesta dissertac¸a˜o da
seguinte forma.
O Cap´ıtulo 2 corresponde a` fundamentac¸a˜o teo´rica do trabalho.
Neste cap´ıtulo e´ apresentado como dispositivos de hardware sa˜o abs-
tra´ıdos e organizados, sa˜o revisadas as principais te´cnicas de adaptac¸a˜o
de interface entre componentes e e´ apresentado o conceito de Lingua-
gem de Programac¸a˜o Gerenciada e como tais linguagens interagem com
dispositivos de hardware utilizando o conceito de Interface de Func¸a˜o
Estrangeira.
O Cap´ıtulo 3 revisa o estado da arte, apresentando as princi-
pais FFIs de Java e de Lua e apresentando geradores de adaptadores
de co´digo nativo e como os adaptadores de co´digo nativo podem ser
verificados quanto a sua correc¸a˜o.
O Cap´ıtulo 4 apresenta a proposta desta dissertac¸a˜o de como
realizar a interface entre dispositivos de hardware e aplicac¸o˜es escritas
em MPLs no contexto de SEs.
O Cap´ıtulo 5 apresenta os experimentos realizados, define me´tricas
de desempenho, consumo de memo´ria, portabilidade e reu´so de adap-
tadores de co´digo nativo entre FFIs distintas, as quais sa˜o utilizadas na
comparac¸a˜o com trabalhos relacionados e discute os resultados obtidos
nessas comparac¸o˜es.
O Cap´ıtulo 6 finaliza a dissertac¸a˜o apresentando as concluso˜es e
apontando os trabalhos futuros.
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2 ABSTRAC¸A˜O DE DISPOSITIVOS DE HARDWARE
Dispositivos de hardware sa˜o abstra´ıdos para serem utilizados
por software basicamente de duas maneiras: por mapeamento em memo´ria
e pelo uso de instruc¸o˜es espec´ıficas. Um programa pode controlar um
dispositivo de hardware mapeado em memo´ria lendo e escrevendo em
enderec¸os de memo´ria espec´ıficos para os quais o dispositivo foi configu-
rado. E´ poss´ıvel tambe´m controlar dispositivos de hardware por meio
de instruc¸o˜es espec´ıficas, como por exemplo, instruc¸o˜es de entrada e
sa´ıda, que podem ser utilizadas para ler e escrever em um dado dispo-
sitivo. Os programas que tem a funcionalidade espec´ıfica de controlar
dispositivos de hardware sa˜o chamados de controladores de dispositivos
(do ingleˆs device drivers).
Neste cap´ıtulo apresentam-se as abordagens pelas quais os dis-
positivos de hardware podem ser abstra´ıdos e organizados de forma que
eles possam ser utilizados diretamente pela aplicac¸a˜o ou por abstrac¸o˜es
de software de mais alto n´ıvel. No cena´rio de sistemas embarcados a
proximidade das aplicac¸o˜es com os controladores de dispositivos como
alternativa a mecanismos mais elaborados como as chamadas de siste-
mas UNIX e´ justificada na˜o somente pelas restric¸o˜es de recursos com-
putacionais mas, principalmente porque tais sistemas executam apenas
uma u´nica aplicac¸a˜o espec´ıfica e dedicada. Nesse sentido, sa˜o apre-
sentadas as camadas de abstrac¸a˜o de hardware, que constituem uma
forma tradicional para abstrair e agrupar os recursos de hardware de
uma plataforma, mas em geral na˜o utilizam de metodologias de enge-
nharia de software para sua concepc¸a˜o e na˜o sa˜o adequadas para SEs.
Como alternativa a`s camadas de abstrac¸a˜o de hardware tradicional,
discute-se brevemente a metodologia de Projeto de Sistemas Embar-
cados Orientado pela Aplicac¸a˜o e apresenta-se o conceito de mediado-
res de hardware. Neste cap´ıtulo apresentam-se tambe´m quais sa˜o as
te´cnicas utilizadas para adaptar interfaces de componentes. Por fim,
e´ apresentado o conceito de Linguagem de Programac¸a˜o Gerenciada e
como estas linguagens interagem com dispositivos de hardware.
2.1 CAMADA DE ABSTRAC¸A˜O DE HARDWARE
Camada de Abstrac¸a˜o de Hardware (do ingleˆs Hardware Ab-
straction Layer - HAL) e´ uma das formas para abstrair especificidades
de hardware, apresentando ao sistema operacional, dispositivos abs-
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tratos de hardware. A abstrac¸a˜o dos dispositivos de hardware se da´
por meio de servic¸os como tratamento de interrupc¸o˜es, tratamento da
reinicializac¸a˜o, transfereˆncias DMA, controle de temporizadores e sin-
cronismo entre multiprocessadores (TANENBAUM, 2007).
E´ poss´ıvel, por meio do uso de HALs escrever drivers que utili-
zem operac¸o˜es abstratas de entrada e sa´ıda, as quais sa˜o ou mapeadas
em operac¸o˜es reais de entrada e sa´ıda de dispositivos mapeados em
memo´ria ou mapeadas em operac¸o˜es utilizando-se portas especiais de
entrada e sa´ıda, de acordo com a disponibilidade da plataforma de
hardware.
O porte da HAL em si para uma nova plataforma de hardware
significa implementar todos os servic¸os que a HAL disponibiliza. En-
tretanto, muitos dos servic¸os dispon´ıveis por uma HAL podem na˜o ser
utilizados por uma aplicac¸a˜o e fornecer todos estes servic¸os pode gerar
um overhead de memo´ria e desempenho desnecessa´rio, conforme demos-
trado por (POLPETA, 2006), que identifica treˆs exemplos de overhead
decorrentes pela forma em que as HALs sa˜o projetadas e implementadas.
O primeiro exemplo ocorre no gerente de memo´ria em sistemas
UNIX. A chamada de sistema brk, utilizada para redimensionar a a´rea
de dados utilizada por um processo, sempre pressupo˜e que o modelo
paginado de memo´ria esta´ em uso e, consequentemente, de que a plata-
forma disponha de uma Unidade de Gerenciamento de Memo´ria (do
ingleˆs Memory Management Unit - MMU) . Isto compromete a porta-
bilidade destes sistemas para plataformas que na˜o disponham de MMU.
O segundo exemplo ocorre no uCLinux, um sistema operacional
voltado para sistemas embarcados que se fundamenta em uma HAL.
Neste caso, herda-se do Linux diversas das suas funcionalidades, dentre
elas a abstrac¸a˜o de sistema de arquivos. Isso impacta na˜o somente
no tamanho do sistema operacional gerado, como tambe´m em toda a
infraestrutura de inicializac¸a˜o do sistema e carga das aplicac¸o˜es.
O terceiro exemplo ocorre no sistema operacional eCos da em-
presa RedHat. A HAL utilizada no eCos e´ baseada em componentes
de software, entretanto ela na˜o e´ gerada de acordo com a aplicac¸a˜o,
podendo agregar co´digo desnecessa´rio ao sistema. No caso de SoCs
gerados a partir da microarquitetura LEON2, por exemplo, o sistema
eCos tem como certa a existeˆncia de uma UART, o que na˜o necessari-
amente e´ verdadeiro.
A problema´tica do uso de HALs e´ ainda maior em cena´rios onde
a arquitetura de hardware pode ser modificada em um curto espac¸o de
tempo. Este e´ o caso quando o hardware a ser abstra´ıdo e´ instanciado
em dispositivos de lo´gica programa´vel, como FPGAs (POLPETA, 2006).
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Como alternativa ao desenvolvimento tradicional de HALs, meto-
dologias que promovam engenharia de domı´nio para o desenvolvimento
de componentes de software teˆm sido utilizadas para abstrair dispositi-
vos de hardware e organizar tais abstrac¸o˜es sem gerar interdependeˆncias
desnecessa´rias entre tais dispositivos. Este e´ o caso da Metodologia de
Projeto de Sistemas Embarcados Orientado pela Aplicac¸a˜o, apresen-
tada na Sec¸a˜o 2.2.
2.2 MEDIADORES DE HARDWARE E ADESD
O conceito de mediadores de hardware e´ um dos conceitos defi-
nidos pela metodologia de Projeto de Sistemas Embarcados Orientado
pela Aplicac¸a˜o (do ingleˆs Application-Driven Embedded System De-
sign - ADESD) (FRo¨HLICH, 2001). Portanto, antes de apresentar a
definic¸a˜o de mediador de hardware apresenta-se brevemente a ADESD
focando nos conceitos utilizados neste trabalho.
A ADESD guia a concepc¸a˜o e o desenvolvimento de sistemas em
embarcados dedicados, o quais executara˜o uma u´nica aplicac¸a˜o. Apesar
do sistema embarcado alvo executar uma u´nica aplicac¸a˜o, a ADESD na˜o
e´ uma metodologia centrada no desenvolvimento de uma aplicac¸a˜o por
vez, pelo contra´rio, utilizando de ana´lise de domı´nio a ADESD propo˜e
o desenvolvimento de frameworks os quais permitira˜o o desenvolvi-
mento de potencialmente todas as aplicac¸o˜es pertencentes a um mesmo
domı´nio.
O passo inicial da ADESD e´ a identificac¸a˜o das entidades presen-
tes no domı´nio as quais sa˜o modeladas como abstrac¸o˜es. A Figura 1
mostra como o domı´nio e´ decomposto em abstrac¸o˜es. As abstrac¸o˜es sa˜o
agrupadas em famı´lias de acordo com as similaridades entre elas. As
funcionalidades em comum dos membros de uma famı´lia sa˜o agrupadas
na chamada interface inflada, definindo um “macro componente” que
representa a famı´lia. Utilizando interfaces infladas os desenvolvedores
podem projetar a aplicac¸a˜o livres da preocupac¸a˜o de qual membro da
famı´lia ira´ ser utilizado em cada momento.
Uma abstrac¸a˜o, identificada durante a ana´lise de domı´nio, pode
ser utilizada em diferentes cena´rios de execuc¸a˜o. Se no projeto das
abstrac¸o˜es identificadas durante a ana´lise for considerado apenas um
cena´rio espec´ıfico, estas abstrac¸o˜es sera˜o dificilmente portadas para ou-
tros cena´rios. A ADESD propo˜e a soluc¸a˜o deste problema fatorando os
cena´rios em que uma abstrac¸a˜o pode executar, em aspectos. Por exem-
plo, um componente de comunicac¸a˜o (abstrac¸a˜o), e´ projetado para ser
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Figura 1: Decomposic¸a˜o de domı´nio orientada a aplicac¸a˜o.
independente de cena´rio. Um cena´rio para este componente seria o
cena´rio de execuc¸a˜o multithreading. Desta forma, quando habilitado
o aspecto multithreading, o componente de comunicac¸a˜o passaria, por
exemplo, e ficar bloqueado na execuc¸a˜o de me´todos que envolvam uma
regia˜o cr´ıtica. A composic¸a˜o (weaving) dos aspectos com as abstrac¸o˜es
geraram novos membros de uma famı´lia de componentes, eliminando o
custo de implementar um novo membro para cada abstrac¸a˜o de uma
famı´lia quando um novo cena´rio fosse identificado, o que poderia levar
a uma explosa˜o combinato´ria no nu´mero de membros de uma famı´lia.
Os aspectos e as abstrac¸o˜es sa˜o compostos utilizando-se adapta-
dores de cena´rio, os quais sera˜o descritos na Sec¸a˜o 2.3.2. Um conjunto
de adaptadores de cena´rio e aspectos de cena´rio forma um framework
que espec´ıfica como as abstrac¸o˜es sa˜o interconectadas.
No contexto de um determinado cena´rio de aplicac¸a˜o, compo-
nentes podem ter alguns de seus paraˆmetros modificados, habilitando
ou desabilitando funcionalidades do componente. Isto e´ obtido atrave´s
do conceito de propriedades configura´veis (configurable features). Um
exemplo de propriedades configura´vel e´ o tamanho de segmento de pilha
das threads que compora˜o uma aplicac¸a˜o.
O Sistema Operacional Paralelo e Embarcado (do ingleˆs Embed-
ded Parallel Operating System - EPOS) representa o caso de estudo da
aplicac¸a˜o da ADESD no domı´nio de sistemas operacionais (FRo¨HLICH,
2001). No caso do EPOS as abstrac¸o˜es decorrentes da decomposic¸a˜o de
domı´nio sa˜o abstrac¸o˜es t´ıpicas de Sistema Operacional (SO). Sa˜o exem-
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plos de abstrac¸o˜es: Threads, que representam fluxos de execuc¸a˜o em um
programa; abstrac¸o˜es de sincronizac¸a˜o como sema´foros, varia´veis de
condic¸a˜o e mutexes; e abstrac¸o˜es de comunicac¸a˜o como redes, canais,
etc.
Mediadores de Hardware
Para fornecer o suporte de hardware necessa´rio para a imple-
mentac¸a˜o das abstrac¸o˜es, sem que estas venham a ser dependentes de
hardware, a ADESD define o conceito de mediadores de hardware. Os
mediadores de hardware sa˜o semelhantes aos device drivers UNIX, no
sentido de que eles abstraem dispositivos de hardware para serem uti-
lizados por outros componentes do sistema.
Mediadores de hardware sustentam um contrato de interface en-
tre as abstrac¸o˜es de sistema e a plataforma de hardware, permitindo a`s
abstrac¸o˜es independeˆncia de plataforma (POLPETA; FRo¨HLICH, 2004).
Este contrato de interface ale´m de ocultar especificidades de dispositi-
vos de hardware de fabricantes ou plataformas distintos, pode prover
em software funcionalidades que na˜o estejam originalmente presentes
no dispositivo de hardware utilizado. Por exemplo, um mediador de
Interface de Rede (do ingleˆs Network Interface Card - NIC) pode pro-
ver um me´todo para gerac¸a˜o de CRC, um co´digo utilizado para verificar
a integridade na transmissa˜o de quadros em uma rede ethernet, inde-
pendentemente do dispositivo de hardware em questa˜o possuir ou na˜o
tal funcionalidade. Ou seja, a abstrac¸a˜o que utilizara´ o mediador da
NIC podera´ sempre assumir que o me´todo para calculo de CRC existe e
ficara´ a cargo da implementac¸a˜o do mediador delegar este calculo para
hardware, caso exista esta funcionalidade no dispositivo de hardware
em questa˜o ou, caso contra´rio, de implementar esta funcionalidade em
software.
Assim como as abstrac¸o˜es de sistema, os mediadores de hard-
ware podem ser organizados em famı´lias. A Figura 2 mostra a famı´lia
dos mediadores de hardware de uma Unidade Central de Processa-
mento (do ingleˆs Central Processing Unit - CPU) . Uma interface
inflada agrupa os me´todos que estara˜o presentes em todos os membros
da famı´lia CPU. Estes me´todos realizam carga e salvamento de con-
texto, desativam e ativam interrupc¸o˜es e realizam operac¸o˜es atoˆmicas
de incremento e decremento. Utilizando a interface inflada da famı´lia
CPU, a abstrac¸a˜o Thread, pode ser desenvolvida abstraindo-se dos de-
talhes da CPU real na qual ela executara´.
Existe um mediador de hardware para cada dispositivo de hard-
ware presente na plataforma. Este n´ıvel fino de granularidade repre-
senta a principal diferenc¸a entre os mediadores de hardware e HALs
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<<interface>>
CPU
+load_context()
+save_context()
+switch_context()
+int_enable()
+int_disable()
+tsl()
+finc()
+fdec()
AVR8 IA32 PPC32 MIPS32
Figura 2: Famı´lia de mediadores de hardware para CPU.
tradicionais, as quais sa˜o desenvolvidas de maneira monol´ıtica gerando
falsas interdependeˆncias entre dispositivos de hardware, como os exem-
plos mencionados na Sec¸a˜o 2.1.
A Figura 3 mostra a granularidade dos mediadores, um para
cada dispositivo de hardware. A figura ilustra tambe´m outro aspecto
importante no desenvolvimento dos mediadores: a auseˆncia de overhead
de chamada aos seus me´todos. Isso e´ obtido utilizando-se de te´cnicas
de metaprogramac¸a˜o esta´tica baseada em templates, juntamente com
a funcionalidade de inlining de func¸o˜es provida na linguagem C++, as
quais fazem com que os mediadores se dissolvam nas abstrac¸o˜es que os
utilizam.
De forma similar a`s abstrac¸o˜es de sistemas, aspectos tambe´m po-
dem ser aplicados sobre famı´lias de mediadores de hardware. Por exem-
plo, as famı´lias UART e NIC devem frequentemente operar em modo
exclusivo de acesso; isto poderia ser alcanc¸ado por meio da aplicac¸a˜o
de um aspecto de controle de acesso sobre estas famı´lias. A proposta
apresentada no Cap´ıtulo 4 deste trabalho, fatora especificidades de di-
ferentes FFIs em aspectos, os quais sa˜o aplicados sobre mediadores de
hardware, adaptando-os a` uma MPL espec´ıfica.
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Figura 3: Mediadores de hardware dissolvendo-se nas abstrac¸o˜es que
os utilizam.
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2.3 TE´CNICAS DE ADAPTAC¸A˜O DE INTERFACE
Esta sec¸a˜o apresenta te´cnicas utilizadas para adaptar interfaces
de componentes. Tais te´cnicas serviram de inspirac¸a˜o para o me´todo
de abstrac¸a˜o de componentes de hardware para MPLs distintas, apre-
sentado no Cap´ıtulo 4. Inicialmente sa˜o revisados padro˜es de projetos
relacionados com a adaptac¸a˜o de interface. Em seguida, discutem-se
como conceitos de AOP podem ser utilizados para adaptar interfaces e
apresenta-se o padra˜o adaptador de cena´rio proposto pela ADESD. Por
fim, discute-se o metamodelo DERCS e como este pode ser utilizado
para adaptar interfaces de componentes.
2.3.1 Padro˜es de Projeto para Adaptac¸a˜o de Interface
Diversos padro˜es orientados a objetos podem ser utilizados na
adaptac¸a˜o de interfaces de componentes, sendo o mais evidente deles o
padra˜o Adaptador (Adapter) (GAMMA et al., 1995). Suponha que uma
aplicac¸a˜o deseje utilizar um componente previamente dispon´ıvel, mas
na˜o pode fazeˆ-lo, pois a interface deste componente e´ diferente da in-
terface que ela espera. Uma poss´ıvel soluc¸a˜o seria alterar a interface do
componente para deixa-la como a aplicac¸a˜o espera. Contudo, isto so´ e´
poss´ıvel de ser feito se o co´digo fonte do componente estiver dispon´ıvel.
Ale´m disso, alterar um componente previamente dispon´ıvel cuja in-
terface seja bem aceita pelos utilizadores do componente apenas para
satisfazer uma aplicac¸a˜o espec´ıfica pode na˜o fazer sentido. O padra˜o
Adaptador serve para resolver esta incompatibilidade de interfaces sem
alterar o componente original.
Existem duas verso˜es do padra˜o de projeto Adaptador, a versa˜o
baseada em classe e a versa˜o baseada em objeto, apresentadas, respec-
tivamente, nas Figuras 4 e 5. Ambas as verso˜es do padra˜o possuem
a mesma finalidade, diferindo apenas em estrutura. A aplicac¸a˜o, nas
Figuras 4 e 5 e´ representada pela classe Client e necessita utilizar um
objeto que possua a interface especificada por Target. A versa˜o baseada
em classes do Adaptador utiliza de heranc¸a para compor as classes do
adaptador (Adapter) e do objeto que representa o componente previa-
mente dispon´ıvel, o qual sera´ adaptado (Adaptee). Na versa˜o baseada
em objeto do Adaptador, ao inve´s de heranc¸a e´ utilizada delegac¸a˜o para
compor as classes Adapter e Adaptee. A versa˜o baseada em classes do
Adaptador tem a vantagem de ser, em princ´ıpio, mais eficiente que a
versa˜o baseada em objetos, pois ela na˜o conte´m a indirec¸a˜o causada
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pelo acesso ao objeto adaptee, como mostra a Figura 5. Por outro lado,
a versa˜o baseada em objetos do adaptador tente a ser mais flex´ıvel, pois
e´ poss´ıvel, em tempo de execuc¸a˜o, trocar o componente a ser adaptado.
Adaptee
+specificOperation()
Implementor
+operation()
Adapter
+operation()
operation() {
  specificOperation();
}
<<<<interface>>>>
Target
+operation()
Client
Figura 4: Adaptador baseado em classes.
Outro padra˜o de projeto que pode ser utilizado na adaptac¸a˜o de
interfaces de componentes e´ o padra˜o “Ponte” (Bridge), apresentado
na Figura 6 (GAMMA et al., 1995). O objetivo do padra˜o Bridge e´ o
de separar interface de implementac¸a˜o e permitir que ambas evoluam
separadamente. Na Figura 6 a classe abstrata Abstraction possui uma
referencia a um objeto do tipo Implementor, o qual e´ utilizado para
implementar todas as operac¸o˜es de Abstraction. Desta forma, as classes
Abstraction e Implementor podem ser refinadas de forma independente
uma da outra.
As subclasses de Abstraction fornecem as operac¸o˜es de acordo
com a interface esperada pelo objeto da classe Client, que representa
a aplicac¸a˜o. Neste sentido, tais subclasses adaptam a interface dos
implementadores a` interface que a aplicac¸a˜o necessita.
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Adaptee
+specificOperation()
Implementor
+operation()
Adapter
+operation()
operation() {
  adaptee.specificOperation();
}
<<<<interface>>>>
Target
+operation()
Client
 adaptee
Figura 5: Adaptador baseado em objetos.
2.3.2 Adaptadores de Cena´rio
A questa˜o da separac¸a˜o de responsabilidades (separation of con-
cerns) no desenvolvimento de sistemas computacionais e´ antiga (DIJKS-
TRA, 1982). Ela visa o desenvolvimento de abstrac¸o˜es de forma em que
cada aspecto envolvendo a abstrac¸a˜o possa ser desenvolvido de forma
independente. A principal vantagem do desenvolvimento de abstrac¸o˜es
independentes do cena´rio em que elas sera˜o utilizadas e´ o reuso das
mesmas em diferentes cena´rios de aplicac¸a˜o. Ale´m do reuso outra van-
tagem da separac¸a˜o de responsabilidades e´ facilitac¸a˜o da manutenc¸a˜o
e evoluc¸a˜o das abstrac¸o˜es.
E´ necessa´rio um suporte por parte da engenharia de software
para que a separac¸a˜o entre as abstrac¸o˜es e os cena´rios nos quais elas
executara˜o seja mantido durante todas as fases de desenvolvimento.
Um exemplo e´ observado por (FRo¨HLICH; Schro¨der-Preikschat, 2000) no
domı´nio de sistemas operacionais. A partir da fase de ana´lise obte´m-
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RefinedAbstraction
operation() {
  imp.operationImp();
}
Abstraction
+operation()
Client
 imp
Implementor
+operationImp()
ConcreteImplementorA
+operationImp()
ConcreteImplementorB
+operationImp()
Figura 6: Padra˜o de projetos Bridge.
se que uma caixa de mensagens (mailbox ) e´ uma abstrac¸a˜o que proveˆ
comunicac¸a˜o bidirecional N para N entre objetos ativos. Na fase de pro-
jeto e´ natural que a especificac¸a˜o da caixa de mensagens, proveniente da
fase de ana´lise, seja estendida para incluir me´todos de envio e recepc¸a˜o
de mensagens, construtores que permitira˜o identificac¸a˜o da caixa de
mensagens, armazenamento de mensagens, entre outros. Pore´m, se
na˜o forem tomadas as devidas precauc¸o˜es, na fase de implementac¸a˜o
a abstrac¸a˜o de caixa de mensagens pode ser polu´ıda com detalhes de
poss´ıveis camadas subjacentes, com questo˜es de gerenciamento de buf-
fers, seguranc¸a, e muitas outras, transformando a abstrac¸a˜o caixa de
mensagem em uma abstrac¸a˜o dependente de cena´rio.
A Programac¸a˜o Orientada a Aspectos (do ingleˆs Aspect-Oriented
Programming - AOP) proveˆ conceitos para suportar a questa˜o de se-
parac¸a˜o de responsabilidades (KICZALES et al., 1997). A AOP identifica
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responsabilidades que sa˜o transversais (cross-cuting concerns) a va´rias
abstrac¸o˜es de um sistema. Tais responsabilidades geralmente esta˜o as-
sociadas a requisitos na˜o funcionais de um sistema, como seguranc¸a,
persisteˆncia, tratamento de excec¸o˜es, registro (logging), entre outros.
A AOP propo˜e o encapsulamento destas responsabilidades transversais
em unidades chamadas de aspectos.
Na terminologia da AOP, os pontos de um programa que sera˜o
afetados pelas responsabilidades transversais sa˜o chamados de pontos
de junc¸a˜o (join points). Um ponto de junc¸a˜o e´ especificado e quanti-
zado por meio de um ponto de corte (point cut). O chamado conselho
(advice) representa o co´digo que sera´ inserido nos pontos de junc¸a˜o,
afetando o programa em termos de comportamento ou estrutura. A
combinac¸a˜o dos pontos de junc¸a˜o com os conselhos e´ chamada de as-
pecto. O processo de composic¸a˜o de aspectos e´ chamado de aspect
weaving.
Embora a AOP fornec¸a o suporte necessa´rio para realizar se-
parac¸a˜o de responsabilidades, a AOP por si so´ na˜o especifica como
desenvolver abstrac¸o˜es independentes de cena´rio. A decomposic¸a˜o de
domı´nio orientada a aplicac¸a˜o proposta pela ADESD, se apresenta como
uma soluc¸a˜o para esse questa˜o, demonstrando como extrair abstrac¸o˜es
independentes de cena´rio de um domı´nio e como compoˆ-las com os
poss´ıveis cena´rios de aplicac¸a˜o.
O adaptador de cena´rio e´ um padra˜o de projeto proposto pela
ADESD que especifica como pode ser realizada a composic¸a˜o de abs-
trac¸o˜es independentes de cena´rio com os cena´rios onde estas abstrac¸o˜es
sera˜o aplicadas (FRo¨HLICH; Schro¨der-Preikschat, 2000).
O adaptador de cena´rio, apresentado na Figura 7, em princ´ıpio,
se parece com a versa˜o baseada em classes do padra˜o adaptador (Adap-
ter). A abstrac¸a˜o independente de cena´rio e´ definida por uma interface
(Interface da Figura 7) para a qual pode haver uma ou mais imple-
mentac¸o˜es (classe Implementor da mesma figura). A classe Scenario
e´ responsa´vel por agrupar os diversos aspectos que sera˜o aplicados na
abstrac¸a˜o. Esta classe define no mı´nimo dois me´todos, os me´todos en-
ter e leave. Os me´todos enter e leave equivalem aos pontos de corte da
AOP, os quais especificam quais pontos de junc¸a˜o do programa tera˜o
seu comportamento modificado. No caso, os pontos de junc¸a˜o sa˜o, res-
pectivamente, antes da execuc¸a˜o do me´todo e depois da execuc¸a˜o do
me´todo a ser afetado. O co´digo a ser aplicado pelos aspectos (advice)
e´ encapsulado em classes de aspectos as quais sa˜o utilizadas pelo Sce-
nario para implementar seus me´todos enter e leave. A composic¸a˜o da
abstrac¸a˜o independente de cena´rio e do cena´rio e´ realizada pela classe
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ScenarioAdapter, seguindo o padra˜o apresentado pelo me´todo opera-
tion da Figura 7, onde a chamada ao me´todo da abstrac¸a˜o ocorre entre
a chamadas aos me´todos enter e leave do cena´rio.
Scenario
+enter()
+leave()
Implementor
+operation()
ScenarioAdapter
+operation()
Client
operation() {
  enter();
  Implementor::operation();
  leave();
}
<<<<interface>>>>
Interface
+operation()
Figura 7: Adaptador de cena´rio.
Pore´m, existem importantes diferenc¸as entre os adaptadores ba-
seados em classe e os adaptadores de cena´rio. Enquanto o adaptador
baseado em classes sugere que a amarrac¸a˜o (bound) entre a classe adap-
tador (Adapter) e as classes adaptadas (Adaptee) seja feita em tempo
de execuc¸a˜o por meio de polimorfismo de subtipo, no adaptador de
cena´rio esta amarrac¸a˜o (ocorrida entre ScenarioAdapter e as classes
Implementor e Scenario) acontece em tempo de compilac¸a˜o, evitando o
custo gerado pela resoluc¸a˜o de me´todos virtuais. A amarrac¸a˜o esta´tica
realizada pelo adaptador de cena´rio na˜o necessariamente implica em
perda de flexibilidade. Isto se deve ao fato de que, na maioria das ve-
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zes, existe apenas uma implementac¸a˜o (Implementor) para uma dada
abstrac¸a˜o. Independentemente disso, mesmo quando existem mais de
uma implementac¸a˜o para uma dada abstrac¸a˜o, geralmente os cena´rios
onde estas sera˜o aplicadas sa˜o mutuamente exclusivos e a escolha pode
ser feita em tempo de projeto. Este e´ o caso, por exemplo, de uma abs-
trac¸a˜o Thread. Esta deve executar em um cena´rio ou mono-processado
ou multiprocessado, e geralmente espera-se que este cena´rio na˜o mude
ao longo da execuc¸a˜o da aplicac¸a˜o. Caso os me´todos do cena´rio e do
adaptador sejam declarados como inline, eles sera˜o dissolvidos na classe
cliente que utiliza o adaptador, eliminando-se na˜o somente a chamada
a me´todos virtuais como qualquer chamada a me´todo, uma vez que na
classe cliente a chamada ao me´todo do adaptador sera´ substitu´ıda por
uma chamada ao me´todo do Implementor, entre chamadas aos me´todos
enter e leave do Scenario.
2.3.3 DERCS
A Engenharia Dirigida por Modelos (do ingleˆs Model-Driven
Engineering - MDE) propo˜em o desenvolvimento de sistemas compu-
tacionais completos a partir de especificac¸o˜es em mais alto n´ıvel as
quais sa˜o transformadas em uma ou mais etapas para a gerac¸a˜o do sis-
tema final. Neste contexto, a especificac¸a˜o Compacta de Tempo Real
Embarcada e Distribu´ıda (do ingleˆs Distributed Embedded Real-time
Compact Specification - DERCS) e´ uma especificac¸a˜o ou metamodelo
utilizado para representar modelos independentes de plataformas. Tais
modelos, segundo a metodologia de Engenharia Dirigida por Modelos
Orientada a Aspectos para Sistemas Tempo Real (do ingleˆs Aspect-
oriented Model-Driven Engineering for Real-Time systems - AMoDE-RT)
, sa˜o utilizados juntamente com a descric¸a˜o da plataforma alvo e re-
gras de mapeamento para a gerac¸a˜o do sistema final, o qual envolve
elementos de software e hardware (WEHRMEISTER, 2009).
Na metodologia AMoDE-RT, um modelo DERCS e´ gerado a partir
de diagramas descritos em Linguagem Unificada de Modelagem (do
ingleˆs Unified Modeling Language - UML) de classe e de sequeˆncia e
de diagramas que especificam elementos na˜o funcionais na forma de
aspectos. Como consequeˆncia, o metamodelo DERCS define elementos
estruturais, comportamentais e elementos orientado a aspectos, agru-
pando diferentes viso˜es em um u´nico modelo.
As Figuras 8 e 9 mostram, respectivamente, os elementos estru-
turais e comportamentais definidos pelo DERCS. Dentre os elementos
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estruturais esta˜o classes, atributos, me´todos e paraˆmetros. Os elemen-
tos comportamentais determinam o comportamento de um me´todo,
detalhando quais as mensagens que este pode passar a outros obje-
tos, quais suas varia´veis locais, ac¸o˜es executadas, entre outros. Os
elementos dos modelos estruturais e comportamentais do DERCS pos-
suem semaˆntica equivalente a` definida em linguagens de programac¸a˜o
orientadas a objeto e em UML.
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Figura 8: Elementos estruturais do DERCS. Adaptada de (WEHRMEIS-
TER, 2009).
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Figura 9: Elementos comportamentais do DERCS. Adaptada de
(WEHRMEISTER, 2009).
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A Figura 10 apresenta os elementos orientados a aspectos de-
finidos pelo DERCS. Dentre os elementos relacionados a orientac¸a˜o
Figura 10: Elementos de orientac¸a˜o a aspecto do DERCS. Adaptada
de (WEHRMEISTER, 2009).
a aspectos esta˜o definidos aspectos, pointcuts, joinpoints e adaptac¸o˜es
estruturais e comportamentais. Estes elementos correspondem aos con-
ceitos de programac¸a˜o orientada a aspectos como definidos em (KICZA-
LES et al., 1997). As adaptac¸o˜es de aspectos (AspectAdaptation) repre-
sentam o conceito de advices. As adaptac¸o˜es de aspectos podem ser
estruturais (StructuralAdaptation) ou comportamentais (BehavioralA-
daptation). Adaptac¸o˜es estruturais modificam a estrutura dos elemen-
tos do modelo, como por exemplo adicionam me´todos em uma classe,
ou paraˆmetros em um me´todo. Ja´ as adaptac¸o˜es comportamentais mo-
dificam o comportamento dos elementos do modelo, com por exemplo,
executando tarefas antes ou depois da execuc¸a˜o do comportamento de
um me´todo, ou alterando o comportamento de um me´todo por com-
pleto.
O metamodelo DERCS pode ser utilizado para modificar a in-
terface de um componente a fim de adapta´-la de acordo com o que
e´ requisitado por um componente cliente, de forma similar ao que e´
realizado pelo padra˜o de projeto Adaptador. Esta caracter´ıstica foi
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explorada na implementac¸a˜o do me´todo de abstrac¸a˜o de componentes
de hardware para MPLs proposto nesta dissertac¸a˜o, como e´ descrito no
Cap´ıtulo 4.
2.4 LINGUAGEM DE PROGRAMAC¸A˜O GERENCIADA
Uma Linguagem de Programac¸a˜o Gerenciada (do ingleˆs Man-
aged Programming Language - MPL) , e´ uma linguagem de programac¸a˜o
de alto n´ıvel que possui funcionalidades tais como o gerenciamento au-
toma´tico de memo´ria, a protec¸a˜o de memo´ria, e a tipagem forte (BOND;
MCKINLEY, 2009; PIZLO et al., 2010; ESMAEILZADEH et al., 2011). Tais
funcionalidades facilitam o desenvolvimento de sistemas computacio-
nais de propo´sito geral, reduzindo o tempo das atividades de codificac¸a˜o
e depurac¸a˜o (PHIPPS, 1999). Por meio de protec¸a˜o de memo´ria, o de-
senvolvedor pode ser avisado que esta´ tentando acessar uma posic¸a˜o
inva´lida de um vetor ou um objeto na˜o iniciado. O uso de coletores de
lixo libera o desenvolvedor da tarefa de escrever co´digo para desalocar
objetos e elimina a possibilidade de vazamento de memo´ria. A tipagem
forte promove a seguranc¸a de tipo, impedindo operac¸o˜es entre varia´veis
de tipos distintos que possam acarretar em resultados inesperados e
erros dif´ıceis de detectar. Sob o ponto de vista de MPLs, uma lingua-
gem de programac¸a˜o de alto n´ıvel convencional e´ dita na˜o-gerenciada
ou “nativa” sendo referida como Linguagem de Programac¸a˜o Nativa
(do ingleˆs Native Programming Language - NPL) , ou simplesmente
como Linguagem de Programac¸a˜o de Alto Nı´vel (do ingleˆs High-Level
Language - HLL) .
Duas foram as MPLs escolhidas para a aplicac¸a˜o do me´todo de
desenvolvimento de adaptadores de co´digo nativo proposto nesta dis-
sertac¸a˜o: Java (ARNOLD; GOSLING; HOLMES, 2005) e Lua (IERUSA-
LIMSCHY, 2006).
Java foi escolhida, pois e´ bem difundida, documentada e possui
diversas implementac¸o˜es para trabalhar com sistemas embarcados. A
empresa Oracle, proprieta´ria das implementac¸o˜es padra˜o da linguagem,
apresenta verso˜es da plataforma feitas para trabalhar com dispositivos
mo´veis, televisa˜o, e smart cards (ORACLE, 2011c). Java e´ uma MPL
orientada a objeto que utiliza tipagem esta´tica e expl´ıcita. O coletor
de lixo de Java e´ capaz de lidar com estruturas circulares de objetos,
o que na˜o e´ tratado por contadores de refereˆncia utilizados em diversas
MPLs como Python e Ruby. Apesar de na˜o apresentar diciona´rios
e listas embarcadas na sintaxe da linguagem, as bibliotecas fornecidas
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para tratamento destas estruturas de dados esta˜o no mesmo n´ıvel de
abstrac¸a˜o das primeiras. Existem tambe´m bibliotecas para tratamento
de expresso˜es regulares e por meio de IDEs como Eclipse e NetBeans e´
poss´ıvel obter uma execuc¸a˜o interativa semelhante aos interpretadores
das linguagens que possuem tipagem dinaˆmica como Python, Ruby e
Lua.
Lua e´ uma linguagem de programac¸a˜o “leve”, multi-paradigma
e projetada como uma linguagem de script e com de semaˆntica ex-
tens´ıvel (IERUSALIMSCHY, 2006). Lua apresenta-se como uma boa
candidata para desenvolvimento de sistemas embarcados, seu interpre-
tador possui cerca de 150 KB quando compilado, incluindo todas as bi-
bliotecas padra˜o da linguagem. Lua possui gerenciamento automa´tico
de memo´ria, tipagem dinaˆmica, estruturas de dados embarcadas na
pro´pria linguagem e interpretac¸a˜o interativa. A partir da versa˜o 5.1
a linguagem possui coleta de lixo incremental, onde o coletor de lixo
executa alternadamente com o programa em execuc¸a˜o, escaneando e li-
berando apenas partes da memo´ria, incrementalmente, a cada vez que
e´ invocado. Por meio da estrutura de dados tabela (table), embarcada
na pro´pria linguagem, e´ poss´ıvel expressar arrays, conjuntos, listas e
diciona´rios. O interpretador Lua executa programas Lua em arqui-
vos de script, ou podem ser usados de forma interativa, avaliando e
interpretando expresso˜es inseridas pelo usua´rio (LUA.ORG, 2011).
Linguagens de programac¸a˜o de alto n´ıvel convencionais, como C
e C++, conseguem acessar diretamente dispositivos de hardware. Por
meio do conceito de ponteiro e´ poss´ıvel armazenar em uma varia´vel,
enderec¸os espec´ıficos da memo´ria. Manipulando os valores nestes en-
derec¸os controlam-se os dispositivos de hardware mapeados em memo´ria.
Utilizando-se a funcionalidade de inline assembly provida pela maioria
dos compiladores dessas linguagens e´ poss´ıvel especificar em co´digo de
montagem (assembly) quais instruc¸o˜es devem ser executadas em deter-
minado ponto do programa. Com isso e´ poss´ıvel manipular dispositivos
de hardware que sa˜o controlados por instruc¸o˜es dedicadas, como ins-
truc¸o˜es de entrada e sa´ıda.
Entretanto, a manipulac¸a˜o direta e explicita de memo´ria apre-
senta desvantagens. Todos os objetos alocados dinamicamente preci-
sam ser desalocados explicitamente. A na˜o liberac¸a˜o de um objeto
alocado gera o problema de vazamento de memo´ria que pode degra-
dar o desempenho de um sistema ao ponto que sua execuc¸a˜o se torne
invia´vel ou gerar erros de dif´ıcil detecc¸a˜o.
As MPLs possuem gerenciamento automa´tico de memo´ria. To-
dos os objetos alocados dinamicamente sa˜o desalocados automatica-
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mente quando estes na˜o esta˜o sendo mais usados. Um gerenciamento
automa´tico de memo´ria facilita a implementac¸a˜o de mecanismos de
protec¸a˜o de memo´ria que, por exemplo, verificam que um objeto que
esta´ sendo acessado ja´ foi alocado e ainda possui o seu escopo va´lido.
Por meio de mecanismos de gerac¸a˜o e tratamento de excec¸o˜es e´ poss´ıvel
acusar violac¸o˜es de acesso a memo´ria por meio de um erro que pode
ser facilmente interpretado pelo desenvolvedor do programa.
Entretanto, ao gerenciar a memo´ria de forma automa´tica, o en-
derec¸o dos objetos e´ conhecido apenas pelo ambiente de suporte a
execuc¸a˜o das MPLs, o qual trata de todos os acessos a` memo´ria. Isto
impede um acesso direto aos dispositivos de hardware, o qual e´ poss´ıvel
com o uso de linguagens de programac¸a˜o de alto n´ıvel convencionais.
Para resolver esta limitac¸a˜o as MPLs recorrem um mecanismo chamado
de Interface de Func¸a˜o Estrangeira (do ingleˆs Foreign Function Inter-
face - FFI) .
FFI e´ um mecanismo que permite que programas escritos em
uma linguagem de programac¸a˜o usem construc¸o˜es de programas escri-
tos em outra linguagem. A linguagem que define a FFI e´ chamada de
linguagem anfitria˜ (host language) e a outra linguagem, a qual tem
suas construc¸o˜es utilizadas, e´ chamada de linguagem convidada (guest
language). A linguagem anfitria˜ usualmente e´ uma linguagem de mais
alto n´ıvel (i.e. MPL) e a linguagem convidada uma linguagem de mais
baixo n´ıvel, como C e C++.
Uma FFI pode ser utiliza em duas direc¸o˜es: na primeira direc¸a˜o a
linguagem anfitria˜ usa construc¸o˜es da linguagem convidada, na segunda
e´ a linguagem convidada quem utiliza funcionalidades da linguagem an-
fitria˜. A primeira direc¸a˜o e´ a mais usual sendo utilizada para realizar
acesso a dispositivos de hardware, acesso direto a` memo´ria e reuso de
co´digo escrito na linguagem convidada. A segunda direc¸a˜o e´ utilizada
para permitir que a linguagem convidada acesse as funcionalidades da
linguagem anfitria˜ de mais alto n´ıvel e para embarcar ambientes de su-
porte a execuc¸a˜o das linguagens anfitria˜s (e.g. ma´quina virtuais) em
aplicac¸o˜es escritas em linguagem convidada (KORSHOLM; JEAN, 2007).
Este trabalho foca na utilizac¸a˜o das FFIs na primeira direc¸a˜o, onde a
MPL utiliza construc¸o˜es da linguagem convidada para acessar disposi-
tivos de hardware.
As FFIs possuem tal importaˆncia para as MPLs que na˜o sa˜o utili-
zadas apenas na construc¸a˜o de novos programas mas tambe´m utilizada
na implementac¸a˜o das bibliotecas padra˜o da linguagem. No caso da
plataforma Java Standard Edition (JSE), pacotes como java.io, java.net
e java.awt sa˜o implementados utilizando facilidades de FFI. No caso
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de Lua o papel da FFI e´ ainda maior, a Application Programming
Interface (API) oficial de Lua para interface com C e´ utilizada para
implementar todas as bibliotecas padra˜o da linguagem, incluindo, ma-
nipulac¸a˜o de strings, tabelas, func¸o˜es matema´ticas, entrada e sa´ıda,
interface com sistema operacional e facilidades de depurac¸a˜o.
O Cap´ıtulo 3 faz uma revisa˜o das principais FFIs das linguagens
Java e Lua e discute a gerac¸a˜o automa´tica e depurac¸a˜o de adaptadores
de co´digo nativo.
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3 AMBIENTES DE SUPORTE A` EXECUC¸A˜O EM
MPLS
Este cap´ıtulo apresenta as principais FFIs destinadas as lingua-
gens Java e Lua e discute a gerac¸a˜o automa´tica e depurac¸a˜o de adap-
tadores de co´digo nativo.
Diversas das FFIs apresentadas foram utilizadas na validac¸a˜o da
proposta deste trabalho. Para a linguagem Java foram utilizadas as
ma´quinas virtuais KESO e NanoVM. No caso da linguagem Lua, foi
utilizada a ma´quina virtual Lua padra˜o (LuaVM). Para cada FFI apre-
sentada sa˜o descritas as ma´quinas virtuais nas quais a FFI e´ empregada
e e´ discutido a adequac¸a˜o da FFI com relac¸a˜o a sistemas embarcados.
No caso das ma´quinas virtuais integradas ao EPOS, discute-se tambe´m
como o foi realizada esta integrac¸a˜o.
Apo´s a apresentac¸a˜o e avaliac¸a˜o das FFIs, e´ discutido a gerac¸a˜o
automa´tica de adaptadores de co´digo nativo e a depurac¸a˜o de adap-
tadores de co´digo nativo, sejam eles gerados de forma manual ou au-
toma´tica.
Por fim, e´ realizado uma discussa˜o envolvendo as FFIs e geradores
de adaptadores de co´digo nativos apresentados destacando as limitac¸o˜es
dos mesmos, as quais motivaram a criac¸a˜o do me´todo de abstrac¸a˜o de
componentes de hardware proposto nesta dissertac¸a˜o.
3.1 INTERFACES DE FUNC¸A˜O ESTRANGEIRA PARA JAVA E
LUA
Na terminologia Java FFIs sa˜o referidas usualmente como Inter-
face Nativas (do ingleˆs Native Interfaces). No caso de Lua a FFI e´
referida como a API padra˜o de Lua para interface com C. Na sequencia
desta sec¸a˜o sa˜o apresentadas FFIs focadas na linguagem Java e a FFI
padra˜o de Lua para interface com C. No decorrer da apresentac¸a˜o das
FFIs sa˜o brevemente apresentadas as ma´quinas virtuais nas quais essas
FFIs sa˜o empregadas e e´ feita uma avaliac¸a˜o da adequac¸a˜o das FFIs apre-
sentadas com relac¸a˜o a sistemas embarcados. No caso das ma´quinas
virtuais KESO, NanoVM e LuaVM, as quais foram integradas ao EPOS,
discute-se tambe´m como o foi realizada esta integrac¸a˜o.
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3.1.1 Java Native Interface
Java Native Interface (JNI) e´ a FFI Java utilizada na plataforma
Java Standard Edition (JSE) (LIANG, 1999). A plataforma JSE e´ de-
dicada a computac¸a˜o de propo´sito geral, sendo a JVM HotSpot um de
seus componentes centrais.
3.1.1.1 HotSpot VM
A HotSpot e´ a ma´quina virtual Java padra˜o da plataforma JSE
desde a versa˜o 1.3 da linguagem Java. A HotSpot e´ uma JVM de
propo´sito geral e possui foco em desempenho. Para obter um alto de-
sempenho na execuc¸a˜o das aplicac¸o˜es a arquitetura da HotSpot utiliza
te´cnicas de compilac¸a˜o adaptativa, um modelo de threads diferenciado
das verso˜es anteriores da JVM e um coletor de lixo preciso (accurate).
A JVM HotSpot utiliza te´cnicas de compilac¸a˜o adaptativa como
compilac¸a˜o sob demanda ( do ingleˆs Just-In-Time - JIT compilation)
e inlining de me´todos. Diferentemente da te´cnica JIT cla´ssica, onde o
bytecode Java de um me´todo e´ traduzido para co´digo nativo a primeira
vez em que o me´todo e´ invocado, o JIT utilizado na HotSpot e´ contro-
lado por contadores configura´veis de invocac¸a˜o de me´todos. Quando
estes contadores de invocac¸a˜o ultrapassam certo limite, o me´todo rela-
tivo a eles e´ considerado um hot spot, sendo enta˜o compilado para co´digo
nativo. Ao identificar hot spots o compilador da VM tenta executar in-
lining dos me´todos que sa˜o compilados para co´digo nativo, reduzindo
overhead de invocac¸a˜o de me´todo causado por troca de contexto.
Diferentemente das chamadas green threads, que sa˜o threads im-
plementadas completamente pela ma´quina virtual, a HotSpot imple-
menta as threads da linguagem Java mapeando-as para as threads
do sistema operacional. Neste cena´rio a responsabilidade do escalona-
mento das threads passa da ma´quina virtual para o SO; pol´ıticas de es-
calonamento de green threads, como a contagem de instruc¸o˜es bytecode
executadas, sa˜o substitu´ıdas pelas pol´ıticas do modelo de threads do
SO. Isto na˜o apenas simplifica o projeto e implementac¸a˜o da ma´quina
virtual, como permite tirar vantagem do suporte nativo do sistema
operacional e multiprocessamento de forma transparente.
O coletor de lixo da HotSpot e´ dito preciso (accurate) em oposto
aos chamados coletores de lixo conservativos (ou parcialmente precisos).
Um coletor de lixo conservativo na˜o tem certeza onde esta˜o localizadas
todas as referencias a objetos. Desta forma o coletor deve conservati-
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vamente assumir que tudo o que se parece com uma referencia a um
objeto e´ de fato uma refereˆncia a objeto. Devido a possibilidade de
ocorreˆncia de falsos positivos, regio˜es de memo´ria sa˜o impedidas de se-
rem liberadas, o que pode levar ao problema de vazamento de memo´ria
(memory leak). Por ser preciso o coletor de lixo da HotSpot pode
implementar diversas te´cnicas que permitem uma coleta de lixo mais
eficiente (ORACLE, 2011b).
3.1.1.2 JNI
Um dos principais requisitos levados em considerac¸a˜o no projeto
da JNI e´ a compatibilidade bina´ria do co´digo nativo entre diferentes
implementac¸o˜es da JVM. Para isto a JNI propo˜e que o co´digo nativo
seja organizado em bibliotecas dinamicamente ligadas, as quais podem
ser utilizadas em implementac¸o˜es distintas da JVM sem a necessidade
de recompila´-las. A Figura 11 demostra os passos a serem executa-
dos na criac¸a˜o de adaptadores de co´digo nativo utilizando a JNI. Uma
classe Java que declara me´todos nativos e´ compilada com o compilador
Java padra˜o. O bytecode gerado e´ analisado pelo programa javah que
extrai as assinaturas dos me´todos nativos e, a partir delas, monta um
arquivo de cabec¸alho em linguagem C respeitando as regras da API da
JNI. Escreve-se enta˜o a implementac¸a˜o dos me´todos nativos em C e
compila-se o co´digo C de forma a gerar uma biblioteca dinamicamente
liga´vel. Finalmente o arquivo de bytecode e´ executado pela JVM a qual,
ao verificar a existeˆncia de me´todos nativos, ira´ procurar e carregar a
biblioteca que os conte´m. Carregada a biblioteca, a implementac¸a˜o do
me´todo nativo pode ser enta˜o executada.
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Figura 11: Passos para a criac¸a˜o de adaptadores de co´digo nativo uti-
lizando a JNI.
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class HelloWorld {
private native void print ();
public static void main(String [] args) {
new HelloWorld().print ();
}
static {
System. loadLibrary (”HelloWorld”);
}
}
Figura 12: Classe Java do programa HelloWorld utilizando JNI.
JNIEXPORT void JNICALL
Java HelloWorld print (JNIEnv ∗, jobject );
Figura 13: Arquivo de cabec¸alho C gerado pela javah.
As Figuras 12, 13 e 14 exemplificam a escrita de adaptadores
de co´digo nativo utilizando a JNI. O programa em questa˜o utiliza o
me´todo nativo print para a escrita da mensagem “Hello World” na
sa´ıda padra˜o do sistema. A classe Java HelloWorld da Figura 12 de-
clara o me´todo print. O me´todo System.loadLibrary desta mesma classe
especifica o nome que devera´ possuir a biblioteca contendo o co´digo na-
tivo. As Figuras 13 e 14 correspondem respectivamente aos arquivos
de cabec¸alho e o arquivo C que implementa o me´todo print.
#include <jni.h>
#include <stdio.h>
#include ”HelloWorld.h”
JNIEXPORT void JNICALL
Java HelloWorld print (JNIEnv ∗env, jobject obj)
{
printf (”Hello World!\n”);
return ;
}
Figura 14: Implementac¸a˜o do me´todo print.
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Como consequeˆncia do armazenamento dos me´todos nativos em
uma biblioteca ligada dinamicamente a interface entre co´digo nativo
e Java e´ realizada durante o tempo de execuc¸a˜o do programa. Isto
significa que, durante a execuc¸a˜o de um programa, a JVM procura e
carrega a implementac¸a˜o dos me´todos marcados como nativos. Este
mecanismo de busca e carga de me´todos aumenta a necessidade de
memo´ria em tempo de execuc¸a˜o e o tamanho da JVM. Por esta raza˜o
este tipo de mecanismo e´ evitado em sistemas embarcados.
3.1.2 K Native Interface
A plataforma Java Micro Edition (JME) utiliza uma FFI “leve”,
chamada de K Native Interface (KNI) (MICROSYSTEMS, 2002). Esta
FFI foi projetada inicialmente para a ma´quina virtual K - K Virtual
Machine (KVM).
3.1.2.1 KVM
A KVM e´ uma JVM criada pela empresa SunMicrosystems a
partir da especificac¸a˜o da JVM. O principal objetivo da KVM e´ pro-
ver uma ma´quina virtual de baixo consumo de memo´ria, na ordem
de kilobytes (o “K” do nome KVM significa kilo), com o objetivo de
ser utilizada em telefones celulares, pagers, organizadores pessoais, en-
tre outros. No projeto da KVM foram considerados ale´m do baixo
consumo de memo´ria, desempenho e portabilidade (MICROSYSTEMS,
2000).
Para atingir um baixo footprint de memo´ria (aproximadamente
128KB na menor configurac¸a˜o obtida), a KVM impo˜em algumas res-
tric¸o˜es a especificac¸a˜o padra˜o da JVM. Dentre as funcionalidades que
podem na˜o estar presentes na KVM esta˜o.
• Tipos grandes de dados, como long, float e double;
• Arrays de mais de uma dimensa˜o;
• Verificac¸a˜o de arquivo .class no dispositivo em que eles executara˜o
(esta verificac¸a˜o entretanto pode ser feita previamente off-line);
• Na˜o tratamento de alguns erros de classes (a KVM pode optar
por simplesmente entrar em estado de halt);
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• Algumas configurac¸o˜es podem na˜o seguir o modelo padra˜o de
threads e tratamento de eventos do Java;
• A JNI na˜o e´ implementada (ao inve´s dispo˜em-se da KNI explicada
a seguir);
• Classes podem na˜o ser carregadas dinamicamente;
• Pode na˜o haver suporte para finalizac¸a˜o de objetos;
• Pode haver limitac¸o˜es quanto ao tamanho ma´ximo de classes em
um pacote, me´todos em uma classe, entre outros;
• A carga da classe e execuc¸a˜o do me´todo iniciais pode depender
da implementac¸a˜o.
Portabilidade e´ um dos objetivos considerados no projeto da
KVM. Para obter portabilidade minimizou-se o nu´mero de func¸o˜es que
obte´m informac¸a˜o sobre o sistema computacional hospedeiro. O coletor
de lixo e o sistema de threads foi implementado de forma independente
de plataforma. O conceito de green threads mencionado anteriormente
e a pol´ıtica de escalonamento baseada em nu´mero de bytecodes execu-
tados sa˜o utilizados na KVM de modo que o chaveamento de threads
na˜o dependa de interrupc¸o˜es externas (dependentes de plataforma) e
possa ocorrer de forma determin´ıstica e fa´cil de depurar. Esta aborda-
gem e´ considerada pra´tica pelos projetistas da KVM por na˜o almejar
plataformas multiprocessadas (MICROSYSTEMS, 2000). O coletor de
lixo da KVM utiliza o algoritmo de “marcar e varrer” (do ingleˆs mark-
and-sweep) que opera bem em heaps de poucas dezenas de kilobytes de
tamanho.
A KVM juntamente com um conjunto ba´sico de bibliotecas Java para
estruturas de dados, entrada e sa´ıda, rede, seguranc¸a e internacio-
nalizac¸a˜o, definem o chamado Connected Limited Device Configura-
tion (CLDC).
As ideias do CLDC e da KVM inspiraram a posterior criac¸a˜o de
outras soluc¸o˜es Java para telefones celulares e computadores de ma˜o,
como o phoneME (JAVA.NET, 2006) e o Android (GOOGLE, 2008).
3.1.2.2 KNI
A KNI segue a filosofia da KVM, ou seja, baixo consumo de
memo´ria mantendo desempenho satisfato´rio para os dispositivos em
que a VM sera´ executada. Para obter um baixo consumo de memo´ria
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a KVM “abre ma˜o” da compatibilidade bina´ria do co´digo nativo entre
diferentes implementac¸o˜es da JVM, presente na JNI. Desta forma o
co´digo nativo deve ser recompilado para cada JVM e alterado caso este
dependa do sistema operacional e a JVM em questa˜o objetive outro
SO.
A Figura 15 demostra os passos a serem executados na criac¸a˜o
de adaptadores de co´digo nativo utilizando a KNI. O primeiro passo e´
a criac¸a˜o da classe Java que declara os me´todos nativos. Os me´todos
nativos sa˜o implementados em um arquivo C, seguindo a API da KNI.
Estes me´todos nativos devem enta˜o ser adicionados a` tabela de me´todos
nativos da JVM em questa˜o. Este procedimento pode variar a cada im-
plementac¸a˜o de VM. Um dos procedimentos, por exemplo, e´ identificar
os me´todos nativos por nu´meros u´nicos e registrar estes nu´meros na
tabela de me´todos nativos da VM. A JVM deve ser enta˜o recompi-
lada a partir dos fontes. Nesta etapa, o arquivo C que implementa
os me´todos nativos pode ser compilado junto a VM, ou ligado a ela
de forma esta´tica. O bytecode que corresponde a` aplicac¸a˜o Java pode
continuar a ser gerado por um compilador Java padra˜o. Este bytecode
deve ou ser carregado pela VM em tempo de execuc¸a˜o, ou previamente
incorporado a` VM (deixando de ser um arquivo class padra˜o) e carre-
gado junto da VM quando esta e´ executada.
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Figura 15: Passos para a criac¸a˜o de adaptadores de co´digo nativo uti-
lizando a KNI.
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package simplemath;
public class Adder {
private native void sum(int a, int b);
public static void main(String [] args) {
Adder a = new Adder();
int s = a.sum(2, 3);
System.out. println (”sum: ” + s);
}
}
Figura 16: Classe Java do programa Adder utilizando KNI.
#include <kni.h>
#include <stdio.h>
KNIEXPORT KNI RETURNTYPE VOID
Java simplemath Adder sum() {
jint a = KNI GetParameterAsInt(1);
jint b = KNI GetParameterAsInt(2);
KNI ReturnInt(a + b);
}
Figura 17: Implementac¸a˜o do me´todo sum.
As Figuras 16 e 17 exemplificam a escrita de adaptadores de
co´digo nativo utilizando a KNI. O programa em questa˜o utiliza o me´todo
nativo sum para calcular a soma de dois nu´meros inteiros e retornar o
resultado ao me´todo chamador. A classe Java Adder da Figura 16 de-
clara o me´todo sum. A Figura 17 mostra a implementac¸a˜o do me´todo
sum. A func¸a˜o KNI GetParameterAsInt, provida pela KNI, e´ utilizada
para acessar os argumentos passados a um me´todo. A ordem dos ar-
gumentos e´ a mesma ordem em que os paraˆmetros formais do me´todo
foram declarados, iniciando com o ı´ndice 1. Para retornar o resultado
da soma ao me´todo chamador (o me´todo main do programa Java neste
caso) a func¸a˜o KNI ReturnInt e´ utilizada.
A KNI na˜o carrega me´todos nativos dinamicamente na JVM,
evitando o overhead de memo´ria da JNI. Na KNI a interface entre
Java e co´digo nativo e´ realizada estaticamente, durante o tempo de
compilac¸a˜o. Entretanto deciso˜es de projeto da KNI impo˜em algumas
limitac¸o˜es. A KNI pro´ıbe a criac¸a˜o de objetos Java (exceto de strings)
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a partir do co´digo nativo. Ale´m disto, na KNI os u´nicos me´todos nati-
vos que podem ser invocados sa˜o aqueles pre´-compilados na JVM. Na˜o
ha´ uma Interface de Programac¸a˜o de Aplicac¸a˜o (do ingleˆs Applica-
tion Programming Interface - API) em n´ıvel Java para invocar outros
me´todos nativos como e´ o caso da JNI. A KNI e´ dita uma API de n´ıvel
de implementac¸a˜o, pois ela e´ totalmente invis´ıvel ao programador Java.
3.1.3 KESO Native Interface
KESO Native Interface (KNI) e´ a FFI utilizada na JVM KESO.
Para evitar confuso˜es com a KNI da Sun/Oracle a KESO Native In-
terface e´ referida nesta dissertac¸a˜o como FFI da KESO.
Antes de detalhar a FFI da KESO, esta sec¸a˜o faz uma breve
revisa˜o da KESO JVM. Em seguida apresenta-se a FFI da KESO e
mostra-se como esta´ e´ utilizada. Apo´s a explicac¸a˜o da FFI da KESO e´
discutido como a KESO JVM foi integrada com o EPOS, o que permitiu
utilizar a FFI da KESO para construc¸a˜o dos adaptadores de co´digo
nativo utilizando mediadores de hardware.
3.1.3.1 JVM KESO
KESO e´ uma ma´quina virtual Java mu´ltipla (multi-JVM ) que
foca em sistemas embarcados e redes de microcontroladores (WAWER-
SICH; STILKERICH; SCHRO¨DER-PREIKSCHAT, 2007). O termo multi-
JVM e´ devido ao conceito de domı´nio do KESO, pois cada domı´nio
pode ser visto como uma JVM autocontida. KESO baseia-se em sis-
temas operacionais OSEK/VDX (PORTAL, 2008). OSEK/VDX e´ uma
organizac¸a˜o internacional que especifica padro˜es para sistemas automo-
tivos, incluindo o padra˜o de sistema operacional utilizado pela KESO.
Como a KESO e´ baseada no OSEK, ela exporta para as aplicac¸o˜es
Java os conceitos deste sistema operacional, dentre os quais esta˜o:
alocac¸a˜o de tarefas (tasks) estaticamente, pol´ıticas de escalonamento,
mecanismos de interrupc¸a˜o e eventos, e comunicac¸a˜o (GROUP, 2005). A
Figura 18, adaptada de (STILKERICH et al., 2006), mostra a arquitetura
da KESO e seus principais conceitos.
Tarefas (tasks) sa˜o as unidades escalona´veis em sistemas OSEK.
Elas possuem prioridade fixa e sa˜o alocadas estaticamente, durante a
gerac¸a˜o do sistema. KESO utiliza o conceito de tasks OSEK como um
substituto para as Threads Java. Isto e´ adequado uma vez que KESO
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Figura 18: Arquitetura da JVM KESO. Adaptada de (STILKERICH et
al., 2006).
foca em sistemas embarcados esta´ticos, os quais alocam os recursos que
sera˜o utilizados pela aplicac¸a˜o durante tempo de projeto.
Apesar de na˜o explorado neste trabalho, a KESO pode ser utili-
zada como um sistema distribu´ıdo composto por domı´nios (domains).
Um domı´nio apresenta-se ao desenvolvedor da aplicac¸a˜o como uma
JVM autocontida a qual possui sua pro´pria heap e campos esta´ticos
de classe. Por causa do conceito de domı´nio, a KESO e´ chamada de
multi-JVM. Uma tarefa no KESO pertence somente a um u´nico domı´nio
e assim como todos os outros tipos de objetos, na˜o pode atravessar as
fronteiras de domı´nios. O conceito de domı´nio foi introduzido inicial-
mente pelo sistema operacional Java JX (GOLM et al., 2002) e repre-
senta um meio com o qual se pode realizar protec¸a˜o de memo´ria em
software. A utilizac¸a˜o de protec¸a˜o de memo´ria em software e´ interes-
sante quando a plataforma alvo e´ desprovida de Unidade de Protec¸a˜o
de Memo´ria (do ingleˆs Memory Protection Unit - MPU) e de Unidade
de Gerenciamento de Memo´ria (do ingleˆs Memory Management Unit
- MMU) .
A comunicac¸a˜o inter-domı´nios e´ realizada por meio de portais
(portals). Cada domı´nio pode prover um servic¸o de portal (portal ser-
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vice) o qual consiste de uma interface Java que oferece servic¸os (ser-
vices) a outros domı´nios. Uma tarefa de outro domı´nio pode importar
o servic¸o oferecido utilizando um servic¸o global de nomes (global name
service).
A JVM KESO resolve o overhead de interpretac¸a˜o de bytecode
Java compilando-o em co´digo C antes da execuc¸a˜o do programa. A Fi-
gura 19, adaptada de (WAWERSICH; STILKERICH; SCHRO¨DER-PREIKSCHAT,
2007), mostra este processo. Os arquivos fonte Java que constituem a
aplicac¸a˜o e a biblioteca de classes KESO sa˜o compiladas em bytecode
utilizando-se um compilador Java padra˜o (e.g. javac). Enta˜o, o compi-
lador do KESO (KESO Builder) traduz os arquivos de bytecode (.class)
em arquivos C e tambe´m gera os arquivos C correspondentes a`s fun-
cionalidades da JVM que sera˜o utilizadas pela aplicac¸a˜o (e.g. coletor
de lixo). Durante o processo, o compilador do KESO analisa o byte-
code e elimina classes, me´todos e campos na˜o acessados pela aplicac¸a˜o
e elimina, quando poss´ıvel, chamadas a me´todos virtuais.
Figura 19: Processo de gerac¸a˜o do sistema. Adaptado de (WAWERSICH;
STILKERICH; SCHRO¨DER-PREIKSCHAT, 2007).
A especificac¸a˜o OSEK afirma que os componentes de sistema
operacional utilizados pela aplicac¸a˜o como, por exemplo, tarefas, alar-
mes e contadores sa˜o automaticamente gerados a partir de um arquivo
de configurac¸a˜o. Este arquivo de configurac¸a˜o e´ escrito utilizando-se a
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Linguagem de Implementac¸a˜o OSEK (do ingleˆsOSEK Implementation
Language - OIL) . A KESO utiliza um arquivo de configurac¸a˜o similar,
escrito na Linguagem de Configurac¸a˜o KESO (do ingleˆs KESO Con-
figuration Language - KCL) , o qual inclui a configurac¸a˜o de domı´nios,
tamanho da heap da JVM, ale´m de todas as configurac¸o˜es suportadas
por um arquivo OIL convencional. Como mostrado na Figura 19, o
compilador KESO leˆ um arquivo KCL e gera um arquivo OIL a partir
do mesmo. Enta˜o, o arquivo OIL pode ser utilizado para a gerac¸a˜o dos
componentes OSEK necessa´rios a` aplicac¸a˜o.
3.1.3.2 FFI da KESO
A FFI da KESO utiliza uma abordagem esta´tica assim como a
KNI da Sun/Oracle, na˜o realizando carga dinaˆmica de me´todos nativos.
Entretanto, diferentemente da KNI, a FFI da KESO proveˆ aos progra-
madores uma API em n´ıvel Java para criac¸a˜o de novas interfaces com
co´digo nativo. Tambe´m na˜o existe problema do co´digo nativo chamar
co´digo Java, uma vez que KESO e a FFI da KESO geram co´digo C.
O projeto da FFI da KESO adota alguns conceitos de AOP.
Utilizando a FFI da KESO e´ poss´ıvel “escrever” pontos de corte (point
cuts) especificando os pontos de junc¸a˜o (join points) de um programa
Java (como por exemplo, me´todos e classes Java) que ira˜o ser afetados
pelos conselhos (advices) fornecidos. Um advice, neste caso, e´ o co´digo
que representa a implementac¸a˜o do um me´todo nativo. A Figura 20
ilustra a utilizac¸a˜o da FFI da KESO. Os aspectos (aspects), os quais
agrupam os point cuts e os advices sa˜o representados na API da FFI
da KESO pela classe abstrata Weavelet. Estendendo a classe Weavelet
e implementando alguns de seus me´todos, e´ poss´ıvel especificar quais
me´todos e classes Java sera˜o afetados e qual co´digo nativo deve ser
gerado.
Outro conceito utilizado pela FFI da KESO sa˜o os objetos ma-
peados em memo´ria (Memory-Mapped Objects) (THOMM et al., 2010).
Um objeto mapeado em memo´ria e´ um objeto Java que, quando cri-
ado, pode apontar para um enderec¸o espec´ıfico de memo´ria do sistema.
Estes tipos de objetos sa˜o u´teis para implementar acesso direto a re-
gistradores de hardware.
A FFI da KESO e´ integrada com o compilador KESO enta˜o,
durante a compilac¸a˜o de bytecode Java em C, instaˆncias de classes we-
avelet sa˜o criadas e utilizadas na gerac¸a˜o de co´digo nativo. Apesar de
que o co´digo especificado por uma weavelet na˜o e´ objeto das ana´lises
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Weavelet
+affectMethod()
+ignoreMethodBody()
WeaveletImplementation
+affectMethod()
+ignoreMethodBody()
affectMethod {
    Código C que deve ser gerado
    para cada método "weaved"
}
Figura 20: Utilizac¸a˜o da FFI do KESO.
esta´ticas executadas pelo compilador KESO, a FFI da KESO ainda
apresenta algumas vantagens interessantes. Por exemplo, se o com-
pilador KESO identifica que o co´digo da aplicac¸a˜o na˜o utiliza algum
me´todo nativo, ele na˜o gera o co´digo nativo para aquele me´todo, re-
duzindo o consumo de memo´ria, o que e´ altamente deseja´vel em um
cena´rio de sistemas embarcados.
3.1.3.3 Integrac¸a˜o com o EPOS
Como mencionado, o compilador KESO gera automaticamente
os objetos de sistema operacional a serem utilizados pela aplicac¸a˜o.
Dentre estes objetos esta˜o tarefas, contadores e alarmes, os quais sa˜o
definidos no arquivo KCL em tempo de projeto da aplicac¸a˜o. O co´digo
C gerado pelo compilador do KESO contendo tais objetos utiliza a API
do sistema operacional OSEK. Logo, uma aplicac¸a˜o desenvolvida com
o KESO necessita de um sistema OSEK para sua execuc¸a˜o.
Como forma de integrar o KESO ao EPOS, foi proposta por
(BAUER, 2008) uma camada que adapta a API do EPOS a` API do
OSEK. Utilizando esta camada, o EPOS se comporta como um sis-
tema operacional OSEK e pode executar aplicac¸o˜es Java geradas pelo
KESO.
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A Figura 21 mostra o ponto onde a camada desenvolvida, cha-
mada na figura de OSEK/EPOS, se encontra. Faz uso desta camada
todo o co´digo gerado pelo KESO correspondente aos objetos de sistema
operacional. O co´digo correspondente as classes da aplicac¸a˜o rodam
sobre o ambiente de execuc¸a˜o do KESO (JVM KESO). O co´digo espe-
cificado pela FFI do KESO pode utilizar a camada OSEK/EPOS, ou
pode acessar o EPOS diretamente. Os adaptadores de co´digo nativo
desenvolvidos nesta dissertac¸a˜o com o uso da FFI do KESO, por exem-
plo, na˜o necessitam da camada OSEK/EPOS, sendo integrados com os
mediadores de hardware dispon´ıveis pelo EPOS de forma direta.
A camada OSEK/EPOS basicamente mapeia construc¸o˜es OSEK
em abstrac¸o˜es EPOS, respeitando a semaˆntica OSEK. Threads EPOS,
por exemplo, sa˜o utilizadas na implementac¸a˜o de Tasks OSEK de
acordo com os estados que uma Task OSEK pode assumir e respei-
tando as politicas de escalonamento definidas por um sistema OSEK.
3.1.4 NanoVM Native Interface
A NanoVM e´ uma JVM a qual possui como alvo microcontrolado-
res da arquitetura AVR8 (8 bits). A NanoVM especifica e implementa
uma FFI pro´pria, referida nesta dissertac¸a˜o como NanoVM Native In-
terface.
3.1.4.1 NanoVM
A NanoVM e´ um exemplo de ma´quina virtual dedicada, oti-
mizada para executar em microcontroladores de 8 bits (AVR8) com
recursos limitados de memo´ria e processamento. A VM necessita de
menos de 8KB de memo´ria de programa e aproximadamente 256 by-
tes de memo´ria RAM. Para atingir estes valores a NanoVM utiliza-se
de te´cnicas como otimizac¸a˜o off-line de bytecode, ale´m de implementar
diversas partes da ma´quina para executar diretamente sobre hardware
(HARBAUM, 2005).
A fim de diminuir o tamanho do bytecode e a fim de processa´-lo
de forma mais ra´pida, a NanoVM conta com uma ferramenta chamada
de NanoVM tool. Esta ferramenta possui como entrada os arquivos de
bytecode compilados pelo compilador Java padra˜o e tem como sa´ıda
um array escrito em C contendo em nu´meros hexadecimais o bytecode
otimizado. Esta otimizac¸a˜o e´ realizada de modo off-line, antes do pro-
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Figura 21: Arquitetura OSEK/EPOS.
grama ser executado pela VM. Dentre as otimizac¸o˜es executadas pela
NanoVM tool esta˜o: a conversa˜o dos strings utilizados para identificar
classes e me´todos Java em identificadores representados por constantes
inteiras.
A NanoVM e´ projetada para rodar diretamente no hardware,
sem a necessidade de um sistema operacional. A vantagem desta abor-
dagem e´ a eliminac¸a˜o do overhead de acesso a dispositivos de hard-
ware que um sistema operacional convencional poderia causar. Isto e´
pago pela total dependeˆncia aos dispositivos de hardware presentes nos
microcontroladores AVR ATMega8 e ATMega32 o que compromete a
portabilidade da NanoVM para outras plataformas de hardware e ar-
quiteturas.
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3.1.4.2 FFI da NanoVM
A NanoVM Native Interface e´ similar a` KNI em termos de con-
cepc¸a˜o e utilizac¸a˜o. A Figura 22 descreve os passos para construc¸a˜o de
adaptadores de co´digo nativo utilizando-se a FFI da NanoVM. O pri-
meiro passo e´ a criac¸a˜o da classe Java que declara os me´todos nativos.
Assim como na KNI, as func¸o˜es nativas sa˜o implementados em arquivos
C, os quais devem ser compilados juntos a` NanoVM. Para registar os
me´todos nativos na VM um dos passos necessa´rios e´ a escrita de um ar-
quivo .native o qual especifica as constantes que identificara˜o o me´todo
nativo. Este arquivo e´ uma das entradas da NanoVM tool, juntamente
com o bytecode gerado pelo compilador Java. O bytecode que corres-
ponde a` aplicac¸a˜o e´ otimizado pela NanoVM tool e compilado junto da
NanoVM. A NanoVM pode ser enta˜o executada carregando a aplicac¸a˜o
que foi compilada com ela.
O mesmo programa de soma de nu´meros, apresentado na Figura
16 na sec¸a˜o sobre a KNI, pode ser implementado utilizando-se a FFI
da NanoVM. Neste caso, o programa Java permanece inalterado. A
implementac¸a˜o do me´todo nativo que realiza a soma e´ mostrada no
programa da Figura 23 A FFI da NanoVM e´ bastante rudimentar se
comparada com a JNI ou KNI. Como pode se observar, e´ necessa´rio tes-
tar o identificador de cada me´todo nativo da classe Adder e as func¸o˜es
stack pop int e stack push interagem diretamente com a pilha da VM.
Ale´m disto, e´ necessa´rio inserir manualmente uma chamada a` func¸a˜o
native adder invoke dentro da implementac¸a˜o da func¸a˜o native invoke
da NanoVM a qual, por sua vez, e´ chamada de dentro do lac¸o principal
do interpretador da VM. O registro dos me´todos nativos e´ realizado
com a criac¸a˜o do arquivo .native e com o registro manual das constan-
tes nume´ricas que identificam os me´todos nativos em um arquivo de
cabec¸alho da VM.
A ligac¸a˜o entre o co´digo Java e o co´digo C e´ realizada na Na-
noVM de forma esta´tica, durante a compilac¸a˜o da VM. Ale´m disto, os
bytecodes da aplicac¸a˜o sa˜o pre´-processados pela NanoVM Tool de forma
semelhante ao realizado pelo compilador KESO. Estas caracter´ısticas
sa˜o interessantes para a execuc¸a˜o da NanoVM em sistemas embarca-
dos, pois respectivamente, eliminam o overhead de carga de me´todos
nativos e reduzem o custo de interpretac¸a˜o de bytecode.
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Figura 22: Passos para a criac¸a˜o de adaptadores de co´digo nativo uti-
lizando a NanoVM Native Interface.
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void native adder invoke (u08 t mref)
{
if (mref == NATIVE METHOD st sum) {
nvm int t a = stack pop int ();
nvm int t b = stack pop int ();
stack push(nvm int2stack(a + b));
}
else {
error (ERROR NATIVE UNKNOWN METHOD);
}
}
Figura 23: Implementac¸a˜o do me´todo sum utilizando FFI da NanoVM.
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3.1.4.3 Integrac¸a˜o com o EPOS
A integrac¸a˜o da NanoVM com o EPOS e´ um trabalho em anda-
mento no Laborato´rio de Integrac¸a˜o de Software e Hardware (LISHA),
da Universidade Federal de Santa Catarina.
A estrate´gia utilizada para integrar a NanoVM ao EPOS consiste
em duas etapas. A primeira etapa consiste em identificar e eliminar
as partes da VM dependente diretamente de hardware, uma vez que
o EPOS fornecera´ os mediadores de hardware necessa´rios. A segunda
etapa consiste em adaptar a NanoVM para suportar mais de uma thread
de execuc¸a˜o. As threads da VM sera˜o enta˜o mapeadas a`s threads EPOS.
Apesar da integrac¸a˜o da NanoVM com o EPOS ser um trabalho
em andamento, a implementac¸a˜o da FFI na ma´quina virtual se encon-
tra completamente funcional e pode ser utilizada no contexto desta
dissertac¸a˜o para o desenvolvimento de adaptadores de co´digo nativo
para dispositivos de hardware.
3.1.5 Lua Foreing Function Interface
A FFI de Lua apresenta-se para o usua´rio por meio da chamada
API C, a qual e´ disponibilizada na implementac¸a˜o padra˜o da lingua-
gem.
3.1.5.1 LVM
O ambiente de suporte a execuc¸a˜o de Lua utiliza um esquema
de compilac¸a˜o e interpretac¸a˜o semelhante ao utilizado na linguagem
Java, onde um programa escrito em Lua e´ traduzido para bytecode
pelo compilador Lua e enta˜o e´ interpretado pela Ma´quina Virtual Lua
(do ingleˆs Lua Virtual Machine - LVM) . A linguagem Lua, incluindo a
LVM possui como objetivos de projeto e implementac¸a˜o: simplicidade,
eficieˆncia, portabilidade e facilidades para embarcar a linguagem em
aplicac¸o˜es C (IERUSALIMSCHY; FIGUEIREDO; CELES, 2005).
Um dos objetivos de Lua e´ ser uma linguagem simples no sentido
de possuir construc¸o˜es sinta´ticas simples e em nu´mero reduzido, o que
facilita a implementac¸a˜o e o aprendizado da linguagem. Lua tambe´m
procura ser simples no sentido de requerer poucas linhas de co´digo
C para a sua implementac¸a˜o. Simplicidade de implementac¸a˜o possui
impacto tambe´m nos outros objetivos da linguagem com eficieˆncia e
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portabilidade.
Lua busca eficieˆncia no sentido de compilar e executar pro-
gramas Lua rapidamente. Compilac¸a˜o eficiente e´ obtida com uma
u´nica varredura no co´digo fonte. O compilador Lua na˜o utiliza re-
presentac¸o˜es intermedia´rias como a´rvores abstratas de sintaxe e assim
que o programa fonte e´ lido os bytecodes correspondentes sa˜o gerados.
O compilador Lua ocupa cerca de 30% do tamanho do nu´cleo da lingua-
gem. Para plataformas que possuam limitac¸o˜es de memo´ria e´ poss´ıvel
eliminar o compilador utilizando diretamente a representac¸a˜o bina´ria
de um programa Lua, previamente compilado. Isto contribui tambe´m
para a execuc¸a˜o mais ra´pida dos programas, uma vez que o tempo de
compilac¸a˜o e´ descartado.
Desde a versa˜o 5.0 da linguagem, Lua possui uma ma´quina vir-
tual baseada em registradores, ao inve´s de uma ma´quina virtual baseada
em pilha, como e´ o caso das ma´quinas virtuais Java e Python. Um
dos argumentos levantados a favor de ma´quinas virtuais baseadas em
registradores e´ a maior proximidade arquitetural com relac¸a˜o a maioria
dos processadores f´ısicos. Em virtude disto, estrate´gias de compilac¸a˜o
sob demanda sa˜o beneficiadas e a traduc¸a˜o de bytecode da ma´quina vir-
tual para co´digo nativo do processador f´ısico pode ser feita em menos
tempo. Por outro lado, uma ma´quina virtual baseada em registrado-
res tente a gerar, para um mesmo programa, um co´digo bina´rio maior
do que uma ma´quina baseada em pilha. Isto acontece, pois apesar do
nu´mero de instruc¸o˜es a serem geradas ser menor, cada instruc¸a˜o em
uma ma´quina baseada em registradores carrega em si a especificac¸a˜o
dos seus operandos.
Lua objetiva portabilidade entre diferentes plataformas de soft-
ware e hardware. Desta forma, o nu´cleo da linguagem deve ser compi-
lado sem modificac¸o˜es em todas as plataformas e programas Lua devem
executar tambe´m sem modificac¸o˜es em todas as plataformas que pos-
suam uma implementac¸a˜o da LVM. Isto e´ obtido com o uso de co´digo C
de acordo com o padra˜o ANSI e sem a utilizac¸a˜o de um grande nu´mero
de bibliotecas C. E´ objetivo da implementac¸a˜o da linguagem compilar
corretamente tambe´m em compiladores C++.
Um dos grandes objetivos de projeto da linguagem Lua e´ o
de servir como linguagem de extensa˜o, podendo ser “embarcada” em
programas maiores, provendo-os com facilidades de uma linguagem de
scripting , como tipagem dinaˆmica e sintaxe simples para realizac¸a˜o das
operac¸o˜es requeridas. Para isto, a linguagem e´ implementada em sua
maioria como uma biblioteca, que pode ser ligada a` programas escritos
em C. A integrac¸a˜o de Lua com C no sentido de prover um programa
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C com facilidades Lua e´ realizada pela API C de Lua. Esta e´ a mesma
API que permite que um programa em Lua acesse funcionalidades de
mais baixo n´ıvel em C, para a manipulac¸a˜o de dispositivos de hardware.
3.1.5.2 API C
A API C de Lua e´ bastante similar a KNI do Java em termos
de arquitetura e utilizac¸a˜o. Desconsiderando as diferenc¸as entre lin-
guagem, os passos necessa´rios para desenvolver adaptadores de co´digos
nativos sa˜o os mesmos da Figura 15 referente a` KNI. O primeiro passo
e´ a criac¸a˜o do programa Lua que utilizara´ as func¸o˜es nativas. Lua na˜o
suporta diretamente o conceito de orientac¸a˜o a objetos, mas utilizando-
se das chamadas meta-tabelas de Lua e´ poss´ıvel obter em Lua o equi-
valente a classes e heranc¸a simples. As func¸o˜es nativas na˜o possuem
nenhuma marcac¸a˜o especial (como a palavra reservada native no caso
do Java), entretanto todas as func¸o˜es nativas devem ser registradas
pelo seu nome na LVM. Assim como na KNI as func¸o˜es nativas sa˜o
implementados em arquivos C, os quais podem ser compilados juntos a
VM, ou ligados a ela de forma esta´tica. O bytecode que corresponde a`
aplicac¸a˜o Lua e´ gerado pelo compilador Lua padra˜o o que pode ocor-
rer durante a execuc¸a˜o da LVM ou previamente no caso de na˜o se deseje
incorporar o compilador Lua no sistema a ser utilizado.
A LVM e´ implementada na forma de uma biblioteca em C. E´
necessa´rio, portanto um programa mı´nimo em C para instanciar a
VM. Este programa, na implementac¸a˜o padra˜o de Lua e´ justamente
o interpretador interativo da linguagem. A Figura 24 mostra um pro-
grama similar ao interpretador do Lua. Por meio da func¸a˜o lua open
um lua State e´ criado. Este representa um ambiente (ou estado) de
execuc¸a˜o Lua, podendo ser considerado como uma nova instaˆncia da
LVM. Uma vez instanciada a LVM, sa˜o carregadas as bibliotecas padra˜o
de Lua que conte´m, dentre outras, func¸o˜es matema´ticas e func¸o˜es de
manipulac¸a˜o de strings. O programa Lua pode ser enta˜o carregado de
um arquivo ou de uma string armazenada em memo´ria, compilado e
executado.
A versa˜o Lua do programa Adder, apresentado na sec¸a˜o sobre
a KNI, e´ mostrado na Figura 25. A func¸a˜o nativa neste caso chama-se
native sum a qual e´ implementada em C, como mostra a Figura 26.
A comunicac¸a˜o entre Lua e C ocorre por meio de uma pilha abstrata,
provida pela FFI de Lua. Esta pilha e´ criada juntamente do estado lua
(lua State) quando a LVM e´ inicializada e e´ um atributo do mesmo. A
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int main()
{
lua State∗ L = lua open();
luaL openlibs (L);
luaL loadfile (L, ”main.lua”);
lua pcall (L, 0, 0, 0);
lua close (L);
return 0;
}
Figura 24: Instanciac¸a˜o da LVM e execuc¸a˜o de um programa Lua.
Adder = {}
function Adder:new(o)
o = o or {}
setmetatable(o, self )
self . index = self
return o
end
function Adder:sum(a, b)
return native sum(a, b)
end
function main()
a = Adder:new{}
s = a:sum(2,3)
print (”sum: ”, s)
end
main()
Figura 25: Parte Lua do programa Adder.
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#include <lua.h>
#include <stdio.h>
int native sum( lua State∗ L)
{
int a = lua tonumber(L, 1);
int b = lua tonumber(L, 2);
lua pushnumber(L, a + b);
return 1;
}
Figura 26: Implementac¸a˜o do me´todo sum utilizando a API C de Lua.
func¸a˜o lua tonumber, e´ utilizada para obter um nu´mero da pilha abs-
trata, e a func¸a˜o lua pushnumber e´ utilizada para colocar o resultado
de volta na pilha. Semelhantemente a` KNI a ordem dos argumentos
obedece a ordem em que os paraˆmetros formais da func¸a˜o sa˜o declara-
dos, iniciando com o ı´ndice 1. O registro da func¸a˜o native sum na LVM
deve ser feito logo apo´s a criac¸a˜o do estado Lua e carga das bibliotecas
Lua padra˜o, utilizando-se a func¸a˜o lua register da seguinte forma:
lua_register(L, "native_sum", native_sum);
Esta amarrac¸a˜o entre o co´digo Lua e o co´digo C, realizada por
meio da func¸a˜o lua register, acontece em tempo de compilac¸a˜o da LVM.
Isto e´ interessante para sistema embarcados, pois se elimina o overhead
de carregar o co´digo nativo em tempo de execuc¸a˜o.
3.1.5.3 Integrac¸a˜o com o EPOS
Lua e´ implementada em ANSI C e as dependeˆncias da lingua-
gem com o sistema operacional sa˜o resolvidas utilizando-se func¸o˜es da
biblioteca libc. Como consequeˆncia portar a Lua para um novo sistema
operacional implica em resolver estes dependeˆncias.
A estrate´gia utilizada por (MACHADO; FRo¨HLICH, 2010) para
portar Lua para o EPOS foi a de resolver as dependeˆncias com a libc
ou por meio de implementac¸a˜o das func¸o˜es requisitadas, ou pela subs-
tituic¸a˜o de func¸o˜es da libc por outras equivalentes.
Ale´m disto, como o EPOS possui foco em sistemas embarcados,
algumas funcionalidades de Lua foram dispensadas como, por exemplo,
funcionalidades para manipulac¸a˜o de arquivos e varia´veis de ambiente
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shell UNIX. Abordagem semelhante foi adotada no projeto eLua o
qual procura desenvolver uma implementac¸a˜o da linguagem para mi-
crocontroladores (PROJECT, 2011).
Foram implementadas func¸o˜es para alocac¸a˜o de memo´ria, func¸o˜es
de manipulac¸a˜o de string , func¸o˜es para medir tempo transcorrido,
gerac¸a˜o de nu´meros randoˆmicos, sa´ıda padra˜o, entre outras. O per-
fil completo das funcionalidade de Lua suportadas e´ apresentado em
(MACHADO; FRo¨HLICH, 2010).
A versa˜o portada inclui a implementac¸a˜o da API C o qual foi
utilizada nesta dissertac¸a˜o para construc¸a˜o de adaptadores de co´digo
nativo para componentes de hardware.
3.2 GERAC¸A˜O AUTOMA´TICA DE ADAPTADORES DE CO´DIGO
NATIVO
A tarefa de escrita de adaptadores para co´digo nativo pode ser
facilitada de duas maneiras, por APIs de alto n´ıvel e por ferramentas
geradoras. As APIs de alto n´ıvel fornecem me´todos espec´ıficos para
auxiliar na criac¸a˜o desses adaptadores, enquanto as ferramentas gera-
doras podem gerar parte de adaptadores ou adaptadores completos a
partir de ana´lise de co´digo nativo ou a partir de uma especificac¸a˜o em
mais alto n´ıvel.
Simplified Wrapper and Interface Generator (SWIG) e a biblio-
teca de func¸a˜o estrangeira de Python ctypeslib sa˜o exemplos de fer-
ramentas que geram adaptadores a partir de arquivos headers C/C++
como entrada. O primeiro suporta diversas linguagens como sa´ıda
como, por exemplo, Python, D e Java. O segundo foca em programas
Python (SWIG, 2011),(CTYPESLIB, 2011). Ravit et al. apresenta uma
ferramenta que tem como objetivo prover funcionalidades da lingua-
gem de mais alto n´ıvel (tuplas, por exemplo) para serem utilizadas no
co´digo dos adaptadores. A ferramenta proposta por Ravit et al. gera
adaptadores Python a partir de co´digo escrito em C e descric¸o˜es de
interface, as quais conteˆm, dentre outras, informac¸o˜es sobre func¸o˜es e
seus respectivos paraˆmetros (RAVITCH et al., 2009). Outras soluc¸o˜es,
como a linguagem Jeannie, misturam co´digo C e Java em um u´nico
programa a partir do qual geram adaptadores JNI automaticamente
(HIRZEL; GRIMM, 2007).
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3.3 DEPURAC¸A˜O DE ADAPTADORES DE CO´DIGO NATIVO
Um adaptador de co´digo nativo pode ser verificado a fim de
determinar a presenc¸a de erros. Esta verificac¸a˜o pode ser feita estati-
camente, a partir da ana´lise do co´digo fonte do adaptador ou dinamica-
mente, executando-se um programa que use o adaptador e verificando
se todas as regras da FFI utilizada sa˜o respeitadas.
Ferramentas como J-BEAM e Ilea realizam detecc¸a˜o de erros ba-
seadas na ana´lise de co´digo fonte, utilizando te´cnicas de ana´lise esta´tica
(KONDOH; ONODERA, 2008), (TAN; MORRISETT, 2007).
Lee et al. lidam com detecc¸a˜o dinaˆmica de erros, no momento em
que o co´digo dos adaptadores esta´ sendo utilizado (LEE et al., 2010). A
ferramenta deles, Jinn sintetiza detectores dinaˆmicos de erros para FFIs
a partir de ma´quinas de estado finito, as quais codificam as restric¸o˜es
de FFI que devem ser testadas. A FFI alvo para a linguagem Java e´ a
JNI, que contem centenas de chamadas de API.
3.4 DISCUSSA˜O
Diversas limitac¸o˜es das FFIs e dos geradores de adaptadores de
co´digo nativo motivaram a elaborac¸a˜o do me´todo para abstrac¸a˜o de
dispositivos de hardware proposto nesta dissertac¸a˜o.
Uma FFI por si so´ na˜o guia o desenvolvedor na tarefa de abs-
trac¸a˜o de dispositivos de hardware, ela apenas proveˆ meios para que se
possa acessar construc¸o˜es de outras linguagens de programac¸a˜o (como
C e C++), as quais possuem a capacidade de controlar diretamente
dispositivos de hardware (o que e´ feito por meio de ponteiros e inline
assembly).
Uma outra limitac¸a˜o no uso manual das FFIs esta´ na suscetibi-
lidade a erros. Diversas FFIs, como KNI, NanoVM FFI e Lua FFI,
exigem que o desenvolvedor fac¸a o “parsing” de cada argumento do
me´todo nativo manualmente (como indicado nas figuras 17, 23 e 26),
devendo lembrar-se da ordem em que os paraˆmetros formais sa˜o decla-
rados. Ale´m disto, e´ necessa´rio que o desenvolvedor tenha em mente as
diferenc¸as semaˆnticas entre as linguagens anfitria˜ e convidada envolvi-
das pela FFI.
Os geradores de adaptadores de co´digo nativo resolvem o pro-
blema de “parsing” manual de argumentos e ajudam a contornar as
diferenc¸as semaˆnticas entre as linguagens envolvidas pela FFI. A fer-
ramenta SWIG e a biblioteca ctypedlib por exemplo, geram adaptado-
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res de co´digo nativo a partir de arquivos headers C/C++, evitando o
“parsing” manual de argumentos (SWIG, 2011; CTYPESLIB, 2011). A
linguagem Jeannie engloba semaˆntica de C e de Java e assim possui
a capacidade de identificar erros semaˆnticos escritos nesta linguagem,
minimizando a gerac¸a˜o de adaptadores de co´digo nativo com erros (HIR-
ZEL; GRIMM, 2007). Entretanto, assim como as FFIs, os geradores de
adaptadores de co´digo nativo na˜o lidam com o problema de abstrac¸a˜o
de dispositivos de hardware.
Uma abordagem candidata para resolver o problema de abs-
trac¸a˜o de dispositivos de hardware que na˜o e´ resolvido pelas FFIs seria
por meio do uso de HALs. Pore´m, como apresentadas no Cap´ıtulo 2, as
HALs tradicionais na˜o sa˜o adequadas para SE, pois encapsulam todos
os recursos dispon´ıveis em uma plataforma, representando uma soluc¸a˜o
monol´ıtica a qual gera interdependeˆncia desnecessa´ria entre dispositi-
vos da plataforma de hardware abstra´ıda.
Como detalhado no Cap´ıtulo 4, o me´todo proposto para gerac¸a˜o
de adaptadores de co´digo nativo utiliza o conceito de mediadores de
hardware para abstrac¸a˜o de dispositivos de hardware em conjunto com
FFIs focadas em sistemas embarcados. A gerac¸a˜o dos adaptadores e´
realizada a partir de descric¸a˜o de mediadores e de descric¸o˜es de FFIs,
sendo que um mediador e´ automaticamente adaptado a` API da FFI alvo
como um processo de weaving de aspectos.
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4 ABSTRAC¸A˜O DE COMPONENTES DE HARDWARE
PARA MPLS EMBARCADAS
Este cap´ıtulo apresenta o me´todo para abstrac¸a˜o de componentes
de hardware para MPLs embarcadas proposto nesta dissertac¸a˜o. Pri-
meiramente, na Sec¸a˜o 4.1, apresentam-se os requisitos que devem ser
levados em considerac¸a˜o na elaborac¸a˜o de um me´todo para desenvol-
vimento de adaptadores de co´digo nativo para controle de dispositi-
vos de hardware. A Sec¸a˜o 4.2 apresenta as ideias que fundamentam
o me´todo proposto, mostrando qual a proposta para atender a cada
requisito levantado. Finalmente na Sec¸a˜o 4.3 e´ mostrado o projeto e
implementac¸a˜o do me´todo, sendo apresentada tambe´m a aplicac¸a˜o do
mesmo em Java (JVMs KESO e NanoVM) e em Lua (LuaVM).
4.1 REQUISITOS
Com base nos trabalhos descritos no cap´ıtulo 3 e na experieˆncia
adquirida com FFIs durante o desenvolvimento deste trabalho, foram
identificados quatro requisitos que devem ser atendidos no projeto de
um me´todo para realizac¸a˜o de interface entre MPLs e dispositivos de
hardware. Sa˜o eles: portabilidade, reuso entre FFIs distintas, desempe-
nho e consumo eficiente de recursos.
1. Portabilidade
E´ deseja´vel que a parte do adaptador de co´digo nativo que con-
centra o co´digo de controle do dispositivo de hardware a ser
abstra´ıdo utilize interfaces independentes de plataforma. Desta
forma, portar o adaptador para outras plataformas significa alte-
rar os me´todos que implementam estas interfaces. Nesse caso, o
co´digo do adaptador em si permanecera´ inalterado.
2. Reuso entre FFIs distintas
A parte de um adaptador de co´digo nativo que controla o dispo-
sitivo de hardware e´, em princ´ıpio, independente da API da FFI
utilizada. Por outro lado, sem o uso dos me´todos fornecidos pela
API da FFI, na˜o existe interface entre o adaptador de co´digo na-
tivo e a MPL utilizada. A separac¸a˜o entre as partes dependente
e independente de FFI permite o reuso do adaptador de co´digo
nativo entre FFIs distintas.
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3. Desempenho
Idealmente, o tempo de resposta de um dispositivo de hardware
acessado por uma MPL deve ser igual ao tempo de resposta obtido
quando utilizando uma linguagem de alto n´ıvel com suporte a
acesso direto a hardware como C e C++. Para que isto seja
verdade, o adaptador de co´digo nativo deve interferir o mı´nimo
poss´ıvel no tempo de resposta do dispositivo de hardware, caso
contra´rio o seu uso pode tornar-se invia´vel.
4. Consumo eficiente de recursos
De forma similar ao desempenho, o consumo de recursos como
memo´ria e energia, causado por um adaptador de co´digo nativo
deve ser o menor poss´ıvel para que na˜o impacte no consumo total
de recursos do sistema.
4.2 CONCEPC¸A˜O DO ME´TODO
Tendo como base os requisitos levantados na Sec¸a˜o 4.1, concebeu-
se um me´todo de criac¸a˜o de adaptadores de co´digo nativo para abs-
trac¸a˜o de dispositivos de hardware. O me´todo proposto leva em con-
siderac¸a˜o todos os requisitos levantados: portabilidade do adaptador
de co´digo nativo entre plataformas distintas, reu´so do adaptador de
co´digo nativo entre FFIs distintas, desempenho e consumo eficiente de
recursos. Questo˜es de tempo real e previsibilidade dos adaptadores
de co´digo nativo na˜o foram abordadas na concepc¸a˜o e avaliac¸a˜o deste
me´todo. Com relac¸a˜o ao requisito “consumo eficiente de recursos”, o
recurso mensurado foi memo´ria; na˜o foi avaliado o consumo de energia
gerado pelos adaptadores de co´digo nativo.
4.2.1 Portabilidade
Uma das opc¸o˜es para um adaptador de co´digo nativo acessar
o dispositivo de hardware a ser abstra´ıdo e´ por meio da utilizac¸a˜o
do controlador do dispositivo dentro do adaptador de co´digo nativo.
Neste caso, os me´todos do adaptador de co´digo nativo podem chamar
os me´todos do controlador do dispositivo ou ate´ mesmo implementar
diretamente o controlador do dispositivo. Em ambos os casos, como
o controlador de dispositivo e´ dependente da plataforma de hardware
utilizada, o adaptador de co´digo nativo tambe´m passa a ser, tendo de
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ser reimplementado para cada nova plataforma de hardware utilizada.
Uma poss´ıvel soluc¸a˜o para o problema da portabilidade e´ a uti-
lizac¸a˜o de uma HAL. Neste caso, o adaptador de co´digo nativo imple-
menta seus me´todos fazendo uso dos me´todos presentes na HAL. Entre-
tanto, como apresentado no Cap´ıtulo 2, HALs na˜o sa˜o adequadas para
sistemas embarcados, pois concentram todos os recursos dispon´ıveis em
uma plataforma e geram interdependeˆncias desnecessa´rias entre esses
recursos. Desta forma, um adaptador de co´digo nativo que fac¸a uso de
uma HAL tambe´m contera´ abstrac¸o˜es para todos os recursos que a HAL
proveˆ, mesmo que na˜o fac¸a uso das mesmas.
A portabilidade de um adaptador de co´digo nativo entre pla-
taformas de hardware distintas e´ obtida com o uso de mediadores de
hardware, apresentados no Cap´ıtulo 2. Como existe um mediador de
hardware para cada dispositivo de hardware presente em uma plata-
forma, elimina-se a interdependeˆncia entre dispositivos gerada por uma
HAL, o que e´ adequado para sistemas embarcados. Ale´m disso, para
cada mediador de hardware a ser utilizado, e´ desenvolvido um adap-
tador de co´digo nativo, obtendo-se um controle fino sobre os recursos
presentes na plataforma.
A Figura 27 mostra a relac¸a˜o entre um adaptador de co´digo
nativo, representado pela classe Native Code Adapter e um mediador
de hardware (Hardware Mediator), para um dispositivo de hardware
gene´rico. O mediador de hardware apresenta uma interface u´nica, para
a qual podem existir diversas implementac¸o˜es. Todos os me´todos do
adaptador de co´digo nativo sa˜o constru´ıdos utilizando-se esta interface
do mediador, portanto o adaptador passa a ser independente de plata-
forma de hardware.
4.2.2 Reuso entre FFIs Distintas
O reuso de um adaptador de co´digo nativo entre FFIs distintas
e´ obtido por meio da fatorac¸a˜o do mediador em partes funcional (in-
dependente de FFI) e parte na˜o funcional (dependente de FFI) e na
posterior composic¸a˜o destas duas partes, para a gerac¸a˜o do adaptador
de co´digo nativo final, o qual sera´ utilizado no contexto de uma FFI
espec´ıfica.
A parte funcional de um adaptador de co´digo nativo e´ a parte que
controla o dispositivo de hardware. Esta parte e´ dependente apenas do
dispositivo a ser abstra´ıdo, podendo ser reutilizada em FFIs distintas.
Esta parte corresponde aos mediadores de hardware e aos me´todos
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<<interface>>
HW_Mediator
+m1()
+m2(): T2
+m3(p3:T2): T3
AVR8_HW_Mediator
IA32_HW_Mediator PPC32_HW_Mediator
MIPS32_HW_Mediator
Native_Code_Adapter
Figura 27: Relac¸a˜o adaptador de co´digo nativo e mediadores de hard-
ware.
presentes nos mesmos.
A parte na˜o funcional de um adaptador de co´digo nativo e´ a
parte dependente da FFI utilizada. Esta parte corresponde ao uso dos
me´todos dos mediadores de acordo com a API provida pela FFI em
questa˜o. Aqui podem ocorrer converso˜es de tipos envolvendo tipos
de dados espec´ıficos da API da FFI e os tipos de dados utilizados nos
mediadores.
A composic¸a˜o das partes funcional e na˜o funcional de um adap-
tador de co´digo nativo e´ encarada como um weaving de aspectos da
Programac¸a˜o Orientada a Aspectos. Neste caso, a parte funcional dos
adaptadores de co´digo nativo, representada pelos mediadores de hard-
ware, e´ o componente a ser adaptado por aspectos. Os aspectos em
si, correspondem a` parte na˜o funcional do adaptador de co´digo nativo,
contendo todos os detalhes dependentes de FFI.
A Figura 28 mostra a arquitetura geral de uma aplicac¸a˜o em
MPL a qual utiliza um objeto MPL, cujos me´todos sa˜o implementados
nativamente. No lado esquerdo da figura sa˜o mostradas as partes fun-
cional e na˜o funcional do adaptador de co´digo nativo ainda separadas.
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O lado direito da figura mostra o resultado obtido apo´s a aplicac¸a˜o dos
aspectos da FFI selecionada. O adaptador de co´digo nativo resultante
da composic¸a˜o dos aspectos de FFI e do mediador de hardware conte´m o
mediador de hardware ja´ adaptado para ser utilizado pela FFI escolhida
e, portanto ja´ integrado com a MPL utilizada.
Figura 28: Adaptador de co´digo nativo antes e depois da aplicac¸a˜o dos
aspectos de FFI.
4.2.3 Desempenho e Consumo Eficiente de Recursos
O uso de mediadores de hardware permite o desenvolvimento de
adaptadores de co´digo nativo com bom desempenho e com uso eficiente
de recursos. Um bom desempenho significa que o tempo de resposta
obtido no acesso a um dispositivo de hardware por meio do adapta-
dor de co´digo nativo, deve ser pro´ximo ao tempo de resposta obtido
quando acessando o mesmo dispositivo de hardware de forma direta,
utilizando uma linguagem com suporte direto a hardware como C e
C++. O ma´ximo overhead de tempo tolera´vel, causado pelo adapta-
dor de co´digo nativo, e´ aquele em que todos os requisitos de tempo da
aplicac¸a˜o sa˜o respeitados. Em uma aplicac¸a˜o tempo real, por exemplo,
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isto significa que nenhum deadline e´ perdido. Ja´ no caso de aplicac¸o˜es
de alto desempenho, por exemplo, significa manter as taxas de proces-
samento (throughput) dentro dos limites esperados. O mesmo vale para
recursos como memo´ria e energia, um consumo eficiente e´ aquele cujos
valores possuem a mı´nima alterac¸a˜o com e sem o uso dos adaptadores
de co´digo nativo. Os valores neste caso tambe´m dependem da aplicac¸a˜o
e na˜o devem interferir nos requisitos de consumo de memo´ria e energia,
como por exemplo, tempo de vida de bateria.
Sa˜o duas as razo˜es pelas quais os mediadores de hardware per-
mitem o desenvolvimento de adaptadores de co´digo nativo com bom
desempenho e com consumo eficiente de recursos. A primeira delas
esta´ ligada ao projeto dos mediadores de hardware. Como existe um
mediador para cada dispositivo presente na plataforma de hardware,
o overhead causado por falsas interdependeˆncias entre dispositivos que
ocorre nas HALs e´ eliminado. A segunda esta´ relacionada a`s te´cnicas
utilizadas na implementac¸a˜o dos mediadores de hardware. Utilizando-
se metaprogramac¸a˜o esta´tica baseada em templates e realizando inli-
ning dos me´todos dos mediadores, estes sa˜o dissolvidos no co´digo cliente
dos mediadores, eliminando-se o custo de chamadas aos me´todos dos
mediadores.
No Cap´ıtulo 2, os clientes dos mediadores de hardware sa˜o as
abstrac¸o˜es do EPOS. De forma similar, no contexto desta proposta, as
abstrac¸o˜es em MPL sa˜o os clientes dos adaptadores de co´digo nativo
e dos mediadores de hardware. O n´ıvel de desempenho obtido varia
de acordo com a abordagem da FFI e da MPL utilizada. Existem dois
cena´rios poss´ıveis, caso a MPL utilize uma representac¸a˜o bina´ria igual
a` representac¸a˜o bina´ria da HLL nativa (na qual o adaptador de co´digo
nativo e os mediadores esta˜o implementados) ou caso a MPL utilize uma
representac¸a˜o bina´ria diferente.
A Figura 29 ilustra o caso da MPL utilizar uma representac¸a˜o
bina´ria distinta da representac¸a˜o da HLL nativa. Um exemplo deste
cena´rio sa˜o as ma´quinas virtuais Java que realizam interpretac¸a˜o de
bytecode. O bytecode e´ a representac¸a˜o bina´ria dos fontes Java (a MPL
em questa˜o). A representac¸a˜o bina´ria do mediador de hardware e do
adaptador de co´digo nativo escritos em C++ e´ o co´digo de ma´quina
para uma dada plataforma. Neste caso, podem ser utilizadas te´cnicas
para que os me´todos do mediador se dissolvam nos me´todos do adap-
tador de co´digo nativo. No caso de composic¸a˜o do adaptador de co´digo
nativo e dos mediadores por meio de heranc¸a pode-se dizer que os
me´todos sa˜o os mesmos, uma vez que os me´todos do adaptador sera˜o
herdados do mediador. Entretanto, como a MPL esta´ representada em
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bytecode, existe o custo da chamada ao me´todo do adaptador de co´digo
nativo, o qual e´ invocado pelo objeto em MPL em bytecode.
Figura 29: MPL e HLL com representac¸a˜o bina´ria distintas.
O outro caso, representado pela Figura 30, ocorre quando a re-
presentac¸a˜o bina´ria da MPL e´ a mesma que a representac¸a˜o bina´ria do
adaptador de co´digo nativo. Este e´ o caso, por exemplo, de ma´quinas
virtuais Java que na˜o realizam interpretac¸a˜o de bytecode, mas tradu-
zem o bytecode para C, por exemplo, ou diretamente para co´digo de
ma´quina. Neste caso, a representac¸a˜o bina´ria da MPL passa a ser,
em u´ltima instaˆncia, co´digo de ma´quina, que e´ a mesma representac¸a˜o
bina´ria da HLL (C++) utilizada na escrita do adaptador de co´digo na-
tivo. Nesta situac¸a˜o, e´ poss´ıvel dissolver os me´todos do adaptador de
co´digo nativo diretamente na aplicac¸a˜o que os utiliza. Assim na˜o existe
nenhum overhead de chamada aos me´todos dos adaptadores de co´digo
nativo.
Na sec¸a˜o de projeto e implementac¸a˜o do me´todo proposto e´ deta-
lhado como a composic¸a˜o entre adaptador de co´digo nativo e mediador
de hardware pode ser feita.
4.3 PROJETO E IMPLEMENTAC¸A˜O DO ME´TODO
Esta sec¸a˜o detalha o projeto do me´todo de criac¸a˜o de adap-
tadores de co´digo nativo para abstrac¸a˜o de dispositivos de hardware
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Figura 30: MPL e HLL com a mesma representac¸a˜o bina´ria.
fundamentado nas ideias apresentadas na sec¸a˜o anterior. Esta sec¸a˜o
mostra tambe´m a implementac¸a˜o desde projeto e sua aplicac¸a˜o nas
MPLs Java e Lua. O projeto apresentado resultou na criac¸a˜o de uma
ferramenta extens´ıvel para gerac¸a˜o de adaptadores de co´digo nativo,
chamada de Extensible Binding Generator (EBG).
A automac¸a˜o da gerac¸a˜o de adaptadores de co´digo nativo por
meio de uma ferramenta, ale´m de facilitar a construc¸a˜o dos adapta-
dores de co´digo nativo, evita erros de programac¸a˜o no uso da API da
FFI alvo. Como discutido na Sec¸a˜o 3.4, diversas FFIs, como KNI, Na-
noVM FFI e Lua FFI, exigem que o desenvolvedor fac¸a o “parsing” de
cada argumento do me´todo nativo manualmente, devendo lembrar-se
da ordem em que os paraˆmetros formais sa˜o declarados, ale´m de ter
em mente as diferenc¸as semaˆnticas entre das diferentes linguagens que
a FFI envolve.
A opc¸a˜o do EBG de utilizar uma representac¸a˜o intermedia´ria
com semaˆntica definida, para descrever os mediadores de hardware e
aspectos de FFI ao inve´s de transformac¸o˜es meramente sinta´ticas sobre
o co´digo fonte, permite uma noc¸a˜o de tipos de dados o que contribui
para evitar que o co´digo gerado possua erros semaˆnticos.
A Figura 31 apresenta o fluxo completo de gerac¸a˜o de um sis-
tema que utiliza o me´todo proposto de interface entre componentes de
hardware e MPLs para sistemas embarcados. A partir de uma ana´lise
da aplicac¸a˜o, sa˜o identificados quais mediadores de hardware sera˜o ne-
cessa´rios para suportar a aplicac¸a˜o embarcada. Sa˜o enta˜o selecionados
mediadores de hardware existentes, os quais servem de entrada para
o EBG. Outra entrada do EBG e´ a selec¸a˜o da MPL e da FFI alvo.
Sa˜o sa´ıdas do EBG, os adaptadores de co´digo nativo dos mediadores
de hardware adaptados para a FFI alvo e a contrapartida em MPL dos
mediadores de hardware. A contrapartida MPL dos mediadores e´ com-
pilada junto com a aplicac¸a˜o por um compilador MPL, o qual ira´ gerar
os bytecodes correspondentes. E´ interessante notar que estes bytecodes
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Figura 31: Fluxo completo de gerac¸a˜o do sistema.
podem ser externalizados como e´ o caso dos arquivos class em Java ou
direcionados diretamente ao interpretador da linguagem como e´ o caso
padra˜o do Lua. Os adaptadores de co´digo nativo gerados pelo EBG e
bytecode da aplicac¸a˜o sa˜o enta˜o integrados ao ambiente de suporte a
execuc¸a˜o (e.g. ma´quina virtual) da MPL em questa˜o. Este processo e´
dependente da implementac¸a˜o de MPL utilizada e sera´ discutido caso a
caso mais a diante nesta sec¸a˜o. Compilando-se o ambiente de suporte
de execuc¸a˜o da MPL que inclui o EPOS e os mediadores de hardware,
a imagem contendo o sistema final e´ gerada.
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A Figura 32 expande o bloco EBG da Figura 31 e mostra como o
EBG e´ organizado internamente. Para cada mediador de hardware que
entra no EBG sa˜o aplicados os aspectos da FFI selecionada, adaptando
o mediador para a API da FFI. A composic¸a˜o do mediador e aspectos e´
executada pelo mo´dulo Weaver. E´ interessante destacar que os media-
dores que entram no EBG, os aspectos de FFI e a sa´ıda doWeaver em si,
sa˜o descritos por uma representac¸a˜o interna do EBG que se assemelha
muito a uma A´rvore Abstrata de Sintaxe (do ingleˆs Abstract Sintax
Tree - AST) . A sa´ıda do mo´dulo Weaver entra no mo´dulo Generator
que transformara´ a representac¸a˜o interna do EBG para co´digo na lin-
guagem exigida pela FFI da MPL alvo. O co´digo gerado e´ dependente
da FFI alvo e sera´ detalhado mais a diante para cada FFI utilizada neste
trabalho.
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Figura 32: Arquitetura do EBG.
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4.3.1 Representac¸a˜o de Mediadores e de Aspectos de FFI
Os mediadores de hardware que entram no EBG esta˜o descritos
na linguagem de representac¸a˜o interna do EBG. Esta descric¸a˜o dos me-
diadores de hardware em princ´ıpio pode ser obtida ou da ferramenta ge-
radora do EPOS, ou ainda a partir da ana´lise dos arquivos de cabec¸alho
C++ que conte´m a interface utilizada pelos mediadores.
A representac¸a˜o interna do EBG e´ baseada no metamodelo DERCS,
descrito na Sec¸a˜o 2.3.3. Os elementos estruturais e comportamentais
do DERCS sa˜o utilizados para descrever os mediadores de hardware. Os
elementos do DERCS relacionados a` orientac¸a˜o a aspectos sa˜o utilizados
para descrever os aspectos de FFI. E´ interessante notar pore´m que nem
todos os elementos do DERCS foram utilizados pois, embora o EBG
possa ser integrado com ferramentas de gerac¸a˜o de sistemas a partir de
modelos que sigam a MDE, isto esta´ fora do escopo deste trabalho.
Outra diferenc¸a entre o EBG e a ferramenta GenERTiCA, des-
crita em (WEHRMEISTER, 2009), e´ quanto a` composic¸a˜o de aspectos
e elementos estruturais e comportamentais. No caso de (WEHRMEIS-
TER, 2009) como o foco e´ em MDE, a composic¸a˜o de aspectos ocorre
no momento da gerac¸a˜o de co´digo para o sistema. O metamodelo
DERCS especifica de forma abstrata quais adaptac¸o˜es estruturais e com-
portamentais devem ocorrer, pore´m a implementac¸a˜o da semaˆntica
destas operac¸o˜es e´ definida pelas regras que mapeiam o modelo em
co´digo. No EBG, a composic¸a˜o de aspectos ocorre totalmente em n´ıvel
de modelo. Por esta raza˜o neste trabalho estendeu-se o metamodelo
DERCS para suportar adaptac¸o˜es estruturais e comportamentais con-
cretas, com semaˆntica definida.
A Figura 33 mostra a extensa˜o da adaptac¸a˜o estrutural Struc-
turalAdaptation do DERCS. Definiram-se dois novos tipos concretos de
adaptac¸a˜o estrutural, DeclareParent e AddAttribute. A semaˆntica de
DeclareParent e´ definir uma nova superclasse para a classe que sera´
afetada pelo aspecto. Desta forma, a classe alvo desta adaptac¸a˜o passa
a ter como superclasse a classe indicada pelo atributo parent do me-
tamodelo. O me´todo weave presente no metamodelo sera´ explicado
quando for comentada a composic¸a˜o de aspectos do EBG. A adaptac¸a˜o
AddAttribute, quando aplicada, adiciona um novo atributo a` classe alvo
da aplicac¸a˜o do aspecto.
A Figura 34 mostra a extensa˜o da adaptac¸a˜o comportamen-
tal BehavioralAdaptation do DERCS. Foram definidos dois novos ti-
pos de adaptac¸o˜es comportamentais, AddSendMessageAction e AddRe-
turnSendMessageAction. A adaptac¸a˜o AddSendMessageAction adici-
91
StructuralAdaptation
+weave(joinpoints:List<Joinpoint>,relativePosition:RelativePosition)
DeclareParent
-parent: Class
+weave...()
AddAttribute
-attribute: Attribute
+weave...()
Figura 33: Extensa˜o da adaptac¸a˜o estrutural do DERCS.
ona comportamento ao corpo de um me´todo, mais especificamente ela
adiciona uma ac¸a˜o (Action) de chamada a um me´todo pertencente
a uma classe qualquer, representado pelo elemento comportamental
SendMessageAction. Sa˜o especificados por esta adaptac¸a˜o a mensagem
a ser adicionada, o me´todo relacionado a esta mensagem e as classes
envolvidas. A adaptac¸a˜o AddReturnSendMessageAction e´ ideˆntica a`
adaptac¸a˜o AddSendMessageAction, exceto pelo fato de que, ale´m de
adicionar uma mensagem de chamada a um me´todo, ela considera que
esta mensagem ira´ retornar um valor e que este valor sera´ retornado pelo
me´todo que esta´ sendo afetado pelo aspecto. Ambas as adaptac¸o˜es Add-
SendMessageAction e AddReturnSendMessageAction podem ser aplica-
das no in´ıcio do comportamento de um me´todo (BEFORE ), ao final
do comportamento (AFTER), ou podem substituir o comportamento
do me´todo por completo (AROUND).
4.3.2 Composic¸a˜o de Mediadores e Aspectos de FFI
O mo´dulo Weaver do EBG implementa a ideia apresentada na
figura 28, onde sa˜o compostos os mediadores de hardware e os aspectos
da FFI alvo. O processo de weaving no EBG e´ relativamente simples,
sendo apresentado pelo Algoritmo 1. Para cada elemento do modelo
que deve ser afetado (i.e. joinpoint), o qual e´ descrito pelos pointcuts
de um aspecto, aplica-se todas as adaptac¸o˜es de aspectos corresponden-
tes. Da forma como e´ modelado, um pointcut conhece todos os pontos
do modelo que ele afetara´, assim como conhece todas as adaptac¸o˜es
que devem ser aplicadas. Desta forma, a aplicac¸a˜o de uma adaptac¸a˜o
de aspecto sobre um elemento do modelo e´ realizada invocando-se o
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BehavioralAdaptation
+weave(joinpoints:List<Joinpoint>,relativePosition:RelativePosition)
AddSendMessageAction
-from: Class
-to: Class
-relatedMethod: Method
-message: SendMessageAction
+weave...()
AddReturnSendMessageAction
-attribute: DataType
+weave...()
Figura 34: Extensa˜o da adaptac¸a˜o comportamental do DERCS.
Algorithm 1 Processo de composic¸a˜o de aspectos no EBG.
for all aspects ∈ model do
aspect← model.aspect
for all pointcuts ∈ aspect do
adaptation← pointcut.aspectAdaptation
adaptation.weave(pointcut.joinpoints, pointcut.position)
end for
end for
me´todo weave que aparece nas Figuras 33 e 34, as quais apresentam as
adaptac¸o˜es de aspectos criadas.
No decorrer da elaborac¸a˜o deste projeto foram identificados dois
padro˜es por meio dos quais um mediador de hardware pode ser adap-
tado a` FFI alvo. Estes padro˜es foram nomeados de Adaptac¸a˜o Baseada
em Objeto (do ingleˆs Object-based Adaptation - OBA) e Adaptac¸a˜o
Baseada em Classe (do ingleˆs Class-based Adaptation - CBA) . Estes
padro˜es determinam qual sera´ a relac¸a˜o entre o adaptador de co´digo
nativo e o mediador de hardware. No primeiro caso (OBA) o adaptador
de co´digo nativo possuira´ uma referencia para o objeto que representa
o mediador de hardware. No caso de CBA, a composic¸a˜o entre o adap-
tador de co´digo nativo e o mediador de hardware sera´ feita por meio
de heranc¸a.
As Figuras 35 e 36 ilustram de forma gene´rica (independente da
FFI alvo) o processo de weaving utilizando, respectivamente, os padro˜es
OBA e CBA. Antes de executar os processos de OBA e CBA ou qualquer
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tipo de weaving, o EBG realiza uma preparac¸a˜o em cima da descric¸a˜o do
mediador de hardware (HW Mediator). A partir de HW Mediator, o
EBG gera a contrapartida em MPL do mediador (MPL Mediator) a qual
possuira´ os me´todos presentes no mediador de hardware, pore´m na˜o
possuira´ implementac¸a˜o; todos os seus me´todos sera˜o marcados como
nativos. A partir da ana´lise dos me´todos de HW Mediator, o EBG gera
tambe´m um esqueleto de adaptador de co´digo nativo (NativeMediator)
representado por uma classe com os mesmos me´todos de HW Mediator
pore´m tambe´m sem implementac¸a˜o.
VHLL_Mediator
+<<native>> operation1(p1:Type1)
+<<native>> operation2(): Type1
HW_Mediator
+operation1(p1:Type1)
+operation2(): Type1
HW_Mediator
+operation1(p1:Type1)
+operation2(): Type1
NativeMediator
+operation1(p1:Type1)
empty body
+operation2(): Type1
empty body
NativeMediator
+operation1(p1:Type1)
body implemented
+operation2(): Type1
body implemented
VHLL_Mediator
+<<native>> operation1(p1:Type1)
+<<native>> operation2(): Type1
Figura 35: Aplicac¸a˜o de adaptac¸a˜o baseada em objeto.
No caso de OBA, apo´s o weaving o adaptador de co´digo na-
tivo NativeMediator possuira´ uma referencia ao mediador de hardware
HW Mediator. Isto e´ obtido aplicando-se a adaptac¸a˜o estrutural Ad-
dAttribute em NativeMediator. A referencia a` HW Mediator sera´ uti-
lizada na implementac¸a˜o dos me´todos de NativeMediator, utilizando
adaptac¸o˜es do tipo AddSendMessageAction, ja´ seguindo a interface e
especificac¸o˜es da FFI alvo. A Figura 37 ilustra a aplicac¸a˜o do padra˜o
OBA para a FFI da NanoVM. A Figura 38 ilustra o mesmo para a FFI
do KESO. Ambas as figuras focam no cena´rio apo´s a aplicac¸a˜o do wea-
ving. Considerando as diferenc¸as dependentes de FFI, pode-se observar
94
VHLL_Mediator
+<<native>> operation1(p1:Type1)
+<<native>> operation2(): Type1
HW_Mediator
+operation1(p1:Type1)
+operation2(): Type1
HW_Mediator
+operation1(p1:Type1)
+operation2(): Type1
NativeMediator
+operation1(p1:Type1)
empty body
+operation2(): Type1
empty body
NativeMediator
+operation1(p1:Type1)
body implemented
+operation2(): Type1
body implemented
VHLL_Mediator
+<<native>> operation1(p1:Type1)
+<<native>> operation2(): Type1
Figura 36: Aplicac¸a˜o de adaptac¸a˜o baseada em classe.
que em ambos os casos o me´todo operation do mediador de hardware
e´ invocado por meio da referencia ao objeto inner o qual representa o
HW Mediator de fato.
No caso de CBA, apo´s o weaving o adaptador de co´digo nativo
NativeMediator estendera´ a classe do mediador de hardware HW Mediator.
Isto e´ obtido aplicando-se a adaptac¸a˜o estrutural DeclareParent em
NativeMediator. Utilizando adaptac¸o˜es do tipo AddSendMessageAc-
tion implementa-se os me´todos de NativeMediator para a FFI alvo.
No caso do uso de CBA, o trecho inner.operation das Figuras 37 e
38 e´ substitu´ıdo por operation, que representa o me´todo herdado de
HW Mediator.
4.3.3 Gerac¸a˜o Automa´tica de Adaptadores de Co´digo Nativo
A sa´ıda do mo´dulo Weaver do EBG e´ um conjunto de adap-
tadores de co´digo nativo ja´ adaptados para a FFI alvo, mas ainda na
linguagem de representac¸a˜o interna do EBG. O mo´dulo gerador do EBG
tem como objetivo transformar estes adaptadores em co´digo fonte que
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HW_Mediator
+operation(a:int,b:int): int
NativeMediator
+operation(a:int,b:int): int
body implemented
VHLL_Mediator
+<<native>> operation(a:int,b:int): int
 inner
nvm_int_t a = stack_pop_int();
nvm_int_t b = stack_pop_int();
nmv_int_t c = inner.operation(a,b);
nvm_stack s = nvm_int2stack(c);
return inner.operation(a,b);
Figura 37: Aplicac¸a˜o de adaptac¸a˜o baseada em objeto para a FFI da
NanoVM.
possa ser integrado ao ambiente de suporte a` execuc¸a˜o da MPL alvo.
O procedimento em alto n´ıvel desta transformac¸a˜o e´ mostrado no Al-
goritmo 2 e consiste basicamente na traduc¸a˜o de corpos de me´todo
para a linguagem esperada pela FFI alvo e na aplicac¸a˜o de um ou mais
templates que formatara˜o o co´digo de acordo com as regras da FFI
utilizada.
Algorithm 2 Gerac¸a˜o de adaptadores de co´digo nativo no EBG.
for all method ∈ NativeMediator do
methodBody ← translateToTargetLanguage(method.body)
nativeCodeAdapter ← applyTargetFFI Template(methodBody)
write(nativeCodeAdapter)
end for
No caso da JVM KESO, a sa´ıda do mo´dulo gerador do EBG sa˜o
os arquivos Java contendo, respectivamente, a classe weavelet e a classe
da contrapartida Java do mediador de hardware. A classe weavelet e´
utilizada pelo compilador do KESO na gerac¸a˜o do sistema final, como
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HW_Mediator
+operation(a:int,b:int): int
NativeMediator
+operation(a:int,b:int): int
body implemented
VHLL_Mediator
+<<native>> operation(a:int,b:int): int
 inner
return inner.operation(a,b);
Figura 38: Aplicac¸a˜o de adaptac¸a˜o baseada em objeto para a FFI da
KESO JVM.
descrito na Sec¸a˜o 3.1.3.2. A classe da contrapartida Java do mediador
de hardware e´ utilizada na aplicac¸a˜o e compilada com um compilador
Java padra˜o. Posteriormente, aplicac¸a˜o e classe Java do mediador sa˜o
traduzidos de bytecode para a linguagem C, como tambe´m descrito na
Sec¸a˜o 3.1.3.2.
Como exemplo de co´digo gerado pelo EBG para a FFI da JVM
KESO, a Figura 39 mostra os principais trechos da classe weavelet.
Pode-se observar que o trecho
return operation(inner, a, b);
foi gerado a partir do corpo do me´todo operation, mostrado na figura 38.
No caso, a representac¸a˜o interna do EBG foi traduzida para co´digo em
linguagem C, especificando exatamente o co´digo que o compilador do
KESO devera´ gerar. Neste caso espec´ıfico, como co´digo C foi gerado ao
inve´s de C++, e´ utilizado um wrapper C/C++ para acessar os me´todos
do mediador de hardware do EPOS (escritos em C++). Este wrapper
“traduz”
return operation(inner, a, b);
em
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public class MediatorWeavelet extends Weavelet {
// ...
public boolean affectMethod(IMClass clazz, IMMethod method, Coder coder)
throws CompileException
{
if (method.termed(”operation01(II)I”)) {
coder.addln(”return operation( inner , a, b);”);
return true ;
}
// ...
return false ;
}
}
Figura 39: Classe weavelet de um mediador de hardware qualquer.
return inner->operation(a, b);
E´ poss´ıvel observar na Figura 39 o uso do padra˜o OBA, uma vez que
o ponteiro inner e´ um dos atributos do adaptador de co´digo nativo
gerado.
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5 AVALIAC¸A˜O DO ME´TODO PROPOSTO
Este cap´ıtulo apresenta a avaliac¸a˜o da proposta de interface entre
dispositivos de hardware e MPLs embarcadas, introduzida no Cap´ıtulo
4, no contexto de Java e Lua embarcadas. Primeiramente sa˜o apresen-
tadas as me´tricas utilizadas na avaliac¸a˜o, as quais foram definidas com
base nos requisitos apresentados na Sec¸a˜o 4.1. Em seguida apresentam-
se as aplicac¸o˜es caso de estudo, nos quais os adaptadores de co´digo
nativo para mediadores de hardware foram avaliados e discutem-se os
resultados obtidos nas avaliac¸o˜es. A sec¸a˜o final deste cap´ıtulo sumariza
o que foi aprendido com os casos de estudo e discute contribuic¸o˜es ale´m
das originalmente previstas neste trabalho.
5.1 DEFINIC¸A˜O DAS ME´TRICAS UTILIZADAS
As me´tricas utilizadas para avaliac¸a˜o das aplicac¸o˜es caso de es-
tudo em relac¸a˜o os requisitos de sistemas embarcados sa˜o derivadas do
requisitos levantados na Sec¸a˜o 4.1. Sa˜o elas: desempenho, consumo
de memo´ria, portabilidade entre plataformas de hardware e reuso dos
adaptadores de co´digo nativo entre FFIs distintas.
5.1.1 Desempenho
Um adaptador que realize interface entre MPLs e dispositivos
de hardware deve interferir o mı´nimo poss´ıvel no tempo de resposta
original de tais dispositivos, caso contra´rio, sua utilizac¸a˜o pode tornar-
se impratica´vel. Como forma de avaliar a proposta do Cap´ıtulo 4, foram
medidos o tempo de resposta do dispositivo de hardware em ana´lise
acessando-o diretamente (e.g. por uma aplicac¸a˜o C++) e acessando-
o pelos adaptadores de co´digo nativo desenvolvidos de acordo com a
proposta.
O overhead de tempo gerado por uma FFI e´ descrito pela equac¸a˜o
5.1. Dispositivo (tempo do dispositivo) e´ definido como o tempo de res-
posta original o qual e´ composto pelo tempo do mediador de hardware
mais o tempo do dispositivo f´ısico. Total (tempo total) adiciona ao Dis-
positivo o tempo de resposta do me´todo nativo, incluindo a chamada
para o me´todo e o retorno do me´todo.
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OverheadFFI(%) =
�
1− Dispositivo
Total
�
× 100 (5.1)
5.1.2 Consumo de Memo´ria
O adaptador de co´digo nativo que encapsula um dispositivo de
hardware deve impactar o mı´nimo poss´ıvel na quantidade de memo´ria
de co´digo e de dados necessa´ria a` execuc¸a˜o da aplicac¸a˜o. O overhead
de memo´ria gerado pelo uso de adaptadores de co´digo nativo e´ definido
pelo aumento no tamanho da a´rea de co´digo e de dados causado pelo
adaptador. Uma parcela deste aumento e´ espec´ıfica de cada me´todo
nativo criado. Outra parcela deste aumento e´ causada pelo ambiente
de suporte a execuc¸a˜o da MPL (i.e. VM) e e´ compartilhada entre todos
os me´todos nativos.
Como forma de estimar o overhead de memo´ria gerado pelo uso
de adaptadores de co´digo nativo mediu-se, por me´todo nativo, o au-
mento no tamanho da a´rea de co´digo e de dados.
Ale´m disso, foi avaliado qual o impacto que todos os me´todos
nativos em conjunto possuem na aplicac¸a˜o. Para tal, foi comparado a
soma do overhead de cada me´todo nativo com o footprint da imagem
bina´ria contendo o sistema como um todo (aplicac¸a˜o e ambiente de
suporte a execuc¸a˜o), como mostra a equac¸a˜o 5.2.
Impacto(%) =
��N
i=1Overhead adaptadori
Footprint
�
× 100 (5.2)
5.1.3 Portabilidade
Os adaptadores de co´digo nativo foram avaliados quanto a` por-
tabilidade de plataforma. Portabilidade de plataforma significa que um
mesmo adaptador de co´digo esta´ apto a operar em plataformas distintas
de hardware, sem a necessidade de reimplementa-lo para cada plata-
forma de hardware. Este tipo de portabilidade e´ obtido construindo-
se o adaptador de co´digo nativo sobre interfaces que possuem imple-
mentac¸o˜es para diversas plataformas de hardware.
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5.1.4 Reuso entre FFIs Distintas
O reuso do adaptador de co´digo nativo entre FFIs distintas e´
medido pelo nu´mero de FFIs distintas que um mesmo adaptador pode
ser utilizado sem a necessidade de alterar sua parte funcional (a parte
que controla o dispositivo de hardware).
5.2 CASOS DE ESTUDO
Treˆs aplicac¸o˜es foram utilizadas como caso de estudo: uma aplicac¸a˜o
de comunicac¸a˜o serial, uma aplicac¸a˜o de estimativa de movimento em
codificac¸a˜o de v´ıdeo H.264 e uma aplicac¸a˜o de monitorac¸a˜o de tempe-
ratura.
5.2.1 Aplicac¸a˜o Comunicac¸a˜o Serial
O primeiro caso de estudo da aplicac¸a˜o do me´todo proposto nesta
dissertac¸a˜o foi o uma aplicac¸a˜o sinte´tica que utiliza um dispositivo de
hardware Transmissor-Receptor Ass´ıncrono Universal (do ingleˆs Uni-
versal Asynchronous Receiver Transmitter - UART) para comunicac¸a˜o
serial. Esta aplicac¸a˜o foi avaliada em Java, utilizando a FFI KESO,
nas arquiteturas IA32 e AVR8. Como indicado pelo nome as duas
primeiras sa˜o arquiteturas de 32 bits e AVR8 e´ uma arquitetura de 8
bits.
A versa˜o em Java da aplicac¸a˜o, mostrada pelo programa da
figura 40, utiliza o mediador de hardware da UART para escrever ca-
racteres em um dispositivo serial. A classe Java UART, gerada como
uma das sa´ıdas do EBG, e´ a contraparte Java da classe UART do medi-
ador de hardware e possui apenas me´todos nativos sem qualquer imple-
mentac¸a˜o. O me´todo utilizado nesta aplicac¸a˜o foi o me´todo put e um
dos construtores da UART. O me´todo put possui um u´nico paraˆmetro,
do tipo char, que representa o caractere a ser enviado para a UART. O
construtor utilizado possui a seguinte assinatura:
UART(int baud, int data_bits, int parity,
int stop_bits, int unit)
onde e´ poss´ıvel especificar a taxa de transmissa˜o da UART (baud rate),
bit de dado, paridade, bit de parada e a unidade da UART a ser utilizada,
caso a plataforma disponha mais de uma. Existe tambe´m outra versa˜o
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package test;
import keso.core .Task;
import epos.mediador.UART;
public class UART Test extends Task {
public void launch() {
UART serial = new UART(19200, 8, 0, 1, 0);
while (true) {
serial .put(’M’);
}
}
}
Figura 40: Exemplo UART.
do construtor, sem paraˆmetros, o qual cria um mediador de UART com
o os valores padra˜o da plataforma utilizada.
Outra sa´ıda do EBG e´ o adaptador de co´digo nativo ja´ adaptado
para ser integrado com o ambiente de suporte a execuc¸a˜o da MPL alvo.
No caso da FFI do KESO isto se traduz na classe UART Weavelet que
conte´m a especificac¸a˜o de implementac¸a˜o de cada me´todo da UART,
sendo a implementac¸a˜o final gerada pelo compilador do KESO. A Fi-
gura 41 mostra a arquitetura geral do programa exemplo UART para
a FFI KESO. Sa˜o mostradas as principais classes envolvidas distin-
guindo a parte de co´digo Java (cinza-escuro) da parte de co´digo C
(cinza-claro). Pode-se observar que as classes em Java correspondem a`
quase todo co´digo escrito, incluindo a classe da aplicac¸a˜o UART Test,
a classe UART do lado Java e o UART Weavelet.
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Figura 41: Arquitetura do programa UART para a FFI do KESO.
104
Tabela 1: Overhead de tempo gerado pelo adaptador de co´digo nativo.
Total (µs) Dispositivo (µs) Overhead FFI (%)
Proposta 517.74 517.54 0.04
JSE 8364683.74 8238695.07 1.5
Com o objetivo de avaliar o desempenho do adaptador de co´digo
nativo desenvolvido, foi calculado o overhead de tempo para o me´todo
put da UART na arquitetura IA32 de acordo com a equac¸a˜o 5.1. Fo-
ram realizadas 10 amostragens de tempo em 3 execuc¸o˜es distintas da
aplicac¸a˜o.
Utilizou-se o time stamp clock do EPOS para computar o tempo.
O overhead obtido, por meio da equac¸a˜o 5.1, corresponde a menos que
0.04% do tempo total de execuc¸a˜o do me´todo.
Como forma de estimar a relevaˆncia do valor do overhead , reproduziu-
se o experimento da UART utilizando a plataforma Java Standard Edi-
tion a qual utiliza a Java Native Interface como FFI. Foi utilizada a
biblioteca RXTX (RXTX, 2011) a qual implementa a Java Communi-
cations API (ORACLE, 2011a), utilizada para comunicac¸a˜o com dispo-
sitivos seriais. A func¸a˜o gettimeoftheday foi utilizada para computar
o tempo Dispositivo e o me´todo Java System.nanoTime foi utilizado
para computar o tempo Total. A Tabela 1 mostra os valores obtidos
e os compara com os valores obtidos utilizando-se a proposta desta
dissertac¸a˜o.
A aplicac¸a˜o baseada em JNI apresenta um overhead de 1.5%
o qual e´ aproximadamente 38 vezes maior do que o overhead obtido
utilizando-se o adaptador de co´digo nativo desenvolvido segundo o
me´todo proposto.
O overhead de memo´ria da aplicac¸a˜o UART foi medido em todas
as arquiteturas para as quais a aplicac¸a˜o foi compilada. A Tabela 2
sumariza o overhead causado especificamente pela parte do adaptador
de co´digo nativo responsa´vel pelo me´todo put. A tabela apresenta
tambe´m qual o impacto do overhead do adaptador de co´digo nativo na
imagem final. Como o compilador do KESO gera um arquivo objeto por
me´todo, o overhead do me´todo put foi calculado medindo-se o tamanho
destes arquivos objetos com o programa GNU size.
Uma vez que um adaptador de co´digo nativo desenvolvido utilizando-
se a abordagem proposta utiliza o conceito de mediadores de hardware
e este proveˆ uma interface independente de ma´quina, estes adaptadores
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Tabela 2: Overhead de memo´ria para UART::put.
Overhead (byte) Footprint (byte) Impacto (%)
Sec¸a˜o IA32 AVR8 IA32 AVR8 IA32 AVR8
text 81 144 23741 13172 0.34 1.093
data 0 0 164 160 0 0
bss 0 0 1188 526 0 0
total 81 144 25093 13858 0.32 1.04
podem existir para todas as arquiteturas e plataformas suportadas pelo
EPOS. No caso da aplicac¸a˜o da UART as arquiteturas para as quais o
adaptador de co´digo nativo foi compilado foram as arquiteturas IA32 e
AVR8. O co´digo do adaptador de co´digo nativo e´ exatamente o mesmo
em todas as arquiteturas.
5.2.2 Aplicac¸a˜o Estimativa de Movimento Distribu´ıda
O segundo caso de estudo do me´todo proposto foi uma aplicac¸a˜o
real, para a qual se desenvolveu adaptadores de co´digo nativo para um
componente que realiza Estimativa de Movimento (do ingleˆs Motion
Estimation - ME) em codificac¸a˜o de v´ıdeo H.264. O componente em si
foi projetado e desenvolvido como parte do trabalho desta dissertac¸a˜o
e integrado ao Projeto Rede H.264 SBTVD (H.264, 2009), (LUDWICH;
FRo¨HLICH, 2011c).
O Projeto Rede H.264 tem como objetivo o desenvolvimento de
produtos de interesse nacional na a´rea de codificac¸a˜o de sinais-fonte
para o Sistema Brasileiro de TV Digital (SBTVD). Uma das questo˜es
abordadas pelo projeto e´ a integrac¸a˜o dos seus componentes como por
exemplo, dos terminais de acesso interativos que utilizam padro˜es como
o Ginga-J e possuem aplicac¸o˜es escritas em Java com os codificadores
e decodificadores implementados em C/C++ ou em hardware (GINGA,
2011). Os adaptadores de co´digo nativo propostos e desenvolvidos nesta
dissertac¸a˜o permitem que esta integrac¸a˜o seja realizada.
O componente proposto realiza a ME, uma te´cnica utilizada para
explorar a similaridade entre imagens vizinhas em uma sequencia de
v´ıdeo. A Figura 42 ilustra o processo de ME para duas imagens vizi-
nhas (A e B). Buscando-se semelhanc¸as entre estas imagens e´ poss´ıvel
determinar onde se encontram na imagem B, blocos da imagem A.
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Este deslocamento de blocos e´ codificado pelos chamados vetores de
movimento, representado pelas pequenas setas, na parte de baixo da
figura. Explorar a similaridade entre imagens vizinhas permite que elas
sejam codificadas diferencialmente, aumentando a taxa de compressa˜o
do v´ıdeo gerado (WIEGAND et al., 2003).
Figura 42: Estimativa de movimento.
ME e´ um esta´gio significante da codificac¸a˜o H.264, pois ele con-
some aproximadamente 90% do tempo total do processo de codificac¸a˜o
(LI; LI; CHEN, 2004). Visando aumentar o desempenho da ME, o com-
ponente utiliza uma estrate´gia de particionamento de dados, aonde a
estimativa de movimento de cada partic¸a˜o da imagem e´ realizada em
paralelo pelo mo´dulo Worker, o qual executa em uma unidade funci-
onal espec´ıfica, como por exemplo um nu´cleo de um processador mul-
tinu´cleo. Existe tambe´m o mo´dulo Coordinator, o qual e´ responsa´vel
por definir a partic¸a˜o de imagem para cada instaˆncia do mo´dulo Wor-
ker e por prover a eles as imagens a serem processadas. O Coordinator
e´ tambe´m responsa´vel por agrupar os resultados gerados pelos mo´dulos
Worker (i.e. custos de movimento e vetores de movimento) e por en-
tregar estes resultados de volta para o codificador. A Figura 43 ilustra
a interac¸a˜o entre os mo´dulos Coordinator e Worker.
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Figura 43: Interac¸a˜o entre Coordinator e Workers.
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/∗ pme native match(self . inner , currentPicture . inner , referencePicture . inner ) ∗/
int pme native match(lua State∗ L)
{
PictureMotionEstimator∗ pme =
static cast <PictureMotionEstimator∗>(lua touserdata(L, 1));
MEC Picture∗ currentPicture =
static cast <MEC Picture∗>(lua touserdata(L, 2));
MEC Picture∗ referencePicture =
static cast <MEC Picture∗>(lua touserdata(L, 3));
PictureMotionCounterpart∗ pmc;
pmc = pme−>match(currentPicture, referencePicture);
lua pushlightuserdata (L, static cast <void∗>(pmc));
return 1;
}
Figura 44: Adaptador de co´digo nativo para o me´todo match (API C
de Lua).
O componente e´ chamado de Componente de Estimativa de Mo-
vimento Distribu´ıda (do ingleˆs Distributed Motion Estimation Compo-
nent - DMEC) , uma vez que o ca´lculo da ME e´ realizado de forma para-
lela pelos mo´dulos Worker. Entretanto, esta complexidade e´ ocultada
da aplicac¸a˜o (e.g. codificador H.264), o qual enxerga apenas um com-
ponente para calculo de ME, realizada pelo me´todo match. O DMEC
e´ implementado como um componente em C++ e e´ exportado para a
MPL alvo desenvolvendo-se um adaptador de co´digo nativo para cada
objeto sendo abstra´ıdo.
Utilizando-se o EBG foram gerados adaptadores de co´digo nativo
para o DMEC trabalhar com Java e em com Lua. A Figura 44 mostra
o adaptador de co´digo nativo para o me´todo match do DMEC gerada
para a FFI de Lua. A Figura 45 mostra o equivalente para Java,
utilizando-se a FFI do KESO. No caso do Lua, o adaptador gerado ja´
esta´ pronto para ser utilizado. No caso do Java, o adaptador gerado
e´ uma classe Weavelet, a qual e´ usada no processo de compilac¸a˜o da
KESO, gerando o co´digo C do adaptador final.
109
public class OBA C PME Weavelet extends Weavelet {
// ...
public boolean affectMethod(IMClass clazz, IMMethod method, Coder coder)
throws CompileException
{
if (method.termed(
”match(Ldmec/Picture;Ldmec/Picture;)Ldmec/PictureMotionCounterpart;”))
{
IMMethodFrame frame = method.getMethodFrame();
IMSlot [] arguments = frame.getMethodArguments();
assert (arguments.length == 3);
IMSlot thiz = arguments[0];
IMSlot currentPicture = arguments[1];
IMSlot referencePicture = arguments[2];
String thiz =
WeaveletUtility .mountArg(”PictureMotionEstimator∗”, thiz);
String currentPicture =
WeaveletUtility .mountArg(”MEC Picture∗”, currentPicture);
String referencePicture =
WeaveletUtility .mountArg(”MEC Picture∗”, referencePicture);
String args = thiz + ”, ” + ”, ” + currentPicture + ”, ” +
referencePicture ;
coder.addln( thiz + ”pme match(” + args + ”);”);
coder.addln(”return ” + thiz + ”−> pmc;”);
return true ;
}
// ...
return false ;
}
}
Figura 45: Adaptador de co´digo nativo para o me´todo match (FFI do
KESO).
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public class DmecApp extends Task {
public void launch() {
DebugOut.println(”DMEC APP is alive!”);
int width = 1920;
int height = 1088;
PictureMotionEstimator pme = new PictureMotionEstimator(width, height);
Picture currentPicture = TestSupport.createPicture(width, height , 0);
Picture referencePicture = TestSupport.createPicture(width, height , 1);
PictureMotionCounterpart pmc = pme.match(currentPicture, referencePicture );
TestSupport.testPMC(pmc, width, height, currentPicture , referencePicture );
}
}
Figura 46: Aplicac¸a˜o Java DMEC.
Tabela 3: Overhead de tempo gerado pelo adaptador de co´digo nativo
de DMEC::match.
Total (µs) Dispositivo (µs) Overhead FFI (%)
971615.9084596 971615.9 0.0084596
Foi escrita uma aplicac¸a˜o para testar os adaptadores de co´digo
nativo gerados. A Figura 46 mostra a versa˜o em Java da aplicac¸a˜o
e a Figura 47 mostra a versa˜o em Lua. Do ponto de vista da ME, a
aplicac¸a˜o desenvolvida atua como um codificador H.264: ela proveˆ ao
DMEC imagens para serem processadas e utiliza os resultados entregues
pelo componente verificando se eles esta˜o corretos.
O desempenho dos adaptadores de co´digo nativo para o DMEC
foi avaliado de acordo com a equac¸a˜o 5.1. A Tabela 3 mostra os valo-
res obtidos para a FFI da KESO. Para avaliar o consumo de memo´ria
causado pelos adaptadores de co´digo nativo, mediu-se o overhead de
memo´ria causado pelos mesmos. A Tabela 4 mostra o overhead cau-
sado pelo adaptador de co´digo nativo responsa´vel pelo me´todo match,
utilizando-se a FFI da KESO. A tabela apresenta tambe´m qual o im-
pacto do overhead dos adaptadores de co´digo nativo na imagem final.
Foram gerados adaptadores de co´digo nativo para todos as clas-
ses que envolvem o DMEC, incluindo classes para representac¸a˜o das
imagens (Picture), estimativa de movimento (PictureMotionEstimator)
e retorno da ME (PictureMotionCounterpart). Foi gerado tambe´m um
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function launch()
print (”DMEC APP for KESO is alive!”);
pictureWidth = 1920
pictureHeight = 1088
pme =
PictureMotionEstimator:new{width = pictureWidth, height = pictureHeight}
currentPicture = createPicture(pictureWidth, pictureHeight , 0)
referencePicture = createPicture(pictureWidth, pictureHeight , 1);
pmc = pme:match(currentPicture, referencePicture );
testPictureMotionCounterpart(pmc, pictureWidth, pictureHeight ,
currentPicture , referencePicture );
end
launch()
Figura 47: Aplicac¸a˜o Lua DMEC.
Tabela 4: Overhead de memo´ria para DMEC::match.
Sec¸a˜o Overhead (byte) Footprint (byte) Impacto (%)
text 201 57989 0.35
data 0 1424 0
bss 0 1405556 0
total 201 1464969 0.01
adaptador de co´digo nativo para a classe de suporte aos testes (TestSup-
port) do DMEC, pore´m este na˜o foi inclu´ıdo nas medic¸o˜es de overhead
pois na˜o esta´ relacionado ao calculo da ME, apenas do testes destes
resultados, simulando um codificador de v´ıdeo.
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5.2.3 Aplicac¸a˜o de Monitorac¸a˜o de Temperatura
O terceiro caso de estudo foi uma aplicac¸a˜o de monitorac¸a˜o de
temperatura, ilustrada na Figura 48. Trata-se de uma aplicac¸a˜o dis-
tribu´ıda, constitu´ıda de um nodo que realiza medic¸o˜es de temperatura
(nodo sensor) e envia os valores obtidos para um nodo que processa
as informac¸o˜es recebidas (nodo sink). A comunicac¸a˜o entre os nodos
acontece por meio de ra´dio, no contexto de uma Rede de Sensores em
Fio (RSSF).
Figura 48: Aplicac¸a˜o de monitorac¸a˜o de temperatura.
A Figura 49 mostra a aplicac¸a˜o que e´ executada no nodo sensor ,
enquanto a Figura 50 mostra a aplicac¸a˜o que executa no nodo sink . A
aplicac¸a˜o foi escrita em Java e foram gerados adaptadores de co´digo
nativo para os mediadores sensor de temperatura (Temperature Sensor)
e interface de rede NIC, que abstrai o ra´dio utilizado para comunicac¸a˜o
entre os nodos. As FFIs alvo foram FFI da KESO e FFI da NanoVM
e em ambas as ma´quinas virtuais a aplicac¸a˜o e´ a mesma.
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package temperature sensing app;
import epos.mediator.NIC;
import epos.mediator.TemperatureSensor;
import epos. abstraction .PeriodicThread;
public class SensorApp extends PeriodicThread {
final int DATA SIZE = 32;
private char msg[];
private NIC nic;
private TemperatureSensor temp;
private char c;
public SensorApp(int period) {
super(period);
nic = new NIC();
msg = new char[DATA SIZE];
temp = new TemperatureSensor();
c = 0;
}
public void run() {
char id = 1;
System.out. println (”Sensor id = ” + id);
for ( int i = 1; i < DATA SIZE; i++) {
msg[i ] = (char) i ;
}
msg[0] = id;
msg[1] = c++;
msg[2] = temp.sample();
int r ;
if (( r = nic.send(NIC.BROADCAST, msg)) != NIC.SENT OK) {
System.out. println (” failed ” + r);
}
System.out. println (”tx done”);
}
public static void main(String [] args) {
int period = 1000000; // 1s
SensorApp sensor = new SensorApp(period);
sensor . start ();
}
}
Figura 49: Aplicac¸a˜o sensor .
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package temperature sensing app;
import epos.mediator.NIC;
import epos. abstraction .PeriodicThread;
public class SinkApp extends PeriodicThread {
final int DATA SIZE = 32;
private char msg[];
private NIC nic;
public SinkApp() {
nic = new NIC();
msg = new char[DATA SIZE];
}
public void run() {
System.out. println (”Sink”);
if (!( nic . receive (msg)) > 0)) {
System.out. println (” failed \n”);
}
System.out. println (”Sender id: ” + msg[0]);
System.out. println (”Msg number: ” + msg[1]);
System.out. println (”Temperature: ” + msg[2] + ” C”);
}
public static void main(String [] args) {
int period = 1000000; // 1s
SinkApp sink = new SinkApp(period);
sink . start ();
}
}
Figura 50: Aplicac¸a˜o sink .
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Tabela 5: Overhead de tempo gerado pelos adaptadores de co´digo na-
tivo. Arquitetura AVR8, FFI da KESO.
Me´todo Total (µs) Disp. (µs) Overhead FFI (%)
Temp::sample 334.22 330 1.26
NIC::send 8586.22 8580 0.072
Tabela 6: Overhead de tempo gerado pelos adaptadores de co´digo na-
tivo. Arquitetura ARM7, FFI da NanoVM.
Me´todo Total (µs) Disp. (µs) Overhead FFI (%)
Temp::sample 946.04 942 0.43
NIC::send 958.39 950 0.87
A aplicac¸a˜o que executa na KESO JVM foi executada na arquite-
tura AVR8 (8 bits), a aplicac¸a˜o que executa na NanoVM foi executada
na arquitetura ARM7 (32 bits). A plataforma utilizada em ambos os
casos foi o EPOS Mote (verso˜es AVR8 e ARM7). O EPOS Mote e´
um mote para RSSF o qual possui todo o projeto de hardware aberto e
executa o sistema EPOS (LISHA, 2010).
Para avaliar o desempenho dos adaptadores de co´digo nativo
desenvolvidos nesta aplicac¸a˜o, foi calculado o overhead de tempo de
acesso aos me´todos nativos. A Tabela 5 apresenta os resultados para a
arquitetura AVR8 utilizando a FFI da KESO. Na Tabela 6 sa˜o apre-
sentados os resultados para a arquitetura ARM7 utilizando a FFI da
NanoVM. Para o sensor de temperatura foi medido o tempo do me´todo
sample que amostra a temperatura ambiente. Para a NIC mediu-se o
tempo de envio de uma mensagem qualquer. Os tempos “Total” e
“de dispositivo” entre as duas tabelas na˜o sa˜o compara´veis, pois sa˜o
dispositivos distintos, de plataformas distintas. O overhead percentual
tente a ser maior para a FFI da NanoVM, pois na NanoVM existe o
tempo gasto na interpretac¸a˜o de bytecode Java, o que na˜o existe no
caso da JVM KESO uma vez que o bytecode Java e´ traduzido para C
em tempo de gerac¸a˜o do sistema. Entretanto, nos valores da Tabela
6 na˜o esta´ sendo considerado este tempo de interpretac¸a˜o de bytecode
Java e sim apenas o overhead gerado por operac¸o˜es de “push” e “pop”
na pilha da NanoVM para obtenc¸a˜o dos argumentos dos me´todos e
retorno dos resultados.
O overhead de memo´ria para os adaptadores de sensor de tem-
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Tabela 7: Overhead de memo´ria. Arquitetura AVR8, FFI da KESO
Sec¸a˜o Overhead (byte) Footprint (byte) Impacto (%)
Temp::sample
text 42 17654 0.24
data 0 207 0
bss 0 374 0
total 42 18235 0.23
NIC::send
text 54 17654 0.31
data 0 207 0
bss 0 374 0
total 54 18235 0.3
Temp::sample+NIC::send
text 96 17654 0.54
data 0 207 0
bss 0 374 0
total 96 18235 0.53
peratura e interface de rede e´ apresentado nas tabelas 7 e 8. O footprint
indicado e´ da aplicac¸a˜o que executa no nodo sensor . O footprint obtido
para a aplicac¸a˜o sink , na˜o mostrado nas tabelas, e´ ainda menor pois
considera apenas o adaptador de co´digo nativo da NIC.
A aplicac¸a˜o desenvolvida para a NanoVM possui um footprint
cerca de 2.36 vezes maior do que a equivalente desenvolvida para a
KESO JVM. Isto se deve ao fato de que a NanoVM, como mencionado
no Cap´ıtulo 3, carrega na imagem final do sistema, o interpretador
de bytecode Java. No caso da JVM KESO na˜o ha´ necessidade de in-
terpretador de bytecode, uma vez que o bytecode e´ traduzido para C
no momento de gerac¸a˜o do sistema. Observa-se tambe´m que o im-
pacto dos adaptadores de co´digo nativo e´ maior para a NanoVM do
que para a KESO. Isto ocorre pois, como os mediadores de hardware
utilizam te´cnicas de metaprogramac¸a˜o na sua implementac¸a˜o e ambos
NanoVM e mediadores de hardware esta˜o escritos em C++, os medi-
adores se dissolvem completamente nos adaptadores de co´digo nativo.
No caso da KESO isto na˜o ocorre, pois o adaptador esta´ escrito em C e
o compilador C na˜o entende as construc¸o˜es metaprogramadas de C++,
impedindo que o mediador de hardware seja dissolvido no adaptador.
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Tabela 8: Overhead de memo´ria. Arquitetura ARM7, FFI da NanoVM
Sec¸a˜o Overhead (byte) Footprint (byte) Impacto (%)
Temp::sample
text 136 36784 0.37
data 0 289 0
bss 0 6052 0
total 136 43125 0.32
NIC::send
text 1036 36784 2.82
data 0 289 0
bss 0 6052 0
total 1036 43125 2.4
Temp::sample+NIC::send
text 1172 36784 3.19
data 0 289 0
bss 0 6052 0
total 1172 43125 2.72
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Tabela 9: S´ıntese das avaliac¸o˜es realizadas.
Me´todo Desempenho Memo´ria Arquiteturas FFIs
UART:: Tabela 1 Tabela 2 IA32, KESO
put AVR8
DMEC:: Tabela 3 Tabela 4 IA32 KESO,
match Lua
Temp:: Tabelas 5 e 6 Tabelas 7 e 8 AVR8, KESO,
sample ARM7 NanoVM
NIC:: Tabelas 5 e 6 Tabelas 7 e 8 AVR8, KESO,
send ARM7 NanoVM
5.3 DISCUSSA˜O
A Tabela 9 sintetiza todos os dados obtidos nas avaliac¸o˜es dos
treˆs casos de estudo realizados. O mediador de hardware da UART foi
avaliado em PC e no EPOS Mote. Os adaptadores de co´digo nativo do
DMEC foram avaliados em FFIs de duas MPLs distintas: Java e Lua. Os
adaptadores do DMEC foram avaliados apenas na arquitetura IA32 pois,
o DMEC, por possuir um alto grau de paralelismo, utiliza estruturas
de dados replicadas e consequentemente consome aproximadamente 1
Megabyte de memo´ria, valor acima do dispon´ıvel na plataforma EPOS
Mote (8KB versa˜o AVR8 e 96KB versa˜o ARM7). De forma similar, o
adaptador para o sensor de temperatura so´ esta´ dispon´ıvel no EPOS
Mote e na˜o no PC onde o DMEC foi testado.
Ale´m dos aspectos mensurados, a partir da ana´lise dos casos de
estudos, duas outras questo˜es foram observadas: a gerac¸a˜o de adapta-
dores de co´digo nativo para abstrac¸o˜es de SO e portabilidade softwa-
re/hardware.
Adaptadores de co´digo nativo para abstrac¸o˜es de SO
Os programas sensor e sink (Figuras 49 e 50) demostram que,
utilizando o me´todo proposto, e´ poss´ıvel desenvolver adaptadores de
co´digo nativo na˜o apenas para mediadores de hardware como tambe´m
para abstrac¸o˜es de SO. Nos programas sensor e sink, observa-se a uti-
lizac¸a˜o da abstrac¸a˜o PeriodicThread que representa uma thread perio´dica,
ou seja, uma thread que executa de tempos e tempos, de acordo com
um per´ıodo espec´ıfico, o qual e´ definido no momento de sua criac¸a˜o.
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Portabilidade software/hardware
Ale´m de portabilidade entre plataformas de hardware distintas,
existe portabilidade entre software e hardware. Portabilidade entre
software e hardware significa que um mesmo adaptador de co´digo nativo
pode ser utilizado tanto em uma implementac¸a˜o de software quanto em
uma implementac¸a˜o em hardware do componente sendo abstra´ıdo. Isto
e´ poss´ıvel com a utilizac¸a˜o do conceito de componentes h´ıbridos realiza-
dos pelo EPOS, onde um componente preserva a mesma interface tanto
em sua implementac¸a˜o em software quanto em sua implementac¸a˜o em
hardware (MARCONDES; FRo¨HLICH, 2009). O DMEC, por exemplo, atu-
almente e´ implementado por componentes de software, onde os mo´dulos
Coordinator e Workers sa˜o threads executando em nu´cleos distintos de
um processador multinu´cleo. Apesar disso, utilizando-se o conceito de
componentes h´ıbridos, o DMEC pode ser implementado por componen-
tes de hardware preservando as mesmas interfaces dispon´ıveis na versa˜o
em software. Neste caso, os adaptadores de co´digo nativo desenvolvidos
tambe´m permanecem os mesmos. Em um cena´rio de implementac¸a˜o
em hardware Coordinator e Worker sa˜o IPs (do ingleˆs Intellectual
Property - IP) de um Multiprocessador em Chip (do ingleˆs Multipro-
cessor System-on-Chip - MPSoC) e a comunicac¸a˜o entre eles e´ realizada
por um sistema de interconexa˜o em chip, como por exemplo os descritos
por (JAVAID et al., 2010) e (POPOVICI; JERRAYA, 2009).
120
121
6 CONCLUSO˜ES
Esta dissertac¸a˜o investiga a questa˜o de como realizar a interface
entre dispositivos de hardware e MPLs de forma adequada para siste-
mas embarcados, ou seja, com baixo overhead de tempo e uso eficiente
de memo´ria. Outros requisitos considerados sa˜o a portabilidade dos
adaptadores de co´digo nativo entre plataformas de hardware distintas
e o reuso desses adaptadores em diversas FFIs.
Para a realizac¸a˜o da interface entre MPLs e dispositivos de hard-
ware e´ proposto um me´todo que especifica como os adaptadores de
co´digo nativo podem ser desenvolvidos. Por meio de mediadores de
hardware e´ poss´ıvel desenvolver adaptadores de co´digo nativo com um
baixo overhead de tempo e com consumo eficiente de recursos. Os medi-
adores de hardware garantem tambe´m a portabilidade dos adaptadores
de co´digo nativo entre diferentes plataformas de hardware. O reuso
dos adaptadores de co´digo nativo e´ atingido fatorando os mesmos em
parte funcional (representada pelos mediadores de hardware) e parte
na˜o funcional (representada pela descric¸a˜o da regras da FFI alvo). As
partes na˜o funcionais de um adaptador de co´digo nativo sa˜o fatoradas
como aspectos e a composic¸a˜o destas com os mediadores de hardware
e´ resolvido como um problema de weaving de aspectos.
Aplicou-se o me´todo proposto nas linguagens Java e Lua. No
caso do Java as FFIs utilizadas foram a FFI do KESO e a FFI da Na-
noVM. Para a linguagem Lua utilizou-se a FFI padra˜o de Lua. Foi
desenvolvido um adaptador de co´digo nativo para cada mediador a ser
utilizado nas aplicac¸o˜es. Este adaptador e´ constru´ıdo utilizando-se a
ferramenta EBG a qual possui como entrada uma descric¸a˜o do mediador
de hardware e a selec¸a˜o da FFI alvo. A composic¸a˜o dos mediadores de
hardware e a parte na˜o funcional dos adaptadores de co´digo nativo e´
realizada pelo mo´dulo Weaver do EBG. A sa´ıda do EBG e´ o adapta-
dor de co´digo nativo customizado a` FFI alvo e a contraparte em MPL
do mediador de hardware. Os adaptadores, a aplicac¸a˜o e o ambiente
de suporte a` execuc¸a˜o sa˜o compilados em conjunto para a gerac¸a˜o da
imagem final.
Compararam-se aplicac¸o˜es Java e Lua que acessam dispositi-
vos de hardware utilizando os adaptadores de co´digo nativo desenvol-
vidos utilizando-se a abordagem proposta com aplicac¸o˜es utilizando
adaptadores de co´digo nativo desenvolvidos de forma tradicional. As
aplicac¸o˜es foram avaliadas em termos de desempenho total, overhead
de tempo da FFI, consumo de memo´ria total, overhead no consumo de
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memo´ria causado pela FFI, portabilidade entre diferentes plataformas
de hardware e reuso entre diferentes FFIs.
Para a aplicac¸a˜o utilizando o mediador de hardware da UART
o overhead de tempo obtido foi menor que 0.04% do tempo total de
execuc¸a˜o da aplicac¸a˜o quando usando um adaptador de co´digo nativo
desenvolvido utilizando-se o me´todo proposto, o que corresponde a 38
vezes mais ra´pido do que se utilizando adaptadores de co´digo nativo de-
senvolvidos utilizando-se a JNI da Sun. Utilizando-se a abordagem pro-
posta nesta dissertac¸a˜o foram desenvolvidas aplicac¸o˜es para as arquite-
turas IA32, AVR8 e ARM7. Visando avaliar a abordagem apresentada
nesta dissertac¸a˜o em aplicac¸o˜es reais, foram desenvolvidos adaptado-
res de co´digo nativo para um componente o qual realiza estimativa de
movimento para codificac¸a˜o de v´ıdeo H.264 e em uma aplicac¸a˜o dis-
tribu´ıda que realiza monitorac¸a˜o de temperatura e se comunica por
meio de ra´dio.
Considera-se que os objetivos deste trabalho foram atingidos
pois, os resultados obtidos demonstram que aplicac¸o˜es MPL desenvol-
vidas utilizando os adaptadores de co´digo nativo gerados de acordo
com o me´todo proposto, esta˜o adequados para sistemas embarcados
em termos de consumo de tempo, memo´ria, portabilidade e reuso.
A principal contribuic¸a˜o deste trabalho e´ um me´todo de como
realizar a interface entre dispositivos de hardware e MPLs de forma
adequada para sistemas embarcados. Ate´ onde se pode identificar, de
acordo com os trabalhos relacionados, nenhum me´todo semelhante foi
apresentado antes, as soluc¸o˜es existentes estavam apenas preocupadas
em prover FFIs e implementac¸o˜es de MPLs para sistemas embarcados
mas careciam de um padra˜o de abstrac¸a˜o de dispositivos de hardware.
O me´todo proposto pode ser utilizado na construc¸a˜o de biblio-
tecas de componentes de hardware para serem utilizados em aplicac¸o˜es
MPL para sistemas embarcados. Os casos de estudo mostrados neste
trabalho apresentam a aplicac¸a˜o do me´todo proposto em Java e Lua,
mas este pode ser aplicado, em princ´ıpio, em todas MPLs que na˜o
proveˆm acesso direto a memo´ria ou o conceito de inline assembly , para
controle direto a dispositivos de hardware.
Dentre as limitac¸o˜es deste trabalho esta˜o a na˜o avaliac¸a˜o do
me´todo proposto quanto a questo˜es de tempo real e de consumo de ener-
gia. Avaliou-se o overhead de tempo dos adaptadores para cada um dos
me´todos nativos, mas na˜o foram considerados dispositivos de hardware
sens´ıveis a jitter e questo˜es de previsibilidade temporal. De forma si-
milar, na˜o foram realizadas medic¸o˜es de energia para avaliar o impacto
dos adaptadores de co´digo nativo sobre os requisitos energe´ticos do
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sistema.
Ale´m de avaliar o me´todo proposto sobre os aspectos de tempo
real e energia, identifica-se como trabalho futuro a avaliac¸a˜o da correc¸a˜o
dos adaptadores de co´digo nativo gerados e a integrac¸a˜o do me´todo
proposto com abordagens de MDE. A avaliac¸a˜o quanto a correc¸a˜o dos
adaptadores de co´digo nativo pode ser realizada utilizando ferramen-
tas de ana´lise de co´digo fonte ou ferramentas de detecc¸a˜o dinaˆmica
de erros, como as descritas na Sec¸a˜o 3.3. O me´todo proposto nesta
dissertac¸a˜o pode ser integrado com abordagens de MDE traduzindo os
modelos de uma ferramenta MDE descritos, por exemplo, em UML para
o metamodelo DERCS modificado, utilizado na ferramenta EBG. Desta
forma, mediadores de hardware podem ser descritos, por exemplo, em
UML e, a partir destes, a EBG pode gerar os adaptadores de co´digo
nativo necessa´rios.
Resultados preliminares da aplicac¸a˜o do me´todo proposto pore´m,
ainda sem a utilizac¸a˜o da ferramenta EBG, encontram-se publicados em
(LUDWICH; FRo¨HLICH, 2011a) e em (LUDWICH; FRo¨HLICH, 2011b). As
ideias preliminares de utilizar a abordagem proposta para prover as
MPLs com abstrac¸o˜es de sistemas operacionais (ale´m de componentes
de hardware) sa˜o descritas em (LUDWICH; FRo¨HLICH, 2009).
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