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Abstract
By establishing a connection between bi-
directional Helmholtz machines and information
theory, we propose a generalized Helmholtz ma-
chine. Theoretical and experimental results show
that given shallow architectures, the generalized
model outperforms the previous ones substan-
tially.
1. Bidirectional Helmholtz Machines
Various deep architectures have been proposed for both dis-
criminative and generative models. We consider a gener-
ative model as a model that generates new observations,
whereas a discriminative model is a model to estimate la-
tent variables from a given set of already-existing obser-
vations. In particular, we are interested in the Bidirec-
tional Helmholtz Machine (BIHM) architecture proposed
by [1][2], where the architecture includes both a top-down
generative model as well as a bottom-up discriminative
model (the inverse of the generative model). The archi-
tecture assumes a shared-variable hierarchical structure be-
tween the generative model and the discriminative model
where both models share L layers of discrete latent vari-
ables. In particular, layer ”i” has hi discrete latent variables
where ”i” changes from 1 to L . We then define our gener-
ative network as:
p(x,h1:L) = p(hL)p(hL−1|hL)...p(h1|h2)p(x|h1) (1)
We define our discriminative model as:
q(x,h1:L) = q(x)q(h1|x)q(h2|h1)...q(hL|hL−1) (2)
The generative and discriminative networks defined above
are expected to result in the same joint probability distri-
butions (i.e. one may expect the K-L distance between
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p(x, h1, h2, . . . , hL) and q(x, h1, h2, . . . , hL) to converge
to 0 almost surely as the number of data points increases).
1.1. Information Theoretic Distance Measures
In order to achieve a generative model capable of generat-
ing data as close to the distribution of real data as possi-
ble, one needs to maximize the likelihood. In particular,
consider the marginal probability log p(x) where all the in-
termediate layers are integrated out. In this case, one can
consider maximizing the marginal log likelihood log p(x).
log p(x) is not tractable and hence, the optimization of the
marginal likelihood is not trivial. Alternatively, one may
use the notion of distance measures borrowed from Infor-
mation Theory to define a lower bound for the log likeli-
hood. In this case, instead of directly maximizing the log
likelihood, one may maximize the lowerbound. In particu-
lar, a distance measure is “information theoretic” if it fol-
lows data processing inequality (DPI) indicating that no
post-processing can increase the information content of a
signal [3][4][5]. There have been many information theo-
retic distance measures proposed for the generative models
[6].
Prior to introducing a distance measure, we first introduce
the three probability measures of false alarms (PF ), misses
(PM ), and Chernoff average error (Pe). False alarm prob-
ability (PF ) is the probability that the proposed generative
model assigns non-zero probability to regions that are not
in reality part of the true target feature space. Misses prob-
ability (Pe) is the opposite of false alarm probability and is
the probability that the proposed generative model assigns
zero probability to regions that are actually legitimate re-
gions in the target feature space. Finally, Chernoff aver-
age error probability (Pe) is the average of false-alarm and
misses probabilities for every region of the feature space. It
is of interest to appropriately control false alarms, misses,
and Chernoff probabilities for any proposed distance mea-
sure. To do so, we customized Stein’s lemma for our par-
ticular problem of interest in order to be used as a theoret-
ical foundation to appropriately control PF , PM , and Pe
probability measures for any given information theoretic
distance.
Lemma 1 (Stein’s Lemma). Consider h1:L in our pro-
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posed BIHM architecture as a collection of independent
and identically distributed (iid) hidden random variables.
The distribution of top-down generative model follow joint
probability p(x,h1:L). For the the bottom-up discrimina-
tive model given the observed data x, the distribution fol-
lows q(h1:L|x). In this situation, Stein lemma indicates
that the optimal likelihood will result in probabilities that
obey the following asymptotic [5][7]:
lim
n→∞
logPF
n
= −D(p(x,h1:L), q(h1:L|x)), fixed PM (3)
lim
n→∞
logPe
n
= −C(p(x,h1:L), q(h1:L|x)) (4)
lim
n→∞
logPe
n
≤ −B(p(x,h1:L), q(h1:L|x)) (5)
where n is the size of the training data. C, B and D are the
Chernoff distance, the Bhattacharyya distance, and the K-L
distance respectively. In particular, these distance metrics
for our specific problem are defined as:
C(q, p) = min
0≤t≤1
− logEq(p/q)
t
(6)
B(p, q) = − logEq(p/q)
1/2
(7)
D(q, p) = −Eq log(p/q) (8)
Lemma 1 implies that Chernoff and K-L distance metrics
are exponentially related to the optimal likelihood. Fur-
ther, both Chernoff and K-L metrics are asymmetric, that
is C(p, q) 6= C(q, p) and D(p, q) 6= D(q, p). Other distance
metrics can be devised as well. For example [5] shows
that C(., .) is bounded between the Bhattacharyya distance
and Resistor distance defined as: R(q, p) = D(q,p)D(p,q)D(q,p)+D(p,q) .
The relation between various information theoretic mea-
sures are depicted in Fig. 1. A bidirectional Helmholtz Ma-
chine architecture can be generalized to any of these infor-
mation theoretic measures. [2] proposed the Bhattacharyya
bi-directional Helmholtz Machine.
Theorem 1.1. Given an infinitely deep Bhattacharyya bi-
directional Helmholtz Machine (BIHM) architecture, the
Chernoff error probability for the whole network decays
exponentially as the amount of training data increases, i.e:
limL→∞ limn→∞
logPe
1:L
n
= 0.
Proof. Using lemma 1 and the Markovian bottom-up de-
pendency structure of the problem (h1 → h2 → ...→ hL),
proof is straight-forward.
The authors in [2][9] observed that Bhattacharyya BIHM
prefers deeper architectures. This is easily justified by the-
orem I.1. In contrary, Chernoff BIHM does not have any re-
quirement on the depth of the network, however, it suffers
computationally due to an additional minimization over the
hyper-parameter t. Further, Chernoff distance is not addi-
tive indicating that the hyper-parameter t should be opti-
mized per layer of the network. Bhattacharyya, on the other
side, is an additive distance metric allowing for an efficient
distributed optimization over the layers of the network.
To illustrate this more formally consider Jensen’s inequal-
ity applied to the concave function f(x) = xt, 0 ≤ t ≤ 1.
It yields in various probability distance metric between
p(x,h) and q(h|x) including the following:
p(x)t = (Eqp(x,h1:l)/q(h1:l|x))
t
≥ min
0≤t≤1
−Eq(p(x,h1:l)/q(h1:l|x))
t (9)
One can break the right-hand side of eq. 9 by taking the log
and using eq. 1-2, as the following:
− min
0≤t1≤1
logEq(h1|x)(
p(x,h1|h2)
q(h1|x)
)t1
− min
0≤t2≤1
logEq(h2|h1)(
p(h2|h3)
q(h2|h1)
)t2−
... min
0≤tL≤1
logEq(hL|hL−1)(
p(hL)
q(hL|hL−1)
)tL ≤ log p(x)
(10)
As it can be seen, tl should be adjusted for each layer l sep-
arately. This is also know as non-additive property of Cher-
noff distance. Additive property implies that the distance
between two joint distributions of statistically independent,
identically distributed (i.i.d) random variables equals the
sum of the marginal distances. However due to extra opti-
mization terms tl per each layer of the networks, the Cher-
noff distance is not additive.
1.2. Estimating the bounds and gradients via
Importance sampling
So far, we were able to propose valid lower-bounds in or-
der to optimize our intractable log likelihood. However,
our bounds are still not easily tractable. As proposed by
[8][9][10], one can use importance sampling (IS) to esti-
mate both the bounds as well as their gradients.
To provide a distance agnostic training algorithm for
any generalized bi-directional Helmholz machines such
as C-BIHM then consider an arbitrary bound such as
L(θ,h,x ∼ D) with parameter θ, latent variables h and
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Figure 1. Relations among various relation Information Theoretic
Metrics [5]
data sample x. The gradient terms are as the following:
∂
∂θ
L(θ,h,x) = 1
p(x)Eh∼q(h|x)[
p(x,h)
q(h|x)
∂
∂θ
L(θ,h,x)]
≃
∑K
k=1 w˜k
∂
∂θ
L(θ,hk,x),
hk ∼ q(h|x), w˜k =
wk∑
k′
w
k′
, wk =
p(x,hk)
q(hk|x)
(11)
2. Simulation Results
The Distance measure C is bounded between the measures
B and R (Fig.1). Hence, we can approximate C as the
weighted average of B andR. That is, C ≈ αB+(1−α)R,
where α is the weight hyper-parameter. We replicated the
binary MNIST experiment proposed in [2] with C measure
estimated as the weighted average of B andR. Simulation
results show that architectures with C can reach an equally
well log-likelihood compared to the reported result of 84.3
in [2], within the first 70 epochs, using much fewer layers.
This finding confirms the result of Lemma 1 and Theorem
1.1. Table 1 compares the results of these two architec-
tures for 2 layers (with 300,10 hidden units) and 12 lay-
ers (with 300,200,100,75,50,35,30,25,20,15,10,10 hidden
units). Note that C architecture outperformsB substantially
within the first 70 epochs for the shallow architectures. The
number of particle used in the importance sampling is 100
across all the experiments, learning rate is 0.001 with L1
regularization of 10−3 . α = 0.2 is used for approximating
C.
Table 1. The valid negative log-likelihood for binary mnist exper-
iment after 70 epochs.
Distance measure 2 Layers 12 Layers
B-BIHM 94.29 88.46
approximated C-BIHM 84.97 84.73
3. Conclusion
These simulation and theoretical results shed light on the
mystery behind the preference of B-BIHM for deeper ar-
chitectures. Moreover, it shows that an ideal distance met-
ric for BIHM architectures is Chernoff distance C. We ar-
gued that although Chernoff C-BIHM does not have any
requirement on the depth of the network, but due to its non-
additive property, it does not yield to an efficient distributed
optimization over the layers of the network. One can in-
stead approximate C by weighted combination of two other
additive distance metric of Bhattacharyya B and Resistor
distanceR.
One future work is to evaluate the efficiency of importance
sampling under aforementioned distance metrics.
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