Abstract Pure ice, brine and solid minerals are the main contributors to sea ice mass. Constitutional changes with salinity and temperature exert a fundamental control on sea ice physical, chemical, and biological properties. However, current estimation methods and model representations of the sea ice phase composition suffer from two limitations-in a context of poorly quantified uncertainties. First, salt minerals are neglected. Second, formulations are inconsistent with international standards, in particular with the International Thermodynamic Equation of Seawater (TEOS-10). To address these issues, we revisit the thermodynamics of the sea ice phase composition by confronting observations, theory, and the usual computation methods. We find remarkable agreement between observations and the Gibbs-Pitzer theory as implemented in FREZCHEM, both for brine salinity (RMSE = 1.9 g/kg) and liquid H 2 O mass fraction (RMSE = 8.6 g/kg). On this basis, we propose expanded sea ice phase composition equations including minerals, expressed in terms of International Temperature Scale 1990 temperature and absolute salinity, and valid down to the eutectic temperature (−36.2
Introduction
Sea ice is composed of pure ice, liquid brine, hydrated salt minerals, and gas bubbles (Hunke et al., 2011; Light et al., 2003; Weeks & Ackley, 1986) . These multiple phases render sea ice structurally, thermodynamically, biologically, and chemically different from freshwater ice (Thomas, 2017) . Of all these constituents, brine is the most studied next to ice (see, e.g., Notz, 2005) and affects the ice thermal regime and seasonal cycle of ice thickness (e.g., Bitz & Lipscomb, 1999; Untersteiner, 1961; Vancoppenolle et al., 2005; Wiese et al., 2015) and, in turn, the seasonal evolution of ice extent and volume (Semtner, 1984; Turner & Hunke, 2015; Vancoppenolle et al., 2009 ). The chemical composition and fraction of brine inclusions also largely determine the suitability of the sea ice biome for microbial life (Arrigo & Sullivan, 1992; Thomas & Dieckmann, 2002) . Sea ice models represent brine inclusions from highly parameterized (Semtner, 1976) to more and more explicit approaches (e.g., Bitz & Lipscomb, 1999; Griewank & Notz, 2013; Moreau et al., 2015; Turner et al., 2013) , whereas biogeochemical field-based sea ice studies often include brine inclusions as part of their characterization of the sea ice environment (Miller et al., 2015) .
The sequence of precipitating minerals under cooling has long been ambiguous. This is because the two main laboratory-based studies documenting the chemical evolution of brine from freezing down to eutectic temperatures (Gitterman, 1937; Nelson & Thompson, 1954) are not in exact agreement. Such differences are attributable to varying sample equilibration times: Gitterman used up to 4-week periods, whereas Nelson and Thompson used only a few hours (see Marion et al., 1999 , for thorough discussion). This in turn affects the mineral form into which calcium precipitates (gypsum or antarcticite) and ultimately changes T e : −36.2
• C along the Gitterman pathway (gypsum) and −54
• C along the Nelson and Thompson pathway (antarcticite). The classical sea ice phase diagram (Assur, 1958; Petrich & Eicken, 2010) , derived from algorithimic chemical computations, is directly based on Nelson and Thompson's data.
Ambiguities in the crystallization sequence, as well as variable calculation practices, undermine the confidence in calculated brine salinity S br and mass (or volume) fraction of brine , the most used descriptors of sea ice constitution. In observational studies (e.g., Ewert & Deming, 2013; Lannuzel et al., 2008; Miller et al., 2015) , S br and are typically computed from T and S measurements, using the observation-based empirical fits of Weeks, (1983, 1986) . Modeling authors (e.g., Griewank & Notz, 2013; Moreau et al., 2015; Turner et al., 2013) have used simpler, more consistent but less precise approaches: They specify brine salinity from T using a simple fit, either linear (Bitz & Lipscomb, 1999) or third order (Notz & Worster, 2009 ). Then, brine fraction is retrieved as the ratio of bulk over brine salinity, which relies on the assumption that minerals are negligible. Brine fraction and salinity are fundamental to contemporary thermodynamic formulations in sea ice models, because they control all material thermodynamic properties (e.g., specific heat and thermal conductivity). It must be noted that all the aforementioned relationships derive from the algorithmic computations of Assur (1958) . Willingly or not, these implicitly assume that the Nelson and Thompson (1954) crystallization pathway holds.
Two recent developments motivate us to revisit the sea ice phase composition problem. First, recent sea ice geochemical works (Butler & Kennedy, 2015; Butler, Papadimitriou, Santoro, et al., 2016 , 2017 Geilfus et al., 2013) studied the precipitation of minerals in sea ice and definitely state Gitterman's mineral crystallization sequence as the reference equilibrium pathway. These experimental works are all excellently backed up by theoretical calculations based on Pitzer equations (Pitzer, 1991) , implemented in the FREZCHEM code (Marion et al., 1999) . FREZCHEM predicts the temperature of precipitation of minerals and the composition of brine in good agreement with laboratory experiments (Butler, Papadimitriou, Santoro, et al., 2016; Butler et al., 2017; Marion et al., 1999) . The consistency of FREZCHEM with high-precision measurements of seawater freezing temperature (Doherty & Kester, 1974 ) within a few millikelvins is also striking (Feistel, 2008) .
The second development motivating us to reconsider the sea ice phase composition basis is the recent implementation into Earth system model components of standard thermodynamic descriptions of environmental fluids. Let us mention TEOS-10, the International Thermodynamic Equation of Seawater (Feistel, 2008; International Oceanographic Commission [IOC] , Scientific Committee on Oceanic Research [SCOR] , and International Association for the Physical Sciences of the Oceans [IAPSO] , 2010), which also includes expressions for ice Ih (Feistel & Wagner, 2006) and humid air (International Association for the Properties of Water and Steam [IAPWS] , 2010). TEOS-10 is now included in some ocean models (Roquet et al., 2015) .
These new thermodynamic equations are appealing in that they blend all thermodynamic properties of the 10.1029/2018JC014611 considered material in a unique thermodynamic potential (such as a Gibbs function), from which all other properties can uniquely and consistently be derived. Another advantage of such approaches as TEOS-10 is that they are based on clearly defined units. Degrees Celsius, following the International Temperature Scale 1990 (ITS-90), are the reference temperature units (Preston- Thomas, 1990) , whereas grams per kilogram are the reference units for absolute salinity (Millero et al., 2008) . The sea ice thermodynamic formulations currently used in Earth system models (see Massonnet et al., 2012, their Table 1 ) are based on physically well-founded approximations (typically from Bitz & Lipscomb, 1999; Semtner, 1976) . However, in contrast with TEOS-10, these formulations were not built from a unique thermodynamic potential and therefore are somehow inconsistent. In addition, they are not clear in terms of which temperature and salinity units they use.
In light of these ideas, we revisit the sea ice phase composition subject, by confronting observations, theory (encapsulated in FREZCHEM) and frequently used computation methods. We focus on three main diagnostics: brine salinity, the mass fraction of salt that is hydrated into solid minerals, and liquid H 2 O mass fraction. Our analysis suggests that FREZCHEM is currently the most consistent source on sea ice phase composition and should therefore be used as a basis for revised sea ice phase composition. We also propose a revised set of sea ice phase equations accounting for solid minerals. Finally, we propose means to achieve compatibility with international standards, which requires modification of TEOS-10 below −6 • C and above S = 120 g/kg. The updated sea ice phase equations and the TEOS-10 expansion provide a revised basis for sea ice thermodynamics. We first introduce the observational and theoretical materials used (section 2), describe our results (section 3), and discuss them (section 4). The proposed modification of TEOS-10 is presented as an appendix.
Theoretical Framework and Observational Sources
A complete characterization of the sea ice composition is given by the mass fractions of all of its constituents. Yet most applications need only a few diagnostics, in most cases, brine salinity and liquid fraction. In this section, we define the main sea ice phase composition diagnostics discussed in this paper, then review the observational and theoretical sources available to constrain them.
Diagnostics of Sea Ice Phase Composition
Our system is an isolated unit mass of H 2 O and sea salt species with varying total mass but fixed relative proportions of the different salts, as given by the standard seawater composition (Millero et al., 2008) , at standard atmospheric pressure and thermodynamic equilibrium. The equilibrium assumption holds at time scales larger than a few minutes if only the ice-brine system is considered (Griewank & Notz, 2013) . The equilibrium time scale can reach up to a few weeks if the slowest minerals such as gypsum are considered (Marion et al., 1999) . The system is either in the state of sea ice (if partly or entirely solid) or seawater (if entirely liquid). State variables are temperature T (ITS-90, • C, Preston- Thomas, 1990 ) and absolute bulk salinity S (g/kg, Millero et al., 2008) . The latter is defined as the absolute salinity of a well-stirred, melted sea ice sample, of much larger size than individual brine inclusions. We seek to express phase composition diagnostics as functions of T and S.
Several extra assumptions are worth mentioning. Since we consider a unit mass as our fundamental system of interest (as done in FREZCHEM), most density-related issues can be discarded. In particular, we ignore gas bubbles as they have negligible mass. As phase relationships are derived in an isolated system framework, all heat and mass exchange (e.g., brine drainage) processes are ignored. Similarly, the textural type of sea ice (columnar or granular) is not considered. This is because textural types correspond to varying layouts of ice with the same Ih crystal structure and therefore do not affect phase equilibrium. We also neglect pressure, the consequences of which are expectedly small but hard to evaluate in the present context of understanding.
At equilibrium, the chemical composition of brine (with regard to solutes) solely depends on T (Feistel & Hagen, 1998) ; hence, brine salinity S br is only function of T: Brine inclusions are at their freezing point, which establishes a direct correspondence between both. This relation S br (T), called the liquidus curve is the reciprocal of the relation between the seawater freezing point and salinity, T f (S). That brine salinity solely depends on temperature at thermal equilibrium has long been assumed in thermodynamic sea ice formulations (e.g., Bitz & Lipscomb, 1999; Ono, 1967; Worster, 1992) .
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A well-behaved liquidus curve should verify two constraints. First, fresh ice should have 0 • C as a freezing point; hence, S br should be nil on T = 0 • C. Second, the liquidus curve should intersect the eutectic point.
We set the eutectic temperature to T e = −36.2 • C, following the theoretical arguments of Marion et al. (1999) and considering the Gitterman (1937) crystallization pathway as our reference. The eutectic salinity can hardly be determined experimentally: It corresponds to the salinity of brine with negligibly small volume, reached just above the eutectic temperature. Our choice for the eutectic salinity is to evaluate the third-order liquidus polynomial expression (regressed on selected observations and termed POLY3, see section 2.3.1) on T = T e , giving S e =250.6146 g/kg.
The mass fraction of salt hydrated into minerals salt sm is proportional to the total mass of salt in the system, hence to S. As each mineral is in equilibrium with brine, and the composition of brine depends on T only, we postulate that salt sm follows salt sm
where f sm , the mass fraction of total salt complexed into minerals is only a function of T. For f sm = 0, there are no minerals in the system. For f sm = 1, all salts are stored into minerals, which must be the case below the eutectic temperature. In their study focused on mirabilite, Butler, Papadimitriou, Santoro, et al. (2016, equation (6) ) make similar assumptions and reach a comparable but slightly different formulation of mirabilite mass fraction.
The mass fraction of brine (or liquid fraction br ) is another important diagnostic. Let us first write bulk salinity as the sum of brine and mineral contributions:
Rearranging terms, we get the liquid fraction:
an expression close to that of Assur (1958) . Classically used forms (e.g., Bitz & Lipscomb, 1999; Notz & Worster, 2009 ) ignore minerals. This simplifies the liquid fraction into br = S∕S br (T), which is reasonable as long as the mass fraction of minerals is negligibly small but does not attain 0 at T e and below.
In some instances, rather than liquid fraction, one needs to retrieve the mass fraction of liquid H 2 O, noted
. The latter is brine fraction less the dissolved salt fraction (which for brine salinity in grams per kilogram is br S br · 10 −3 ). Hence, H 2 O br directly relates to brine fraction:
Using equation (4), one can derive liquid H 2 O mass fraction from T and S through liquid mass fraction and salinity. An alternative expression directly relating
to f sm and S br can be obtained by substituting (3) into (4).
Another frequently used quantity is brine volume fraction ( v br ). Mass and volume fractions are similar but quantitatively different. Following a similar development for solid fractions (Notz, 2005 , page 44) liquid mass and volume fractions can be converted into each other:
where i and br refer to pure ice and brine densities, for which following Cox and Weeks (1983) , we used the expressions of Pounder (1965) and Zubov (1945) . In the upcoming sections, we will evaluate what theory and observations tell us about f sm , S br , and br . Sea ice phase diagram derived from FREZCHEM outputs, for sea ice with a typical absolute bulk salinity value of S = 5 g/kg and standard seawater composition (Millero et al., 2008) . The mass fraction of the main sea ice constituents (following equation (7) , and so forth, and so the individual mass fractions are to be read as the vertical interval between the lines. The thick black lines separate individual phases (liquid, minerals, and ice), whereas the thin gray lines further split salt and H 2 O contributions. Note the logarithmic scale for the y axis. The supplementary netcdf file includes data for the entire explored salinity range.
Sea Ice Phase Relationships From the Gibbs-Pitzer Theory (FREZCHEM)
The Gibbs-Pitzer approach (Pitzer, 1991) implemented in the FREZCHEM code (Marion et al., 2010) provides practical means to calculate the theoretical equilibrium composition of partly frozen electrolyte solutions-of which our system is a particular example. FREZCHEM is widely used to explore cold geochemical processes in the Earth's polar regions and to explore life limits on Europa and Mars. Mass conservation at temperature T and salinity S, split over the different phases and integrated over the different chemical species considered by FREZCHEM, is given by
The different terms refer to mass fractions ( ′ s) of liquid H 2 O, dissolved salts, pure ice (solid H 2 O), and solid minerals split into H 2 O and salt contributions, all being expressed per unit mass of sea ice. The phase diagram shown in Figure 1 , drawn from postprocessed FREZCHEM outputs with S = 5 g/kg (typical of first-year winter sea ice, taken for illustration) shows the distribution of mass among the different phases of the system, from the eutectic to the freezing temperature.
The principle of the Gibbs-Pitzer approach is to minimize the Gibbs free energy, in a form accounting for binary and ternary ion interactions, described through Pitzer parameters fitted on experimental data. FREZCHEM includes tabulations of Pitzer parameters and a minimization algorithm for the Gibbs free energy. Based on a specified reference composition for an aqueous solution at a reference temperature, FREZCHEM gives the solute and mineral composition (activity coefficients and molal concentrations) at any temperature down to the eutectic limit. Because FREZCHEM is an equilibrium model, it is consistent with the Gitterman crystallization pathway (obtained from long equilibration times) with a eutectic temperature at −36.2
• C (Marion et al., 1999) .
To derive the detailed Gibbs-Pitzer sea ice phase diagram, we used FREZCHEM 13.3, configured to simulate the cooling and progressive freezing of M = 10 3 + M s grams of standard seawater, made of 10 3 g of H 2 O and M s = 10 3 · S∕(10 3 − S) grams of salt, adequately distributed among the 15 species of standard seawater (Millero et al., 2008, Table 3 ). Following the composition of standard seawater, we also imposed 385 parts per million of CO 2 and pH = 8.1. FREZCHEM was run 41 times for S = 0.3, 1, 2, … , 40 g/kg. The cooling started from T = 0
• C down to the eutectic temperature over −0.1 • C steps. Minerals precipitated at temperatures independent of S (Table 1 ) and the simulated sequence nearly matches that found by Butler, Papadimitriou, Santoro, et al. (2016) . Differences in temperatures of precipitation are typically within 0.1 • C and could be due to slightly different model version, input files, or numerical precision.
To derive mass fractions, the following FREZCHEM outputs were retained for postprocessing: the mass of ice Ih (g), the mass of liquid H 2 O (g), the molality of the 21 considered solutes (mol/kg liquid H 2 O), and the moles of each of the considered 101 minerals (mol/kg), of which only eight were found in detectable amounts (Table 1 ). All these outputs were stored over the 363 × 41 T-S grid for further processing. Throughout processing, we used the Wieser (2006) Millero et al. (2008) .
Let us now describe how S br , f sm , br , and
were derived. For each solute, the mass fraction C i (S, T) (g/kg brine) was retrieved from molality. The FREZCHEM brine salinity value is the sum of the C i s over all solutes: Note. f sm (T e ) is expressed as the mass of non-H 2 O species within the considered mineral divided by the total mass of sea salt in the considered unit mass. FREZCHEM was run with standard seawater (Millero et al., 2008) , from 0 • C down to −36.2 • C, using 0.1 • C steps. a Mirabilite reaches a maximum f sm = 10.5% at −22.9 • C but dissolves back at lower temperature (Marion et al., 1999) .
For each mineral, the mass fractions of solid salt salt sm,i
(per unit mass of the system, g/kg) were derived as well. The salt fraction in minerals could be diagnosed as
A check indicated that the FREZCHEM C i , S br , and f sm values are as expected independent of S. is linear in S, we used linear interpolation in S.
Observational Sources
Now we turn to the observational sources that constrain the sea ice phase composition. We strived to retain purely observational sources only. We focused on directly measured quantities in order to avoid inconsistencies due to processing.
Liquidus and Freezing Temperature
We retained four sources documenting either the liquidus salinity as a function of temperature or equivalently the freezing point of seawater versus salinity Doherty & Kester, 1974; Gitterman, 1937; Nelson & Thompson, 1954, see Table 2 and Figure 2 ). Unlike previous authors, we did not retain the model calculations of Assur (1958) , as they were computational derivations of the Nelson and Thompson (1954) observations. All retained studies reported absolute salinities in grams per kilogram. The conversion from ITP-68 to ITS-90 temperature scale was applied to the observations prior to 1990 (Doherty & Kester, 1974; Gitterman, 1937; Nelson & Thompson, 1954 ).
The experimental contexts in which these observations were acquired differ in a number of ways, in particular regarding the apparatus, instruments, and type of seawater used, protocols, and equilibration times. They therefore have varying T-S precision and range. We attempted to summarize these differences in Table 2 and discuss the most important points hereafter.
The experiments of Gitterman (1937) and Nelson and Thompson (1954) aimed to describe the sequence of precipitating salts from the freezing of seawater. To that purpose, they followed the composition of the liquid phase in frozen artificial and natural seawater samples, respectively, at different temperatures. We used tabulated values provided in these two studies. Gitterman (1937) directly provides absolute salinity readings (their Table 7 ). Nelson and Thompson (1954) ; their Table 1 ). To get absolute salinity, we summed these, excluding samples reported value, which would underestimate salinity by up to about 5-10%. Despite both studies being characterized by different incubation times (up to 4 weeks for Gitterman and a few hours for Nelson and Thompson) and crystallization pathways (Marion et al., 1999) , there is no clearly detectable liquidus salinity difference between both studies.
The observations of Doherty and Kester (1974) are high-precision measurements of the freezing point of seawater over the observed seawater salinity range. These data were indirectly used for the elaboration of TEOS-10 (see Section 6.3 of Feistel, 2008) . They are provided in two tables in the original publication. We followed Feistel (2008) and corrected for the effect of air saturation and converted from IPTS-68 to ITS-90 temperature scales, even though such conversions appear negligible for our purposes. focused on the precipitation of mirabilite in synthetic simplified seawater samples (Department of Energy, 1994) using close-bottle incubation methods and an average incubation time of 53 days, using the opportunity to note the freezing point of seawater, down to −20.6
• C.
Synthetic simplified seawater only has the six major ions, in slightly higher proportions than in natural seawater, in order to compensate for the missing minor ions while preserving salinity.
In conformity with our assumption that the Gitterman (1937) Figure 2 ). Between −20 and −10 • C, where data coverage is the largest, we note a typical uncertainty of about 2.5 g/kg for S br , which corresponds to a temperature uncertainty of ∼ 0.15 • C, that can be attributed to varying apparatus, incubation time, and type of samples used.
A third-order polynomial was fitted on the selected 64 observations under the constraint that S br = 0 g/kg at T = 0 • C:
This fit (black line in Figure 2 ) referred to as POLY3 was used to provide the best observational estimate of the eutectic salinity S e = 250.6146 g/kg.
Minerals
There are also a few observational sources that can help to construct the solid salt fraction function f sm . Among the visual (e.g., Geilfus et al., 2013; Light et al., 2009) , analytical (e.g., Butler, Papadimitriou, Santoro, et al., 2016; Gitterman, 1937) , and X-ray methods (Butler & Kennedy, 2015) that have been applied, we retain analytical estimates of mirabilite mass per unit mass of sea ice by Butler (10)); eTEOS-10 = extended TEOS-10; mTEOS-10 = modified TEOS-10 (section 2.4); CW86 = Cox and Weeks (1986) .
using the fit they provide (their Table 4 ). For reference, we also converted the tabulated salt mass of minerals from the calculations of Assur (1958, their We specifically use the ratio between NMR area at temperature T to NMR area at 0 • C, where the sample is all liquid (termed Q T ∕Q 0 in their paper). The authors mention that their results were reproducible within 1% accuracy, to which must be added the digitizing uncertainty.
The Liquidus Curve From a Modified TEOS-10
Another source to be considered is the International Thermodynamic Equation Of Seawater, also known as TEOS-10 (IOC, SCOR, and IAPSO, 2010), which provides means to consistently derive all seawater's thermodynamic properties, including the freezing point of seawater. The freezing point can be numerically inverted-resulting into a liquidus curve. TEOS-10 is now the international reference used in the framework of oceanographic analyses. It is also implemented into some ocean models and thermodynamic sea ice formulations should ideally be consistent with TEOS-10.
The information on the seawater freezing point that was blended into the TEOS-10 seawater Gibbs function comes from FREZCHEM (Feistel, 2008) , found to agree within a few millikelvins with the observations of Doherty and Kester (1974) . Operationally, the TEOS-10 freezing point derives from the freezing condition equation, stating the equality of the chemical potentials of ice and of water in seawater.
The first initial obstacle toward a TEOS-10 liquidus curve is that the TEOS-10 validity range is limited to S < 120 g/kg, which is insufficient to get a liquidus curve over the proper salinity range. One obvious initial attempt to resolve that issue is to relieve the 120-g/kg salinity barrier from the TEOS-10 computations, that is, continue to use the seawater Gibbs function of TEOS-10 outside its range of validity. The resulting freezing point (dashed blue curve in Figure 2 ) is not only imprecise as expected, it is also not monotonic, reaching a maximum of −22.3
• C near S = 330 g/kg; hence, the reciprocal function (the liquidus curve) can only be defined above −22.3
The reference TEOS-10 is therefore inappropriate for the estimation of a proper liquidus curve. It is however possible to add a small modification to TEOS-10 to address this problem, which we detail in Appendix A and only summarize here. In this development, as explained by Feistel and Hagen (1998) , brine is viewed as the continuation of seawater, being characterized by the same Gibbs function, expressed as a function of brine salinity. This approach is well posed: Above the freezing point, brine fraction is 1 and bulk and brine salinity coincide.
Turning now to the desired correction to the TEOS-10 Gibbs potential, the basic idea is to introduce a perturbation g c (S) to the TEOS-10 seawater Gibbs potential g TEOS − 10 :
g c should be constructed so as to minimize changes in g within the TEOS-10 salinity range and to fit the freezing temperature at higher salinities (see Figure 2) . The most convenient form we found for the perturbation function is
which has the few desired properties. The liquidus curve derived from the modified Gibbs function (mTEOS-10, solid blue curve in Figure 2 ) is now reasonably precise down to T e . It also preserves TEOS-10 integrity below S 0 = 120 g/kg and ensures the continuity of the Gibbs function's derivatives up to order 3. Finally, it is eutectic compliant by definition. The method outlined above and developed in the appendix is efficient to derive a proper liquidus curve from the seawater Gibbs function. However, there could be extra deviations to the Gibbs function off the freezing curve that cannot be inferred from our method.
Results
In this section, we describe how the Gibbs-Pitzer theory (FREZCHEM), observations, and classical computation methods compare in terms of liquidus curve, salt fraction in minerals, and liquid fraction.
Liquidus Curve
The liquidus curves from the various retained sources are presented graphically versus temperature (Figure 2 ). The computation methods (empirical functions, TEOS-10) that were used are listed in Table 3 . For quantitative comparison, the 64 retained observed temperatures of section 2.3 were used as a basis for the liquidus salinity computation. The mean statistics of the comparison between the calculated salinities with observed values are given in Table 4 .
All sources give the increase in brine salinity with decreasing temperature, and most of them predict a monotonic increase from 0 to ∼ 250 g/kg with an initially rapid increase near the freezing temperature, then slowing down approaching T e .
The FREZCHEM liquidus provides the best match with observational values, giving a slightly positive bias (1.1 g/kg), a root-mean-square (RMSE) error of 1.9 g/kg, and a standard deviation of error (STDE) of Table 4 , only mirabilite included) and (ii) from the calculations of Assur (1958, derived from his Table 3 ).
2.5 g/kg, characterizing the current levels of uncertainty on the liquidus salinity. Uncertainties increase with decreasing temperature: For instance, the FREZCHEM-obs RMSE is more than 3 times smaller over the TEOS-10 validity range (RMSE = 0.5 g/kg and STDE = 1.15 g/kg) than over the entire temperature range. Near-freezing temperatures are also where we have the most precise observations (Doherty & Kester, 1974, hereafter DK74) , as illustrated by the error versus temperature plot (Figure 2b ). The precision of the DK74 observations clearly outcompetes the other observations, among which the observations of seem the least biased compared to FREZCHEM.
FREZCHEM relies on a precise and coherent representation of thermochemical processes, which explains why it is able to capture the inflection in brine salinity at −22.9
• C associated with the precipitation of hydrohalite. This constitutes a clear advantage of FREZCHEM over other approaches. For instance, the observation-based third-order least squares fit (POLY3, black line in Figure 2 ) cannot capture the liquidus inflection and does not reproduce observations as well as FREZCHEM (RMSE = 2.3 g/kg and STDE = 3.2 g/kg).
Several other classically used approaches for estimation of the liquidus curve were also included in our evaluation (see Table 3 ). The simplest possible approach is to assume that the relation between T and S br is linear (Assur, 1958) . Such a relation would hold if brine was an ideal solution, that is, if the different molecules that compose brine interacted all in the same way. This is seemingly valid until about −5
• C, below which nonlinearities become significant (see red dotted line in Figure 2 ), leading to largely overestimated brine salinities (>100 g/kg) at low temperatures. The linear approach is used in the many sea ice models following the Bitz and Lipscomb (1999) thermodynamic formulation, based on the plausibly negligible impact of brine salinity errors on the energetics of the system (Notz, 2005) .
Biogeochemical sea ice modules are sensitive to the large brine salinity bias at low temperature in the linear approach, notably for primary production (Vancoppenolle & Tedesco, 2017) and carbonate chemistry computations (Moreau et al., 2015) , calling for better brine salinity estimates. As an example of the many third-order fits available, we retained the third-order polynomial of Notz & Worster, 2009 in Table 3 ), fitted on the liquidus reconstruction of Assur (1958) over the [ − 22.9, 0 • C] range. The NW09 fit fulfills the fresh ice constraint but not the eutectic constraint and expectedly spreads from observations below the hydrohalite precipitation point (solid red line in Figure 2 ).
The last empirical approach included in our evaluation is the Cox & Weeks (1986, their Table 2 ) relationship (gray line in Figure 2 , CW86 in Table 3 ), widely used in the observational literature. CW86 combines three third-order polynomials regressed on Assur (1958) data and holds from −2 to −54 • C (the eutectic temperature under the Nelson and Thompson crystallization pathway). Because it does not cover the high temperature range, the CW86 approach is unsuitable for modeling. Yet the CW86 function still provides precise liquidus estimates (RMSE = 2.9 g/kg, STDE = 3.5 g/kg), including the −22.9 • C discontinuity, among the most precise estimates retained.
The modified TEOS-10 (mTEOS-10) liquidus is in line with the best available estimates. It is slightly less precise on average than other approaches (RMSE = 3.0 g/kg, STDE = 4.6 g/kg ). It is remarkable that mTEOS-10 is the most precise estimation approach over the TEOS-10 validity range, nearly as precise as FREZCHEM (RMSE = 0.6 g/kg, STDE = 1.14 g/kg). In the [−10, −20
• C] range, mTEOS-10 overestimates the liquidus salinity by about 5 g/kg and significantly underestimates it near the hydrohalite precipitation discontinuity (Figure 2e ).
Minerals
Experimental sources for estimating the salt fraction in minerals f sm are only a few (see section 2.3). Doherty & Kester, 1974; Gitterman, 1937; Nelson & Thompson, 1954, Note. The comparison is performed both for the entire temperature range (N = 64) and for the TEOS-10 validity range (T ≥ − 6 • C, S ≤ 120 g/kg N = 29). ΔS e = difference between predicted S br (T e ) at the assumed eutectic temperature (−36.2 • C) and the observational best estimate of the eutectic salinity (250.6146 g/kg); RMSE = root-mean-square error; STDE = standard deviation of error; A58 = Assur (1958); NW09 = Notz and Worster (2009); POLY3 = third-order polynomial (equation (10)); CW86 = Cox and Weeks (1986) ; mTEOS-10 = modified TEOS-10 (section 2.4).
which only includes mirabilite and hence is valid until −22.9
• C. Because mirabilite dominates by far the total mass of minerals above that temperature threshold, the B16b fit is in excellent agreement with FREZCHEM, which itself includes all minerals.
At −22.9
• C, the fraction of salt in minerals consistently reaches about 10% according to all sources. Below −22.9
• C, the only independent source available is Assur (1958) . We find agreement with FREZCHEM within 10% until about −33
• C, where f sm becomes slightly less than 0.8, because both approaches converge on the precipitation of hydrohalite. We do not expect the solution of Pitzer equations given by FREZCHEM and the calculations of Assur to be exactly consistent, because of the many differences between them.
The last two jumps in f sm predicted by FREZCHEM are mostly due to the precipitation of meridianite and sylvite near −33.3
• C and to magnesium chloride dodecahydrate at −36.2 • C (Table 1) . The FREZCHEM crystallization sequence we get is close to but slightly different from similar FREZCHEM computations (Butler, Papadimitriou, Santoro, et al., 2016; Marion et al., 1999) . It is beyond the scope of this work to track down the origin of the differences, but they are presumably due to unresolvable protocol differences (FREZCHEM version, specification of the input seawater composition). . Indeed, these three quantities are closely related to each other. This is illustrated in the two scatter plots of Figure 4 , based on the FREZCHEM diagnostics over the entire T-S space. First, both The liquid H 2 O fractions from the various retained sources are presented graphically, in an attempt to reproduce the two Richardson and Keller (1966) series of NMR scans, run at two different salinities (10.022 and 35.035 g/kg) over the [−35, 0 • C] temperature range ( Figure 5 ). For a quantitative evaluation of T-and S-based computations of the liquid water fraction, the observed T and S were used to estimate the observed liquid water fraction, for several variants in the details of the computations. In all cases but two, calculations were based on equations (3) and (4), which require intermediate calculations of liquidus salinity and solid salt fraction, for which several choices were tested. The mean statistics of the comparison with the 20 retained observational data points (section 2.3.3) are given in discontinuity at −22.9
Liquid H 2 O Fraction
• C, the temperature of hydrohalite precipitation. There are three discontinuities in FREZCHEM, each of them being associated with the precipitation of a mineral. The absence of the last two discontinuities from observations is not surprising as (i) these are characteristic of the Gitterman equilibrium crystallization pathway simulated by FREZCHEM and (ii) the equilibration time is not mentioned in the study of Richardson and Keller (1966) and it is unlikely that the required weeks for equilibration of samples (Marion et al., 1999) were actually respected. Figure 5 ) provides the most consistent
FREZCHEM (gray circles in
estimate with observations and is slightly biased (1.1 g/kg, RMSE = 8.6 g/kg, STDE = 13.3 g/kg), quantifying the current uncertainty levels on the liquid H 2 O fraction. Uncertainties seem independent of temperature, but they increase from an RMSE = 2.9 g/kg for S = 10.022 g/kg to 10.1 g/kg for S = 35.035 g/kg-provided we rule out the one sample processed at the highest temperature (see Figure 5b ).
Let us now discuss the few other simpler calculation techniques for liquid water fraction. Computations stem from equations (3) and (4) with prescribed functional dependencies for S br (T) and f sm (T). Using interpolated FREZCHEM values for S br and f sm gives virtually the same H 2 O br error statistics as for the direct FREZCHEM diagnostic, which confirms the internal consistency of the equations. The small difference is Note. Evaluation is performed by comparison with NMR-based estimates (Richardson & Keller, 1966, N = 20) , using the experimentally imposed temperatures and absolute salinities as a basis for computations. A58 = Assur (1958); NW09 = Notz and Worster (2009); POLY3 = third-order observational fit (equation (10)); CW86 = Cox and Weeks (1986) ; CW83 = Cox and Weeks (1983) ; mTEOS-10 = modified TEOS-10. a Here equation (4) is fed directly by brine mass fraction. CW83 originally provide brine volume fraction, which is first converted into liquid mass fraction using equation (5), using CW86 for liquidus salinity. likely due to numerical precision or interpolation errors. Keeping the FREZCHEM values for f sm but now using the slightly less precise liquidus estimates (mTEOS-10, blue curve in Figure 5 ; POLY3, not shown but similar) instead of the FREZCHEM function only slightly deteriorates the liquid water error statistics (RMSE = 8.9 g/kg, STDE = 13.5 g/kg).
Accounting for minerals is necessary to reproduce the discontinuities in liquid content. Once f sm is set to zero (i.e., once minerals are neglected, as classically done in sea ice models) the hydrohalite discontinuity at −22.9 • C is lost, and errors in liquid H 2 O fraction increase toward lower temperatures. With no minerals and a nonlinear liquidus (black curve in Figure 5 ),
is overestimated, in particular below the hydrohalite discontinuity. With no minerals and linear liquidus (red dashed curve in Figure 5 ),
is underestimated for most of the temperature range.
The widely used empirical formulation for brine volume fraction of Cox and Weeks (1983, hereafter CW83 )-a nonlinear, piecewise combination of third-order functions-was also included in the analysis. The CW83 volume fraction was first converted into mass fraction from equation (5), using the CW83 expressions suggested for ice and brine densities. Then, the result was combined with the liquidus salinity of Cox and Weeks (1986) and converted into liquid H 2 O fraction using equation (4); see Table 5 . The result is slightly less consistent with observations than FREZCHEM (RMSE = 10.5 g/kg, STDE = 12.4 g/kg) over its claimed validity range ([−30, −2
• C]).
We now finally turn to brine mass fraction estimates, taking FREZCHEM as a reference in the absence of observational values ( Figure 6 and supporting information Table S1 ). All findings on . Liquid mass fraction contours in T-S space, derived from FREZCHEM outputs (left panel), from selected computational approaches (top panels), and differences of the latter with FREZCHEM (lower panels). CW83 refers to Cox and Weeks (1983) volume fraction converted into mass fraction using equation (5). mTEOS-10 = modified TEOS-10.
Discussion and Conclusions
We revisited the thermodynamics of sea ice phase composition by confronting observations, theory, and classical computation methods, from a revised formulation of the problem and a thorough account for available sources of information. We focused on two important diagnostics: brine salinity and liquid H 2 O fraction (a close proxy of brine mass or volume fraction). All materials presented here are based on ITS-90 Celsius temperatures (Preston- Thomas, 1990 ) and absolute salinities in grams per kilogram (Millero et al., 2008) , which is a prerequisite for compatibility with TEOS-10.
Observations of brine salinity and liquid H 2 O fraction were carefully selected from a literature survey. As a theoretical reference, we used a detailed description of sea ice phase composition derived from FREZCHEM, a numerical code applying the Gibbs-Pitzer theory to aqueous solutions and widely used in Earth and planetary science (Marion et al., 2010) . The considered T-S range encompasses virtually all sea ice conditions encountered on Earth: Bulk salinity ranges over [0.3, 40 g/kg] , and temperature goes from eutectic to liquid seawater conditions [−36.2, 0 • C]. Standard seawater composition (Millero et al., 2008) was strictly imposed at 0 • C. Brine salinity, liquid H 2 O fraction and brine mass fraction were derived based on FREZCHEM outputs, among other phase composition diagnostics.
The agreement between observations and the Gibbs-Pitzer theory (FREZCHEM) is remarkable: Among all tested methods, FREZCHEM is the most faithful to observations, both in terms of brine salinity and liquid H 2 O mass fraction. The agreement is impressive given how independent FREZCHEM and the selected observations are, raising confidence in both. The resulting view of the sea ice phase composition does not significantly depart from the standard one (Assur, 1958; Petrich & Eicken, 2010) : Sea ice is typically ice and brine above −22.9
• C with a small fraction of mirabilite, taking up to 10% of the salt mass. Most mineral precipitation occurs in the form of hydrohalite between −22.9
• C and the eutectic temperature (−36.2 • C; Figure 1 ). The most notable change in the revised phase diagram is a different succession of precipitating minerals, and a eutectic temperature at −36.2 • C and not −54
• C, consistently with the long equilibration times in the Gitterman crystallization pathway.
Uncertainties in sea ice phase composition are now better understood and quantified. First, the typical error (RMSE) in brine salinity is 1.9 g/kg, larger near the hydrohalite precipitation temperature and smallest near the freezing point. Second, the mean uncertainty in liquid mass fraction of H 2 O, was evaluated at 8.6 g/kg (corresponding to 0.8% in the usual units, namely, percentage of mass). Errors in brine mass or volume fractions should have similar magnitude. Below −22.9
• C, we find generally larger uncertainties in liquid fraction, because of unresolved ambiguities in the mineral precipitation sequence.
Among all the assumptions made, neglecting pressure has the least known consequences. Ignoring pressure effects on the freezing point is reasonable at the ocean surface. Pressure effects might be comparatively larger within brine inclusions, and this topic just starts being studied. To envision possible implications on sea ice phase composition, we ran FREZCHEM at p = 100 bars. Even at such pressures, changes in brine salinity and in the predicted sequence of precipitating minerals, relative to runs at 1 bar, were minor. Another instance of possibly significant pressure-related effects is marine ice, formed under marine ice shelves from the freezing of seawater, several hundreds of meters deep into seawater, where the seawater freezing point is a few tenths of Kelvins lower than at the surface. Admittedly, in Earth System Models, the absence of pressure as a state variable in our proposed sea ice phase relationships could be a source of inconsistency between the ice and seawater thermodynamic formulations, at depth, and provided that marine ice is treated as sea ice. However, current understanding suggests that marine ice often proves nearly fresh (Eicken et al., 1994) . More generally, how marine ice thermodynamics should be represented in models is open to question.
There are also ambiguities in the sequence of crystallizing minerals that remain unresolved. This is notably because all formulations to date assume thermal equilibrium. In natural sea ice, temperature can change over a few hours, whereas the kinetics of mirabilite dissolution and gypsum precipitation are slower, slow enough to require sample equilibration times of up to a few weeks in the Gitterman equilibrium crystallization pathway (Marion et al., 1999) .
Another source of uncertainty is deviation from standard seawater composition. Compositional differences due to source seawater composition are expectedly minor (McDougall et al., 2012) . Mineral precipitation, could also change the composition of brine with respect to seawater. Hence, brine convection (Wells et al., 2011) exchanging brine and seawater could to some extent modify the sea ice composition. Yet as brine convection and mineral precipitation are most efficient at fairly different depths in the ice, the former near the ice base, the latter near the ice surface, such deviations in brine composition seem unlikely to play a large role. By all means, to resolve these issues, one should relieve the phase equilibrium hypothesis and include the kinetics of mineral precipitation, which would bring the model's complexity to a much higher level. Since errors in brine composition remain relatively low (Marion et al., 1999) , we argue that these uncertainties are of minor importance as far as a salt budget is concerned and that there is no urgent need for such modifications.
We now turn to a few recommendations on working practises for calculating brine salinity and mass fraction in the context of observational measurements. Depending on the precision required, different computation approaches to the sea ice phase composition diagnostics can be adopted. The most precise and consistent source available for such computations is FREZCHEM. Since running it can take time, we provide the numerical FREZCHEM full phase composition description in netcdf format as supporting information, which can readily be used. The classical fits of Weeks (1983, 1986 ) are very good but slightly less precise approximations and are more limited in coverage. For temperatures above −22.9 • C, using the POLY3 fit (equation (10)) to compute brine salinity and neglecting minerals to compute brine fraction is simple and precise enough for most purposes. The mTEOS-10 Gibbs function-keeping TEOS-10 unchanged over its validity range and giving a liquidus curve in much better agreement with observations down to the eutectic temperature-is most useful for modeling purposes.
The revised framework proposed in section 2 could make sea ice models more precise with respect to phase composition, improve their physical robustness, notably by considering the presence of minerals, and bring possible consistency with TEOS-10. Yet doing so would require in-depth modifications of the thermodynamic core of existing models and increase their complexity. Whether that would be worth systematic implementation requires investigation. It already seems clear that since sea ice process models including biogeochemistry are quite sensitive to brine salinity errors (Moreau et al., 2015; Vancoppenolle & Tedesco, 2017) they would benefit from using at least the POLY3 fit presented here. Coupled ice-ocean models would also gain from TEOS-10 consistency within ocean and sea ice components. Major impacts on large-scale sea ice dynamics are not expected, but the additional physical realism and consistency would reduce uncertainties in the simulated thermodynamics.
A1. Why Does Using TEOS-10 Beyond Its Limits Not Work?
Ocean models (e.g., Madec & the NEMO team, 2008) have recently been updated so that their thermodynamic properties-including the freezing temperature of seawater-all derive from the International Thermodynamic Equation of Seawater (TEOS-10, IOC, SCOR, and IAPSO, 2010) . Using a fit to retrieve brine salinity as a function of temperature would always somehow conflict with such an approach, leading to inconsistencies between the freezing point of saline inclusions within sea ice and that of the seawater below.
Let us give an example. The freezing temperature T fr obtained from the numerical inversion of the third-order fit given by equation (10) Next to inconsistencies, another argument in support of TEOS-10 is intrinsic quality. Over its claimed validity range (T ≥ − 6 • C, S < 120 g/kg), the TEOS-10 derived freezing point and liquidus salinity clearly outperform any other estimate. Indeed, as compared with the observational estimates (section 2.3.1) lying within the TEOS-10 validity range (N = 29), the TEOS-10 liquidus salinity error is of 0.6 ± 1.1 g/kg, at least twice as small as any of the usual fits (see Table 4 ). TEOS-10 not only better fits the observations of Doherty and Kester (1974) over which it was fitted but also the independently acquired data of Gitterman (1937) and . There is no retained observation from Nelson and Thompson (1954) falling within the TEOS-10 validity range.
Hence, to achieve consistency with ocean models and the best precision near the freezing point, the best approach to retrieve the liquidus salinity as a function of temperature is to invert the TEOS-10 freezing point. However, out of its claimed validity range, the TEOS-10 freezing point has not been tested and is by default undefined.
One can remove all the TEOS-10 high salinity and low temperature barriers to get a defined value for T fr out of the claimed TEOS-10 validity bounds (an approach that we refer to as extended TEOS-10, illustrated with the dashed blue curve in Figure A1 ). Yet doing this brings two other problems. The first one, somehow expected, is that the resulting freezing temperature value rapidly departs from observations at salinities higher than 120 g/kg. The other problem is worse: The freezing temperature nonmonotonically depends on temperature; the extended TEOS-10 freezing temperature reaches a minimum near approximately −22.3 • C near S = 330 g/kg and then increases back to warmer temperatures . This nonmonotonicity implies that the reciprocal of the TEOS-10 freezing temperature, that is, the liquidus salinity, is undefined below −22.3 • C.
For this reason, the extended TEOS-10 approach is not workable and must be rejected.
A2. What Should Be Modified in TEOS-10?
The desire to achieve a precise estimate of the liquidus salinity at all temperatures, fully consistent with ocean models, encouraged us to seek a modification of TEOS-10 that would ensure a reasonable freezing temperature out of its claimed validity bounds. To do this, we must first explain how TEOS-10 derives the freezing temperature as a function of salinity. Let us mention that all salinities are absolute in the TEOS-10 sense, that temperatures are expressed in Celsius, and that pressure effects are ignored in the following developments.
The TEOS-10 approach is based on a complete specification of the state of a unit mass of seawater by the Gibbs free energy or potential in Joules per kilogram. The Gibbs potential is an extensive variable, and therefore, the sea ice Gibbs function g can be written as the sum of pure ice of Ih crystal type (g Ih ) and salt water (g sw ) contributions weighted by brine fraction br (Feistel & Hagen, 1998) :
a form that assumes a negligible contribution of minerals to the Gibbs function. The TEOS-10 manual and routines provide exhaustive polynomial developments for the seawater Gibbs potential g sw (Feistel, 2008) , and also provide the IAPWS Gibbs potential for ice Ih, g Ih (Feistel & Wagner, 2006) . The equilibrium of liquid Figure A1 . The background thin lines contour Ih (T)-w (S br , T) at reference atmospheric pressure using the extended (blue dots) and modified (solid blue) TEOS-10 formulations for the chemical potential of water in salt water. These give a more general context: Positive contour values indicate that salt water is more stable than ice, whereas the zero contour corresponds to the liquidus curve.
and solid phases occurs at the minimum of the Gibbs function ( g∕ = 0) or equivalently at equal chemical potentials for pure ice and water in salt water (Feistel & Hagen, 1998) . The liquidus curve S br (T) (and the freezing temperature T f (S)) stems from the equality of the chemical potentials and therefore verifies
where Ih and w are the chemical potentials of ice Ih and water in salt water, respectively, and Δ is defined as the difference between both. Using the relations between chemical and Gibbs potentials for ice Ih (g Ih = Ih ) and of water in salt water ( w = g sw − S · g sw ∕ S), the freezing condition becomes
It is from this expression of the freezing condition that the TEOS-10 freezing point is numerically derived, using the IAPWS-06 for g Ih and TEOS-10 for g sw . Figure A1 depicts the contours of Δ in T − S br space, based on IAPWS-06 and TEOS-10 Gibbs potentials. We see that within the claimed validity range of TEOS-10 ([ − 6, 40
• C], [0, 120 g/kg]), the zero contour of Δ (equivalent to the TEOS-10 freezing point) closely matches the observation-derived liquidus curve but spreads from it at low temperature. This mismatch suggests the need to modify the sea ice Gibbs function and the associated chemical potentials in such a way that the zero contour of Δ gets closer to the observed liquidus curve. We argue that it is TEOS-10 that should be modified, not IAPWS-06, because the latter has been tested over a much wider temperature range than TEOS-10 and has no salinity dependence anyway.
A3. Modifying TEOS-10 to Improve the Freezing Point at Salinities Higher Than 120 g/kg
We seek a modification of TEOS-10 modification that achieves two basic requirements:
• to preserve TEOS-10 integrity within its claimed validity range • to give a liquidus curve in better agreement with observations at high salinity.
Such TEOS-10 modification should be done at the most fundamental level, namely, by acting on the Gibbs function. We target the salinity dependency of g, because the latter determines the chemical potential of
