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Dit rapport is geschreven op verzoek van de redaktie van het
kwartaalblad Bedrijfskunde, en zal verschijnen in het Speciaal Nimimer
over DSS in aflevering 1986~3.
Uw kommentaar op deze voorlopige versie stel ik zeer op prijs.1
l. INLF.IUING
"Decision Support Sytems" (DSS) oftewel Beslissíngsondersteiinen-
de Systemen, staan sterk in de belanRstelling. Wat DSS echter precíes
zijn, is onduldeLijk: Behoren "spreadsheets" tot de DSS? Is de term DSS
een nieuw etiket voor Management information Systems (MIS) en~of Ope-
rations Research (OR)? Bestaan DSS echt, of zijn ze als de kleren van de
keizer van China: ieder sprak er over, maar...??
Noot: In mijn verhaal heb ik de volgende begrippen nodig. Een
bedrijf (van een onderneming, stichtíng, overheidsinstelling) heeft een
primair doel, bijvoorbeeld staalproduktie, gezondheidszorg, belasttng-
Ileffing. Het geheel van produktiemiddelen ten behoeve van dat primaire
doel heet in de informatiekunde het objektsysteem of fysiek systeem. Om
dit systeem te doen functioneren, moeten allerlei gegevens worden vast-
gelegd; denk aan fakturen, medische dossiers, loonbelastingformulieren.
Deze registratie in het kader van de primaire bedrijfsprocessen is ook
nodig in verband met burocratische eisen; bijvoorbeeld, een onderneming
moet allerlei gegevens vastleggen ten behoeve van de físcus. Deze ex-
post registratie is de primaire funktie van de klassieke boekhouding en
de modernere Electronic Data Processing (EDP). Om het objekt of fysiek
systeem te kunnen besturen (managen) moeten bovengenoemde brongegevens -
en bepaalde externe gegevens (bijvoorbeeld, gegevens over de concurren-
ten, vakbonden, overheidsinstellingen) - worden bewerkt tot ínformatie.
De kerntaak van de manager is het nemen van beslissingen, d.w.z. het
kiezen uit alternatieven. (Het nemen van beslissingen houdt ook in ver-
antwoordelijkheid dragen voor de gevolgen van die beslissingen, en toe-
zicht houden op het uitvoeren door anderen van die beslissingen.) Der-
halve is informatie toekomstgericht (ex-ante). Zie ook Kleijnen (1980,
blz. 9-11).
2. EEN VOORBEELD: "GADS"
Ik wil een voorbeeld bespreken dat populair is in de DSS litera-
tuur (zie Keén en Morton, 1978, blz. 147) en waarmee ikzelf toevallíg
vertrouwd ben (doordat ik in 1974 een jaar doorbracht bij IBM Research2
in San Jose, Californië, waar het te bespreken voorbeeld werd ontwík-
keld). Het systeem heet GADS oftwel Geodata Analysis and Disp].ay System.
In GADS vormen geografische gegevens (zoals een stadsplattegrond) een
essentiëel subsysteem. De eerste toepassing van GADS werd ontwikkeld ten
behoeve van de politie van San Jose. Proces-verbalen vormen de brongege-
vens (d.w.z. deze gegevens worden vastgelegd, niet ten behoeve van de
ondersteiining van beslissingen, maar ten behoeve van de primaire taak-
uitoefening van de politie; zie de Inleiding). Uit die massale brongege-
vens worden bepaalde gegevens "geéxtraheerd" en vastgelegd in tabellen
[deze tabellen vormen een "relationele" data base; tussen vierkante
haken plaats ik computer -technische opmerkingen]. De gegevens uit de
diverse tabellen worden gecombineerd en op een stadsplattegrond gesuper-
poneerd; deze informatie wordt op een beeldscherm aan de gebruikers ge-
presenteerd. Die gebruikers communiceren met het computersys[eem door
middel van een lichtpen. Ik wil nu even ingaan op de gebruikersaspekten
van dit voorbeeld.
De eerste gebruikers van GADS waren politie-functionarissen die
probeerden een oplossíng te vinden voor een aantal concrete klachten
(vanuit eigen gelederen) over de indeling van de stad San Jose in poli-
tiewijken oftewel "beats". Op het beeldscherm wordt daarom een stads-
plat[egrond gepresenteerd [dus is digitalisatie van een plattegrond no-
digj. Vla de lichtpen tekent een agent een bepaalde wijkindeling; de
gebruiker bedenkt dus een oplossing. Vervolgens berekent de computer de
gevolgen van die oplossing; de computer berekent dus de waarden van een
aantal kriteria, zoals de werklast per "beat" gekwantificeerd door
(bijv.) het aantal oproepen per dag. Deze kriteria zijn explicíet ge-
maakt (zodat de computer ermee kan rekenen) in een dialoog tussen de
verschillende gebruikers, te weten vertegenwoordigers van de wijkagenten
en van hun superieuren. Naast deze kriteria hebben de gebruikers ook een
aantal nevenvoorwaarden expliciet gemaakt, bijvoorbeeld een wijk mag
niet doorsneden worden door een grote verkeersweg; immers zo'n weg zou
het moeizaam maken om van het ene deel van de wijk naar het andere deel
te rijden. (Nevenvoorwaarden betreffen ook vaak de beperkte beschikbaar-
heid van produktiemiddelen zoals auto's; zie Lineaire Programmering.) In
de computer zitten ook een aantal procesregels zodat er geen onzin in de
gegevens ontstaat, bijvoorbeeld een agent komt pas aan bij het misdrijf
nadat het misdrijf is gebeurd, respectievelijk gemeld. [Deze proces-3
regels zorgen voor de "integriteit" van de gegevensbank.] De gebruikers
communiceren met elkaar, mede dankzij GADS, d.w.z. er staan meerdere
aYenten rondom het scherm; een agent f.ormuleert een wijkindeling via de
Lichtpen (eventueel geholpen door een computerdeskundige); tesamen be-
kijken de agenten de resultaten (kriteria en nevenvoorwaarden), waarna
iemand een alternatieve oplossing probeert, enzovoort. [Grotere beeld-
schermen zouden deze dialoog aanzienlijk vergemakkelijken.]
Later is een verwante toepassing van GADS ontwikkeld, namelijk
de indeling van de stad Palo Alto !n schoolwijken. De start van het pro-
jekt is wederom een konkreet probleem, namelijk er komen minder kinde-
ren, zodat de scholen leeg raken. De gebruikers formuleren weer kriteria
en nevenvoorwaarden. Vergeleken bij de politiewijken zijn er nu grotere
tegenstellingen tussen de verschillende soorten gebruikers, te weten
ouders en schoolfunktionarissen. Toch wordt GADS uiteindelijk geaccep-
teerd door alle gebruikers, vooral doordat de hoge kwaliteít van de ge-
gevens de gebruikers overtuigt. In deze meer recente toepassing is GADS
nog uitgebreid met geavanceerde algoritmen uit de Operations Research.
Dit soort problemen wordt namelijk ook onderzocht met behulp van Li-
neaire Programmering (L P) en dergelijke. Maar in de Operations Researcli
moeten alle nevenvoorwaarden expliciet worden gemaakt, terwijl in inter-
aktieve DSS de gebruikers blj het formuleren van mogelijke oplossingen
impliciet met bepaalde nevenvoorwaarden rekening houden; in het probleem
van de schoolwíjken bleek men rekening te houden met toezeggingen aan
sommige wijkbewoners in het verleden.
3. BESCNRIJVING VAN DSS
Na he[ voorbeeld van de vorige paragraaf lijkt de volgende be-
schrijving redelijk. DSS omvatten als subsystemen: (1) modellen (2) ge-
gevens.
(1) Modellen
Bij DSS vinden wij de volgende soorten modellen.
(a) Spreadsheets (electronische werkbladen): De werkelijkheid wordt
weergegeven in de vorm van één of ineer tabellen, elk met twee ingangen4
(dimensies) waarvan één ingang normaal de tijd weergeeft. Er is veel
programmatuur voor micro-computers: Visicalc, Multiplan, enzovoort.
(b) Simulatie: Voordat spreadsheets op micro's werden ontwikkeld, was er
al soortgelijke programmatuur voor grote computers, welke diende voor
financiële simulaties en bedrijfsmodellen ("corporate models"): IFPS,
SIMPLAN, enzovoort; zie Gray (1984). Naast deze strategische modellen
bestaan er (al sinds de 50'er jaren) operationele modellen voor het be-
heren van voorraden en wachttijden. Deze modellen zitten ingebed in pro-
grammatuur ten behoeve van het funktioneren en beheren van voorraden:
IBM's IMPACT en COPICS; zie ook Kleijnen en Rens (1978). En er is een
veelheid van hogere [alen ten behoeve van het simuleren van complexe
wachttijdsystemen: GPSS, Simscrlpt, Simula, SLAM, SIMAN, enzovoort.
Noot: Operationele simulatiemodellen bevatten toevalselementen
(stochastiek), terwijl strategische simulaties en de verwante spread-
sheet-modellen meestal deterministisch zijn. De meeste gebruikers van
modellen blijken grote problemen te hebben met kansbegrippen. 7.ie ook de
bijlage.
(c) Lineaire Programmering (L P): Bij LP gaat het om statische modellen
waarvoor een algoritme automatisch een optimale oplossing vindt; het
kriteriurn en alle nevenvoorwaarden moeten linesire vergelijkingen vormen
(zoals alxlta2x2f...tanxRb). (Bíj simulatie ging het om dynamische mo-
dellen, d.w.z. de ontwikkeling van een systeem over de tijd wordt nage-
bootst; het model is niet lineair; er zit geen algoritme in dat optima-
liseert; de gebruiker formuleert "what if" vragen en het simulatiepro-
gramma rekent de ontwikkeling van kriteria voor het systeem na.) Er zijn
diverse pakketten die helpen bij het formuleren, oplossen, en analyseren
van het i.P model: MSPX, LINDO.
(d) Sta[istiek: Een veelheid aan brongegevens (zie par. 1 en verderop)
kan worden geanalyseerd via de wiskundige waarschijnlijkheidsrekening en
statisttek. Het gaat dan om wetmatígheden (modellen) zoals de normale
verdeling, regressiemodellen, enzovoort. De statistiek moet gegevens
verwerken tot informatíe. Er zijn veel statistische pakketten beschik-baar, voor mainframes en micro's, bijvoorbeeld SAS, SPSS. Zie ook Kleij-
nen (1984a).
Daarnaast zijn er vele andere modellen, zoals niet-lineaire pro-
grammering, network-planning (PERT~CPM), wachttijd-netwerken. Soimnige
auteurs spreken over een modellenbank, d.w.z. in de computer zit een
verzameling van modellen waaruit de gebruiker naar believe kiest. Momen-
teel is het echter nog uiterst moeilijk om programmatuur (voor simula-
tie, LP, statistiek, enzovoort) te koppelen!
(2) Gegevens
Modellen moeten gevoed worden met goede gegevens ("garbage in,
garbage out": GIGO). Terwijl veel wetenschappers zich uitl.even in het
ontwikkelen van nieuwe algoritmen, blijkt in de praktijk het knelpunt te
zijn het gebrek aan gegevens; zie de American Production and Inventory
Control Society, APICS (1974). Dit knelpunt kan worden bestreden door
moderne gegevensbanken. Het idee is dat alle gegevens over de transak-
ties in de primaire bedrijfsprocessen (zie par. 1) worden opgeslagen in
één centraal computergeheugen. Die gegevens worden bij de bron on-
middelijk ingevoerd ["otr-line data capture at the source", bijvoorbeeld
"Point of Sale" systemen, in plaats van "batch" -gewijze verwerking].
Tegenwoordig is het technisch mogelijk een zekere decentralisatie te
realiseren: micro's worden periodiek (bijv. dagelijks) voorzien van uit-
treksels (extracten) vanuit de centrale computer; zie Sprague en Carlson
(1982). En bij grote hedrijven kunnen meerdere "mainframes" gekoppeld
worden in een netwerk. Bovendien kan het bedrijf externe gegevens ve r
krijgen vanuit honderden (!) publieke gegevensbanken. De beschikbaarheid
van publieke gegevensbanken betekent niet dat er geen problemen meer
zíjn: enerzijds zijn er te veel externe gegevens; anderzijds zulen de
konkurrenten hun gegevens afschermen.
Noot: Het voorraadbeheer illustreert de relatie tussen modellen
en gegevens. Sinds het begin van de 20e eeuw zijn er allerlei voorraad-
modellen ontwikkeld, te beginnen met de klassieke wortel-formule (zie de
bijlage) en eindigend (?) bij modellen voor voorraden op verschillende
nivo's in een organisatie ("multi-echelon" syatemen) op te lossen via
moeilijke technieken zoals Dynamische Programmering. Met de komst vanb
compu[ers ontstond er programmatuur vour het voorraadbeheer geYntegreerd
met het produktíebeheer. Daarbij staan nie[ de modellen centraal, maar
de gegevens over stuklijsten ("Bill of Materials" oftewel BOM). Deze
gegevens zijn opgeslagen in een "data base", beheerd door een Data Base
Management Systeem (DBMS). De vraag naar het eindprodukt wordt via die
stuklijsten omgerekend in vraag naar de diverse onderdelen ("dependent
orders"). Konfrontatie met de gegevens over beschikbare voorraden (eind-
produkten, tussenprodukten, grondstoffen) leidt tot produktie- en in-
kooporders: "Materíals Requirements Planning" of MRP. Een voorbeeld van
programmatuur voor MRP is iBM's COPICS of Communications Orien[ed Pro-
duction ancl Inventury Cuntrol System. Andere leveranciers van computer-
apparatuur en programmatuur leveren soorgelijke systemen.
Met name bij DSS moeten wij onverwachte (ad hoc) vragen kunnen
beantwoorden (zie ook de volgende paragraaf). Daarom moeten we gegevens
naar allerlei gezichtspunten kunnen terugzoeken ("data retrieval"). Bij
een databank zorgt het Data Base Management Systeem (DBMS) ervoor dat
gegevens volgens een bepaalde struktuur [boom, netwerk, relationeel]
wurden opgeborgen: IMS, Oracle, enzovoorts. Dan kunnen wij die gegevens
vervolgens terugzoeken via speciale vraagtalen ("query" talen): IMS -
DML, SQL, enzovoort. De presentatie kan gebruiksvriendelijker worden
door grafíeken, kleuren, enz. Ook op micro's is het opalaan, terugvin-
den, en presenteren van gegevens mogelijk, en wel via "geintegreerde"
pakketten zoals Lotus 1,2,3 en nieuwe systemen zoals Framework en
Symphony.
4. DSS: WAT ZIJN HET NIET ?
DSti zijn systemen (zoals de term al zegt), en bestaan derhalve
uít subsystemen (zoals wij weten uit de Algemene Systeem Theorie). Díe
subsystemen heb ik in de vorige paragraaf beschreven. Wat DSS zijn, is
ook nog te verhelderen door aan te geven wat DSS atellig niet zijn. Een
subsysteem zonder de andere subsystemen, is geen DSS, maar slechts een
bouwsteen of een aanzet tot DSS, bijvoorbeeld, een enkel Operations Re-
search model is geen volwaardig DSS. En in de inleiding (par. 1) heb ik
al een onderscheid gemaakt tussen DSS en EDP (ex-post, primaire be-
drijfsprocessen begeleidend, burocratisch).7
Het onderscheid met Management Information Systems (MIS) is sub-
tieler. Sommigen beweren dat DSS het nieuwe etiket is voor de MIS van de
jaren '60. Anderen zeggen dat MIS gericht zijn op standaardvragen van
het management, terwijl DSS ad-hoc vragen beantwoorden. Bijvoorbeeld, ín
het voorraadbeheer moeten wij de vraag "wanneer bestellen wij en hoe-
veel?" elke keer opnieuw beantwoorden; dit probleem kunnen wij door een
Operations Research model weergeven; welke invoergegevens voor dit model
nodig zijn, is dus bekend; de uitvoergegevens zijn ook standaard. DSS
moeten echter onvoorziene vragen beantwoorden, en daarom hebben wij een
gegevensbank nodig, ínclusief toegang tot externe databanken, zoals be-
schreven in de vorige paragraaf. Dit onderscheid tussen MIS en DSS is
verwant aan Herbert Simon's onderscheid tussen gestruktureerde (program-
meerbare) en ongestruktureerde problemen. En de mens kan eerder struk-
tuur onderscheiden, indien bepaalde problemen vaker voorkomen. Dus zijn
gestruktureerde problemen vaak korte-termijn problemen; bijvoorbeeld, in
het voocraadbeheer kijken wij één week vooruit. Korte-termijn problemen
heten ook operatíonele problemen, terwijl wij de lange termijn asso-
ciëren met de term "strategisch"; zie Kleijnen (1980, blz. 6).
Klassieke Operations Research modellen zijn optimaliserend en
bedoeld voor níet-interaktief gebruik (voorbeelden zijn de Lineaire Pro-
grammeringsmodellen en Economic Order Quantity voorraadmodellen). Deze
modellen optimaliseren inderdaad, indien voldaan is aan alle vooronder-
stellin};en (expliciete en impliciete), bijvoorbeeld er zijn geen on-
zekerheden (stochastiek). Simulatiemodellen zijn anders (zi,j liggen aan
de rand van de Operations Research; in het klassieke OR boek van H.
Wagner, 1975 wordt simulatie het laatst behandeld onder het motto "if
all else fails".) Simulatie is niet optimaliserend, maar beantwoordt
what if vragen (heuristiek, "trial and error"). Die vragen moeten van-
zelfsprekend door de gebruikers worden gesteld. Interaktief gebruik is
moeizaam, indien de computer veel tijd nodig heeft per vraag (d.w.z. per
"simulatie-run"), of indien de computer zijn resultaten niet gebruiks-
vriendelijk presenteert. Recente computer-technische ontwikkelingen ver-
beteren het interaktief gebruik van simulatiemodellen. Voor de presenta-
tíe van sLmulattemodellen noem ik animatie, d.w.z. een soort tekenfilm
geeEt de werking van het gesimuleercle systeem weer. Verschillende ani-
matieprogramma's zijn momenteel beschikbaar, zowel voor micro's als voor8
mainframes: SLAM, SIMAN. Computertijd per simulatie-run vermindert dras-
tisch, indíen wij supercomputers gebruiken; voor micro's is simulatie
vaak te rekenintensief.
OR modellen kunnen nooit de mens vervangen, want modellen be-
rusten op voorondersteliingen, die door de gebruiker moeten worden ge-
toetst. (Simiilatie kan worden toegepast om bepaalde vooronderstellingen
van een OR model te toetsen; zie Van Hee, 1985, en Kleijnen en Rens,
1978). De uitkomst van een OR model is dus slechts een advies aan de
gebruiker, bijvoorbeeld een besteladvies. Wel kunnen OR modellen de ge-
bruikers veel werk uit handen nemen, zodat zij zich op belangrijkere
zaken kunnen concentrer.en: "management by exception".
Modellen (íngewikkelde OR modellen of simpele spreadsheets) zijn
nuttig doordat zij de intuitie van de beslisser kunnen verifiëren, en
zij bij gebruik door een team van beslissers bijdragen tot de communica-
tie tussen de gebruikers; zie Kleijnen (1980, 1981). Bij sommige schrij-
vers bes[aat het idee dat de gebruikers kunnen kiezen uit een voorraad
modellen (zie de "modellenbank" in par. 3). In de praktijk zijn er al-
leen bouwstenen (programma-modules) ten behoeve van het modelleren. De
praktijk wijat ook uit dat het bouwen van een model al zo bijdraagt tot
de communicatíe tussen de gebruikers, dat het draaien en analyseren van
de modeluitkomsten vaak bijkomstig wordt. [Het bouwen van een "quick and
dirty" model lijkt verwant aan "prototyping" bij klassieke informatie-
systemen.)
DSS worden vaak in één adem genoemd met Expert Systemen en Arti-
ficiële Intelligentie. Wat zijn de verschíllen? Artificiële Intelligen-
tie probeert de intelligentie van de mens na te bootsen, in die zin dat
níet primair de denkprocessen van de mens worden geimiteerd, maar zijn
denkprodukten d.w.z. zljn uitkomsten. Het bekendste voorbeeld zíjn
schaakproKramma's. Aanvankelijk meen~le men dat dankzij het fenomenale
rekenvermogen van computers, het schaakprogramma domweg allerlei moge-
lijke zetten kon narekenen ("brute force" benadering). A1 snel bleek dat
het aantal combinaties van zetten zo astronomisch groot is, dat zelfs
een supercomputer niet genoeg rekencapaciteit heeft ("NP complete" pro-
blemen waar NP betekent "non-polynomial time"; dergelijke "combinato-
rische problemen" treden ook op bíj produktieplanning, inklusief het9
plannen van klasseroosters, handelsreízigers, enzovoorts). Daarom is men
in de AI toch gaan kijken naar hoe de mens problemen oplost, en probeert
men tegenwoordig programma's te ontwikkelen die kunnen leren (zie ook de
volgende paragraaf).
Expert Systemen (ES) zijn een onderdeel van AI, met de volgende
kenmerken.
(1) ES beperken zich tot een specifiek domein, bíjvoorbeeld medische
diagnose van infectieziekten (MYCIN is een bekend Expert Systeem), sta-
tistísche regressie-analyse (REX is een produkt in ontwikkeling bij Bell
Labs). In AI heeft men geprobeerd een General Problem Solver te ontwik-
kelen, die dus niet tot een bepaalde domein was beperkt.
(2) ES hebben verder een gegevensbank met kennis over feiten in dat be-
paalde domein. (Die kennis wordt bijvoorbeeld als volgt vastgelegd [een
, , dier - zoogdier - ij ~beer ~,{eze kennis te ver aren moeten ' frame' 1: Alaska.) g
desl:undiy;en worden ~;eratidpleeKd ("ultgemolken").
(3) ES hehben ook een redeneer-mechanisme ("ínference machine"), meestal
een reeks regels in de vorm van "als..., dan...". Essentiëel, vind ik,
dat ES hun konk.lusies kunnen verklaren, d.w.z. kunnen uitleggen hoe zij
tot bepaalde aanbevelingen zijn gekomen.
Er wordt veel geschreven over ES, maar naar mijn mening zijn ES
nog helemaal niet geschikt voor de praktijk.
5. ACCEPTATIE VAN DSS
Bij mijn weten zij er nog geen cijfers bekend over de acceptatie
van U5S (m~~de doordat nlet duideli;jk is wat DSS zijn). Omdat modellen
een belany;rijk subsysteem vormen, is het ínteressant dat er wel een aan-
tal enquê[es zijn uitgevoerd naar toepassingen van modellen, in Neder-
land en in de USA; zie Kleijnen (1981). Uit die enquêtes blijkt dat men
in de praktijk werkt met de volgende technieken:
(i) Statistische pakketten voor intrapolaties van cijferreeksen, fil-
teren van omvangrijke gegevensbestanden, enzovoort.
(2) Simulatie, want simulatiemodellen zijn realistisch en vragen toch
weinig wiykundige kennis. Spreadsheets vallen buiten deze enquêtes. Uit
andere enquê[es blíjkt dat deze programmatuur uiterst populair is op
micro's. (Lotus 1,2,3 is momenteel het meest verkochte micro-pakket.)10
(3) Eenvoudige OR techníeken, namelijk Lineaire Programmering, Economic
Order Quantity, en PERT~CPM.
Noot: Een kosten~batenanalyse van DSS is erg moeilijk. Immers
zo'n analyse is a1 moeilijk voor klassieke automatiseringsprojekten; zie
Kleijnen (L980, 1984a).
In het algemeen verwacht ík dat de nieuwe gebruikersgeneratie
computers - en dus DSS - eerder zullen accepteren dan de oude generatie.
Immers jonge mensen groeien op met videospelletjes zodat een toetsenbord
en electronische "brein" hun vertrouwd zijn. Anderzijds zullen zij niet
voetstoots aannemen wat de computer "zegt". Een nieuwe symbiose tussen
mens en machine staat wellicht op stapel. De machine heeft daarbij de
volgende inbreng (zie ook Mertens en Kress, 1970):
(1) De computer rekent onvoorstelbaar snel [MIPS].
(Z) i11j heeft een onvoorstelbaar groot geheugen [GIGABYTES] vooral ge-
schikt voor de opslag van goed gestruktureerde gegevens zoals tabellen.
(3) Hij vergeet niks (of alles, bij een calamiteit: "security" aspekt).
De menselijke partner heeEt ook een aantal goede eigenschappen:
(l) De mens werkt vaak met vul.streKels, d.w.z., hij oE zij hoeft niet
domweg van alles na te rekenen (zoats sommigen schaakprogramma's wel
doen). De mens hanteert dus heuristíek (zoekprocedures, "trial and er-
ror"); de computer hanteert optimaliserende algoritmen zodat hij soms
het perfecte antwoord vindt op een verkeerd begrepen vraag. (Bijvoor-
beeld, "welke klok is beter: een die 5 minuten achterloopt, of een die
kapot is?" Antwoord van de computer: "De kapotte klok, want 2 maal per
etmaal geeft die klok exact de goede tijd.")
(2) De mens heeft een associatief geheugen, d.w.z. hij kan in zijn ge-
heugen informatie terugvinden via de "gekste verbanden" (wij weten nog
niet goed hoe de mens, in zijn enorm groot geheugen, gegevens vastlegt
en terugvíndt; zie Hofstadter, 1979).
(3) De mens kan - in tegenstelling tut de computer - selektief verKeten;
hij kan met name dingen vergeten die niet nuttig bleken: leergedrag.
Uit bovenstaande sterk[e~zwakte analyse van de mens en de machi-
ne volgt, dat in de verschillende fasen van een probleem de mens en de
computer verschillende rollen spelen. Met Simon onderscheid ik de vol-
gende probleem-fasen:Il
(1) "Intelligence" ( verkenning): het lierkennen in de omgeving van pro-
blemen en kansen. Dit is een fase waarin de mens zonder hulp van compu-
ters opereert.
(2) "Design" ( ontwerp): he[ bedenken van alternatieven. "Echte" alterna-
tieven zal de mens bedenken; de computer kan kleine, niet-strukturele
variattes op die alternat[even "bedenken". ftíjvoorbeeld, de mens becienkt
in weLke ~;edeelten van de s[ad hushaltes moeten komen; de computer
onderzoekt automatisch kleine verschuivingen; zie Schneíder et al.
(1972).
(3) Evaluatie: het berekenen van de karakteristieken (multipele krite-
ria, en nevenvoorwaarden) van de alternatieven. Hierin is de computer
veel beter dan de mens!
(4) "Choice" ( keuze): Op basis van (3) kiest de mens een alternatief
(zie 2). Aangezien de mens verantwoordelijk is, kan het kiezen niet aan
de computer worden overgelaten.
6. Konklusies
F.en definitíe geven van USS is een hachelijke zaak. Wel is het
mogelijk om een beschrijving te geven van de subsystemen van DSS, te
weten, modellen en gegevens (inklusief het terugzoeken en presenteren
van gegevens). Ook is het duidelijk dat DSS, in tegestelling tot de
klassieke EDP (inklusief boekhouding), niet gericht zijn op het automa-
tiseren van het (uitvoerend) werk van het kantoorpersoneel, maar op het
verwerken van de vele (ex post, primaíre) gegevens tot (ex ante) infor-
matie, ten behoeve van beslissingen te nemen door he[ management. In de
OR ligt het accen[ op het formuleren van modellen en het afleiden van
oplossingsalgoritmen, ten behoeve van die beslissingen. DSS gebruiken
eenvoudige modellen interaktief en voeden die modellen met zínvolle ge-
gevens vanuit de databank.
De opkomst van DSS wordt gestimuleerd door de technische ontwik-
keling ("technology push") zoals Data Base Management Systemen en "on-
line" computerverwerking, op grote en kleine computers. De acceptatie
van DSS neemt toe, doordat in de verschillende opleidingen (bedrijfseco-
nomie, bedrijfskunde, enzovoort) een grotere rol wordt gespeeld door
modellen en computers. Tevens worclt de maatschappij ín het algemeen ge-
ïnformatiseerd (point-of-sale terminals, electronisch geld).12
BIJLAGE: SPREAllSHEF,T, BEDRIJFSMODFL, SIMULATIE
Ik wil het onderscheid tussen de diverse soorten simulaties il-
lustreren door enkele ver~;elíjkingen te laten zien die typisch zijn voor
elke soort.
(a) Spreadsheet
(1) Variabele kosten - 0.10 Verkopen.
(2) Verkopen: inlezen.
("What if" vragen kunnen zo gemakkelijk worden beantwoord.)
(2') Verkopen: 55' groei.
(In plaats van de computer te laten inlezen, laten wij de computer
de groei uitrekenen: Verkopent -(1,05)t Verkopent-1')
(b) BedrijFsmodel ("corporate model"):
(1) Verkopent - SO t gl Prijs t.
F,en regressiemodel analyseert de historische gegevens en levert de
geschatte regressie - coëfftcienten BO en sl oP.)
(1') Verkopent - g0 t R1 Prijs t f et.
waar et een storing (ruis) weergeeft die normaal verdeeld is met
gemiddelde nul en een bepaalde variantie (die uit de regressie-ana-
lyse volgt). Door deze ruiskomponent explíciet in het model op te
voeren, kan de kans op erg lage verkopen worden gekwantificeerd:
"risk analysis"; zie Kleijnen (1980, blz. 75).
(c) Operationele simulatie
(I) VoorraadT - VoorraadT-1 t Inkoopt - Verkopent
waar t Slaat op de periode tussen de tijdstippen T en r-1.13
(2) Inkoopt - ~2 (Vraag per dag) (Bestelkosten)
Voorraadkosten
waar de wortel-formule ook bekend staat als de "Economic Order Quan-
tity", die optimaal is onder een reeks van veronderstellingen; zie
Kleijnen (1981).
Moeilijker qua programmeren zijn wachttijdsimulaties, waar op
toevalli~e tijdstippen (en dus níet op de periodieke tijdstippen T,
Tfl,...) Kebeurtenissen plaats vinden.
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