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Systems biologyOscillations occur in a number of enzymatic systems as a result of feedback regulation. HowMichae-
lis–Menten kinetics inﬂuences oscillatory behavior in enzyme systems is investigated in models for
oscillations in the activity of phosphofructokinase (PFK) in glycolysis and of cyclin-dependent
kinases in the cell cycle. The model for the PFK reaction is based on a product-activated allosteric
enzyme reaction coupled to enzymatic degradation of the reaction product. The Michaelian nature
of the product decay term markedly inﬂuences the period, amplitude and waveform of the oscilla-
tions. Likewise, a model for oscillations of Cdc2 kinase in embryonic cell cycles based on Michaelis–
Menten phosphorylation–dephosphorylation kinetics shows that the occurrence and amplitude of
the oscillations strongly depend on the ultrasensitivity of the enzymatic cascade that controls the
activity of the cyclin-dependent kinase.
 2013 Federation of European Biochemical Societies. Published by Elsevier B.V. All rights reserved.1. Michaelis–Menten kinetics and biochemical oscillations
The equation proposed by Michaelis and Menten in their classic
paper of 1913 [1,2] represented a major advance in the quantita-
tive study of enzyme action [3]. Building on previous work by Vic-
tor Henri [4], it provided an explanation for the observation that
the enzyme reaction rate reaches a plateau at saturating substrate
concentrations, as a result of the formation of an enzyme–sub-
strate complex. Enzyme kinetics operates in a linear regime with
respect to the substrate concentration when the latter is sufﬁ-
ciently low, before reaching a maximum value as the substrate
concentration increases. The equation derived by Michaelis and
Menten allowed them to determine the initial rate of the reaction,
as well as the time course of the substrate and product in the
course of the reaction [1–3].
The Michaelis–Menten equation is commonly used to deter-
mine the kinetic properties of isolated enzymes. It is also used in
modeling the dynamics of enzyme systems, among which those
that display oscillatory behavior. If oscillatory reactions are not
so common among the many biochemical processes catalyzed by
enzymes, known examples are responsible for some important cel-
lular rhythms [5]. Two types of oscillatory enzyme reactions can be
distinguished. Either the enzymes are at the core of the oscillatory
mechanism or they are driven by some external oscillation. To the
ﬁrst class belong the phosphofructokinase (PFK) reaction thatunderlies glycolytic oscillations in yeast [6], the oscillatory synthe-
sis of cyclic AMP by adenylate cyclase in Dictyostelium amoebae
[7,8] with associated periodic changes in the kinase PKA [9,10],
and (iii) the oscillatory activity of cyclin-dependent kinases (Cdks)
that govern progression in the cell cycle [11,12]. To the class of
periodically driven enzyme reactions belong a large variety of en-
zymes expressed under control of the circadian clock [13–16]. An-
other exogenous enzymatic rhythm is observed for the activity of
calmodulin kinase II, which is modulated by Ca++ oscillations
[17,18].
The systems biology of cellular rhythms was recently reviewed
[19,20]. Although new cellular rhythms have been uncovered in re-
cent years, most of which are based on the control of gene tran-
scription, the number of known oscillatory enzyme reactions has
not increased signiﬁcantly since they were reviewed decades ago
[21,22], with the notable exception of Cdk oscillations in the cell
cycle. The purpose of this article is to examine the link between
Michaelis–Menten kinetics and endogenous oscillations in enzy-
matic reactions. Are Michaelis–Menten enzymes capable of pro-
ducing biochemical oscillations, and how do they affect
oscillations in systems in which the mechanism of periodic behav-
ior relies on allosteric enzyme regulation? While it was initially
proposed for isolated enzymes, can the Michaelis–Menten equa-
tion be used in describing the dynamics of systems consisting of
coupled enzyme reactions? We shall address these questions by
focusing on periodic behavior in models centered on phosphofruc-
tokinase in glycolysis and on cyclin-dependent kinases in the cell
Fig. 1. Scheme of a model for a product-activated allosteric enzyme reaction
proposed for glycolytic oscillations [5,30]. The substrate S, injected at a constant
rate, binds to the two conformations R (active) and T (less active or inactive) of an
allosteric enzyme that transforms it into product P. The latter is removed in a sink
reaction catalyzed by an enzyme possessing linear or Michaelis–Menten kinetics.
The allosteric enzyme consists of multiple subunits (not shown) which undergo a
concerted transition between the two conformational states. The product, a positive
effector, binds exclusively to the R state and thereby elicits the transition from the
less active to the most active state of the allosteric enzyme.
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oscillations that occur in cells as a result of enzymatic regulation.
2. Role of cooperative and Michaelian kinetics in a model for
glycolytic oscillations
Glycolytic oscillations, discovered some 50 years ago, still rep-
resent the prototypic example of periodic behavior in a metabolic
pathway [5,19–22]. They occur with a period of the order of 5–
10 min in yeast under conditions where glucose is injected at a
constant rate. The glycolytic substrate, supplied at a constant rate,
is transformed in a periodic manner by the metabolic pathway.
Glycolytic oscillations were ﬁrst studied in yeast cell populations
and in yeast cell extracts [21,23,24]. They were later demonstrated
in pancreatic b cells where they are thought to underlie the pulsa-
tile section of insulin [25]. More recently they were demonstrated
in individual yeast cells [26,27]. Early on, theoretical models sug-
gested that the mechanism of glycolytic oscillations largely relies
on the reaction catalyzed by phosphofructokinase (PFK) [28–31].
The role of PFK is still considered to be at the core of the oscillatory
phenomenon [24]. Models proposed for glycolytic oscillations are
of two kinds: either they are centered on the PFK reaction [28–
31], or they provide a comprehensive description of the glycolytic
pathway [32,33]. The former type of model permits a more de-
tailed analysis of the conditions in which oscillations arise, while
comprehensive models allow one to establish the phase relation-
ships between a large number of oscillating variables in the glyco-
lytic pathway.
The reason why PFK produces oscillations can be related to its
peculiar regulation: the enzyme is activated by one of its reaction
products, ADP, via AMP. Moreover, PFK is an allosteric protein,
composed of multiple subunits that interact in a cooperative man-
ner. A model for an allosteric enzyme activated by its reaction
product has been proposed for glycolytic oscillations [30,31]. It is
based on the concerted transition model for allosteric enzymes
[34], to which is added the positive feedback exerted by the prod-
uct. To display oscillations such a systemmust be open and operatein non-equilibrium conditions. Therefore, in addition to PFK, the
model incorporates the substrate input and the consumption of
product in a second enzyme reaction, which may be of Michaelian
nature (see scheme in Fig. 1). The model is governed by the follow-
ing kinetic equations [30,31]:
dS
dt
¼ v  r/
dP
dt
¼ qr/ f ðPÞ ð1Þ
In the simple case where the substrate S binds exclusively to the
most active conformation of the enzyme, the enzyme rate function
/ is given by:
/ ¼ Sð1þ SÞ
n1ð1þ PÞn
Lþ ð1þ SÞnð1þ PÞn ð2Þ
and the product sink function, or decay term, takes a linear form:
f ðPÞ ¼ kSP ð3Þ
Parameters v and r in Eq. (1) are the normalized substrate injec-
tion rate and maximum rate of the enzyme reaction; q is a normal-
ization parameter, and L>>1 is the allosteric constant of the
enzyme measuring the ratio of inactive (T) to active (R) conforma-
tion in the absence of ligand; S and P denote the normalized,
dimensionless substrate and product concentrations (see
[5,30,31] for further details). The terms (1 + P)2 in function / reﬂect
activation of the enzyme by the reaction product P, which binds
exclusively to the most active state of the enzyme. Parameter L
markedly inﬂuences the degree of cooperativity of the allosteric
enzyme.
The study of this model shows that sustained oscillations can
occur in a range bounded by two critical values of the constant
substrate input provided that the enzyme cooperativity exceeds a
threshold value [5,30,31,35]. This result seems to rule out the pos-
sibility of sustained oscillations if the enzyme were a monomer
obeying Michaelis–Menten kinetics. However, the requirement
for cooperativity of the regulated enzyme lessens when the kinet-
ics of the step involving the enzymatic degradation of the reaction
product acquires a saturatable rather than linear nature [36]. Then
the sink function takes the form of a Michaelis–Menten equation:
f ðPÞ ¼ VdP
Km þ P ð4Þ
where Km denotes the normalized Michaelis constant of the en-
zyme. At large values of Km, f(P) tends to a linear form like in Eq.
(3), with an apparent ﬁrst-order rate constant equal to (Vd/Km). Sus-
tained oscillations in these conditions can already occur when the
positively regulated enzyme is monomeric [36]. This shows that
the relatively mild non-linearity provided by the Michaelis–Menten
equation contributes to the overall non-linearity of the system cen-
tered on the product-activated enzyme reaction, and allows the
occurrence of sustained oscillations even when the degree of coop-
erativity of the regulated enzyme diminishes down to unity, though
cooperativity favors the occurrence of oscillatory behavior [35,36].
If oscillations can in principle occur in the reaction catalyzed by
a monomeric, product-activated enzyme when the sink of the
product becomes Michaelian instead of linear, it should be noted
that these oscillations then acquire an extremely long period while
metabolite concentrations reach extremely large levels [36]. The
period and the metabolite levels markedly decrease in the model
as the number of protomers of the regulated allosteric enzyme in-
creases from 1 to 4 or more. This observation illustrates the role of
enzyme cooperativity in the mechanism of glycolytic oscillations:
the positive feedback is ampliﬁed by cooperative interactions be-
tween the enzyme subunits, so that the explosive synthesis of
Fig. 2. Effect of the Michaelis constant of the enzymatic sink reaction on sustained
oscillations in the model for the product-activated allosteric enzyme. The sink
reaction, which removes the reaction product P in the scheme of Fig. 1, obeys the
Michaelis–Menten expression given by Eq. (3). Shown are (A) the product and (B)
the substrate concentrations as a function of time, for decreasing values of the
normalized (dimensionless) Michaelis constant Km: (a) 80, (b) 40, (c) 20, (d) 10 and
(e) 5. The curves are obtained by numerical integration of Eqs. (1) and (3) for the
following parameter values: L = 106, r = 5.075 s1, q = 3, ks = 3.81 s1, v = 0.5 s1,
n = 2. Initial conditions: S = P = 0.
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because of the increased steepness of the enzyme response to
changes in the product concentration, the time to reach the self-
ampliﬁcation threshold decreases as the degree of cooperativity
of the enzyme increases. The decline of the product concentration
that follows its explosive increase is due to substrate consumption
in the course of the product-activated enzyme reaction. The sub-
strate replenishes because of its injection at a constant rate; the
next peak in product synthesis occurs as soon as the product again
exceeds the threshold beyond which it triggers the cooperative
transition of the allosteric enzyme from its inactive to the active
conformation [5]. As the interval between successive peaks dimin-
ishes when cooperativity rises with the number of protomers, the
substrate has less time to re-accumulate during successive peaks of
product synthesis, so that the amplitude of oscillations in the sub-
strate and product concentrations, much as the period, also de-
creases as the number of enzyme subunits increases.
Although the product-activated allosteric enzyme plays the key
role in generating the oscillatory phenomenon, the Michaelis–
Menten kinetics of the product sink has two important conse-
quences. First, as discussed above, it contributes to decrease the
degree of cooperativity of the allosteric enzyme kinetics required
for generating oscillations. Second, the fact that the sink becomes
saturated at large product concentrations directly impinges on
the oscillations, because the level of the product controls the tran-
sition between the inactive and active conformations of the allo-
steric enzyme. At a given value of the maximum rate of enzyme
activity, increasing the Michaelis constant that characterizes the
enzymatic sink of the product of the allosteric enzyme effectively
amounts to decrease the speciﬁc activity of the enzyme that trans-
forms this product, and thereby contributes to raise its level. The
effect of the normalized, dimensionless Michaelis constant of the
product sink, Km, is illustrated in Fig. 2 for ﬁve decreasing values
of this parameter. The product and substrate concentrations in
the course of time are shown in Fig. 2A and B, respectively. All
curves correspond to the same initial condition, S = P = 0; the sub-
strate and product concentrations begin to increase at time zero
because the substrate is supplied at constant rate v.
When the Michaelis constant is relatively large (Fig. 2A, c), the
effective rate of product degradation is reduced and the product
concentration rapidly reaches the threshold at which it causes
the cooperative transition of the allosteric enzyme towards its ac-
tive conformation. Such positive feedback by the product corre-
sponds to self-ampliﬁcation: the more the enzyme is pushed into
its active conformation, the faster it transforms the substrate into
product. Because the interval between peaks is relatively small,
the substrate has no time to accumulate up to large levels
(Fig. 2B, c) so that the amplitude of the corresponding peak in prod-
uct is reduced (Fig. 2A, c). The product begins to drop as soon as
substrate consumption by the allosteric enzyme exceeds substrate
input. This drop is further ampliﬁed as the allosteric enzyme re-
turns to its original, inactive (or less active) state when the product
concentration decreases.
When the Michaelis constant diminishes, the effective rate of
product degradation increases. Then the ﬁrst peak in product takes
more time to develop and its amplitude is larger, because the prod-
uct takes more time to accumulate up to the self-ampliﬁcation
threshold (Fig. 2A, d and e) and the substrate has time to accumu-
late up to higher levels (Fig. 2B, d and e) before the product triggers
its self-ampliﬁed synthesis. The amplitude as well as the period of
the oscillations thus rise as the Michaelis constant of the enzyme
responsible for product decay decreases. Upon increasing the
Michaelis constant above a critical value (which is close to 38 in
the case considered in Fig. 2), the system evolves toward a stable
steady state (Fig. 2A and B, a and b); the steady state is reached
through damped oscillations when Km has just passed the criticalvalue (curves b). Curves a indicate what happens at higher values
of the Michaelis constant: the effective value of the removal rate
of product is so low that the latter accumulates up to very large
levels such that the allosteric enzyme remains blocked in its acti-
vated state. For oscillations to occur, the allosteric enzyme must
be able to oscillate between its inactive and active conformations.
Once the level of positive effector becomes too large, the balance is
so much tilted to the active conformation that alternation between
the two states of the enzyme becomes impossible.
The alternation between the two enzyme conformations is also
prevented when the Michaelis constant goes below a lower critical
value (which is close to Km = 0.78 in the case considered in Fig. 2).
Then the effective rate of product degradation becomes so large
that the product concentration reaches a low steady state value
such that the enzyme remains blocked in the inactive state. The
periodic alternation between the two enzyme conformations
therefore occurs only in a range bounded by two critical values
of the Michaelis constant of the enzyme that catalyzes product
degradation. When the product is degraded too slowly or too rap-
idly, the enzyme is blocked in the active or inactive conformation,
respectively, and the system evolves to a stable steady state.
The Michaelis–Menten kinetics of the sink reaction also affects
the waveform of the oscillations produced by the allosteric en-
zyme. As shown in Fig. 2A, these oscillations acquire a characteris-
tic triangular shape when the enzyme that degrades the product
operates near saturation. Such a shape is not observed when the
product sink is linear; the product peak then takes the form of a
pulse [5,30,31]. The triangular shape observed for curves c–e in
Fig. 2A can be explained as follows: the linear increase in product
Fig. 3. Scheme of the bicyclic phosphorylation–dephosphorylation cascade model
proposed for the control of kinase Cdc2 in early amphibian embryonic cell cycles
(redrawn after [40]). Accumulation of cyclin leads to activation of the phosphatase
Cdc25 (enzyme E1) that activates the kinase Cdc2 through dephosphorylation, while
Cdc2 is inhibited by phosphorylation by kinase Wee1 (enzyme E2). The anaphase
promoting complex (APC) is activated by phosphorylation by the kinase Cdc2
(enzyme E3) and inactivated by a phosphatase (enzyme E4). Cyclin degradation is
controlled by APC via ubiquitination [44]. Cdc2-induced cyclin degradation creates
a negative feedback loop [39] that can lead to oscillations in Cdc2 activity in the
presence of sufﬁciently steep thresholds in the two cycles of the phosphorylation–
dephosphorylation cascade (see text and [40,46]).
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into product at a constant, nearly maximum rate, which exceeds
the rate of product degradation. The two rates become comparable
when product synthesis slows down owing to substrate consump-
tion; then the enzyme shifts to its inactive conformation due to the
decline in product. The latter is eliminated at a maximum, constant
rate by the Michaelian enzyme controlling the sink, which results
in a linear decrease of product in the course of time. The alterna-
tion of product synthesis and removal, which both operate at a
nearly constant rate, gives rise to the triangular shape of sustained
oscillations. Such a shape also characterizes the substrate oscilla-
tions (Fig. 2B, curves c–e).
3. Oscillatory activity of cyclin-dependent kinases in the cell
cycle
Among the most interesting examples of oscillatory enzyme
reactions are those provided by the periodic operation of cyclin-
dependent kinases in the cell cycle [11,12]. The sequence of bio-
chemical events responsible for the ordered progression along
the successive phases of the cell cycle was ﬁrst studied in amphib-
ian embryonic cells and yeast, and later in mammalian cells. Early
cell cycles in amphibian embryos are driven by the periodic activa-
tion of a mitosis promoting factor, MPF, which was shown to be a
complex between a cyclin protein and a kinase, Cdc2 [37]. These
cell cycles, which occur with a period of some 30 min, are driven
by cyclin synthesis [38]. The kinase Cdc2 is activated through
dephosphorylation by phosphatase Cdc25 once the cyclin level ex-
ceeds a threshold. The periodicity of MPF activation relies on a neg-
ative feedback loop, as Cdc2 activation leads to cyclin degradation
[39]. Early models for the embryonic cell cycles showed that sus-
tained oscillations indeed occur as a result of such negative auto-
regulation in a phosphorylation–dephosphorylation cascade [40].
Positive feedback also occurs in this system, because the kinase
Cdc2 activates phosphatase Cdc25 and inhibits its inhibitory kinase
Wee1. Experimental studies based on theoretical models demon-
strated in frog egg extracts the occurrence of bistability and of
the associated phenomenon of hysteresis in which Cdc2 periodi-
cally undergoes abrupt transitions between a low and a high stateof activity, driven by variations in the level of cyclin due to alter-
nating phases of accumulation and Cdc2-induced degradation
[41,42]. A recent theoretical study nevertheless suggests that posi-
tive feedback plays but a minor role in the regulation of Cdc2 ki-
nase at this stage of embryonic development; this study supports
the view that oscillations in the amphibian embryonic cell cycle
are based on a negative feedback loop that involves additional reg-
ulators such as Emi2 [43].
To address the role of Michaelis–Menten kinetics in this peri-
odic phenomenon, let us use a simple model proposed for Cdc2
oscillations in the early cell cycles in amphibian embryos [40]. In
this model of a bicyclic phosphorylation–dephosphorylation cas-
cade (Fig. 3), Cdc2 kinase is activated through dephosphorylation
by phosphatase Cdc25 (enzyme E1) and inactivated through phos-
phorylation by the kinase Wee1 (enzyme E2). In line with the
observation that active Cdc2 promotes cyclin degradation [39], this
model assumes, for simplicity, that Cdc2 kinase (enzyme E3) di-
rectly activates by reversible phosphorylation the anaphase-pro-
moting complex (APC) [44] that controls cyclin degradation via
ubiquitination; the maximum activity of the phosphatase (enzyme
E4) inactivating APC is taken as constant throughout the cycle.
Thus, the three variables of the minimal model schematized in
Fig. 3 are cyclin, the active (i.e., dephosphorylated) form of Cdc2 ki-
nase, and the active (i.e., phosphorylated) form of APC. The dynam-
ics of the bicyclic cascade of post-translational modiﬁcation is
governed by the following system of kinetic equations [40]:
dC
dt
¼ vs  vdX CKd þ C  kdC ð5aÞ
dM
dt
¼ V1 ð1MÞK1 þ ð1MÞ  V2
M
K2 þM ð5bÞ
dX
dt
¼ V3 ð1 XÞK3 þ ð1 XÞ  V4
X
K4 þ X ; ð5cÞ
with:
V1 ¼ CKC þ C VM1; V3 ¼ M VM3: ð6a;bÞ
In the above equations, C denotes the cyclin concentration,
while M and X represent the fraction of active Cdc2 kinase and
the fraction of active APC, respectively. As to parameters, vi and
vd denote, respectively, the constant rate of cyclin synthesis and
the maximum rate of cyclin degradation by APC. Parameters Vi
and Ki (i = 1, . . ., 4) denote the effective maximum rate and the
Michaelis constant for each of the enzymes Ei (i = 1, . . ., 4) involved
in the two cycles of post-translational modiﬁcation. For each con-
verter enzyme, Vi and Ki are divided by the total amount of relevant
target protein, i.e.,MT (total amount of Cdc2 kinase) for enzymes E1
and E2, and XT (total amount of APC) for enzymes E3 and E4; both
MT and XT are considered as constant throughout the cell cycle.
Expression (6a) reﬂects the assumption that cyclin activates phos-
phatase E1 in a Michaelian manner; VM1 denotes the maximum rate
of that enzyme reached at saturating levels of cyclin. Eq. (6b) ex-
presses the proportionality of the effective maximum rate of
Cdc2 kinase to the fraction M of active enzyme; VM3 denotes the
maximum velocity of the kinase reached forM = 1 (see [40] for fur-
ther details).
All non-linearities in the model are of the Michaelian type. In
other words, no form of allosteric cooperativity is assumed in the
proteolysis of cyclin, in the activation by cyclin of the Cdc25 phos-
phatase acting on Cdc2, or in any of the reactions of covalent mod-
iﬁcation. The analysis of this minimal model conﬁrms that
oscillations can arise as a result of the negative feedback provided
by Cdc2-induced cyclin degradation and of the thresholds and time
Fig. 4. Effect of the (dimensionless) Michaelis constants K1 = K2 on the oscillations
of the kinase Cdc2 in the cascade model of Fig. 3. The curves are obtained by
numerical integration of Eqs. (5a–c) for K1 = K2 = 0.002, 0.02 or 0.2. Other param-
eters are: K3 = K4 = 0.01, KC = 0.5, Kd = 0.001, and (in min1) kd = 0.046, V2 = 2,
V4 = 0.7, vs = 0.06, vd = 0.25, VM1 = 4, VM3 = 1. Initial conditions: C =M = X = 0.01.
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[40]. The thresholds are due to the phenomenon of zero-order
ultrasensitivity [45], which produces steep sigmoidal response
curves in reversible covalent modiﬁcation cycles catalyzed by en-
zymes such as a kinase and a phosphatase, even when these en-
zymes possess Michaelis–Menten kinetics, provided they operate
in the zero-order kinetic domain.
Varying the Michaelis constants of the modiﬁcation enzymes in
the two cycles of covalent modiﬁcation modulates the steepness of
the thresholds in the activation of Cdc2 kinase and APC, and there-
by markedly affects the occurrence of sustained oscillations as well
as their amplitude [40,46]. The dynamics of the bicyclic cascade
controlling the activity of the kinase Cdc2 is illustrated in Fig. 4
for three decreasing values of the reduced Michaelis constants
K1 = K2 characterizing the ﬁrst cycle of the phosphorylation–
dephosphorylation cascade. When the value of these constants be-
comes too large, the threshold in the activation curve of Cdc2 is too
shallow, and oscillations do not occur (K1 = K2 = 0.2 in the case con-
sidered in Fig. 4). In contrast, when the reduced Michaelis con-
stants are very small (K1 = K2 = 0.002), the thresholds are much
steeper and large-amplitude oscillations in Cdc2 develop. At inter-
mediate values of the Michaelis constants, the thresholds are less
abrupt and sustained oscillations occur with smaller amplitude.
These results show how Michaelis–Menten enzymes catalyzing
opposite reactions in a covalent modiﬁcation cycle can produce
steep response curves when they become saturated by their
respective substrates. Such dynamic cooperativity represents an
emergent property of the bi-enzymatic covalent modiﬁcation sys-
tem, given that each of the two enzymes, taken separately, pos-
sesses non-cooperative kinetics.
The occurrence of oscillations in the enzymatic cascade depends
on the steepness of the thresholds generated by zero-order ultra-
sensitivity and on the negative feedback originating from the
Cdc2-activation of cyclin degradation that leads to Cdc2 inactiva-
tion. To obtain oscillations in this minimal model, the presence
of a threshold is required in only one of the two cycles of the cas-
cade; the occurrence of a steep threshold in both cycles neverthe-
less favors large-amplitude oscillations in the cyclin-dependent
kinase [46]. Besides zero-order kinetics, ultrasensitivity may origi-
nate from other sources in covalent modiﬁcation cycles. Thus it
could result from multi-step regulation by a given effector [47],
multiple phosphorylation [48,49], or substrate competition [50].In mammals a network of cyclin-dependent kinases controls the
transitions between the successive phases G1, S (DNA replication),
G2 and M (mitosis) of the cell cycle. The Cdks are controlled
through phosphorylation–dephosphorylation, through cyclin syn-
thesis and degradation, and also through association with protein
inhibitors such as p21 [51]. A detailed model for the Cdk network
accounts for several properties of the mammalian cell cycle [52].
The model contains four modules, each centered around one cy-
clin/Cdk complex. The cyclin D/Cdk4–6 and cyclin E/Cdk2 com-
plexes promote progression in G1 and elicit the G1/S transition,
respectively; the cyclin A/Cdk2 complex ensures progression in S
and the transition S/G2, while the activity of the cyclin B/Cdk1
complex brings about the G2/M transition (Cdk1 is the homolog
of the kinase Cdc2). This 39-variable model shows that in the pres-
ence of sufﬁcient amounts of growth factor the Cdk network is
capable of temporal self-organization in the form of sustained
oscillations. The transition from cell quiescence to cell proliferation
can be viewed as the switch from a stable to an unstable steady
state of the Cdk network. Beyond this critical point of instability,
instead of reaching a stable steady level in the course of time,
the various cyclin/Cdk complexes undergo sustained oscillations,
which correspond to the ordered, sequential activation of the var-
ious cyclin/Cdk complexes that control the successive phases of the
cell cycle [12,52]. The regulatory structure of the Cdk network is
such that each Cdk module is activated in turn in a transient man-
ner: once a module is activated, it triggers the activation of the
next Cdk module and inhibits the previous modules in the
network.
There exist multiple ways to induce the transition from quies-
cence to proliferation [12], an issue that pertains to tumor cell pro-
liferation. Besides the triggering by a rise in growth factor, such a
transition may originate, for example, from the overexpression of
oncogenes or the decrease in activity of tumor suppressors such
as pRB. Cdk oscillations may thus develop spontaneously, even in
the absence of growth factor, if the balance between factors that
promote or hinder progression in the cell cycle is tilted toward pro-
liferation [12]. The signals mentioned above are internal to the Cdk
network. Environmental signals can also induce the transition by
acting through integrins to modulate effectors such as the focal
adhesion kinase (FAK) that in turn controls entry into the cell cycle
[53].
All steps in the model for the Cdk network obey Michaelis–
Menten kinetics. A more detailed model developed in the
framework of mass-action laws in which all enzymatic steps are
explicitly incorporated as monomolecular or bimolecular reactions
leads to similar results in regard to oscillatory behavior [54].
Less complex models that retain the core regulatory structure of
the Cdk network show a similar capability of temporal self-
organization in the form of sustained oscillations [55,56].
4. Concluding remarks
Enzymatic systems may display rhythmic behavior in two types
of circumstances, which may be referred to as endogenous or exog-
enous depending on whether the rhythm originates from within
the system or through its coupling with some external periodic
process. Here we focused on endogenous periodicity and consid-
ered two examples to illustrate how Michaelis–Menten kinetics
impinges on oscillations that originate from enzyme regulation.
Addressed in turn were the phophofructokinase reaction, which
plays a key role in the occurrence of oscillations in the glycolytic
pathway, and the periodic behavior of cyclin-dependent kinases
in the cell cycle.
The activation of PFK by a reaction product and the cooperative
kinetics of the enzyme are at the core of the mechanism of glyco-
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an isolated enzyme reaction and require the system to be open.
Thus the substrate of the regulated enzyme must be present in ex-
cess or supplied at a constant rate, and the reaction product must
itself be consumed in a subsequent enzymatic reaction. If the prod-
uct-activated enzyme is an allosteric protein, the kinetics of the en-
zyme that governs the product sink need not necessarily display
cooperativity; it could be linear, or of Michaelis–Menten type. An
allosteric model for a product-activated enzyme reaction (see
Fig. 1) indicates that when the product decay term is Michaelian
oscillations can already occur when the regulated enzyme is mono-
meric [36]. The results in Fig. 2 further show that Michaelis–Men-
ten kinetics of the product sink affects the amplitude, period, and
waveform of the oscillations produced by the allosteric enzyme.
These oscillations occur in a range bounded by two critical values
of the Michaelis constant characterizing the enzyme that catalyzes
degradation of the product.
The saturatable kinetics that characterizes both allosteric and
Michaelis–Menten enzymes confers added robustness to biochem-
ical oscillations by preventing the rates to increase without limit.
Enzyme saturation puts an upper bound on the enzyme reaction
rate, in contrast to what may happen with the polynomial kinetics
that characterizes many non-enzymatic chemical reactions.
If allosteric enzyme kinetics is at the core of the oscillatory
mechanism in the glycolytic pathway while the Michaelian nature
of the product decay term only modulates the period, amplitude
and waveform of the oscillations—the phenomenological kinetic
equation retained for PFK in comprehensive models for glycolytic
oscillations also includes positive feedback and cooperativity with
respect to both substrate and product [32,33]—Michaelis–Menten
kinetics participates more directly in the mechanism responsible
for the periodic operation of cyclin-dependent kinases in the cell
cycle. A phosphorylation–dephosphorylation cascade (Fig. 3) for
the early cell cycles in amphibian embryos shows that the cyclin-
dependent kinase Cdc2 can undergo periodic activation as a result
of the negative feedback loop in which active Cdc2 promotes cyclin
degradation. When assuming that the kinases and phosphatases
involved in the enzymatic cascade controlling Cdc2 possess
Michaelis–Menten kinetics, the model indicates that sustained
oscillations can originate from this negative feedback loop if the
enzymes are saturated by their respective substrates, which situa-
tion allows for zero-order ultrasensitivity; the steeper the thresh-
olds due to such ultrasensitivity, the larger the amplitude of
oscillations in Cdc2 (Fig. 4).
The speciﬁc examples discussed above show how the Michae-
lis–Menten equation, initially proposed for determining the kinetic
properties of isolated enzymes, can be used for studying the dy-
namic behavior of enzyme systems. The question nevertheless
arises as to the validity of the Michaelis–Menten equation in such
dynamical conditions, particularly in enzyme cascades where the
substrate of an enzymatic covalent modiﬁcation cycle itself be-
haves as an enzyme in a subsequent cycle in the cascade. Such a
situation poses constraints on the relative levels of substrates
and enzymes, which issue pertains to the validity of the Michae-
lis–Menten equation. Establishing the range of validity of this
equation, which is obtained by means of a quasi-steady state
approximation, has been the topic of numerous studies over the
years, and has become a case study of choice in perturbation
approaches in Applied Mathematics [57,58]. The validity of the
Michaelis–Menten equation was initially restricted to conditions
where the enzyme concentration is much smaller than that of
the substrate [1–3]. Recent studies showed that the equation is va-
lid over a wider range of conditions [57,58]. Extensions of the
equation were proposed for the case where the substrate and en-
zyme concentrations are of similar magnitude [58–60]. Such
extensions of the Michaelis–Menten equation can be used insteadof the original form in modeling the dynamics of enzymatic cas-
cades [61]. Whereas the Michaelis–Menten equation was initially
derived for an isolated enzyme, its applicability was also analyzed
in the open case where the substrate is injected at a constant rate
[62].
The equation derived by Michaelis and Menten [1–3], as that
previously obtained by Henri [4], encapsulate the two regimes of
enzyme kinetics: the linear range at low substrate concentrations,
and the plateau corresponding to the maximum rate at saturating
substrate levels. The combination of the two regimes within the
same equation impinges on the occurrence of oscillations in enzy-
matic systems. Besides the illustrations of such inﬂuence in the
examples considered here, the effect of Michaelis–Menten kinetics
has been discussed in the context of other cellular rhythms such as
circadian oscillations [63–65] and NF-jB oscillations [66]. In their
thorough analysis of the role of Michaelis–Menten kinetics in the
occurrence of oscillations in models for the circadian clock net-
work, Kurosawa and Iwasa [64] pointed out that saturation of
the enzymatic steps favors or impedes oscillations depending on
whether these reactions are located inside or outside the negative
feedback loop exerted by a clock protein on the transcription of its
gene. Similarly it was found that saturation of protein degradation
terms obeying Michaelis–Menten kinetics favors large-amplitude
oscillations in negative feedback systems [67]. The importance of
saturation in the enzymatic decay term was also noted in the con-
struction of synthetic oscillatory gene networks [68,69]. One rea-
son for which saturation may promote oscillations in enzymatic
reactions is that, in addition to enhancing the global non-linearity
of the system, it provides a delay and also a buffer mechanism that
allows the effect of the regulation to linger, in contrast to linear
kinetics, which removes the regulatory ligand more rapidly.
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