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0. INTRODUCTION 
Let X be a reduced closed subscheme of p; = Proj R = Y (k a field and 
R = k[X,,,..., A’,], r 2 2). Let A be the homogeneous co-ordinate ring of X. 
In [2, 3, 51 the various authors have attempted to determine whether A is 
CohenMacaulay, or seminormal (or more generally, to study the seminor- 
malization or Cohen-Macaulification of A). The papers mentioned above 
work primarily with unions of straight lines. In [S, Corollary 5.91 it is 
proved, for example, that if X is a connected union of lines which have 
linearly independent directions at each intersection point, then A is 
seminormal if and only if A is Cohen-Macaulay. 
The aim of this paper is to give a better understanding of the seminor- 
malization of A and the relationship between seminormality and Cohen- 
Macaulayness hinted at by the above mentioned Corollary 5.9. This we do 
in Section 2 by interpreting the seminormalization of A in terms of sheaf 
cohomology. We are then able to give a reasonable generalization (our 
Corollary 3.5) of [S, Corollary 5.91, and also to resolve several com- 
putational problems left open in [2, 31, and [4]. 
The Hilbert function of a graded ring A will be denoted by HA. That is, 
HA(i) = dim, Ai. If X= Proj A, the Hilbert polynomial of A is denoted 
HP(X) in some computations of Section 6. 
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The original motivation for this paper was Section 6, where we discuss 
double 5’s. This section is primarily the work of the first author. The rest of 
the paper is a joint effort to better understand this and similar examples in 
[2, 3, 4, 51 and elsewhere. 
1. PRELIMINARIES 
Let A be a commutative ring. Denote by R(A) the total ring of fractions 
of A (i.e., R(A) = S-‘A where S is the multiplicative set of nonzero-divisors 
in A). Let A’ denote the integral closure of A in R(A). If A is reduced 
Noetherian then A has a finite number of minimal primes hi ,..., fi;,, and 
(0) = nfii. Let Ai = A/hi and Kj = R(A,). Then we have inclusions 
Ac;n:=, Aicin;=, Ki=R(A), and A’=n;=, A:cjR(A). 
Let +A denote the seminormalization of A in R(A). Then we have 
inclusions A c +A c A’ c R(A). We will now recall some of the properties 
of +A, as developed in [18]. 
An extension of commutative rings A c B is subintegral if B is integral 
over A, Spec B + Spec A is a bijection, and for all Q E Spec B, the induced 
map k(A n Q) + k(Q) is an isomorphism. (For any commutative ring C, 
and PE Spec C, k(P) = R(C/P) is the residue class field at P.) If B= A[a], 
with a*, a3 E A, then B is subintegral over A [ 18, Lemma 2.41. Such exten- 
sions are called elementary subintegral. More generally B is subintegral 
over A if and only if B is the filtered union of all subrings of B which can 
be obtained from A by a finite number of elementary subintegral extensions 
[ 18, Theorem 2.81. If A c B, one says that A is seminormal in B if there is 
no subextension A c Cc B, with C # A, and A c C subintegral, or 
equivalently b E B, b*, b3 E A imply b E A [ 18, Theorem 2.53. Any extension 
A c B has a largest subextension subintegral over A. This subring of B is 
denoted by B+A, and is called the seminormalization of A in B. Clearly B+A 
is seminormal in B. Swan also has “absolute” notions of seminormality and 
seminormalization. If A is reduced Noetherian then the “absolute” seminor- 
malization is &)A. This ring we are denoting simply +A, and (a reduced 
Noetherian ring) A is seminormal if and only if A = +A. One situation that 
we will come across frequently is the following: 
LEMMA 1.1. Let A c B be an inclusion of graded rings, A = ei3 ,, A i, 
B= @ia0 Bi, with A,, = B, and Ai = Bi for i 2 N, for some integer N. Then 
A c B is subintegral. 
ProoJ: If b E B, and b has no term of degree 0, then 6” E A for all n 2 N, 
so A[b] can be obtained from A by a finite sequence of elementary sub- 
integral extensions. Since A,, = B,, B is generated as an A-algebra by such 
b, so A c B is subintegral by the above discussion. 1 
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A crucial property of seminormalization is that it commutes with 
localization [ 18, Proposition 2.91. This can be used to shealify seminor- 
malization, as follows. Let X be a reduced Noetherian scheme and let B(X) 
be the sheaf of rational functions on X [7, Chap. 1, Sect. 73 or [8, Chap. 1, 
Sect. 81. Since X is noetherian, X has a finite number of irreducible com- 
ponents X(i). Let K, be the stalk of 0, at the generic point of X(i) (Ki is a 
field since X is reduced). The sheaf W(X) is a quasicoherent Oralgebra, 
with Z( U, g(X)) = n Ki for all open U c X (the product taken over all i 
such that X(i) n U # 12/) [7, Chap. 1; 8 Chap. 11. In particular if 
U = Spec A, then r(U, B(X))= R(A). If UC V the canonical map 
Z( V, W(X)) -+ Z( U, BY(X)) is the projection. 
For UC X open put 
‘O,(U)= {~~w,m-)) IS,E +(o,), V.-&e u>, (1.2) 
ol,(u)={sEr(U,a(x))~s,EO:,vXEU}. (1.3) 
Then +O, and 0; are OYsubalgebras of B(X), called, respectively, the 
seminormalization and the normalization of 0,. We have 
0 xc +o,c o;cLsqx). 
Since seminormalization (resp. normalization) commutes with forming 
rings of fractions, +O, and 0; are quasicoherent Oralgebras, with 
r(U, ‘Ox)= ‘O,(U)= +A, (1.2)’ 
r( U, 0;) = O;(U) = A’, (1.3)’ 
for every affine open U= Spec A c X. 
The scheme X is defined to be seminormal if the following equivalent 
conditions are satisfied: 
(4 +o,= o,, 
(b) 0.x-3, is seminormal for all x E X, 
(c) Z( U, 0,) is seminormal for all afline U c X. 
2. SEMINORMALIZATION OF A PROJECTIVE SCHEME 
Let k be a field, and let A be a reduced standard graded k-algebra. This 
means that A = k[X,,..., X,]/Z, where deg Xi = 1 for all i and Z is a radical 
homogeneous ideal. Let X= Proj A. Then we have sheaves 
0,c +o xc Ok c a(X), as discussed in Section 1. Furthermore, by [ 123, 
+A and A’ are graded rings such that the inclusions A c +A c A’ are 
homogeneous of degree 0, and ( ‘A), = (A’), = 0 for i < 0. 
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LEMMA 2.1. ‘O,=(‘A)IandO>=(A 
Proof In forming ( +A) - we think of +A as a graded A-module of 
finite type, so that ( +A) w is a coherent OYmodule. Let f be a 
homogeneous element of A of positive degree. Then 
~(D,u-)T ‘Ox)= +(A,/,) 
= (+&, by [ 12, Corollary 2.91 
=W’+Cfh (‘A)“). 
Similarly 
W’+ U-h 0;) = (A,J 
= (A’),f, [ 12, Corollary 2.91 
= W’+ (t-1, (A’) “). I 
The OYmodule identifications of Lemma 2.1 clearly preserve the algebra 
structures of the two pairs of OYmodules. For an Ormodule 9, let 
T*(f) = on, H r(X, g(n)). We will show in Theorem 2.8 that (under 
suitable hypotheses) r,( +O,) = +A. First, a few preliminary lemmas. 
LEMMA 2.2. Let B be any graded A-submodule of A’. Then, in a natural 
way 
(a) B” c @W, 
(b) CAB- 1 c R(A). 
Prooj We have B” E (A’) -= 0; (by 2.1) and by definition 
O>c B(X), which proves (a). We can cover X by open sets D+(fi) 
(1 d id n) where the fi are nonzero divisors in A (hence also nonzero- 
divisors in R(A)). Then T,(B’-) is the kernel of 
(the beginning of the Cech resolution of B” on X). Since we have assumed 
that the fi are nonzero-divisors of A, we have Bf;c R(A), BY&c R(A), and 
the restriction maps Bfi + B,& are all inclusions. Thus, T,(B”) = nB, (the 
intersection taking place in R(A)) which proves (b). 1 
If in addition B is an A-subalgebra, then B* is an O=subalgebra of 
W(X), and r,( B- ) is an A-subalgebra of R(A). 
LEMMA 2.3. Let d E 0; be a quasi-coherent (hence coherent) Or 
algebra. Then there is a graded A-subalgebra C E A’ such that C” = ~5. 
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Proof. We have f,(~)~f,(O~)=T,((A’)“)cR(A) (by 2.1 and 
2.2(b)). By [lo, Chap. II, Exercise 5.9(b)] T,((A’) ‘-),= (A’), for n $0. 
Thus C= T*(d) n A’ is a graded A-subalgebra such that C, = T,(d), 
for n % 0. Therefore C” = (r*(d)) -= & by [ 10, Chap. II, Proposi- 
tion 5.151. 1 
LEMMA 2.4. Let R c S be reduced Noetherian rings such that 
4: Spec S + Spec R is a homeomorphism (which is the case if R c S is sub- 
integral). Then R and S have the same idempotents. 
Proof: Clearly every idempotent of R is an idempotent of S. Thus it suf- 
fices to prove that R and S have the same number of idempotents. But if 
Spec R (and hence Spec S) has n connected components, then R and S 
each have 2” idempotents. If R c S is subintegral, then 4 is a continuous 
bijection. But subintegral implies integral, and an integral extension always 
induces a closed map on Spec. Thus 4 is a homeomorphism if R c S is sub- 
integral. [ 
LEMMA 2.5. Let d be a quasicoherent (hence coherent) Oysubalgebra 
of 0;. Then r(X, A&‘) is a finite product of finite field extensions of k. 
Moreover, tf d c +O, then r(X, AZ?) and T(X, 0,) have the same number 
of factors (namely, the number of connected components of X). 
Proof I-(X, d) is a reduced ring, and a finite dimensional k-vector 
space. The first assertion now follows. To prove the second part it is 
enough to prove that every idempotent of QX, +O,) lies in r(X, 0,). Let 
e be an idempotent of f(X, + 0,). Then for all x E X, e, is an idempotent of 
( fOX)x= +(O+), hence belongs to O,, by Lemma 2.4. Thus 
e e r( X, 0,). 
Remark 2.6. We do not know if I( X, &) = f(X, 0,) whenever 
d c +O,. Since each connected component can be considered separately, 
there is no loss in generality in assuming X connected. Then 
r(X, d) = r(X, 0,) if any of the following four conditions holds: (1) k is 
algebraically closed, (2) k has no algebraic field extensions in R(A), (3) X 
is a union of projective spaces (in which case R(A) is a product of pure 
transcendental extensions of k), (4) X contains a r(X, O,)-rational point. 
Note that (l)*(2) and (3)*(4). Moreover in cases (1), (2), (3), 
r( X, 0,) = k. 
PROPOSITION 2.7. Let & be a quasicoherent Oysubalgebra of 0; such 
that r(X, a) and LJX, 0,) have the same number of factors. Suppose also 
that each connected component of X has dimension 2 1. Then 
r(X, d(n)) = 0 for n < 0. 
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Remark. By 2.5 the hypotheses on d are satisfied if d c +Ox. 
Proof of 2.7. If X is the disjoint union of two (necessarily reduced) 
closed subschemes X(1) and Jv)P then QX, a(n)) = 
QX(l), 4(n)) 0 KWh 4(n)) w h ere J& = d 1 X(i) c Ok,,,, etc. Therefore 
we can assume that X is connected with dim X> 1. Then 
r(X, 0,) c r(X, &) are finite extension fields of k. We have 
A c r,(O,)c r,(d) are A-subalgebras of R(A), and the inclusions 
respect he gradings. There exists a homogeneous nonzero-divisor a E A (of 
some degree d> 0). Since dim X3 1 there exists x E X such that a, belongs 
to the maximal ideal J$~ of O,,Z (O,(d)),. Now suppose there exists a 
nonzero element a E r(X, &‘( -n)) with n > 0. Then ad is a nonzero element 
of QX, Jal( -nd)) (since f,(d) c R(A), and the latter is reduced). Thus 
antxd is a nonzero element of the field r(X, &). Hence (anmd)x is a unit of 
dx. But (anad)x = a:c(zE 4X dx, which is a proper ideal of dx, since -pl: is 
integral over 0,. Contradiction. 
THEOREM 2.8. Assume that k is algebraically closed (or more generally 
that any one of the four conditions of Remark 2.6 is satisfied). Assume also 
that X is connected with dim X> 1. Then T,( +O,) = +A. 
Proof We have natural inclusions 
+A &I-*((+A)-)=.*(+O&R(A)=R(+A). 
Since +A is seminormal, it suffices to prove that r,( +O,) is subintegral 
over +A. By Proposition 2.7 r,( +O,), = r(X, +0,(n)) = 0 for n < 0. By 
Remark 2.6, 0: is an isomorphism in degree 0. By [ 10, Chap. II, Exercise 
5.9(b)] CI is an isomorphism in sufficiently high degrees. Thus by Lemma 
1.1, CI is subintegral. B 
Remark 2.9. If dim X = 0, then Theorem 2.8 is false. For example, let 
A = k[t]. Then +A = k[t] but r,( +Ox) = r,(O,) = k[t, t-l]. Further- 
more some assumption on k is necessary. See Example 3.4. 
THEOREM 2.10. Assume that k is algebraically closed (or more generally 
that one of the four conditions of 2.6 holds) and that X is connected with 
dim X > 1. Then there is an exact sequence 
0 -+ r*(ox) - +A + r,(+O,/O,) -+ @,, z H’(X, O,(n)) + ... . 
Proof Applying sheaf cohomology to the exact sequence 
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0 + O,(n) --+ ‘O,(n) -+ (+0,/O,)(n) -+ 0 for every n E Z we get an exact 
sequence 
o+r*(o,)+ r*(+o,) -+ ~*(+wo,) + OncH fw, O,(n))+ ...* 
We have r,( +O,) = +A by Theorem 2.8. Theorem 2.10 now follows. 1 
Under the hypotheses of Theorem 2.10, we have the following 
corollaries. Let f = r,( 0,). 
COROLLARY 2.11. X is a seminormal scheme if and only if r = + A. 
Proof: If X is seminormal then + 0, = 0, so r= r,(O,) = + A by the 
exact sequence of 2.10. Conversely, suppose that r= +A. Then by Lemma 
2.1 +O, = (+A) -= f” = 0,. Therefore X is seminormal, 1 
COROLLARY 2.12. Zf X is a seminormal scheme then for d B 0 the d-tuple 
embedding of X is arithmetically seminormal, i.e., A(d) = ena0 A,, is 
seminormal. 
Proof By 2.11, f = +A, so r is seminormal. By [ 12, Proposition 2.71 
T(d) is seminormal. Furthermore r, = k = A,, and r,, = A, for n $0. 
Therefore A(d) = T(d) for d B 0, so A(d) is seminormal for d>> 0. 1 
COROLLARY 2.13. (+A)/rc r,( +0,/O,), with equality in sufficiently 
high degrees. 
Proof By [lo, Chap. III, Theorem 5.21 H’(X, O,(n)) = 0 for n 9 0. The 
assertion now follows from the exact sequence of 2.10. 
COROLLARY 2.14. Zf X is a complete intersection, and dim X> 2, then 
the sequence 
O-tT-9 +A+~,(+O,/O,)-rO 
is exact (i.e., the inclusion in 2.13 is an isomorphism). 
Proof Under the hypotheses we have H’(X, O,(n)) = 0 for all n E Z, by 
[ 10, Chap. III, Exercise 5.51. 1 
COROLLARY 2.15. The following are equivalent 
(i) X is a seminormal scheme, 
(ii) (‘A),=A”for n&O, 
(iii) dim,( +A/A) -C 00, 
(iv) dim,( +A/T) < 00. 
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Proof: (i) 3 (ii) If X is seminormal then +A = r, and A,, = r,, for n + 0. 
se$;,‘z;l If ( + A )n = An f or n%O then +O,=(+A)~=A”=Ox, so Xis 
(ii) o (iii) This is clear, since +A is an A-module of finite type. 
(iii) o (iv) This holds because dim(T/A) < co. 1 
Remark 2.16. A union of straight lines in P’; (with reduced subscheme 
structure) is a seminormal scheme if and only if the directions of the lines 
through each intersection point are linearly independent. Thus 
2.15(i) o (iii) generalizes [3, Corollary 4.21. 
Caution 2.17. In [2] and [3] a union X of lines in p; was referred to as 
seminormal if its homogeneous coordinate ring was seminormal. In the 
present paper we use “X is seminormal” in the scheme theoretic sense, as 
defined at the end of Section 1, and as characterized explicitly in 
Remark 2.16. 
EXAMPLE 2.18. Let A=k[t”,tnpls,s”]=k[U, V, W]/(Y-Un-lW) 
(s, t are indeterminates and the canonical images of U, I’, W are t”, 
t”- ‘s, sn, respectively). Let S = k[ t”, t” ~ is,..., ts” ~ ‘, s”] (the subalgebra of 
R = k[t, s] generated by all homogeneous elements of degree n, that is 
S= R(n) in the notation of 2.12). Clearly A and S have the same field of 
fractions. It is well known that S is normal, hence S is seminormal. We 
regrade A and S so that U, V, W have degree 1. The Hilbert functions 
of A and S are easily calculated, namely H,(d) = nd+ 1 and 
H,(d)=(d+ l)(d+2)/2 for d<n- 1 and H,(d)=n(d-n+ l)+n(n+ 1)/2 
for d > n - 1. The difference H,(d) - HA(d) equals (n - 1 )(n - 2)/2 for 
d > n - 2. Monomials s’tj (i +j = nd) with the same (n - 1 )(n - 2)/2 powers 
of t are missing from each Ad, d > n - 2. Thus every monomial s’tj E S when 
raised to a sufficiently high power lies in A. Hence +A = S. On the other 
hand r= A, since X= Proj A is a complete intersection [ 10, Chap. III, 
Exercise 5.51. The sheaf +0,/O, is supported at the point P defined by 
U=O, V=O W= 1. Thus r(+O,/O,) = +OX,p/OX,p, and the ith graded 
piece of r,( +0,/O,) is isomorphic to r( +0,/O,) for all i. By Corollary 
2.13 we must therefore have dimJ( +0,/O,)= (n - l)(n-2)/2 (a direct 
calculation by dehomogenizing with respect to W could easily be done). 
The Hilbert function calculation above shows that H,(d) - H,(d) < 
(n - l)(n- 2)/2 for d<n- 3. Thus the equality in Corollary 2.13 can 
require arbitrarily high degree. 
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3. SEMINORMALITY AND DEPTH 
In this section A =k[XO,..., X,1/Z is a reduced standard graded k- 
algebra, X= Proj A, and Z= f,(O,), as in Section 2. For a graded ring 
B= Oi>lJ Bi, we put B, = Oi,, Bi. Recall that if B, is a field then depth 
(B) can be defined as the smallest nonnegative integer q such that the local 
cohomology module H;+(B) # 0. It is well known [9, Theorem 3.81 that 
depth (B) is the length of any maximal B-sequence in B, . Further [ 131 
this maximal sequence in B, can be taken to consist of homogeneous 
elements, depth (B) 6 dim B, and depth (B) = dim(B) if and only if B is 
Cohen-Macaulay. 
THEOREM 3.1. Assume that X is connected with dim X> 1. Then 
p,+(A)=O, H;+(A)=T/A, pr+(ZJ=O, H;+(Z)=O. 
ProojI Under our hypotheses, f, is a field, and Z, = 0 for n < 0 (by 
Proposition 2.7). As in Lemma 2.2, we can cover X by open sets D+(fi) 
where fj is a homogeneous nonzero-divisor of positive degree (1 < i < s). As 
in 2.2 we have 
(*) 
The radical of (f, ,..., f,) is A + , so the local cohomology H;+(A) can be 
computed from the Cech resolution 
[ 11, Sect. 33. It follows that HO,+(A) = 0 and H:+(A) = Z/A. Since Z,, = A,, 
for n 9 0, A + Z is Z.-primary, and A, g Z”, etc. Thus H:+(Z) can be com- 
puted with the same resolution as above, except with Z in place of A. Thus 
(using (*)) we get W,+(Z) = H;+(Z) = 0. 
COROLLARY 3.2. Assume that X is connected with dim X> 1. Then 
(1) depth(r) > 2, 
(2) depth(A)>2 ifand only ifZ=A. 
Zf, moreover, dim X= 1 then 
(3 ) Z is Cohen-Macaulay 
(4) A is Cohen-Macauley o Z = A. 
COROLLARY 3.3. Assume that X is connected with dim X> 1, and that k 
is algebraically closed (or more generally that the hypotheses of 2.6 are 
satisfied). Also assume that X is a seminormal scheme. Then A is seminor- 
mal o depth(A) > 2. 
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ProoJ: By Theorem 2.8 r= +A. Thus A is seminormal o A = r. On the 
other hand, by 3.2(2) A = f o depth A b 2. 1 
EXAMPLE 3.4. Let A = {fe @[X0, X,] If(O) E R>. Then A is seminor- 
mal because it is the pullback of the diagram 
A is generated by elements of degree 1, as an R-algebra. Also 
Ai=C[X,, X,li, i> 1, so by [lo, ChapII, Exercise 2.14(c)] we have 
X= Proj A = IID;. Also r=C[X,, X,]. Thus by 3.2(4) A is not 
Cohen-Macaulay and depth A= 1. This example shows that some 
assumption on k is needed in Theorem 2.8 and Corollary 3.3. 
Recall that a ring B is S,(n > 0) if depth(B,) > min(n, dim(B,)) for every 
p E Spec B. A Cohen-Macaulay ring is S, for every n > 0. Conversely, if B is 
S,, with n = dim(B) then B is Cohen-Macaulay. 
COROLLARY 3.5. Assume that k is algebraically closed (or more 
generally that the hypotheses of 2.6 are satisfied) and that X is connected 
and seminormal, with dim X= 1. Then the following are equivalent: 
(i) A is seminormal, 
(ii) A is Cohen-Macaulay, 
(iii) A is Sz. 
Proof: Immediate from Corollary 3.3, since dim A = 2. 1 
Remark 3.6. The equivalence (i) o (ii) of 3.5 is the desired 
generalization of [S, Corollary 5.91, mentioned in Section 0. On the other 
hand, the equivalence (i) o (iii) is interesting, in view of [6, Corollary 2.71. 
4. SEMINORMALITY AND LIAISON 
In this section we make some remarks about the Hartshorne-Rao 
module that will be used in the rest of the paper. As in Section 2, let 
R = k[&,..., X,], r > 2, and A = k[X,,,..., X,1/1, where I is a radical 
homogeneous ideal. In this section we will assume that k is algebraically 
closed. (We are not sure how crucial this assumption really is, but our 
references on liaison [14, 151 make this assumption, so we will also.) Let 
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Y=ProjR=P;, and X= Proj A. Let 9x be the sheaf of ideals of X (as a 
subscheme of Y). Then we have an exact sequence of sheaves on Y 
o+~~+oy+o,+o. (4.1) 
For any Ormodule, let r,(y)= @,, z r( Y, 9(n)). (If F is an Or 
module, we can regard 9 as an Ormodule by extension by zero. Then 
r( Y, F(n)) r r&r, L@-(n)) so this new definition of r* is consistent with 
that of Sect. 2.) Applying sheaf cohomology to (4.1)@,, O,(n), for all 
n E h, and taking the direct sum yields an exact sequence 
0 + r*(&) -+ r*(o,) 2 r*(o,) + WV + 0, (4.2) 
where M(X) = O,, z H’( Y, &(n)). The next term in the exact sequence 
would be Onaz H’( Y, O.(n)), but this is 0 by [ 10, Chap. III, Theorem 
5.1(b)], since r-22. By [lo, Chap. II, Proposition 5.133 R=r,(O,). Also 
I= T*(yX) and A = R/T,(Xx) by [lo, Chap. II, Exercise 5.101 (a radical 
homogeneous ideal is saturated). As in previous sections we let 
r= r,(O,). Thus M(X) = T/A. Consequently, if X is a seminormal scheme 
(of dimension 2 l), then M(X) = +A/A. 
If X is a curve in 5’2, then the graded A-module M(X) (up to duals and 
shifts) is a complete invariant of liaison [15]. In [14] M(X) is referred to 
as the Hartshorne-Rao module. By [ 14, Sect. 43 or [ 17, Corollary 1.11 we 
have 
(a) A is Cohen-Macaulay if and only if M(X) = 0. 
(b) A is Buchsbaum (i.e., A localized at A+ is a Buchsbaum local 
ring) if and only if M(X) is killed byA + (in particular, if M(X) is 
nonzero in only one degree). (4.3) 
Note that 4.3(a) is a consequence of our 3.2(4), and equivalent to our 
3.5(i)- (ii) if X is a seminormal scheme. 
5. CURVES IN A QUADRIC SURFACE 
Let k be any field, and Y= Proj k[X,, X1, X,, X,] = Pz. Then it can be 
shown that any three skew (k-rational) lines in Y lie in the quadric surface 
X,X, - X,X, = 0 (after a change of coordinates). Let W be the closed sub- 
scheme of p: defined by the ideal (X,X, - X,X,). Then W is isomorphic to 
Pi x Pi, hence contains two families of lines (“rulings”). Any two rulings 
from the same family are skew, and any ruling from one family intersects 
any ruling from the other. The homogeneous co-ordinate ring A of W is 
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fairly well understood, but is nonetheless a good example of the topics we 
have been discussing. 
Let X be a reduced closed subscheme of codimension one in W. 
Then X is an effective divisor on W, hence represents an element 
(a, b) E C1( IV) = Z @ iZ(a, b > 0). The sheaf of ideals of X (as a subscheme 
of W) is isomorphic to Or.+,( --a, -b) (in the notation of [lo, Chap. III, 
Exercise 5.61). The same derivation as 4.2 yields an exact sequence 
-+ @neZ H’(W,O,(n-a,n-b))+O. (5.1) 
Since W is a complete intersection we have a surjection r.,.( 0 *) -+ r.,.( 0 W). 
Thus A = im 4, and M(X) = O,, x H’( W, 0 dn - a, IZ - b)). This yields 
THEOREM 5.2. Let X be u reduced closed subscheme of codimension 1, of 
bidegree a, b in the quudric W contained in Pz. Then 
(a) The Hilbert function H, of A depends only on a and b. 
(b) M(X) (as a graded k-vector space) depends only on a and b. 
(c) A is Cohen-Mucuuluy if and only if 1 a - bl < 1. 
(d) Zf Ia - 61~ 2 then A is Buchsbuum.’ 
Proof: (a) and (b) are obvious from 5.1. (c) and (d) follow from 4.3, 
5.1 (b), and the computation of M(X) if X is a union of rulings, in which 
case M(X) = 0 if and only if la - bl 6 1, and M(X) is a one dimensional k- 
vector space- la- bl = 2. The last step follows from [3, Example 1.91, 
and is presumably done elsewhere as well. 
THEOREM 5.3. The Hilbert function of r= r,(O,) depends only on a, b. 
We huoe (with p = inf(a, b) and n = sup(u, b)) 
dim,~i=(i+1)2=dimAi if i<p-1 
= (n+p)(i+ 1)-np if iap- 1. 
Proof. The first assertion is clear from 5.1. The computation is done in 
[3, Example 1.91 if X is a union of rulings. 1 
’ Note added in proof: J. Migliore has informed us that A Buchsbaum implies ((I - bl Q 2. 
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Theorem 5.3 answers a question posed after [3, Example 1.93. If X is a 
seminormal scheme then Z= +A, so H,, depends only on a, b. If X is not 
seminormal, then Z $ +A so H,, is not as given above. 
6. THE DOUBLE 5 CONFIGURATION 
A double six consists of 12 lines E, ,..., E,, G ,,..., G6 in P;, for some r (k 
any field) such that if i#j, then Ei and Gj intersect. Otherwise the lines are 
pairwise skew. Replacing 6 by 5 or 4 one similarly defines a double 5 or a 
double 4. The aim in several papers [3,4, 161 has been to find all possible 
pairs (H,, H,,) where A is the homogeneous coordinate ring of one of 
these unions of lines, and +A, as in previous sections, is the seminor- 
malization of A. Since X= Proj A is a seminormal scheme, +A = Z,(O,) 
(Corollary 2.11), so we are really computing cohomology. To simplify 
notation we will usually write Z’ instead of +A. 
Let X be a union of s straight lines in P; (with reduced subscheme struc- 
ture). Let A be the homogeneous coordinate ring of X, and Zi the ideal 
(in A) of the ith line li. Then A/Z, g @xi, yi], A’ = n;= i k[xi, yi], and 
r= +A= (~f,IfiEkCxi~Yil and f, zfj mod Zi + Zj}. (The last assertion 
follows from [ 1, Theorem 1.21, once one notes that A/Zi+ Zj= k if 
Zi n I, = @, and zk[t] if Zi n lj # 0, so Ii + Zj is radical.) The results in 
[2, 3,4] were worked out using this description of r. If k is the algebraic 
closure of k (or any other extension of k), then it is clear that A = A @‘k I? is 
the homogeneous co-ordinate ring of X= XOk k, which is a union of s 
straight lines in I& (with reduced subscheme structure), and that 
‘d = ( +A) Ok f Thus in calculating H, or H, one is free to assume that k 
is algebraically closed. (The only concern remaining will be whether or not 
an example of a particular H, or H,, exists over a particular k, and we 
will not discuss this problem here.) 
A double 6 is a complete intersection in pi of a cubic and a quartic, so in 
this case there is only one possible H,, and A = Z. This was noted in 
[2, Example 121, although by a slightly different argument. The double 4 is 
worked out in [4]. Here there are several possibilities. The purpose of this 
section is to find all possibilities for the double 5. 
In [ 163 it was proved that there are exactly two possibilities for HA of a 
double 5, namely 1 4 10 20 30 + or 1 4 10 19 30 --f (continuing with dif- 
ferences 10 in each case). Using the techniques of [2] or [4] it is easy to 
show that HA-(l)= 4. By the discussion after [3, 1.71 we have 
H,(i) = lO(i - 1) for i 2 3. By the methods of [4] one has 10 < HJ2) 6 11 
(an independent proof of this is given below). Thus there are only 4 
possibilities for the pair H,, H,, namely, 
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(a) H,=H,={l 4 10 20 30 +}, 
(b) H, = (1 4 10 20 30 -+ }, 
H,={l 4 11 20 30 +}, 
(c) H, = { 1 4 10 19 30 + }, 
H,= (1 4 10 20 30 + }, 
(d) H, = { 1 4 10 19 30 + }, 
H,= (1 4 11 20 30 + }. 
Example 16 of [2] is possibility (a). We show below that possibility (b) 
can occur. This double 5 is interesting because its homogeneous coordinate 
ring A is not seminormal, but there is some seminormal ring with Hilbert 
function H, (namely that of possibility (a)). No such examples were 
known when [3, 41 were written. Double 5’s in a cubic do exist, just take a 
subconfiguration of the classical double 6 in a nonsingular cubic. Thus 
possibility (c) or (d) can occur. We show next that (d) is impossible. Thus 
(c) occurs. 
An example at the end of [4] shows that a double 4 in P3 need not be 
contained in a double 6. We will show later that a double 5 in a cubic 
hypersurface is always contained in a double 6. Assuming this we have 
THEOREM 6.1. Let X be a double 5 contained in a cubic in Pi, and let A 
be the homogeneous co-ordinate ring of X. Then H, = { 1 4 10 19 30 + } 
and H,= (1 4 10 20 30 + }. continuing with differences 10 in each case 
(i.e., possibility (d) cannot occur). 
Proof: H, was calculated in [ 163. As discussed above, the only uncer- 
tainty is in dimension 2, where H, might be 10 or 11. The double 5 X is 
contained in a double 6 (which is a complete intersection) and hence is 
linked to 2 skew lines. For 2 skew lines (with homogeneous coordinate ring 
B) it is known that dim,( +B/B) = 1. Thus by the liaison invariance of 
M(X) we must have dim,(T/A)= 1. But already dim(T/A), = 1, so 
dim(T/A), = 0, that is, H,(2) = 10 as claimed. 1 
Now we will complete the proof of 6.1 by proving that every double 5 
contained in a cubic is contained in a double 6. Number the lines of the 
double 5 as Zi (1 < i < 5) and 7 < i < 11 (as in the diagrams below). Let C 
be a form of degree 3 in R[X,, X,, Xz, X,] defining the cubic, and Qiik a 
form of degree 2 vanishing on lines i, j, k. The corresponding subschemes of 
Pi will be denoted V(C) and V(Q+). Then V(C) is reduced, irreducible, 
but possibly singular, and V(Qiik) is nonsingular. 
Suppose first that 110 intersects V(Q789) in two distinct point P, Q, and 
that I, intersects V(QIz3) in two distinct points S, T. The ruling system of 
V(Q789) not containing I,, Ig, I, has one line through each of P, Q and 
481/103/2-8 
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these are the only two lines in P3 intersecting all of lines 7-10. One of these, 
say the line through P, must be 1,. Call the other line I,. Similarly let 
III, 1,, be the lines through S, T, respectively. Line I, is skew from I4 and I5 
because 14, 1,) 1, lie in one ruling system, and 1, intersects I,, I,, I,, I,, by its 
construction. If 1, intersected 1, then at least 2 of I,, I,, I,, would be 
coplanar, but they are assumed to be skew. Similarly Z,n I,= @ and 
1, n I, = @. By similar arguments I,, is skew from Zi (7 d id 11) and 1i2 
intersects I, - 1,. Thus one has the configuration of lines in 6.2 (where 0 
indicates nonintersection, lines drawn parallel do not meet, and lines cross- 
ing do intersect) with all indicated intersection points distinct, except that 
we do not know whether l6 n I,, = $3, 1, n l,, = 0, 1, n II2 = 0. 
First, we claim that 1, n I,, # 0. Suppose that 1, n I,, = 0. Then by 
[4, Theorem 4.91 (applied to I,, l,, 1 1 1 1 1 1 or I,, and the cubic 109 119 29 39 4, 5 
V(C)) we have 12nl,,13n1,, 1, n I,, = S, I, n I,, = P coplanar, and 
1, n I,, I, n I,, 1, n 1,, = S, 1, n II0 = Q coplanar. The line I,, does not lie in 
the plane n spanned by 12nl,,Z3nZ,, l,nl,,. Thus P=Q=nnl,,. This 
contradicts our assumption that P and Q are distinct points. Thus 
l6 n I,, # 0. Similarly I5 n 112 # 0. Finally suppose that l6 n I,* # 0. Then 
I,, intersects V(Q789) in 3 distinct points, namely 1, n I,,, 1, n I,,, 1, n I,,. 
Thus I,, c V(Q,,,). Then 1, meets V(Q,8s) in three points, namely 
1, n I,, E, n I,, and I, n I,,. Thus 1, c V(Q,89). This implies that I, n 1, # 0, 
contradiction. Thus 1, n I,, = 0, and we have extended our double 5 to a 
double 6. 
We will now show that if I,, meets V(Q,,,) in only one point (the case 
where 1, meets V(Qiz3) in only one point is symmetric with this) then we 
could not have had a double 5 to begin with. Intuitively, 1, and 1, merge to 
form a “double line,” and the intersection point I, n I,, is preserved, so we 
did not have a double 5. 
7 8 9 10 11 12 
FIGURE 6.2 
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7 8 9 10 11 12 7 8 9 10 11 
FIGURE 6.3 FIGURE 6.4 
Suppose that we have a double 5 in which I,, meets V(Q789) only at 
I, n I,,. Then we have two possibilities, I, n P’(Qiz3) is two points, or one. 
These are illustrated by the Figs. 6.3 and 6.4, respectively. The scheme 
V(Q,89) n l’(C) (in both 6.3 and 6.4) is a subscheme of the quadric of 
bidegree 3, 3. It consists of 3 distinct lines from one ruling system of 
V(QTs9) (namely I,, I,, I,). Hence it contains 3 lines (possibly multiple) 
from the other. Using [4, Theorem 4.93 we see, as above, that I, is the only 
line in V(C) meeting Z7, Is, Z9, but not IlO. And I5 is the only line 
(necessarily contained in V(C)) that intersects I,, I,, I,, Z,,. Thus in the 
scheme I’( Q,89) n V(C) either 1, or I, is a double line (the double line 
ought to be Is, but we will get a contradiction in either case). Similarly, in 
case 6.3, V(Q,,,)n V(C) consists of Z,, I,, I,, ZiO, Zii, Z,, with reduced sub- 
scheme structure, and in case 6.4 V(Q,23) n V(C) consists of I,, 12, 13, ZIO, 
Z,i with one of the last two (presumably Zii) double. Furthermore, in both 
cases 6.3 and 6.4 we have 
LEMMA 6.5. The following equality of ideals holds in k[X,, A’,, X,, X,], 
(CT Q123Q789) = (CT Q12,)n (C Q7d 
Prooj Neither side of the equality has embedded primes, the left 
because it is a complete intersection, and the right because it is the intersec- 
tion of two complete intersections of the same dimension. From the above 
discussion both sides have the same associated primes, namely the {Zi } of 
6.3 and 6.4. None of the lines Zi lies in both l’(Q,,,) and V(Q,,,). Thus if 
we localize at the homogeneous prime corresponding to one of the Zi, either 
Q 123 or Q,89 becomes a unit, and the two sides of the equality clearly 
become equal. The lemma now follows from the behavior of primary 
decompositions under localization. m 
We now think of Figs. 6.3 and 6.4 as scheme-theoretic complete intersec- 
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tions in P3, with ideal (C, Q123Q789). Lemma 6.5 says that this complete 
intersection is the scheme theoretic union of V(C) n V(Q,23) and 
V(C) n V(Q,89), whose scheme structure we discussed just before Lemma 
6.5. Thus in 6.3 either l4 or 1, is a double line, and in 6.4 (by symmetry) I,, 
and either I,, or 111, are double. 
We will show by computing Hilbert polynomials that none of these four 
cases can occur. The computational tools that we will use are (a) 
[ 3, Theorem 4.11, which says that if X is a union of s straight lines in P’ 
with reduced subscheme structure and with m intersection points, each 
with only two of the lines passing through it, then HP,(i) = s(i+ 1) -m, 
and (b) if X and Y are subschemes of p;, then HP(Xu Y) = 
HP(X) + HP(Y) - HP(Xn Y). 
Suppose first that X is Fig. 6.3 with 1, double. Then X is the union of 
X( 1) = 1, u 1, u 1, u 1, u 1, u 1, u l9 u I,, u I,, u I,, with reduced subscheme 
structure, and X(2) = 1, which is a double line in V(QTB9). In X( 1) n X(2) 
the points 1, n l,, 1, n I,, 1, n l,, and 1, n I,, are double, but I, n I,, (if non- 
empty) has multiplicity 1 because this intersection is a subscheme of 
4, n QTg9, which (assuming 1, n /I2 # 0) consists of two distinct reduced 
points. Thus 12(i+ 1) - 30 = HP(X) = HP(X(l)) + HP(X(2)) - 
HP(X(l)nX(2)) > lO(i+ 1)-20+2(i+ l)-9 = 12(i+ 1)-29, which is 
a contradiction. 
Suppose now that X is 6.3 with 1, double. Then X is the union of 
X( 1) = lines 1, 2, 3, 5, 7, 8, 9, 10, 11, 12 with reduced subscheme structure, 
and X(2) = I,, a double line in QTg9. If 1, n 112 # 0 then HP(XI n X,) < 9, 
as l,nl,, counts once, as explained above. If 1, nl,, = 0 then 
HP(X(l)n X(2))< 10. In either case we get, as above, 12(i+ 1)-30= 
HP(X) > 12(i + 1) - 29 which is a contradiction. 
Now suppose that X is 6.4 with 1, and 1,, double lines in Q,89 and Qlz3 
respectively. Then X is the union of X( 1) = lines 1, 2, 3, 4, 7, 8, 9, 10 with 
reduced subscheme structure, and X(2) = 1, u 111, each double. And 
12(i+ 1)-30=HP(X) = HP(X(l))+HP(X(2)) - HP(X(l)nX(2)) = 
8(i+ l)- 12+4(i+ l)- 16 = 12(i+ 1)-28. Contradiction. 
Finally suppose that X is 6.4 with I, and I,, double lines in Q,89 and Qlz3 
respectively. Then X = X( 1) u X(2), where X( 1) is lines 1, 2, 3, 4, 7, 8, 9, 11 
with reduced subscheme structure, and X(2) = Is u Ilo, each double. In X(2) 
the point 1, n I,, has multiplicity at most 4 (each double line has degree 2). 
Thus HP(X(2))>4(i+l)-4, and HP(X)=HP(X(l))+HP(X(2)) - 
HP(X(l)nX(2)) 2 8(i+l)-13+4(i+l)-4-12 = 12(i+l)-29, 
which is again a contradiction. 
This covers all possibilities, thus proving 
THEOREM 6.5. Let X be a double 5 in P:, that is contained in a cubic 
hypersurface. Then X is contained in a double 6. 
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We will conclude by giving an example (over Q) of possibility (b). (The 
same example will of course work over Z/pZ for all but a finite number of 
p.) The approach is quite elementary, in the spirit of [2], and uses the 
description of Z from [ 1, Theorem 1.21 discussed above. 
Let A be the homogeneous co-ordinate ring of a double 5 in Pi. Let Ii be 
the ideal (in A) of the ith line (iEL=(jEZIl<j<5, 7dj<ll} num- 
bered as in Fig. 6.4) and .Z, the ideal of the oath intersection point. Then 
A/Z,z k[x,, yi] and A/J, 2 Zc[t,]. After making a choice of such 
isomorphisms (which is equivalent to choosing homogeneous coordinates 
in P’: for two points on each line, and for each intersection point) the 
inclusions of closed subschemes of P: induce surjections of graded rings 
A + k[xj, yi] and pizi: @xi, yi] + k[t,] if P, = I,n Zj. We will write fj(P,) 
for p,Jfi) and think of this as the “value” off, at P,. If P, = Zi n lj we will 
write inj instead of P,. As noted above Z= {(fi)iELlfi~k[xi,yi], 
fi( i nj) =fi( i nj) whenever li n lj # a}. 
LetfE (T/A), = r2/A2 be represented by FE Z2, F= (fi)isL. There exists 
an element FE A, which agrees with F at the 9 intersection points 1 n 8, 
ln9, 1n10,2n7,2n9,2nlO,3n7,3n8,3n10.WecanreplaceFby 
F- F. Thus fi = 0 (1~ i < 3). (A quadric vanishing at 3 points of P’ is 0.) 
By subtracting a suitable multiple of Qlzj we can further assume that F 
vanishes at 4 n 9, and hence that fg = 0. In addition fiO =fil = 0 because 
lines 10 and 11 intersect each of lines 1,2,3. Choose fs E k[x,, y,], fs #O, 
such that f,(5 n 9) =f5(5 n 10) = 0. (This choice is unique up to mul- 
tiplication by a non-zero constant.) We have f,(2 n 7) =f,(3 n 7) = 0, so f7 
is uniquely determined by the condition f,( 5 n 7) =fJ 5 n 7). Similarly fs is 
uniquely determined by fs( 1 n 8) =f,(3 n 8) = 0, and fs(5 n 8) =f5(5 n 8). 
Finally f4 is uniquely determined by f4W7)=f7(4n7), 
f4(4 n 8) =f8(4 n 8), and f4(4 n 9) = 0. This determines F= (fi)is L (dim 
Z, = 11 if FE Z2, otherwise dim Z2 = 10). In order for F to lie in Z2 one 
more condition must be satisfied, namely f4(4 n 11) =fi i(4 n 11) = 0. This 
in general is not satisfied (as [2, Example 161 shows), but we can construct 
an example where it is, as follows: 
Start with lines 1, 2, 3, 7, 8, 9, 10. Let 1, be a line intersecting 7, 8, 9, 10. 
Let P be a variable point on l,, and let 1, be the unique line through P 
lying in QTg9. (One can write P = 12 n 7 + ~3 n 7, for example.) Now start 
with f5 # 0 and determine f7,f8,f4 as described above. One zero of f4 is 
4n9. The condition that f4(4n ll)=O (for some choice of I,,) is 
equivalent to requiring that Qlz3 restricted to l4 vanish at the second zero 
off4. This yields a homogeneous equation for 1 and p which can be solved 
for I, 1 and hence for the desired double 5. Certain of the solutions may be 
excluded by the requirement that I, not intersect I,, I*, I,, Is and that 
I, n ZiO = fa. Thus we have to give an explicit example to be sure that the 
above method works. 
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The above program was carried out (with the help of a com- 
puter-although the example is within the reach of hand computation) 
yielding the following example (over Q) (described by giving the intersec- 
tion points): 
lnS=(OO 11) 3nlO=(O -1 -1 1) 
ln9=(3 2 3 2) 3nll=(O 10 7 -7) 
ln10=(3 2 -1 -2) 4n7=(7 -200) 
ln11=(96 -1 -4) 4n8=(007 -2) 
2n7=(1 -1 0 0) 4n9=(7 -27 -2) 
2n9=(3 -23 -2) 4nll=(-63 18 49 -14) 
2nlO=(-1 2 3 -2) 5n7=(1000) 
2nll=(9 -14 -15 10) 5n8=(00 10) 
3n7=(0 100) 5n9=(10 10) 
3n8=(00 l-l) 5nlO=(l 0 -1 0) 
In this example there was only one nonexcluded solution for A, p, which 
was thus (fortunately!) rational. Finally it was checked, independent of the 
derivation, that the above points really do yield a double 5 not in a cubic, 
with dim S, = 11. In this example, I,, is tangent to QTs9 at 5 n 10, so I, is 
the unique line intersecting lines 7, 8, 9, 10. However, I, is not tangent to 
Q 123, 
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