A method to construct bit-interleaved coded modulation with iterative demapping and decoding (BICM-ID) is developed that approaches the Shannon limit very closely at high spectrum efficiency, where amplitude-phase shift keying (APSK) constellations are designed and chosen. For 1/2-rate 64APSK, the E s /N 0 threshold derived through extrinsic information transfer (EXIT) charts is less than 0.55 dB away from the Shannon limit of the continuous-input additive white Gaussian noise (AWGN) channel, and exceeds the theoretical limit constrained by standard 64QAM-input.
Introduction
Shannon-limit-approaching channel codes have been drawing extensive attentions in the last decade [1] , [2] , where usually binary-input additive white Gaussian noise (AWGN) channels are studied working at low spectrum efficiency. Bit-interleaved coded modulation with iterative demapping and decoding (BICM-ID) is originally proposed in [3] , [4] which offers high spectrum efficiency. In this letter, a novel BICM-ID system is developed that operates closely to the Shannon limit of the continuous-input AWGN channel. The system construction is summarized as follows. First, a method of amplitude-phase shift keying (APSK) constellation design is proposed which yields a considerable shaping gain. Second, extrinsic information transfer (EXIT) charts [5] are employed to assist the BICM-ID system design. Bit error rate (BER) simulation is carried out in the end to verify the near-capacity performance.
APSK Constellation Design

Mutual Information Elements
Channel capacity can only be achieved when the input follows Gaussian distribution for a power-limited AWGN channel. However, traditional M-ary quadrature-amplitude modulation (QAM) tends to be uniform distributed as M tends to infinity. Therefore, shaping the input signaling to be Gaussian-like is expected to bring some capacity gain, which is called shaping gain [6] - [9] . Assuming the input signal to take on the constellation set χ with equal probability, the mutual information (MI) between the channel input and the corresponding output, which is called the constellation constrained MI for short in this letter, provides the maximum information rate for transmission with possible error-free. Thereby, such MI is also called constellationconstrained capacity in [10] . The AWGN channel can be modeled as Y = X + N, where X denotes the complex input signal, N denotes the complex Gaussian noise with zeromean and variance of N 0 , and Y denotes the corresponding output. The MI (in bits/channel use) constrained by the Mary constellation set χ can be evaluated as [10] 
where I(·; ·) denotes the MI function and E(·) denotes expectation.
In AWGN channels, if X is Gaussian distributed (denoted as X G ), then Y is also Gaussian distributed (denoted as Y G ) with the probability density function (PDF) denoted by g. If X is non-Gaussian, then Y is also non-Gaussian with the PDF of f . It is interesting that the gap from the capacity due to the non-Gaussian input is equal to the relative entropy (or Kullback Leibler distance) between f and g, i.e., [11] 
Therefore, a larger I(X; Y) is equivalent to a smaller D( f ||g).
It is worth noting that only the output is discussed in terms of relative entropy, because the input constrained by the constellation is a discrete random variable but Gaussian distribution is continuous so that the relative entropy between the discrete input and the Gaussian distribution tends to infinity.
APSK Design
An M-APSK constellation is composed of R concentric rings, each with uniformly spaced PSK points. The M-APSK constellation set χ is given by
Copyright c 2011 The Institute of Electronics, Information and Communication Engineers where n l , r l and θ l (l = 1, · · · , R) denote the number of points, the radius and the phase shift of the l-th ring, respectively. Inspired by the non-uniform method of [8] , a general M-APSK construction is listed below.
1. Select the number of rings R and the number of points on each ring n l such that R l=1 n l = M. 2. Determine the radius r l such that the cumulative probability of the standard complex Gaussian distribution within ring l equals to
In the first step, a careful selection of R and n l s is important. The basic idea is to put more points at lower power levels while the points on an inner ring should be no more than those on an outer ring. In the second step, the radius r l can be obtained as
However, to let the constellation to be unit power, the normalized radius r Table 1 where other parameters are also presented. The numeric results of MI are illustrated in Fig. 1 . As shown in this figure, the 64APSK-constrained MI approaches the channel capacity very closely that is only about 0.11 dB away from it at 3 bits/channel use (1/2 code rate), and about 0.45 dB better than 64QAM-constrained MI.
BICM-ID with APSK and Doping
System Model
The system model of BICM-ID with APSK and doping is shown in Fig. 2 . The goal of adding the doping code is to remove the error-floor as well as to make the doped demapper's EXIT curve fit the outer decoder's inverted EXIT curve, which was originally proposed in [12] for BICM-ID. The doping code we choose is a unity-rate 2-state recursive systematic convolutional (RSC)-(2, 3) 8 code with every Pth information bit being replaced by a coded bit, where P is called the doping rate [12] . The compact notation RSC(G, G r ) 8 denotes a RSC code with feed forward polynomial G and feedback polynomial G r , both in the octal format.
Labeling with EXIT-Chart Analysis
Labeling is crucial for BICM-ID. In this letter, labeling is found based on the binary switch algorithm (BSA) [13] which well matches the outer channel code, where an simple 1/2-rate 2-state RSC(2, 3) 8 code is used. The label- ing is shown within Fig. 1 , and the corresponding EXIT chart is presented in Fig. 3 , where the signal to noise ratio (SNR = E s /N 0 ) is set as 9.0 dB. It is shown in Fig. 3 that the curves match each other very well, indicating a near-capacity performance which can exceed the 64QAM-constrained limit, providing infinite code length and iterations.
BER Simulation
Some parameters are already shown above. Others are listed below. The block length is set as 245,760 bits. The iteration number is set as 100. The outer decoder uses standard BCJR algorithm and the doping decoder uses serial detection [12] . Over 10 8 information bits are simulated for BER around 10 −5 . The performance is shown in Fig. 4 , where 3 important limits are also provided. They are the Shannon limit of the continuous-input AWGN channel and the 64APSK/64QAM constrained limits. As shown in this figure, the BER performance of the proposed BICM-ID system with 64APSK exceeds the 64QAM-constrained limit at the BER of 10 −5 and is only about 0.55 dB away from the continuous Shannon limit.
Conclusion
In this letter, a novel Shannon-limit-approaching BICM-ID system is developed. First, an intuitive method is presented to construct APSK constellations that yield considerable shaping gains. Numeric results show that the 64APSK-constrained limit is only about 0.11 dB away from the continuous Shannon limit, and about 0.45 dB better than that constrained by 64QAM, at the spectrum efficiency of 3 bits/channel use. After that, BSA is employed to find the constellation labeling to fit the outer decoder in terms of EXIT charts. The EXIT-chart analysis shows that the SNR threshold of the proposed BICM-ID with 64APSK is less than 9.0 dB, which exceeds the 64QAM-constrained limit. Both the EXIT-chart analysis and the BER simulation show that the system performance is only about 0.55 dB away from the continuous Shannon limit at the spectrum efficiency of 3 bits/channel use, at the BER of 10 −5 .
