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Abstract
Numerical methods to compute spectral decomposi-
tions of matrices necessarily involve the imposition
of a stopping criterion at which a given algorithm
terminates. Often this criterion is taken to be the
point at which residual error is less than some user-
specified tolerance. Stopping an algorithm when the
residual error is too large can yield unacceptably in-
accurate output, but stopping when the error is very
small can, in certain cases, be computationally ex-
pensive without resulting in a meaningful improve-
ment in accuracy. We describe an optimal numer-
ical tolerance for residual error in the computation
of spectral decompositions of adjacency matrices of
random dot product graphs. We consider a spectral
decomposition of the n × n adjacency matrix A of a
d-dimensional random dot product graph with con-
nection probability matrix P . We show that when n
is sufficiently large and P satisfies mild eigengap and
degree assumptions, the error tolerance for the ma-
trix of the d eigenvectors of A corresponding to the d
largest eigenvalues of A should not be of order much
less than 1/
√‖A‖2, where ‖ · ‖2 denotes the matrix
spectral norm.
1 Introduction
The rapid and accurate computation of the eigenval-
ues and eigenvectors— or, as appropriate, the singu-
lar values and singular vectors—of a matrix A is of
universal importance in mathematics, statistics, and
engineering. Iterative methods, such as the power
method, Lanczos factorization, and Rayleigh quo-
tient iteration, to name but a few (see Higham [2002],
Stewart [2001] for a comprehensive overview) begin
with an initialization Ŝ0 for the eigenvalues or singu-
lar values, and Û0 for the eigenvector(s), and compute
successive updates Ŝk and Ûk, for k = 1, 2, · · · , un-
til a specified error, often a function of the difference
between AÛk and ÛkŜk, is sufficiently small. Under
suitable rank and eigengap assumptions on A, conver-
gence of the iterates is guaranteed. For further details
on error analysis and stopping criteria for numerical
methods, see Arioli et al. [1989, 1992], Hestenes and
Stiefel [1952], Kahan [1967], Rigal and Gaches [1967],
Stewart [2001].
Numerical methods for both the singular value
decomposition and eigendecomposition of a matrix
abound. For specificity, we focus on the Implic-
itly Restarted Lanczos Bidiagonalization Algorithm
(IRLBA) of Baglama et al. [2003], although the re-
sults we describe extend to other algorithms whose
iterates are computed similarly. With each itera-
tion and upon termination, Lanczos Bidiagonaliza-
tion (Arnoldi [1951], Bjo¨rk [1996], Calvetti et al.
[1994], Sorensen [1992]) generates orthonormal ma-
trices and an upper bidiagonal matrix from which the
desired singular values and the right singular vectors
of a matrix can be determined. The algorithm termi-
nates when a residual error is sufficiently small. To
be precise, let A be a nonnegative, symmetric square
matrix; let SA denote the diagonal matrix of the first
d largest-magnitude eigenvalues of A and let UA de-
note the matrix whose columns are the corresponding
eigenvectors. In our notation, for any real-valued ma-
trix, ‖ · ‖2 denotes the matrix spectral norm. When
computing the eigendecomposition of A, let Ŝk and
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Ûk, respectively, be the associated matrices at the
kth iteration of the eigendecomposition algorithm. If
we denote by  an error tolerance, the algorithm is of-
ten set to terminate when the relative error is small,
namely when
‖AÛk − ÛkŜk‖2
‖A‖2 ≤ . (1)
When the spectral norm of A is known, this cri-
terion is directly computable. Alternatively, when
‖A‖2 must be approximated numerically, it can be re-
placed by an approximation of the largest-magnitude
eigenvalue ofA, which is denoted by λˆ1k (and is, by the
Perron-Frobenuis Theorem, guaranteed to be non-
negative).
We are concerned here with determining an opti-
mal error tolerance for the numerical computation of
an eigendecomposition of the adjacency matrix A for
a graph arising from the so-called random dot product
graph (RDPG) model, which we define and describe
in more detail below. Spectral decompositions of the
adjacency and Laplacian matrices of a random graph
have broad applications, from the distributional con-
vergence of random walks on graphs (Chung et al.
[1996]) to the solution of a relaxation of the min-cut
problem (Fiedler [1973]). Further, for random dot
product graphs, the spectral decomposition of A can
serve as a statistical estimate for underlying graph
parameters (see Sussman et al. [2012b]). However,
some nonzero sampling error is inherent in such pro-
cedures; that is, there is random discrepancy between
a statistical estimate for a parameter and the true
value of the parameter itself. If the order of magni-
tude of this sampling error is known—in particular, if
one can obtain a lower bound for the sampling error
incurred when using a spectral decomposition of A
to estimate underlying graph parameters—then the
accuracy in the numerical algorithm for the spectral
decomposition of A should be weighed against this in-
herent variability. To be succinct, there may be little
gain in a very careful determination of the eigenvec-
tors of A if these eigenvectors are, with high proba-
bility, close to some fixed, nonzero distance from the
parameters we wish to estimate.
The random dot product graph model of Young
and Scheinerman [2007] is an independent-edge ran-
dom graph in which each vertex i of the graph has
an associated vector Xi in Rd, called the latent po-
sition or latent vector because Xi is generally unob-
served, and these latent positions are such that the
probability pij of adjacency between vertices i and
j is simply the dot product of their associated latent
positions, with conditions imposed on the possible la-
tent positions to ensure that these dot products lie
in the unit interval. That is, the existence of an edge
between two vertices i and j is a Bernoulli random
variable with probability pij , and these Bernoulli ran-
dom variables are independent for any collection of
distinct pairs of edges. For an RDPG with n vertices,
the n × d matrix of latent positions X is formed by
choosing for the ith row the vector Xi associated to
vertex i. Then P = (pij), the matrix of probabilities
of connections between vertices, is easily expressed as
P = XX>. We say the random dot product graph is
d-dimensional if the rank of P is d.
Random dot product graphs are simultaneously
simple enough to be tractable and yet flexible enough
to approximate a wide class of independent-edge ran-
dom graphs [Tang et al., 2013], including the ubiq-
uitous stochastic block model (Holland et al. [1983],
Karrer and Newman [2011]). Thus inference for ran-
dom dot product graphs can be useful in the de-
composition of social networks, particularly commu-
nity detection and classification (see Lyzinski et al.
[2017], Zhao et al. [2012], Bickel and Chen [2009],
Sarkar and Bickel [2015] for just a few recent ad-
vances in the analysis of communities in networks
well-approximated by stochastic block model-type
graphs). It is known that under mild assumptions,
the adjacency matrix A of such an independent-
edge graph is a rough approximation of the matrix
P = (pij) of edge probabilities in the sense that the
spectral norm of A − P can be well-controlled; see
for example Oliveira [2009] and Lu and Peng [2013].
In Sussman et al. [2012b] and Lyzinski et al. [2014],
it is established that, under mild eigengap assump-
tions on P , a partial spectral decomposition of the
adjacency matrix A, known as the adjacency spec-
tral embedding, allows for consistent estimation of
the true, unobserved latent positions X. That is,
the rows of the truncated eigendecomposition of A
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are consistent estimates {Xˆi} of the latent positions
{Xi}, which are the parameters we wish to estimate.
However, it is also shown in Tang et al. [2016] that∑
i ‖Xˆi−Xi‖2 converges to a non-zero function of the
{Xi}, so there is inherent variability in the collective
estimates of Xi. Since the Xˆi are usually computed
through an iterative numerical procedure, it is not
necessarily beneficial to obtain too accurate an ap-
proximation of the {Xˆi}. To reiterate, accuracy in
the numerical algorithm that is used to approximate
Xˆi should be weighed against the inherent variability
in Xˆi.
We give an overview of our main result below. Let
A be a symmetric, n × n adjacency matrix for a d-
dimensional random dot product graph with latent
position matrix X. Suppose that A is hollow, so
aii = 0 for every i (and hence the graph has no self-
edges). Let  be the error tolerance in the numer-
ical algorithm used to compute the rank-d eigende-
composition of A (for specificity, we rely on Lanczos
bidiagonalization). Under mild assumptions on the
eigengap and maximum row sums of P , we find that
 need not be much smaller than ρ/‖A‖3/22 , where
ρ is an approximation of the gap between the dth
and the (d+ 1)st eigenvalues of A. Our assumptions,
along with a bound in Kahan [1967] (Theorem 9 be-
low), imply that as long as ρ is of the same order as
‖A‖2, an error tolerance of significantly smaller or-
der than 1/
√‖A‖2 will not improve the accuracy of
the numerical eigendecomposition. For random dot
product graphs in which the spectral norm of the ad-
jacency matrix is of the same order as the number
of vertices n, our bound on error tolerance simpli-
fies to choosing a tolerance of slightly smaller order
than 1/
√
n. As we show via numerical simulations in
Section 5, the order of this error can lead to consid-
erable computational savings compared to relying on
a default algorithmic tolerance.
Finally, while we do not pursue this generalization
here, our results on an improved stopping criterion
can be extended, via a matrix Bernstein inequality
and an appropriate modification of the proof of the
concentration inequality given in Eq. 7 below (see
Tang et al. [2016]), to a wider class of symmetric,
independent-edge random matrices whose entries sat-
isfy certain moment conditions.
2 Setting and prior results
We begin by fixing notation. We assume that Ω is our
sample space, F our σ-algebra of events, and P our
probability measure. The expectation of a random
variable will be denoted by E. If v is a vector, |v|
denotes its Euclidean length. For any n × n real-
valued matrix M , M> denotes its transpose. ‖M‖F
denotes the matrix Frobenius norm:
‖M‖F =
∑
i,j
M2ij
1/2 .
For any n×n matrix M , let Spec(M) denote its eigen-
values. The spectral norm of a matrix M is denoted
‖M‖2:
‖M‖2 =
√
max{λ : λ ∈ Spec(M>M)}
The trace of M is denoted by tr(M). For any sym-
metric matrix M with some number of non-zero
eigenvalues, let λ1(M), · · · , λd(M) denote, in de-
creasing order, the d eigenvalues of M with largest
magnitude (so |λ1(M)| ≥ |λ2(M)|, etc). Let δ be the
maximum of the row sums of M :
δ(M) = max
1≤i≤n
n∑
j=1
Mij . (2)
(Of course, for nonnegative matrices M , δ is simply
the matrix infinity norm.) Let γ(M) be defined as
follows:
γ(M) =
λd(M)− λd+1(M)
δ(M)
.
2.1 Random dot product graphs, as-
sumptions, and useful bounds
We are concerned with spectral decompositions of ad-
jacency matrices for random dot product graphs with
latent position matrix X. Formally,
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Definition 1. [Random Dot Product Graph
(RDPG)] Let Ω be the subset of Rd such that for
any two elements X1, X2 ∈ Ω, X>1 X2 ∈ [0, 1]. Let
X = [X1 | · · · | Xn]> be a n × d matrix whose rows
are elements of Ω. Suppose A is a random adjacency
matrix given by
P[A|X] =
∏
i<j
(X>i Xj)
Aij (1−X>i Xj)1−Aij
We then write A ∼ RDPG(X) and say that A is the
adjacency matrix of a random dot product graph with
latent position X of rank at most d.
We see that, given X, the probability pij
of adjacency—equivalently, observing an edge—
between vertex i and j is simply X>i Xj , the dot prod-
uct of the associated latent positions Xi and Xj . We
define the matrix P = (pij) of such probabilities by
P = XX>. We will also write A ∼ Bernoulli(P ) to
represent that the existence of an edge between any
two vertices i, j, where i > j, is a Bernoulli random
variable with probability pij ; edges are independent.
We emphasize that the graphs we consider are undi-
rected and have no self-edges.
Critical to the accuracy of using of a spectral de-
composition of A to approximate P is an eigengap
assumption on P itself, and we consolidate our re-
quirements as follows.
Assumption 2. We assume that there is a fixed
d ∈ N such that the symmetric, positive semidefinite
matrix P = XX> is of rank d for all n sufficiently
large. Also assume there exist positive constants a
and c0 such that for n sufficiently large,
γ(P ) > c0, δ(P ) > (log n)
4+a
Now, consider the spectral decomposition of P :
P = [V |V˜ ][Σ⊕ 0][V |V˜ ]> (3)
where Σ is the diagonal matrix of the d non-zero
eigenvalues of P and V is the matrix of associated
eigenvectors.
Consider also the analogous spectral decomposi-
tion of A:
A = [UA|U˜A][SA ⊕ S˜A][UA|U˜A] (4)
where SA is the diagonal matrix of the d largest eigen-
values of A (in absolute value) and UA is the matrix
of the associated eigenvectors.
We frequently use a strong version of convergence
in probability, which we describe below.
Definition 3. If Dn is a sequence of events indexed
by n, we say that Dn occurs with overwhelming prob-
ability if for any c > 0, there exists n0(c) such that
if n > n0, then for any η satisfying n
−c < η < 1/2,
P (Dn) > 1−η. Equivalently, for any c > 0, there ex-
ists n0(c) such that for all n > n0(c), P (Dn) > 1− 1nc .
Our approach to determining an appropriate error
tolerance for RDPG adjacency matrix eigendecom-
positions is interwoven with the matrix size; in other
words, the error tolerance  is allowed to depend on
n, and we consider the implications of this for large
n. As such, we recall definitions of asymptotic order
below.
Definition 4. If w(n) is a quantity depending on
n, we will say that w is of order α(n) and use the
notation w(n) ∼ Θ(α(n)) to denote that there ex-
ist positive constants c, C such that for n sufficiently
large,
cα(n) ≤ w(n) ≤ Cα(n).
When the quantity w(n) is clear and w(n) ∼
Θ(α(n)), we sometimes simply write “w is of order
α(n)”. We write w(n) ∼ O(n) if there exists a con-
stant C such that for n sufficiently large, w(n) ≤ Cn.
We write w(n) ∼ o(n) if w(n)/n→ 0 as n→∞, and
w(n) ∼ o(1) if w(n)→ 0 as n→∞.
Under Assumption 2, the reader will find a slew
of existing results on the accuracy of employing an
eigendecomposition of A to estimate P (see, for ex-
ample, Oliveira [2009], Rohe et al. [2011], Sussman
et al. [2012a], Fishkind et al. [2013], Lei and Rinaldo
[2015]). For our purposes, we consolidate the bounds
we need in Proposition 5 below. The first result, from
Lu and Peng [2013], provides a bound on the spec-
tral norm between A and P . The second result, from
Tang et al. [2016], guarantees that an eigengap as-
sumption on P implies an eigengap assumption on
A. The third result, a concentration inequality that
follows from the essentially similar Theorem 2.1 of
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Tang et al. [2016], implies that the Frobenius norm
of V−UA is, with high probability, of order 1/
√‖P‖2.
We remark that this concentration inequality is the
essence of our bound on the error tolerance —if the
inference goal is to estimate V by using UA, and if
UA is, with high probability, a certain nonzero dis-
tance away from V in Frobenius norm, it is typically
not profitable to numerically calculate UA to greater
precision than this distance.
Proposition 5. Under Assumption 2, first, from Lu
and Peng [2013], there exists a constant C such that
for all n sufficiently large,
P
(
‖A− P‖2 ≥ 2
√
δ(P ) + Cδ1/4(P ) lnn
)
= o(1)
(5)
Second, from Tang et al. [2016], there exists a positive
constant a′ such that with overwhelming probability,
γ(A) > c0 and δ(A) > log(n)
4+a′ (6)
Third, from Tang et al. [2016], conditional on P ,
there exists a nonrandom C(P ) and a deterministic
orthogonal matrix W1 ∈ Rd×d such that with over-
whelming probability
|‖VW1 − UA‖F − C(P )| ≤ β(n) (7)
where C(P ) is given by
C(P ) =
√
tr (Σ−1V >E[(A− P )2]V Σ−1)
and is of order Θ(1/
√‖P‖2); the expectation E[(A−
P )2] in the expression for C(P ) is taken with re-
spect to A and conditional on P . Furthermore,
β(n)
√‖P‖2 → 0.
Remark 6. Since P = XX>, it is necessarily posi-
tive semidefinite, and thus has nonnegative eigenval-
ues. Our assumptions on γ(P ) and δ(P ), along with
the Gershgorin Disks Theorem, guarantee that the top
d eigenvalues of P are all of order δ, and our rank
assumption on P mandates that the remaining eigen-
values be zero. If δ > log4+a
′
n, the spectral norm
bound in (5) applies, ensuring that for n sufficiently
large, ‖A−P‖2 ∼ O(
√
δ) with high probability. Thus,
by Weyl’s inequality, we see that the top d eigenval-
ues of A are, with high probability, of order δ, and
the remaining are, with high probability, within
√
δ
of zero.
3 Error bounds for numerical
methods in eigendecomposi-
tions
The Implicitly Restarted Lanczos Bidiagonalization
Algorithm of Baglama et al. [2003] can be used
to compute singular value decompositions efficiently,
and is implementable via the irlba package in R.
To find the jth eigenvalue-eigenvector pair of a ma-
trix A, the algorithm produces approximate eigenso-
lutions λ̂kj , û
k
j at step k, with λ̂
k
j and û
k
j satisfying
Aûkj = λ̂
k
j û
k
j + rk, (8)
where rk is a residual vector and û
k
j is a unit vec-
tor. Let Ŝk be the k iterate of the diagonal matrix
of the largest d approximate eigenvalues of A and let
Ûk be the kth iterate of the n×d matrix of the corre-
sponding orthonormal approximate eigenvectors. As
described in Eq. (1), if  is the user-specified error
tolerance, the algorithm terminates when the follow-
ing stopping criterion is achieved:
‖AÛk − ÛkŜk‖2
‖A‖2 ≤  (9)
To choose  “optimally”—that is, small enough for
accuracy but not so small as to squander compu-
tational resources—we need to understand how the
stopping criterion impacts the separation between the
algorithmically-computed kth iterate matrix Ûk and
UA, the true matrix of the d largest eigenvectors of
A. Similarly, we must understand how the algorithm
impacts the separation between the true and approx-
imate eigenvalues. To this end, we recall the notion
of a canonical angle between subspaces as given in
Stewart [2001]).
Definition 7. Let X and Y be subspaces of Rn and
let X and Y be orthonormal bases for X and Y, re-
spectively. The canonical angles between X and Y are
the numbers θi defined by
θi = cos
−1 ζi (10)
where ζi are the singular values of Y
>X. Let Ψ(X ,Y)
denote the diagonal matrix of values θi, 1 ≤ i ≤ k,
written in decreasing order.
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Next, to relate the residual error to the gap be-
tween the approximate and true eigenvectors, we
make use of the following known result on matrix
decompositions, Theorem 8 below, which allows us
to relate canonical angles between subspaces to the
Frobenius norm of a difference between a pair of ma-
trices. When this pair of matrices is appropriately
chosen, we can leverage Theorem 8 to bound, in terms
of an algorithmic stopping criterion, the difference
between projection operators on to these subspaces.
We then relate the difference between these projec-
tion operators to the difference between the true and
algorithmically-approximated eigenvectors of A. We
note that a proof of Theorem 8 can be found in Stew-
art [2001, Theorem 4.2.15].
Theorem 8. Let the Hermitian matrix A have the
spectral representation
A = JLJ> + YMY > (11)
where the matrix [J Y ] is unitary. Let the orthonor-
mal matrix Z be of the same dimensions as J , and
let G be given by
G = AZ − ZN
where N is Hermitian. Let λ(M) and λ(N) denote
the spectra of M and N . Let ρ denote the minimum
distance between any element in λ(M) and any ele-
ment in λ(N), and suppose ρ > 0. Then
‖ sin Ψ(R(J),R(Z))‖F ≤ ‖G‖F
ρ
(12)
where R(J) and R(Z) denote the eigenspaces of the
matrices J and Z, respectively.
In order to contend with the difference between the
true and algorithmically-computed eigenvalues, we
also require the following result from Kahan [1967].
Theorem 9. Let A ∈ Cn×n and B ∈ Cl×l each
be Hermitian. Let H ∈ Cn×l have orthonormal
columns, and define by F the matrix
F = AH −HB
Then to the eigenvalues µ1, µ2, . . . , µl of B, there cor-
respond l eigenvalues λ1, λ2, · · · , λl of A such that
|λi − µi| ≤ ‖F‖2
We now establish the following key lemma relating
the stopping criterion and the relative error of the
numerical algorithm.
Lemma 10. Let A ∼ RDPG(X) where P = XX>
satisfies Assumption 2 . Let SA and UA be, respec-
tively, the matrix of the d largest eigenvalues (in mag-
nitude) and the matrix of the associated orthonormal
eigenvectors of A. Let Ŝk and Ûk be the kth iterates
of these matrices of approximate eigenvalues and or-
thonormal approximate eigenvectors, respectively, as
computed by a numerical algorithm whose updates fol-
low Eq. 8 and 9. Let ρ be the minimum distance
between any eigenvalue of Ŝk and any of the n − d
eigenvalues of A not among those in SA. There exists
a constant C > 0 and an orthogonal transformation
W2 ∈ Rd×d such that with overwhelming probability,
for any  > 0,
‖AÛk − ÛkŜk‖2
‖A‖2 ≤ 
implies that
‖Ûk − UAW2‖F
‖A‖2 <
C
ρ
Proof. To prove this lemma, we rely on Theorem 8.
Let L = SA be the diagonal matrix consisting of the
largest d eigenvalues of A, and J = UA the n × d
matrix of the corresponding orthogonal eigenvectors.
Let M be the diagonal matrix of the remaining n−d
eigenvalues of A. By Proposition 5, with overwhelm-
ing probability, γ(A) > 0. Next, let Z = Ûk, and
N = Ŝk. Put
G = AZ − ZN = AÛk − ÛkŜk.
By Theorem 8, we conclude
‖ sin Ψ(R(UA),R(Ûk))‖F ≤ ‖G‖F
ρ
, (13)
where ρ is the minimum distance between any eigen-
value of Ŝk and eigenvalue of M and Ψ is the diag-
onal matrix of canonical angles as defined in Defi-
nition 7. This implies that the projection norm be-
tween the projection operators PUA and PÛk onto the
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subspaces determined by the columns of UA and Ûk,
respectively, is also bounded from above by ‖G‖Fρ .
Therefore, since G is an at most rank d matrix,
‖PUA − PÛk‖F ≤
‖G‖F
ρ
=
‖AÛk − ÛkŜk‖F
ρ
≤
√
d
‖AÛk − ÛkŜk‖2
ρ
One can then convert the bound on ‖PUA − PÛk‖F
into a bound on ‖UA − Ûk‖F , see e.g., Rohe et al.
[2011, Proposition 2.1]. More specifically, given the
above bound for ‖PUA − PÛk‖F , there is a constant
C1 and an orthonormal matrix W such that
‖UAW2 − Ûk‖F ≤ C1
√
d
‖AÛk − ÛkŜk‖2
ρ
(14)
Dividing through by the spectral norm of A guaran-
tees that
‖UAW2 − Ûk‖F
‖A‖2 ≤
C1
√
d‖AÛk − ÛkŜk‖2
‖A‖2ρ ≤
C2
ρ
(15)
as required.
4 Optimal numerical tolerance
Our main result is that, as a consequence of the
concentration inequality in Proposition 5, allowing
 to be too small is, in fact, wasteful; when  is too
small, the difference between the true and approxi-
mate eigenvectors is dominated by the nonzero sam-
pling error that arises from the concentration inequal-
ity in (7).
Before stating the lemma, we again recall, for clar-
ity, our basic notation. Let A ∼ RDPG(X) where
P = XX> satisfies the conditions in Assumption 2.
Let Σ be the diagonal matrix of the d largest eigen-
values of P , and V the associated eigenvectors of P ,
as in Eq. 3. Let SA be the diagonal matrix of the d
largest eigenvalues of A, and UA the matrix of asso-
ciated eigenvectors of A, as in Eq. 4.
Lemma 11. With notation as defined above, suppose
SA and UA are computed via a numerical algorithm,
with Ŝk the kth iterate of the matrix of the approx-
imate eigenvalues and Ûk the kth iterate of the or-
thonormal matrix of approximate eigenvectors. Sup-
pose the algorithm generates iterates satisfying Eq. 8,
with a stopping criterion given by Eq. 9, where  de-
notes the error tolerance. Let C(P ) and β(n) be as
defined in Eq. 7. Let ρ be the minimum gap between
the diagonal elements of Ŝk and M , where M is the
diagonal matrix of the n− d smallest (in magnitude)
eigenvalues of A. Then the following hold:
(a) With overwhelming probability, for n sufficiently
large, there exist orthogonal matrices W1 and W2
such that,
C(P )− β(n)
‖A‖2 −
C
ρ
≤ ‖VW1W2 − Ûk‖F‖A‖2 (16)
≤ C(P ) + β(n)‖A‖2 +
C
ρ
.
(17)
where C is a constant.
(b) Suppose  = (n) → 0 at least as fast as
R(n), where R(n) is a rate sufficient to en-
sure that ρ = ρ(n) ∼ Θ(‖A‖2). Let a(n) =
min(R(n), 1/
√‖A‖2). If  is of order a(n), then
the lower bound in Eq.16 is of order
(
‖A‖3/22
)
.
If, however, → 0 faster than a(n), then the or-
der of lower bound in Eq. 16 is not improved.
Remark 12. Observe that Ŝk is the diagonal matrix
representing the algorithmic approximation for the
top d eigenvalues of A, and M is the diagonal matrix
of the remaining n − d eigenvalues of A. Therefore,
the assumption that ρ is of the same order as the spec-
tral norm of A is, roughly speaking, an assumption
that the matrix Ŝk does indeed correctly approximate
the top d eigenvalues of A. We are not aware of any
results that prescribe how small the error tolerance 
must be in order to ensure that the approximation Ŝk
is closer to the top d eigenvalues of A than the re-
maining eigenvalues of A (that is, to ensure that ρ is
of a certain order).
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Proof. Let W1 and W2 be the orthogonal transforma-
tions from Proposition 5 and Lemma 10, respectively.
Observe that
‖VW1W2 − UAW2‖F − ‖UAW2 − Ûk‖F
≤ ‖VW1W2 − Ûk‖F
≤ ‖VW1W2 − UAW2‖F + ‖UAW2 − Ûk‖F
(18)
Now, by Eq. (7) from Proposition 5 and the unitary
invariance of the Frobenius norm, with overwhelming
probability,
C(P )−β(n) ≤ ‖VW1W2−UAW2‖F ≤ C(P ) +β(n).
(19)
Hence, with overwhelming probability,
C(P )− β(n)−‖UAW2 − Ûk‖F
≤ ‖VW1W2 − Ûk‖F
≤ C(P ) + β(n) + ‖UAW2 − Ûk‖F .
(20)
Dividing through by ‖A‖2, we arrive at
C(P )− β(n)
‖A‖2 −
‖UAW2 − Ûk‖F
‖A‖2
≤ ‖VW1W2 − Ûk‖F‖A‖2
≤ C(P ) + β(n)‖A‖2 +
‖UAW2 − Ûk‖
‖A‖2 .
(21)
Since  is the error tolerance in the algorithm used
to compute Ûk and Ŝk, from Lemma 10, there is a
constant C2 such that, at termination,
‖UAW2 − Ûk‖
‖A‖2 <
C2
ρ
Therefore, Eq. (21) reduces to
C(P )− β(n)
‖A‖2 −
C2
ρ
≤ ‖VW1W2 − Ûk‖F‖A‖2
≤ C(P ) + β(n)‖A‖2 +
C2
ρ
,
(22)
which is precisely what we are required to show. Now,
consider the upper and lower bounds in Eq. (22). We
wish to choose  so as to make the upper bound as
tight as possible. The upper bound decreases with ,
which implies we should choose  as small as possible.
However, to understand the notion of “optimal” er-
ror, it is useful to think of the order of  as a function
of matrix size n. From the lower bound, it is clear
that if we choose  = (n) such that
C2/ρ
C(P )−β(n)
‖A‖2
→ 0 (23)
as n→∞, then the lower bound remains dominated
by the term C(P )−β(n)‖A‖2 .
As we observed earlier, our assumptions on γ(P )
in Assumption 2, along with the Gershgorin Disks
Theorem, ensure that the spectral norm of P is of
the same order as δ. Next, writing A = P + (A−P ),
we note that, by Weyl’s inequality,
|λ1(A)− λ1(P )| ≤ ‖A− P‖2
Because of our assumption on δ(P ) in Assumption 2,
the spectral norm bound on (A − P ) in Eq. (5) can
be applied; this implies that
P
(
‖A− P‖2 ≥ 2
√
δ(P ) + Cδ1/4(P ) lnn
)
= o(1)
for n sufficiently large. Together, these two bounds
and the triangle inequality imply that with over-
whelming probability, the spectral norm of A is of
the same order as the spectral norm of P .
Furthermore, the order bounds for C(P ), given af-
ter Eq. (7) in Proposition 5, state that C(P ) is of the
same order as 1/
√‖P‖2, and that β(n)√‖P‖2 → 0.
Finally, by construction, if  is of order a(n), then
ρ(n) is of the same order as the spectral norm of A.
Now, as mentioned above, Eq. (23) gives a rate at
which  should go to zero. We note that the order of
C(P ), β(n), and ρ in the term
C2/ρ
C(P )−β(n)
‖A‖2
imply that it is sufficient for (n) to satisfy
lim
n→∞ (n)
√
‖A‖2 = 0 (24)
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which is what we wish to prove.
Remark 13. In practice, for the finite sample case,
the constants in Lemma 11 cannot be determined a
priori, i.e. prior to computation. Upper bounds for
certain constants can be given, but they are typi-
cally far from sharp; see Tang et al. [2016]. Nev-
ertheless, we can suggest a large-sample “rule-of-
thumb.” Namely, under our model assumptions, any
numerical algorithm for the spectral decomposition
of A should be terminated when the relative error
‖AÛk−ÛkŜk‖2
‖A‖2 has suitably stabilized and is sufficiently
small, but not too small. By Eq. (24), choosing the
bound  on this error to be of just slightly smaller
order than 1/
√‖A‖2 allows us to account for the un-
known constants. Thus, a potential heuristic is to
let  be approximately 1/[log(log(n))
√‖A‖2]; that is,
we simply want  to be of just smaller order than
1/
√‖A‖2, and the log(log(n)) factor is but one of
many that would allow us to achieve this. From the
point of view of implementation, the reader may won-
der how to impose a tolerance of order 1/
√‖A‖2
without actually calculating the spectral norm of A
itself. To address this, note that the maximum row
sum of A, δ(A), is both inexpensive to compute and
serves as an upper bound for spectral norm, and so
1/
√
δ(A) can be employed as a conservative tolerance
for the computation of the largest-magnitude eigen-
value of A. Once this top eigenvalue is computed,
subsequent computations can proceed with 1/
√‖A‖2
as the tolerance.
5 Simulations
To demonstrate the applicability of our suggested
stopping criterion, we consider both simulated and
real data. For clarity in the case of simulations, we
focus on stochastic block model graphs Holland et al.
[1983], which are widely used to model social net-
works. A stochastic block model (SBM) is a graph in
which vertices are partitioned into k separate blocks,
and the probability of a connection between two ver-
tices is simply a function of their block memberships.
Thus a stochastic block depends on a vector τ of
vertex-to-block assignments and a k×k block proba-
bility matrix B whose entries Brs give the probability
of connection between any vertex in block r and any
vertex in block s. A stochastic block model whose
block probability matrix is positive semidefinite can
be regarded as a random dot product graph whose
latent position matrix has k distinct rows, and the
spectral decomposition methods we apply to random
dot product graphs can be used to infer B and τ for a
stochastic block model as well Sussman et al. [2012a].
In the case of real data, we address com-
munity detection for a subset of the YouTube
network, drawn from the Stanford Network
Analysis Project (SNAP).1 Our code for sim-
ulations can be found at www.cis.jhu.edu/~
parky/Tolerance/tolerance.html.
First, we investigate stopping criteria for eigen-
decompositions of stochastic block model graphs.
In Figure 1, we generate several instantiations of
stochastic block model graphs, each with n = 900
vertices, and equal size blocks and 3× 3 block prob-
ability matrix whose entries are 0.05 on the diagonal
and 0.02 on the off-diagonal.
We recall that the Procrustes error between two
between two n× d matrices X and Y is given by
min
O∈Od×d
‖X − Y O‖F
where Od×d denotes the collection of d × d orthog-
onal matrices with real entries. That is, the Pro-
crustes distance between the two matrices is zero if
there exists an orthogonal transformation of the row
vectors that renders one matrix equal to the other.
The non-identifiability inherent to a RDPG (namely,
the fact that (XW )(XW )> = XX>) makes such
a Procrustes measure the appropriate choice when
inferring latent positions associated to random dot
product graphs, since they can only be inferred up to
an orthogonal transformation.
Using the IRLBA algorithm to compute the first
three eigenvectors of the associated adjacency ma-
trices, we plot the average Procrustes error (with
standard error bars) between the top three estimated
1For the particular YouTube data on which this is
based, see the Stanford Network Analysis Project at
http://snap.stanford.edu/data/index.html
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eigenvectors and the true eigenvectors of the associ-
ated P -matrix, i.e. P = ZBZ>, where Z is the n× 3
matrix of block assignments. We observe that when
the numerical tolerance is of order 2−6, this error sta-
bilizes; note that when n = 900, 1/[log(log(n))
√
n] ≈
2−6. The default tolerance used in this implemen-
tation of IRLBA, however, is 10−6, which is roughly
2−20, and stopping at our specified tolerance reduces
the number of iterations by a factor of 2 without neg-
atively affecting the results. For much larger stochas-
tic block models, the corresponding computational
reduction can be substantial.
In Figure 2, we repeat this procedure for a stochas-
tic block model with n = 9000 vertices and several
different block probability matrices B, which are scal-
ings of one another. Observe that our stopping cri-
terion of 1/[log(log(n))
√
n] is appropriate across the
whole range of these different block probability ma-
trices, saving computation without degrading the re-
sults.
Finally, we consider the impact of our stopping cri-
terion on a subsequent inference task: that of clus-
tering to find communities in a YouTube network. It
is reasonable, of course, to ask whether a YouTube
network can be fairly regarded as a random dot prod-
uct graph. We note that Youtube networks generally
exhibit hierarchical structure; that is, they consist of
subcommunities that are densely connected within
and more loosely-connected between (see Lyzinski
et al. [2017]). As such, a Youtube network may be
well-approximated by a stochastic block model with
a potentially large number of blocks. Morever, un-
der the assumptions that YouTube users have unob-
served characteristics—such as individual interests or
hobbies—that correlate to their posting and viewing
habits, a latent position model for a YouTube net-
work is plausible, as it is for other social networks in
which connections are a function of unobserved traits
that may admit a low-dimensional representation. As
it happens, the development of a goodness-of-fit test
to determine whether an arbitrary independent-edge
graph is a d-dimensional RDPG is currently an open
problem.
For the task of community detection in a Youtube
network, we wish to cluster the rows of matrix of
eigenvectors associated to the adjacency matrix of a
l
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Figure 1: Top plot represents average Procustes dis-
tance between top three approximate eigenvectors of
the adjacency matrix and the associated eigenvectors
of the probability matrix, for a three-block stochas-
tic block model, plotted against the numerical error
tolerance for the eigendecomposition. Notice that at
2−6, the residual error stabilizes; this is in agreement
with our heuristic for the optimal tolerance, and is
also several orders of magnitude larger than the de-
fault tolerance, allowing us to terminate the algo-
rithm earlier without loss in accuracy. Bottom plot
represents the number of iterations run as a function
of numerical tolerance.
Youtube network. We use K-means clustering with
silhouette width to determine the optimal number of
clusters. Silhouette width, introduced in Rousseeuw
[1987], gives a measure of the rectitude of any par-
ticular clustering; for completeness, we define it here.
Consider any clustering of a collection of objects ac-
cording to some dissimilarity (we use Euclidean dis-
tance). Let i be an object, and A the cluster to which
it is assigned. Define a(i) as the average dissimilarity
between i and any other element of A, so that a(i)
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Figure 2: Top plot is average Procrustes distance,
with error bars, between approximate eigenvectors of
the adjacency matrix and the associated eigenvectors
of the probability matrix for stochastic block models
with different block probability matrices B which are
scalings of one another by a factor b, plotted against
the numerical error tolerance for the eigendecompo-
sition. Our heuristic of 1/[log(log(n))
√
n] for the op-
timal tolerance performs well across a range of pa-
rameters. Bottom plot shows how iterations increase
as tolerance decreases.
gives a measure of within-cluster similarity. Now, for
any other cluster C, let d(C, i) be the average dissim-
ilarity between i and the elements of C. Define b(i)
by
b(i) = min
C 6=A
d(C, i)
Finally, define s(i) by
s(i) =
b(i)− a(i)
max{a(i), b(i)}
The silhouette width of A is the average of the s(i)
measurements for all i ∈ A; the closer the silhouette
width to 1, the better the clustering. The R pack-
age pam employs silhouette width as a mechanism for
choosing the optimal number of clusters in a k-means
clustering. (See
https://stat.ethz.ch/R-manual/R-devel/
library/cluster/html/pam.html
for further documentation on pam.)
Now, the Youtube network we examine has
1,134,890 nodes and 2,987,624 edges. The spectral
decomposition of the adjacency matrix proceeds via
IRLBA, with Zhu and Ghodsi [2006] used to choose
the estimated embedding dimension of dˆ = 26. For
each k = 1, 2, · · · and corresponding tolerance 2−k,
IRLBA generates approximations Ŝk for the the top
dˆ = 26 eigenvalues of A and Ûk for the matrix of as-
sociated eigenvectors. Next, we use K-means cluster-
ing, with silhouette width to determine the optimal
number of clusters, to cluster the rows of the ma-
trix Uˆk. We conduct this clustering procedure again,
now computing the spectral decomposition with the
default tolerance in IRLBA of 10−6. Ten iterations
are run for each of the above clustering methods,
and the top plot of Figure 3 shows the mean Ad-
justed Rand Index (ARI), plotted with standard er-
ror, for these two clusterings. We see that at toler-
ance 2−10 ≈ 0.00097, which is close to 10−3), the ARI
is nearly 1. Morever, the ARI is very close to 0.95
by tolerance 2−7. Our heuristic of 1/[log(log(n))
√
n]
for n = 1134890 yields a tolerance of 0.000356. All
of these tolerances—2−7, 2−10, 3.5×10−4—are of sig-
nificantly larger magnitude than the default tolerance
in IRLBA, which for this implementation was 10−6
(and in some other implementations can be 10−5.)
This suggests that stopping earlier can save com-
putational time without negatively impacting subse-
quent inference. In the second plot in Figure 3, we
see how the behavior of the ARI for successive pairs
(2−k, 2−(k+1)) of tolerances. The last two plots in
Figure 3 indicate the number of iterations and the
elapsed time (in seconds) required at each tolerance.
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Figure 3: ARI for comparison of clusterings of the
Youtube network with default tolerance in IRLBA
and with tolerance 2−k (top plot); ARI comparing
tolerance of 2−k and 2−(k+1) (second plot), and the
number of iterations and time in seconds (third and
fourth plots). Notice that ARI in top plot is nearly 1
at tolerance 2−10, which is approximately 10−3. The
second plot illustrates that starting from iteration 6,
the ARI has stabilized; there is very little difference
in the clustering from the kth to the k+ 1st iteration
for k > 6. Our heuristic for the optimal tolerance
is 1/[log(log(n))
√
n]) = 0.00035 in this case. The
ARI is, in fact, already very close to 0.95 by toler-
ance 2−7. These tolerances—2−7, 3.5 × 10−4, and
2−10—are all of significantly larger magnitude than
the default tolerance from certain implementations
of IRLBA (here, 10−6). This suggests that stopping
early can save computation time without negatively
impacting subsequent inference.
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