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ABSTRACT. – We investigate decay properties for a system of coupled partial differential equations which
model the interaction between acoustic waves in a cavity and the walls of the cavity. In this system a wave
equation is coupled to a structurally damped plate or beam equation. The underlying semigroup for this
system is not uniformly stable, but when the system is appropriately restricted we obtain some uniform
stability. We present two results of this type. For the first result, we assume that the initial wave data is zero,
and the initial plate or beam data is in the natural energy space; then the corresponding solution to system
decays uniformly to zero. For the second result, we assume that the initial condition is in the natural energy
space and the control function is L2(0,∞) (in time) into the control space; then the beam displacement
and velocity are both L2(0,∞) into a space with two spatial derivatives. Ó 2000 Éditions scientifiques et
médicales Elsevier SAS
Keywords: Coupled partial differential equations, Uniform stability, Structural acoustics interactions
RÉSUMÉ. – On s’intéresse aux propriétés de décroissance d’un système d’équations aux dérivées
partielles couplé, qui modélise les interactions d’ondes acoustiques dans une cavité avec les parois de
cette cavité. Dans ce système une équation des ondes est couplée à une équation de plaque ou de poutre
structurellement amortie. Le semigroupe correspondant n’est pas uniformément stable, toutefois nous
obtenons la stabilité sous certaines restrictions. Nous présentons deux résultats de ce type. Dans le premier
résultat, nous supposons que la condition initiale de l’onde est nulle et que la condition initiale de la plaque
ou de la poutre est dans l’espace de l’énergie. Dans ce cas la solution du système décroit uniformément vers
0. Pour le second résultat nous supposons que la condition initiale de l’onde est dans l’espace d’énergie
et que le contrôle est dans L2(0,∞) (en temps) dans l’espace de contrôle. Dans ce cas le déplacement et
la vitesse de la poutre sont dans L2(0,∞) dans un espace avec deux dérivées spatiales. Ó 2000 Éditions
scientifiques et médicales Elsevier SAS
Mots Clés: Equations aux dérivées partielles couplées, Stabilité uniforme, Interactions acoustiques
structurelles
1. The model and the main results
Let Ω be a region in R2 or R3 with a smooth boundary Γ , or a rectangular region in R2. Let
Γ0 be a simply connected subset of Γ , with its boundary denoted by ∂Γ0. Denote the outward
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normal derivative to Γ by ∂/∂ν, and the outward normal derivative to ∂Γ0 by ∂/∂n. Let the
control space be U =Rk , and suppose
B ∈ L(U,H−α(Γ0)),(1.1)
where
α = 7
4
when Ω is rectangular,
and
α = 5
3
when Ω has a smooth boundary.
We refer to the following system as the structural acoustics model:
ztt =1z on (0,∞)×Ω;
∂z
∂ν
=
{
vt on (0,∞)× Γ0;
0 on (0,∞)× Γ \ Γ0;
vtt =−12v −12vt − zt +Bu on (0,∞)× Γ0;
v|∂Γ0 = ∂v∂n |∂Γ0 = 0 on (0,∞)× Γ0;[
z(t = 0), zt (t = 0), v(t = 0), vt (t = 0)
]=X0 := [z0, z1, v0, v1].
(1.2)
This model has been studied a great deal in recent years; for a partial list of references see
[2–9]. Because the equation on the active wall, when uncoupled, is governed by an analytic
semigroup, it seems plausible that when the effect of that semigroup is partially isolated, we
might obtain some uniform stability. In this paper we prove two results of this type. We need
some notation before we can present these results. Let
H0 =H 20 (Γ0)×L2(Γ0), H1 =
H 1(Ω)
R
× L
2(Ω)
R
, H=H1 ×H0,
where H 1(Ω)/R = {f ∈ H 1(Ω) | ∫Ω f = 0}; i.e. H 1(Ω)/R is the orthogonal complement of
the space of constant functions in H 1(Ω).
We refer to H as the natural state space for this system. We now define the generator A
associated with (1.2). Let
D(A)=
{
[z0, z1, v0, v1]T ∈
[
H 1(Ω)
R
]2
× [H 20 (Γ0)]2 |1z0 ∈ L2(Ω),
∂z0
∂ν
= v1 on Γ0, ∂z0
∂ν
= 0 on Γ \ Γ0;12v0 +12v1 ∈L2(Γ0)
}
,
and let A :D(A)⊂H →H be given by
A

z0
z1
v0
v1
=

z1
1z0
v1
−12v0 −12v1 − z1
 .
One can readily show that A generates a C0-semigroup S(t) on H; see for instance Avalos [2].
Let
−→z (t)=
[
z(t)
zt (t)
]
, −→v (t)=
[
v(t)
vt (t)
]
, −→z0 =
[
z0
z1
]
, −→v0 =
[
v0
v1
]
,
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X(t)=
[−→z (t)−→v (t)
]
, B =

0
0
0
B
 .
Then (1.2) is equivalent to:
d
dt
X(t)=AX(t)+Bu, X(0)=X0, t > 0.
It is shown in [4], Proposition 2.3, that if u ∈ L2(0, T ;U), then X(t) ∈H for every X0 ∈H . In
systems theoretic language, B is an “admissible control operator” for S(t).
From Avalos and Lasiecka [5] it is known that S(t) is not uniformly stable. However, in this
paper we give two results, Theorems 1.2 and 1.5 below, which show that the model does possess
some uniform stability when appropriately restricted. To the best of our knowledge, these are the
first results on uniform decay for this structural acoustics model.
We motivate our first result with a result from [5].
THEOREM 1.1. – The semigroup S(t) decays strongly in H, i.e. for every X0 ∈H,
lim
t→∞S(t)X0 = 0.
Our first theorem states that the decay is actually better in the case that there is zero initial
wave data:
THEOREM 1.2. – Suppose u ≡ 0 and −→z0 = 0. Then the solution X(t) of (1.2) decays
uniformly in time, i.e., for every ε > 0, there is a T0 > 0 such that for t > T0,∥∥X(t)∥∥6 ε∥∥−→v0∥∥H0 .
Remark 1.3. – Note that in Theorem 1.2 we do not impose any geometric restrictions on the
“controlled” portion Γ0 of the boundary, such as those noted in [10], which deal with the uniform
stabilization of the wave equation. This difference is in accordance with the fact that we are taking
zero initial data for the wave component.
In our next result we do not restrict the initial condition, but look at the stability of −→v (t)
alone. Since in the absence of coupling −→v (t) is governed by an analytic semigroup, it is not
unreasonable to expect that −→v (t) has some uniform decay properties. Before we state our result,
we first note −→v has more regularity than the state space provides:
PROPOSITION 1.4 ([4]). – If X(t)= [−→z (t),−→v (t)]T solves (1.2), then for every T > 0 there
exists M > 0 such that∥∥−→v (t)∥∥
L2(0,T ;H 20 (Γ )2) 6M
(‖u‖L2(0,T ;U) + ∥∥X(0)∥∥H ).(1.3)
Motivated by this result, we prove our result about the uniform L2(0,∞) stability of −→v in be
space H 20 (Γ )
2
, rather than in H0. The second main result of this paper is that in (1.3) T can be
replaced by∞:
THEOREM 1.5. – SupposeX(t)= [−→z (t),−→v (t)]T solves (1.2). Then there existsM > 0 such
that ∥∥−→v (t)∥∥
L2(0,∞;H 20 (Γ )2) 6M
(‖u‖L2(0,∞;U)+ ∥∥X(0)∥∥H ).(1.4)
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In Section 2 we present those results about the relevant differential operators which will be
needed in the proofs of Theorems 1.2 and 1.5. In Section 3 we present the proof of Theorem 1.2.
We present two very different proofs of Theorem 1.5. In Section 4 we present a frequency
domain proof, and in the Appendix we present an energy method proof. The frequency domain
proof gives us detailed information about the transform of the solution of the structural acoustics
model; this information does not follow from time-domain results. In particular, we get detailed
information about the right-half-plane behavior of transfer functions associated with the system;
for examples of such transfer functions, see for instance [4,8]. This behavior is very important
for input-output control design issues, such as robustness, tracking, and adpative control.
2. Preliminaries
In order to prove Theorems 1.2 and 1.5, we need to introduce several operators. Define the
operator A :L2(Ω)⊃D(A)→ L2(Ω) by A=−1, with
D(A)=
{
z ∈L2(Ω)/R∩H 2(Ω) | ∂z
∂ν
= 0 on Γ
}
,
A is symmetric positive definite on L2(Ω), so fractional powers of A are well defined. In
particular, from [14] we have:
D(Aβ/2)= L2(Ω)/R∩Hβ(Ω), for β ∈ [0, 32 ).(2.1)
The spatial dynamics of the wave component in (1.2), without coupling, has semigroup generator
A1 :=
[
0 I
−A 0
]
, D(A1)=D(A)×D
(
A1/2
)
.
A1 generates a group {eA1t }t>0 on H1.
Define ˚A :L2(Γ0)⊃D( ˚A)→L2(Γ0) by ˚A=12 with
D( ˚A)=H 4(Γ0)∩H 20 (Γ0);
˚A is symmetric positive definite on L2(Γ0), so its fractional powers are well-defined. In
particular, by [14] we have:
D( ˚A1/2)=H 20 (Γ0).(2.2)
Since the dual space of H 20 is H−2, we see that
D( ˚A1/2)′ =H−2(Γ0).(2.3)
The equation on the active boundary Γ0, without coupling, has semigroup generator
A0 :=
[
0 I
− ˚A − ˚A
]
, D(A0)=
{[v0, v1] ∈ [H 20 (Γ0)]2 | v0 + v1 ∈D( ˚A)}.
A0 is the generator of an analytic C0-semigroup {eA0t }t>0 on H0 (see [11]).
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We define the Neumann map N on Hs(Γ0) for s ∈ R by setting Ng := z, where z is the
generalized solution of the equation
1z= 0 on Ω, ∂z
∂ν
= g on Γ0, ∂z
∂ν
= 0 on Γ \ Γ0.
From [14], we have that
N ∈ L(L2(Γ0),D(A3/4−ε)) for arbitrary ε > 0,
and this boundedness implies that
AN ∈ L(L2(Γ0), [D(A1/4+ε)]′) for arbitrary ε > 0.(2.4)
Finally, we construct the (coupling) matrix:
C :=
[
0 0
0 AN
]
∈L(H0, [D(A1/2)]′ × [D(A1/2)]′).
Let γ be the classical Sobolev trace map on H 1(Ω). It is well-known that γ =N∗A as elements
of L(D(A1/2),L2(Γ )). The adjoint of C is
C∗ =
[
0 0
0 γ
]
∈ L(D(A1/2)×D(A1/2),H0).
We define the integral operator T0 on L2(0, T ;H0) by:
T0−→v (t) :=
t∫
0
eA0(t−s)C∗
s∫
0
eA1(s−τ ) C−→v (τ )dτ ds.
Let
Y :=D( ˚A1/2)×D( ˚A1/2)=H 20 (Γ0)×H 20 (Γ0).
We have the following crucial regularity properties of T0:
PROPOSITION 2.1. – Let
S0 :=L2
(
0, T ; [H 20 (Γ0)]2).(2.5)
(i) (See [4], Proposition 2.1(i) and (71)). The mapping T0 is an element of L(S0) ∩
L(S0,C([0, T ];H0)).
(ii) (See [4], Proposition 2.1 (ii)). (I + T0) is boundedly invertible as an element of L(S0).
In what follows, we also need the following trace regularity result for solutions of wave
equations with Neumann forcing data:
LEMMA 2.2 (see [3,16]). – Let φ solve the wave equation:{
φtt =1φ on (0, T )×Ω,
∂φ
∂ν
= g on (0, T )× Γ,
φ(0)= φt(0)= 0,
(2.6)
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with boundary data g ∈ L2(0, T ;H 1/2(Γ )). We then have:∥∥[φ,φt ]∥∥C([0,T ];H1) + ‖φt |Γ ‖L2(0,T ;H−1/2(Γ )) 6 CT ‖g‖L2(0,T ;H 1/2(Γ )).(2.7)
Remark 2.3. – In the paper [16], which gives the posted regularity result in the case where Ω
is a smooth bounded domain (Theorem 3 therein), it is shown that
g ∈ L2(0, T ;H 1/2(Γ ))⇒ [φ,φt ] ∈ L2(0, T ;H 1(Ω))×L2(0, T ;L2(Ω)).
From here, one can obtain the asserted time continuity in (2.7) by appealing to the “Lifting
Theorem” in [15].
Finally, we will need the following properties of the analytic semigroup {eA0t }t>0 and its
generator A0.
PROPOSITION 2.4 (see [12]). – (i) Let 06 θ 6 1/2. Then
D
(
(−A0)θ
)=H 20 (Γ0)×H 4θ0 (Γ0).
(ii) The following holds continuously for −→f ∈L2(0, T ;H0):
(·)∫
0
eA0(·−τ )−→f (τ)dτ ∈L2(0, T ;D(−A0))∩C([0, T ]; [H 20 (Γ0)]2).(2.8)
(iii)
eA0(·) ∈ L(H0,S0).(2.9)
3. Proof of Theorem 1.2
The proof of Theorem 1.2 hinges on establishing critical compactness properties of the
structural acoustics semigroup S(t). It is shown in [4] that the when −→z0 = 0, then the solution
[−→z ,−→v ] to (1.2) may be written as a sort of perturbation of the semigroup {eA0t }t>0: In particular,
for any t > 0, we have: [−→z (t)−→v (t)
]
=
[ −→0
eA0t−→v0
]
+Kt
(−→v0 ),(3.1)
where for fixed t , Kt ∈ L(H0,H1 × H0) (see (3.8) below). The proof of the boundedness of
this map (see [4]) depends on appropriately combining the microlocal techniques of (sharp)
trace regularity theory for hyperbolic equations, with techniques used in the study of unbounded
control problems which involve analytic dynamics. In turn, these recently derived results are
used here to provide the further conclusion that Kt ∈ L(H0,H1 × H0) is compact for every t
(see Lemma 3.1). Consequently, we can use (3.1), the compactness of Kt , a classic stability
result of functional analysis, and the underlying semigroup property of S(t) to deduce that
[−→z (t),−→v (t)]→−→0 uniformly as t→∞. We first prove the following lemma:
LEMMA 3.1. – Let [−→z ,−→v ] denote the solution of (1.2) with u≡ 0 and initial data [0,−→v0 ]T .
(i) The map
−→v0 → vt ,
is compact as an element of L(H0,L2(0, T ;H 1/2(Γ0))).
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(ii) The operator
−→v0 → T0(I + T0)−1eA0(·)−→v0
is compact as an element of L(H0,C([0, T ];H0)).
(iii) The mapping
−→v0 →−→z
is compact as an element of L(H0,C([0, T ];H1)).
Proof. – (i) It is shown in [4] (see (106) therein; see also (3.5) below) that when u ≡ 0 and−→z0 = 0, then the beam component of (1.2) has the explicit representation[
v(t)
vt (t)
]
= [(I + T0)−1eA0(·)−→v0 ](t).
With this representation, Propositions 2.4(iii) and 2.1(ii), we see that∥∥[v, vt ]∥∥L2(0,T ;[H 20 (Γ0)]2) 6 C∥∥−→v0∥∥H0 .(3.2)
Also, invoking Lemma 2.2 there is the trace estimate
‖zt |Γ ‖L2(0,T ;H−1/2(Γ0)) 6C‖vt‖L2(0,T ;H 1/2(Γ0)) 6 C
∥∥−→v0∥∥H0 .
Using this and (3.2), we have then:
‖vtt‖L2(0,T ;H−2(Γ0)) =
∥∥−12v −12vt − zt |Γ ∥∥L2(0,T ;H−2(Γ0))
6 C
∥∥−→v0∥∥H0 .(3.3)
Combining (3.2), (3.3), with the compactness lemma of Simon (see [17]), we deduce that the
map −→v0 → vt is compact as an element of L(H0,L2(0, T ;H 1/2(Γ0))).
(ii) Using the results in Proposition 2.4, we have that the map:
φ → (−A0)1/2
t∫
0
eA0(t−τ )(−A0)−1/2
[
0
φ(τ)|Γ0
]
dτ
∈ L(L2(0, T ;H−1/2(Γ0)),S0 ∩C([0, T ];H0))
(3.4)
(conservatively). The boundedness of this map, combined with the compactness result in part (i)
of this lemma and the trace result (2.7), shows that the operator
−→v0 → T0(I + T0)−1eA0(·)−→v0 =
(·)∫
0
eA0(·−s)C∗
s∫
0
eA1(s−τ )
[
0
ANvt (τ )
]
dτ ds
is compact as an element of L(H0,C([0, T ];H0)).
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(iii) Note that the wave component of the solution to (1.2) with u≡ 0 and −→z0 = 0 is
−→z (t)=
t∫
0
eA1(t−τ )
[
0
ANvt (τ )
]
dτ.
The asserted result follows immediately from combining (i) in this lemma with Lemma 2.2. 2
We will need the following result from classical functional analysis:
PROPOSITION 3.2 (See Proposition 1.8 of [1]). – LetH be a Hilbert space andL, Ln ∈ L(H)
for n= 1,2, . . . . Suppose Ln→L strongly. Then∥∥(Ln −L)K∥∥L(H)→ 0
for each compact operator K ∈ L(H). The convergence is uniform, with respect to K , for K in
any collectively compact set contained in L(H).
In what follows below, it will be useful to use the representation of the solution [−→z ,−→v ]
to (1.2) (with u≡ 0 and −→z0 = 0) given in [4] (see (106)–(107) therein):[−→z (t)−→v (t)
]
= S(t)
[−→0−→v0
]
=
[∫ t
0 e
A1(t−τ )C
[
(I + T0)−1eA0(·)−→v0
]
τ
dτ
eA0t−→v0 −
[T0(I + T0)−1eA0(·)−→v0 ]t
]
.(3.5)
We wish to show that given ε > 0, there exists T0 so that for t > T0, the solution to (1.2)
satisfies the estimate ∥∥[−→z (t),−→v (t)]T ∥∥< ε∥∥−→v0∥∥H0 .
To this end, we first choose T > 0 large enough so that∥∥eA0T−→v0∥∥< ε2∥∥−→v0∥∥H0;(3.6)
this is possible since the semigroup {eA0t }t>0 is of analytic type, and so decays exponentially.
Now using the semigroup property of the structural acoustics semigroup S(t), and the
representation (3.5), we have for T < t :
S(t)
[−→0−→v0
]
= S(t − T )S(T )
[−→0−→v0
]
= S(t − T )
[∫ T
0 e
A1(T−τ )C
[
(I + T0)−1eA0(·)−→v0
]
τ
dτ
eA0T−→v0 −
[T0(I + T0)−1eA0t (·)−→v0 ]T
]
= S(t − T )KT
(−→v0 )+ S(t − T )[ −→0eA0T−→v0
]
,
(3.7)
where
KT
(−→v0 )≡ [∫ T0 eA1(T−τ )C[(I + T0)−1eA0(·)−→v0 ]τ dτ−[T0(I + T0)−1eA0(·)−→v0 ]T
]
.(3.8)
From Theorem 1.1, we see that S(t − T )→ 0 strongly as t→∞. Moreover, from Lemma 3.1
(ii)–(iii), we deduce that for fixed T , the map KT is compact as an element of L(H0,H1 ×H0).
Consequently, from Proposition 3.2, there exists T0 > T such that for t > T0,∥∥S(t − T )KT (−→v0 )∥∥H 6 ε2∥∥−→v0∥∥H0 .(3.9)
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In addition, combining the contraction property of the semigroup S(t) with the estimate (3.6),
we have for t > T0, ∥∥∥∥S(t)[ −→0eA0T−→v0
]∥∥∥∥
H0
6 ε
2
∥∥−→v0∥∥H0 .(3.10)
Therefore, combining (3.7), (3.9) and (3.10) gives the desired result. 2
4. Proof of Theorem 1.5
We define the map C on H by:
y = C[z0, z1, v0, v1]T = [v0, v1]T .(4.1)
As a map from H into Y = H 20 (Γ0)2, C is not bounded. However, Proposition 1.4, with
u ≡ 0, shows that C :H → Y is an admissible observation operator for S(t). Furthermore,
Proposition 1.4, with X0 = 0, implies that the input-output map u→ y ∈ Y is a well-posed,
see Weiss [18]. Finally, from the proof of Theorem 4.6 in Avalos, Lasiecka and Rebarber [6],
we see that the feedthrough for (1.2), (4.1) is 0. Therefore the triple (A,B,C) is well-posed
(see [18]) and represents (1.2), (4.1).
To prove Theorem 1.5, we take a frequency domain approach in this section. Let R(s,A) =
(sI −A)−1 for any operator A, and for a ∈R let:
Ca :=
{
s ∈C | Re(s) > a}.
Let v̂ = L(v) denote the Laplace transform of v. For a ∈R, and any Hilbert space H , let
H∞(Ca,H)=
{
f (s) ∈H | ∥∥f (·)∥∥
H
∈H∞(Ca)
}
,
H 2(Ca,H)=
{
f (s) ∈H | ∥∥f (·)∥∥
H
∈H 2(Ca)
}
.
Recall that H 2(C0,H) is the space of Laplace transforms of L2(0,∞;H) functions. To prove
the theorem we will show that when u ∈ L2(0,∞;U), then ‖ v̂ ‖D( ˚A1/2) and ‖ v̂t ‖D( ˚A1/2) are in
H 2(C0).
To determine the relationship between [̂v, v̂t ]T and û, v0 and v1, we recall from [6] that (1.2)
is equivalent to
ztt (t)=−Az(t)+ANvt (t),(4.2)
vtt (t)+ ˚Avt (t)+ ˚Av(t)=−N∗Azt (t)+Bu(t).(4.3)
Taking Laplace transforms of (4.2) and (4.3),
s2 ẑ(s)=−Âz(s)+AN(sv̂ − v0)+ sz0 + z1,(4.4)
s2 v̂(s)− sv0 − v1 + ˚A
(
sv̂(s)− v0
)+ ˚Av̂(s)=−N∗Aŝz(s)+N∗Az0 +Bû(s).(4.5)
Solving for v̂(s) in (4.4), (4.5), we obtain:
v̂(s) = (s2 + ˚A(s + 1)+ s2N∗A(s2 +A)−1AN)−1
× ({s + ˚A+N∗As(s2 +A)−1AN}v0 + v1
+N∗Az0 −N∗A
(
s2 +A)−1s(sz0 + z1)+Bû(s)).
(4.6)
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To simplify this equation, note that since s(sz0 + z1) ∈ L2(Ω), we have that (s2 +
A)−1s(sz0 + z1) ∈ D(A). For v ∈ H 1(Ω), recall that γ v = v|Γ0 and γ = N∗A as elements
in L(D(A1/2),L2(Γ0)) (see, for instance, equation (14) in [4]). Since N∗Aw = γw = 0 for
w ∈D(A),
N∗A
(
s2 +A)−1s(sz0 + z1)= 0.(4.7)
To further simplify (4.6), assume for the moment that v1 = 0, z0 = 0 and u≡ 0. Then we can
write
v̂(s) = 1
s
(
s2 + ˚A(s + 1)+ s2N∗A(s2 +A)−1AN)−1
×(s2 + s ˚A+ s2N∗A(s2 +A)−1AN)v0.(4.8)
We note that for operators a and b such that (a+b)−1 exists and v ∈D(a)∩D(b), (a+b)−1av =
v− (a + b)−1bv. Using this in (4.8), we obtain (for v1 = 0, z0 = 0 and u≡ 0),
v̂(s)= 1
s
(
I − (s2 + ˚A(s + 1)+ s2N∗A(s2 +A)−1AN)−1 ˚A)v0,
v̂t (s)= sv̂(s)− v0 =−
(
s2 + ˚A(s + 1)+ s2N∗A(s2 +A)−1AN)−1 ˚Av0.
Define
T (s) := s(s2 + ˚A(s + 1)+ s2N∗A(s2 +A)−1AN)−1.
Then, no longer assuming v1 = 0, z0 = 0 and u≡ 0, and using (4.6) and (4.7),
v̂(s)= 1
s
(
I − 1
s
T (s) ˚Av0
)
+ 1
s
T (s)
(
v1 +N∗Az0
)+ 1
s
T (s)Bû(s),(4.9)
v̂t (s)=−1
s
T (s) ˚Av0 + T (s)
(
v1 +N∗Az0
)+ T (s)Bû(s).(4.10)
Since CR(s,A)B is the transfer function from u(t) ∈ U into [v(t), vt (t)]T ∈ Y ,
CR(s,A)B =
[
T (s)
s
B,T (s)B
]T
.
Since (A,B,C) is well-posed and S(t) is a strongly stable semigroup,
CR(·,A)B ∈H∞(Ca,L(U,Y ))
for every a > 0. Furthermore, by [5] it is holomorphic in an open set containing C0.
Since CR(s,A) is the map from X0 into [v(t), vt (t)]T ∈ Y ,
CR(s,A)X0 =
[ 1
s
(I − 1
s
T (s) ˚Av0)+ T (s)s (v1 +N∗Az0)
− 1
s
T (s) ˚Av0 + T (s)(v1 +N∗Az0)
]
.(4.11)
Since C is admissible for S(t) and S(t) is strongly stable, for every a > 0 and X0 ∈ H,
CR(s,A)X0 ∈H 2(Ca, Y ); by [5] it is also holomorphic in an open set containing C0.
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From the preceeding two paragraphs, it is clear that for any a > 0, u ∈ L2(0,∞;U) and
X0 ∈H, we have:
L(−→v ) ∈H 2(Ca, Y ).(4.12)
We wish to show that L(−→v ) ∈ H 2(C0, Y ). It is unfortunately not sufficient to show that
L(−→v ) ∈ L2(iR, Y ); this is quite a bit easier to prove, but we do not know a priori whether
the formulas given in (4.9) and (4.10) are in fact valid on the imaginary axis.
LEMMA 4.1. – For any c > 0, ‖T (s)‖L(D( ˚A1/2)′,D( ˚A1/2)) is bounded in {s ∈C | 0< Re(s) < c}.
Proof. – Suppose that Lemma 4.1 is not true. Since CR(s,A)[0,0,0, v1]T is analytic in
C0, we see from (4.11) that this must be true of T (s). Therefore there exists sequences
(αn)
∞
n=1, (βn)∞n=1 ⊂R, (vn)∞n=1 ⊂D( ˚A1/2)′, such that
αn ∈ (0, c), |βn| →∞, ‖vn‖D( ˚A1/2)′ = 1,(4.13)
un := T (αn + iβn)vn→∞ in D
(
˚A1/2
)
.(4.14)
Let
φn := un‖un‖D( ˚A1/2)
, ψn := vn‖un‖D( ˚A1/2)
,
so
‖φn‖D( ˚A1/2) = 1, ‖ψn‖D( ˚A1/2)′ → 0.(4.15)
From (4.14), (4.13), letting sn = αn + iβn,
(αn + iβn)ψn =
(
α2n − β2n + 2iαnβn + (αn + 1+ iβn) ˚A
+ [α2n − β2n + 2iαnβn]N∗A(s2n +A)−1AN)φn.(4.16)
Let 〈v,u〉 = 〈 ˚A−1/2v, ˚A1/2u〉L2(Γ0) denote the inner product for v ∈ D( ˚A1/2)′ and u ∈
D( ˚A1/2). Taking the inner product of (4.16) with φn, and taking real parts,(
α2n − β2n
)〈φn,φn〉 + (αn + 1)〈 ˚Aφn,φn〉+ (α2n − β2n)Re 〈N∗A(s2n +A)−1ANφn,φn〉
− 2αnβn Im
〈
N∗A
(
s2n +A
)−1
ANφn,φn
〉
= αnRe〈ψn,φn〉 − βn Im〈ψn,φn〉.
(4.17)
To analyze (4.17), note that(〈φn,φn〉) ∈ `∞, 〈 ˚Aφn,φn〉= ‖φn‖D( ˚A1/2) = 1.(4.18)
We now need the following result:
CLAIM 4.1. – There exists M > 0 such that
∥∥N∗A(s2n +A)−1ANφn∥∥D( ˚A1/2)′ 6M(1+ α2n + β2n2αn|βn|
)
.(4.19)
1068 G. AVALOS ET AL. / J. Math. Pures Appl. 79 (2000) 1057–1072
Proof. – From equation (4.5) in [6], and using the estimate (2.4), we see that there exists
M1,M2,M3 > 0 such that:∥∥N∗A(s2n +A)−1ANφn∥∥D( ˚A1/2)′ 6M1∥∥A(s2n +A)−1A(3/4−ε)Nφn∥∥L2(Ω)
6M1
∥∥A(s2n +A)−1∥∥L(L2(Ω))∥∥A(3/4−ε)Nφn∥∥L2(Ω)
6M2
∥∥I − s2n(s2n +A)−1∥∥L(L2(Ω))‖φn‖L2(Γ0)
6M3
(
1+ ∥∥s2n(s2n +A)−1∥∥L(L2(Ω))).
(4.20)
Note that for every y ∈D(A), using the self-adjointness of A,
06
∥∥Re(s2n)y +Ay∥∥2L2(Ω) = (Re(s2n))2‖y‖2L2(Ω) + 2 Re(s2n)〈y,Ay〉L2(Ω) + ‖Ay‖2L2(Ω),
which implies that(
Im
(
s2n
))2‖y‖2
L2(Ω) 6
∣∣s2n∣∣2‖yn‖2L2(Ω)+2 Re(s2n)〈y,Ay〉L2(Ω)+‖Ay‖2L2(Ω) = ∥∥(s2n+A)y∥∥2L2(Ω).
This implies that ∥∥(s2n +A)−1∥∥L(L2(Ω)) 6 1| Im(s2n)| = 12αn|βn| .
Using this in (4.20), we see that there exists M > 0 such that (4.19) is true. 2
Using Claim 4.1 and (4.15), we see that
∣∣〈N∗A(s2n +A)−1ANφn,φn〉∣∣6M(1+ α2n + β2n2αn|βn|
)
(4.21)
for some M > 0. Now using (4.13), (4.15), (4.18) and (4.21), we note that:
α2n
β2n
〈φn,φn〉 + αn + 1
β2n
〈
˚Aφn,φn
〉+ α2n
β2n
Re
〈
N∗A
(
s2n +A
)−1
ANφn,φn
〉
− αn
β2n
Re〈ψn,φn〉 − 1
β2n
Im〈ψn,φn〉 =: νn→ 0.
(4.22)
Dividing (4.17) by β2n and using (4.22), we obtain
µn := −〈φn,φn〉 −Re
〈
N∗A
(
s2n +A
)−1
ANφn,φn
〉
− 2αn
βn
Im
〈
N∗A
(
s2n +A
)−1
ANφn,φn
〉→ 0.(4.23)
Now we take the inner product of (4.16) with φn and take the imaginary part:
2αnβn〈φn,φn〉 + βn
〈
˚Aφn,φn
〉+ 2αnβnRe 〈N∗A(s2n +A)−1ANφn,φn〉
+ (α2n − β2n) Im 〈N∗A(s2n +A)−1ANφn,φn〉(4.24)
= βnRe〈ψn,φn〉 + αn Im〈ψn,φn〉.
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From (4.23) we get
2αnβn〈φn,φn〉 + 2αnβnRe
〈
N∗A
(
s2n +A
)−1
ANφn,φn
〉
=−2αnβnµn − 2α2n Im
〈
N∗A
(
s2n +A
)−1
ANφn,φn
〉
.
Using this and (4.18) in (4.24), we obtain:
−2αnβnµn+βn+
(−α2n−β2n) Im 〈N∗A(s2n+A)−1ANφn,φn〉= βnRe〈ψn,φn〉+αn Im〈ψn,φn〉.
Dividing this by βn, and using (4.23) and (4.18), we obtain:(−α2n
βn
− βn
)
Im
〈
N∗A
(
s2n +A
)−1
ANφn,φn
〉+ 1→ 0.(4.25)
In order to analyze Im〈N∗A(s2n +A)−1ANφn,φn〉, we let gn = (s2n +A)−1ANφn, so
Im
〈
N∗A
(
s2n +A
)−1
ANφn,φn
〉= Im 〈(s2n +A)−1ANφn,ANφn〉= Im 〈gn, (s2n +A)gn〉.
Since A is self-adjoint, this last term is
= Im 〈gn, s2ngn〉= Im s2n〈gn, gn〉 = −2αnβn‖gn‖2L2(Ω).
Hence
Im
〈
N∗A
(
s2n +A
)−1
ANφn,φn
〉=−2αnβn‖gn‖2L2(Ω).
Using this in (4.25), we obtain:
α3n + 2αnβ2n‖gn‖2L2(Ω) + 1→ 0.
This is clearly impossible, since the left side is greater than 1. Therefore, there can be no
sequences (αn), (βn) which satisfy (4.13), (4.14). Hence the lemma is proved. 2
Since z0 ∈D(A1/2) and N∗A ∈ L(D(A1/2),L2(Γ0)), v1 +N∗Az0 ∈ L2(Γ0). Combining this
with Lemma 4.1, (4.12) and (4.9), we see that v̂ ∈ H 2(C0,D( ˚A1/2)). Combining Lemma 4.1
with (4.12) and (4.10), we see that v̂t ∈H∞(C0,D( ˚A1/2)) and v̂t ∈H 2(Ca,D( ˚A1/2)) for every
a > 0. To show that v̂t ∈H 2(C0,D( ˚A1/2)), we appeal to the following result:
PROPOSITION 4.2. – Suppose A generates a bounded semigroup S(t) on H , C is admissible
for S(t) with observation space Y , andX0 ∈H . Then if CR(s,A)X0 ∈H 2(Ca, Y )∩H∞(C0, Y )
for every a > 0, it follows that CR(s,A)X0 ∈H 2(C0, Y ).
This is a communication from Hans Zwart; it follows quite readily from the proof of
Theorem 5.1.5 in Curtain and Zwart [13]. Applying this result with A= A and C = C , we see
that [̂v, v̂t ]T ∈H 2(C0, Y ). This finishes the proof of Theorem 1.5.
5. Appendix: Alternative proof of Theorem 1.5
In this section we provide an alternative proof of Theorem 1.5, which is based on time domain
analysis. In fact, the order of the proof will be reversed with respect to the proof presented in
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previous section. We shall first establish the regularity of vt , the time derivative of the beam
component, and then by elementary frequency domain analysis considerations we conclude the
desired regularity for the displacement v. The main step is contained in the following lemma:
LEMMA 5.1. – Suppose X(t) = [−→z (t),−→v (t)]T solves (1.2), where −→v (t) = [v(t), vt (t)]T .
Then there exists C > 0 such that
∞∫
0
∥∥ ˚A1/2vt∥∥2L2(Γ0) dt 6 C
[∥∥X(0)∥∥2H +
∞∫
0
∥∥u(t)∥∥2
U
dt
]
.
Proof. – We apply the energy method. We first multiply the PDE for z by zt and use Green’s
theorem to obtain:
1
2
d
dt
(‖zt‖2L2(Ω) + ‖∇z‖2L2(Ω))− 〈 ∂∂ν z(t), zt (t)
〉
= 0.(5.26)
We now multiply the PDE for v by vt and use Green’s theorem to obtain:
1
2
d
dt
(‖vt‖2L2(Γ0) + ∥∥ ˚A1/2vt∥∥2L2(Γ0))+ ∥∥ ˚A1/2vt (t)∥∥L2(Γ0) + 〈vt (t), zt (t)〉L2(Γ0)
= 〈u(t),B∗vt (t)〉U .(5.27)
Adding (5.26) and (5.27), and using the fact that ∂z(t)/∂ν = vt (t) on Γ0, we obtain:
1
2
d
dt
(∥∥zt (t)∥∥2L2(Ω) + ∥∥∇z(t)∥∥2L2(Ω) + ∥∥ ˚A1/2v(t)∥∥2L2(Γ0) + ∥∥vt (t)∥∥2L2(Γ0))
+ ∥∥ ˚A1/2vt (t)∥∥2L2(Γ0) = 〈u(t),B∗vt (t)〉U .(5.28)
We now integrate (5.28) from t = 0 to t = T > 0 to get
T∫
0
∥∥ ˚A1/2vt (t)∥∥2 dt
+ 1
2
(∥∥zt (T )∥∥2L2(Ω) + ∥∥∇z(T )∥∥2L2(Ω) + ∥∥ ˚A1/2v(T )∥∥2L2(Γ0) + ∥∥vt (T )∥∥2L2(Γ0))
=
T∫
0
∥∥〈u(t),B∗vt (t)〉∥∥dt
+ 1
2
(∥∥zt (0)∥∥2L2(Ω) + ∥∥∇z(0)∥∥2L2(Ω) + ∥∥ ˚A1/2v(0)∥∥2L2(Γ0) + ∥∥vt (0)∥∥2L2(Γ0)).
This implies that
2
T∫
0
∥∥ ˚A1/2vt (t)∥∥2 dt 6 2 T∫
0
∥∥〈u(t),B∗vt (t)〉∥∥dt + ∥∥X(0)∥∥2H.(5.29)
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We now note that for any ε > 0, there exists Cε > 0 such that∣∣∣∣∣
T∫
0
〈
u(t),B∗vt (t)
〉
U
dt
∣∣∣∣∣6 ε
T∫
0
∥∥B∗vt∥∥2U dt +Cε
T∫
0
∥∥u∥∥2
U
dt .(5.30)
From (1.1) we have that there exists M > 0 such that∥∥B∗x∥∥
U
6M
∥∥ ˚A1/2x∥∥
L2(Γ0)
.
Combining this with (5.30),
∣∣∣∣∣
T∫
0
〈
u(t),B∗vt (t)
〉
U
dt
∣∣∣∣∣6Mε
T∫
0
∥∥ ˚A1/2vt (t)∥∥L2(Γ0) dt +Cε
T∫
0
∥∥u(t)∥∥2
U
dt .(5.31)
Choosing ε ∈ (0,1/M) and combining (5.29) and (5.31),
2(1−Mε)
T∫
0
∥∥ ˚A1/2vt (t)∥∥L2(Γ0) dt 6 2Cε
T∫
0
∥∥u(t)∥∥2
U
dt + ∥∥X(0)∥∥2H.
Since Cε is independent of T , we can let T →∞ to yield the result of the lemma. 2
For any Re s > 0 we write:
˚A1/2 v̂t (s)= s ˚A1/2 v̂(s)− ˚A1/2v(0).
Hence
˚A1/2 v̂(s)= 1
s
[
˚A1/2 v̂t (s)+ ˚A1/2v(0)
]
.
From Lemma 5.1 we infer that
˚A1/2 v̂t ∈H 2
(
C0,L2(Γ0)
)
with the bound determined by ‖X(0)‖2H and
∫∞
0 ‖u(t)‖2U dt as in the lemma. Thus
g(s) := s ˚A1/2 v̂(s)− ˚A1/2v(0) ∈H 2(C0,L2(Γ0))(5.32)
and
˚A1/2 v̂(s)= 1
s
[
g(s)+ ˚A1/2v(0)].(5.33)
On the other hand, by [5] we know that ˚A1/2 v̂(s) is holomorphic in a neighborhood of s = 0.
This implies that s = 0 is not a pole of ˚A1/2 v̂(s), which together with (5.32), (5.33) implies that
˚A1/2 v̂(s) ∈H 2(C0,L2(Γ0)).
The above assertion combined with the estimate in Lemma 5.1 yields the conclusion of the
theorem.
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