Let U be a smooth variety over an algebraically closed field K of characteristic zero and f : U → A 1 a regular function, and write X = Crit(f ), as a closed K-subscheme of U . The motivic vanishing cycle M F mot,φ U,f is an element of theμ-equivariant motivic Grothendieck ring Mμ X , defined by Denef and Loeser [7, 8] and Looijenga [16] , and used in Kontsevich and Soibelman's theory of motivic Donaldson-Thomas invariants [14] .
⊙ Υ(PΦ) in a certain quotient ring Mμ X of Mμ X , where PΦ → X is a principal Z2-bundle associated to Φ and Υ : {principal Z2-bundles on X} → Mμ X a natural morphism.
(c) If (X, s) is an oriented algebraic d-critical locus in the sense of Joyce [12] , there is a natural motive M FX,s ∈ Mμ X , such that if (X, s) is locally modelled on Crit(f : U → A 1 ), then M FX,s is locally modelled on M F mot,φ U,f
.
Using results of Pantev, Toën, Vezzosi and Vaquié [18] , these imply the existence of natural motives on moduli schemes of coherent sheaves on a Calabi-Yau 3-fold equipped with 'orientation data', as required in Kontsevich and Soibelman's motivic Donaldson-Thomas theory [14] , and on intersections L∩M of spin Lagrangians L, M in an algebraic symplectic manifold (S, ω). 
Introduction
Brav, Bussi, Dupont, Joyce and Szendrői [2] proved some results on perverse sheaves, D-modules and mixed Hodge modules of vanishing cycles on critical loci, and gave some applications to categorification of Donaldson-Thomas invariants of Calabi-Yau 3-folds, and to defining 'Fukaya categories' of complex or algebraic symplectic manifolds using perverse sheaves. This paper is a sequel to [2] , in which we prove analogous results for motives and motivic vanishing cycles, with applications to motivic Donaldson-Thomas invariants.
Let K be an algebraically closed field of characteristic zero, U a smooth Kvariety, f : U → A 1 a regular function, and U 0 = f −1 (0), X = Crit(f ) as closed K-subschemes of U . Following Denef and Loeser [7, 8] and Looijenga [16] , in §2 we will define the motivic nearby cycle M F 
∈ Perv(U 0 ) in [2] , and M F mot,φ U,f the motivic analogue of the perverse sheaf of vanishing cycles PV [2] (at least when X ⊆ U 0 ). The fibre M F mot U,f (x) of M F mot U,f at x ∈ U 0 is the motivic Milnor fibre of f at x from [7, 8, 16] , the algebraic analogue of the Milnor fibre M F f (x) at x of a holomorphic function f : U → C on a complex manifold U .
We will prove three main results, Theorems 3.2, 4.4 and 5.10. The first, Theorem 3.2, says that M F mot,φ U,f ∈ Mμ X depends only on the third-order thickenings U (3) , f (3) of U, f at X, where O U (3) = O U /I 3 X , for I X ⊆ O U the ideal of functions U → A 1 vanishing on X, and f (3) = f | U (3) . We also show by example that U (2) , f (2) do not determine M F mot,φ U,f . Our second and third main results involve principal Z 2 -bundles P → X over a K-scheme X. In §2.5 we define a natural motive Υ(P ) ∈ Mμ X for each principal Z 2 -bundle P → X. As in Denef and Loeser [8] and Looijenga [16] , there is a (non-obvious) commutative, associative multiplication ⊙ on Mμ X which appears in the motivic Thom-Sebastiani Theorem [7, 8, 16] .
In §4- §5 we need the Υ(P ) to satisfy Υ(P ⊗ Z 2 Q) = Υ(P ) ⊙ Υ(Q) for all principal Z 2 -bundles P, Q → X, but we cannot prove this in Mμ X . Our solution in §2.5 is to define a new ring of motives Mμ X to be the quotient of Mμ X , ⊙ by the ideal generated by Υ(P ⊗ Z 2 Q) − Υ(P ) ⊙ Υ(Q) for all P, Q, and then Υ(P ⊗ Z 2 Q) = Υ(P ) ⊙ Υ(Q) holds in Mμ X .
Essentially the same issue occurs in Kontsevich and Soibelman [14] , which inspired this part of our paper. In defining the motivic rings M µ (X) in which their motivic Donaldson-Thomas invariants take values, in [14, §4.5] they impose a complicated relation, which as in [14, §5.1] implies that the motivic vanishing cycle M F mot,φ E,q of a nondegenerate quadratic form q on a vector bundle E → U depends only on the triple rank E, Λ top E, det q . As in §2.5, this implies our relation Υ(P ⊗ , using the motivic Thom-Sebastiani theorem in the second step. However, for motives we must work Zariski locally, so we need a more complicated proof involving the (étale locally trivial) correction factor Υ(P Φ ). In singularity theory, passing from f to f ⊞ z
n is known as stabilization, so Theorem 4.4 studies the behaviour of motivic vanishing cycles under stabilization.
Our third main result, Theorem 5.10, concerns a new class of geometric objects called d-critical loci, introduced in Joyce [12] , and explained in §5.1. An (algebraic) d-critical locus (X, s) over K is a K-scheme X with a section s of a certain natural sheaf S 0 X on X. A d-critical locus (X, s) may be written Zariski locally as a critical locus Crit(f : U → A 1 ) of a regular function f on a smooth K-scheme U , and s records some information about U, f (in the notation of our first main result, s remembers f (2) ). There is also a complex analytic version. Algebraic d-critical loci are classical truncations of the derived critical loci (more precisely, −1-shifted symplectic derived schemes) introduced in derived algebraic geometry by Pantev, Toën, Vaquié and Vezzosi [18] . Theorem 5.10 roughly says that if (X, s) is an algebraic d-critical locus over K with an 'orientation', then we may define a natural motive M F X,s in Mμ X , such that if (X, s) is locally modelled on Crit(f :
⊙ Υ(P ), where P → X is a principal Z 2 -bundle relating the 'orientations' on (X, s) and Crit(f ). The proof uses Theorem 4.4.
Bussi, Brav and Joyce [3] prove Darboux-type theorems for the k-shifted symplectic derived schemes of Pantev et al. [18] , and use them to construct a truncation functor from −1-shifted symplectic derived schemes to algebraic dcritical loci. Combining this with results of [2, 12, 18] and this paper gives new results on categorifying Donaldson-Thomas invariants of Calabi-Yau 3-folds, and on motivic Donaldson-Thomas invariants. In particular, as we explain in §5.2, Kontsevich and Soibelman [14] wish to associate a motivic Milnor fibre to each point of the moduli K-schemes M α st (τ ) of τ -stable coherent sheaves on a Calabi-Yau 3-fold over K. The issue of how these vary in families over the base M α st (τ ) is not really addressed in [14] . Our paper answers this question. In the rest of the paper, §2 introduces motivic Milnor fibres and motivic vanishing cycles, and §3- §5 state and prove Theorems 3.2, 4.4 and 5.10.
Conventions. Throughout we work over a base field K which is algebraically closed and of characteristic zero, for instance K = C. All K-schemes are assumed locally of finite type. A K-variety means a reduced, separated, finite type Kscheme, which need not be irreducible.
Rings of motives on a K-variety X
We define (μ-equivariant) Grothendieck groups of varieties. Definition 2.1. Let X be a K-variety. By an X-variety we mean a K-variety S together with a morphism Π 
They have the usual functorial properties.
Definition 2.2. For n = 1, 2, . . . , write µ n for the group of all n th roots of unity in K, which is assumed algebraically closed of characteristic zero as in §1, so that µ n ∼ = Z n . Then µ n is the K-variety Spec(K[x]/(x n − 1)). The µ n form a projective system, with respect to the maps µ nd → µ n mapping x → x d for all d, n = 1, 2, . . . . Define the groupμ to be the projective limit of the µ n . Note thatμ is not a K-variety, but is a pro-variety.
Let S be an X-variety. A good µ n -action on S is a group action σ n : µ n ×S → S which is a morphism of X-varieties, such that each orbit is contained in an affine subvariety of S. This last condition is automatically satisfied when S is quasi-projective. A goodμ-action on S is a group actionσ :μ × S → S which factors through a good µ n -action, for some n. We will writeι :μ × S → S for the trivialμ-action on S, for any S, which is automatically good.
The monodromic Grothendieck group Kμ 0 (Var X ) is the abelian group generated by symbols [S,σ], for S an X-variety andσ :μ × S → S a goodμ-action, with the relations:
There is a natural commutative ring structure on Kμ 0 (Var X ) with multiplication
If X, Y are K-varieties there are natural external products
Pushforwards and pullbacks work for the rings Mμ X in the obvious way.
There are also natural morphisms of commutative rings
Following Looijenga [16, §7] and Denef and Loeser [8, §5] , we introduce a second commutative, associative multiplication '⊙' on Kμ 0 (Var X ), Mμ X (written ' * ' in [8, 16] ). or Mμ X . Then there exists n 1 such that theμ-actionsσ,τ on S, T factor through µ n -actions σ n , τ n . Define J n to be the Fermat curve
Letυ be the induced goodμ-action on J n (S, T ), and set
in Kμ 0 (Var X ) or Mμ X . This turns out to be independent of n, and defines commutative, associative products ⊙ on Kμ 0 (Var X ), Mμ X . Now let X, Y be K-varieties. As for (2.1)-(2.2), we define products
by following the definition above for [S,σ] ∈ Kμ 0 (Var X ) and [T,τ ] ∈ Kμ 0 (Var Y ), but taking products S × T rather than fibre products S × X T . These ⊡ are also commutative and associative in the appropriate sense. Taking T = Spec K and using S × Spec K ∼ = S, we see that ⊡ makes
where [X,ι] with trivialμ-actionι is the identity in Kμ 0 (Var X ), Mμ X , and X × µ 2 = X × {1, −1} is two copies of X with nontrivialμ-actionρ induced by the left action of µ 2 on itself, exchanging the two copies of X. Applying (2.3) with
We can now define unique elements L n/2 in Kμ 0 (Var X ) for all n = 0, 1, 2, . . .
Arc spaces and the motivic zeta function
Definition 2.5. Let U be a K-variety. For each n ∈ N = {0, 1, . . .} we consider the space L n (U ) of arcs modulo t n+1 on U . This is a K-variety, whose K-points, for any field
is given in the variables x j i for i = 1, . . . , m and j = 0, . . . , n by the equations
We now recall the motivic zeta function from Denef and Loeser [8, §3.2].
Definition 2.7. Let U be a smooth K-variety and f :
with ord t β the largest m such that t m divides β(t). Set
This is a locally closed subvariety of L n (U ). Note that U n is actually a U 0 -variety, through the morphism π n 0 : L n (U ) → U , where U 0 denotes the locus of f = 0 in U . Indeed π n 0 (U n ) ⊂ U 0 , since n ≥ 1. We consider the morphism
sending a point α in U n to the coefficient of t n in f n (α). There is a natural action of G m on U n given by a · α(t) = α(at), where α(t) is the vector of power series corresponding to α in some local coordinate system. Sincef n (a · α) = a nf n (α) it follows thatf n is anétale locally trivial fibration.
We denote by U n,1 the fibref
n (1). Note that the action of G m on U n induces a good action ρ n of µ n (and hence a good actionρ ofμ) on U n,1 . Sincē f n is a locally trivial fibration, the U 0 -variety U n,1 and the action of µ n on it, completely determines both the variety U n and the morphism
We will recall a formula for Z f (T ) in terms of resolution of singularities.
Definition 2.8. Let U be a smooth K-variety and f : U → A 1 a non-constant regular function. By Hironaka's Theorem [10] we can choose a resolution (V, π) of f . That is, V is a smooth K-variety and π : V → U a proper morphism, such that
, and π −1 (U 0 ) has only normal crossings as a K-subvariety of V . Write E i , i ∈ J for the irreducible components of π −1 (U 0 ). For each i ∈ J, denote by N i the multiplicity of E i in the divisor of f • π on V , and by ν i − 1 the multiplicity of E i in the divisor of π * (dx), where dx is a local non vanishing volume form at any point of π(E i ). For I ⊂ J, we consider the smooth Kvariety E
We introduce an unramified Galois coverẼ
Note that E
• I can be covered by such affine open subsets V ′ of V . Gluing together the coversẼ
′ in the obvious way, we obtain the coverẼ
which has a natural µ mI -action ρ I , obtained by multiplying the z-coordinate with the elements of µ mI . This µ mI -action onẼ
in the obvious way.
Denef and Loeser [9] and Looijenga [16] prove that Z f (T ) is rational: 
Motivic nearby and vanishing cycles
Following Denef and Loeser [6, 8, 9] , we state the main definition of the section:
Definition 2.10. Let U be a smooth K-variety and f : U → A 1 a regular function. If f is non-constant, expanding the rational function Z f (T ) as a power series in T −1 and taking minus its constant term, yields a well defined element of Mμ U0 , which we call motivic nearby cycle of f . Namely,
If f is constant we set M F mot U,f = 0. We write
for each x ∈ U 0 , which we call the motivic Milnor fibre of f at x. Now let X = Crit(f ) ⊆ U , as a closed K-subvariety of U , and
Then in (2.7) the only nonzero contributions to M F
and theμ-action onẼ
• {ia} is trivial as it factors through the action of µ 1 = {1}. Hence
is supported on X 0 ⊆ U 0 , and by restricting to X 0 we regard it as an element of Mμ X0 .
As f | X : X → A 1 is locally constant on X = Crit(f ) (regarding X as a K-variety, and so a reduced K-scheme), f (X) is finite, and X = c∈f (X) X c with X c = X ∩ U c , where
Xc is defined in Example 2.4, and the
the motivic vanishing cycle of f .
Sometimes it is convenient to regard
as an element of Mμ U supported on X, via the inclusion Mμ X ֒→ Mμ U . Also, for each x ∈ X we set
In §3- §4 we will use the fact that if U, V are smooth K-varieties, f :
Remark 2.11. (a) Because of (2.6) the right hand side of (2.7) is independent of the choice of resolution (V, π), although a priori this is not at all obvious.
as the correct motivic incarnation of the Milnor fibre M F U,f (x) of f at x when K = C, which is in itself not at all motivic. This is indeed true for the Hodge realization [8, Th. 3.10] . Moreover, using the perverse sheaf notation of Brav et al. [ 
as the virtual motivic incarnation of the perverse sheaf of vanishing cycles PV Example 2.12. Define f :
In Definition 2.8 we may take U = V = A 1 and π = id A 1 . Then π −1 (0) = {0} is one divisor E 0 = {0}, with N 0 = 2 and ν 0 = 1. In (2.6) the only nonzero term is I = {0}, and E • {0} = µ 2 = {1, −1} is two points withμ-actionρ induced by the left action of µ 2 on itself.
The motivic Thom-Sebastiani Theorem
Here is the motivic Thom-Sebastiani Theorem of Denef-Loeser and Looijenga [7, 8, 16] , stated using the notation of §2.1- §2.3.
n for n 1. Then using Theorem 2.13, induction on n, and equation (2.11) shows that
If V is a finite-dimensional K-vector space and q a nondegenerate quadratic form on V , then (V, q) ∼ = (A n , z
9) was to achieve this.
Our next result shows how motivic vanishing cycles change under stabilization by a nondegenerate quadratic form. The term
in (2.13) may be regarded as the relative motivic vanishing cycle of (E, q) relative to U . Theorem 2.15. Let U be a smooth K-variety, π : E → U a vector bundle over U, f : U → A 1 a regular function, q a nondegenerate quadratic form on E, and X = Crit(f ). Regard (the total space of ) E as a smooth K-variety and q, f • π : E → A 1 as regular functions on E, so that f • π + q : E → A 1 is also a regular function. Identify U with the zero section in E, so that X ⊆ U ⊆ E, and we have
To see this, note thatétale locally on U × E, there exist isomorphisms U × E ∼ = E × A m , where m = dim U , making the following two diagrams equivalent:
It follows that in Definition 2.7, we haveétale local isomorphisms
where E n , E n,1 and (U×E) n , (U×E) n,1 are U n , U n,1 in Definition 2.7 for f •π+q : E → A 1 and f ⊞q : U ×E → A 1 , and L n (A m ) 0 is the subspace of arcs in L n (A m ) based at 0. The second equation also holds withμ-actions, where L n (A m ) 0 has the trivialμ-actionι.
By choosing a Zariski local algebraic connection ∇ on E preserving q, we can show the isomorphisms (2.15) also hold Zariski locally, and thus on the level of motives.
Multiplying this by L −n(dim E+m) T n , summing over all n 1, and using (2.5), proves (2.14). Taking the limit T → ∞ in (2.14) and using (2.7) yields
Now both sides of (2.13) are supported on X ⊆ U ⊆ E, and as in Definition 2.10 X = c∈f (X) X c with X c = X ∩ f −1 (c). For each c ∈ f (X) we have
, using (2.8) in the first and third steps, (2.16) with f − c in place of f in the second, Theorem 2.13 in the fourth, and comparing the definitions of ⊙ and ⊡ in Definition 2.3 in the fifth:
involves a fibre product (over
has no fibre product, and the effect of (π × id) * is to take the fibre product. This proves the restriction of (2.13) to X c for each c ∈ f (X), and the theorem follows.
Motives of principal Z 2 -bundles
We define principal Z 2 -bundles P → X, associated motives Υ(P ), and a quotient ring of motives Mμ X in which Υ(P ⊗ Z 2 Q) = Υ(P ) ⊙ Υ(Q) for all P, Q. Definition 2.16. Let X be a K-variety. A principal Z 2 -bundle P → X is a proper, surjective,étale morphism of K-varieties π : P → X together with a free involution σ : P → P , such that the orbits of Z 2 = {1, σ} are the fibres of π. The trivial Z 2 -bundle is π X : X × Z 2 → X. We will use the ideas of isomorphism of principal bundles ι : P → Q, section s : X → P , tensor product P ⊗ Z 2 Q, and pullback f * (P ) → W under a morphism of K-varieties f : W → X, all of which are defined in the obvious ways.
Write Z 2 (X) for the abelian group of isomorphism classes [P ] of principal
is self-inverse, and has order 1 or 2.
If P → X is a principal Z 2 -bundle over X, define a motive 17) whereρ is theμ-action on P induced by the µ 2 -action on P from the principal Z 2 -bundle structure, as µ 2 ∼ = Z 2 . If P = X × Z 2 is the trivial Z 2 -bundle then
using (2.4). Note that [X,ι] is the identity in the ring Mμ X . As Υ(P ) only depends on P up to isomorphism, Υ factors through Z 2 (X), and we may consider Υ as a map Z 2 (X) → Mμ X .
For our applications in §4- §5 we want Υ : Z 2 (X) → Mμ X to be a group morphism with respect to the multiplication ⊙ on Mμ X , but we cannot prove that it is. Our (somewhat crude) solution is to pass to a quotient ring Mμ X of Mμ X such that the induced map Υ : Z 2 (X) → Mμ X is a group morphism.
So: for each K-variety X, define Iμ X to be the ideal in the commutative ring Mμ X , ⊙ generated by elements Υ(P ⊗ Z 2 Q) − Υ(P ) ⊙ Υ(Q) for all principal Z 2 -bundles P, Q → X, and define Mμ X = Mμ X /Iμ X to be the quotient, as a commutative ring with multiplication '⊙', with projection Πμ X : Mμ X → Mμ X .
Note that in Mμ X we do not have the second multiplication ' · ', as we did in Mμ X , since we do not require Iμ X to be an ideal in Mμ X , · . Apart from this, all of §2.1- §2.4, in particular the operations ⊙, ⊡, elements L,
, Υ(P ), and Theorems 2.9, 2.13 and 2.15, make sense in Mμ X rather than Mμ X by applying Πμ X . We will use the same notation in Mμ X as in Mμ X , making it clear at the outset which motivic ring we are working in.
By definition, Mμ X has the property that
for all principal Z 2 -bundles P, Q → X.
Remark 2.17. (a)
When we define a ring R by generators and relations, such as K 0 (Var X ), Kμ 0 (Var X ), Mμ X , Mμ X , and we impose an apparently arbitrary relation, such as Definition 2.2(iii), or the quotient by Iμ X in Definition 2.16, then there is a risk that R may be small or even zero. If so, theorems we prove in R will be of little or no value. Thus, when we make such a definition, we should justify that R is 'reasonably large', for instance by producing morphisms from R to other interesting rings. We do this in (b),(c).
(b) Our definition of Mμ X is based on the motivic rings of Kontsevich and Soibelman [14] . 
] is a quotient of our Mμ X . satisfying a package of properties we will not discuss. Brav et al. [2] prove categorified versions of the results of this paper, in the contexts of Q-linear perverse sheaves, D-modules, and mixed Hodge modules. A kind of universal categorification may be given by Voevodsky's category of motives [4, 20] . 
factors via our ring Mμ X , giving a morphism
Now there is a natural 1-1 correspondence 19) defined as follows: to each principal Z 2 -bundle π : P → X we associate the line bundle L = (P × A 1 )/Z 2 over X (identifying line bundles with their total spaces), where Z 2 acts in the given way on P and as z → −z on
we define P to be the K-subvariety of points l ∈ L with ι(l ⊗ l) = (x, 1) for x = λ(l), with projection π = λ| P : P → X and Z 2 -action σ : l → −1 · l.
For smooth U , we can express Υ(P ) in (2.17) in terms of the motivic vanishing cycle associated to the corresponding (L, ι) in (2.19).
Lemma 2.18. Let U be a smooth K-variety, P → U a principal Z 2 -bundle, and (L, ι) correspond to P under the 1-1 correspondence (2.19). Define a regular function q :
for l ∈ L, so that q is a nondegenerate quadratic form on the fibres of L → X, and Crit(q) ⊂ L is the zero section of L, which we identify with U . Then 
Proof. We will prove the theorem by induction on r = rank E. The first step, with r = 1, follows from Lemma 2.18. For the inductive step, suppose the theorem holds for all U, E, q with rank E = r n for n 1, and let U, E, q be as in the theorem with rank E = n + 1. It is enough to prove (2.21) Zariski locally on U . For each x ∈ U , we can choose a Zariski open neighbourhood U ′ of x in U and a section s ∈ H 0 (E| U ′ ) such that q(s, s) is nonvanishing on U ′ . Write E| U ′ = F ⊕ L, where L = s is the line subbundle of E spanned by s, and F = L ⊥ the orthogonal vector subbundle of L in E with respect to q. This makes sense as q(s,
we can regard the total space of E| U ′ as a line bundle over the total space of F , with
As rank F = n, the inductive hypothesis gives
where Q → U ′ is the principal Z 2 -bundle corresponding to Λ r F, det(q F ) under (2.19). Also Lemma 2.18 gives
with R → F the principal Z 2 -bundle corresponding to
where we consider that Definition 3.1. Let U be a smooth K-variety, f : U → A 1 a regular function, and X = Crit(f ) as a closed K-subscheme of U . Write I X ⊆ O U for the sheaf of ideals of regular functions U → A 1 vanishing on X, so that I X = I df . For each k = 1, 2, . . . , write X (k) for the k th order thickening of X in U , that is, X (k) is the closed K-subscheme of U defined by the vanishing of the sheaf of ideals I k X in O U . Also write X red for the reduced K-subscheme of U , and X (∞) orÛ for the formal completion of U along X.
and regard (2.22)-(2.25) as equations in Mμ E|
U ′ ⊇ Mμ F ⊇ Mμ U ′ with M F mot,φ E| U ′ ,q| U ′ , M F mot,φU ′ so that Υ(Q) ⊙ Υ(R) = Υ(Q) ⊙ Υ(R)| U ′ = Υ(Q) ⊙ Υ R| U ′ ,
and the third uses
Then we have a chain of inclusions of closed K-subschemes of U
although technically X (∞) =Û is not a scheme, but a formal scheme. is determined by (X (3) , f (3) ), and hence a fortiori also by (X (k) , f (k) ) for k > 3 and by (Û ,f ):
be regular functions, and
as in Definition 3.1, and suppose Φ :
in Mμ X and Mμ X . 
is well-defined. Motivic Milnor fibres for formal functions were also defined by Nicaise and Sebag [17] in the context of formal geometry.
In Brav et al. [2, Th. 4.2] we proved an analogue of Theorem 3.2 for perverse sheaves of vanishing cycles. The next example shows that Theorem 3.2 with
is false, so we cannot do better than (X (3) , f (3) ) in Theorem 3.2.
is an isomorphism with g (2) • Φ = f (2) . However, using Lemma 2.18 it is easy to show that
, where X × Z 2 → X is the trivial principal Z 2 -bundle and P → Y the nontrivial principal Z 2 -bundle over
The next theorem is an immediate corollary of Theorem 3.2 in which we take U = V , X = Y and Φ = id X (3) . But we give a second proof of it, as the method of proof is interesting.
Theorem 3.5. Let U be a smooth K-variety and f, g : U → A 1 regular functions. Suppose X := Crit(f ) = Crit(g) and f (3) = g (3) , that is, f + I
, where I X ⊆ O U is the ideal of regular functions vanishing on
in Mμ X and Mμ X .
We will prove Theorems 3.2 and 3.5 in §3.1 and §3.2.
Proof of Theorem 3.2
The proof of Theorem 3.2 is based on the following result [2, Prop. 4.3] :
Using the notation of Definition 3.1, suppose Φ :
Let U, V, f, g, X, Y, Φ be as in Theorem 3.2, and x ∈ X. Apply Proposition 3.6 with k = 2 to get T, π U , π V , e, Q,X (2) satisfying (a)-(c). As π U , π V areétale with e = f • π U = g • π V , we see that
. Thus we see that
. This is the restriction of (3.2) toX ⊆ X. Since we can cover X by such Zariski openX, Theorem 3.2 follows.
Proof of Theorem 3.5
As above, Theorem 3.5 follows from Theorem 3.2, which was proved in §3.1.
Here we give an alternative proof using resolution of singularities, as in §2.2. Let U, f, g, X be as in Theorem 3.5. As in Definition 2.8, choose a resolution (V, π) of f : U → A 1 , and define divisors
• I ,ρ I for I ⊆ J. As in Definition 2.10, we may assume that π| V \π −1 (X0) : V \π −1 (X 0 ) → U \X 0 is an isomorphism, and write
• π agree to order 3 or higher near π −1 (X 0 ) in V . Using this, we can show that (V, π) is also a resolution of g, and we can write the corresponding divisors asĒ i for i ∈ I, whereĒ i = E i for i / ∈ {i 1 , . . . , i k }, andĒ i1 , . . . ,Ē i k are deformations of E i1 , . . . , E i k away from π −1 (X 0 ), butĒ ia , E ia agree up to third order at π −1 (X 0 ). Then N i , ν i for i ∈ I are the same for g as for f . In particular, we haveĒ
We claim also that the corresponding µ mI -coversẼ
• I are isomorphic when I = {i a } for a = 1, . . . , k. This is not obvious: in Example 3.4, we can take the same resolution (V, π) for both f and g, with one divisor E 1 with N 1 = 2, but the µ 2 -coversẼ
To see thatẼ
, and
ForẼ
• I , we take the same V ′ and local coordinatesz i :
In the case when I ∩ {i 1 , . . . , i k } = ∅, so that z i =z i for i ∈ I, we have N i 2 for i ∈ I, and we can show that π
near x, and henceū − u ∈ i∈I z 2Ni−3 i
. As 2N i − 3 > 0, and
near x, and thereforeẼ
A similar but slightly more complicated argument works when
We now have an expression (3.5) for M F mot,φ U,f | X0 , and an analogous ex-
and if 
be regular, and X = Crit(f ), Y = Crit(g) as K-subschemes of U, V . Suppose Φ : U ֒→ V is an embedding of K-schemes with f = g • Φ : U → A 1 and Φ| X : X → Y an isomorphism. Then Theorem 4.1(ii) defines the normal bundle N U V of U in V , a vector bundle on U of rank n = dim V − dim U , and a nondegenerate quadratic form
Taking top exterior powers in the dual of (4.2) gives an isomorphism of line bundles on U
where K U , K V are the canonical bundles of U, V . Write X red for the reduced K-subscheme of X. As q U V is a nondegenerate quadratic form on N U V | X , its determinant det(q U V ) is a nonzero section of (Λ n N *
. Define an isomorphism of line bundles on X red :
Since principal Z 2 -bundles π : P → X are a topological notion, and X red and X have the same topological space, principal Z 2 -bundles on X red and on X are equivalent. Define π Φ : P Φ → X to be the principal Z 2 -bundle which parametrizes square roots of J Φ on X red . That is, local sections s α : X → P Φ of P Φ correspond to local isomorphisms α :
The reason for restricting to X red above is the next result [12, Prop. 2.20] , whose proof uses the fact that X red is reduced in an essential way. 
Proof of Theorem 4.4
Suppose U, V, f, g, X, Y, Φ are as in Theorem 4.4, and use the notation N U V , q U V from Theorem 4.1(ii) and
A né tale and (4.1) in the third, and α • Φ ′ = id U ′ , β • Φ ′ = 0, and Theorem 2.15 in the fourth. In the fifth step of (4.5), we apply Theorem 2.19 to the vector bundle U ′ × A n → U ′ and nondegenerate quadratic form
, and we write P q1···qn → U ′ for the principal Z 2 -bundle corresponding to O U ′ , q 1 · · · q n under (2.19). The sixth step uses M F mot,φ
, the seventh that P q1···qn | X ′ ∼ = P Φ | X ′ since Theorem 4.1(ii) implies an identification between q 1 · · · q n and det(q U V ) on X ′ and P q1···qn | X ′ , P Φ | X ′ parametrize square roots of q 1 · · · q n and det(q U V ) on X ′ , and the eighth that 
Motivic vanishing cycles on d-critical loci
In §5.1 we introduce d-critical loci from Joyce [12] . Our main result Theorem 5.10 is stated and discussed in §5.2, and proved in §5.3. There is a natural decomposition S X = S 0 X ⊕ K X , where K X is the constant sheaf on X with fibre K, and S 0 X ⊂ S X is the kernel of the composition
Background material on d-critical loci
with X red the reduced K-subscheme of X, and i X : X red ֒→ X the inclusion.
Definition 5.
2. An algebraic d-critical locus over a field K is a pair (X, s), where X is a K-scheme and s ∈ H 0 (S 0 X ) for S 0 X as in Theorem 5.1, such that for each x ∈ X, there exists a Zariski open neighbourhood R of x in X, a smooth K-scheme U , a regular function f : U → A 1 = K, and a closed embedding i : R ֒→ U , such that i(R) = Crit(f ) as K-subschemes of U , and ι R,U (s| R ) = i −1 (f ) + I 2 R,U . We call the quadruple (R, U, f, i) a critical chart on (X, s). Let (X, s) be an algebraic d-critical locus, and (R, U, f, i) a critical chart on (X, s). Let U ′ ⊆ U be Zariski open, and set R
is a critical chart on (X, s), and we call it a subchart of (R, U, f, i). As a shorthand we write (
be critical charts on (X, s), with R ⊆ S ⊆ X. An embedding of (R, U, f, i) in (S, V, g, j) is a locally closed embedding Φ : U ֒→ V such that Φ • i = j| R and f = g • Φ. As a shorthand we write Φ : (R, U, f, i) ֒→ (S, V, g, j). If Φ : (R, U, f, i) ֒→ (S, V, g, j) and Ψ : (S, V, g, j) ֒→ (T, W, h, k) are embeddings, then Ψ • Φ : (R, U, i, e) ֒→ (T, W, h, k) is also an embedding. Theorem 5.3. Let (X, s) be a d-critical locus, and (R, U, f, i), (S, V, g, j) be critical charts on (X, s). Then for each x ∈ R ∩ S ⊆ X there exist subcharts
Theorem 5.4. Let (X, s) be an algebraic d-critical locus, and X red ⊆ X the associated reduced K-scheme. Then there exists a line bundle K X,s on X red which we call the canonical bundle of (X, s), which is natural up to canonical isomorphism, and is characterized by the following properties:
where
(ii) Let Φ : (R, U, f, i) ֒→ (S, V, g, j) be an embedding of critical charts on (X, s). Then (4.3) defines an isomorphism of line bundles on Crit(f ) red :
and we must have
Definition 5.5. Let (X, s) be an algebraic d-critical locus, and K X,s its canonical bundle from Theorem 5.4. An orientation on (X, s) is a choice of square root line bundle K 1/2 X,s for K X,s on X red . That is, an orientation is a line bundle 
As we call K X,0 the canonical bundle of (X, 0), one might have expected K X,0 ∼ = K X . The explanation is that as a derived scheme, Crit(0 : X → A 1 ) is not X, but the shifted cotangent bundle T * X [1] , and the degree −1 fibres of the projection
In [3, Th. 6.6] we show that algebraic d-critical loci are classical truncations of objects in derived algebraic geometry known as −1-shifted symplectic derived schemes, introduced by Pantev, Toën, Vaquié and Vezzosi [18] .
Theorem 5.7 (Bussi, Brav and Joyce [3] ). Suppose (X, ω) is a −1-shifted symplectic derived scheme over a field K in the sense of Pantev et al. [18] , and let X = t 0 (X) be the associated classical K-scheme of X. Then X extends naturally to an algebraic d-critical locus (X, s). The canonical bundle K X,s from Theorem 5.4 is naturally isomorphic to the determinant line bundle det(L X )| X red of the cotangent complex L X of X.
Pantev et al. [18] show that derived moduli schemes of coherent sheaves on a Calabi-Yau 3-fold have −1-shifted symplectic structures, giving [3, Cor. 6.7 Thomas [19] or Huybrechts and Thomas [11] . Then M extends naturally to
Thus, d-critical loci will have applications in Donaldson-Thomas theory for Calabi-Yau 3-folds [13] [14] [15] 19] . Orientations on (M, s) are closely related to orientation data in the work of Kontsevich and Soibelman [14, 15] .
Pantev et al. [18] also show that derived intersections L ∩ M of (derived) algebraic Lagrangians L, M in an algebraic symplectic manifold (S, ω) have −1-shifted symplectic structures, so that Theorem 5.7 gives them the structure of algebraic d-critical loci. Thus we may deduce [3, Cor. 6.8]: 
The main result, and applications
Here is our main result, which will be proved in §5.3. 
where Q R,U,f,i → R is the principal Z 2 -bundle parametrizing local isomorphisms Corollary 5.11. Let (X, ω) be a −1-shifted symplectic derived scheme over K in the sense of Pantev et al. [18] , and X = t 0 (X) the associated classical Kscheme. Suppose we are given a square root det(L X )| We conclude by discussing applications of Corollary 5.12 to DonaldsonThomas theory. If Y is a Calabi-Yau 3-fold over C and τ a suitable stability condition on coherent sheaves on M , the Donaldson-Thomas invariants DT α (τ ) are integers which 'count' the moduli schemes M α st (τ ) of τ -stable coherent sheaves on Y with Chern character α ∈ H even (Y ; Q), provided there are no strictly τ -semistable sheaves in class α on Y . They were defined by Thomas [19] .
Behrend [1] showed that DT α (τ ) may be written as a weighted Euler characteristic χ(M α st (τ ), ν), where ν : M α st (τ ) → Z is a certain constructible function called the Behrend function. Joyce and Song [13] extended the definition of DT α (τ ) to classes α including τ -semistable sheaves (with DT α (τ ) ∈ Q), and proved a wall-crossing formula for DT α (τ ) for change of stability condition τ . Combining the restrictions of (5.8)-(5.9) to R ′ ∩S ′ proves the restriction of (5.6) to R ′ ∩ S ′ . Since we can cover R ∩ S by such Zariski open R ′ ∩ S ′ ⊆ R ∩ S, this proves (5.6), and hence Theorem 5.10.
