Abstract-Wireless networks with a minimum inter-node separation distance are studied where the signal attenuation grows in magnitude as 1 with distance . Two performance measures of wireless networks are analyzed. The transport capacity is the supremum of the total distance-rate products that can be supported by the network. The energy cost of information transport is the infimum of the ratio of the transmission energies used by all the nodes to the number of bit-meters of information thereby transported.
I. INTRODUCTION

W
IRELESS networks formed by nodes with radios are a subject of much topical interest, and may be at the cusp of a takeoff. They are of interest not only in ad hoc wireless networks [1] , but also in mesh networks [2] , [3] , sensor networks [4] - [6] , and the emerging field of control over wireless networks [7] . It is of importance to understand what such networks are capable of supporting, and how to operate them to maximize their capabilities.
For the communication functionality, a fundamental question is: How much information can a wireless network transport? To answer this question, one naturally turns to the field of Information Theory. However, network information theory for communication channels with multiple users is an area where even several simple scenarios, such as the relay channel and the interference channel, have not been completely solved [8, Ch. 14] , even though there has been success with respect to the multiple-access channel and the Gaussian broadcast channel.
In a previous paper [9] , the capacity of wireless networks was studied under technological models where interference gives rise to collisions. It was shown that the capability of a wireless network manifests itself not only in the information transmission rate, but also in the information transmission distance. To reflect this, the concept of transport capacity was introduced to account for the total rate-distance product (in the unit "bit-meters/time unit") that a wireless network can support. One key result obtained was that the transport capacity of a wireless network grows at most like the square root of the product of the area of the network and the number of the nodes. Another was that if the node locations are random, and every node chooses a random destination for its originating traffic, then, as the number of nodes increases, there is a sharp cutoff of for the uniform rate that can be supported for every such source-destination pair. The scaling laws obtained in [9] were however not conclusive due to the restrictive models studied, which do not cover technologies such as successive interference cancellation (perhaps better called "subtraction" rather than "cancellation" due to its liability for confusion with the next possibility) or active interference cancellation, or operational strategies such as amplifying and forwarding without decoding, etc. To an information theorist, the ultimate goal is to find out what is possible or impossible, without such technological presumptions. In a subsequent paper [10] , general wireless networks were therefore studied in an information-theoretic setting. Since "dis-0018-9448/$20.00 © 2006 IEEE tance" plays such a crucial role, as evidenced by the conservation laws for the transport capacity alluded to above, it was incorporated into the model not only through making explicit the distances between nodes, but also through explicitly modeling the attenuation of signals with distance by the factor . To reflect antenna considerations, a minimum separation distance between nodes was presumed, which also avoids singularities at . A fundamental result established in [10] is that the transport capacity is always upper-bounded by a multiple of the total power used by the transmissions of all the nodes in the network, provided that the signals are attenuated sufficiently with distance. This multiple thus corresponds to the maximum bit-meters of transport that a network can deliver per unit energy consumed by transmissions. It was shown that either , or but , was sufficient for the existence of such an energy cost per unit transport, while , or but , was sufficient for linear networks where the nodes are arranged along a line. On the other hand, counterexamples were also provided of multiple relay networks to show that if but for two-dimensional networks, or but for one-dimensional networks, then the transport capacity can indeed be unbounded even with bounded total transmission power.
For wireless networks, where each node has the same constraint on its transmission power, the above result immediately establishes a linear scaling law for the transport capacity, since the total transmission power itself grows linearly in the number of nodes. This is a slight sharpening of, but in essential conformity with, the scaling law established in [9] , since the area of the domain grows at least like with a minimum inter-node spacing. Since linear scaling is in fact achievable, as constructively shown in [9] , and that also using only simple decode-and-forward multiple hopping where at each hop all concurrent interference is treated as noise, the optimality of the order of the best case transport capacity is thus established for the range of attenuations where this linear scaling is established. Note that this also proves that the above architecture for information transport is optimal to within a constant factor.
Thus, interest centers on determining precisely for what range of path loss exponents (with ) linear scaling of transport capacity can indeed be established. From the aforementioned results of [10] , there is a gap for two-dimensional networks, and for one-dimensional networks, where the scaling law behavior is unknown. In a subsequent work [11] , an improvement was made, and it was proved that for two-dimensional networks and for one-dimensional networks were also sufficient for linear scaling to hold.
Instead of transport capacity, the average rate per communication pair was examined in [12] . It was shown that in a network with sufficiently many randomly chosen communication pairs, this average rate tends to zero as the number of nodes in the network grows to infinity. For this result, the required attenuation exponent is much smaller ( for two-dimensional networks and for one-dimensional networks) compared with that needed for linear scaling of the transport capacity.
In all these works [10] - [12] , the information-theoretical tool used to prove the upper bounds is the cut-set bound, which is also known as the max-flow min-cut bound; see [8, Sec. 14.10] for a general formulation in terms of mutual informations. For the specific application to wireless networks, a formula in terms of powers was presented in [10] .
Essentially, the cut-set bound is an application of Fano's inequality to the network scenario. It is known that Fano's inequality provides a tight upper bound on the rate achievable from one source to one destination. For a network with multiple nodes, the idea is to dissect it into two sets, with one regarded as the virtual "source" and the other as the virtual "destination." Then, by Fano's inequality, one can bound the total rates achievable from the nodes in the "source" set to the nodes in the "destination" set. However, this bound is no longer tight, unless all the nodes in the "source" set can cooperate in the encoding, and also all the nodes in the "destination" set can cooperate in the decoding, which are both generally not feasible.
However, up to now, the cut-set bound appears to be the only general tool that can be used for establishing upper bounds on the capacity of networks. Nevertheless, one can obtain sharper bounds and thus tighter results by considering multiple cuts through the network simultaneously. Since multiple single cuts considered separately may not be all maximized simultaneously with the same distribution of the inputs, such a cut-set bound with multiple cuts is generally tighter than a simple combination of multiple single cut-set bounds. In this paper, we will employ such a cut-set bound with multiple cuts to get tighter bounds on transport capacity. Besides, we will prove that for Gaussian wireless networks, a joint Gaussian distribution of the inputs achieves the maximum for the cut-set bound with multiple cuts.
Actually, a two-cut version of the cut-set bound with multiple cuts has appeared in [13] , where it was used to prove the converse for the capacity of physically degraded Gaussian relay channels. Later, another two-cut version was applied in [14, Ch. 2] to get tighter upper bounds on the capacity of Gaussian parallel relay channels.
In this paper, we will first present a general formula for the cut-set bound with multiple cuts in Section III, where, more importantly for the treatment of Gaussian wireless networks, we will prove the optimality of a joint Gaussian distribution of the inputs. Applications of the cut-set bound with multiple cuts to one-and two-dimensional networks are made in Sections IV and V, respectively. Two cases are treated. Assuming random phases of the signal attenuations (but assuming that they are known to all the transmitters and receivers, i.e., full channel state information available at all nodes), we prove that for two-dimensional networks, and for one-dimensional networks, are sufficient for establishing that the expected transport capacity is upper-bounded by a multiple of the total of the transmissions of all the nodes. If nodes are each subject to an individual power constraint, then it follows that the expected transport capacity scales at best linearly in the number of nodes. This is sharp in the best case since linear scaling is indeed feasible for the transport capacity. In the case that the phases are arbitrary, then uniformly for all realizations of the phases, the transport capacity is upper-bounded by a multiple of the total of the transmission powers if for two-dimensional networks or for one-dimensional networks, even if all nodes have full information on the states of all the channels. Thus, there is indeed a minimal positive energy cost per bit-meter of information transport. This narrows the attenuation regime where the behavior is still unknown, to the interval of path loss exponents for two-dimensional networks, and to for one-dimensional networks, since for values of below these ranges it has been shown that there are networks whose infimum of energy costs per bit-meter of transport is indeed zero. We also show that unless one can improve on the bound following from the multiple cuts, one cannot establish linear scaling in this unknown region.
II. MODEL AND DEFINITIONS
Consider a wireless network consisting of nodes . Let or , respectively, denote the signal sent or received by Node at the time instant
. Each node receives a measurement that is an attenuated and superposed combination of all the other transmissions and white Gaussian noise (1) Here denote the signal attenuation gains, and are zero-mean complex Gaussian noise with independent, equal variance real and imaginary parts. For each , are independent and identically distributed (i.i.d.), and for different or , are independent of each other.
It is convenient to define the gain matrix
with for all , and to define vectors , , and . Then (1) can be put into a compact form (3) Next, we recall the definition of the transport capacity of a wireless network [10] . For this, we gather together the by now pro-forma standard definitions of information theory including codes with power constraint, the probability of error, achievable rates, etc., for wireless networks. The preceding definitions are presented in the context of the separate power constraints for the nodes. However, if a total power constraint , or a common individual power constraint , is imposed, then one simply needs to replace the constraints (4) by a.s.
or a.s. for (7) and correspondingly modify the rest of the definitions. Above, we have not considered node locations, or even distances between nodes. Let denote the distance between source and destination , in the th source-destination pair .
Definition 2.3:
The transport capacity of a wireless network is defined as
III. A CUT-SET BOUND WITH MULTIPLE CUTS
Let be any subset of the nodes in the network, and denote its complement by . Let be the summation of all the achievable rates with the source in and the destination in . Then by [8, Theorem 14.10 .1], we have (8) where
, and , are similarly defined.
One can also consider multiple cuts of the network simultaneously, to obtain the following corollary. where is a random variable uniformly distributed on the set , and as . (Note that only depends on and is independent of .)
A weighted summation of (10) gives which leads to (9) immediately by letting .
Remark 3.1:
The bound (9) is in general tighter than applying the single-cut bound (8) times on the subsets , which leads to Now, we turn to the wireless network with power constraints defined in last section. Consider the following subsets: (11) and we have the following theorem. , we have the following bound on the transport capacity (using the inequality for ). 
A. Expected Upper Bound With Random Phases
In this subsection, we develop upper bounds on the transport capacity under the assumption that the phases are random variables, but are known to all the nodes, so that can be designed based on . We assume that these random variables are all uniformly distributed on and also independent of each other.
First, by exchanging the order of summation, the bound (28) can be rewritten as
Using the inter-independence of , we have the following bound, for any : where the inequality follows from the minimum distance constraint, and the inequality follow from the fact that for any real and (36) Similarly, we can prove that the same upper bound holds for all the terms in (35). This leads to the following theorem.
Theorem 4.2:
Let the phases be independent of each other and uniformly distributed on , but their realizations are known to all the nodes. Under the total power constraint, for , the expected transport capacity is always upperbounded by the total power to within a constant factor (37) where (38) The following theorem establishing a linear scaling law under the individual power constraint follows immediately by noting that .
Theorem 4.3:
Let the phases be independent of each other and uniformly distributed on , but their realizations are known to all the nodes. Under the individual power constraint, for , the expected transport capacity is always upper-bounded by the number of nodes to a constant factor (39) where is defined in (38).
B. Uniform Upper Bounds Irrespective of Phases
In this subsection, we consider uniform upper bounds on the transport capacity for all possible realizations of the phases . Our first result, Theorem 4.4, follows immediately from the bound (28). where the inequality follows from the minimum distance constraint, and the last two inequalities follow from the fact (36).
Similarly, we can prove that the same upper bound holds for all the terms in (46). This leads to the following theorem.
Theorem 4.5:
Under the total power constraint, for , the transport capacity is always upper-bounded by the total power to within a constant factor (47) where (48) The following theorem establishing a linear scaling law under the individual power constraint follows immediately by setting .
Theorem 4.6:
Under the individual power constraint, for , the transport capacity is always upper-bounded by the number of nodes to within a constant factor (49) where is defined in (48).
Next, we show that is almost the weakest requirement for any linear scaling law that we can prove with Theorem 4.1. That is, we will show that for any , under the individual power constraint (30), there exists a topology of the network, and , such that the right-hand side (RHS) of (28) is not upper-bounded by the number of nodes to within any constant factor, i.e., as 
Again, approximation of a summation by an integral in (54) leads to
where Finally, by (54) and (55), we obtain that for any as
The preceding example shows that only with Theorem 4.1, under the individual power constraint, we cannot expect to prove that the transport capacity is always upper-bounded by the number of nodes to within a constant factor for any . As a fringe benefit, it also shows that with only Theorem 4.1, under the total power constraint, we cannot expect to prove that the transport capacity is always upper-bounded by the total power to within a constant factor, for any .
V. TWO-DIMENSIONAL NETWORKS
Consider a Gaussian network of nodes on a plane, with coordinates . Let be the distance between Node and Node . Then Then it is easy to see geometrically that the total achieved transport is upper-bounded 1 by and also is lower-bounded by . Hence, applying Theorem 3.1 four times on , on , on , and on , we have the following bound on the transport capacity. We use the inequality for . 
A. Expected Upper Bound With Random Phases
In this subsection, we determine upper bounds on the transport capacity under the assumption that the phases are random variables, but are known to all the nodes, so that can be designed based on . We assume that these random variables are all uniformly distributed on , and also independent of each other.
Similar to the one-dimensional case (31), by exchanging the order of summation, we can rewrite the first part of the RHS of (56) as Then similar to (32), using the inter-independence of , we have the following bound:
Similarly, we can obtain bounds for the other three parts in the RHS of (56). Therefore, as in the one-dimensional case (33), we have (59) Now, under the total power constraint (57), we can show that is upper-bounded by the total power to within a constant factor if the coefficients of all the and in (59) are uniformly bounded by a constant. That is, we need to show that the following terms are uniformly bounded:
Toward this end, we will use the following bound: For any node , , and
where the inequality follows from the observation 2 that for any and and the inequality follows from the observation that all the open disks centered at node with radius are disjoint with each other. 2 Consider a triangle with and r as the lengths of two sides, with an angle between them. Then the third side has a length of ( +r 02r cos ) , by the triangle formula. When , 2 [0 ; ], and 0 r , the length of the third side is no more than . where the inequality follows from the bound (64) and the following bound:
which follows similarly as (64), but with smaller disks of radius . Similarly, we can prove that the same upper bound holds for all the terms in (61)-(63). This leads to the following theorem.
Theorem 5.2:
Let the phases be independent of each other, and uniformly distributed on , but with their realizations known to all the nodes, i.e., all channel state informations (CSI) are known to all transmitters and all receivers. Under the total power constraint, for , the expected transport capacity is always upper-bounded by the total power to within a constant factor (65) where (66) The following theorem establishing a linear scaling law under the individual power constraint follows immediately by noting that .
Theorem 5.3:
Let the phases be independent of each other and uniformly distributed on , but with their realizations known to all the nodes, i.e., the information states of all channels are known to all nodes. Under the individual power constraint, for , the expected transport capacity is always upper-bounded by the number of nodes to within a constant factor (67) where is defined in (66).
B. Uniform Upper Bounds Irrespective of Phases
In this subsection, we develop uniform upper bounds on the transport capacity for all possible realizations of the phases . The following theorem follows immediately from the bound (56). This leads to the following theorem.
Theorem 5.5: Under the total power constraint, for , the transport capacity is always upper-bounded by the total power to within a constant factor The following theorem establishing a linear scaling law under the individual power constraint follows immediately from .
Theorem 5.6: Under the individual power constraint, for , the transport capacity is always upper-bounded by the number of nodes to a constant factor (78) where is defined in (77).
Next, we show that is almost the weakest requirement for linear scaling law that we can prove with Theorem 5.1. That is, we will show that for any , under the individual power constraint (58), there exists a topology of the network such that the RHS of (56) is not upper-bounded by the number of nodes to within any constant factor, i.e., RHS of (56) as (79 The preceding example shows that with only Theorem 5.1, under the individual power constraint, we cannot expect to prove that the transport capacity is always upper-bounded by the number of nodes to within any constant factor, for any . As a fringe benefit, it also shows that only with Theorem 5.1, under the total power constraint, we cannot expect to prove that the transport capacity is always upper-bounded by the total power to a constant factor for any .
VI. CONCLUDING REMARKS
The results in this paper establish that for a path loss , where is a random phase, the expected transport capacity is at best when for two-dimensional networks, or for one-dimensional networks, even if all nodes have full information on all CSI such as all random phases. This also has implications for the ergodic transport capacity of wireless networks over fading channels. It is interesting to know how far these bounds on can be decreased. Furthermore, for any realization of the phases, the transport capacity is uniformly upper-bounded by a multiple of the total of the transmissions powers of all the nodes when in the two-dimensional case, or in the one-dimensional case. But this cannot hold true if in the two-dimensional case, or in the one-dimensional case, as demonstrated by the multiple-relay networks constructed in [10] . What happens in the transition region in the interval for two-dimensional networks, or for one-dimensional networks, is still an open question. These appear as fairly challenging issues given the present state of knowledge regarding upper bounds in network information theory. It is also useful to sharpen the pre-constants, since they specify, for example in the latter case, the energy cost to be irreducibly paid for a single bit-meter of transport in any wireless network, and thus a fundamental constant of much interest. APPENDIX PROOF OF (16) The proof idea follows from [14, p. 37] , which also appeared in [13] . First where the last inequality follows from the Cauchy-Schwarz inequality, and " " holds if is circularly symmetric complex Gaussian distributed with zero mean. Hence, where " " holds if is circularly symmetric complex Gaussian distributed with zero mean.
