Abstract. We classify the Q-homogeneous skew Schur Q-functions, i.e., those of the form Q λ/µ = k · Qν . On the way we develop new tools that are useful also in the context of other classification problems for skew Schur Q-functions.
D λ/µ = . . . × . . × .
Its size is |D λ/µ | = 7. The diagram D λ/µ has two components where the first component consists of three boxes and the second component consists of four boxes. The corners of D λ/µ are the boxes marked ×.
We consider the alphabet A = {1 ′ < 1 < 2 ′ < 2 < . . .}. Remark. We depict a tableau T of shape D λ/µ by filling the box (x, y) with the letter T (x, y) for all x, y. 
Remark
This means that D λ/µ has no empty rows or columns.
For a given diagram D letD be the diagram obtained by removing all empty rows and columns of the diagram D. Since the restrictions of each box in a diagram is unaffected by removing empty rows and columns, there is a content-preserving bijection between tableaux of a given shape and tableaux of the respective shape obtained by removing empty rows and columns; thus we have Q D = QD. Hence, we may restrict our considerations to partitions λ and µ such that D λ/µ is basic. Let (x(i), y(i)) denote the box of the i th letter of the reading word w(T ). It is the box that satisfies the property
For a reading word w of length n of a tableau the statistics m i (j) are defined as follows:
• m i (0) = 0 for all i.
• For 1 ≤ j ≤ n the statistic m i (j) is equal to the number of times i occurs in the word w n−j+1 . . . w n . 
Remark. Definition 2.7 a) can be regarded as follows: Suppose that while scanning a word from right to left we have m k (j) = m k−1 (j) for some j < n. Then the next letter that is scanned cannot be a k ′ or k.
Similarly, 2.7 b) can be regarded as follows: Suppose that while scanning a word from left to right we have m k (j) = m k−1 (j) for some n ≤ j < 2n. Then the next letter that is scanned cannot be a k − 1 or k ′ .
Definition 2.7 c) states that for a given amenable tableau T the leftmost box of the lowermost row with boxes with entry from {k ′ , k} contains a k. 
We will use the shifted version of the Littlewood-Richardson rule by Stembridge.
Proposition 2.9. [11, Theorem 8.3 ] For given λ, µ ∈ DP we have
where f λ µν is the number of amenable tableaux T of shape D λ/µ and content ν. For λ ∈ DP , the corresponding Schur P -function is defined by
In [11, Chapter 8] , Stembridge showed that the numbers f λ µν above also appear in the product of P -functions: A (p, q)-hook is a set of boxes
Definition 2.11. Let T be a skew shifted tableau of shape D λ/µ . Define T (i) by
Definition 2.12. Let T be a tableau. If the last box of T (i) is filled with i we call
Remark. A restatement of 2.7 (c) (respectively, 2.7 (d)) is that T (k) (respectively,
The remark before Theorem 13.1 of [7] states that for a given tableau T of shape has two possible fillings with entries of {i ′ , i} which differ only by the marking of the entry in the last box of this component.
We will now prove a criterion for k-amenability of a tableau that avoids the use of the reading word and can be used as definition of k-amenability of tableaux. The following technical definition is required to be able to state Lemma 2.14.
Definition 2.13. Let λ, µ ∈ DP and let T be a tableau of D λ/µ . Then
T | for all i. Then let B 
Proof. First we want to show that tableaux that satisfy these conditions are indeed
Lemma 2.14 (2) ensures that if
Then we can repeat this argument until we find a box (z, y) where
Hence, we showed that Definition 2.7 (a) is satisfied.
Lemma 2.14 (1) ensures that we always have 
is one of the last c
k−1 +1). By Lemma 2.14 (4), there is some j such that w j = (k−1)
k −1)−1 = 0 where the last −1 comes from the scanned entry k ′ in the box (x(i), y(i)). Note that pairs of boxes (s, t) and (s+1, t+1) such that T (s, t) = (k−1)
the letter w i = k ′ cannot be between these entries in the reading word and, hence, both letters of such pairs are scanned before we scan w i = k ′ . Also for every box
(4) ensures that φ(v, w) is not in a row above the x(i)
th row or in the x(i) th row to the right
Hence, we showed that Definition 2.7 (b) is satisfied.
Lemma 2.14 (5) and Lemma 2.14 (6) are restatements of Definition 2.7 (c) and Definition 2.7 (d), respectively (as mentioned in the remark after Definition 2.12).
In total these conditions ensure k-amenability.
Now we want to show that if one of these conditions is not satisfied then T is not k-amenable. We may assume that a + b > 0.
Suppose Lemma 2.14 (1) is not satisfied. Then we have m k−1 (n) ≤ m k (n) which contradicts Lemma 2.8.
Suppose Lemma 2.14 (2) is not satisfied. Let i be such that w i = k is the first scanned entry k such that (x, y) := (x(i), y(i)) violates Lemma 2.14 (2). Then
and w j = k ′ which also violates Definition 2.7 (a).
Suppose Lemma 2.14 (3) is not satisfied.
Suppose Lemma 2.14 (4) is not satisfied. Thus, b
k−1 + 1) that is below the x th row can be mapped to a different box with the given property of Lemma 2.14 (4) but (x, y) cannot be mapped in this way. If i is such that (x, y) = (
k−1 + 1)) − 1 = 0 and, again, pairs of boxes (s, t) and (s + 1, t + 1) such that T (s, t) = (k − 1) ′ and It is clear by definition that a tableau is not k-amenable if Lemma 2.14 (5) and Lemma 2.14 (6) are not satisfied. Thus, we showed that the k-amenable tableaux are precisely the ones that satisfy the conditions in Lemma 2.14.
Example 2.15. Let
be a tableau of shape D (11,9,6,5,4,2,1)/(8,6,5,4,1) . We will check the conditions of Lemma 2.14 for k = 2 in the following. We have c(T )
2 . Since T −1 (2) = {(2, 10), (5, 8) , (7, 7)}, we need to check condition (2) of Lemma 2.14 for these boxes. We have |S ⊠ T (2, 10) (2, 9) (
Since d := 2+3−5+1 = 1, we have to find a map as in condition (4) of Lemma 2.14 for the box (2, 9) . Such a map is φ((2, 9)) = (2, 8) . Another one is φ((2, 9)) = (1, 9). Clearly, T (1) and T (2) are fitting. Hence, the tableau T is 2-amenable.
It is easy to check that the conditions in the following corollary are included in the conditions of Lemma 2.14. 
Then the tableau is k-amenable.
In the following, we will need a specific tableau T λ/µ for a given diagram D λ/µ that was constructed by Salmasian. (1) Set k = 1 and
(5) Increase k by one, and go to (2).
We also define P i (λ/µ) := P i , for i ≥ 1. 
Salmasian proved the amenability of T λ/µ in [9, Lemma 3.9]. Also Corollary 2.16 proves amenability of T λ/µ for all λ, µ ∈ DP since T λ/µ is a prototype of a tableau satisfying the conditions of that corollary.
Properties of the decomposition of skew Schur Q-functions
Before we can start to answer the question which skew Schur Q-functions are Q-homogeneous we need to prove some results that will be important in the next section.
We want to decompose Q λ/(n) for any 1 ≤ n ≤ λ 1 , in particular for the case n = λ 1 − 1, which will be applied in Theorem 4.10. Definition 3.1. Let λ ∈ DP . Then the border is defined by
Definition 3.2. Let λ ∈ DP . Define E λ to be the set of all partitions whose diagram is obtained after removing a corner in D λ .
Using the set B (n) λ
we can describe the decomposition of Q λ/(n) in general; the set E λ is required for a simpler version of the special case n = 1. We will describe and prove the decomposition of Q λ/(n) and state the special cases n = λ 1 − 1 and n = 1 explicitly. Proposition 3.3. Let λ ∈ DP and 1 ≤ n ≤ λ 1 be an integer. Then
In particular, 
, we need to look at tableaux of shape D λ/ν and content (n). These n entries from {1 ′ , 1} must be in the boxes of B λ . Hence,
λ . Thus, the constituents of Q λ/(n) with a non-zero coefficient are For λ, µ ∈ DP the lexicographical order ≤ in DP is defined as follows: λ ≤ µ whenever either λ = µ or there is some k such that λ i = µ i for 1 ≤ i ≤ k and
The tableau T λ/µ is one of the tableaux of D λ/µ which have the lexicographical largest content. We are also able to describe how many other tableaux have the same content as T λ/µ and, hence, we can give the coefficient of the constituent indexed by the lexicographically largest partition, that is c(T λ/µ ). We want to show both statements now. In the following, the sets P i = P i (λ/µ) are always the sets arising in the construction of T λ/µ .
Lemma 3.4. We have c(T ) ≤ c(T λ/µ ) for all amenable tableaux T of shape
Proof. In order to obtain the lexicographically largest content of an amenable tableau of shape D λ/µ , we have to insert the maximal number of entries from {1 ′ , 1} in D λ/µ , then the maximal number of entries from {2 ′ , 2} etc.
The set of such boxes is P 1 . The algorithm of Definition 2.17 fills these boxes only with entries from {1 ′ , 1}. Then the entries from {2 ′ , 2} must be filled in boxes (x, y) such that (x− 1,
The set of such boxes is P 2 and the algorithm of Definition 2.17 fills these boxes only with entries from {2 ′ , 2}. Repeating this argument for all entries greater than 2 implies the statement. Before we can start to classify the Q-homogeneous skew Schur Q-functions we need to introduce one further operation on diagrams different from the well known transposition and rotation. As transposition and rotation of a diagram with special properties, this operation keeps the corresponding Schur Q-function unaltered (see [1] for a proof of this fact for transposition and rotation). 
Proof. Let T be a tableau of shape D λ/µ . Let ν := c(T ) and let n := ℓ(ν). Let Λ be the map that maps T to Λ(T ) where Λ(T ) is obtained as follows:
• Reflect and move the boxes of T together with their entries along the diagonal {(z, −z) | z ∈ N}. Denote the resulting filling of D ot λ/µ byT .
• For all i do the following:
be the last box of the k th component of
One can see that Λ maps tableaux of shape D to tableaux of shape D ot . After orthogonal transposition, the rows and columns are weakly increasing since we orthogonally transpose the rows and columns and change the entries in reverse order. Clearly, in Λ(T ) there is at most one i in each column and at most one i ′ in each row. Hence, the properties of Definition 2.3 are satisfied.
Let a be the unmarked version of the least entry from T and b be the unmarked version of the greatest entry from T . Then
where
The map Λ is an involution in the set of tableaux and, hence, a bijection.
Since Q λ/µ is a symmetric function, there are as many tableaux of shape D λ/µ with content ν as there are with contentν. Thus, there is a bijection taking tableaux of D λ/µ with content ν to tableaux of D λ/µ with contentν. Let Θ be such a bijection. Then Ω := Θ • Λ is a content-preserving bijection since Ω is a composition of bijections and each of these two bijections flips the content.
Remark. After proving the previous lemma the author discovered that DeWitt proved this result in [5, section 4.2] in a slightly different way (with a minor mistake in the content of the image of a tableau). In her thesis she called this operation "flip" and stated that this operation is well known but unfortunately did not give a reference. We are interested in answering the question which Q λ/µ are Q-homogeneous, that is, for which λ, µ ∈ DP we have Q λ/µ = k · Q ν . Clearly, then we must have ν = c(T λ/µ ). Proposition 3.5 gives a restriction on the number k in Q λ/µ = k · Q ν , namely it has to be some power of 2.
In the following, we set again
λ/µ . Note that we will always assume that D λ/µ is basic.
4.1. The disconnected case. In the following we will find a classification of the Q-homogeneous skew Schur Q-functions indexed by a disconnected diagram. We will first exclude all non-Q-homogeneous skew Schur Q-function indexed by a disconnected diagram, and then in Proposition 4.10 we will prove the Q-homogeneity of the skew Schur Q-functions indexed by one of the remaining disconnected diagrams. 1, ν 2 + 1, ν 3 , ν 4 , . . .) . In particular, Q λ/µ is not Q-homogeneous.
Proof. Let (x, y) be the rightmost box of the lowermost row of C 2 ∩ P 1 . We obtain a new tableau T if we set T (x, y) = 2 and T (r, s) = T λ/µ (r, s) for every other box 
Proof. Let (x, x) be the last box of P 1 . We obtain a new tableau T if we set P Thus, by Corollary 2.16, T is 2-amenable and, hence, amenable.
It is clear that c(T
The P i s for all 2 ≤ i ≤ z satisfy the property that the last box is part of the main diagonal {(a, a) | a ∈ N}. As mentioned above, they differ from P ′ i s by the fact that the last box is not ( Proof. Since Lemma 4.6 states that diagrams which have more than one box in the leftmost column are not Q-homogeneous, it suffices to consider diagrams such that the leftmost column of C 1 has only one box. Let (t, r) be the rightmost box of P 1 in the lowermost row of P 1 . Note that the last box of P 1 is to the left of the r th column. We obtain a new tableau T if we modify the algorithm of Definition 2.17 so that P ′ 1 := P 1 \ {(t, r)} is used instead of P 1 in the algorithm. By Corollary 2.16, the tableau T is m-amenable for m > 2. If T (t, r) = 2 then, by Corollary 2.16, this tableau is 2-amenable since
However, there is a 1 with no 2 below it in the last box of C 2 ∩ P 1 . Thus, by Lemma 2.14, this tableau is 2-amenable and, hence, amenable. Since |P Remark. As mentioned above, Salmasian [9] classified the "strange" diagrams D λ/µ which are the ones satisfying Q λ/µ = Q ν for some ν ∈ DP . Thus, the Qhomogeneous skew Schur Q-functions to connected diagrams are those on the classification list in [9, Theorem 3.2].
We have now completed the classification of the Q-homogeneous skew Schur Qfunctions. Since we are also interested in the only constituent of the decomposition, before we state our main Theorem 4.21, we need the following definition and lemma. We obtain α as follows. We will show that for all 1 ≤ k ≤ a the number k is either a part of α or a part of µ but it is never a part of both partitions. For this proof only, we will not assume that D λ/µ is basic. This means that in this proof it is possible to have λ 1 = µ 1 .
The statement clearly holds for λ = (1). Let λ = (a, a − 1, . . . , 1) with a > 1 and consider D λ/µ . Case 1: (1, a) ∈ µ.
Then µ 1 = a and the a th column of D λ/µ has at most a − 1 boxes. Thus, α 1 < a.
Let U be the diagram obtained by removing the boxes of the first row.
Case 2: (1, a) / ∈ µ.
Then µ 1 < a and the a th column of D λ/µ has precisely a boxes. Thus, α 1 = a.
Let U be the diagram obtained by removing the boxes of the a th column.
In both cases we have U = D γ/β for γ = (a − 1, a − 2, . . . , 1) and some β. By induction the statement follows. . .
