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Abstract
Let H be a pointed Hopf algebra over a field, let A be a commutative noetherian H -module
algebra, and let I be an invariant ideal in A such that g(P ) ⊂ P for any group-like element g ∈ H
and any associated prime P ∈Ass(I ). We prove that I admits an irredundant primary decomposition
I = Q1 ∩ · · · ∩ Qn such that each Qi is invariant. Moreover, we introduce the concept of a
convolutionally Hopf algebra and show that each associated prime of the ideal I is invariant, provided
the Hopf algebra H is convolutionally reduced. Also it will be proved that in characteristic 0 every
connected Hopf algebra is convolutionally reduced.
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1. Introduction
Let K be a field and let A be a fixed commutative, noetherian K-algebra. It is well
known that each ideal I in A possesses an irredundant primary decomposition, that is,
there are primary ideals Q1, . . . ,Qn such that I =Q1∩ · · ·∩Qn, Qj ⊂⋂i =j Qi for all j ,
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a decomposition is not unique, but the prime ideals P1, . . . ,Pn are uniquely defined by I .
As usual we write Ass(I)= {P1, . . . ,Pn}.
Now suppose that H is a Hopf algebra over K and that an action H ⊗A→A, h⊗a →
h(a), of H on the algebra A is given; in other words, A together with the map H ⊗A →A
is an H -module algebra [S,M]. An ideal I in A is called invariant if h(a) ∈ I for all h ∈H
and a ∈ I . Let I be an invariant ideal in A. Then the following natural questions arise.
Question 1. Does there exist an irredundant primary decomposition I = Q1 ∩ · · · ∩Qn
such that Q1, . . . ,Qn are invariant ideals in A?
Question 2. Is every prime ideal P ∈Ass(I) invariant?
The main objective of this paper is to investigate these questions.
Let G denote the set of all group-like elements in H , i.e., G= {g ∈H ; ∆(g)= g⊗ g}.
Observe that if Questions 1, 2 admit positive answers, then clearly g(P ) ⊂ P for any
g ∈G and P ∈Ass(I). However, the latter condition need not be always satisfied, so that,
in general, the answer to both questions is negative.
Example 1. Let A=K[x, y] and let g :A→A be the automorphism of A determined by
g(x)= y, g(y)= x . Moreover, let H be the group algebra of the group {Id, g} ⊂Aut(A).
Obviously, g makes A an H -module algebra, and (xy) is an invariant ideal in A with
Ass(xy) = {(x), (y)}. But neither (x) nor (y) are preserved by the group-like element g
(notice that (xy) = (x) ∩ (y) is the unique irredundant primary decomposition of the
ideal (xy)).
Therefore, the hypothesis that g(P ) ⊂ P for g ∈ G and P ∈ Ass(I) will be a natural
assumption in the main theorems concerning Questions 1, 2.
To present our results, let us recall that the Hopf algebra H is said to be connected
(respectively pointed) if K1H is the unique simple subcoalgebra of H (respectively if
each simple subcoalgebra of H is one-dimensional). Also recall that if C is a coalgebra
(overK), then for anyK-algebraB we have the convolution algebra Hom(C,B) [S,M]. We
say that a K-algebra D is reduced if it has no nonzero nilpotent elements. The following
concept plays an important role in the paper.
Definition. The Hopf algebra H is called convolutionally reduced if there exists a sub-
coalgebra C in H such that C, as a set, generates H as an algebra, and the convolution
algebra Hom(C,B) is reduced for any commutative and reduced algebra B .
The main results of the paper are the following.
Theorem 3. Suppose the Hopf algebra H is pointed and I is an invariant ideal in A
with g(P ) ⊂ P for g ∈ G and P ∈ Ass(I). Then there exists an irredundant primary
decomposition I =Q1 ∩ · · · ∩Qn such that the ideals Q1, . . . ,Qn are invariant.
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in A such that g(P )⊂ P for all g ∈G,P ∈Ass(I), then each P ∈Ass(I) is invariant.
Below Theorems 1 and 2 will be proved in a more general context, for the so called
(H,A)-modules.
Notice that the hypothesis “g(P ) ⊂ P for any g ∈G and P ∈ Ass(I)” trivially holds,
provided the Hopf algebra H is connected.
Theorem 5. If char(K)= 0, then every connected Hopf algebra is convolutionally reduced.
If H = K[t] with t primitive, then Theorems 1, 2 say that if d is a derivation
of the algebra A and I is a d-invariant ideal in A, then there exists an irredundant
primary decomposition I =Q1 ∩ · · · ∩Qs such that the ideals Q1, . . . ,Qs are d-invariant.
Moreover, each P ∈ Ass(I) is d-invariant, provided char(K) = 0. This is nothing else
than the well-known Seidenberg result [Se, Theorem 1] (the fact that in characteristic 0
the minimal primes associated with any d-invariant ideal are d-invariant is also proved
in the Dixmier book [D, Lemma 3.3.3]). When we fix an n ∈ N ∪ {∞} and apply
Theorems 1–3 to the connected Hopf algebra H(n) = K〈t0 = 1, t1, . . . , tn〉 with ∆(tm) =∑
i+j=m ti ⊗ tj , (tm) = δm0, and S(t0) = t0, S(tm) = −
∑m
i=1 tiS(tm−i ) for m > 0, then
we get (for algebras over a field) the known results [Br, Theorem 1] and [Sa, Theorem
and Proposition 1], which are the natural generalization of the Seidenberg result for higher
derivation of degree n. In fact, the mentioned results were the principal motivation for
Theorems 1, 2. Now assume that the field K is finite and P ∗ is the Steenrod algebra
over K [Mi,Sm]. L. Smith and M.D. Neusel proved in [NS, Theorem 3.5] that if A is a
connected graded and unstable algebra over P ∗ and I is a P ∗-invariant ideal in A, then
each P ∈ Ass(I) is P ∗-invariant, and I admits an irredundant primary decomposition
consisting of P ∗-invariant ideals. This theorem is a consequence of our Theorems 1, 2
applied to the (connected) Steenrod Hopf algebraH = P ∗ with ∆(Pn)=∑i+j=n P i⊗Pj
for the Steenrod operations Pn, because it is easily seen that H is convolutionally reduced.
Also the main results of [Ne] can be deduced from the analog of Theorems 1, 2 for the
(H,A)-modules.
Example 2 below shows that in positive characteristic Theorem 3 is no longer true.
Example 2. Let charK = p > 0 and let H = K[t] with t primitive. Moreover, let
A=K[X]/(Xp), and let x =X+ (Xp). Then the derivation ∂/∂X makes A an H -module
algebra such that (0) is an (x)-primary invariant ideal in A, but (x) itself is not invariant. In
particular, this means that the (connected) Hopf algebra H is not convolutionally reduced.
It also shows that the assertion of Theorem 2 need not to hold when we remove the
assumption that H is convolutionally reduced.
In the last part of the paper, for a given action of H on the algebra A and an invariant
ideal I in A we find a sufficient condition for every P ∈ Ass(I) to be invariant. To
formulate this condition, we need the following.
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that P s+1 ⊂Q and P s ⊂Q. We say that Q satisfies condition ($) if for each g ∈G there
exists an a ∈ P such that
s∑
i=0
g(a)ias−i /∈Q.
Theorem 6. Assume H is pointed and I is an invariant ideal in A with an irredundant
primary decomposition I = Q1 ∩ · · · ∩ Qn such that Qi is invariant and satisfies
condition ($) for all i = 1, . . . , n. If charK = 0 and g(P )⊂ P for all g ∈G, P ∈Ass(I),
then each P ∈Ass(I) is invariant.
Example 3. Let H = K〈t, g〉/(g2 − 1), ∆(g) = g ⊗ g, ∆(t) = t ⊗ 1 + g ⊗ t , (g)= 1,
(t)= 0, S(g)= g, S(t)=−gt . It is easy to show that H is a pointed Hopf algebra with
G= {1, g}. Let A=K[X]/(X2), and let x =X+ (X2). Then the formulas g(x)=−x and
t (x)= 1 determine an action of H on A. Observe that (0) is an invariant (x)-primary ideal
in A, but (x) itself is not invariant. According to Theorem 4, this implies that (0) does not
satisfy condition ($).
Let σ :A→ A be an algebra automorphism. Recall that a σ -derivation of A is a linear
map d :A→A such that d(ab)= d(a)b+ σ(a)d(b) for all a, b ∈A.
As a consequence of Theorem 3 we obtain the following.
Theorem 7. Assume that charK = 0 and that σ :A→ A is an automorphism of A satis-
fying the conditions:
(a) A =⊕t∈T At , where T ⊂ K is the set of eigenvalues of the automorphism σ and
At = {a ∈A; σ(a)= ta}.
(b) The set T of eigenvalues of σ is N-independent, that is, if t1, . . . , ts ∈ T , n1, . . . ,
ns ∈N, and n1t1 + · · · + nsts = 0, then n1 = · · · = ns = 0.
Furthermore, let d :A→ A be σ -derivation of A and let I be an ideal of A such that
d(I)⊂ I and σ(P )= P for each P ∈Ass(I). Then d(P )⊂ P for each P ∈Ass(I).
The proofs of Theorems 1, 2 heavily depend on essential properties of the pointed Hopf
algebras. The authors know nothing about Questions 1, 2 for an arbitrary Hopf algebra H .
The content of the paper can be summarized as follows. Preliminaries are presented
in Section 2. In Section 3 it is shown that there are interesting classes of commutative,
noetherian module algebras over pointed Hopf algebras. In Section 4 we recall the
definition of an (H,A)-module and prove a generalization of Theorem 1 for submodules
of those (H,A)-modules which are finitely generated as A-modules. Finally, in Section 5
the concept of a convolutionally reduced Hopf algebra is introduced and Theorems 2–5 are
proved.
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Throughout the paper K denotes a fixed field which will serve as the ground field
for all vector spaces, algebras, Lie algebras, coalgebras, bialgebras, and Hopf algebras
under consideration. All tensor products are defined (unless otherwise stated) over K . For
each set B we denote by KB the vector space with B as a basis. Given vector spaces V
and W , Hom(V ,W) stands for the vector space HomK(V,W), and T (V ) (respectively
S(V )) stands for the tensor algebra of V (respectively for the symmetric algebra of V ). If
n ∈N∪{∞} and {v1, v2, . . . , vn} are arbitrary symbols, then K〈v1, v2, . . . , vn〉 will denote
the free algebra generated by these symbols. By a ring we mean a ring with unity, and by
a module over a ring A we mean a left A-module. As usual Z is the ring of integers and
N is the set of all non-negative integers. If A is an algebra and n ∈N∪ {∞}, then a higher
derivation of degree n is a sequence of linear maps D = {Di :A→ A; i = 0,1, . . . , n}
such that D0 = Id and
Dm(xy)=
∑
i+j=m
Di(x)Dj (y)
for all m n and x, y ∈ A. Higher derivations of degree ∞ are called the Hasse–Schmidt
derivations. Obviously, a higher derivation of degree 1 is nothing else than an ordinary
derivation. Given an automorphism σ of an algebra A, a σ -derivation of A is meant to be
a linear map d :A→A such that d(xy)= d(x)y + σ(x)d(y) for all x, y ∈A.
Now we recall some facts on coalgebras, bialgebras, and Hopf algebras that will be
needed in the sequel. They come from the books [S,M].
If C is a coalgebra, then C0 denotes its coradical, i.e., the sum of all simple subco-
algebras in C. The coalgebra C is called connected if C0 is one-dimensional. If every
simple subcoalgebra is one-dimensional, then the coalgebra C is called pointed. In this
case C0 =KG(C), where G(C)= {g ∈C; ∆(g)= g⊗ g} (the set of group-like elements
in C). For c ∈ C we use the following notation: ∑ c1 ⊗ c2 = ∆(c), and inductively∑
c1 ⊗ c2 ⊗ · · · ⊗ cn+1 =∑ c1 ⊗ · · · ⊗ cn−1 ⊗∆(cn).
If C1, . . . ,Cn are coalgebras, then the vector space
⊗n
i=1Ci , with
∆(c1 ⊗ · · · ⊗ cn)=
∑
(c11 ⊗ · · · ⊗ cn1)⊗ (c12 ⊗ · · · ⊗ cn2),
where ∆(ci)=∑ ci1 ⊗ ci2 for ci ∈ Ci and (c1 ⊗ · · · ⊗ cn) =∏ni=1 (ci), is a coalgebra
called the tensor product of coalgebras C1, . . . ,Cn. In particular, for a given coalgebra C
and n ∈N we have the coalgebra C⊗n = C ⊗ · · · ⊗C (n-times).
Below we will frequently use the following well-known properties of the pointed
coalgebras.
Theorem 2.1. Let C be a pointed coalgebra and let Ci , i = 1,2, . . . , be arbitrary
coalgebras.
(a) If f :C→D is a surjective homomorphism of coalgebras, then D0 = f (C0) and the
coalgebra D is also pointed. In particular, if C is connected, then so is D.
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coradical of Ci . In particular, if the coalgebras Ci are pointed, then the coalgebra
D is also pointed and G(D)=⋃ni=1G(Ci).
(c) If the coalgebras C1, . . . ,Cn are pointed, then the coalgebra E =⊗ni=1Ci is pointed
and G(E)=⊗ni=1 G(Ci). In particular, if the Ci are connected for i = 1, . . . , n, then
E is connected.
Proof. Properties (a) and (c) follow from [M, 5.3.5 and 5.1.10], respectively. As for (b), if
D′ is a simple subcoalgebra of D, then D′ is finitely dimensional, and hence D′ ⊂ Ci for
some i , by [M, 5.6.2]. This means that D0 ⊂⊕ni=1 Ci0. Since obviously⊕ni=1Ci0 ⊂D0,
we are done. The theorem is proved. ✷
A bialgebra B is called connected (respectively pointed) if B is connected (respectively
pointed) as a coalgebra. If B is a pointed bialgebra, then G(B) with the multiplication
from B is a monoid. By [M, 5.2.10], a pointed bialgebra B is a Hopf algebra if and only
if the monoid G(B) is a group. An element x of a bialgebra B is said to be primitive if
∆(x)= 1⊗ x + x ⊗ 1.
Now let C be a coalgebra and let T (C) be the tensor algebra on C (as a vector
space). Then T (C) together with the algebra homomorphisms ∆ :T (C)→ T (C)⊗ T (C)
and ε :T (C)→ K determined by the linear maps ∆ :C → C ⊗ C ⊂ T (C) ⊗ T (C) and
ε :C → K is a bialgebra. As a coalgebra T (C) is the direct sum of the coalgebras C⊗n,
n  0, where C0 = K . Similarly, we have the symmetric bialgebra S(C) =⊕i0 Si(C).
Now assume that C is pointed with G= G(C), and that c0 is a fixed group-like element
in C. Moreover, let G′ = G − c0. Then KG′ is a subcoalgebra in C, so that we have
the coalgebra C′ = C ⊕ KG′. Consider the bialgebras T (C, c0) = T (C′)/(c0 − 1) and
S(C, c0) = S(C′)/(c0 − 1). It is easy to see that the ideal I in the algebra T (C, c0)
(respectively in S(C, c0)) generated by the set {(g,0)(0, g)− 1, (0, g)(g,0)− 1; g ∈G′}
is a biideal. Let, by definition,
H(C,c0)= T (C′, c0)/I, HS(C, c0)= S(C, c0)/I.
Then we have
Theorem 2.2. (1) H = H(C,c0) is a pointed Hopf algebra and G(H) is the free group
generated by the set G′. In particular, if C is connected, then H = T (C)/(c0 − 1) is
connected, too.
(2) HS(C, c0) is a pointed Hopf algebra and G(HS(C, c0)) is the free Abelian group
generated by the set G′. In particular, if C is connected, then HS(C, c0)= S(C)/(c0 − 1)
is connected.
Proof. In view of Theorem 2.1(a), it suffices to prove part (1). By Theorem 2.1(b,c),
T (C, c0) is a pointed bialgebra and G(T (C, c0)) is the free monoid generated by the set G′.
The conclusion now follows, by Theorem 2.1(a). ✷
64 A. Tyc, P. Wis´niewski / Journal of Algebra 267 (2003) 58–95The theorem gives the following well-known examples of pointed Hopf algebras which
will be of interest for us.
Example 2.3. Let n ∈ N ∪ {∞} and let H(n) = K〈t0 = 1, t1, . . . , tn〉 with ∆(tm) =∑
i+j=m ti ⊗ tj , ε(ti) = δi0, and antipode S defined inductively by S(t0) = t0, S(tm) =
−∑m−1i=0 S(ti )tm−i . By Theorem 2.2, H(n) is a connected Hopf algebra. Notice that
H(1) =K[t], where t is primitive.
Example 2.4. Let H =K〈g,g−1, t〉 def= K〈g,g′, t〉/(gg′ − 1, g′g − 1) with
∆(g) = g⊗ g, S(g)= g′, (g)= 1,
∆(g′) = g′ ⊗ g′, S(g′)= g, (g′)= 1,
∆(t) = t ⊗ 1+ g⊗ t, S(t)=−g′t, (t)= 0.
Again by Theorem 2.2, H is a pointed Hopf algebra and G(H) is the free group generated
by g.
Example 2.5. The Taft Hopf algebra T(n) = K〈g, t〉/(gn − 1, tn, tg − ζgt), where ζ is
a primitive root of unity of degree n and
∆(g) = g⊗ g, S(g)= gn−1, (g)= 1,
∆(t) = t ⊗ 1+ g⊗ t, S(t)=−gn−1t, (t)= 0,
[Ta] is a pointed Hopf algebra with G(H) = {1, g, . . . , gn−1}. Note that T(n) = K〈g,
g−1, t〉/(gn − 1, tn, tg − ζgt).
Example 2.6. Let H =U(L) be the universal enveloping Hopf algebra of a Lie algebra L.
Then H is connected, because H is a homomorphic image of T (C)/(c0 − 1), where
C = K ⊕ L with all x ∈ L primitive and c0 = (1,0). Similarly, one shows that H =
Uq(sl(2,K)), the quantum enveloping Hopf algebra of the Lie algebra sl(2,K) (see [K]),
is pointed and G(H) is the free group generated by k.
An important tool we shall need below is the coradical filtration {Ci; i  0} of a given
coalgebra C. Recall that C0 is the coradical of C and inductively Cn =∆−1(C ⊗Cn−1 +
C0 ⊗C) for n > 0. In view of [M, 5.2.2 and 5.4.1], the following holds.
Theorem 2.7. Let C be a coalgebra, and let {Ci} be the coradical filtration of C.
(1) Each Ci is a subcoalgebra, C0 ⊂ C1 ⊂ · · · , and C =⋃i0 Ci .
(2) If C is pointed with G=G(C), then for any n > 0 and c ∈Cn
c=
∑
cf,g, where ∆(cf,g)= f ⊗ cf,g + cf,g ⊗ g +wf,g
f,g∈G
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∆(c)= 1⊗ c+ c⊗ 1+w for some w ∈ Cn−1 ⊗Cn−1,
where 1 is the unique group-like element in C.
Lemma 2.8. Let C be a finite dimensional connected coalgebra. Then there exists a basis
c0, c1, . . . , cn of C such that ∆(c0)= c0 ⊗ c0 and
∆(ci)= ci ⊗ c0 + c0 ⊗ ci +
i−1∑
j,m=0
αijmcj ⊗ cm
for some αijm ∈K, i = 1, . . . , n.
Proof. Let c0 be the unique group-like element in C and let C0 ⊂ C1 ⊂ · · · ⊂ Ck = C be
the coradical filtration in C. Moreover, let di = dimCi−1. Then clearly there exists a basis
c0, . . . , cn ofC such that c0, . . . , cdi is a basis of Ci for all i = 0, . . . , n. By Theorem 2.7(2),
this basis satisfies the required condition. The lemma follows. ✷
Finally recall [S,M] that if C is a coalgebra and A is an algebra, then the vector
space Hom(C,A) together with the convolution product “∗” given by (f $ g)(c) =∑
f (c1)g(c2) is an algebra. This algebra is called the convolution algebra. If F :C→D is
a homomorphism of coalgebras, then F ∗ : Hom(D,A)→ Hom(C,A), F ∗(f )= f ◦ F , is
a homomorphism of algebras, and similarly if F ′ :A→B is a homomorphism of algebras,
then F ′∗ : Hom(C,A)→Hom(C,B), F ′∗(g)= F ′ ◦ g, is a homomorphism of algebras.
3. Commutative noetherian module algebras over pointed Hopf algebras
Definition 3.1 [S,M]. Let A be an algebra. We say that a Hopf algebra H measures A to
A if a linear map H ⊗A→ A, (h, a) → h(a), is given such that h(ab)=∑h1(a)h2(b)
and h(1A) = (h)1A for all a, b ∈ A and h ∈ H (the map H ⊗ A→ A is then called
a measuring).
If H ⊗ A→ A is a measuring, then Ψ :A→ Hom(H,A) will denote the map given
by Ψ (a)(h) = h(a). It is easily seen that Ψ is a homomorphism of algebras and that
every homomorphism of algebras Ψ :A→ Hom(H,A) is of this form. So, a measuring
is nothing else than a homomorphism of algebras A→ Hom(H,A). If H measures an
algebra A to A and h ∈H , then h :A→A will denote the map a → h(a). If h is a group-
like element, then clearly h :A→A is an automorphism of algebras, and if h is primitive,
then h :A→A is a derivation of A.
Now recall that an action of a Hopf algebra H on an algebra A is a measuring
H ⊗ A→ A which makes A, as a vector space, an H -module. An algebra A together
with an action of H on A is called an H -module algebra. By a homomorphism of H -
module algebras we mean a homomorphism of algebras which is also a homomorphism of
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h(f )(h′)= f (h′h), makes the convolution algebra Hom(H,A) an H -module algebra, and
the corresponding Ψ :A→Hom(H,A) is a homomorphism of H -module algebras.
Example 3.2. Let n ∈ N ∪ {∞}, and let H(n) be the Hopf algebra from Example 2.3.
Then an action of H(n) on an algebra A is nothing else than a higher derivation D = {Di :
A→A; 0 i  n} of rank n on A (Di(a)= ti (a)).
Example 3.3. Consider the Hopf algebra H = K〈g,g−1, t〉 from Example 2.4. Then an
action of H on an algebra A is given by an automorphism σ :A→ A and a σ -derivation
d :A→A, where σ(a)= g(a) and d(a)= t (a).
An action of the Taft Hopf algebra T(n) on A is clearly an automorphism σ :A→A and
a σ -derivation d :A→A such that σn = Id, dn = 0, and dσ = ζσd .
If H =U(L) for some Lie algebra L, then an action of H on an algebra A is simply an
action of L on A.
The main results of the paper are proved for commutative, noetherian module algebras
over a Hopf algebra. Therefore, we are now going to show that there exist interesting
classes of such algebras, especially for pointed Hopf algebras. Let H be a Hopf algebra. If
V is an H -module, then the tensor algebra T (V ) is an H -module algebra, via
h(v1 ⊗ · · · ⊗ vn)=
∑
h1(v1)⊗ · · · ⊗ hn(vn).
It is obvious that the action of H on T (V ) preserves the natural grading of T (V ). Let
I = I (V ) denote the ideal in T (V ) generated by the set{
h(v⊗ v′ − v′ ⊗ v); h ∈H, v, v′ ∈ V }.
Then I is an invariant homogeneous ideal in T (V ). Set
SH (V )= T (V )/I
(the definition of SH (V ) comes from [Zh]). Recall that a graded algebra A=⊕i0 Ai is
called connected if A0 =K . With the above notation, one simply verifies that the following
statements are true.
(1) SH (V ) is a graded, connected, commutative H -module algebra such that all its
homogeneous components SH (V )i , i  0, are H -submodules of A and SH (V )1 = V .
Furthermore, if H is cocommutative, then SH (V ) is the symmetric algebra S(V ).
(2) If V is finite dimensional, then the algebra SH (V ) is finitely generated.
So we see that every finite dimensionalH -moduleV gives us a commutative, noetherian
H -module algebra SH (V ).
Now let A be an H -module algebra and let I be an invariant ideal in A. Then the
completion Aˆ = limA/In of A in the I -adic topology is an H -module algebra, via←−
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(commutative) noetherian, by [B, 2.6.24].
Another type of noetherian H -module algebra we obtain by means of localizations, but
only for pointed Hopf algebras. Namely, we have the following.
Theorem 3.4. Let H be a pointed Hopf algebra with G = G(H), and let A be
a commutative H -module algebra. Moreover, let T be a G-invariant multiplicative system
in A. Then there exists a unique action of H on the localization AT (called the induced
action) such that the natural homomorphism of algebras j :A → AT , j (a) = a/1, is
a homomorphism of H -module algebras.
Proof. First, we show that there exists a unique measuring H ⊗ AT → AT such that
h(j (a)) = j (h(a)) for all h ∈ H and a ∈ A. Then it will be proved that this measuring
makes AT an H -module.
The action of H on A defines the homomorphism of algebras Ψ :A→ Hom(H,A)
(Ψ(a)(h) = h(a)). Let Ψ ′ = j∗Ψ :A→ Hom(H,AT ), that is, Ψ ′(a)(h) = j (Ψ (a)(h)).
We are going to show that there is a unique algebra homomorphism Φ :AT →
Hom(H,AT ) such that Φ(j (a)) = Ψ ′(a) for a ∈ A. It suffices to prove that the
element Ψ ′(t) is invertible in Hom(H,AT ) for each t ∈ T . So, let t ∈ T and let
f = Ψ ′(t)|H0 :H0 → AT . First, we show that f is invertible in the convolution algebra
Hom(H0,AT ). We know that H0 =KG, because the Hopf algebra H is pointed. Consider
the linear map f ′ :KG→ AT given by f ′(g) = 1/g(t). The map f ′ is well-defined,
because g(t) ∈ T , by the assumption. Further, f $ f ′(g) = f (g)f ′(g) = 1 = (g) and
f ′ $ f (g)= f ′(g)f (g)= 1= (g). This means that f is invertible in Hom(H0,AT ),
which in turn implies that Ψ ′(t) is invertible in Hom(H,AT ), by [M, 5.2.10]. The
result is that we have an algebra homomorphism Φ :AT → Hom(H,AT ) such that
Φ(j (a)) = Ψ ′(a) for a ∈ A. In other words, we have a measuring H ⊗ AT → AT with
h(j (a))= j (h(a)). The uniqueness of such a measuring is obvious.
It remains to prove that this measuring makes AT an H -module. Using the coradical
filtration H0 ⊂H1 ⊂ · · · , it suffices to show that
hk
(
a
s
)
= h
(
k
(
a
s
))
(∗)
for all l,m 0, h ∈ Hl, k ∈ Hm, and a ∈ A, s ∈ T . We proceed by induction on l +m.
If l + m = 0, i.e., if h, k ∈ H0, the equality (∗) holds, because H0 = KG. Assume that
l + m  1 and that the equality (∗) is true for h ∈ Hl′, k ∈ Hm′ with l′ + m′ < l + m.
Moreover, let h ∈Hl, k ∈Hm. In view of Theorem 2.7, we can suppose that
∆(h)= h⊗ g +
r∑
hi ⊗ h′i ,i=1
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∆(k)= k⊗ f +
t∑
j=1
kj ⊗ k′j ,
where f ∈G, kj ∈Hm−1, k′j ∈Hm (H−1 = 0). The latter implies that
∆(hk)= hk ⊗ gf +
r∑
i=1
hik⊗ h′if +
t∑
j=1
hkj ⊗ gk′j +
r∑
i=1
t∑
j=1
hikj ⊗ h′ik′j ,
whence
h
(
k(a)
) = h(k(a
s
s
))
= h
(
k
(
a
s
)
f (s)
)
+
t∑
j=1
h
(
kj
(
a
s
)
k′j (s)
)
= h
(
k
(
a
s
))
g
(
f (s)
)+ r∑
i=1
hi
(
k
(
a
s
))
h′i
(
f (s)
)
+
t∑
j=1
h
(
kj
(
a
s
))
g
(
k′j (s)
)+ r∑
i=1
t∑
j=1
hi
(
kj
(
a
s
))
h′i
(
k′j (s)
)
.
On the other hand,
h
(
k(a)
) = hk(a)= hk(a
s
s
)
= hk
(
a
s
)
gf (s)+
r∑
i=1
hik
(
a
s
)
h′if (s)
+
t∑
j=1
hkj
(
a
s
)
gk′j (s)+
r∑
i=1
t∑
j=1
hikj
(
a
s
)
h′ik′j (s).
By the inductive assumption,
hi
(
k
(
a
s
))
= hik
(
a
s
)
, h
(
kj
(
a
s
))
= hkj
(
a
s
)
, and
hi
(
kj
(
a
s
))
= hikj
(
a
s
)
.
The above equalities and the fact that A is an H -module imply that
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i=1
hi
(
k
(
a
s
))
h′i
(
f (s)
)= r∑
i=1
hik
(
a
s
)
h′if (s),
t∑
j=1
h
(
kj
(
a
s
))
g
(
k′j (s)
)= t∑
j=1
hkj
(
a
s
)
gk′j (s), and
r∑
i=1
t∑
j=1
hi
(
kj
(
a
s
))
h′i
(
k′j (s)
)= r∑
i=1
t∑
j=1
hikj
(
a
s
)
h′ik′j (s).
Hence,
h
(
k
(
a
s
))
g
(
f (s)
)= hk(a
s
)
gf (s),
and consequently,
h
(
k
(
a
s
))
= hk
(
a
s
)
,
because g(f (s))= gf (s) ∈ T .
This proves Eq. (∗), and thus the theorem follows. ✷
Corollary 3.5. In the situation of the theorem, if H is connected, then the induced action
of H on AT exists for any multiplicative system T ⊂ A. In particular, if A is noetherian,
then we have the local, noetherian H -module algebras AP , where P ∈ SpecA.
Remark 3.6. For the Hopf algebras from Example 2.3 the above theorem is well known
and easy to prove.
4. Primary decomposition for (H,A)-modules
Let A be a commutative, noetherian ring. Recall that an ideal Q in A is called primary
if for any a, b ∈A such that ab ∈Q and a /∈Q there exists n with bn ∈Q. If Q is primary,
then its radical
√
Q is a prime ideal. The classical Lasker–Noether theorem [B,E] says that
each ideal I in R admits an irredundant primary decomposition, that is, there are primary
ideals Q1, . . . ,Qn such that I =Q1 ∩ · · ·∩Qn, Qj ⊂⋂i =j Qi , and the associated primes
P1 =√Q1, . . . ,Pn =√Qn are different. In general, such a decomposition is not unique,
but the set Ass(I)= {P1, . . . ,Pn} is uniquely defined by I .
Seidenberg, Brown, and Sato showed in [Se,Br,Sa], that if a derivation or a higher
derivation of a rank n ∈ N ∪ {∞} of A is given, then every invariant ideal I admits an
irredundant primary decomposition I = Q1 ∩ · · · ∩ Qt such that all the ideals Qi are
invariant. These results give rise to the following question.
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noetherian H -module algebra A. Is there an invariant irredundant primary decomposition
of I , that is, is there an irredundant primary decomposition I =Q1 ∩ · · · ∩Qt such that
the ideals Qi are invariant?
Notice that if such a decomposition exists, then g(P ) ⊂ P for any group-like element
g ∈ H and P ∈ Ass(I). This natural necessary condition is not satisfied for the ideal
(xy) in Example 1 of the introduction, and that is why no invariant irredundant primary
decomposition of (0) exists.
The main purpose of this section is to prove the following.
Theorem 4.1. Let H be a pointed Hopf algebra and let A be a commutative, noetherian
H -module algebra. Moreover, let I ⊂ A be an invariant ideal with g(P ) ⊂ P for all
g ∈ G(H) and P ∈ Ass(I). Then there exists an irredundant primary decomposition
I =Q1 ∩ · · · ∩Qt such that all Qi are invariant.
The authors do not know how to generalize this theorem for Hopf algebras which are not
pointed. In that case the natural necessary condition is probably that the set Ass(I) is H0-
invariant, that is, given a P ∈ Ass(I) and h ∈ H0, h(a) ∈ P for all a ∈ P . Unfortunately,
we are able to prove neither that this condition holds if I admits an invariant irredundant
primary decomposition, nor that this condition is sufficient for the existence of an invariant
primary decomposition of I .
Theorem 4.1 will be shown below not only for the invariant ideals but in a more general
context. Namely, we prove it for all submodules of a given (H,A)-module M which is
finitely generated as an A-module. In order to recall the definition of an (H,A)-module,
let us fix some notation. If A is a module algebra over a Hopf algebra H , then for any
H -module M we write h(m) instead of the traditional hm, and for all A-modules we use
the traditional notation.
Definition 4.2. Let H be a Hopf algebra and let A be an H -module algebra. By an (H,A)-
module we mean a vector space M which is an A-module and an H -module such that
h(am)=∑h1(a)h2(m) for h ∈H, a ∈A, m ∈M .
A submodule of an (H,A)-module M is an A-submodule of M , which is also an
H -submodule. If N is a submodule of M , then the quotient space M/N is an (H,A)-
module in the natural way. A homomorphism of (H,A)-modules is a linear map which is
a homomorphism both of A-modules and of H -modules.
Every invariant ideal of the H -module algebra A is clearly an example of an (H,A)-
module. In particular, the algebra A itself is an (H,A)-module. Moreover, any invariant
ideal is a submodule of this (H,A)-module.
Now let n ∈ N ∪ {∞} and H(n) = K〈t0 = 1, t1, . . . , tn〉 be the Hopf algebra from
Example 2.3. Moreover, let A be an H(n)-module algebra. Then we have the higher
derivation D = {ti :A→ A; 0  i  n} of the algebra A, and an (H(n),A)-module is
an A-module M together with a D-derivation, that is, together with a sequence of linear
A. Tyc, P. Wis´niewski / Journal of Algebra 267 (2003) 58–95 71maps {δi :M →M; 0  i  n} such that δ0 = Id and δs(am) =∑i+j=s ti(a)δj (m) for
s = 0, . . . , n and a ∈A, m ∈M .
The following lemma gives more general examples of (H,A)-modules.
Lemma 4.3. Assume that A is a module algebra over a Hopf algebra H , and let V be an
H -module.
(1) The vector spaceA⊗V , together with a(b⊗v)= ab⊗v and h(a⊗v)=∑h1a⊗h2v
for a, b ∈A, h ∈H , v ∈ V , is an (H,A)-module.
(2) The vector space Hom(A,V ), together with (af )(b) = f (ba) and (hf )(b) =∑
h2f (Sh1(b)) for a, b ∈A, h ∈H, f ∈Hom(A,V ), is an (H,A)-module.
Proof. Part (1) of the lemma is easy. As for part (2), Hom(A,V ) is obviously an
A-module, and, moreover, it is an H -module, because for h, k ∈H,f ∈ Hom(A,V ) and
a ∈A we have:(
h
(
k(f )
))
(a) =
∑
h2
(
(kf )
(
Sh1(a)
))=∑h2(k2(f (Sk1(Sh1(a)))))
=
∑
(h2k2)
(
f
(
S(h1k1)(a)
))= ((hk)(f ))(a).
It remains to prove the compatibility condition. Let h ∈H, a,b ∈A. Then(
h
(
a(f )
))
(b) =
∑
h2
(
(af )
(
Sh1(b)
))=∑h2(f ((Sh1(b))a))
=
∑
h3
(
f
(
Sh2(b)(h1)a
))=∑h4(f (Sh3(b)(S(h2)h1(a))))
=
∑
h3
(
f
(
Sh2
(
bh1(a)
)))=∑(h2f )(bh1(a))
=
∑(
(h1a)(h2f )
)
(b),
as was to be shown. ✷
Remark 4.4. Let A be a module algebra over a Hopf algebra H . Then we have the smash
product algebra A #H [M, 4.1.3], and the maps A→A #H , a → a⊗ 1, and H →A #H ,
h → 1 ⊗ h, are homomorphisms of algebras. If M is left A # H -module then it is an A-
module and an H -module, via these homomorphisms. A simple calculation shows that M
is an (H,A)-module. On the other hand, if M is an (H,A)-module, then it is not difficult
to show that M is a left A # H -module, via (a ⊗ h)m = ah(m). Moreover, it is easy to
check that a linear map f :M →M ′ is a homomorphism of (H,A)-modules if and only
if it is a homomorphism of A # H -modules. The conclusion is that the category of (left)
A #H -modules is equal to the category of (H,A)-modules.
Let A be a commutative ring. If N,L be submodules of an A-module M , then (N : L)
stands for the ideal {a ∈ A; aL ⊂ N} ⊂ A. When N = (0), we write AnnL, instead
of (N : L). If J is an ideal in A, then (N : J ) is the submodule {m ∈ M; Jm ⊂ N}.
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such that ay ∈ N , there is an n with an ∈ (N : M). If N is primary, then the ideal
(N : M) is primary, so that the ideal P = √(N :M) is prime, and N is called P -
primary. As usual ζ(M) denotes the set of zero-divisors with respect to M , i.e., ζ(M) =
{a ∈ A; ∃0 =m∈Mam = 0}, and AssA(M) denotes the set of all associated primes of M ,
that is, AssA(M)= {P ∈ Spec(A); ∃0 =m∈M Ann(m)= P }. An ideal P ∈Ass(M) is called
isolated when P ′ ∈Ass(M) and P ′ ⊂ P imply P ′ = P .
We shall need the following information about primary decompositions.
Theorem 4.5 [B,E]. Suppose that the ring A is noetherian, and M is a finitely generated
A-module.
(1) The set Ass(M) is finite, nonempty if M = 0, ⋂P∈Ass(M) P = √(0 :M), and⋃
P∈Ass(M) P = ζ(M)∪ {0}.
(2) Every submoduleN ofM admits an irredundant primary decomposition, i.e., there are
primary submodules N1, . . . ,Nt of M such that N = N1 ∩ · · · ∩Nt , Nj ⊂⋂i =j Ni
for j = 1,2, . . . , t , and the prime ideals P1 = √(N1 :M), . . . ,Pt = √(Nt :M) are
different. Moreover, {P1, . . . ,Pn} =Ass(M/N), and Ni is uniquely determined by N ,
whenever Pi is isolated.
(3) A submodule N ⊂M is primary if and only if |Ass(M/N)| = 1. If N is primary, then
ζ(M/N) ∪ {0} =√(N :M) (this part follows from (1) and (2)).
(4) If N1, N2 are submodules of M and N =N1 ∩N2, then Ass(M/N) ⊂ Ass(M/N1) ∪
Ass(M/N2). Moreover, N =N1, provided Ass(M/N) ∩Ass(M/N2)= ∅.
In the rest of this section H denotes a fixed pointed Hopf algebra with G = G(H)
and the coradical filtration H0 = KG ⊂ H1 ⊂ · · · . Furthermore, A denotes a fixed
commutative, noetherianH -module algebra. It is easy to check that for any (H,A)-module
M the set Ass(M) = AssA(M)⊂ Spec(A) is G-invariant. By Ass(M)G we mean the set
{P ∈ Ass(M); ∀g∈G g(P ) = P } = {P ∈ Ass(M); ∀g∈G g(P ) ⊂ P }. Let us fix also an
(H,A)-module M which is supposed to be finitely generated as an A-module.
We are going to prove that if N is a submodule of M with Ass(M/N)G =Ass(M/N),
then N , viewed as an A-submodule of M , admits an irredundant primary decomposition
N =N1 ∩ · · · ∩Nt such that all Ni are submodules of the (H,A)-moduleM . Observe that
the condition Ass(M/N)G =Ass(M/N) is a necessary condition for the existence of such
a decomposition.
The main idea of construction of the required decomposition of N is patterned upon the
construction of invariant primary decompositions of invariant ideals in a ring with a higher
derivation [Sa], and the corresponding generalization of this construction for differential
modules [N]. More precisely, first we define the class of H -irreducible submodules of M
and the class of H -primary submodules of M , and next we prove the following assertions:
(a) Each submodule of M is an intersection of finite number of H -irreducible submodules
of M ,
(b) each H -irreducible submodule of M is H -primary,
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g(P )= P for all g ∈G and P ∈Ass(M/N).
Given a subset B of M , we denote by [B] the submodule of M generated by B . In
particular, each element m ∈M determines a submodule [m]. Of course, each ascending
chain of submodules stabilizes, because M , being a finitely generated module over the
(noetherian) ring A, is noetherian.
Lemma 4.6. If N,L⊂M are submodules of the (H,A)-module M , then the ideal (N :L)
is invariant.
Proof. Let I = (N :L). In view of Theorem 2.7(1), it suffices to show that Hn(I)⊂ I for
all n  0. Let a ∈ I, m ∈ L, and g ∈ G. Then, clearly, g−1(m) ∈ L, and ag−1(m) ∈ N ,
whence g(a)m = g(a)g(g−1(m)) = g(ag−1(m)) ∈ N . This means that g(a) ∈ I , and
therefore H0(I) ⊂ I , because H0 = KG. Now assume that n > 0 and Hn−1(I) ⊂ I . By
Theorem 2.7(2), it is enough to prove that h′(I) ⊂ I for h′ ∈ Hn such that ∆(h′) =
h′ ⊗ e + f ⊗ h′ + w for some e, f ∈ G and w ∈ Hn−1 ⊗ Hn−1. Let us fix such an h′
and set h= e−1h′. As e(I)⊂ I , we need only to verify that h(I)⊂ I . Notice that
∆(h)= h⊗ 1+ e−1f ⊗ h+
s∑
i=1
hi ⊗ h′i = h⊗ 1+
s+1∑
i=1
hi ⊗ h′i ,
where hs+1 = e−1f, h′s+1 = h, and hi ∈Hn−1 for i = 1, . . . , s+ 1. Therefore, if a ∈ I and
m ∈ L, then
N ! h(am)= h(a)m+
s+1∑
i=1
hi(a)h
′
i(m).
By the inductive assumption, hi(a) ∈ I for all i = 1, . . . , s + 1, whence hi(a)h′i (m) ∈ N ,
because h′i (m) ∈L. Hence
h(a)m= h(am)−
s+1∑
i=1
hi(a)h
′
i (m) ∈N,
which implies that h′(a) = e(h(a)) ∈ e(I) ⊂ I . Thus, Hn(I) ⊂ I , and the lemma
follows. ✷
Lemma 4.7. If N is a submodule of M and J is an invariant ideal in A, then (N : J ) is
a submodule of M .
Proof. Let L = (N : J ). It is obvious that L is an A-submodule of M . It remains to
prove that L is an H -submodule of M . As in the previous lemma, we show by induction
that Hn(L) ⊂ L for n  0. Let m ∈ L, a ∈ J, g ∈ G. Then g−1(a)m ∈ N , whence
74 A. Tyc, P. Wis´niewski / Journal of Algebra 267 (2003) 58–95ag(m) = g(g−1(a))g(m) = g(g−1(a)m) ∈ N . This means that g(m) ∈ L, and therefore
H0(L)⊂ L. Now suppose that n 1 and Hn−1(L)⊂ L. Again by Lemma 2.7(2), we need
only to check that h′(L) ⊂ L for h′ ∈ Hn with ∆(h′) = h ⊗ e + f ⊗ h′ + w for some
e, f ∈G and w ∈Hn−1 ⊗Hn−1. So, fix such an h′ and set h= f−1h′. Then
∆(h)= h⊗ f−1e+ 1⊗ h+
s∑
i=1
hi ⊗ h′i = 1⊗ h+
s∑
i=0
hi ⊗ h′i ,
where h0 = h, h′0 = f−1e, and h′i ∈Hn−1 for i = 0, . . . , s. Since f (L)⊂ L, it suffices to
show that h(L)⊂ L. Let m ∈L. Then h(am) ∈N for all a ∈ J , because N is a submodule
of M . Moreover,
h(am)= ah(m)+
s∑
i=0
hi(a)h
′
i (m).
But h′i (m) ∈ L by the inductive assumption, and hi(a) ∈ J , because the ideal J is invariant.
Consequently, ah(m) = h(am) −∑si=0 hi(a)h′i (m) ∈ N, which implies that h(m) ∈ L.
The lemma is proved. ✷
To formulate the next lemma, for a given a ∈ A, we define a special A-submodule
of M denoted by Θa . For r ∈ A, let Mr = ⋃n>0(0 : rn), where (0 : rn) = {m ∈ M;
rnm= 0} ⊂M . Observe that g(Mr)=Mg(r) for all g ∈G. Now, by definition,
Θa =
⋂
g∈G
Mg(a) =
⋂
g∈G
g(Ma).
Lemma 4.8. Θa is a submodule of M for arbitrary a ∈A.
Proof. Again, it is enough to prove that Hn(Θa) ⊂ Θa for all n  0. Certainly,
H0(Θa)⊂Θa . Suppose that n > 0 and Hn−1(Θa) ⊂ Θa . As in the proof of Lemma 4.7,
we need only to prove that h(Θa)⊂ Θa for h ∈ Hn with ∆(h) = 1 ⊗ h+∑si=0 hi ⊗ h′i ,
where h′i ∈Hn−1 for i = 0, . . . , s. So, let us fix such an h and an m ∈Θa =
⋂
g∈GMg(a).
Moreover, let g ∈G. We have to show that h(m) ∈Mg(a). Since M is noetherian as an A-
module, there exists k = ka,g ∈N such that Ma = (0 : ak) and Mg(a) = (0 : g(a)k). Hence,
g(a)km= 0, which implies that
0= h(g(a)km)= g(a)kh(m)+ r∑
i=0
hi
(
g(a)k
)
h′i (m).
Furthermore, by the induction assumption, h′i (m) ∈ (0 : g(a)k) for all i = 0, . . . , s. It
follows that
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s∑
i=0
g(a)khi
(
g(a)k
)
h′i (m)
= −
s∑
i=0
hi
(
g(a)k
)
g(a)kh′i (m)= 0.
Consequently, h(m) ∈ (0 : g(a)2k)= (0 : g(a)k)=Mg(a), and the lemma is proved. ✷
Definition 4.9. A submodule N of the (H,A)-module M is called H -primary if for any
invariant ideal I ⊂A and any submoduleL of M such that IL⊂N and L ⊂N there exists
an n with In ⊂ (N :M).
Observe that a submodule N ⊂ M is H -primary if and only if (0) is an H -primary
submodule of M/N .
Lemma 4.10. Let N be a submodule of M . Then the following conditions are equivalent:
(a) N is H -primary.
(b) The action of the group G on the set Ass(M/N) is transitive, that is, Ass(M/N) =
{g(P ); g ∈G} for some P ∈Ass(M/N).
(c) There exists a P ∈ Ass(M/N) and a P -primary A-submodule Q of M such that
N =⋂g∈G g(Q).
Proof. We can assume that N = (0).
a ⇒ b. Suppose (0) ⊂M is H -primary, and let P be an isolated prime in Ass(M).
It suffices to show that any G-orbit in Ass(M) contains P , because different orbits
are disjoint. Let O = {P1, . . . ,Ps} be such an orbit, and let Ass(M) = {P1, . . . ,Ps,
Ps+1, . . . ,Pt }. If t = s, then trivially P ∈ O . So, we can assume that t > s. By
Theorem 4.5(2), there exists a primary decomposition (0) =⋂ti=1 Li of A-submodules
of M such that each Li is Pi -primary. Set
N ′ =
s⋂
i=1
Li, N
′′ =
t⋂
i=s+1
Li, I =
s⋂
i=1
Pi.
It is obvious that N ′′ = 0, the ideal I is G-invariant, and that InM ⊂ N ′ for some n.
Let 0 = m ∈ N ′′. We show that I ⊂ √(0 :M). Let a ∈ I . Then anm ∈ N ′ ∩ N ′′ = (0),
whence g(a)nm= 0 for all g ∈G, because I is G-invariant. This means that m ∈Θa . By
Lemma 4.8, it follows that the submodule [m] ⊂M (generated by m) is contained in Θa . In
particular, there exists a k such that [m] ⊂ (0 : ak). Hence, ak[m] = 0, i.e., ak ∈ (0 : [m]).
As, by Lemma 4.6, the ideal (0 : [m]) is invariant, this implies that [ak] ⊂ (0 : [m]).
Therefore, [ak][m] = 0. But m = 0, so that there exists an l with [ak]lM = 0, because
0 is H -primary. In particular, aklM = 0, which makes clear that⋂si=1Pi = I ⊂√(0 :M).
As, by Theorem 4.5(1), the prime ideal P contains √(0 :M), it follows that Pi ⊂ P for
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proved.
b ⇒ c. By the assumption, Ass(M) = {P,g1(P ), . . . , gs(P )} for some P ∈ Ass(M)
and gi ∈G. In particular, all prime ideals in Ass(M) are isolated. Let Pi = gi(P ), and let
(0)=N1 ∩ · · · ∩Ns be an irredundant primary decomposition of (0) such that each Ni is
Pi -primary. Then for every i = 1, . . . , s, 0 = gi(N1) ∩ · · · ∩ gi(Ns) is also an irredundant
primary decomposition and gi(N1) is Pi -primary. In view of Theorem 4.5(2), Ni = gi(N1)
for all i , and thus the implication b⇒ c follows.
c⇒ a. By the assumption, there exist a primary A-submodule Q of M and g1 = 1,
g2, . . . , gs ∈ G such that (0) = g1(Q) ∩ · · · ∩ gs(Q) is a primary decomposition of (0).
Let P = √Q. Suppose that IL = (0) for some nonzero submodule L of M and an
invariant ideal I in A. Then clearly L ⊂ gj (Q) for some j , whence L= g−1j (L) ⊂Q. As
IL= (0)⊂Q and Q is P -primary, this implies that I ⊂ P . Hence I = gi(I)⊂ gi(P ) for
i = 1, . . . , s, because I is G-invariant. It follows that I ⊂⋂si=1 gi(P ) =⋂P ′∈Ass(M) P ′.
By Theorem 4.5(1), the latter ideal equals √(0 :M), which implies that I ⊂ √(0 :M).
Consequently, the submodule (0)⊂M is H -primary, as was to be shown. The proof of the
lemma is complete. ✷
Corollary 4.11. If N1, N2 are H -primary submodules of M such that Ass(M/N1) =
Ass(M/N2), then N = N1 ∩ N2 is an H -primary submodule of M and Ass(M/N) =
Ass(M/N1)=Ass(M/N2).
Proof. In view of Theorem 4.5(4), Ass(M/N) ⊂ Ass(M/N1) ∪ Ass(M/N2) =
Ass(M/N1), and from the above lemma we know that Ass(M/N1) is an orbit of the action
of G on Ass(M/N1). This implies that Ass(M/N)= Ass(M/N1). Again using the above
lemma, we conclude that N is H -primary. ✷
The next corollary is an immediate consequence of the lemma.
Corollary 4.12. If N is an H -primary submodule of M , then all ideals in Ass(M/N) are
isolated.
Definition 4.13. A submoduleN ⊂M is said to beH -irreducible if it is not the intersection
of two strictly larger submodules of M .
Lemma 4.14. If N is an H -irreducible submodule of M , then N is H -primary.
Proof. Let I be an invariant ideal of A, and let L be a submodule of M such that
IL ⊂ N and I ⊂ √(N :M). We have to show that L ⊂ N . Let N = ⋂ki=1 Ni be an
irredundant primary decomposition ofN as an A-submodule of M . Since I ⊂ √(N :M)=⋂k
i=1
√
(Ni :M), there exists an s  k with I ⊂ √(Ni :M) for i = 1, . . . , s and I ⊂√
(Ni :M) for i = s + 1, . . . , k. This implies that L⊂Ni for i  s, because IL⊂N ⊂Ni
and Ni is a primary. Hence, L ⊂ ⋂ki=1Ni = N , whenever s = k. So, let s < k. As A
is noetherian, there exists an n such that In ⊂ (Nj : M) for j = s + 1, . . . , k. Hence,
(Nj : In)=M for j > s. Further, I ⊂ ζ(M/Ni) for i  s, because ζ(M/Ni) ∪ {0} =
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(Ni :M), by Theorem 4.5(3). It follows that (Ni : I)=Ni for i  s, whence (Ni : In)=
Ni for i  s. This in turn implies that
N ⊂ (N : In)∩ (N + InM) =
k⋂
i=1
(Ni : In)∩ (N + InM)
=
s⋂
i=1
Ni ∩ (N + InM)⊂
s⋂
i=1
Ni ∩
k⋂
j=s+1
Nj =N,
because N + InM ⊂N +Nj =Nj for j = s + 1, . . . , k.
Thus, we see that N = (N : In) ∩ (N + InM). Now observe that N + InM is
a submodule of M , because the ideal I is invariant, and (N : In) is also a submodule of M ,
by Lemma 4.7. Furthermore, N = N + InM , because it is assumed that I ⊂ √(N :M).
Since N is H -irreducible, this implies that N = (N : In). On the other hand, we know that
InL⊂N , as IL⊂N . The result is that L⊂ (N : In)=N , as was to be shown. ✷
The above lemmas allow one to prove the following.
Theorem 4.15. Let N be a submodule of M . Then there exist submodulesN1, . . . ,Nt of M
satisfying the conditions:
(a) N =⋂si=1 Ni .
(b) Each Ni is H -primary.
(c) Ass(M/N) = ⋃si=1 Ass(M/Ni) and this union is the decomposition of the set
Ass(M/N) on orbits of the action of G on Ass(M/N).
Proof. Since the (H,A)-module M is noetherian, the standard application of the
Kuratowski–Zorn lemma shows that N = ⋂ri=1 Ni for some H -irreducible submod-
ules Ni . By Lemma 4.14, each submodule Ni is H -primary, and by Lemma 4.10,
Ass(M/Ni) is an orbit of the action of G on Ass(M/N). In view of Corollary 4.11, re-
placing {N1, . . . ,Nr } by a smaller set {N1, . . . ,Nt } of H -primary submodules if neces-
sary, we can assume that Ass(M/Ni)∩Ass(M/Nj )= ∅ for i = j . Moreover, from Theo-
rem 4.5(4) we derive that Ass(M/N)⊂⋃ti=1 Ass(M/Ni). It follows that there exists s  t
such that Ass(M/N)=⋃si=1 Ass(M/Ni) and Ass(M/Nj )∩Ass(M/N)= ∅ for j > s (af-
ter possible re-ordering). Again by Theorem 4.5(4), N = N1 ∩ · · · ∩Ns , and the theorem
is proved. ✷
Now we are in position to prove the main result of this section. Recall that we assume
H is a fixed pointed Hopf algebra and A is a fixed commutative, noetherian H -module
algebra. Moreover, M is a fixed (H,A)-module which is supposed to be finitely generated
as an A-module.
Theorem 4.16. Let N be a submodule of the (H,A)-module M with Ass(M/N)G =
Ass(M/N). Then there exists an irredundant primary decomposition N =⋂ri=1 Ni such
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there exists an irredundant primary decomposition I =⋂rj=1 Ij such that each ideal Ij
is invariant.
Proof. From the above theorem we know that there exists a primary decomposi-
tion N = ⋂ri=1 Ni such that all Ni are H -primary submodules of M , Ass(M/N) =⋃r
i=1 Ass(M/Ni), and Ass(M/Ni) are different orbits of the action of G on Ass(M/N).
But |Ass(M/Ni)| = 1, because Ass(M/N)G =Ass(M/N). Therefore, by Theorem 4.5(3),
each Ni is a primary A-submodule of M . The conclusion is that N =⋂ri=1 Ni is the re-
quired irredundant primary decomposition of N . The theorem follows. ✷
An immediate consequence of the theorem is the following.
Theorem 4.17. If the Hopf algebra H is connected and N is a submodule of (H,A)-
module M , then there exists a irredundant primary decomposition N = ⋂ri=1Ni of
A-submodules of M such that all Ni are submodules of M .
The following elementary example shows, in the situation of the above theorem, that
a submodule N of M can admit an irredundant primary decomposition N =Q1 ∩ · · · ∩Qt
such that not all Qi are submodules of M .
Example 4.18. Let H =K[t]with t primitive, and let A=K[x, y]. Then H is a connected
Hopf algebra, and the derivation t :A→ A with t (x)= x = t (y) makes A an H -module
algebra. Notice that the ideal (x2, xy) is invariant, and that (x2, xy) = (x2, y) ∩ (x) =
(x2, x−y)∩ (x) are irredundant primary decompositions of I [B, II, §3, Example 4]). The
ideals (x2, xy), (x), (x2, x− y) are clearly invariant, while the ideal (x2, y) is not, because
t (y)= x /∈ (x2, y).
Let H =⊕i0 Hi be a graded Hopf algebra, and let A =⊕j0 Aj be a graded
H -module algebra (Hi(Aj ) ⊂ Ai+j for all i, j ). By a graded (H,A)-module we mean
an (H,A)-module M together with a vector space grading M =⊕j0 Mj such that
Hi(Mj )⊂Mi+j and AiMj ⊂Mi+j . In view of [E, Proposition 3.12], if A is commutative
and M is a graded (H,A)-module, then Ass(M) consists of graded (prime) ideals.
A graded submodule of a graded (H,A)-module M is a graded subspace of M which
is also a submodule of M . Proceeding exactly as above, one can prove the following.
Theorem 4.19. Assume that H is connected (H0 = K), and that the graded H -module
algebra A is commutative and noetherian. Moreover, let M be a graded (H,A)-module
which is finitely generated as an A-module. Then each graded submodule N ⊂ M
possesses an irredundant primary decomposition consisting of graded submodules of N .
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primes
In this section H is a fixed Hopf algebra (not necessarily pointed) and G = G(H) is
the group of its group-like elements. All H -module algebras A under consideration are
supposed to be commutative and noetherian, and all (H,A)-modules are supposed to be
finitely generated as A-modules. Given an (H,A)-module M , Ass(M) stands for the set
of all prime ideals associated with M as an A-module. In the last section we proved that
every submodule N of M with Ass(M/N)G = Ass(M/N) admits an irredundant primary
decomposition N = N1 ∩ · · · ∩Nt such that all Ni are submodules of M . In this section
our main objective is to investigate the following.
Question 2. Let A be an H -module algebra and let M be an (H,A)-module. Is every ideal
in Ass(M) invariant? In particular, is every prime ideal associated to an invariant ideal in
A invariant?
In view of Example 2 from the introduction, the answer to this question is, in general,
“no.” Moreover, a natural necessary condition is that Ass(M)=Ass(M)G.
Let us start with the following simple observation.
Lemma 5.1. Suppose H is pointed and A is an H -module algebra such that for any
primary invariant ideal I in A the nilradical of the quotient H -module algebra A/I is
invariant. Then for each (H,A)-module M with Ass(M)G =Ass(M) all ideals in Ass(M)
are invariant.
Proof. From Theorem 4.16 we know that the submodule (0) ⊂ M admits a primary
decomposition
0=
t⋂
i=1
Ni
such that every Ni is a Pi -primary submodule in M , where {P1, . . . ,Pt } = Ass(M). In
particular, the ideal Qi = (Ni :M) is primary for i = 1, . . . , t . Moreover, by Lemma 4.6,
the ideals Qi are invariant. Hence, by the assumption, the ideal Pi/Qi , being the nilradical
of the quotient H -module algebra A/Qi , is invariant for every i = 1, . . . , t . Consequently,
all the ideals Pi are invariant, as required. ✷
Recall that an algebra is called reduced, if it has no nonzero nilpotent elements.
Definition 5.2. We say that the Hopf algebra H is convolutionally reduced, if there exists
a subcoalgebra C of H satisfying the following conditions.
(a) C (as a set) generates H as an algebra.
(b) For any commutative reduced algebra B the convolution algebra Hom(C,B) is
reduced.
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(b′) For every field extension K ⊂ L the convolution algebra Hom(C,L) is reduced.
Also notice that if f :H →H ′ is a surjective homomorphism of Hopf algebras and H
is convolutionally reduced, then H ′ is convolutionally reduced, too.
Example 5.3. If T is an arbitrary group, then the group algebra KT is convolutionally
reduced, because the convolution algebra Hom(C,B) is isomorphic to the product
∏
T B
for any algebra B .
Example 5.4. Let H = K[t] with t primitive. Then for any algebra B the convolution
algebra Hom(H,B) is the algebra Bd [[t]] of formal power series with divided powers
(Bd [[t]] =∏i0Bti with ti tj = (i+jj ) ti+j ). It follows that in characteristic 0 the Hopf
algebra H is convolutionally reduced, whereas it is not the case in characteristic p > 0.
Example 5.5. The Hopf algebra H(∞) = K〈t0 = 1, t1, . . .〉 from Example 2.3 is convo-
lutionally reduced. The reason is that the subcoalgebra C =∑i0Kti (with ∆(tm) =∑
i+j=m ti ⊗ tj and ε(ti) = δi0) generates H as an algebra, and the convolution algebra
Hom(C,B) is isomorphic to the formal power series algebra B[[t]] for any algebra B .
Later on, we show that for any n the Hopf algebra H(n) is convolutionally reduced, when-
ever charK = 0.
Example 5.6. An important role in algebraic topology and in invariant theory of finite
groups is played by the Steenrod algebra P ∗ (without the Bockstein operator) defined
over the simple field Fp of characteristic p > 0. As an Fp-algebra P ∗ is generated
by the Steenrod (squaring) operations P i, i  0, satisfying certain relations (called the
Adem–Wu relations) [Mi]. The Hopf algebra structure in P ∗ is determined by ∆(Pm) =∑
i+j=m P i ⊗ Pj . It follows that the Hopf algebra P ∗ is a homomorphic image of
the Hopf algebra H(∞) from the previous example for K = Fp . Consequently, P ∗ is
a convolutionally reduced Hopf algebra.
Remark 5.7. In [Sm] L. Smith gave a very nice and simple construction of the
Steenrod Hopf algebra P ∗ defined over an arbitrary finite field Fq (for Fq = Fp the
construction gives the classical Steenrod algebra). In the same manner one proves that
P ∗ is a convolutionally reduced Hopf algebra.
All Hopf algebras in the above examples were pointed. It is not so in the next example.
Example 5.8. Let G be a finite group and let H be the Hopf algebra dual to the group Hopf
algebra KG. Then for any algebra B the convolution algebra Hom(H,B) is isomorphic
to BG. Therefore, when G is Abelian and (charK, |G|) = 1, then H is convolutionally
reduced. To see that H need not be pointed, one simply verifies that if K is the field of
rationals and G is Abelian, then H is pointed if and only if |G| 2. If G is not Abelian
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theorem and the Wedderburn theorem) that the Hopf algebra H is not convolutionally
reduced.
The significance of the convolutionally reduced Hopf algebras is illustrated by the
following.
Theorem 5.9. Suppose that the Hopf algebra H is convolutionally reduced. Then for each
H -module algebra A the following conditions hold:
(1) The nilradical N(A) of the algebra A is invariant.
(2) If H is pointed, then for any (H,A)-module M with Ass(M)G = Ass(M) all ideals
in Ass(M) are invariant. In particular, if the Hopf algebra H is connected, then the
ideals in Ass(M) are invariant for any (H,A)-module M.
Proof. In view of Lemma 5.1, it suffices to prove part (1) of the theorem.
Let C be a subcoalgebra of H from Definition 5.2, and let A be a fixed H -
module algebra. The inclusion C ↪→ H induces a surjective homomorphism of algebras
π : Hom(H,A)→ Hom(C,A), and the action of H on A gives us the algebra homomor-
phism Φ :A→ Hom(H,A), Φ(a)(h) = h(a). So, we have the algebra homomorphism
Φ˜ = π ◦Φ :A→Hom(C,A), Φ˜(a)(c)= c(a). In order to prove that the nilradical N(A)
of A is invariant, it is clearly enough to show that c(a) ∈ N(A) for all c ∈ C, a ∈ N(A).
This in turn reduces to proving that c(a) ∈ P for any prime ideal P , because N(A) =⋂
P∈Spec(A) P . So, let us fix a ∈ N(A), c ∈ C, P ∈ Spec(A), and denote by L the quo-
tient field of the domain A/P . Then L is a field extension of K , and the natural inclusion
A/P ↪→ L induces an injective algebra homomorphism Hom(C,A/P)→Hom(C,L). By
the assumption we know that the convolution algebra Hom(C,L) is reduced. Hence the al-
gebra Hom(C,A/P) is also reduced. As the homomorphismΦ :A→Hom(C,A) induces
the algebra homomorphismΨ :A→Hom(C,A/P), Ψ (a)(c)=Φ(a)(c)+P = c(a)+P ,
and a ∈A is a nilpotent element, this implies that c(a) ∈ P . The theorem follows. ✷
Now we show how to get the known results on primary decomposition and the
associated primes of differential modules.
Recall that if D = {Di :A→ A; 0  i  n} is a higher derivation of an algebra A,
and M is an A-module, then a D-derivation of M is a sequence of linear maps D = {Di :
M→M; 0 i  n} such that D0 = Id and
Di (am)=
i∑
s=0
Ds(a)Di−s(m).
Corollary 5.10. Let A be a commutative, noetherian algebra with a higher derivation D
of degree n ∈ N ∪ {∞}, and let M be a finitely generated A-module with a D-derivation
D = {Di :M→M}.
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a primary decomposition N = N1 ∩ · · · ∩ Ns such that all Ni are D-invariant. In
particular, every D-invariant ideal in A possesses a primary decomposition consisting
of D-invariant ideals.
(2) Every P ∈Ass(M) is invariant, whenever n=∞ or charK = 0.
Proof. Let H(n) = K〈t0 = 1, t1, . . . , tn〉 be the (connected) Hopf algebra from Exam-
ple 2.3. Then ti (a) = Di(a), ti (m) = Di (m) for a ∈ A, m ∈M make A an H(n)-module
algebra and M an (H(n),A)-module. Now part (1) of the corollary is a consequence of
Theorem 4.17. In view of Example 5.5, part (2) follows from the above theorem. ✷
Remark 5.11. If n = 1, the corollary was proved in [Se, Theorem 1] (for ideals) and in
[N, Theorem 6] (for modules). The case n =∞ was considered in [Br, Theorem 1] and
[W, Theorem 11.3]. For arbitrary n the corollary was proved in [Sa, Theorem] (for ideals).
The next theorem is an extension of the main results of [NS] and [Ne].
Theorem 5.12. Let P ∗ be the Steenrod Hopf algebra defined over a finite field Fq , and let
A be a P ∗-module algebra. Moreover, let M be an (H,A)-module.
(1) Every submodule N of M admits an irredundant primary decomposition consisting of
submodules of M . If A and M are graded, then any graded submodule of M admits
an irredundant primary decomposition consisting of graded submodules of M .
(2) All ideals in Ass(M) are invariant (as we mentioned in the previous section, if A and
M are graded, then the ideals from Ass(M) are also graded).
In particular, each invariant ideal I in A admits an irredundant primary decomposition
I = Q1 ∩ · · · ∩ Qn such that the ideals Qi are invariant and all ideals in Ass(I) are
invariant.
Proof. Since the Hopf algebra P ∗ is connected, the first part of the theorem is
a consequence of Theorems 4.17 and 4.19. The second one is a consequence of
Theorem 5.9, because P ∗ is convolutionally reduced. ✷
Theorem 5.13. Suppose the Hopf algebra H is connected and charK = 0. Then for any
field extension K ⊂ L the convolution algebra Hom(H,L) is reduced. In particular, H is
convolutionally reduced.
For the proof of the theorem we need the following.
Lemma 5.14. Let C be a finite dimensional connected coalgebra with the unique group-
like element c0, and let H(C)= T (C)/(c0 − 1) (see Section 2). If charK = 0, then for any
field extension K ⊂ L the convolution algebra Hom(H(C),L) is reduced.
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∆(ck)= ck ⊗ c0 + c0 ⊗ ck +
k−1∑
i,j=0
αijkci ⊗ cj
for k = 1, . . . , n and some αijk ∈K . In particular,H(C)=K〈c1, . . . , cn〉. Denote by B the
natural linear basis in H(C) composed from the products of the form ci1ci2 · · ·cik , where
i1, i2, . . . , ik ∈ {1, . . . , n}, and fix an f ∈Hom(H(C),L) with f $ f = 0. For the proof of
the lemma it suffices to show f (a)= 0 for arbitrary a ∈B .
Given an s  1, let us denote by  the lexicographical order in the set Ns . Observe that
this (good) order preserves the natural addition in Ns , that is, if (α1, . . . , αs) (β1, . . . , βs)
and (γ1, . . . , γs) (δ1, . . . , δs), then (α1 + γ1, . . . , αs + γs) (β1 + δ1, . . . , βs + δs).
Now let us define the function w :B→Nn by
w(a = ci1ci2 . . . cik )=
(
wn(a), . . . ,w1(a)
)
,
where wj (a) is the number of cj which appear in the product ci1ci2 . . . cik .
It is clear that w(ba)=w(ab)=w(a)+w(b), and that
if w(a)w(b) and w(c)w(d), then w(ac)w(bd) (1)
for all a, b, c, d ∈ B .
The function w will be frequently used in the rest of the proof.
Notice that each element of the basis B can be uniquely written in the form (called
canonical) di11 . . . ditt , where dj ∈ {c1, . . . , cn}, di = di+1 for i = 1, . . . , t − 1, and
i1, . . . , it  1.
Now to each a ∈ B with the canonical form a = di11 . . . ditt we associate the sequence
P(a)= (wn(a), . . . ,w1(a), t, i1, . . . , it)
and the element a(2) = d2i11 . . . d2itt .
Furthermore, in the set B we define the relation < by
a < b ⇔ P(a) < P(b), (2)
and for a ∈ B we set Ha(C)=∑b<a Kb ⊂H(C). The key role in the proof is played by
the equality
∆
(
a(2)
)= n(a)a⊗ a + v, (3)
where n(a) is a nonzero natural number and v ∈Ha(C)⊗H(C)+H(C)⊗Ha(C).
First, we show how to get the lemma, using (3). It is obvious that every nonempty subset
B ′ of B contains a minimal element b with respect to the relation < (i.e., if b′ ∈ B and
b′ < b, then b′ /∈ B ′). Therefore, if the set Bf = {b ∈ B; f (b) = 0} is nonempty, then it
contains a minimal element a. This means that f (Ha(C)) = 0, which together with (3)
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because f (a) = 0 and charK = 0. Thus, we see that the set Bf is empty and the lemma
follows.
So, it remains to prove (3). To this end, we need another two relations in the set B:
a ≈ b, if w(a)=w(b), (4)
a% b, if w(a) < w(b). (5)
The relation ≈ is clearly an equivalence relation. Notice that c1 % c2 % · · · % ck . Also
notice that if a ≈ b, then a% b or b% a, and if a% b, then a < b. From the properties
of the function w it results that the relation % preserves products, that is, if a, b, c, d ∈ B
and a% b or a ≈ b, and c% d , then ac% bd, ca% bd, ac% db, ca% db. Further, for
k = 1, . . . , n and arbitrary a1, . . . , as ∈ B , if a1, . . . , as % ck , then a1 · · ·as % ck.
From the fact that c1 % c2 % · · ·% ck we immediately derive the equalities:
∆(ck)= ck ⊗ 1+ 1⊗ ck +
∑
a,a′%ck
αa,a′a⊗ a′, (6)
where αa,a′ ∈K , k = 1, . . . , n.
Now we are going to show that for any q ∈ N and any k  n one gets the following
equality:
∆
(
c
q
k
)= q∑
r=0
(
q
r
)
crk ⊗ cq−rk +
∑
dd ′%cqk
βd,d ′d ⊗ d ′ for some βd,d ′ ∈K. (7)
Let us apply induction on q . If q = 1, then (7) is true, by (6). Assume (7) holds for
some q . Then we have
∆
(
c
q+1
k
) = ∆(ck)∆(cqk )
=
(
ck ⊗ 1+ 1⊗ ck +
∑
a,a′%ck
αa,a′a ⊗ a′
)
×
(
q∑
r=0
(
q
r
)
crk ⊗ cq−rk +
∑
dd ′%cqk
βd,d ′d ⊗ d ′
)
= (ck ⊗ 1+ 1⊗ ck)
(
q∑
r=0
(q
r
)
crk ⊗ cq−rk
)
+ (ck ⊗ 1+ 1⊗ ck)
( ∑
dd ′%cq
βd,d ′d ⊗ d ′
)k
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( ∑
a,a′%ck
αa,a′a⊗ a′
)( q∑
r=0
(
q
r
)
crk ⊗ cq−rk
)
+
( ∑
a,a′%ck
αa,a′a⊗ a′
)( ∑
dd ′%cqk
βd,d ′d ⊗ d ′
)
=
q+1∑
r=0
(
q + 1
r
)
crk ⊗ cq+1−rk +
∑
dd ′%cqk
βd,d ′
(
ckd ⊗ d ′ + d ⊗ ckd ′
)
+
∑
a,a′%ck
q∑
r=0
αa,a′
(
q
r
)
acrk ⊗ a′cq−rk
+
∑
a,a′%ck
∑
dd ′%cqk
αa,a′βd,d ′ad ⊗ a′d ′.
Observe that the inequalities aa′ % ck and dd ′ % cqk imply that
ckdd
′ ≈ dckd ′ % cq+1k , acrka′cq−rk ≈ aa′cq % cq+1k , ada′d ′ ≈ aa′dd ′ % cq+1k .
Hence
∑
dd ′%cqk
βd,d ′
(
ckd ⊗ d ′ + d ⊗ ckd ′
)+ ∑
a,a′%ck
q∑
r=0
αa,a′
(
q
r
)
acrk ⊗ a′cq−rk
+
∑
a,a′%ck
∑
dd ′%cqk
αa,a′βd,d ′ad ⊗ a′d ′ =
∑
ee′%cq+1k
γe,e′e⊗ e′
for some γe,e′ ∈K. Consequently,
∆
(
c
q+1
k
)= q+1∑
r=0
(
q + 1
r
)
crk ⊗ cq+1−rk +
∑
ee′%cq+1k
γe,e′e⊗ e′,
and thus (7) is proved.
Now for any a ∈ B with the canonical form a = di11 . . . ditt we consider the set Λa
of all sequences (j1, . . . , jt ) with 0  jk  2ik for k = 1, . . . , t . Furthermore, for λ =
(j1, . . . , jt ) ∈Λa we set: aλ = dj11 . . . djtt , a′λ = d2i1−j11 . . . d2it−j2t .
For the proof of (3) we also need the following two equalities
∆
(
a(2)
)= ∑
λ∈Λ
mλaλ ⊗ a′λ +
∑
′ (2)
βe,e′e⊗ e′, (8)
a ee %a
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aλ = a = a′λ ∨ aλ < a ∨ a′λ < a for all λ ∈Λa. (9)
It is clear that these formulas imply (3).
In order to prove (8), we show that for a given b ∈ B with the canonical form
b= di11 . . . ditt one has
∆
(
b(2)
)= t∏
k=1
( 2ik∑
rk=0
(
2ik
rk
)
d
rk
k ⊗ d2ik−rkk
)
+
∑
ee′%b(2)
βe,e′e⊗ e′, (10)
where βe,e′ ∈K. Again we use induction, this time on t . If t = 1, then b= di11 . Set q = 2i1,
so that, from (7)
∆
(
b(2)
)=∆(dq1 )= q∑
r=0
(
q
r
)
dr1 ⊗ dq−r1 +
∑
aa′%b(2)=dq1
αa,a′a⊗ a′.
Suppose t > 1 and the equality is true for t − 1. Set b′ = di11 . . . dit−1t−1 . Then b = b′ditt ,
dt = dt−1, and b(2) = b′ (2)d2itt . Therefore, ∆(b(2))=∆(b′ (2))∆(d2itt ).
Now making use of the induction assumption and (7), we obtain that
∆
(
b(2)
) = ( t−1∏
k=1
( 2ik∑
rk=0
(
2ik
rk
)
d
rk
k ⊗ d2ik−rkk
)
+
∑
ee′%b′ (2)
βe,e′e⊗ e′
)
×
( 2it∑
r=0
(
2it
r
)
drt ⊗ d2it−rt +
∑
aa′%d2itt
αa,a′a⊗ a′
)
=
t∏
k=1
( 2ik∑
rk=0
(
2ik
rk
)
d
rk
k ⊗ d2ik−rkk
)
+
t−1∏
k=1
( 2ik∑
rk=0
(
2ik
rk
)
d
rk
k ⊗ d2ik−rkk
)( ∑
aa′%d2itt
αa,a′a ⊗ a′
)
+
∑
ee′%b′ (2)
2it∑
r=0
(
2it
r
)
βe,e′ed
r
t ⊗ e′d2it−rt
+
∑
ee′%b′ (2)
∑
aa′%d2it
βe,e′αa,a′ea⊗ e′a′.
t
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t−1∏
k=1
( 2ik∑
rk=0
(
2ik
rk
)
d
rk
k ⊗ d2ik−rkk
)( ∑
aa′%d2itt
αa,a′a⊗ a′
)
is a sum of elements of the form
αd
r1
1 . . . d
rt−1
t−1 a⊗ d2i1−r11 . . . d2it−1−rt−1t−1 a′,
where α ∈K . Since clearly dr11 . . . drt−1t−1 d2i1−r11 . . . d2it−1−rt−1t−1 ≈ b′ (2), then
d
r1
1 . . . d
rt−1
t−1 ad
2i1−r1
1 . . . d
2it−1−rt−1
t−1 a
′ % b(2), because aa′ % d2itt .
It follows that
t−1∏
k=1
( 2ik∑
rk=0
(
2ik
rk
)
d
rk
k ⊗ d2ik−rkk
)( ∑
aa′%d2itt
αa,a′a ⊗ a′
)
=
∑
aa′%b′ (2)
αa,a′a⊗ a′.
Besides, edrt e′d
2it−r
t ≈ ee′d2itt % b(2) and eae′a′ ≈ ee′aa′ % b(2) for ee′ % b′ (2) and
aa′ % d2itt . Hence
∆
(
b(2)
)= t∏
k=1
( 2ik∑
rk=0
(
2ik
rk
)
d
rk
k ⊗ d2ik−rkk
)
+
∑
aa′%b(2)
γa,a′a⊗ a′
for some γa,a′ ∈K. This proves (10). Now (8) follows, because
t∏
k=1
( 2ik∑
rk=0
(
2ik
rk
)
d
rk
k ⊗ d2ik−rkk
)
=
∑
λ∈Λb
mλbλ⊗ b′λ
for some mλ ∈N \ 0.
It still remains to prove (9).
Let us fix an a ∈ B with the canonical form a = di11 . . . ditt and a λ ∈ Λa . Moreover,
set a1 = aλ, a2 = a′λ, and assume that neither a1 < a nor a2 < a. This means that
P(a1) P(a) and P(a2) P(a). In particular,w(a1)w(a) and w(a2)w(a), whence
w(a1) = w(a) = w(a2), because w(a1) + w(a2) = w(a1a2) = w(a2) = 2w(a). Hence
the inequalities P(ai)  P(a), i = 1,2, imply that 0 < jk < 2ik for k = 1, . . . , t , which
in turn implies that a1 = dj11 . . . djtt and a2 = d2i1−j11 . . . d2it−jtt are the canonical forms
of the elements a1 and a2. It follows that P(a1) = (w(a), t, j1, . . . , jt ) and P(a2) =
(w(a), t,2i1 − j1, . . . ,2it − jt ). But P(ai) P(a)= (w(a), t, i1, . . . , it ), i = 1,2, which
is possible only when jk = ik = 2ik − jk for k = 1, . . . , t . The conclusion is that a1 =
a = a2, and thus (9) has been proved. This completes the proof of the lemma. ✷
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Proof of Theorem 5.13. Let K ⊂ L be a field extension, and let f ∈ Hom(H,L) be
a nilpotent. Further, let h be a fixed element in H . By [M, Theorem 5.1.1], there exits
a finite dimensional subcoalgebra C ⊂ H containing h. From the construction of the
Hopf algebra H(C) it follows that the inclusion C ↪→ H can be uniquely extended
to a homomorphism of bialgebras ϕ :H(C) → H. This homomorphism induces the
homomorphism of the convolution algebras ϕ$ : Hom(H,L)→ Hom(H(C),L). In view
of Lemma 5.14, the algebra Hom(H(C),L) is reduced. Therefore, ϕ$(f )= 0. On the other
hand, ϕ$(f )(h)= f (ϕ(h))= f (h). Hence f (h)= 0, which means that f = 0. ✷
Theorem 5.15. If the Hopf algebra H is pointed and cocommutative, and charK = 0,
then the convolution algebra Hom(H,L) is reduced for any field extension K ⊂ L. In
particular, H is convolutionally reduced.
Proof. By [M, 5.6.4, 5.6.5], H =U(P(H))⊗KG as coalgebras, where P(H) is the Lie
algebra of all primitive elements in H . Moreover, U(P(H)) is a connected Hopf algebra.
Suppose f ∈ Hom(H,L) \ 0. Then f (t ⊗ g) = 0 for some t ∈ U(P(H)) and g ∈ G.
Consider the linear map
φ :U
(
P(H)
)→H, φ(h)= h⊗ g.
It is obvious that φ is a homomorphism of coalgebras, so that the dual map φ∗ :
Hom(H,L)→Hom(U(P (H)),L) is a homomorphism of algebras. Moreover,φ∗(f ) = 0,
because φ∗(f )(t) = f (t ⊗ g) = 0. From Lemma 5.14 we know that the convolution
algebra Hom(U(P (H)),L) is reduced, and therefore φ∗(f )2 = 0. Hence f 2 = 0, because
φ∗(f 2)= φ∗(f )2. ✷
From Theorems 5.9 and 5.13 we immediately get the following.
Theorem 5.16. Let charK = 0 and let the Hopf algebra H be connected. Then for any
H -module algebra A and any (H,A)-module M all prime ideals associated with M are
invariant.
Corollary 5.17. Assume the Hopf algebra H is connected and convolutionally reduced,
and A is an H -module algebra. Moreover, assume A is an UFD (as a ring) and a ∈A. If
the ideal (a) is invariant and a = pα11 · · · · ·pαss , where pi are indecomposable and pi ∼ pjfor i = j , then the ideals (p1), . . . , (ps) are invariant.
Proof. Since A is UFD, Ass((a))= {(p1), . . . , (ps)}, and now the corollary results from
Theorem 5.9. ✷
To show another interesting consequence of Theorem 5.13 we need the following simple
lemma.
A. Tyc, P. Wis´niewski / Journal of Algebra 267 (2003) 58–95 89Lemma 5.18. If C is a connected coalgebra and 1 < dimKC <∞, then the convolution
algebra C$ =Hom(C,K) is not reduced.
Proof. Let 1, c1, . . . , cn be a linear basis of C with ∆(ci) = ci ⊗ 1 + 1 ⊗ ci +∑i−1
j,k=1 αjkcj ⊗ ck for some αjk ∈ K (see Lemma 2.8). Then c$2n = 0 in C$, where
c$n(ci)= δn,i . ✷
The next theorem seems to be “folklore.”
Theorem 5.19. If charK = 0 and the Hopf algebra H is connected and finite dimensional,
then H =K .
Proof. By Theorem 5.13, the convolution algebra Hom(H,K) is reduced. Now the above
lemma implies that H =K . ✷
Theorem 5.13 is not true for all pointed Hopf algebras.
Example 5.20. Consider the Taft Hopf algebra T(2) = K〈g, t〉/(g2 − 1, t2, gt + tg)
described in Example 2.5. This is a four-dimensional algebra with basis 1, g, t, gt , and
∆(g)= g⊗ g, ∆(t)= t ⊗ 1+ g⊗ t, ∆(gt)= gt ⊗ g+ 1⊗ gt . Let f ∈Hom(T(2),K) be
defined as follows:
f (1)= f (g)= f (gt)= 0, f (t)= 1.
One easily checks that f $ f = 0, whence f is a nonzero nilpotent. This makes clear that
Theorem 5.13 is not true for T(2). Notice also that if we set A = K[X]/(X2) and define
the action of T(2) on the algebra A by g(x) = −x, t (x) = 1, where x = X + (X2), then
the nilradical of A is not invariant. This in turn implies that the conclusion of Theorem 5.9
fails for T(2).
Now for a given H -module algebra A and an (H,A)-module M with Ass(M)G =
Ass(M) we find a condition which implies that all ideals in Ass(M) are invariant. However,
we are able to do it only in characteristic 0. According to Lemma 5.1, of importance will
be the invariability of the nilradicals of some quotient algebras of A.
Let us start with the following elementary and well-known fact.
Lemma 5.21. Let B be a commutative algebra over an infinite field L and let 0 = f ∈
B[x1, . . . , xn]. Then there exists a sequence (α1, . . . , αn) ∈ Ln such that f (α1, . . . ,
αn) = 0.
From now on, we assume that charK = 0, and that all algebras under consideration
are commutative and noetherian (it does not mean that the Hopf algebra H is supposed to
be commutative and noetherian as an algebra!). For any algebra B we denote by N(B)
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endomorphism σ of B , we define the map γσ :N→N by formula
γσ (b)= σ(b)s + σ(b)s−1b+ · · · + σ(b)bs−1 + bs.
In particular, if B is an H -module algebra, then for each group-like element g ∈ G
we have the map γg :N → N induced by the automorphism g :B → B . Notice that
γ1(b)= (s + 1)bs .
Lemma 5.22. If σ is an automorphism of an algebra B such that γσ (y) = 0 for some
y ∈N =N(B), then there exist generators y0, . . . , yn of the ideal N such that γσ (yi) = 0
for i = 0, . . . , n.
Proof. Let t1, . . . , tn be any generators of the ideal N . For a fixed i  s we define the
polynomial fi ∈ B[X] by fi(X)=∑sj=0(σ (y)X+σ(ti))j (yX+ ti)s−j . Since γσ (y) = 0,
the polynomial fi is not equal 0. Hence there exists an αi ∈ K such that fi(αi) = 0,
because the field K is infinite (charK = 0). On the other hand, for x ∈ K we have
fi(x)= γσ (yx + ti ), because the map σ :B→ B is an algebra automorphism. It follows
that γσ (yi) = 0 for yi = yαi+ ti , i = 1, . . . , n. Besides, it is obvious that y0 = y, y1, . . . , yn
generate the ideal N . ✷
Definition 5.23. Let T be an arbitrary subset of the group G. By induction we define
a sequence {T0, T1, . . .} of subspaces of H as follows:
(a) T0 =H0 =KG,
(b) if n > 0, then Tn is the subspace of H spanned by the set{
h ∈H ; ∆(h)= h⊗ 1+ g⊗ h+w, for some g ∈ T and w ∈ Tn−1 ⊗ Tn−1
}
.
It is easy to see that {Tn}n0 is an increasing sequence of subcoalgebras of H and
Tn ⊂Hn.
Lemma 5.24. Assume B is an H -module algebra with N = N(B), and T is a subset of
G such that Tn−1(N) ⊂ N for some n > 0. Moreover, suppose that h ∈ Tn is such that
∆(h)= h⊗ 1+ g⊗ h+∑i hi ⊗ h′i for some g ∈G and hi, h′i ∈ Tn−1. Then for all a ∈N
we have the equality
0= h(as+1)= γg(a)h(a).
Proof. Notice that hi(ak) ∈ Nk and h′i (ak) ∈ Nk , because Tn−1(N) ⊂ N and Tn−1 is
a coalgebra. By induction on k, we show that
h
(
ak+1
)≡ (g(a)k + g(a)k−1a + · · · + ak)h(a) mod Nk+1. (11)
For k = 0 the equality is trivial. Assume k > 0 and (11) is true for k − 1. Then
A. Tyc, P. Wis´niewski / Journal of Algebra 267 (2003) 58–95 91h
(
ak+1
) = h(a)ak + g(a)h(ak)+∑
i
hi (a)h
′
i
(
ak
)
≡ h(a)ak + g(a)h(ak) mod Nk+1
≡ h(a)ak + g(a)(g(a)k−1 + g(a)k−2a + · · · + ak−1)h(a) mod Nk+1
≡ (g(a)k + g(a)k−1a + · · · + g(a)ak−1 + ak)h(a) modNk+1,
which proves the equality (11). As Ns+1 = 0, the lemma follows from (11) for k = s. ✷
Lemma 5.25. Suppose (0) is a primary ideal in an H -module algebra B with N =N(B),
and T is a subset of G is such that the function γg :N → N is nonzero for each g ∈ T .
Then h(N)⊂N for h ∈⋃n Tn.
Proof. Using induction on n, we show that Tn(N) ⊂ N for all n. Since T0 = KG,
T0(N) ⊂ N . Let n > 0 and let Tn−1(N) ⊂ N . Moreover, let h ∈ Tn. In order to show
that h(N) ⊂ N , we can obviously assume that ∆(h) = h ⊗ 1 + g ⊗ h +∑i hi ⊗ h′i ,
where g ∈ T and hi, h′i ∈ Tn−1. From the assumption we know that there is an rg ∈ N
such that γg(rg) = 0. Therefore, by Lemma 5.22, there exist generators x1, . . . , xt of
the ideal N with γg(xi) = 0 for i = 1, . . . , t . In view of Lemma 5.24, it follows that
0 = h(xs+1i )= γg(xi)h(xi). In particular, this means that for each i h(xi) is a zerodivisor
in A. Hence h(xi) ∈ N for i = 1, . . . , t , because the ideal (0) is primary. Consequently,
h(N)⊂N , and we are done. ✷
The above considerations suggest the following.
Definition 5.26. An H -module algebra B is called γ -nonzero, if there exists a subset
T ⊂G satisfying the conditions:
(a) The function γg :N→N is nonzero for each g ∈ T ,
(b) The set⋃n0 Tn generates H as an algebra.
Theorem 5.27. Let A be an H -module algebra and let M be an (H,A)-module
with Ass(M)G = Ass(M). Moreover, let (0) = ⋂ni=1Mn be an irredundant primary
decomposition of (0) ⊂M such that all the Mi are submodules of M . If the H -module
algebra A/(Mi : M) is γ -nonzero for each i = 1, . . . , n, then all ideals in Ass(M) are
invariant.
Proof. Let Qi = (Mi :M). By Lemma 4.6, every primary ideal Qi is invariant. Moreover,
Ass(M) = {P1, . . . ,Pn}, where Pi = √Qi . For each i = 1, . . . , n the H -module algebra
A/Qi is γ -nonzero, so that there exists a subset T ⊂G such that the function γg :Pi/Qi →
Pi/Qi is nonzero for each g ∈ T , and the set ⋃n0 Tn generates H as an algebra. In view
of Lemma 5.25, Tn(Pi/Qi) ⊂ Pi/Qi for all n 0, which implies that the ideal Pi/Qi is
invariant. The result is that the ideals Pi are invariant. ✷
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this end, we need the following.
Lemma 5.28. Let B be an algebra with N =N(B) = 0, and let s be, as above, the natural
number such that Ns = 0 and Ns+1 = 0. Then there are generators y0, . . . , yn of the ideal
N with ysi = 0 for all i = 0, . . . , n.
Proof. Choose any generators w1, . . . ,wn of the ideal N . Since Ns = 0, we can find
a sequence (i1, . . . , in) ∈Nn such that i1 + · · · + in = s and wi11 . . .winn = 0.
Now consider the polynomial f = (x1w1 + · · · + xnwn)s ∈ B[x1, . . . , xn]. Since
charK = 0, the coefficient of f at the monomial xi11 . . . xinn is nonzero. Hence there are
elements a1, . . . , an ∈K such that f (a1, . . . , an) = 0, by Lemma 5.21.
Let y = a1w1 + · · · + anwn. Then ys = f (a1, . . . , an) = 0, which implies that the
polynomial fi(t) = (ty + wi)s ∈ B[t] is nonzero for i = 1, . . . , n. By Lemma 5.21,
fi(αi) = 0 for some αi ∈K . Now let yi = αiy +wi and let y0 = y . Then {y0, y1, . . . , yn}
are the required generators of the ideal N , and so the lemma is proved. ✷
A second proof of Theorem 5.16. In view of Theorem 5.27, it suffices to show that every
H -module algebra B is γ -nonzero. So, let B be an H -module algebra with N(B)s = 0
and N(B)s+1 = 0. From Lemma 5.28 we know that there is an element y ∈ N(B) such
that ys = 0. Hence γ1(y) = (s + 1)ys = 0, because charK = 0. This proves that B is
γ -nonzero, because H is connected. ✷
To indicate another application of Theorem 5.27 let us introduce the following.
Definition 5.29. An endomorphism f :V → V of a vector space V is called E-inde-
pendent, if it is diagonalizable and the eigenvalues of f are linearly independent overN. An
endomorphism σ :B→ B of an algebra B is called E-independent if it is E-independent
as an endomorphism of the underlying vector space.
It is easy to see that every E-independent endomorphism f :V → V is an automor-
phism. Moreover, if f is E-independent and W is an f -invariant subspace of V , then the
restriction f |W :W →W is also E-independent.
Lemma 5.30. Let B be an algebra with N =N(B) = 0 and Ns = 0, Ns+1 = 0. Moreover,
let σ be an E-independent automorphism of B . Then the function γσ :N → N (γσ (a) =∑s
i=o aiσ (a)s−i) is nonzero.
Proof. By Lemma 5.28, ys = 0 for some y ∈ N . Furthermore, as N is a σ -invariant
subspace of A, N =⊕t∈W Nt , where Nt = {a ∈ N; σ(a) = ta} and W is the set of
eigenvalues of σ . Hence the element y can be written in the form y = y1 + · · · + yk ,
where yi ∈Nti for some t1, . . . , tk ∈W .
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f (x1, . . . , xk)=
s∑
l=0
(t1y1x1 + · · · + tkykxk)l(y1x1 + · · · + ykxk)s−l .
If α1, . . . , αk ∈K , then clearly f (α1, . . . , αk)= γσ (y1α1 +· · ·+ykαk). On the other hand,
f (x1, . . . , xk) =
s∑
l=0
(t1y1x1 + · · · + tkykxk)l(y1x1 + · · · + ykxk)s−l
=
s∑
l=0
( ∑
j1+···+jk=l
n(j1,...,jk)t
j1
1 . . . t
jk
k y
j1
1 . . . y
jk
k x
j1
1 . . . x
jk
k
)
×
( ∑
r1+···+rk=s−l
n(r1,...,rk)y
r1
1 . . . y
rk
k x
r1
1 . . . x
rk
k
)
for some n(j1,...,jk), n(r1,...,rk) ∈N \ 0. Hence
f (x1, . . . , xk) =
∑
m1+···+mk=s
(
s∑
l=0
∑
j1+···+jk=l
j1m1,...,jkmk
n′(m1,...,mk,j1,...,jk)t
j1
1 . . . t
jk
k
)
× ym11 . . . ymkk xm11 . . . xmkk
for some n′(m1,...,mk,j1,...,jk) ∈N \ 0. Since charK = 0, from the condition ys = (y1 + · · ·+
yk)
s = 0 we derive that there exist i1, . . . , ik with i1+ · · ·+ ik = s and yi11 . . . yikk = 0. Note
that if jl  il for l = 1, . . . , k, then yj11 . . . yjkk = 0 and σ(yj11 . . . yjkk )= tj11 . . . tjkk yj11 . . . yjkk .
Therefore, tj11 . . . t
jk
k is an eigenvalue of the automorphism σ . Now observe that the
coefficient of f at the monomial xi11 . . . x
ik
k , equal to
s∑
l=0
( ∑
j1+···+jk=l
j1i1...jkik
n′(i1,...,ik ,j1,...,jk)t
j1
1 . . . t
jk
k
)
y
i1
1 . . . y
ik
k ,
is nonzero, because the set of the eigenvalues of the automorphism σ is linearly
independent overN. This means that the polynomial f is nonzero, so that, by Lemma 5.21,
there are α1, . . . , αk ∈ K such that f (α1, . . . , αk) = 0. The conclusion is that for x =
α1y1 + · · · + αkyk we have γσ (x) = 0, as was to be shown. ✷
From Lemma 5.30 and Theorem 5.27 one gets the following.
Theorem 5.31. Let A be an H -module algebra and let T be a subset of G satisfying the
conditions:
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(b) The set⋃n Tn generates H as an algebra.
Then for any (H,A)-module M with Ass(M)G = Ass(M) all ideals in Ass(M) are
invariant.
Proof. Let M be an (H,A)-module with Ass(M)G = Ass(M), and let P ∈ Ass(M).
By Theorem 4.16, there exist a P -primary submodule M ′ ⊂ M . By Theorem 4.6, it
follows that the ideal (M ′ : M) in A is P -primary and invariant. So we can consider
the induced action of H on the algebra A/(M ′ :M). Let g ∈ T . Since the automorphism
g :A→A is E-independent, the induced automorphism g :A/(M ′ :M)→A/(M ′ :M) is
also E-independent. Hence, by Lemma 5.30, there exists an x ∈ P + (M ′ :M) such that
γg(x) = 0. In view of Theorem 5.27, this implies that the ideal P is invariant. The theorem
follows. ✷
The next result is an application of the above theorem to skew derivations.
Theorem 5.32. Let σ be an E-independent automorphism of an algebra A, and let
d :A→ A be a σ -derivation of A. Moreover, let I be an ideal in A such that σ(I) = I ,
δ(I)⊂ I , and σ(P )= P for P ∈Ass(I). Then all the ideals in Ass(I) are d-invariant.
Proof. Consider the Hopf algebra H =K〈g,g−1, t〉 from Example 2.4. If we put g(a)=
σ(a), t (a) = d(a) for a ∈ A, then A becomes an H -module algebra. Moreover, it is
obvious that I is an invariant ideal in A.
Let T = {g}. Then T1 ⊃ Kt , which implies that the set T0 ∪ T1 generates H as an
algebra. The conclusion now follows from Theorem 5.31. ✷
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