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Abstract: Evaluations of teacher preparation programs (TPPs) based in part on the 
performance of program completers have emerged as an education reform strategy in 
several states and have become central features of the Race to the Top (RTTT) grant 
competition. The objective of this policy review is to examine how the state of Tennessee 
measured and reported the extent to which teacher preparation programs (TPPs) explain 
the variation of the test score gains for public school students taught by program 
graduates. This review breaks down the findings by institution and certification pathway, 
comparing statistically significant outcomes at the state level produced by teachers from 
each TPP. An analysis of Tennessee's report card reveals considerable variation in the 
value-added estimates of beginning teachers, depending on the institution where they were 
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trained.  These results, however, should be interpreted with caution. This review offers 
several technical considerations associated with the interpretation of Tennessee's report 
card on the effectiveness of TPPs and explains how these considerations may affect the 
interpretation of the findings.  
Keywords: Teacher Preparation Program; Teacher Effectiveness; Value-Added Models 
 
La evaluación del “Report Card” de la Comisión de Educación Superior de 
Tennessee sobre las estimaciones de valor agregado de los programas de 
preparación de profesores 
Resumen: Las evaluaciones de los programas de preparación de profesores basadas en 
parte en el desempeño de finales de programas surgieron como una estrategia de reforma 
educativa en varios estados y se convirtieron en características centrales de la competencia 
de concesión Race to the Top (RTTT). El objetivo de esta revisión de política es examinar 
cómo el estado de Tennessee midió y reportó hasta qué punto los programas de 
preparación de profesores explican la variación de las ganancias de puntuación de prueba 
para estudiantes de escuelas públicas impartidas por los graduados del programa. Esta 
revisión rompe los descubrimientos por institución y camino de certificación, comparando 
resultados estadísticamente significativos a nivel estatal producidos por profesores de cada 
TPP. Un análisis del informe de Tennessee revela una variación considerable en las 
estimaciones de valor agregado de los profesores principiantes, dependiendo de la 
institución donde fueron entrenados. Estos resultados, sin embargo, deben interpretarse 
con cautela. Esta revisión ofrece varias consideraciones técnicas asociadas a la 
interpretación del “Report Card” de Tennessee sobre la eficacia de las TPPs y explica 
cómo estas consideraciones pueden afectar la interpretación de los hallazgos.  
Palabras clave: Programa de preparación de profesores; Eficacia de los profesores; 
Modelos de valor agregado 
 
A avaliação do “Report Card” da Comissão de Educação Superior do Tennessee 
sobre as estimativas de valor agregado dos programas de preparação de professores 
Resumo: As avaliações dos programas de preparação de professores baseadas em parte no 
desempenho de finais de programas surgiram como uma estratégia de reforma educacional 
em vários estados e se tornaram características centrais da competição de concessão Race 
to the Top (RTTT). O objetivo desta revisão de política é examinar como o estado do 
Tennessee mediu e relatou até que ponto os programas de preparação de professores 
explicam a variação dos ganhos de pontuação de teste para estudantes de escolas públicas 
ministradas pelos graduados do programa. Esta revisão quebra as descobertas por 
instituição e caminho de certificação, comparando resultados estatisticamente significativos 
ao nível estadual produzidos por professores de cada TPP. Uma análise do relatório do 
Tennessee revela uma variação considerável nas estimativas de valor agregado dos 
professores principiantes, dependendo da instituição onde foram treinados. Estes 
resultados, no entanto, devem ser interpretados com cautela. Esta revisão oferece várias 
considerações técnicas associadas à interpretação do “Report Card” do Tennessee sobre a 
eficácia das TPPs e explica como essas considerações podem afetar a interpretação dos 
achados.  
Palavras-chave: Programa de preparação de professores; Eficácia dos professores; 
Modelos de valor agregado 
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Introduction 
For more than two decades, states have moved from practices that prescribe educational 
inputs to new practices driven by Race to the Top funding that hold schools and districts, teachers 
and principals accountable for growth in student achievement (Cohen, 2012). A new era of 
accountability has been ushered in by the Race to the Top (RTTT) grant competition, which 
requires that these programs be held accountable for producing effective teachers (USDOE, 2011). 
As a result, increased pressure has been placed on states to invest in longitudinal data systems that 
are able to link practicing teachers to their preparation programs as well as to the test score gains of 
the students they teach. Making these linkages is a necessary step to assess how well students of 
graduates from different teacher preparation programs (TPPs) and other credential pathways are 
performing in terms of raising student test scores. In states like Tennessee, strong accountability for 
TPPs has been shared with the public at large in the form of report cards that publish value-added 
estimates for their TPPs (USDOE, 2014).  
In this policy review, I scrutinize how the state of Tennessee measured and reported the 
extent to which TPPs explain the variation of the test score gains for public school students taught 
by their program graduates. This review offers several technical considerations associated with the 
interpretation of Tennessee's report card on TPPs’ value-added estimates and explains how these 
considerations may affect the interpretation of the findings. An analysis of the report card reveals 
considerable variation in the value-added estimates of beginning teachers, depending on the 
institution where they were trained. These results, however, should be interpreted with extreme 
caution. The crux of this analysis relies on several limitations on the use of value-added models 
(VAMs) to evaluate teachers and TPPs, an inexact and imperfect social science that is highly error-
prone (Amrein-Beardsley, Lawton, & Ronan, 2017).   
Race to the Top (RTTT) and Every Student Succeeds Act (ESSA) 
The reauthorization of ESEA under President Obama called Every Student Succeeds Act 
(ESSA) eases off teacher accountability but retains school and TPP accountability. The 
evaluation of all TPPs (traditional and alternative routes) under ESSA contains mandates that 
require the states to produce annual report cards rating the quality of TPPs based on the 
following multiple measures1: “1) placement and retention rates of graduates in their first three 
years of teaching; 2) feedback from graduates and their employers on the effectiveness of 
program preparation; 3) student learning outcomes measured by novice teachers' student 
growth, teacher evaluation results, and/or another state-determined measure that is relevant to 
students' outcomes; and 4) and other program characteristics” (USDOE, 2016). Consistent with 
the focus on providing greater discretion and flexibility to states under ESSA, the states are 
granted flexibility in choice or use of performance measures to determine whether TPPs are 
effective, at risk, or low-performing (Kumashiro, 2015). The new TPP rating system is set for 
full implementation for the 2018-19 academic year.2 A key part of the accountability measure is 
the potential loss of federal TEACH grants (a program designed to prepare teachers to teach a 
                                                 
1 While the continuation of annual standardized testing is written into ESSA, the use of value-added models 
(VAMs) is not, and their use for teacher evaluations and TPPs is now left to all states to decide. For more 
details, see Every Student Succeeds Act. (Public Law No: 114-95). (2015). Washington, D.C.: United States 
Congress. Retrieved from https://www.congress.gov/bill/114th-congress/senate-bill/1177/text 
2 In February 2017, the lower chamber of the United States Congress voted to remove all regulations under 
the ESSA accountability, including teacher prep rules. A similar resolution from the upper chamber is also 
expected in the near future. 
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high-need field in a low-income area) if TPPs are not deemed effective in at least two of the 
previous three years. Tennessee is seen as one of the early adopters of this new federal mandate, 
after the launch of the redesigned 2016 report card for each credentialing program in the state  
(TSBE, 2016).  
The speed and ease of Tennessee's handling of the Race to the Top's application 
assurances and the accountability regulations on TPPs under ESSA should be attributed to its 
prior investments in value-added assessment and data reporting systems that are rarely 
accomplished or matched in other states. Tennessee is the state most strongly identified with 
value-added assessment, also known as the Tennessee Value Added Assessment System, or 
“TVAAS” —a system that dates back to 1992 (TCA 49-1-606). TVAAS is now known as the 
SAS Education Value-Added Assessment System (EVAAS) (Sanders & Wright, 2008; SAS, 2007, 
2012). According to Tennessee Code Annotated (TCA) 49-1-606, "data from the Tennessee 
comprehensive assessment program (TCAP) tests, or their future replacements, will be used to 
provide an estimate of the statistical distribution of teacher effects on the educational progress 
of students within school districts for grades three through eight." In 2007, the Legislature 
enacted a law mandating that the State Board of Education produce an annual assessment on 
the effectiveness of teacher training programs (TCA 49-5-108). The state law requires that the 
annual report includes data on the performance of each program’s graduates in the following 
areas: placement and retention rates, Praxis II results, and teacher effect data based on the 
Tennessee Value-Added Assessment System (TVAAS) scores (TCA 49-5-108).   
In keeping with the annual statutory reporting requirements on TPPs, the Tennessee 
Higher Education Commission (THEC) authored the Report Card on the Effectiveness of Teacher 
Preparation Programs (hereinafter the report card) between 2008 and 2010 that associated TPPs 
with student-achievement. The report cards were descriptive in nature and provided a low stakes 
appraisal of TPPs. The analysis compared the relative contribution of TPP graduates on value-
added measures. In 2010, the Legislature directed THEC to redesign and improve the report 
card from a descriptive analysis to a high-stakes evaluation of beginning teachers and program 
accountability of TPPs. THEC was charged the authority and responsibility to compile and 
publish the 2011 report card to better integrate data from the preparation programs. The report 
included an analysis of aggregated TVAAS data to determine both teacher effectiveness and 
overall preparation program effectiveness. Because of such changes to the report card, what 
used to be a descriptive appraisal has now become an exercise in research and treated as a 
research report. Although the original intent of the report card is greater accountability for 
publicly-funded TPPs (see for example, Tennessee’s RTTT application), the state’s report card 
has so far only been used to allow key stakeholders, including the public, to review and compare 
the performance of TPPs. The state has not yet incorporated the report card into a formal 
program-approval system. 
In 2016, the State Board of Education unveiled a newly designed report card aimed at 
providing a user friendly and interactive exploration of the performance results of individual 
TPPs and the value-added estimates of their graduates, as well encouraging a multi-stakeholder 
dialogue (i.e., local school districts; college/university and other TPP providers; and aspiring 
teachers) about continuous program improvement and accountability (TSBOE, 2016b, 2016c). 
The report's color-coded rating system highlights a TPP’s progress across several domains such 
as: candidate profile, employment and provider impact (TSBOE, 2016a). The candidate profile 
domain evaluates a TPP’s ability to recruit a strong, diverse cohort of candidates and prepare 
them to teach in high-need subject areas. The employment domain evaluates a TPP’s 
performance in preparing educators to begin and remain teaching in Tennessee public schools. 
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The provider impact domain reports on the effects of TPP completers in public school 
classrooms. The newly revised report card removes dense facts such as mean T-values3 based on 
TVAAS scores and comparisons of teacher effects between beginning teachers from TPPs and 
more experienced teachers. Despite the inclusion of multiple domains, the underlying premise 
remains the same: that is, that value-added and achievement data of TPP graduates are central 
components of TPP accountability. 
Although the policy review under study is limited to a critique of the report card released 
in the 2011-12 academic year, this period reflects the emerging empirically grounded work to 
link program graduates to their TPPs as well as to the value-added data of the students they 
teach, as mandated by federal and state policies. It should be noted that THEC produced the 
report card funded through the state’s share of the Race to the Top award. Many of the same 
underlying VAM-related issues that are contained in the 2012 report card are still applicable 
today.  
The policy review proceeds in two steps. First, my review highlights concerns about 
accuracy, consistency/measurement validity and usability issues. Extending this line of analysis, I 
highlight prior studies that point out serious flaws in relating TPP quality to teacher’s “valued-
added”, a reflection of the problematic nature of assumptions guiding value-added measures 
(VAMs) and their use, particularly in gathering student growth scores and tying them to specific 
teachers and, in turn, tracing them back to individual TPPs. Additionally, I point out several 
sources of selection bias that are often not addressed in VAMs that estimate teacher impacts on 
student achievement and the quality of TPPs. 
 The second step points to some of the considerations that deserve closer attention when 
evaluating the accuracy, consistency/validity and usability of Tennessee's report card on TPPs. I 
identify several technical considerations associated with the interpretation of the report card and 
explain how these considerations may affect the interpretation/translation of study results.  In 
describing the relevant findings in the report card, I present results at a level of detail intended 
to balance content and readability. The scope of my review focuses on compelling findings; I 
consider each aspect of the report's unique strengths and weaknesses; and I reconcile findings 
and join them together through deliberate reasoning.  
Use of VAMs in Policy Context 
Tennessee is of interest because it is one of two states to receive the first RTTT funds and has 
led other states in attempting to align state-level teacher effectiveness policies including TPPs. While 
a total of 12 states have won the federal Race to the Top (RTTT) competition and have committed 
to using value-added (student achievement growth as measured by standardized test scores) for TPP 
evaluations, an analysis of a state's evaluation design and instruments of TPP accountability system is 
less understood (Crowe, 2010). Five years after the original draft of the Race to the Top's Request 
for Proposal (RFP), there remains a paucity of information of how well every state’s TPP 
accountability system is analyzed and communicated to the public through TPP annual report cards. 
Given the prominence of the TPP accountability system, the time may be propitious for subjecting it 
to major review. This policy review is undertaken to fill this knowledge gap.  
By and large, the discussion suggested in this policy review will be useful to state 
representatives, researchers, policymakers and any stakeholders (i.e., district officials, principals 
and teachers) who are interested in policy discussions concerning the use of value-added models 
                                                 
3 In the 2012 report card, THEC uses the terms "mean T-value of teacher effect," "T-value of teacher 
effects," and "teacher T-value effects" interchangeably. For consistency, this study uses the term "mean T-
values" to refer to the value-added estimates of graduates from different programs within a single TPP. 
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(VAMs) for high-stakes accountability and as a tool for school improvement. Encouraged and 
financially incentivized by federal programs, states are becoming even more reliant on statistical 
models as a key component of their state-based teacher evaluation and teacher preparation 
programs (TPPs). As policies increasingly hold teachers accountable for their performance, calls 
for holding the TPPs that prepare them accountable for their performance have also increased. 
Although our discussion is state-specific, value-added methods are now encouraged nationally 
and are required for states to be competitive for federal funding (Collins & Amrein-Beardsley, 
2014).  
The Tennessee Value Added Assessment Models (TVAAS), a layered mixed effects model, 
pioneered by University of Tennessee’s Professor William Sanders4, has been in use since 1991 
when the Education Improvement Act was adopted (Sanders & Horn, 1994, 1998; Sanders, 
Saxton & Horn, 1997). Since the implementation of TVAAS a large variety of value added 
statistical models (i.e., the Value–Added Research Center (VARC) model, the RAND 
Corporation model, the American Institute for Research (AIR) model, and the Student Growth 
Percentiles (SGP) model) have been developed and applied (Amrein-Beardsley & Collins, 2012). 
In addition to the development and widespread adoption of these growth models there has been 
a surge in the research base providing analysis of the benefits, drawbacks, costs, and 
implications of these new methods (Darling-Hammond et al., 2012; Hewitt, 2015; Pullin, 2013; 
Sparks, 2011). In general these growth models are very complex and highly technical , and there 
are concerns that policymakers, administrators, teachers and other stakeholders will struggle to 
understand the pros and cons of so many different and complex approaches. Even when 
applying the same techniques to the same data sets, different researchers can sometimes 
generate different results (Amrein-Beardsley, 2008; Rothstein, 2007; Sanders & Wright, 2008; 
Schochet & Chiang, 2010).  There is less agreement that TVAAS or other growth models can be 
used to accurately distinguish the effects of a single teacher as well as rank the effectiveness of  
each TPP in the state (Baker at al., 2010; Corcoran, 2010; Otterman, 2010). While proponents of 
TVAAS view state policies that call for holding TPPs accountable for their performance as 
opportunities for new levels of accountability and support, there is little consensus on the issue 
(Lockwood et al., 2007; McCaffrey et al., 2003).  
Although a variety of VAM methods could be used to determine value-added estimates of 
TPPs, states have so far only used the TVAAS methodology for evaluating the impact of TPPs on 
student achievement. Louisiana is the only other state with a longstanding tradition of embracing the 
full TVASS model to evaluate TPPs (Gansle et al., 2010, 2012; Noell et al., 2008, 2009). Now on its 
seventh year of publication, the state of Tennessee’s release of this report card in November each 
year has a wide appeal for the governor and state policymakers who have advanced national and 
state value-added initiatives for several decades as the mantle of education reform. The public 
consumption of the report card through social media blogs, think tank publications, and news 
sources (i.e., Chalkbeat, The Commercial Appeal, Nashville Public Radio) also fuels the policy divide 
between supporters and detractors of value-added models in the state (Miller, 2016a, 2016b; Tatter, 
2016a; Zelinski, 2012). Leading ‘deregulation’ advocates (loosely coupled networks of 
philanthropists, think tanks, and advocacy groups) led by The State Collaborative on Reforming 
Education or “SCORE” (founded in 2009 by former U.S. Senator Bill Frist) have engaged decision 
makers and K-12 administrators, not only to rally their support behind the TVAAS teacher effects 
                                                 
4 Dr. William Sanders passed away on March 16, 2017, at the age of 74. Prior to his death, he received the 
2015 James Bryant Conant Award, given annually by the Education Commission of the States (ECS) to 
recipients who have made outstanding contributions to education in the United States.  
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data but also to communicate and publicize the differences in VAM estimates among TPPs 
(SCORE, 2016a, 2016b). Further, SCORE’s close collaboration with Tennessee Department of 
Education and State Board of Education legitimates the value-added approach for accountability in 
the state. These entities, together with alternative training programs that have poured into the state 
(i.e., Memphis Teacher Residency, Nashville Teacher Residency, Relay Graduate School of 
Education), provide the nucleus of a solid constituency that have called for strengthening the 
education labor market through competition or accountability scores/ratings (MTR, 2014; Tatter, 
2016b; Zeichner & Pena-Sandoval, 2015).  
I identify the detractors of the report card as being comprised of stakeholders (i.e., 
Tennessee Education Association or TEA, Tennesseans Reclaiming Educational Excellence) that 
have raised questions about reliability, validity, fairness and transparency of the results (TEA, 2015). 
The battle has escalated recently with TEA’s failed lawsuit that challenged the constitutionality of 
the state's use of TVAAS in teacher evaluations, and public debate on merits and demerits of the 
report card has grown more heated and politicized. Such fractures in the state’s ongoing discourse 
on applying VAMs to TPPs are a microcosm of the deep policy divide that looms large both in 
public and academic circles (Lincove et al., 2014). 
It should be noted that the algorithms underlying the evaluation of the effectiveness of TPPs 
using TVAAS data are proprietary and placed in the hands of an out-of-state firm (SAS Institute in 
North Carolina) that has no governmental standing in Tennessee. This makes it difficult (impossible) 
to critique both the model and the analysis and repeat any of the complex statistical procedures that 
are not transparent and accessible to researchers (OREA, 2013). Such lack of access to student raw 
data has prevented researchers from examining the quality of the underlying student growth scores, 
as well as to utilize VAM scores through statistical modeling (Ronfeldt & Campbell, 2016). The 
absence of transparency over TVAAS’ closely guarded equations has led critics to raise questions 
about fairness (Commercial Appeal, 2016).5Under the current Tennessee law, TVAAS is operated by 
a privately held analytics software multinational company (SAS Institute, Inc.), which provides 
results back to the Tennessee Department of Education every school year. TVAAS results are then 
used by the Tennessee Higher Education Commission (THEC) to design and publish an annual 
report card comparing the value-added estimates of recent licensure recipients from various TPPs to 
the value-added scores of other teachers in the state.  
The technical review of THEC's report card has limitations that should be noted. Although 
my review is focused on the varied technical details from the report card, I do not have access to 
TVAAS teacher effects raw data that would allow us to replicate the reported study findings (TCA-
1-606b). As a result, the policy review is limited to an analysis and discussion of summary tables in 
the report card, augmented in some cases with additional contextual data, in a productive manner.   
The organization of the rest of the study is as follows: section two begins with an 
examination of evaluation design and research elements that have formed the basis of much of the 
work in this field, and then describes the range of studies from recent efforts to measure the impact 
of TPPs. Section three describes the data and the report card's method of analysis. I then introduce 
the main analytic framework in section four. Section five presents the results, while the final sections 
contain the discussion and concluding remarks. In the next section, I summarize the findings that 
                                                 
5 Seven Houston teachers and the Houston Federation of Teachers have questioned the proprietary nature of 
TVAAS/EVAAS in an unprecedented lawsuit filed in 2014 with the U.S. District Court for the Southern 
District of Texas. The case opposed the district’s use of EVAAS in teacher evaluations. The federal judge 
ruled in favor of the teacher plaintiffs, claiming that measuring teacher performance based on a proprietary 
computer model violated constitutional due-process rights (see the case. Houston Federation of Teachers et al. v. 
Houston ISD). 
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have emerged from prior research efforts on teachers and TPPs and indicate some of their 
limitations. I also raise more policy questions left inadequately answered. 
Literature Review 
An Aggregation Approach to VAM for Estimating Teacher and TPP Effects 
TVAAS methodology follows the progress of individual students over time by comparing a 
student’s predicted growth to their actual growth over the course of the school year. What makes 
TVAAS different from other VAMs is that there are three or more years of longitudinal student data 
available for analysis (Ballou, Sanders, & Wright, 2004). Each student is compared to his/her own 
past performance. By using individual student longitudinal data, each student serves as his or her 
own ‘control’ thereby eliminating the confounding impact of demographic variables, such as poverty 
and race/ethnicity. This means that unlike other VAMs, a student’s background characteristics (i.e., 
race, SES status) are not explicitly entered into the TVAAS equations as covariates. If a student 
actual growth score is greater than his or her predicted growth score, the difference is positively 
attributed to their teacher (i.e., the teacher is given a positive value-added score). Conversely, if a 
student actual growth score is less than his or her predicted growth score, the difference is negatively 
attributed to the teacher (Wright et al., 1997). Therefore, a ‘teacher effect’ is defined as the average 
test-score gain for his or her students, adjusted for differences across classrooms in student 
characteristics such as prior scores. Tennessee also derives an aggregate measure of a teacher’s value-
added by measuring an individual teacher effect relative to the district gain. Notable scholars claim 
that such an aggregation approach to value-added modeling is important for policy purposes: over 
time a district can monitor changes to their teachers’ VAM scores based on the extent to which their 
students consistently exceed or fall below the district average gains for their grade and subject (Kane 
& Staiger, 2008; McCaffrey et al., 2009). 
At the aggregate level, the teacher effects are averaged for all the teachers from a TPP and 
the averages are used to compare the performance of TPPs. In particular, Tennessee’s report card 
produces estimates of mean T-values under the assumption that any TPP that produces program 
graduates (beginning teachers) with sufficient data for evaluation within any given subject/grade 
would not have any unfair advantage over any other subject/grade group. The underlying TVAAS 
estimates of TPPs’ valued-added scores (henceforth, mean T-values) are based on the extent to 
which their program graduates consistently exceed or fall below the district average gains for their 
grade and subject.  
Research on the Uses of VAMs to Evaluate Teachers 
Using value-added models (VAMs) for individual teacher evaluation is gaining increasing 
acceptance among policymakers as a powerful departure over conventional indicators, such as 
classroom observations or measures of educational attainment or experience. In several states, up to 
half of a teacher’s evaluation depends on estimates from a VAM (Lohr, 2015). What William 
Sanders called “value-added” parallels that used in his other field of research on agricultural 
production/efficiency (Sanders, 2000).  
To understand the use of VAMs to evaluate teachers, I begin with the vast and ongoing 
debate from different accomplished scholars about the technical adequacy and optimal application 
of such measures. In general, this debate is split into two camps. One group claims that VAM’s 
instability can be appropriately adjusted in econometric models to obtain consistent estimates of a 
teacher’s effectiveness. The other regards VAMs as so fundamentally flawed as to be rendered 
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unusable for making consequential decisions about teachers, except for use as part of quality 
improvement effort but not for accountability.   
Researchers belonging to the first camp have compared estimates derived from different 
statistical methods and other technical issues involving model specification, choice of sample and 
outcome, and measurement error in the estimation of “teacher effects” (Chetty, Friedman, & 
Rockoff, 2014). Prior studies find considerable differences between the most and least effective 
teachers based on value-added results (Rivkin, Hanushek, & Kain, 2005; Sanders & Horn, 1998). 
Simulated student achievement datasets that mimic plausible types of student grouping and teacher 
assignment scenarios have indicated that some value-added estimators perform better than others 
(Guarino, Reckase, & Wooldridge, 2015; Guarino et al., 2015). Simulation studies have also shown 
that the potential for misclassifying teachers as high- or low-performing could be substantial, 
particularly for teachers who teach low-performing students. More recent experimental and quasi-
experimental approaches have obtained informative estimates of teacher-value added, but with some 
noise (Chetty et al., 2014; Kane & Staiger, 2008; Staiger & Rockoff, 2010). Kane and Staiger (2008) 
compare experimental VAM estimates for a subset of California teachers with earlier non-
experimental estimates for the same teachers and find that they are similar, suggesting that VAMs 
are better than other measures of teacher quality or subjective ratings. Chetty et al. (2014) find that 
estimated teacher effects on short-run achievement are large, and these estimates are correlated with 
long-run outcomes, including earnings. Other studies suggest that teachers improve in effectiveness 
in terms of value-added to student achievement up through at least their first four years with a 
leveling off after five years (Clotfelter, Ladd, & Vigdor, 2006; Rivkin, Hanushek, & Kain, 2005; 
Rockoff, 2004). Still other research suggests that overall teacher effects on math and reading 
achievement may tend to fade out relatively quickly, by up to 50 percent per year (Kane & Staiger, 
2008; Rothstein, 2010). The crux of the VAM framework relies on a selection-on-observables 
assumption: teachers are assumed to be as good as randomly assigned conditional on previous test 
scores and other observed characteristics. 
Researchers belonging to the other camp have documented the problems of measurement 
error and other sources of year-to-year variability in gain score data that are unstable across units 
(students), outcomes (subjects and tests) and settings (classrooms, supports, mobility, and other 
contextual factors) (Aaronson, Barrow, & Sander, 2007; Ballou, 2005; Koedel & Betts, 2007; Mihaly 
et al., 2010). For example, Koedel and Betts (2007) find that quintile groupings of estimated math 
teacher effects for the same teachers across different years can be unstable. Corcoran and Goldhaber 
(2013) note that the fewer the years of students’ prior achievement and the smaller the sample (the 
number of students’ test scores), the more imprecise the value-added estimates. With respect to the 
issue of validity, Papay (2011) finds that the different yet similar tests do not provide consistent 
teacher rankings on value added measures. All things considered, the low reliability/validity and 
stability of VAMs thus reinforces the need to proceed with great caution in using value added for 
high-stakes decisions about teachers. 
Research on the Uses of VAMs to Evaluate TPPs 
By extension, proponents of VAMs claim that the effectiveness of program graduates as 
measured by test score gains of the students they teach can be used to evaluate TPPs. However, 
researchers face many of the same econometric challenges that arise when VAMs are used to 
evaluate TPPs. Henry et al. (2012) review the approaches taken in several states’ RTTT proposals 
that have already estimated TPP effects with regard to the assessment of TPPs. Their analysis draws 
attention to the challenges these states face in establishing a “true effect” of a TPP on student test 
scores. A number of studies also confirm the challenges of estimating the TPP effects in subjects 
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where a large number of students have multiple teachers (Hock & Isenberg, 2012; Noell et al., 2008, 
2009).  
In a study comparing TPPs in Missouri, Koedel et al. (2012, 2015a, 2015b) have found more 
variation within programs than between them. The differences across programs explain only 1% to 
3.2% of the total variation in teacher effects, while the estimated differences between the top and 
bottom programs (about 0.12 points) are primarily due to estimation-error variance rather than real 
differences in preparation. According to Mihaly et al. (2012), how VAMs are specified can also affect 
the value-added based TPP estimates from one program to another, with at least one TPP moving 
from the bottom quartile to the top quartile after the change in model specification is implemented. 
Indeed, a growing body of studies based on the VAMs of program graduates have confirmed little to 
no differences between TPPs, indicating that the variation in teacher effects is not explained by 
differences in preparation (Goldhaber, Liddle, & Theobald, 2013; Koedel et al., 2015; Mihaly et al., 
2005; Osborne et al., 2012). Using a large and diverse dataset from Texas, Hippel et al. (2016) find 
that the true teacher quality differences between TPPs—the so-called ‘policy signal’—to be quite 
small and noisy. In particular, a one standard deviation increase in TPP quality predicts just a .02 and 
.03 standard deviation increase in student scores. Compounded by the problem of multiple 
comparisons (fewer large TPPs), the authors raise doubts if TPP differences could be estimated 
reliably. 
Selection Bias Problem 
There is a major selection problem in the use of VAMs to gauge teacher effects and the 
effectiveness of teacher preparation program graduates. In the case of teacher effects, Rothstein 
(2007, 2009, 2010) provides evidence that students who are assigned to classrooms in non-random 
ways can create biased, teacher-level value-added scores. Such nonrandom sorting of teachers to 
students across schools, as well as the nonrandom sorting of students to teachers within schools, 
introduces systematic errors or potential biases into estimates of teacher effects caused by un-
observables. Well known to researchers as the “Rothstein falsification test”, Rothstein states that his 
test can be used as evidence that the various factors affecting student-teacher sorting are not fully 
included as controls in VAMs, implying a correlation between time-varying omitted variables 
affecting achievement gains and teacher placement into classrooms (Koedel & Betts, 2011).  
In terms of estimating the value-added scores of TPPs, two sources (multiple) of selection 
bias are eminent: a bias that comes when TPPs select candidates and later at entry to full-time 
teaching. In the absence of an experiment, economists rely on a variety of statistical control 
strategies and/or natural experiments to reduce omitted variables bias that are most likely to occur at 
multiple stages—at entry to teacher education, during teacher education and at entry to full-time 
teaching. However, prominent researchers have claimed that the assumptions surrounding VAMs 
are overly simplistic given the non-randomness of the teacher candidate population and the teacher 
selection that occurs at these multiple stages (Collins, 2014). Such a concern is worth emphasizing 
because policy discussions often treat the impact of TPP attributes on specific teacher and student 
outcomes as a reflection of training alone. The more TPPs within a state differ in their policies, 
selectivity, mission and approval process for candidate selection and training, the more likely we see 
biased estimates in the effectiveness of their graduates. For example, if teacher candidate pools who 
enroll in a traditional TPP are systematically different from teacher candidates who enroll in an 
alternative program (i.e., TFA), and both teacher candidate pools with different characteristics are 
compared once they become teachers, one group might have a distinct and unfair advantage over 
the other (Boyd et al., 2006, 2009; Harris & Sass, 2011; Wenglinsky, 2002). More recent research on 
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the effects of selection at entry to TPPs comes from Teach for America (TFA), which focuses on 
identifying candidates who will become strong teacher-leaders.  
The policy direction and value of TPPs are hotly contested research areas. Like every state, 
Tennessee has relied on alternative routes to certification (TCA 49-5-5603) such as Teach for 
America (TFA) as a significant source of new teachers. It has been generally assumed that graduates 
from more selective TPPs such as TFA are superior teachers. Early studies provided some support 
for these claims, as a number found positive correlations between quality of university attended and 
teacher effectiveness (Ehrenberg & Brewer, 1994; Summers &Wolfe, 1977). However, Kane, 
Rockoff and Staiger's (2008) study of New York teachers found little difference between teachers 
recruited from highly selective colleges by TFA and other teachers. Clotfelter and his colleagues’ 
research using North Carolina administrative data found no relationship between college selectivity 
and teacher effectiveness in elementary and middle schools (2006, 2007a). By contrast, Clotfelter, 
Ladd, and Vigdor (2006) found a significantly positive relationship between college selectivity and 
the effectiveness of high school teachers. Mixed findings like these are not surprising given that 
there are likely significant differences in the effectiveness among teachers who received training in 
either traditional or alternative programs from highly rated institutions (Humphrey, Wechsler, & 
Hough, 2008). 
Another major source of selection bias is in disentangling the impact of TPPs on graduate 
performance from influences at entry to full-time teaching (i.e., characteristics of the schools and 
districts they teach) (Harris & Sass, 2011). The major challenge is how to mitigate bias from 
nonrandom assignment of TPP graduates to schools, as well as account for unmeasured school 
conditions that can impact job placements and estimates of the productivity of TPP graduates.  
Features like professional development, induction programs, mentoring, curriculum/pedagogy, 
collegial culture, and attributes and types of students all influence VAM measures of TPP graduates. 
If teacher effect estimates are sufficiently biased, they may lead to errors in the recruitment or 
dismissal of new teachers and misallocate priorities of TPPs. Such problems could undermine 
confidence in data collection systems and the use of VAM-based data for TPPs. Clearly, addressing 
selection bias is a concern when using VAMs to assess TPPs. 
A Framework for Analysis 
The public demand for effective teachers and high-quality TPPs makes it crucial to scrutinize 
how well states like Tennessee accurately assess the value-added contribution of teachers trained at 
in-state TPPs. I consider three central issues in reviewing the evaluation findings that link TPPs to 
teaching effectiveness based on teacher value-added measures. The issues are: 1) accuracy, and 2) 
consistency and validity, and 3) usability.  
Accuracy 
  The issue of accuracy is intended to increase the dependability and truthfulness of the 
findings, especially those that link the differences in teacher value-added estimates to systematic 
differences in TPPs (Plecki, Elfers, & Nakamura, 2012). I examine the extent to which the report 
card provides accurate public information when implementing VAMs to assess the program impact 
of TPPs based upon the achievement gains of students taught by beginning teachers. As pointed out 
in this policy review, the calculated effect estimates (in this case, the mean T-values of the teacher effect) 
do not capture all relevant aspects to accurately estimate the TPP graduates’ value-added, even when 
focused solely on the subject areas of the Tennessee Comprehensive Assessment Program (TCAP) 
tests. The VAM estimates produced in the report card are either unstable or inaccurate, and 
therefore very far from perfect for policy or practical purposes. Although it is beyond the scope of 
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this study to test and use proxies for unobserved teacher and TPP attributes, the additional data 
collection provide contextual details to the report card. I seek to use this information to examine the 
full range of statistical problems that arise in producing the value-added scores of TPPs.  
Consistency and Measurement Validity 
 The issues of consistency and validity are made up of two components: (i) the focus on 
consistency and clarity of the definitions and analytic procedures; and (ii) systematic errors in 
measurement. For example, using a measure based on the teacher effect is a valid measure of TPP 
evaluations if it accurately measures the teacher effects it is intended to measure (Kupermintz, 2003). 
If this measure contains little error, it is valid. On the other hand, consistency in this context relates 
to the treatment of the information on TPPs and teacher effects. I also identify systematic errors in 
measurement (Ballou, 2005). The attention to consistency and measurement validity of teacher 
effects adds to the emerging body of research about the measurement error in estimates of teacher 
effects and unaccounted for variability within and across TPPs (Aaronson et al., 2007; Goldhaber & 
Hansen, 2010; Kane & Staiger, 2008; Koedel & Betts, 2007).   
Usability  
 Usability is a quality attribute that assesses how easy and useful it is for the different types of 
stakeholders to define and interpret research evidence and evaluation. Because a quantitative 
evaluation of TPPs does not speak for itself, policymakers, practitioners and the general public must 
always interpret its meaning, consequences, and implications for their particular needs and 
circumstances. The information gathered through accountability systems such as TPP evaluations 
using a value-added system has created unprecedented stakes around stakeholders' use of evidence 
as applied to their local circumstances and implementation concerns. Several usability issues are 
identified in this policy review. This review calls for caution against embracing formal, outcome-
based evaluations of TPPs without caveats that limit their applicability (Fuller, 2014; Floden, 2012). 
This policy review suggests that given the inherent difficulty of disentangling the impact of teachers 
and TPPs on value-added scores, policy-makers, educators and the general public should be cautious 
about inferring too much about the effectiveness of TPPs based on VAM itself. 
Methods & Data 
The primary unit of analysis in the report card is the teacher preparation program (TPP). 
The TPP data include all of the common demographic variables of licensure recipients as well as 
placement and retention rates, Praxis II results, and teacher effect data based on TVAAS scores.  
The report card includes additional indicators intended to measure the quality of beginning 
teachers for each TPP that have been used in previous studies, such as licensure status, 
endorsement areas, and prior academic performance. Table 1 identifies the full set of variables 
used in the report card.6 In addition, I itemize additional indicators reported to Tennessee 
Higher Education Commission (THEC) by the TPPs but are not published or used in the report 
card.  
  
                                                 
6 Personal information such as zip code and date of birth tied to the program completers are not 
reported so that privacy issues are not compromised. Under the state's statute (TCA 49-1-606), 
individual teacher effects are considered private, and hence restricted for access, use, and analysis by the 
general public.  
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Table1 
Description of the variables (with variable names) collected from the report card   
A. Teacher Preparation Program* Description 
Institution Type Alternative Provider, TICUA, TBR 
Accreditation SACS, NCATE 
Approved Teacher Education Programs total number of approved teacher education programs 
Top Endorsement Areas Tennessee areas of endorsement that program completers 
completed at the time of graduation   
Placement and Retention Data the number of years since the program completers per 
TTP have graduated and been eligible to teach 
Teacher T-Value Effects teacher effect divided by its standard error in all subjects 
Counties/Districts where Program Completers 
Taught in 2011-12 
county/district name, number of teachers 
Duration of Teacher Preparation Program 4- or 5-year program 
Type of Initial Teacher License total in-state and out-of-state program completers per 
TTP  
Licensure Type of Program Completers total number of program completers with traditional and 
alternative licenses 
  
B. Teachers* Description 
Race a completer's race: Asian/Pacific, Alaskan Native, Black, 
Hispanic, White, Unclassified, American Indian, 
Multiracial 
Gender a completer's gender: Male, Female, Unknown 
Licensure Status licensure status:  Apprentice, Transitional, Beginning 
Level Administrator, Interim Type B, JROTC, 
Occupational Education, Out-of-State, Professional 
Teacher, Apprentice Special Group/Professional School 
Service Personnel, Beginning Instructional Leadership 
Academic Information final GPA, major GPA, high school GPA, ACT 
Composite, ACT Reading/Science/English/Math, SAT 
Cumulative, SAT Math/Verbal 
  
C. Data collected but not published** Description 
Program completer's personal information name, date of birth, permanent residence, state, zip code 
TVAAS Teacher Value Added (also known as 
Teacher Effects Data) 
estimates of specific teacher impact on the progress of the 
students 
Program completion status program completer's status: degree recipient or non-
degree recipient 
Award Term/Year program completer's award term and year: 
fall/spring/summer 
Degree Awarded specific degree awarded 
Primary Major/Secondary Major first and second major areas in which the degree was 
awarded  
Note: *Information contained in the actual Report Card.  **Collected but not contained in the report card. 
Source: Tennessee Higher Education Commission (THEC; 2012c).  
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Several other databases that contain a range of information about the TPPs, as well as 
the environments (i.e., school district) in which these TPPs are located, substantially enrich the 
report card. I use the School District Demographics System (SDDS) and the American 
Community Survey's 2006-2010 dataset to access information about demographics and social 
characteristics of school districts in Tennessee. I also use the Tennessee Department of 
Education website to examine the state's 2012 academic report card, which provides district-by-
district designations under the new accountability system, such as Exemplary District and 
Reward School Status. 
           The data used in the report card come from the Tennessee Value-Added Assessment 
System (TVAAS). The value-added data from TVAAS are linked to all beginning teachers who 
received their licensure in 2011-12 from one of 41 Tennessee TPPs in the state. All teachers 
who have been teaching for one to three years are included in the report card. 
           The content of the report card proceeds in two parts. The first set of analyses provides a 
statistical comparison between each TPP and the state distribution with respect to the 
percentage of licensure recipients (beginning teachers) being produced that are highly effective 
or very ineffective. It utilizes the binomial distribution to assess statistical significance, with a 
null hypothesis that each TPP distribution is the same as the state distribution. More specificall y, 
each TPP has a certain percentage of teachers who fell into the upper and lower quintiles. A 
level of 0.10 is used to determine significance (THEC, 2012b).  
           The second set of analyses calculates the mean T-values of the teacher effects using a 
one-way analysis of variance (ANOVA) with TPP as the fixed effect (THEC, 2012b). Such 
analysis is used to determine whether the comparison of the average T-value of teacher effect 
among beginning teachers in each TPP is statistically different from the other two reference 
populations, namely the average effectiveness of all veteran teachers (teaching more than three 
years) as well the mean of means for all TPPs in the state. The difference of the estimated mean 
teacher T-value of effects for each comparison group is tested for significance. More 
importantly, each TPP regardless of the number of teachers in a comparison group is weighted 
the same. The intuition behind the unweighting is simple: a comparison of each TPP mean to 
mean of all of the TPP means will cause a small number of TPPs to be assigned higher weights, 
and thus to dominate the mean. Further, the report claims that this method of unweighting 
ensures a more fair comparison among TPPs (THEC, 2012b).  
This policy review begins with constructing a data table of attributes and variable names 
used in the report card, along with additional data collected from federal and state sources (i.e., 
census data and achievement) to provide contextual details to the teacher training programs in the 
state. Next, I examined several potential sources of discrepancy between the reported mean 
effectiveness of beginning teachers that are grouped by subject and type of licensure and the mean 
teacher effects calculated (both weighted and unweighted) from institutional profile summary 
reports. I used Excel spreadsheets to arrange the analysis of the estimated differences in the average 
effectiveness of beginning teacher in a given subject/grade and licensure type from each TPP. As 
earlier noted, the THEC report card on the effectiveness of TPPs is generated from confidential and 
proprietary data sources and statistical models (commonly known as "black box" methodologies), 
making it impossible to replicate the results.  
  




The analysis begins with a breakdown of statistically significant findings by TPPs and 
certification pathways, comparing student outcomes produced by teachers from each of the TPPs at 
the state level. As shown in Table 2, Teach For America (TFA) programs in Memphis and Nashville 
stand out as outperforming every other teacher preparation program in the state, producing between 
17 and 24 statistically significant teacher effects in the most effective 20% of teachers for TPPs in 
every subject area. Two additional programs – the Memphis Teacher Residency and the University 
of Tennessee in Knoxville (UT Knoxville) –produce 16 and 11 statistically significant positive 
teacher effects, respectively. By contrast, 27 of 44 TPPs (61%) have generated teachers in the lowest 
quintile of effectiveness, as measured by the T-value of their teacher effects. The results are based on 
the analysis of the number of graduates in the most effective 20% and least effective 20% of all 
teachers.   
 
Table 2  

































of 4 Years 
Aquinas College 10 100% 0% Elem (K-
6) 
Yes 4 - - 0 
Austin Peay State 
University 
150 81% 19% Elem  
Eng., His 
(7-12) 
No 4 - 12 61.1 




Yes 4 6 2 50.9 
Bethel   University 41 78% 22% Elem; 
Phys Ed 
Yes 4 - 4 80 




No 4 - - 20 
Carson-Newman 
College 
137 74% 26% Elem; 
Middle; 
Phys Ed 
Yes 4 - - 58.7 
Christian Brothers 
University 




Yes 4 - 2 50 




Yes 4 2 2 74 
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Table 2 cont. 







































306 97% 3% Elem; Early 
Childhood;Eng. 
(7-12) 
No 4 - 19 48.6 
Fisk 
University 




65 97% 3% Elem; Middle Yes 4 8 - 64.2 
Johnson 
University 
41 100% 0% Elem; Middle Yes 4 - - 23.1 
King 
College 
32 97% 3% Elem; ESL 
(PreK-12) 
Yes 4 - - 58.8 
Lane 
College 
1 100% 0% Elem. Yes 4 - - 50 
Lee 
University 
189 94% 6% Elem; Middle; 
SPED 




17 100% 0% SPED; Early 
Childhood  




150 100% 0% Elem.; Business 
Tech; Business 
Ed. 
Yes 4 - 14 50 
Lipscomb 
University 
148 100% 0% Elem; Eng. (7-
12) 




19 100% 0% Elem; Eng. (7-
12) 
Yes 4 - - 53.3 
Maryville 
College 
38 100% 0% Elem; Eng. (7-
12); Phys Ed 




18 67% 33% Visual Arts (K-
12) 




25 100% 0% Elem; Math (7-
12) 





540 93% 7% Elem; Early 
Childhood; Eng. 
(7-12) 
No 4 4 27 71.3 
Milligan 
College 
62 95% 5% Elem; Early 
Childhood; 
History 
Yes 4 6 2 52.3 
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Table 2  









































40 100% 0% Elem; 
History 




147 0% 100% Elem; 
Middle; Eng. 
(7-12) 




97 8% 92% Elem; 
Middle 
NA NA 24 2 NA 
Teach 
Tennessee 
54 0% 100% Math; 
Biology 




93 100% 0% Elem; Early 
Childhood 




434 95% 5% Elem; Early 
Childhood; 
Phys Ed 




42 100% 0% Elem; Phys 
Ed 





63 0% 100% Middle; 
SPED 





64 0% 100% Elem; 
Middle 




109 100% 0% Elem; Phys 
Ed 
Yes 4 2 7 56.9 
Tusculum 
College 
120 98% 2% Elem; Phys 
Ed 
Yes 4 - 11 63.9 
Union 
University 
116 47% 53% Elem; 
Middle; Eng. 
(7-12) 
Yes 4 6 4 46.5 
University 
of Memphis 
466 81% 19% Elem; 
SPED; 
Middle (4-8) 
No 4 7 22 64.8 
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Table 2 cont. 
Programs at a glance: Tennessee's report card on the effectiveness of teacher training programs 
Source: Tennessee Higher Education Commission (THEC; 2012a). 
          
When the effectiveness of TPPs is revealed by comparisons across TPPs for which 
value-added results are statistically significant, such comparisons are not truly apples-to-apples.  
In particular, comparing these 'apples' (TFA programs and the Memphis Teacher Residency) to 
the remaining 'apples' (all other TPPs in the state) masks important differences in resource 
inputs to preparing and supporting prospective teachers. For example, TFA recruits undergo 
five weeks of training during the summer and complete intensive training in classrooms as 
student teachers or team teachers more than a typical new teacher (Darling-Hammond et al., 
2005; Xu et al., 2011). When a TFA teacher gets certified, they already have two years of 
teaching experience. In short, they prepare to teach at the same time as they are teaching and 
they do so over a two-year period of time. In that sense, a first-year TFA teacher is really in their 
third year of teaching, while a teacher from a regular TPP in their first year is really in their first 
year of teaching. Most TPPs do not require practicum experience until the junior or senior year 
of college. 
If this is right, one would expect the more experienced TFA teachers to have large value-
added to student achievement in the early years of post-certification. The same reasoning goes through 
for selective programs such as the Memphis Teacher Residency and the University of Tennessee in 
Knoxville. In particular, the Memphis Teacher Residency requires twelve-month training in their 
classrooms and intensive training-related activities during this period that is not typical of traditional 
TPPs. Clearly, the various approaches (resource inputs) to teacher training are important and may 
affect the extent to which we can accurately assess the effectiveness of each program's graduates based 
solely on teacher value-added data reports. 
Table 3 describes the characteristics of licensure recipients from the three highest rated 
effective teacher-training program institutions and the three least effective program institutions.  





































199 85% 15% SPED; Early 
Childhood; 
Middle (4-8) 




256 85% 15% Elem; SPED; 
Early 
Childhood 




259 81% 19% Elem; Phys Ed; 
Early 
Childhood  
No 4 1 29 61.7 
Vanderbilt 
University 
117 100% 0% Elem; SPED; 
Eng. (7-12) 
Yes 4 - - 18 
Victory 
University 
45 60% 40% Elem., Middle Yes 4 - 14 82.6 
Welch 
College 
6 100% 0% Elem. Yes 4 - - 20 
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Table 3 





















In-State 10% 13% 96% 90% 98% 97% 
Out-of-State 90% 87% 4% 10% 2% 3% 
Traditional License 0 8 218 379 209 504 
Alternative License 147 89 38 87 50 36 
Avg. Final GPA 3.56 3.66 3.81 3.48 3.37 3.4 
Avg. Major GPA 3.61 - - 3.55 - - 
Avg. High School GPA 3.69 - - 3.12 3.31 - 
Avg. ACT Composite 26.9 28.1 - 21.8 22.2 - 
Avg. ACT Reading 30.5 - - 23.2 23.1 - 
Avg. ACT Science 24.8 - - 21.4 21.6 - 
Avg. ACT English 29.5 - - 23.3 23 - 
Avg. ACT Math 27.7 - - 20.2 20.8 - 
Avg. SAT Cumulative 1330 - - 1038 - - 
Avg. SAT Math 655 - - 496 - - 
Avg. SAT Verbal 671 - - 541 - - 
No. of Completers 147 97 256 466 259 540 
No. of Statistically 
significant (SS) (+) results 
17 24 11 7 1 4 
No. of Statistically 
significant (SS) (-) results 
2 2 6 22 29 27 
Praxis II Pass Rates N/A N/A 97% 98% 90% 94% 
% of Teachers Teaching in 
Year 1 (2007-08 cohort) 
100% n/a 70.1% 66.9% 64.1% 67.2% 
% of Teachers Teaching in 
Year 2 
100% n/a 70.6% 69% 71.3% 71.6% 
% of Teachers Teaching 3 
Consecutive Years 
31.1% - 58.8% 58.8% 57.5% 58.3% 
% of Teachers Teaching 3 
out of 4 years 
- - 61.6% 64.8% 67.7% 71.3% 
Source: Tennessee Higher Education Commission (THEC; 2012a).  
  
America (TFA) and the Memphis Teacher Residency demonstrating better performance on measures 
of academic preparation and/or general ability than those teachers from other institutions. TFA-
Memphis and TFA-Nashville teachers appear to have the highest GPA and aptitude scores (SAT 
and/or ACT) of any sizable group entering the teaching profession. The average SAT scores of TFA 
teachers exceeded those of traditionally trained teachers by 159 points in math and 130 points in 
verbal. TFA teachers exceeded their traditionally trained counterparts in all four subject areas of ACT: 
English, reading, math and science. TFA teachers also produced significant positive effects over 
teachers who did not participate in TFA. By contrast, traditionally trained teachers generated 
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significant more negative effects than their TFA counterparts. Based on the information available, it is 
unclear whether these effects are due entirely to more rigorous selection or the unique training that 
teachers from TFA and other selective programs (i.e., the Memphis Teacher Residency) undergo after 
being selected. 
Because the report card contains only particular measures of the state's evaluation of TPPs, 
one-way ANOVA models with the institution as the fixed effect indicate that TFA and other highly-
rated programs such as the Memphis Teacher Residency stand out as outperforming every other 
teacher preparation program in the state, although another plausible explanation for that finding may 
exist. Because beginning teachers may be correlated to the TPPs from which they graduated, what 
appear attributable to selective TPPs may instead be attributable to omitted teacher characteristics. As 
shown in Table 3, alternative route programs like TFA typically recruit teacher candidates with better 
academic qualifications. The effects of TFA and the Memphis Teacher Residency could very well be 
attributed to its recruitment and selection process. In other words, because the characteristics of 
teacher candidates in the top tier and bottom tier TPPs in the state are not equivalent or balanced at 
baseline, differences in teacher effects cannot accurately be attributed to the effects of the TPPs.  
The report card reveals that 48% of program completers are still teaching in the public school 
system three years after initial employment. The calculated overall mean retention of teachers from 
specific programs who taught three out of four years is as follows: (M=52.55, SD=20.73, 
CI=45.63915, 59.46355). The associated skewness and kurtosis (measures of the shape of the data) are 
3.53 and -.977, respectively, implying heavier tails than a normal distribution and, thus, high variance. 
These retention patterns must be interpreted with caution given the variability of attrition patterns 
among program completers, and thereby resulting in imprecision in the contributions to student 
achievement of individual TPPs. Recent research has dramatically increased our understanding of the 
implications of teacher retention for value-added estimates (Boyd et al., 2009). Attributes of program 
completers and the students (including the school context) they teach appear to interact in important 
ways. A crucial policy issue that is not answered in the report card is whether those program 
completers who leave their job less than three years after teaching in a public school are more or less 
effective than their counterparts who remain. 
A noteworthy takeaway in the report card is that while TFA and the Memphis Teacher 
Residency have produced new teachers with a high value-added impact in the short-term, graduates of 
these programs leave their initial placements or the teaching profession at higher rates than their 
counterparts in other programs. As noted in Table 3, TFA teachers have lower first year attrition 
because they often are required to meet the program requirement to stay in teaching for at least two 
years (Glazerman et al., 2006). However, the majority of teachers at TFA exited the school system 
after their second or third year, while about 40% of the Memphis Teacher Residency and University of 
Tennessee-Knoxville's program completers left their teaching positions after the third year. This 
finding supports prior studies showing more able teachers with higher opportunity costs such as TFA 
are more likely to exit the profession (Ingersoll et al., 2014; Rockoff, 2004). By contrast, the placement 
and retention of program completers from regular TPPs remained fairly stable over three years. The 
majority of their program completers who went to work in year one was still teaching after four years. 
Consequently, it is impossible to know whether the statistically positive differences in T-value effects 
for TFA teachers, as well as the very small number of statistically significant negative T-values from 
less effective programs, can be attributed to the TPPs. In addition, the long-term influence of TPPs 
that produce teachers with a high value-added impact is unclear, considering that their program 
completers are more likely than others to exit the system at the outset of their careers. 
Further, more than half of TPPs in the state send a majority of new graduates to only a few 
districts that are either nearby or have geographic characteristics emphasized by the TPPs, such as 
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rural or inner-city locations. Specifically, 24 out of 42 TPPs (62%) have placed their graduates in 
primarily contiguous school districts, indicating the geographic scope of teacher labor market. 
Disentangling the effects of TPPs from the mixing of TPP graduates within a school district is 
problematic. This policy review would not, for instance, want to misattribute the independent effects 
of the local nature of the teacher labor market and the heterogeneity of TPP graduates’ assignment 
preferences. Recent studies have shown that TPP graduates often work in school systems close to 
where they completed their training program (Mihaly et al., 2013), so that these schools are mostly 
staffed by nearby TPPs, rather than by the range of TPPs within a state.  
Although I am unable to determine the proportion of new teachers7 that have come from 
TPPs, I summarize the ‘contextual’ attributes of school districts that are the primary sources 
(destinations) of newly hired teachers (see Table 4). Davidson (Nashville) and Memphis, two of the 
largest school districts in the state, have a greater percentage of new teachers, 10% and 9% 
respectively. Both districts serve a high minority, high poverty student population, and Memphis is a 
district “in need of improvement.” Large suburbs and rural communities rank next in concentration of 
new teachers but do not serve children in low-income families (per capita incomes are above the state 
average). This is consistent with previous findings that show that among all the locales, large cities 
have the highest rates of new teachers, are the largest school districts, and serve predominantly racially 
and economically diverse student bodies. A related policy issue that is not accounted for in the report 
card is the data for program graduates teaching in high-need schools or in schools with predominantly 
minority population (i.e., African-American and Hispanic students). For example, TPPs across the 
state could be rank-ordered by the percentage of program completers working in schools with the 
poorest students. The collection of such contextual data is critical, since the TVAAS methodology 
provides no explicit controls for any factors that might influence estimates of value-added for TPPs 
and their program completers, such as socioeconomic status or school resources. Bias is introduced 
into the TVAAS due to the impossibility of TPP graduates having an equal chance of being placed in a 
school serving a particular student population year after year. 
 
       
  
                                                 
7 For example, new teachers every year may come from a variety of sources — graduates of TPPs, retired 
school personnel re-entering the teaching profession, intra-district transfers, teachers who left the profession 
and then returned, teachers who left Tennessee to teach in another state and then returned and teachers who 
move to Tennessee. 
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Table 4  
     Characteristics of Tennessee school districts with the largest concentration of beginning teachers  
School 
District 
#  of 
New 
Teachers 


















313 10% 78,782 5,526 140 Intermediate City: 
Large 
$33,350 

















































    Note: The above table was constructed by the authors to provide contextual details to the report card. 
    **Based on per capital income in the past 12 months of parents with children enrolled in public schools (in   
    2010 inflation-adjusted dollars) from American Community Survey 2006-10 Dataset. 
    ***The average per capita statewide was $34,921 in 2010.  (Source: TN Advisory Commission on  
    Intergovernmental Relations, 2013).  
Consistency and Measurement Validity  
Possible bias against large programs. The Table Program at a Glance of the report (see 
Table 2) shows the number of positive and negative statistically significant results. In the report card, 
the analytical procedures used appear to be biased against large programs. The correlation of the 
total number of statistically significant results for each program with the number of program 
completers is 0.66 and with the number of programs with data is .58 (and this is after omitting the 
small programs with too few teachers to provide data). Because little attention is given to statistical 
power (the probability that a VAM will detect a difference) among the various TPPs, this creates a 
tendency to be biased against large programs. Statistically significant is one thing; large and 
important effects may be another. The uncertainty in the estimates of the mean T-values will overlap 
between large and small TPPs, making the significant results indistinguishable from each other. A 
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power analysis can be helpful to practitioners and policymakers in assessing the relevance of 
statistically significant results, especially when large TPPs are involved because even small effects are 
likely to become significant, although these effects may be trivial.   
Incomplete Explanations. The smaller comparison groups for graduates in TPPs provide 
justification to look more closely at the study sample. This is because the smaller the sample size of 
TPP graduates, the less information we have and so our uncertainty about the estimates of their 
mean T-values is less precise. For example, it is important to discern whether the mean T-values of 
graduates from alternative and traditional program differs appreciably from veteran and beginning 
teachers. In the report card, the estimated mean T-values for each program is color coded to reflect 
“statistically significant” results. Apparently, the number of teachers in a program is a factor since in 
some cases a number with greater absolute value is not color coded while a smaller one is. For 
example, in the veteran teacher comparison to traditional teachers of Grades 4-8 TCAP Math, the 
Austin Peay State University value of 1.1001 (N=8) is not statistically significant while the -0.4314 
(N=90) for University of Memphis is statistically significant. The juxtaposition of TCAP Science 
results from two TPPs indicate that the non-significant mean T-value for Austin Peay State 
University is 1.0342 (N=9) while for Middle Tennessee State University the mean of -0.6976 
(N=105) is statistically significant. 
No information on variability in mean T-values and other important omissions. The 
report card provides no indication of the degree of variability of the mean T-values within and 
across programs. It is reasonable to assume that, like schools and districts, some TPPs may have a 
higher concentration of effective teachers in certain subject areas and grade levels, while others have 
a higher concentration of ineffective ones. For example, a TPP rated as having statistically significant 
mean T-values may have a high variability in teacher effects among its program graduates, with some 
graduates generating low to no effects on student achievement and some graduates producing 
extremely high teacher effects. Determining the effectiveness of TPP graduates based on the mean 
T-values within programs may mask this variability.   
In addition, simple comparisons of the mean T-values between a reference group population 
within a TPP (i.e., graduates from traditional and alternative programs) and veteran teachers as well 
as beginning teachers from all TPPs in the state makes it difficult to detect extraneous variability. 
Very different comparison of means for two groups can occur by chance (random variation) and 
systematically (variability not due to chance alone, or bias). The heterogeneity in the TPP (having 
widely dissimilar elements such as orientation and philosophy) leads to relatively large random 
variation in the mean T-values. Such heterogeneity contributes to random error and makes it more 
difficult to detect variability due to TPPs alone. On the other hand, systematic error or bias has a net 
direction and magnitude so that computing the average effectiveness of graduates within a TPP and 
comparing it to the average effectiveness of graduates from all TPPs in the state does not eliminate 
its effect. In fact, bias can be large enough to invalidate any conclusions.  
Considering other possible statistics is a way to recognize that care should be taken in 
interpreting results based on the mean T-values. For example, the degree of uncertainty in mean T-
values could be reported in ways that would make the magnitude of the standard errors evident by 
graphical displays that show their confidence intervals. In addition, there is no way to evaluate the 
degree of variability between programs relative to within programs. Tables 5, 6, and 7 show how this 
information could be included in the report card using the standard deviation (SD). The tables 
indicate that the SD is important because, regardless of the institution (TPP) mean T-values, it 
makes a great deal of difference whether the distribution of the average effectiveness is either above 
or below the mean. The logical implication, however, is that the estimation of mean T-values is a 
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‘zero-sum game.’ That is, the estimation of mean T-values within a program depends on the 
performance of all other program graduates in a TPP.  
 
Table 5  
Sample tables with additional column to include standard deviation of T values 
Veteran Teacher Comparison to Traditionally Licensed New Teachers 












TCAP Composite (grades 4-8) -0.7599 
 
1772 32 
-   Math -0.1591 
 
959 29 
-   Reading/Language -0.1454 
 
1067 31 
-   Science -0.0781 
 
839 25 
-   Social Studies -0.1979 
 
835 29 
EOC Composite (High School) -0.5863 
 
528 28 
-   Algebra 1 -0.8495 
 
76 9 
-   Algebra 2 -2.1250 
 
56 9 
-   Biology 0.7144 
 
36 5 
-   English 1 -0.2219 
 
84 8 
-   English 2 -0.6576 
 
59 7 
-   English 3 0.2535 
 
41 5 
-   US History 0.1830 
 
23 3 
Source: Tennessee Higher Education Commission (THEC; 2012a).  
 
Table 6  
Sample tables with additional column to include standard deviation of T values 
Veteran Teacher Comparison to Alternatively Licensed New Teachers 













TCAP Composite (grades 4-8) 0.1155 
 
293 14 
-   Math 1.2506 
 
101 6 
-   Reading/Language -0.1200 
 
96 6 
-   Science 0.5745 
 
101 7 
-   Social Studies 0.8663 
 
67 3 





-   Algebra 1 -0.3614 
 
49 5 
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Table 6 cont. 
Sample tables with additional column to include standard deviation of T values 
-   Biology -0.7450 
 
15 5 
-   English 1 1.3512 
 
16 2 
-   English 2 0.7309 
 
2 1 
-   English 3 
  
0 0 
-   US History 
  
0 0 
Source: Tennessee Higher Education Commission (THEC; 2012a).  
 
Table 7 
Sample tables with additional column to include standard deviation of T values 
Veteran Teachers Comparison to Traditionally and Alternatively Licensed New Teachers 












TCAP Composite (grades 4-8) -0.5697 
 
2091 37 
-   Math 0.0065 
 
1086 33 
-   Reading/Language -0.1244 
 
1195 35 
-   Science 0.0458 
 
972 31 
-   Social Studies -0.0741 
 
924 32 
EOC Composite (High School) -0.6050 
 
764 33 
-   Algebra 1 -0.6675 
 
154 14 
-   Algebra 2 -2.3249 
 
92 12 
-   Biology 0.7216 
 
80 11 
-   English 1 -0.0488 
 
115 12 
-   English 2 -0.4230 
 
69 8 
-   English 3 -0.5692 
 
56 7 
-   US History 0.2143 
 
34 4 
Source: Tennessee Higher Education Commission (THEC; 2012a).  
 
Tables 8 to 10 demonstrate other relevant discrepancies involving mean T-values, as 
shown below.  
 
Discrepancies in mean T-values when averaged across programs. For each test 
the mean T-value of teacher effect for TPPs in Tennessee should match the means of the 
corresponding program mean T-values when averaged across programs for the 
corresponding tests. Tables 8-10 identify the discrepancies found in the report (mean T-
values and unweighted columns). Within rounding error this is true for the veteran teacher 
comparison to traditionally and alternatively licensed new teachers (Table 10). However, for 
the veteran teacher comparison to traditionally licensed new teacher it is not true for the 
subject specific TCAP tests (Table 8).  
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Weighted versus unweighted mean T-values. These tables (Tables 8-10) also 
show the mean of all program mean T-values when weighted by the number of new teachers 
in their respective program. Some weighted means are essentially the same as the mean T-
value of teacher effect for TPPs in the report card, while others differ by a sufficiently large 
amount that classifications of “statistically significant negative difference” or “statistically 
significant positive difference” are likely to have changed. Three of the differences exceed 
0.40. If weighted means had been used, it is likely to change some mean T-values presently 
coded “statistically significant negative difference” or “statistically significant positive 
difference” to “not statistically significant.” 
 
Variation in program mean T-values from one test to another. The between 
program unweighted standard deviations vary considerably from one tested subject area to 
another.  For example, in the comparison of Veteran Teachers to Alternatively Licensed 
Teachers on grade 4-8 Math the standard deviation of means is 1.251 while for grades 4-8 
Reading/Language the standard deviation of means is -0.12 (Table 9).  Some guidance 
should be given to assist in interpretation of the varying degree of variability in program 
means from one test to another. If these standard deviations are used to decide which 
program mean T-values should be statistically significant positive difference, statistically 
significant negative difference or no statistically significant difference, then the standard 
deviations should be reported, not left for a reader to calculate. 
          
Table 8 
Comparison of Mean T-Values in tables on pages 10-11 with the means calculated from the report card 
Veteran Teacher Comparison to Traditionally Licensed New Teachers 
Subject Mean of T 
Values 
Unweighted* Weighted* 
TCAP Composite (grades 4-8) -0.7599 -0.747 -0.920 
-   Math -0.1591 -0.123 -0.402 
-   Reading/Language -0.1454 -0.092 -0.154 
-   Science -0.0781 -0.090 -0.277 
-   Social Studies -0.1979 -0.202 -0.331 
EOC Composite (High School) -0.5863 -0.586 -0.496 
-   Algebra 1 -0.8495 -0.856 -0.788 
-   Algebra 2 -2.1250 -2.125 -1.881 
-   Biology 0.7144 0.714 0.802 
-   English 1 -0.2219 -0.222 -0.170 
-   English 2 -0.6576 -0.658 -0.506 
-   English 3 0.2535 0.254 0.206 
-   US History 0.1830 0.183 0.420 
Source: Tennessee Higher Education Commission (THEC; 2012a).  
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Table 9 
Comparison of Mean T-Values in tables on pages 10-11 with the means calculated from the report card 
Veteran Teacher Comparison to Alternatively Licensed New Teachers 
Subject Mean of T 
Values 
Unweighted* Weighted* 
TCAP Composite (grades 4-8) 0.1155 -0.075 0.632 
-   Math 1.2506 0.835 0.812 
-   Reading/Language -0.1200 -0.358 -0.177 
-   Science 0.5745 0.488 0.874 
-   Social Studies 0.8663 0.573 1.337 
EOC Composite (High School) -0.8432 -0.940 -1.003 
-   Algebra 1 -0.3614 -0.361 -0.555 
-   Algebra 2 -3.3731 -3.486 -3.523 
-   Biology -0.7045 -0.519 -0.385 
-   English 1 1.3512 1.351 1.351 
-   English 2 0.7309 0.731 0.731 
-   English 3 
   
-   US History 
   
Source: Tennessee Higher Education Commission (THEC; 2012a).  
 
Table 10  
Comparison of Mean T-Values in tables on pages 10-11 with the means calculated from the report card 
Veteran Teacher Comparison to Traditionally and Alternatively Licensed New 
Teachers 
Subject Mean of T 
Values 
Unweighted* Weighted* 
TCAP Composite (grades 4-8) -0.5697 -0.570 -0.662 
-   Math 0.0065 0.006 -0.245 
-   Reading/Language -0.1244 -0.124 -0.153 
-   Science 0.0458 0.026 -0.075 
-   Social Studies -0.0741 -0.074 -0.179 
EOC Composite (High School) -0.6050 -0.605 -0.667 
-   Algebra 1 -0.6675 -0.668 -0.700 
-   Algebra 2 -2.3249 -2.325 -0.213 
-   Biology 0.4216 0.422 0.518 
-   English 1 -0.0488 -0.049 -0.007 
-   English 2 -0.4230 -0.423 -0.393 
-   English 3 -0.5692 -0.242 -0.217 
-   US History 0.2143 0.214 0.255 
Source: Tennessee Higher Education Commission (THEC; 2012a).  
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Usability 
One major limitation of the report card is that it includes only those program completers 
who are teaching in the state's public schools; program completers who work in private schools or in 
out-of-state schools are currently excluded from the analyses (THEC, 2012a). It is currently 
impossible to know whether TPPs that produce beginning teachers in private schools or in out-of-
state schools are statistically indistinguishable in terms of teacher effectiveness from their 
counterparts in the state's public schools.   
While the report card treats each TPP as a single institution, the reality is much more 
complex. All TPPs in the state are included, whether they are public or private, degree-based or 
certification-only programs, and traditional undergraduate or alternate certification programs. 
TPPs vary in size from a few program graduates (N=1) to hundreds (N=466). Their guiding 
philosophies (i.e. religious) and types of districts/schools where graduates are placed all vary as 
well. Presently, Tennessee recognizes 41 colleges and universities with TPPs in the state, but 
only 13 are publicly-funded institutions with substantial numbers of program completers 
annually. There are 16 religious-affiliated TTPs out of 28 private TTPs in the state. Determining 
the “value-added” of TPPs is a challenge given the great amount of variation among them. It is 
reasonable to assume that, like affiliated religious K-12 schools that have a specific religious 
orientation or purpose, some small, religiously-oriented TPPs may have goals that reinforce their 
mission which do not emphasize teachers' contributions to student standardized test scores. 
Graduates of such TPPs might work completely in private religious schools.  
The other related concern involves the problem of understanding the “black box” that can 
link the various program elements of TPPs to the value-added estimates of graduates who actually 
become teachers. We know even less about what goes on inside individual TPPs (the black box), the 
criteria for recruitment and selection of candidates, and the features of training itself. The report 
card provides no guidance on which features/characteristics of TPPs are most important in 
influencing value-added estimates. Ignoring this unacknowledged caveat in the report card is 
significant, given the argument that unprecedented improvements in the teacher workforce are likely 
to be achieved only through a better understanding of the impacts of the different features of 
teacher training.   
In addition, TPPs allow for specialization in a large array of endorsement areas (i.e., early 
childhood education, physical education), at multiple grade levels, and in different tested and non-
tested subject areas (i.e. special education, visual arts, music). Consequently, we do not know how 
much of the mean T-value estimates from programs within a TPP correspond with one another. 
Although not reflected in the report card, field experiences and student teaching are also similarly 
diverse between traditional and alternative TPPs. While this diversity of TPPs is important to a 
robust system of teacher training, it also makes an ‘apples-to-apples comparison’ difficult, if not 
impossible.  
The estimates of mean T-values from various TPPs have turned out to be indicators of 
relative performance by separating the most effective and least effective program graduates from all 
other teachers in the state (i.e., veteran teachers). However, such an analysis would only apply to the 
most extreme cases, and would provide little feedback to the bulk of TPP graduates. That is, the 
mean T-values only compare the average effectiveness of recent licensure recipients from various 
TPPs at opposite ends of teacher effectiveness (Koedel & Betts, 2007, 2011), not direct information 
for teachers who are in the middle distribution of teacher effectiveness across TPPs. This begs the 
question of what teacher effect data would contribute over and above the subjective evaluation of 
principals who presumably tend to be good at gauging the very worst and best performing teachers 
(Harris & Sass, 2009; Jacob & Lefgren, 2008; Rockoff & Speroni, 2010).   
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Several other limitations may affect the report card and inform interpretation of the results. 
The data used in the effectiveness study are available only for those program graduates with TCAP 
subject tests in grades three to eight, which represents only 35% of the 2009-10 graduates from 
TPPs statewide. There are missing value-added scores (teacher effect data) for the majority of 
charter schools in the state. As a result, many TPP graduates are omitted from the analysis because 
they teach untested subjects or grades or have left the regular public school system entirely. In other 
words, TPP graduates in some subjects are broadly excluded as well as grade levels outside the scope 
of tested coverage (i.e., kindergarten to second grade teachers). A related concern is that the report 
card also does not provide program specific data because the grouping of mean T-values does not 
allow separation by grade level of licensure (i.e. elementary grades K-6, middle grades 4-8, and 
secondary grades 7-12). In other words, a program’s mean T-values may manifest themselves in 
some contexts (i.e., elementary grades) but may not matter at all in other contexts (i.e., high schools). 
Tennessee has made important strides in developing richer measures of achievement but these are 
not yet at the stage where they could be accurately used for systematic analysis of teacher and TPP 
value-added estimates in non-tested grades and subjects.  
Another unacknowledged caveat in the report card is that the raw data for value-added 
analyses are sensitive to the test, that is, mean T-values can change depending on what test is used. 
Hence, missing in the report card is the alignment of test to TPPs’ specific goals, orientations, and 
mission/philosophy (Evans & Lee, 2016).  
The above usability concerns are related to the fear that value-added accountability will 
contribute to further narrowing of school curriculum to only what is tested (Baker et al., 2010; Boe, 
2007). This is a complex issue of value judgment that is not easily resolved. Interestingly, the 
narrowing issue plays out somewhat uniquely for the evaluation of TPPs. How we define the 
outcomes of TPPs –including determining the value-added estimates of TPPs in training graduates 
in tested grades and subjects versus excluding TPPs’ contribution in non-tested grades and subjects 
– both legitimizes and undermines certain perspectives about the purposes of education in a 
democratic society, the nature of teaching and learning, and the role of TPPs in education reform 
(Paufler & Amrein-Beardsley, 2016).  
Discussion and Conclusion 
While Tennessee leads the nation in research and evaluation of TPPs, a number of important 
caveats to the TPP findings should be considered before concluding some TPPs are more effective 
than others in raising student achievement. Because of the proprietary nature of TVAAS data and 
estimation procedures, we can only speculate on why the empirical patterns we find occur, but 
understanding the methodological challenges and shortfalls of output evidence –value-added 
models– is critical for policymakers seeking to decide about expanding the sources of evidence used 
to develop inferences about TPP quality. Until the technical and practical concerns about value-
added estimates are resolved by continuing research and the push for transparency in the TVAAS 
data is addressed, the production of the value-added reports for beginning teachers and TPPs in the 
state should be treated as correlational in nature, not causal. 
This study explores the accuracy, consistency and validity, and usability issues in evaluating 
the findings that link TPPs to beginning teacher effectiveness based on teacher value-added 
measures. While the mean T-values of teacher effects have attractive statistical properties for the 
users of value-added modeling, the report card fails to consider the interpretation of these effects, 
along with the limits to the information that can be extracted from the report card —namely, 
potential impact of contextual factors and selection bias and threats to validity/reliability of value-
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added estimates. This review is broadly consistent with other research that considers the sources of 
instability and inherent imprecision in the estimated teacher and TPP effects from standard value-
added models (Ballou, 2005; Collins & Amrein-Beardsley, 2014; Goldhaber & Hansen, 2010; 
Schochet & Chang, 2010; Staiger & Rockoff, 2010). More important comparisons of estimated 
teacher effects across TPPs are also likely to be distorted by the presence of omitted factors that 
differ systematically across TPPs. In the absence of a randomized experimental design, it is 
econometrically challenging to disentangle the effects of program selection from training effects and 
other multiple sources of potential bias.  
For example, beginning teachers participate in different types of induction, mentoring, and 
professional growth activities that may dilute and obscure real differences in the teaching 
effectiveness of licensure recipients from various TTPs (Ingersoll & Kralik, 2004). In addition, our 
review of the report card shows that the number of independent private TTPs exceed the number of 
public-run TTPs in the state and are more likely to employ selectivity in admissions and attract a 
different pool of applicants than their public sector counterparts. The existing literature on the types 
of TPPs from which teachers graduate, indicates that generally, teachers in private independent 
institutions come from more selective TPPs. Moreover, private TTPs in the state are predominantly 
religion-based7, and in any case are part of substantively different institutional systems. Because 
graduates are far less likely to enter public school teaching after obtaining their teaching license, 
there is scant information available about what impact their programs may have on their graduates' 
subsequent value-added estimates. The presence of such heterogeneity is a form of omitted variable 
bias that will therefore go unmeasured. 
In the presence of such unobserved factors, advanced econometric methods such as TVAAS 
can result in false or misleading conclusions about effects of TPP attributes. The pressure placed on 
new teachers could dissuade potential teachers from the profession rather than attract them 
(Rothstein, 2009). In addition, TPPs may discourage efforts into the influence of harder-to-capture 
measures of student learning, such as the role of teachers in enhancing non-cognitive skills in the 
classroom (Hill, Kapitula, & Umland, 2011; Kane & Staiger, 2012; Lincove et al., 2013; Mihaly et al., 
2013; Newton, Darling-Hammond, Haertel, & Thomas, 2010; Rothstein, 2009). A growing body of 
research indicates that state and district-wide assessments are impervious to the cultivation of 
ambitious instruction in classrooms, and consequently impede any teaching and learning that may 
actually exist (Grossman, Cohen, Ronfeldt, & Brown, 2014). If value-added estimates are based on a 
set of test scores that reflect a narrower set of educational goals than most TPPs have for their 
program graduates, and if the test does not cover the most important educational goals from TPPs 
in sufficient breadth or depth (i.e., aesthetic learning, civic development, creativity), then the value-
added results will offer limited or even misleading information about the effectiveness of TPPs and 
their program graduates. 
Comparing the teacher effectiveness of recent licensure recipients from various teacher 
TPPs to the effectiveness of other teachers in the state is replete with caveats and cautions. 
Moreover, it is certainly the case that some of the policy questions that merit investigation still 
remain unanswered. Development of additional data and analysis is needed to respond to the many 
unanswered questions and remove persisting doubts. Asking questions such as “How do we 
differentiate TPPs effect on achievement from other influences? What analytic/statistical procedures 
appear to be biased? What is the magnitude of the bias? How much of the difference between TPPs 
is driven by selection (who applies and gets accepted to TPPs) versus actual TPP effects (how well 
prospective teachers are trained in the program)? What is there about the selection and preparation 
of effective TPPs that makes them successful? or How can we replicate those conditions for the 
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least effective TPPs to drive program changes and improvement?” would require more empirical 
research.  
The most notable finding in the report card is that it shows two cohorts of Teach for 
America (TFA) and two additional programs – the Memphis Teacher Residency and the University 
of Tennessee in Knoxville – produce better than average value-added estimates among TPP 
graduates. These programs combine an intensive, yearlong apprenticeship for teachers with 
slimmed-down coursework requirements. The implication of such a finding deserves further inquiry 
and research and points in the direction of lengthening the student-teaching experience and 
integrating school organizational features and practices into programs for aspiring teachers before 
they are licensed to teach. It is possible that the publication of value-added estimates for various 
TTPs may prompt traditional training programs to improve the way their prospective teachers are 
prepared for professional practice. While the issue about what kind of professional practice is most 
powerful remains unresolved, emerging evidence suggests that having aspiring teachers do clinical 
training/residency for longer periods and in more settings, similar to those in alternative programs, 
raises beginning teachers' effectiveness (Ronfeldt, Schwartz, & Jacob, 2014).  
However, as previously indicated, various forms of selection bias outside of the control of 
TPPs can seriously hamper reliable estimates of the influence of different types of teacher education 
and training on teacher productivity in the classroom. The practicality and usability of VAMs for 
determining program effects also carries potential unintended consequences, as traditional TPPs may 
unmistakably move away from programmatic improvements in non-tested grades and subjects, and 
in favor of tested grades and subjects, under the extremely shaky assumption that the value added 
estimates are deemed valid for that purpose. Both traditional and alternative TPPs should be very 
cautious in basing judgments related to programmatic improvement in terms of value-added scores 
of their program graduates without fully considering the impact of such error-prone measures. If 
estimated TPP differences are unstable and error prone, then a TPP obtaining statistically significant 
positive results in value-added estimates may have more to do with estimation error than with 
average effectiveness, and attempts at programmatic improvement based on TPPs’ statistically 
significant positive results will be arbitrary and ineffective. It is certainly worth pursuing whether 
TPPs truly differ in their effects and yet remain uncertain about which individual TPPs are 
performing better or worse (Von Hippel et al., 2016). While the technical considerations for the use 
of VAMs to evaluate teachers and TPPs are far from settled, there is now an emerging consensus 
among measurement experts and scholars that cautions against interpreting the effectiveness of 
TPPs based on the aggregation of program graduates’ productivity as beginning teachers (AERA 
Council, 2015). 
The advent of the Every Student Succeeds Act (ESSA) provides an opportunity to allow 
every part of the education system to move beyond test-based accountability, in favor of “multiple 
measures” or multimetric accountability (Ronfeldt & Campbell, 2016). This reduces the risk of 
becoming too focused on VAM estimates, at the expense of the broader picture of productivity 
performance to evaluate teachers’ and TPPs’ contribution to student learning outcomes. Most 
measurement scholars seem to concur, albeit through different arguments. In an extensive review of 
VAM for teacher evaluation, Rowan and Raudenbush (2016) conclude that, “…the down-weighting 
of objective performance measures under conditions of distortion and risk in performance 
evaluation has been seen by both organization theorists and agency theorists as a rational response 
to fuzzy performance measurement” (p. 1206). Such a statement echoes the prevailing sentiment 
permeating the research community in that VAMs should be used in conjunction with other 
appropriate indicators and not regarded as an all-sufficient evidence, which certainly it has not yet 
proved to be (AERA Council, 2015).  
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A more recent empirical study by Ronfeldt and Campbell (2016) also sheds some light on 
the use of multiple measures to estimate TPP quality, claiming the potential generative system of 
“checks and balance” that may result in combining program graduates’ observational ratings and 
their value-added scores to make reliable estimates of TPP effectiveness. Results from the initial 
teacher matching experiment (a randomized control trial, also in Tennessee) conducted by Papay, 
Taylor, Tyler, and Laski (2016) suggests that formative feedback related to dimensions of classroom 
observation rubrics can have substantial impact on teacher effectiveness. A promising implication of 
this RCT-based study is the potential to evaluate TPPs based on their program completers’ 
performance data from classroom observations for formative, program improvement purposes.  
Adopting and maintaining different forms of judgment-based, narrative feedback (i.e., 
classroom observation and student ratings), in conjunction with the VAM results, is a big step in the 
right direction, particularly as a basis for improving performance. On the other hand, more research 
is needed on the relationships between VAM scores and alternative evaluation metrics. The 
challenge is in the choice and number of metrics to include, and in the resulting difficulties of 
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