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Abstract 
This thesis covers seismic signal analysis and inversion. It can be divided into 
two parts. The first part includes principal component analysis (PCA) and singular 
spectrum analysis (SSA). The objectives of these two eigen-analyses are extracting 
weak signals and designing optimal spatial sampling interval. The other part is on 
least squares inverse problems with a L1 norm constraint. The study covers seismic 
reflectivity inversion in which L1 regularization provides us a sparse solution of 
reflectivity series, and seismic reverse time migration in which L1 regularization 
generates high-resolution images. 
PCA is a well-known eigenvector-based multivariate analysis technique which 
decomposes a data set into principal components, in order to maximize the 
information content in the recorded data with fewer dimensions. PCA can be 
described from two viewpoints, one of which is derived by maximizing the variance 
of the principal components, and the other draws a connection between the 
representation of data variance and the representation of data themself by using 
Singular Value Decomposition (SVD). Each approach has a unique motivation, and 
thus comparison of these two approaches provides further understanding of the PCA 
theory. While dominant components contain primary energy of the original seismic 
data, remaining may be used to reconstruct weak signals, which reflect the 
geometrical properties of fractures, pores and fluid properties in the reservoirs.  
When PCA is conducted on time-domain data, Singular Spectrum Analysis (SSA) 
technology is applied to frequency-domain data, to analyse signal characters related 
to spatial sampling. For a given frequency, this technique transforms the spatial 
acquisition data into a Hankel matrix. Ideally, the rank of this matrix is the total 
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number of plane waves within the selected spatial window. However, the existence of 
noise and absence of seismic traces may increase the rank of Hankel matrix. Thus 
deflation could be an effective way for noise attenuation and trace exploration. In this 
thesis, SSA is conducted on seismic data, to find an optimal spatial sampling 
interval.  
Seismic reflectivity inversion is a deconvolution process which compresses the 
seismic wavelet and retrieves the reflectivity series from seismic records. It is a key 
technique for further inversion, as seismic reflectivity series are required to retrieve 
impedance and other elastic parameters. Sparseness is an important feature of the 
reflectivity series. Under the sparseness assumption, the location of a reflectivity 
indicates the position of an impedance contrast interface, and the amplitude indicates 
the reflection energy. When using L1 regulation as sparseness constraint, inverse 
problem becomes nonlinear. Therefore, it is presented as a Basis Pursuit Denosing 
(BPDN) or Least Absolute Shrinkage and Selection Operator (LASSO) optimal 
problem and solved by spectral projected gradient (SPG) algorithm.  
Migration is a key technique to image Earth’s subsurface structures by moving 
dipping reflections to their true subsurface locations and collapsing diffractions. 
Reverse time migration (RTM) is a depth migration method which constructs 
wavefields along the time axis. RTM extrapolates wavefields using a two-way wave 
equation in the time-space domain, and uses the adjoint operator, instead of the 
inverse operator, to migrate the record. To improve the signal-to-noise ratio and the 
resolution of RTM images, RTM may be implemented as a least-squares inverse 
problem with L1 norm constraint. In this way, the advantages of RTM itself, 
least-squares RTM, and L1 regularization are utilized to obtain a high-resolution, 
two-way wave equation-based depth migration image.  
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1 Introduction 
1.1 Motivation and Contributions 
This thesis includes two parts. The first part is seismic signal analysis, and 
another is seismic inversion. Explicitly, it covers the following aspects: 
1) Principal Component Analysis (PCA) for weak signal extraction 
2) Singular Spectrum Analysis (SSA) for optimal spatial sampling 
3) L1 inversion for sparse reflectivity 
4) L1 inversion for seismic migration. 
PCA stands principal component analysis, and SSA is singular spectrum analysis. 
The objectives for these two eigen-analyses are extracting weak signals and designing 
optimal space sampling. 
L1 inversion is a least squares inverse problem with L1 norm constraint. The 
study covers seismic reflectivity inversion in which L1 regularisation provides a 
sparse solution, and seismic reverse time migration in which L1 regularisation 
generates high resolution images. 
 
In the oil exploration industry, seismic technique plays the most important role 
for reservoirs identification and description. With the development of modern science 
and technology, high density acquisition system is apprehensively adopted for 
seismic exploration. By increasing the spatial density, the seismic wavefield is 
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tending towards more continuity which will further affect the whole theory and 
technology of seismic processing and interpretation. Thus it is essential to analysis 
the signal characteristic of high density wavefield in order to make use of it 
effectively and properly for exploration industry.  
In this thesis, a new strategy for weak signal extraction are proposed by using 
principal component analysis technique. Based on the principal component analysis 
method, weak signals from target reservoirs has been effectively extracted. It will 
great benefit to seismic resolution improvement and fine reservoir characterization.  
Besides the weak signal extraction, finding out the optimal spatial interval is another 
critical aspect for high density acquisition system. Singular spectrum analysis 
technique is introduced in this field to explore the optimal spatial interval. By using 
this signal analysis method, the optimal spatial interval for high density wavefield is 
found to trade off the economic cost and high quality seismic data.  
    Besides the seismic acquisition and processing, seismic inversion is 
another essential aspect leading to the high quality seismic interpretation data.  In 
the second part of this thesis, L1 norm inversion is particularly employed both for 
seismic reflectivity inversion and migration since they are the key processing steps 
in the whole seismic processing flowchart. Seismic reflectivity inversion is a 
deconvolution process which compresses the seismic wavelet and retrieves the 
reflectivity series from seismic records. It is a key technique for further inversion, as 
seismic reflectivity series are required to retrieve impedance and other elastic 
parameters. Sparseness is an important feature of the reflectivity series. Under the 
sparseness assumption, the location of a reflectivity indicates the position of an 
impedance contrast interface, and the amplitude indicates the reflection energy. When 
using L1 regulation as sparseness constraint, inverse problem becomes nonlinear. 
Therefore, it is presented as a Basis Pursuit Denosing (BPDN) or Least Absolute 
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Shrinkage and Selection Operator (LASSO) optimal problem and solved by spectral 
projected gradient (SPG) algorithm. High resolution reflectivity inversion results 
both for synthetic and real seismic data approves the effectiveness of this new 
technology. 
Migration is a another key technique to image Earth’s subsurface structures by 
moving dipping reflections to their true subsurface locations and collapsing 
diffractions. Reverse time migration (RTM) is a depth migration method which 
constructs wavefields along the time axis. RTM extrapolates wavefields using a 
two-way wave equation in the time-space domain, and uses the adjoint operator, 
instead of the inverse operator, to migrate the record. To improve the signal-to-noise 
ratio and the resolution of RTM images, RTM may be implemented as a least-squares 
inverse problem with L1 norm constraint. In this way, the advantages of RTM itself, 
least-squares RTM, and L1 regularization are utilized to obtain a high-resolution, 
two-way wave equation-based depth migration image for synthetic seismic data.  
 
1.2 Thesis Overview 
Chapter 1 Introduction. In the first chapter, a brief introduction of the thesis 
motivation and contributions is elaborated. 
 
Chapter 2 Literature review. The fundamentals relating to my research are 
introduced and some background of signal analysis and seismic inversion are then 
described. 
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Chapter 3 Principal component analysis (PCA) for extracting weak signals. 
Since seismic weak signal plays an important role in detailed description at reservoir 
scale, therefore, in this study a signal analysis method is tried to separate weak signals 
from strong primary energy. The principal component analysis technique is employed 
to characterize signals. PCA spectra illustrate that most of the energy focuses on the 
first several principal components. Thus weak signals can be reconstructed by the rest 
components.  
 
Chapter 4 Singular spectrum analysis (SSA) for the optimal spatial interval. 
Spatial sampling is an important acquisition factor for seismic signals. Singular 
spectrum analysis method  is used to analyze frequency domain seismic data and 
found that the best wavefield continuity happens within the spatial interval of 6.25 m, 
which is significantly different from larger spatial intervals.  
 
Chapter 5 Seismic reflectivity inversion by L1 regularization. In this chapter I 
use L1 constraint to achieve sparse deconvolution. When a least-square inverse 
problem being combined with L1 regularization, the problem becomes nonlinear. The 
nonlinear problem is set as a BPDN or LASSO problem, both of which are the optimal 
problem by minimizing the L1 norm of model solution, subject to the data misfit 
(noise) less than a threshold. L1-regularised spectral projected gradient (SPG-L1) 
algorithm is used to solve the optimization problem. High resolution reflectivity 
inversion result are achieved both for using synthetic and real seismic data. 
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Chapter 6 Reverse time migration by L1 regularisation. In this chapter 
reverse time migration is considered as an inverse problem and L1 regularisation is 
employed to achieve higher resolution seismic image. The principal of reverse time 
migration, least squares reverse time migration and L1 and L2 regularised least 
squares reverse time migration are described and three examples are tested to show 
the advantage of L1 regularisation least squares reverse time migration over others.  
 
Chapter 7. Conclusions and future works. The final part of my thesis comes 
to the conclusions drawn from my research and provides with some suggestions for 
future research related to the research field. 
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2 Literature Review 
2.1 Review of Eigen-analysis 
Seismic data processing plays an important role for exploration industry. The 
study motivation is to utilize recent technology advances, stemming from PCA to 
analyse the seismic data. Principal component analysis is statistical based technique 
which is using the statistical structure in a signal to perform a certain operation on it.  
One of the primary areas of statistical signal processing has always been 
denoising. Since the observed seismic data are intrinsic corrupted by noise, denoising 
is necessary to be applied during seismic data processing.   
Signal representation is an important concept in signal processing. Many 
different ways can represent the same signal and one need to determine which 
representation is the best in the sense of differentiating the noise from the signal as 
much as possible. The conventional solution is the Fourier representation and later 
non-linear based wavelet transform are developed.  
The pioneering work of PCA which is also called Hotelling transform, was done 
by Pearson (1901) and Hotelling (1933). In Hotelling's work, the components were 
chosen to maximize their successive contributions to the total variances of the original 
variables. The first publication in seismic that investigated the applications of 
particular linear transformation, for enhancing the effective signal information in a 
seismic profile, was given by Hemon and Mace (1978). Freire and Ulrych (1988) also 
discussed the application of Singular Value Decomposition (SVD) to Vertical Seismic 
Profile (VSP) data, while SVD is an effective tool for PCA, as described in the 
following text.  
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The key idea of PCA is reducing the dimensionality of the data set with a large 
number of variables while retaining as much as possible the valid information 
presented in the data set.  The principal components are given by an orthogonal linear 
transformation of a set of variables, such that in the new coordinate system, the 
greatest variance by any projection of the data comes to lie on the first coordinate 
which is the first principal component (Jolliffe, 2002). Consider a multivariate data set 
with m independent observations, ]       [ 21 m
T xxx L=x , where x  is a random vector 
and )( ji tx  is the 
thj  realization (sampling point) of the thi  random variable. In 
seismic data, ix  is the ith seismic trace, and a single realization (tj) of x  is a time 
slice from a seismic profile. 
SSA is a data-driven technology and stems from a kind of multi-channel time 
series analysis tools. In the time domain, SSA can be used for analysing one 
dimensional signals, i.e., single seismic trace. By applying Fourier transform on the 
single seismic trace, SSA can be used to analyse multi-traces, i.e., sampling signals of 
each spatial point corresponding to a particular frequency.  
The SSA is applied in a variety of disciplines including meteorogram (Read, 1993; 
Plaut and Vautard, 1994; Hsieh and Wu, 2002; Ghil et al., 2002), signal reconstruction 
and time sequence forecast (Golyandina and Stepanov, 2005) and digital terrain 
model filtering (Golyandina et al., 2007). In seismic data processing, SSA, regarded 
as a deflation technology has been used to eliminate the random noise (Oropeza and 
Sacchi, 2001). Similar to SSA method, Trickett (2008) and Trickett and Burroughs 
(2009) proposed Cadzow filter ( Cadzow, 1988) to remove the random noise in 
seismic data. Although both SSA and Cadzow filter arrives the same algorithm, the 
two methods are stemming from different disciplines. More generally, Cadzow can be 
regarded as a denoising tool whilst SSA is considered as time sequence analysis 
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method for dynamic system (Broomhead and King, 1986). 
2.2 Review of L1 Inversion 
In the geophysics exploration industry, routinely the survey is performed to 
obtain the seismic data which record the seismic waves traveling through the rock and 
fluid in the earth. Seismic inversion is used to translate seismic data into a quantitative 
measure of certain rock properties. A quantitative link between the seismic signal and 
the rock physics is needed to make sure we understand the meaning of the seismic 
signal and use it to its full potential. The basics of seismic inversion is about solving a 
general system of linear equations as 
Amd =                             (2.1) 
where d  is a vector of data, m is a vector of the unknown earth parameters and A  
is a geophysical operator which maps from the model space to the data space. 
Geophysical inversion is trying to solve an inverse problem to find the model based 
on the given geophysical measurements. In the seismic data processing usually we 
employ the adjoint of A  to obtain m  from d . The adjoint inversion process can 
be written in a matrix form as 
dAm += .                           (2.2) 
where +  is the symbol of conjugate transpose.  
2.2.1 Least Squares Problem 
As we know, the adjoint of an operator usually is not identical to its inverse, 
except the operator is unitary, which means the adjoint is the same as the inverse. The 
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generalized inverse of A  still can be found and unique solution of Equation (2.1) 
can be obtained in the least squares sense. Generally, the least squares inversion is to 
find a best model m  to fit the data d  under L2-norm. The objective function is 
expressed as 
2
2
dAm(m) −=ψ                        (2.3) 
In mathematics, the aim of least squares inversion is to find a m  that minimize 
(m)ψ . The minimization of Equation (2.3) is an unconstrained convex optimization 
problem with a differentiable objective. The optimal solution can be obtained when 
the gradient of the objective function is zero with respect to m  
0=
∂
−−∂
=
∂
∂ +
m
d][Amd][Am
m
(m)ψ
                 (2.4) 
which equals to  
.0=− ++ dAAmA                         (2.5) 
If the inverse of AA +  can be found directly, this yields the general inverse solution 
dAA)(Am 1 +−+=                         (2.6) 
when AA +  has full rank whereas this condition does not hold in most situations 
which leads to numerical instability. In other words, when the number of observation 
is not large enough compared to the number of models, over-fitting may occur. To 
prevent over-fitting, regularization is necessary to be employed to obtain the stable 
solution. 
Inversing a large matrix needs massive computation and an explicit matrix 
formulation for modelling is usually unavailable, so that an iterative optimization 
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method is generally employed, such as conjugate-gradient (CG), steepest-descent (SD) 
and other gradient methods, which can find an approximate solution for least squares 
problem more efficiently than other inversion methods. In the following content, CG 
and SD will be introduced and examples will be given. For a linear system, generally, 
a conjugate-gradient method is much faster than a steepest-descent method. 
Nevertheless, steepest-descent is still an attractive method, especially for solving a 
nonlinear problem, under which circumstance, A conjugate-gradient method easily 
loses the conjugate property of the search direction and significantly reduces the 
convergence speed. The two methods are the fundamental inversion algorithms for 
least square problems. There are two reasons for this. First, these are iterative 
inversion methods. This means we can terminate the inversion at any point of the 
inversion to obtain a reasonable approximate solution. Secondly, in the schemes, we 
do not need to know the explicit matrix of A 	and its adjoint +A  and can use two 
subroutines to implement the multiplication of A 	and +A  with a vector. 
2.2.2 The Steepest-descent Method 
In this section, the scheme and examples of the linear steepest-descent method 
will be reviewed. The idea behind the steepest-descent method is to iteratively search 
for an update solution along the steepest-descent direction (the direction opposite 
gradient) in each iteration to repeatedly minimize the objective function. Thus, in the 
steepest-descent method, there are two important steps: first, calculate the 
steepest-descent direction; secondly, perform line search along the steepest-descent 
direction to find the best step length to reach the minimal point along this direction.  
In the first step, the steepest-descent method calculates the steepest-descent 
direction. An objective function is a scalar field. The gradient of the scalar field 
indicates the greatest increase direction in the scalar field. To find the minimum of the 
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scale field efficiently, the search direction should be opposite to gradient. The search 
direction can be expressed as 
 AmAdA
m
mm ++ −=
∂
∂
−=
)()( ψr                  (2.7) 
where r is the steepest-descent direction.  
Next, the step length α  can be found by applying a line search along the 
steepest-descent direction. For a linear system, α can be analytically calculated. To 
reach the minimal point, the gradient of the objective function with respect 
to		α	should be equal to zero: 
  0)()( 1
1
11
=⎥⎦
⎤⎢⎣
⎡
∂
∂
=
∂
∂ +
α
ψ
α
ψ
d
dm
m
mm                      (2.8) 
Because 
   001 rα+= mm                          (2.9) 
then substituting Equation (2.9) and (2.7) into Equation (2.8), we can get 
  
00
00
rr
rr
AA++
+
=α                               (2.10) 
Furthermore, if multiplying both sides of Equation (2.9) with AA +− 	and adding d , 
then the residual can be simplified as 
 001 rrr AA
+
−= α                           (2.11) 
Assembling all steps of the steepest-descent method, the algorithm is shown in 
Flowchart 2.1. 
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Flowchart 2.1 The scheme of steepest-descent. 
Equation (2.1) represents a linear process, and thus it fails in a non-linear geophysical 
process. Consequently, the scheme of steepest-descent in Flowchart 2.1 will be 
revised. First, the steepest-descent direction r is not the residual (Equation (2.7) or 
(2.11)) at all and should be calculated according to the gradient of the objective 
function since the objective function is no longer quadratic. Secondly, it is impossible 
to analytically calculate the step length using Equation (2.10) but a complex linear 
search should be employed to find the best step length α .  
In order to demonstrate how the steepest-descent method works and what 
properties it possesses, two examples are demonstrated. The first example is a two 
variable linear equation system, which is expressed as 
ቂ 67−108ቃ = ቂ
13 4
−6 11ቃ ቂ
mଵ
mଶቃ.                     (2.12)  
00 AmAdAr
++
−=  
0=i ; 
while )max( iterationimumi <  
Do 
ii ArAh
+
= ; 
ii
ii
hr
rr
+
+
=α ; 
i1i rmm αi +=+ ; 
ii1i hrr α+=+ ; 
1+= ii ; 
Done 
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The objective function formed using Equation (2.3) has two variables. The function 
can be plotted in a surface picture like Figure 2.1. As can be seen from the picture, the 
shape of the objective function is like a bowl, the lowest point of which is the solution 
of Equation (2.12).  
 
          Figure 2.1 Surface graph of the objective function for Equation (2.12). 
Choosing the initial model, m଴ = ቂ−3542 ቃ, and applying the steepest descent 
method (Flowchart 2.1), the update path of the model is shown by the red zigzag line 
in Figure 2.2. After the first and ninth iterations, the model becomes mଶ =
ቂ13.0540017363852884.911132467198428 ቃ and mଵ଴ = ቂ
7.000004870523804
−5.999991221850812ቃ, respectively. The 
least-squares errors of mଶ	 and mଵ଴	 are 2.197410887788120x10ସ	 
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and		4.861945177667094x10ିଽ, respectively. If the starting model, m଴ = ቂ3542ቃ, is 
chosen, then the model update path is shown in Figure 2.3. After the first and ninth 
iterations, the model becomes mଶ = ቂ1.346613123277727	0.935962027298636ቃ  and mଵ଴ =
ቂ 	6.999993725028477−5.999992301435380ቃ, respectively. The least-squares errors of mଶ	and mଵ଴	are 
1.424062448558629x10ସ	 and 1.754426344424212x10ି଼, respectively.  
The second example is also a two variable linear equation system, which is 
ቂ 67−108ቃ = ቂ
11 3
2 −5ቃ ቂ
mଵ
mଶቃ.                         (2.13)  
Figure 2.2 Contours of the objective 
function and the model update path of 
the steepest-descent method for 
Equation (2.12) with starting 
model 	ܕ૙ = [−૜૞	૝૛]܂ . The green 
circle with red cross in the middle 
indicates the solution. 
Figure 2.3 Contours of the objective 
function and the model update path of 
the steepest-descent method for 
Equation (2.12) with starting 
model 	ܕ૙ = [૜૞	૝૛]܂ .  The green 
circle with red cross in the middle 
indicates the solution.
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If the initial model is set to m଴ = ቂ−3542 ቃ, then the model search path is shown in 
Figure 2.5. After the first and nineteenth iterations, the model becomes mଶ =
ቂ−3.8911284525913576.447003945818700 ቃ and mଶ଴ = ቂ
6.999967626867483
−5.999776088727356ቃ, respectively. The 
least-squares errors of mଶ	 and mଶ଴	 are 1.385878545118546x10ସ  and 
1.502194608340751x10ି଺ , respectively. If the starting model m଴ = ቂ3542ቃ  is 
chosen, then the model update path is shown in Figure 2.6. After the first and ninth 
iterations, the model becomes mଶ = ቂ 10.270958629925429	−0.392642348699241ቃ  and mଶ଴ =
ቂ 6.999999964693424−5.999999879050375ቃ, respectively. The least-squares errors of mଶ	and mଶ଴	are 
	3.250145934469524x10ଷ	 and 4.567643079551700x10ିଵଷ, respectively.  
 
Figure 2.4 Surface graph of the objective function for Equation 2.13. 
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Figure 2.5  Contours of the objective 
function and the model update path of 
the steepest-descent method for 
Equation (2.13) with starting 
model 	m଴ = [−35	42]୘ . The green 
circle with red cross in the middle 
indicates the solution. 
Figure 2.6  Contours of the objective 
function and the model update path of 
the steepest-descent method for 
Equation (2.13) with starting 
model 	m଴ = [35	42]୘ .  The green 
circle with red cross in the middle 
indicates the solution. 
 
First, the speed of convergence at the beginning of iterations is much faster than the 
later iterations. This exposes the weakness of the steepest-descent method, which 
slowly converges when the model is closing to the minimal point. 
Secondly, the convergence speed is also dependent on the initial model. Different 
initial models will give different speed of convergence. Generally, the initial model 
located at a bigger gradient position will produce a faster convergence speed. 
Thirdly, as usual, if A  has a big condition number, which is the ratio of the largest 
singular value of A  to the smallest, or in other words the equation system is 
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ill-posed, the steepest-descent inversion will converge slowly , even misconvergence. 
2.2.3 Conjugate Gradient Method 
In this section, the scheme and examples of the linear conjugate gradient method 
will be reviewed. The fundamental idea of the conjugate-gradient method is to use a 
linear combination of a set of search directions p , to form the error, mm0 − . The 
search direction ip  is AA +  - orthogonal to all the previous residuals and search 
directions and the residual ir  is orthogonal to all the previous residuals and search 
directions.   
For simplicity, just one version of CG for Equation (2.5) is listed here (Scales, 1987). 
Choose an initial model 0m , and then the conjugate-gradient scheme is described in 
Flowchart 2.2, where r is the residual vector, p  is the search vector constructed 
from the conjugation of the residuals, and	α is the search step length. 
In order to compare the conjugate-gradient method with the steepest-descent 
method demonstrated in the previous section, the same examples and initial models 
are chosen. For the first example, Choosing the initial model,	m଴ = ቂ−3542 ቃ, and 
applying the conjugate-gradient method, after two iterations, the model becomes 
mଶ = ቂ 6.999999999999997−5.999999999999999ቃ  (Figure 2.7). The least-squares error of 
mଶ	is	1.4263x10ିଶ଻. If the initial model is set as	m଴ = ቂ3542ቃ, after two iterations, the 
model is updated to	mଶ = ቂ 6.999999999999999−5.999999999999999ቃ (Figure 2.8). The least-squares 
error of mଶ	is	3.1554x10ିଶ଼.   
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Flowchart  2.2  The scheme of conjugate-gradient. 
 
For the second example, if we choose the initial model as	m଴ = ቂ−3542 ቃ, and apply the 
conjugate-gradient method after two iterations, the model becomes mଶ =
ቂ 	7.000000000000004−6.000000000000014ቃ  (Figure 2.9). The least-squares error of 
mଶ	is	6.108938850031515x10ିଶ଻. If the initial model is set as	m଴ = ቂ3542ቃ, after 2 
iterations, the model is updated to	mଶ = ቂ 	7.000000000000002−6.000000000000004ቃ	(Figure 2.10). 
The least-squares error of mଶ	is	6.184669496932733x10ିଶ଼.       
 
;
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00000000
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rpArq;sArAmds
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;0=i  
while )max( iterationimumi <  
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=
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Figure 2.7 Contours of the objective 
function and the model update path 
of the conjugate-gradient method for 
Equation (2.12) with starting 
model	m଴ = [−35	42]୘.  The green 
circle with red cross in the middle  
is the solution. 
Figure 2.8 Contours of the objective 
function and the model update path 
of the conjugate-gradient method for 
Equation (2.12) with starting 
model 	m଴ = [		35	42]୘ . The green 
circle with red cross in the middle is 
the solution. 
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Figure 2.9 Contours of the objective 
function and the model update path 
of the conjugate-gradient method for 
Equation (2.13) with start 
model 	m଴ = [−35	42]୘ . The green 
circle with red cross in the middle is 
the solution. 
Figure 2.10 Contours of the 
objective function and the model 
update path of the conjugate-gradient 
method for Equation (2.13) with start 
model 	m଴ = [35	42]୘ . The green 
circle with red cross in the middle is 
the solution. 
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2.2.4 L2-Regularised Least Squares 
If we consider a standard L2-norm or Tikhonov Regularisation of Equation 
(2.3), then it leads to the following optimization problem 
minimize                     (2.14) 
where  denotes the L2-norm and  is called the Regularisation parameter, 
damping parameter or Tikhonov factor that controls the tradeoff between the 
minimization of the least squares term and the minimization of the L2 penalty term. 
Since the objective function if convex and differentiable, to find the solution we can 
set the gradient with respect to  to zero to obtain 
                         (2.15) 
or  
m
I
A
I
A
0
d
I
A
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
=⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +
λλλ
                      (2.16) 
Where ⎟⎟⎠
⎞
⎜⎜⎝
⎛
I
A
λ
 and 
+
⎟⎟⎠
⎞
⎜⎜⎝
⎛
I
A
λ
 are the expanded matrices, in which the matrix Iλ  is 
under the matrix A . (Tarantola, 1987).  
 
Then the solution of L2-regularised least squares arrives 
dAλI)A(Am 1L2 +−+ += .                    (2.17) 
There are several properties of Tikhonov Regularisation which has been listed in 
Table 2.1.  
2
2
2
2
mdAm λ+−
2
• 0>λ
m
I)mA(AdA λ+= ++
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Table 2.1  Properties of Tikhonov Regularisation. 
PROPERTY                   EXPLANATION 
Linearity L2m  is a linear function of d  
Limiting behavior as 
0→λ  
As 0→λ , L2m converges to dA*  where *A =
+−+ AA)(A 1 is the pseudo-inverse of A  
Convergence to zero as 
∞→λ  
As ∞→λ , the optimal solution L2m  tends to zero.
Regularisation path The optimal solution L2m  is a smooth function of 
the Regularisation parameter λ  which varies over 
),0[ ∞ . 
 
The solution to the Tikhonov Regularisation problem can be obtained both by 
direct methods and iterative methods, such as steepest-descent or conjugate gradient. 
If the equation system has Tikhonove constraint terms, in the algorithm of 
steepest-descent (Flowchart 2.1), A  and d  can be simply substituted by ⎟⎟⎠
⎞
⎜⎜⎝
⎛
I
A
λ
and ⎟⎟⎠
⎞
⎜⎜⎝
⎛
0
d
(See Equation 2.16 ) respectively. 
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2.2.5 L1-Regularised Least Squares  
In recent years, L1 regularisation least squares problems have been receiving an 
increasing interest since it has the beneficial effects of regularizing model coefficients 
but yields sparse models that are more easily interpreted. L1-regularised least squares 
substitute the sum of squares employed in Tikhonov regularisation by a sum of 
absolute values 
minimize 1
2
2
mdAm λ+−                       (2.18) 
where 
1
•  denotes the L1-norm and 0>λ  is the regularisation parameter. 
From the objective function in Equation (2.18) we can see that although the objective 
function in the L1-regularised least squares problem is convex, it is not continuous 
differentiable because of the regularisation term which makes it more challenge to 
solve compared to the L2-regularised least squares problem. In the following content, 
two methods are introduced to deal with this problem.  
By introducing a new variable z ૓	ℝࡹ  with the equality constraints 
dAmz −= , L1-regularised least square problem, i.e. Equation (2.18) can be 
considered as an equivalent problem 
Minimize 
1
mzz i
T λ+  .. ts   dAmz −=               (2.19) 
which is as known as primal problem. Then we can employ the Lagrange dual of the 
L1-regularised least square problem with the dual variable iν 	ϵ	ℝ	, Mi ,,2,1 L− , 
leading to  
).()ν(
1
zdAmνmzzz,m, −−++= TTL λ                   (2.20) 
The dual function is 
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otherwise
Miλ
L ii
TTT
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,,1,)(,)4/1(
)(inf
LνAdννν
νz,m,
zm,
      (2.21) 
Therefore the Lagrange dual of Equation (2.19) is 
Maximize MitsG ii
TTT ,,1,)(..)4/1()( L=≤−−= λνAdνννν       (2.22) 
where )(νG  is the dual objective function. The dual problem Equation (2.22) is a 
convex optimization problem with variable ν ϵ	ℝ୑ which is known as dual feasible. 
As we knew, any dual feasible point ν  provides a lower bound on the optimal value 
of the primal problem in Equation (2.18). The difference between the primal objective 
value and dual feasible point, i.e., lower bound )(νG  is defined as duality gap        
)(
1
2
2
vmdAm GGapDuality −+−= λ  .                (2.23) 
A fundamental theorem of linear programming states that when )( vd,m,  solves the 
primal problem if and only if the primal infeasibility , dual infeasibility and duality 
gap are all zero (Robert J. Vanderbei, 2008). Thus when )( vd,m,  nearly towards to 
primal feasible and dual feasible, the duality gap offers a good description of 
)( vd,m, . From an arbitrary m , the bound on the suboptimality of m  can be 
derived by constructing a dual feasible point: 
{ }MidAmAs
dAms
ii
T ,,1,2)(2/min
)(2
L=−=
−=
λ
ν
             (2.24) 
The L1-regularised least squares problem (Equation (2.18)) can be transformed to a 
convex quadratic problem with linear inequality constraints  
    Minimize ∑
=
+−
N
i
iuλ
1
2
2
dAm  subject to Niumu iii ,,1, L=≤≤−    (2.25) 
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and then the interior point method can be employed to find the solution. 
Consider a logarithmic barrier reformulation for the bound constraints 
Niumu iii ,,1, L=<≤−  in Equation 2.25  
∑∑
−−
−−+−=Φ
n
i
ii
n
i
ii mumuum
11
)log()log(),(               (2.26) 
The central path consists of the unique minimize ))(),(( ** tutm  of the convex function. 
As the parameter t  varies from 0  to ∞+  the central path consists of the unique 
minimizer ))(),(( ** tutm  of the convex function  
),(),(
1
2
2
umuλtttmφ
N
i
i Φ++−= ∑
=
dAm .                (2.27) 
In the primal interior point method, a sequence of points on the central path are 
computed for an increasing sequence of values of t  starting from the previously 
computed central point. Newton’s method can be used to minimize Equation (2.27) . 
The search direction is computed as the exact solution to the Newton system 
g
u
m
H −=⎥⎦
⎤⎢⎣
⎡
Δ
Δ
                      (2.28) 
where ),(2 umH tϕ∇=  is the Hessian matrix and ),( umg tϕ∇=  is the gradient at 
the current iteration ),( um . The traditional interior point have good performance for 
small to moderate scale problem but behave poorly for large scale problem because of 
the challenge of solving the Newton system. Kim (Kim, 2007) proposed a specialized 
interior-point method in order to solve large scale L1-regularised least squares 
problem which uses the preconditioned conjugate gradients algorithm to compute the 
search direction.  
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The Hessian matrix can be written as 
⎥⎦
⎤⎢⎣
⎡ +
=Φ∇+−∇=
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A              (2.29) 
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The gradient can be written as 
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The preconditioner used in the precondition conjugate gradient algorithm 
approximates the Hessian of 2
2
dA −mt  with its diagonal entries while retaining the 
Hessian of the logarithmic barrier ),( umΦ  
⎥⎦
⎤⎢⎣
⎡
+⎥⎦
⎤⎢⎣
⎡
=
12
21
00
02
_Pr
DD
DDtdiag
rconditionee
T AA           (2.31) 
Flowchart 2.3 lists the Newton interior point method for L1-regularised least 
squares problems.  
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Flowchart 2.3 Newton interior point method for L1-regularised least squares 
problem. 
Although the preconditioned conjugate gradient algorithm employed in Interior point 
method for L1-regularised least squares problem improved the computation efficiency, 
for large scale inverse problem, the calculation cost still can be very large.  
2.2.6 Spectral Projected Gradient Method for L1-Minimization 
The spectral projected gradient method (Birgin, et al., 2000) for solving the 
convex constrained problem is the product of the combination of the classical 
projected gradient strategies (Bertsekas, 1976) and global Barzila-Borwein (BB)  
nonmonotone scheme (Barzilai and Borwein, 1988).  
;;0;/1: IλtInitialize === um            
Set the tolerance 0>ε  
              Loop 
1. Compute the search direction ),( um ΔΔ as an 
approximate solution to the Newton system equation 
g
u
m
H −=⎥⎦
⎤⎢⎣
⎡
Δ
Δ
; 
2. Compute the step length s  by backtracking line 
search.  
3. Update the iteration by  
),(),(),( umsumum ΔΔ+= . 
4. Construct a dual feasible point ν  from equation 
(2.24). 
5. Calculate the duality gap from equation (2.23). 
6. stop criterion: εν ≤)(/ GDualityGap . 
7. Update t . 
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The nonmonotone strategies for objective function minimization becomes 
popular which make it possible to define globally convergent algorithms without 
monotone decrease requirement. The philosophy behind nonmonotone strategies is 
that, many times, the first choice of a trial point by a minimization algorithm hides a 
lot of wisdom about the problem structure and that such knowledge can be destroyed 
by the decrease imposition. For example, if one applies Newton’s method to a 
problem in which several components of the gradient are linear, these components 
vanish at the first trial point of each iteration, but the objective function value does not 
necessarily decrease at this trial point. Therefore, the conditions were given for the 
implementation of the BB method for general unconstrained minimization with the 
help of a nonmonotone strategy. More details of this algorithm will be described in 
chapter 4. 
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3 Principal Component Analysis (PCA) for 
Extracting Weak Signals 
3.1 Introduction 
Principal component analysis (PCA) is a well-known eigenvector-based 
multivariate analysis technique which decomposes a data set into principal 
components, in order to maximize the information content in the recorded data with 
fewer dimensions. This technique has been widely used particularly in image 
processing (Francisco Castells, et al., 2007; Pramod Kumar Pandey, et al., 2011; 
Andrew J. Calder, et al., 2001). In this chapter, PCA technique is applied to the 
seismic data for extracting weak signals.  
The pioneering work of PCA which is also called Hotelling transform, was done 
by Pearson (1901) and Hotelling (1933). In Hotelling's work, the components were 
chosen to maximize their successive contributions to the total variances of the original 
variables.  The first publication in seismic that investigated the applications of 
particular linear transformation, for enhancing the effective signal information in a 
seismic profile, was given by Hemon and Mace (1978). Freire and Ulrych (1988) also 
discussed the application of singular value decomposition (SVD) to VSP data, while 
SVD is an effective tool for PCA, as described in the following text.  
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The key idea of PCA is to reduce the dimensionality of the data set with a large 
number of variables while retaining as much as possible the valid information 
presented in the data set. The principal components are given by an orthogonal linear 
transformation of a set of variables, such that in the new coordinate system, the 
greatest variance by any projection of the data comes to lie on the first coordinate 
which is the first principal component (Jolliffe, 2002). Consider a multivariate data set 
with m independent observations, , where  is a random vector 
and  is the  realization (sampling point) of the  random variable. In 
seismic data, ix  is the ith seismic trace, and a single realization (tj) of x  is a time 
slice from a seismic profile. 
Principal component analysis (PCA) transforms data matrix x  via 
miTii   ,  ,2  ,1           , L== xup ,                   (3.1) 
where the random variables ip  are principal components and ]      [ 21 imii
T
i uuu L=u  
are chosen to represent the data set with fewer dimensions.  
[ ]muuuU ||| 21 L=   is an orthonormal matrix which contains principal 
components of the data matrix x .                                      
This chapter describes PCA from two viewpoints, each of which is somewhat 
similar, as both satisfy the same constraints. However, each approach has a unique 
motivation. Thus comparison of these two approaches provides further understanding 
of the PCA theory. One of them is derived by maximizing the variance of the principal 
]       [ 21 m
T xxx L=x x
)( ji tx
thj thi
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components (Cooley and Lohnes, 1971). The other draws a connection between the 
representation of data variance and the representation of data themself by using SVD.  
3.2 PCA by Variance Maximization 
In the approach of variance maximization, iu  is found such that )(var ip  are 
maximized, subject to some constraints. The first constraint is orthogonal, i.e.,
1=i
T
i uu . The second constraint is that the second principal component is 
uncorrelated with the first principal component, and that the third uncorrelated is 
uncorrelated with both the first and second principal components, and so on.  
The first of these two constraints is built explicitly into a cost function (for 
maximization), as  
)1()var()( i
T
iiii uupu −+= λφ ,                    (3.2) 
where iλ  is a Lagrange multiplier.  
In Equation (3.2), one assumes that 0)(E =ip . This assumption is trivial since 
)(E)(E)(E xuxup Ti
T
ii == and the mean of x , )(E x , is easily set to zero. It means 
that )(E)(E)(E)(var 222 iiii pppp =−= . Thus,    
ix
T
ii
TT
i
TT
i
T
iii uCuuxxuxuxupp ==== ]))((E[)(E)var(
2 ,     (3.3) 
where  xC  is the covariance matrix of x . Finally, the cost function can be described 
as 
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)1()( i
T
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T
ii uuuCuu −+= λφ .                     (3.4) 
To maximize the cost function, we take the gradient of Equation (3.4),  
iiixi uuCu λφ 22)( −=∇ ,                      (3.5) 
and then set it to zero, which yields the extremer of the cost function  
iiix uuC λ= .                            (3.6) 
Equation (2.6) is easily recognized as an eigen problem where iu  are the 
eigenvectors of the symmetric matrix xC  and are therefore mutually orthonormal. 
Hence,  
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                       (3.7) 
Equation (3.7) illustrates two ideas. It first confirms that the principal components are 
uncorrelated for ji ≠ . That is the second assumption stated at the beginning. It also 
demonstrates that the variance of the thi  principal component, xup Tii = , is the 
thi  
eigenvalue, iλ . Thus, ordering the pairs of eigenvectors and eigenvalues in the 
fashion mλλλ ≥≥≥ L21 , it completes the PCA solution.  
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This derivation clarifies the role of PCA in terms of variance. In particular, the 
method attempts to represent the data variance with fewer dimensions (principal 
components). SVD can be used to illuminate the connection between the 
representative variance and the representative data in  PCA.  
3.3 PCA and SVD 
  The SVD decomposes a nm×  matrix A  into the product of three matrices,  
TVΣUA   = ,                    (3.8) 
where 
[ ]muuuU ||| 21 L= ,  
[ ]nvvvV ||| 21 L= , 
)0  ,  ,0  ,  ,  ,  ,(diag
)0  ,  ,0  ,  ,  ,  ,(diag
21
21
LL
LL
r
r
λλλ
σσσ
=
=Σ
 
and iu , mi   ,  ,2  ,1 L= , and iv , ni   ,  ,2  ,1 L= , are the eigenvectors of TAA  and 
AAT  respectively, iσ , )rank(  ,  ,2  ,1 A== ri L , are the nonzero singular values of  
A  and usually arranged in decreasing order, and iλ   are eigenvalues of TAA  or 
AAT .  
The relationship between PCA derived in the previous section and the SVD can be 
easily found. If 
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then product TAA  may be considered as a weighted estimation of the correlation 
matrix xC  at lag zero of matrix A . That is, x
T nCAA = , where A  contains n  
realizations of x  and xC  is the correlation matrix of x . 
Since iu  are the eigenvectors of xC , equation (3.8) gives 
       TT VΣAUP   == .                 (3.10) 
It follows that IUU =T , where  I  is the identity matrix. The matrix P contains the 
principal components )(tip :  
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SVD can also be represented as decomposing matrix A  into the sum of a series 
of the eigenimage matrices as  
∑∑
==
==
r
i
ii
r
i
T
iii
11
EvuA σσ ，                (3.11) 
where )(rank A=r , iu  is the 
thi  column of U  and iv  is the 
thi  column of V , 
and Tiii vuE =   are eigenimages (Figure 3.1). For any rk < , the eigenimages are 
significant  
56 
 
∑
=
=
k
i
iik
1
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That is, kA  is the closest approximation to A  for any )(rank k  matrix. Therefore, 
using the eigenimages ( iE ) associated to the highest singular values in Σ  is 
equivalent to look for correlated structure into matrix A .  
 
  Figure 3.1 Eigendecomposition of A into the sum of weighted eigenimages. A is 
the data matrix and each σ  represents an eigenimage.  
 
In addition, the rows of  iE  are scalar multiples of  iv . The fact can be easily 
seen by examining an eigenimage in its matrix form, 
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Therefore, by using the principal component Equation (3.10), the structural 
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information of matrix iE  and A  can be expressed using only vectors iv .   
As the concepts of the eigenimages and the principal components are equivalent, 
hence PCA attempts to represent the data with few dimensions, by extracting coherent 
information from the data using the first few eigenimages. 
3.4 PCA on a High Density Seismic Wavefield 
As we know the variance of a time series (seismic trace or principal component) 
is defined as 
            ∑
=
−
−
=
n
i
i xxn 1
2
_
)(
1
1)var(x ,                  (3.14) 
where  
_
x  is the mean value computed from ∑
=
n
i
ixn 1
1
. During the principal 
component analysis the first procedure is to calculate the mean value of each seismic 
trace and subtracting the mean value from the seismic trace. The revised seismic trace 
then satisfies the assumption mentioned previously that the mean value should be 
zero. 
Variance describes the degree of variation within a single trace while the 
covariance describes the correlation of the variables variation between two traces. 
That is the estimation of synchronization, anti-synchronization and desynchronization. 
The definition of variance can be rewritten as  
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Thus the covariance is defined by 
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1),cov( yx .               (3.16) 
The positive and negtive sign posses the more significant meaning than the absolute 
value in the covariance matrix. The positive sign in the covariance matrix imply the 
synchronous variation between the two time series while the negtive sign signify the 
fact that the variation between the two time series is anti-synchronization. That is, 
when one series is increasing or decreasing, the other is decreasing or increasing. As 
we mentioned previously, the principal components are uncorrelated which means 
their covariance is zero. Because of ),cov()var( xxx =  , thus, the variance of a time 
series is also named autocovariance.   
Figure 3.2 is a seismic profile and its principal components. Figure 3.3 is the 
covariance matrix of the seismic profile and the covariance matrix of principal 
components. Both positive and negative values are existing in the seismic profile 
covariance matrix which is dominated by positive values while everywhere of the 
principal components covariance matrix are zeros except the main diagonal.  The 
variance values are decreasing along the main diagonal.  
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(a) 
 
(b) 
Figure 3.2 (a) Seismic profile with receiver interval dx = 6.25m. (b) Principal 
components ordered by decreasing corresponding eigenvalues. 
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(a) 
 
(b) 
Figure 3.3 (a) Covariance matrix of seismic profile. (b) Covariance matrix of 
principal components.   
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While Figures 3.2 and 3.3 demonstrate the principal component analysis result 
based on the receiver interval of 6.25 m, Figures 3.4, 3.5, and 3.6 show the seismic 
profiles and principal components and their covariance matrix corresponding to 
receiver interval of 12.5, 25 and 50 m, respectively.  
                                 (a)    
 
                                  (b) 
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                                 (c)      
                                  
 
                                 (d) 
Figure 3.4 (a) seismic profile with receiver interval dx=12.5m; (b) Principal 
components ordered by decreasing corresponding eigenvalues; (c) covariance matrix 
of seismic profile; (d) covariance matrix of principal components.   
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                                    (a) 
 
 
                                  (b) 
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                                 (c)    
               
 
                                 (d) 
Figure 3.5  (a) Seismic profile with receiver interval dx = 25 m. (b) Principal 
components ordered by decreasing corresponding eigenvalues. (c) Covariance 
matrix of seismic profile. (b) Covariance matrix of principal components.   
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(a) 
 
(b) 
66 
 
 
                                 (c)      
       
 
(d) 
 
Figure 3.6 (a) seismic profile with receiver interval dx = 50 m. (b) Principal 
components ordered by decreasing corresponding eigenvalues. (c) Covariance 
matrix of seismic profile. (d) Covariance matrix of principal components.  
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Figure 3.7 shows the covariance matrix of principal components by curve lines. 
The variance values of the first principal components gradually reduced along with 
the increase of the receiver interval valued at 12.8, 4.8, 2.7 and 1.95 corresponding to 
the receiver interval of 6.25, 12.5, 25 and 50 m, respectively. The decreasing trend 
should be related to the total energy of the original seismic profile. Although the 
receiver interval varies, they cover the same area. Different numbers of traces result in 
different total energy. However, no linear relationship exists between the variance of 
the first principal component and total number of traces. This may involve partial 
uncertainty to whom the energy belongs. That is to say, certain energy is categorized 
into multi-events which could bring harm to the weak signals.  
The four curve lines are then combined into one figure in order to have an 
intuitive comparison (Figure 3.8). The horizontal coordinate represents the number of 
principal component and the vertical coordinate represents the normalized variance 
value. From this figure we can easily find that energy is focused on the primary first 
initial principal components for the high density sampling data. The rest three curves 
are separated from the one corresponding to the high density wavefield reflecting the 
characteristic of energy dispersion. 
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(a)                                              (b) 
 
(c)                                        (d) 
Figure 3.7  Autocovariance of the signal principal components.（a-d）correspond to 
the original seismic profile with receiver interval of 6.25, 12.5, 25, 50 m, 
respectively. 
 
The previous four examples focus on the fact that the coverage scale is the same. 
For further comparison, we compare two seismic profiles with the exactly the same 
trace number in figure 3.9. Certainly, the spatial coverage area is different because of 
the different receiver interval. 80% of the total energy is focused on the primary 20 
principal components for the receiver interval of 6.25m, while 35 principal 
components are needed to recovery 80% of the total energy corresponding to the 
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Figure 3.8 Combination of four variance curve of signal principal components. The 
horizontal coordinate represents the number of principal component and the vertical 
coordinate represents the normalized variance value. 
 
receiver interval of 12.5m. This finding enhanced our understanding on the meaning 
behind the normalized variance curves.  
The larger values of variance are focused on the fewer primary principal 
components which implied the definitude of which event the arbitrary energy belongs 
to. This could be propitious to extract and make use of weak signals. 
dx=6.25m 
dx=12.5m 
dx=25m 
dx=50m 
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        (a) 
 
                                     (b) 
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                  (c)                                 (d) 
 
                 (e)                                  (f) 
Figure 3.9 (a-b) Comparison between two seismic profiles with the same number of 
traces. Because of the different trace interval of 6.25m and 12.5m, the spatial 
coverage is different at 550m and 1100m respectively. (c-d) The energy of 
components corresponding to trace interval of 6.25 and 12.5m. (e) Cumulated 
energy. (f) Normalized variances. 
 
Once the principal component analysis has been written as matrix form xup T= , 
the original data can be recovered by uppux == −1)( T . Figure 3.10 shows the 
seismic profile with receiver interval of 6.25 m again. By using the initial ten principal 
components, one can reconstruct the major events existed in the seismic profile 
(3.10b). The successive ten principal components (11-20) represent the locally 
coherent and weak energy. The weak energy plays a key role in identifying the fine 
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structure, fracture and rock physics characteristics of a reservoir.   
Note that it is unlikely to fulfill the complete exploration objectives if increasing 
the receiver interval beyond 6.25 m, because the weak signal cannot be recognized in 
this situation. 
 
(a) 
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                               (b) 
 
                               (c) 
Figure 3.10 (a) Seismic profile with receiver interval of 6.25 m. (b) The primary 10 
principal components reconstruct the major events existed in the seismic profile. (c) 
The successive 10 principal components represent local coherent and weak signals. 
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3.5 Summary 
Conventional seismic image such as migration exploits the dominant signals i.e. 
the reflections for revealing subsurface structure. However, for detailed description at 
reservoir scale, weak signals are essential information. Those weak signals reflect 
geometrical properties of fractures, elastic properties of porous contents, and 
lithological properties of fluids within reservoir etc. Therefore, in this study a signal 
analysis method is tried to separate weak signals from strong primary energy. The 
principal component analysis technique is employed to characterize signals. PCA 
spectra illustrated that most of the energy focuses on the first several principal 
components. Thus weak signals can be reconstructed by the rest of the components.  
When spatial interval is 6.25 m, PCA shows a more concentrated trend if 
compared with PCA diagrams corresponding to spatial interval of 12.5 and 25 m. This 
conveys a conclusion that the spatial sampling interval of 6.25 m discriminates with the 
sampling interval of 12.5 and 25 m. In the following chapter, I will focus my analysis 
on the spatial sampling, and confirm the 6.25 m is an optimal acquisition geometry, for 
effectively recording and utilizing weak signals. 
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4 Singular Spectrum Analysis (SSA) for the Optimal 
Spatial Interval 
4.1 Introduction 
In the previous chapter, signal analysis is in the time domain. This chapter the 
singular spectrum analysis (SSA) technique is used to analyse signal characters 
related to spatial sampling, where the data are presented in the frequency domain. 
For a given frequency, this technique transforms the spatial acquisition data into a 
Hankel matrix. Ideally, this matrix is in rank k, where k is the total number of plane 
waves within the selected spatial window. The existence of noise and absence of 
seismic traces may increase the rank of Hankel matrix. Thus deflation could be an 
effective way for noise attenuation and trace exploration. 
SSA is a data-driven technology and stems from a kind of multi-channel time 
series analysis tools. In the time domain, SSA can be used for analysing one 
dimensional signals, i.e., single seismic trace. By applying Fourier transform on the 
single seismic trace, SSA can be used to analyse multi-traces, i.e., sampling signals of 
each spatial point corresponding to a particular frequency.  
The SSA is applied in a variety of disciplines including meteorogram (Read, 1993; 
Plaut and Vautard, 1994; Hsieh and Wu, 2002; Ghil et al., 2002), signal reconstruction 
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and time sequence forecast ( Golyandina and Stepanov, 2005) and digital terrain 
model filtering (Golyandina et al., 2007). In seismic data processing, SSA regarded as 
a deflation technology has been used to eliminate the random noise (Oropeza and 
Sacchi, 2011). Similar to the SSA method, Trickett (2008) and Trickett and Burroughs 
(2009) proposed Cadzow filter ( Cadzow, 1988) to remove the random noise in 
seismic data. Although both SSA and Cadzow filter arrives the same algorithm, the 
two methods are stemming from different disciplines. More generally, Cadzow can be 
regarded as a denoising tool whilst SSA is considered as time sequence analysis 
method for dynamic system (Broomhead and King, 1986). 
The basic assumptions of SSA are simply summarized as follows: if the data are 
composed of k complex exponents, the Hankel matrix would be in k rank. I conduct 
SSA on seismic data, attempting to find an optimal spatial sample interval.  
4.2 Theory of SSA  
Considering the data of frequency ω , along the spatial direction x, we assume 
that the sampling interval dx is a constant. The regular data set along the spatial 
direction is ),( ωnS , xNn ,,2,1 L= , can be written in vector form 
)](,),2(),1([ xNSSS L=S .                   (4.1) 
Here we ignore the frequency variable ω . For this data vector, one can construct the 
Hankel matrix as the following, 
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where j might refer to the frequency jω . The principle to choose xK  and xL  is 
setting Hankel matrix as square as possible (Trickett, 2008). That is, 
)12/int( += xx NL  and 1+−= xxx LNK , where int()  obtains the integer close to 
the value inside the bracket.  
The construction of Hankel matrix can be extended to yx −  dimension. It 
consists of two steps. First, build the Hankel matrix for one dimensional data, 
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Secondly, build the Hankel matrix using the matrix block 
yN
RRR ,,, 21 L , as 
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The choice of yK and yL  should also make the Hankel matrix as square as possible. 
That is, )12/int( += yy NL  and 1+−= yyy LNK . Thus, the actual size of Hankel 
matrix for two dimensional data is )()( yxyx KKLL ××× .  
The rank of Hankel matrix corresponding to the two dimensional data is k , if the 
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data within the selected spatial window is the superposition of k linear events. A 
linear event in the tyx −− domain can be written in the frequency domain as 
)()(),,( pnqmieAnmS +−= ωωω , where ),( qp  are slownesses. It is obvious that the rank 
of Hankel matrix corresponding to this simple signal is 1. This model can be extended 
to the superposition of k  linear events in the tyx −−  domain. In other words, the 
superposition of k  plane waves in the ω  domain makes the rank of matrix M to be
k .  
The existence of noise will increase the order of Hankel matrix which means the 
denoise process can be redeemed as deflation problem. Let kM  be the 
approximation of M  in the sense of least squares. The objective function is obtained 
by minimizing the misfit between kM  and its approximation M , i.e., 
kMME −=  
22 ),(∑∑==
l k
klEEφ                      (4.5) 
Eckart-Young theory (Eckart and Young, 1936) stated that kM  can be 
represented by 
H
kkkk VUM ∑=                          (4.6) 
while the minimum φ  is obtained. Here, k∑  is a diagonal matrix with k
nonnegative real numbers on the diagonal in a descending order known as singular 
values and kk VU ,  consist of k  left and right singular eigenvectors of M , 
respectively, and H  denotes a transpose operator. In other words, the 
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approximation matrix kM  can be obtained by the SVD of M  (Golub and van Loan, 
1996). Equation (4.6) can also be written as (Freire and Ulrych, 1998) 
MUUM Hkkk =                         (4.7) 
That only leaves the question of how to reconstruct the data matrix Sˆ . The 
approximation matrix  kM  of Hankel matrix is used to reconstruct the signal matrix 
after filtering by averaging the each elements on the anti-diagonal (Al-Bannagi et al., 
2005; Oropeza and Sacchi, 2010). SSA filtering includes the following three steps: 
a) Transform the data vector )(xS  into Hankel matrix. For 2D data Hankel matrix 
M needs to be built further along the other direction.  
b) Deflation is employed to generate matrix kM  which is the approximation of 
matrix M in the sense of least squares. 
c) Averaging each element on the anti-diagonal of matrix kM  to reconstruct data 
matrix Sˆ . 
4.3 SSA for Spatial Interval 
It is worth noting that the dimension y  in Equation (4.3) could either be space 
or frequency. That means the Hankel matrix construction in the second dimension is 
also applicable to the frequency direction. However, in general case, the number of 
sampling points in frequency direction is huge leading to a very huge M matrix which 
makes SVD difficult to implement. 
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To analyse the signals of high density seismic wavefield data, we need to notice 
the following two aspects: 
(1) The rank of Hankel should be equivalent to the number of effective signals in the 
data. 
(2) During the sparse sampling, connecting a certain sample to its neighbouring 
sample may increase the order number of matrix or number of events. The high 
density sampling could reduce the uncertainty so as to reduce the rank of the 
matrix. 
Figure 4.1 presents three seismic profiles, extracted for the same survey line. The 
trace intervals are different from 6.25, 12.5 and 25 m. To make the effective 
comparison, the same number of traces, which is 89, is shown for each seismic 
profile. If the trace interval is further increased and the number of traces is kept the 
same, it means the coverage area will be enlarged, the characteristic difference of the 
wavefield will be increased and hence it will be difficult to make comparison of SSA. 
Thus we restrict our comparison and analysis among different trace intervals.  
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(a) 
 
(b) 
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(c) 
Figure 4.1 Three seismic profiles extracted from the same seismic line, with different 
trace intervals of 6.25, 12.5 and 25 m. The number of traces shown in each profile is 
the same (89 traces). 
 
The 89 space sampling points are arranged as Equation (4.2) to get the Hankel 
matrix with size of 4545× . As our main objective is to analyze the influence caused 
by different spatial sampling, the SSA is only need to be done for the Hankel matrix 
corresponding to a single frequency. It is not necessary to combine all the frequency 
into a huge matrix. So each frequency corresponds to one Hankel matrix particularly. 
Figure 4.2 shows the singular value sequence, i.e. singular spectrum, 
corresponding to different frequency. Normalization is applied for the sake of 
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comparison, and dB is used to represent its unit. The analysis results correspond to 30, 
40, L,90 Hz are displayed. In each diagram, the three lines corresponding to the 
trace intervals of 6.25, 12.5 and 25 m, respectively. From these figures we can see that 
(1)  The singular values of high density sampling data are concentrated on the 
fewer eigenvectors for all frequencies (and note that there are totally 89 
traces). The more dense the spatial sampling interval is, the smaller the rank 
of matrix is.  
(2)  The singular spectrum corresponding to the trace interval of 6.25 m is 
remarkably separated from other curves, while the singular spectral lines 
corresponding to trace intervals of 12.5 and 25 m are very close to each other.  
The second observation above leads to the conclusion that the optimal spatial 
sampling should be 6.25 m.  
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Figure 4.2 singular spectrum analysis corresponding to 30Hz, 40Hz, L,90Hz are 
demonstrated from up to down. In each diagram the three lines corresponding to the 
trace interval of 6.25m, 12.5m and 25m. 
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Figure 4.3 attempts to compare the singular spectral difference among different 
frequencies. However, no obvious difference is found. The main difference is caused 
by different trace intervals. Thus, the spatial sampling interval is the key point.  
 
 
(a) 
 
(b) 
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(c) 
Figure 4.3 The singular spectra corresponding to different spatial sampling interval. 
(a) dx = 6.25 m; (b) dx = 12.5 m; (c) dx = 25 m. Each singular spectral diagram 
includes the singular values corresponding to frequencies of 30, 40, 50, 60, 70 Hz.  
 
The reason can be seen from its FK spectrum analysis. Figure 4.4 (a), (b) show 
the shot gather and its corresponding FK spectrum with receiver interval of 12.5m and 
25m respectively. The aliasing phenomenon occurs around 70Hz and 30Hz 
respectively. Anything above these frequency is useless. Figure 4.5 (a) shows the 
seismic profile with receiver interval of 6.25m which is generated by trace 
interpolation. From its frequency-wavenumber (FK) spectrum (Figure 4.5(b)) we can 
find the Nyquist wavenumber is doubled. The effective frequency band can reach up 
to 125 Hz when the trace interval equals to 6.25 m. There is no aliasing phenomenon 
within this bandwidth so that the effective signal, i.e., seismic event, can be tracked. 
Once the spatial sampling is enlarged, the aliasing is brought in and the belonging of 
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seismic events is not deterministic any more. The energy is projected onto more 
eigenvectors. At the same time, the rank of matrix M increases.  
  
                   (a)                                  (b) 
Figure 4.4 (a) The shot gather with receiver interval of 12.5m and (b) its 
corresponding FK spectrum   
 
                   (a)                                  (b) 
Figure 4.5 (a) The shot gather with receiver interval of 25m and (b) its 
corresponding FK spectrum. 
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                                  (a) 
 
                                 (b) 
Figure 4.6 (a) The shot gather generated by interpolation with receiver interval of 
6.25m. (b) The FK spectrum with receiver interval of 6.25m. The Nyquist 
wavenumber is 0.08 1/m. 
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4.4 Summary 
Spatial sampling is an important acquisition factor for seismic signals. I have 
used singular spectrum analysis method to analyze frequency domain seismic data 
and found that the best wavefield continuity happens with the spatial interval of 6.25 
m, which distinctly different  from the larger spatial intervals.  
There is no obvious difference between the 12.5 and 25 m spatial intervals in 
terms of wavefield continuity. It evidences the essential distinction with the spatial 
interval of 6.25 m from other spatial intervals. Although part of above conclusions 
seems intuitionistic, this study provides a quantitative or semi-quantitative signal 
validation.  
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5 Seismic Reflectivity Inversion by L1 
Regularisation 
Seismic inversion is a key technique for seismic exploration. The aim of seismic 
inversion is to determine the spatial distribution of subsurface strata structure and 
physical parameters, such as impedance and velocity, by using seismic data. It offers 
fidelity evidence for reservoir prediction and characterization.  
Fundamentally, seismic reflectivity is required for retrieving impedance and 
elastic parameters. Reflectivity inversion is a deconvolution process, which 
compresses the seismic wavelet and retrieves the reflectivity spikes from seismic 
records (Robinson, 1980). During reflectivity inversion, sparseness is an important 
property, as the location of a reflectivity indicates the impedance contrast interface, 
and the amplitude indicates the reflection energy.  
In this study, L1 constraint is used to achieve sparseness. When a least-square 
inverse problem being combined with L1 regularization, the problem becomes 
nonlinear. The nonlinear problem is set as a BPDN  or LASSO problem, both of 
which are optimal problems by minimizing the L1 norm of model solution, subject to 
the data misfit (noise) less than a threshold. SPG-L1 algorithm is then used to solve 
the optimization problem.    
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5.1 Regularisation Model for Sparse Deconvolution 
The objective of deconvolution is to extract the reflectivity series. The discrete 
convolution can be written in matrix form as 
dWr = ,                                (5.1) 
where TNrrr ],,,[ 110 −= Lr  is reflectivity vector and TNddd ],,,[ 110 −= Ld  is seismic 
record, and W is the wavelet matrix. Assuming the length of wavelet is 1+L , then 
the wavelet matrix is 
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In reality, the seismic data d  includes noises, nddδ += , where n  presents all 
kinds of noises. The convolution model under the noisy situation is expressed as 
δdnWr =+ ,                               (5.2) 
If the noise is assumed to be white, the solution of Equation (5.2) can be transformed 
to a least squares problem 
2
2
min δdWr − .                             (5.3) 
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In practice, we assume that wavelet W  is known, and therefore one can estimate the 
reflectivity r  by minimizing the residual between the synthetic and record data. This 
is a least squares problem. In the sparse requirement of the reflectivity series, a 
sparseness constraint needs to be added on, to retrieve a sparse solution.  
The sparse reflectivity means that only a limited number of nonzero values exists 
and a large portion of weak reflectivity is immersed into the noise. It can be treated as 
a combinatorial optimization problem by introducing 1l  norm 
δdrtsr =W..min 1 .                         (5.4) 
where 1•  denotes the L1-norm.  
In general, we denote the L1 norm constrained least-squares problem as 
( )122 mdAm λ+−min ,                        (5.5) 
where 0>λ  is the regularization parameter. Several properties of L1-regularised 
least squares are listed in Table 5.1.  
  
Besides the properties listed in Table 5.1, the L1-regularised least squares 
possess another of importance property that it yields a sparse vector m in which 
there are only few non-zero values. L1-norm regularisation bounds the model space 
within a L1-ball of m . For visualization convenience, I consider a two dimensional 
case. The magnitude contours of the objective function can be drawn in the ),( 21 mm  
plane. The optimal solution can be found at the intersection point of the magnitude 
contours and the norm ball. Figure 5.1 shows the difference between L1-ball and 
L2-ball and gives a visualization that why L1-norm Regularisation can yield sparse 
solution. 
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Table 5.1  Properties of L1 regularisation. 
PROPERTY                   EXPLANATION 
Non-linearity L1m  is not linear in d  
Limiting behavior as 
0→λ  
As 0→λ ,  the limiting point has the minimum L1- 
norm among all points that satisfy 0=−d)(AmAT  
Finite convergence to zero 
as ∞→λ  
Convergence occurs for a finite value of λ : 
∞
=≥ dAT2maxλλ . For maxλλ ≥  the optimal 
solution L1m  tends to zero 
Regularisation path The regularisation path has the piecewise-linear 
solution path property as regularization parameter 
λ  which varies over ),0( ∞ . 
 
When L1-ball meets the axes, corners are always shown up and the objective 
function is very likely to meet the L1-ball at the corners. The corner generates the 
sparsity. For example, in figure 5.1a at the intersection point 01 =m , and so only 
02 ≠m . However, since the L2-ball has no corner, it is very unlikely that the 
intersection point is on any of axes, and both 01 ≠m  and 02 ≠m . That is, the number 
of non-zeros in L1 norm is less than that in L2 norm.  
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(a)                                      (b) 
Figure 5.1 (a) L1-ball meets quadratic function. L1-ball has corner and the 
intersection point is very likely at one of the corners. (b) L2-ball has no corner. It is 
very unlikely that the intersection point is on any of axes.  
 
As stated in the previous chapter, 1l  norm constraints the solution to be sparse. 
However, the continuous iteration solution of above optimization problem does not 
exist. Problem connected with Equation (5.4) is equivalent to        
0    ..min ≤+= i
T ts εrc,dWrre Tiδ                   (5.6) 
where e is the vector having all elements equal to one, ic  is an unknown vector, and 
iε  is used to estimate the noise. The solution corresponding to Equation (5.6) is also 
the solution of Equation (5.4).  
The general solution is trying to solve an unconstrained problem (Oldenburg et 
al., 1983; Taylor et al., 1979) 
1
2
2:)(min rdWrr λδ +−=f  .                     (5.7) 
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Although problem (5.7) is a convex optimization problem, the objective function is 
not continuous differentiable. An approximate continuous differentiable function 
based on 1l  norm is employed as a substitution. Since )(rf  is non-differentiable, the 
approach of 1r  is adopted to simplify the calculation (Wang, 2011) 
0,),()(
1
>+= ∑
=
γγ
n
i
iisqrt rrf r                   (5.8) 
where n  is the length of r. The gradient of )(rsqrtf  is  
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Its corresponding Hessian matrix is 
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Thus, the gradient of )(rf  becomes  
)())( rd(WrWr δ
T
sqrtff ∇+−=∇ λ                (5.11) 
and its Hessian matrix is  
)()( 2 rWWr T sqrtfH ∇+≈ λ .                   (5.12) 
According to the gradient information the iterative gradient algorithms, such as 
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Newton method, can be applied to solve problem such as Equation (5.8). 
5.2 Algorithms to Solve the Regularisation Model 
Since the objective function is continuous differentiable, the regularisation model 
can be solved by seeking the solution for Euler function 
δλ dWrLLWW TTT =+ )( .                         (5.13) 
L  varies according to the prior constraint. The algorithms of inverse problems in 
geophysics exploration varies from specific problems among which the 
optimization-based algorithms have been pervasively used. (Goldberg, 1989). The 
most common kind is based on the local differentiable characteristics of the objective 
f unction, such as conjugate gradient and variable metric methods. They are feasible 
since the reflectivity inversion is quasi linear. However, the result heavily depends on 
the initial model. The inversion parameters need to be carefully chosen to make the 
nonlinearity of objective function minimized.  
Gradient algorithm supplies a simple way to solve the optimization problems. It 
costs less calculation and shows high efficiency via avoiding the computation of the 
inverse matrix. For the problem of Equation (5.7), if the kr  which is value for current 
iteration is known, the value for the following iteration is 
kkkk gτrr −=+1                           (5.14) 
where kg  is the gradient at kr  and kτ  is the step length. The gradient methos is 
easy to implement and benefit large scale problems. The algorithms vary from 
different choices of step length kτ . If 
*ττ =k  and 
*τ  satisfies 
)(min)(
0
*
kkkkk grfgrf ττ
τ
−=−
>
, it conducts the steepest descent algorithm. 
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However, it suffers from low convergence speed especially for ill-posed problems. 
Barzilai and Borwein (Barzilai and Brwein, 1988) proposed a nonmonotone gradient 
method known as BB method in which two choices for the step length kτ  have been 
offered 
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here, 11 −− −= kkk ggy , 11 −− −= kkk rrs . It is initially designed for well-posed convex 
quadratic programing problems. However, it has been approved that this method is 
also applicable for ill-posed problems and non quadratic programming problems 
providing that the deviation of the non quadratic model is not far away from the 
quadratic model (Wang, 2008).  
Denote the quasi-Newton equation of the minimization problem as 
kkk ysH =+1                          (5.16) 
where )()( 2 k
T
kk rgαWWrHH ∇+== . Since kkk gτs −= , we have 
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In view of 
'2'1 BB
k
BB
k ττ > , we are more incline to adopt 
'1BB
kτ  or 
1BB
kτ . Nevertheless,  
'2BB
kτ  and 
2BB
kτ  are also highly effective for large scale and ill-posed problems.  
Combining the global Barzila-Borwein (spectral) nonmonotone scheme with the 
classical projected gradient algorithm generates the spectral projected gradient 
method to solve the convex constrained problem. The spectral projected gradient aims 
to minimize the objective function on a closed and convex set Ω with the form 
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kk dαmm kk +=+1                           (5.18) 
where kα  is the step length and kd  is the search direction. The search direction is 
defined as (Raydan, 1997) 
kmmfλmPd kkkk −∇−= Ω ))((                 (5.19) 
where P  is the Euclidean projection on Ω . Spectral projected gradient (SPG) 
method employs a nonmonotone line search which does not require the decrease of 
the objective function at every iteration. Comparing with the previous L  search 
directions, an optimal update direction has been found to keep the general decrease 
trend of the objective function and guarantee the global convergence.  The 
nonmonotone sufficient decrease criterion depends on an integer parameter 1≥M  
and force the decrease of objective function every M  iteration. The line search is 
based on a safeguarded quadratic interpolation and aims to satisfy an Armijo-type 
criterion with a sufficient decrease parameter )1,0(∈γ . The details are shown in 
Flowchart 5.1. 
 
Under the proper choice of parameters, problem of Equation (5.7) is equivalent to 
the following two models 
)( σBPDN           σdWrtsr δ ≤−
2
21
..min .               (5.20) 
)( τLASSO           τrtsdWr δ ≤− 1
2
2
..min                 (5.21) 
BPDN and LASSO are two settings of an optimal problem. From expressions above, 
one can see that the difference in between is in their objectives, one is minimizing the 
solution (with L1 norm) and the other is minimizing the data misfit (with L2 norm). 
Equation (5.20) and Equation (5.21) are generalized from equation (5.7).  
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Flowchart  5.1  Spectral projected gradient algorithm. 
1. Initialization: 
Set minimum and maximum step length ∞<≤< maxmin0 λλ ; in practice, we can 
set 10min 10
−
=λ  and 10max 10=λ . 
     Set an integer parameter  0>L ;   
     Set an arbitrary initial point 0m  and ],[ maxmin0 λλλ ∈ ; 
     Set 1.01 =σ ; 9.02 =σ ; 0001.0=γ . 
2.  Loop: 
     2.1 Compute the search direction kkk
k
k mmfλmPd −∇−= Ω ))((  and step length 
kα .   
          Nonmonotone line search for step length kα : 
          Step1. Compute { }{ }1,min0)(maxmax −≤≤= − Lkjmff jk  and set 
1←α . 
          Step2. Test nonmonotone criterion 
                If k
Tk
k
k dmfγαfdαmf )()( max ∇+≤+  then set ααk ← . 
          Step3. Compute a safeguarded new trial step length 
                Compute 
];)()()(/[)(
2
1 2
k
Tkk
k
k
k
Tk
tmp dmfαmfdαmfdmfαα ∇−−+∇−=
if ],[ 21 ασσαtmp ∈ , set tmpαα = ; otherwise, 2/αα = , go to step 2. 
     2.2 Compute the spectral step length kkk mms −=
+1  and 
)()( 1 kkk xfmfy ∇−∇= + ; 
     If 0≤k
T
k ys , set max1 λλk =+ ;  
     Otherwise, set { }{ }maxmin1 ,/min,max λysssλλ kTkkTkk =+ .            
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Berg (2008) proposed the spectral projected-gradient (SPG) algorithm to solve 
these problems:  
(1) For )( τLASSO  the solution τr  is achieved by using SPG-L1 algorithm. 
(2) The optimal solution of )( σBPDN  is obtained through solving a series 
)( τLASSO . 
(3) Explicitly,  for  is updated by , where  
is the update of , and )(τφ  is Pareto curve . If τr  is the 
optimal solution of , Pareto curve is continuous differentiable 
convex function.  
We can see that Pareto curve 2)( τδτφ Wrd −=  links problem in Equation (5.20) and 
Equation (5.21), as once we obtain a , we can have a σ . Problem  and 
)( τLASSO  share the same solution if  is approaching a certain value. This solution 
is also the solution of equation (5.7).  
The conventional deconvolution assumes source wavelet has minimum phase 
and reflectivity series are distributed as white noise. The conventional deconvolution 
can be done by using Wiener filtering, which is implemented by two steps. The first 
step is to design the Wiener filter )(tf , which can be found by minimizing the 
objective function, 
( ) ( ) ( )
2exp
)( tftdtdt ∗−= δψ ,                   (5.22) 
where expd  is the expected output, such as a spike for the spike deconvolution, δd  is 
the observed seismic data and ∗  is the symbol of convolution. As we know, a 
σ )( σBPDN )(')( τφττφσ kΔ+= kτΔ
kτ 2)( τδτφ Wrd −=
)( τLASSO
τ )( σBPDN
τ
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convolution of two vectors can be expressed as multiplication of a matrix and a vector. 
Equation (5.22) in turn can be rewritten as  
2exp
)( fDdt −=ψ ,                       (5.23) 
where D  is the matrix, each row of which is formed with the observed seismic data 
vector with different lags. According to the inversion theory introduced in chapter 1, a 
f  minimizing the objective function is the solution of the linear equation 
 expdDfDD
TT
= ,                       (5.24) 
where DDT  is equivalent to the autocorrelation, and expdD
T  is the crosscorrelation 
of observed seismic data with expected data, such as a spike. Setting  
expdDg
T
=                           (5.25) 
gives the matrix form of Equation (5.24)  
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The left-hand side of above matrix is the time lag autocorrelation of the wavelet which 
can be estimated from the time lag autocorrelation of seismic trace. This is an 
ill-conditioned Toeplitz matrix with large condition number and Levinson recursion is 
an effective algorithm to solve this system. 
The second step is to convolve the observed data with the filter calculated by solving 
Equation (5.26). However, the inverted reflectivity is not identical with the real 
impulse case. Sparse optimization strategies become a feasible approach to improve it. 
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Taking the sparse constraint and minimum phase wavelet as the prior information, we 
implement a stable blind deconvolution algorithm by solving sparse spikes. The 
details of our algorithm is described below: 
Step 1. Calculate the time lag autocorrelation of seismic traces and construct the 
Toeplitz matrix; Solve the Toeplitz matrix by Levinson recursion algorithm to obtain 
the wiener filter f . 
Step 2. Convolve the inverse wavelet f  and seismic record  to obtain the 
initial reflectivity δdfr ∗=0 .  
Step 3. Solve the constrained optimization problem  by 
using SPGl1 algorithm to obtain the sparse solution r. 
5.3 Synthetic Data Simulation 
First, a 1D synthetic example is shown. Figure 5.3 is the true reflectivity series 
with a sampling interval of 4 ms. Convolving with a minimum phase wavelet in 
Figure 5.4, we can obtain the seismic trace.  
 
 
Figure 5.2 True reflectivity model 
δd
δdWrtsr =..min 1
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Figure 5.3 The minimum phase wavelet used to generate the seismic trace 
 
 
Figure 5.4 Top panel shows the comparison between the seismic input trace and the 
recovered reflectivity by using spiking deconvolution and bottom panel shows their 
power spectrum. 
 
Figures 5.5 and 5.6 show the retrieved seismic reflectivity by spiking 
deconvolution and SPGL1-based deconvolution respectively. Comparing the result we 
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can find that the later gives the better approximation to the true reflectivity and the 
spectrum also show that its high frequency have been recovered more.   
 
 
Figure 5.5 Top panel shows the comparison between the seismic input trace and the 
recovered reflectivity by using sparse optimization deconvolution algorithm and 
bottom panel shows their power spectrum. 
 
The second synthetic case shown is the 2D marmousi model. We ran the algorithm 
for each trace (each lateral position).  
Figure 5.7 is a minimum phase wavelet and Figure 5.8 is the reflectivity model 
which has been convolved with a minimum phase wavelet (Figure 5.7) to generate the 
seismic section shown in Figure 5.9. Figure 5.10 is the retrieved reflectivity with SPGl1 
deconvolution algorithm.  
Compared to the true reflectivity model, the recovered reflectivity demonstrates a 
106 
 
satisfied approximation. The resolution has been greatly boosted compared to the 
original seismic profile. The retrieved reflectivity shows a good continuity property 
along the reflectors even at sharp boundaries. However, some areas are blurred, 
especially on the edge of the bottom part which probably is caused by the filtering 
process during calculating the initial wavelet. 
 
Figure 5.6 A minimum phase wavelet to be convolved with Marmousi reflectivity 
model. 
 
Figure 5.7 Marmousi reflectivity model. 
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Figure 5.8 Seismic section of Marmousi model. 
 
Figure 5.9 Retrieved reflectivity of Marmousi data set. 
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5.4 Real Data Example 
In this section a real data example obtained from Angola has been applied. Figure 5.11 
plots the original seismic section. The wavelet function was extracted using 
commercial software. Then we apply our algorithm  to the seismic data. The retrieved 
reflectivity function is shown in Figure 5.12. It is illustrated from the inversion result 
that the recovered section well represents reflections of layers and the resolution has 
been boosted.  
Compared to the original seismic section, the faults which are highlighted by red 
boxes in Figure 5.12 and 5.13 were presented. The difference between Figure 5.12 and 
5.13 lies on the different filter length in calculating the inverse wavelet. Comparing 
these two figures, there is no obvious difference in terms of the quality of the 
reflectivity inversion which leads the conclusion that the inversion result is not 
sensitive to this parameter. In addition, more detaile layers can be seen which could be a 
great benefit for seismic interpretation. Figures 5.14 and 5.15 are the zoom-in part of 
the seismic section and reflectivity.  
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Figure 5.10 A real data set with total coverage of 7.5km with 25m trace interval. 
 
Figure 5.11 Retrieved reflectivity with a Filter length equals 80. 
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Figure 5.12 Retrieved reflectivity with a Filter length equals 50. 
 
Figure 5.13 Zoom in part of the real data in figure 5.11 within the red box. 
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Figure 5.14 Zoom in part of the retrieved reflectivity in figure 5.12 within the red 
box. 
5.5 Summary 
Sparse deconvolution updates the reflectivity series by adopting L1 
regularization. Accurate reflectivity results retrieved from synthetic and real seismic 
data demonstrated the effectiveness of the L1 regularization. The resultant 
reflectivity profile is much sparse than conventional deconvolution.  
Least squares inverse problem with L1 norm constraint is a nonlinear problem, 
and the objective function is not continuously differentiable. By considering the 
L1-regularisation problem as the BPDN or LASSO optimization problem, SPG-L1 
algorithm is employed as a powerful tool to solve a BPDN and LASSO problem for 
large scale seismic data set. 
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6 Reverse Time Migration by L1 Regularisation 
Migration is a key technique to image Earth’s subsurface structures by moving 
dipping reflections to their true subsurface locations and collapsing diffractions 
(Yilmaz, 2001). From simple diffraction stack migration (Hagedoorn, 1954) to 
current reverse time migration (Zhang et al., 2007; Zhang and Sun, 2008), even 
least squares reverse time migration (Yao and Jakubowicz, 2012), migration 
techniques have been developed for more than 60 years. Especially, since digital 
computers were invented in the late 1960s, seismic signals have been recorded 
digitally and seismic migration has been implemented by computers and lots of 
migration algorithms have been proposed, such as finite difference migration 
(Claerbout and Doherty, 1972), Kichhoff migration (Schneider, 1978), phase shift 
migration (Gazdag, 1978; Stolt, 1978) and reverse time migration (Baysal et al., 
1983; McMechan, 1983; Whitmore, 1983). However, all the methods have 
limitations.  
Finite difference migration downwards continues wavefields in the time-space 
domain. As a result, it can properly deal with both lateral and vertical velocity 
variation. However, the wavefield continuation operator is truncated; it therefore 
cannot handle dipping reflectors very effectively. In order to mitigate the limitation, 
45o, 60o and even 90o finite-difference migration algorithms were proposed based 
on continued fraction expansion (Claerbout, 1985; Ma, 1981). 
Kichhoff migration is based on Kichhoff integral. The key step of it is to 
calculate the Green’s function, which is the response of an impulse source input for 
a model. Unfortunately, it can be calculated accurately only for uniform media. For 
heterogeneous media, the Green’s function is derived from classic asymptotic ray 
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theory, which is a high frequency approximation to the true Green’s function. 
Kichhoff migration in turn has limitations for general practices. First, the high 
frequency approximation limits Kichhoff migration only validates for large value 
of  times t . This indicates that Kichhoff migration cannot perfectly image the 
shallow part of the model. Secondly, with the ray theory, the approximate Green’s 
function is usually calculated by solving the Eikonal equation for travel time and 
the transport equation for amplitude. However, the Eikonal equation only provides 
single arrival time. Consequently, in cases where multi-arrival or multi-path is 
prevalent, Kirchhoff migration could not generate high quality images. However, 
Kichhoff has some advantages. It can handle steep dipping reflectors and adapt to 
any lateral and vertical velocity variations. Moreover, it can effectively process the 
seismic data with irregular acquisition geometries. 
Phase shift migration continues wavefields by using one-way wave equations. 
Consequently, it cannot properly image a model with lateral velocity variation. To 
overcome this limitation, upgraded versions of phase shift migration are proposed, 
such as split-step migration, phase shift plus interpolation migration, and Fourier 
finite difference migration. Moreover, since one way wave equations are used, 
phase shift migration as well as finite difference migration cannot migrate two-way 
waves, for examples, turning waves and prismatic reflections. 
Fortunately, all the limitations existed in these migration methods can be 
solved by using reverse time migration. Reverse time migration (RTM) is a depth 
migration method which constructs wavefields along the time axis. It belongs to the 
category of wavefield-continuation migration methods, which migrate seismic data 
by continuing wavefields, and has two features. First, RTM extrapolates wavefields 
using a two-way wave equation in the time-space domain. Secondly, RTM 
constructs wavefields along the time axis instead of the depth axis. This 
differentiates RTM from other wavefield-continuation methods, such as 
finite-difference and phase-shift migration. These two features grant RTM three 
ω
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superior advantages. Firstly, it migrates broadband seismic data. Secondly, RTM 
adapts to any velocity variation in any directions and any steep dips. Finally, it can 
deal with multi-reflections, like prismatic reflections and two-way propagation, 
such as turning waves. These advantages guarantee that RTM is the best method to 
migrate seismic data for complex velocity models.  
However, RTM still has a few shortcomings. First, it usually employs a 
cross-correlation imaging condition to extract images. In fact, the cross-correlation 
imaging condition cannot produce high-resolution images. Secondly, it still uses 
the adjoint operator instead of the inverse operator to migrate the record. Therefore, 
RTM  is implemented as a least-squares inverse problem.  
As we know, least-squares provides a smoothed or averaged solution with 
minimal variation, and thus the resolution is a problem concerned. In this thesis, L1 
norm regulation is employed, as investigated in the previous chapter, to the 
least-squares RTM problem. In this way, the advantages of RTM itself, 
least-squares RTM, and L1 regularisation have been utilized, in order to obtain a 
high-resolution, two-wave equation-based depth migration image.  
6.1 Principles of Reverse Time Migration 
In practice, the principle of RTM is quite simple. Like all the other 
wavefield-continuation migration methods, RTM includes two steps. The first step 
is wavefield extrapolation. For post-stack RTM, wavefield extrapolation is just 
applied as a back propagation of stacked data. For pre-stack RTM, however, 
wavefield extrapolation is divided into two sub-steps. One is forward extrapolation 
of a source to construct the source wavefield at each time step. The other is back 
propagation of surface recorded data to reconstruct the reflected wavefield at each 
time step as well. If the acoustic wave equation is used in RTM, the first sub-step 
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can be expressed as 
,             (6.1) 
where su  is the source wavefield and sx
r  is the source position vector and ( )ts  is 
the source function, and the second sub-step can be written as  
( )
( ) ( )⎪⎩
⎪⎨
⎧
−=
=⎥⎦
⎤⎢⎣
⎡ ∇−
∂
∂
txtxu
txu
tv
rrr
r
,d,
0,1 22
2
2
rr
r
,                     (6.2) 
where ru  is the reflection wavefield and d  is recorded data on the surface, and is 
set as a boundary condition, t−  means the time reversal. Alternative, the recorded 
data can be set as a set of virtual sources instead of a boundary condition. 
Consequently, the second sub-step becomes 
( ) ( )txtxu
tv rr
−=⎥⎦
⎤⎢⎣
⎡ ∇−
∂
∂ ,d,1 22
2
2
rr ,                  (6.3) 
where the virtual source, ( )txr −,d r  is reversed, which means the last sample of 
( )txr ,d r  is injected first into the equation. 
The second step is to extract images by using an imaging condition. A 
high-resolution and true-amplitude image can be obtained by using the 
deconvolution imaging condition given by 
( ) ( ) ( ) ωωω dxuxuxI sr∫ += ,, rrr ,                    (6.4) 
where +  is the complex conjugate and equals to the reversal in the time domain. 
We use the complex conjugate or the reverse in time because the wavefield ru  is 
( ) ( ) ( )ss xxtstxutv
rrr
−=⎥⎦
⎤⎢⎣
⎡ ∇−
∂
∂ δ,1 22
2
2
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constructed in the reverse time and two times reversal makes the source and 
reflected wavefields in the same order. 
Unfortunately, if the value of source wavefield in the denominator is very 
small, then the process of imaging becomes unstable. Furthermore, there is no 
simple counterpart of the deconvolution imaging condition in the time domain. As 
a result,  usually the zero-lag cross-correlation imaging condition is applied 
instead, which is written as (Claerbout, 1971) 
( ) ( ) ( ) dttxutxuxI rs∫ −= ,, rrr .                        (6.5)  
The key step of RTM is to compute the source and reflected wavefields by 
solving the partial derivative Equations (6.1), (6.2) and (6.3). Usually, finite 
difference methods are used to numerically solve these wave equations because it 
has the features of both high efficiency and simplicity. 
The time derivative term, 
2
2
t
u
∂
∂ , is usually calculated with a second order accuracy 
central finite difference given by 
( ) ( ) ( )
22
2 2
t
ttututtu
t
u
Δ
Δ−+−Δ+
≈
∂
∂ ,                   (6.6) 
because with this, only three time-step wavefields are stored in Random Accessible 
Memory (RAM), which is still inadequate resource for 3D wavefield modelling. 
Similarly, the first order time derivative term, ப୳ப୲ , can be expressed with a 
second order accuracy central finite difference as 
( ) ( )
t
ttuttu
t
u
Δ
Δ−−Δ+
≈
∂
∂ 5.05.0 ,                    (6.7) 
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Generally, the space derivative terms, however, are computed with high order finite 
difference. For example, the derivative term with respect to ݔ can be expressed as 
[ ]⎥⎦
⎤⎢⎣
⎡ Δ+
Δ
≈
∂
∂ ∑
−=
N
Nn
n xnxucxx
u
22
2 1
,                     (6.8) 
where N indicates the number of the grid cell in the stencil (Figure 6.1) and nc  is 
the finite difference coefficients.  
Similarly, the first order space derivative term, 
x
u
∂
∂ , can be expressed as 
[ ]⎥⎦
⎤⎢⎣
⎡ Δ+
Δ
≈
∂
∂ ∑
−=
N
Nn
n xnxucxx
u 1
.                     (6.9) 
To achieve the N2 -order accuracy, the values of 12 +N  grid cells are needed. 
The finite difference coefficients can be calculated by Fourier transform on 
Equations (6.8) and (6.9) and Taylor expansion (Liu and Sen, 2009). For the first 
and second order derivatives, the coefficients of high order finite difference are 
listed in Table 6.1. 
As we know how to calculate both the time and space derivatives, then the 
wave Equation (6.1) can be expressed in a finite difference form as 
( ) ( ) ( )
[ ] [ ]
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      (6.10) 
where tΔ  is the time sampling interval and xΔ  and zΔ  are respectively the 
space interval in x  and z directions. 
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Table 6.1   The central finite difference coefficients for high order accuracy.  
Derivative 
Order 
Accuracy 
Order 
Grid Index of Stencil 
−4 −3 −2 −1 0 1 2 3 4 
1 
2 −1/2 0 1/2
4 1/12 −2/3 0 2/3 −1/12 
6 −1/60 3/20 −3/4 0 3/4 −3/20 1/60 
8 1/280 −4/105 1/5 −4/5 0 4/5 −1/5 4/105 −1/280
2 
2 1 −2 1 
4 −1/12 4/3 −5/2 4/3 −1/12 
6 1/90 −3/20 3/2 −49/18 3/2 −3/20 1/90 
8 −1/560 8/315 −1/5 8/5 −205/72 8/5 −1/5 8/315 −1/560
 
Thereby, an explicit finite difference form can be written as  
( ) ( ) ( )
[ ] [ ]
( ) ( )ss
N
Nn
n
N
Nn
n
zzxxtstv
tznzxuc
z
tzxnxuc
x
tv
ttzxutzxuttzxu
−−Δ+
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎥⎦
⎤⎢⎣
⎡ Δ+
Δ
+⎥⎦
⎤⎢⎣
⎡ Δ+
Δ
Δ+
Δ−−=Δ+
∑∑
−=−=
,
,,1,,1
,,,,2,,
22
22
22
δ
 (6.11) 
Solving Equation (6.11) recursively can simulate the acoustic waves propagating in 
a heterogeneous media. As an example, Figure 6.1 shows the standard stencil for 
the 4th-order central finite difference. As can be seen, to calculate one grid cell’s 
wavefield value in the next time step needs 8 nearby grid cells’ values at the current 
time step and the value itself at the current and previous time steps. 
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Figure 6.1 Standard stencil for the 4th-order central finite-difference solution to the 
acoustic wave equation. The black nodes represent the location of wavefields for the 
current time step, the blue nodes indicate the previous time step and the red nodes 
indicate the next time step. 
 
Because the finite difference scheme in Equation (6.11) is explicit, it is not 
unconditionally stable for any sample interval. For simplicity, the grid sizes along 
x  and z are set as h . According to eigenvalue analysis (Mitchell, 1969), the 
stability condition is  
2/1
1
12
max
1
−
=
− ⎟⎟⎠
⎞
⎜⎜⎝
⎛
<Δ ∑N
n
ncv
ht ,                        (6.12) 
where maxv is the highest velocity in the model and 1N is the number that makes 
NN <−12 1  (Liu and Sen, 2009). 
If Equation (6.11) is directly used to model the wavefields, there will be an 
annoy problem: artificial boundary reflection. The seismic data are acquired in a 
half-infinite space while the computer can only simulate a model with limited space 
range. In turn, the real Earth model is truncated for wavefield modelling. 
ݑሺݐ + ∆ݐሻ
ݑሺݐ − ∆ݐሻ
ݑሺݖ − ∆ݖሻ
ݑሺݖ − 2∆ݖሻ 
ݑሺݔ + 2∆ݔሻ ݑሺݔ + ∆ݔሻ ݑሺݔ − ∆ݔሻ ݑሺݔ − 2∆ݔሻ 
ݑሺݔ, ݖሻ 
ݑሺݖ + ∆ݖሻ
ݑሺݖ + 2∆ݖሻ 
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Consequently, artificial boundaries are created and produce unwanted boundary 
reflectios, which will contaminate the wavefields. In order to remove the boundary 
reflections, absorbing boundary conditions are needed.  
Several absorbing boundary conditions are invented. The simplest way is to 
exponentially damp the normal and shear stress components to decay the boundary 
reflections, but this is only partially successful (Lysmer and Kuhlemeyer, 1969). 
More sophisticated absorbing boundary condition methods were 0based on the 
paraxial approximation to the one-way wave equation (Clayton and Engquist, 
1977). This approach is better than the viscous damping method but is not effective 
at high angle due to the paraxial approximation. The most effective absorbing 
boundary condition at present is the perfectly-matched layer (PML) approach 
(Berenger, 1994; Chew and Liu, 1996). PML has the same velocity as the adjacent 
model area, so that it does not reflect any incident waves. Meanwhile, it also 
exponentially decays any waves travelling inside. Thus, if PML strips are taped 
around the limited range model, the boundary reflections can be absorbed 
effectively. Unfortunately, it is relatively expensive in terms of computation and 
memory. 
Generally, PML has two types: split and unsplit. In this thesis, a split PML is 
applied (Liu and Tao, 1997). Basically, in the PML, the wave Equation (6.1) is split 
into four equations and four wavefield variables for a 2D model, given by  
( ) ( ) ( ) ( )
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where xV  and zV  are the components of particle velocity, xu  and zu  are the 
two parts of pressure, γ  is the damping parameter suggested by Berenger (1994), 
ρ  is the density and K  is the bulk modulus. Since Equation (6.13) only includes 
the first order derivative, it can be solved using Equations (6.7) and (6.9). As can be 
seen, each equation damps one of the four variables. The final wave field 
zx uuu += .                           (6.14) 
 
Figure 6.2  The three-layer model consists of two layers of 2000 m/s in 
upper and bottom of the model and a layer of 2200 m/s at the middle. 
In the rest of this section, we use a three-layer model to demonstrate how the PML 
boundary works together with high-order finite difference. The model is shown in 
Figure 6.2 and is discretised into 200 by 100 grid cells of a 5 m size in the 
horizontal and vertical directions respectively. A 30 Hz Ricker wavelet is used as 
the source injected at the depth of 150 m and the horizontal distance of 500 m. To 
efficiently remove the artificial reflection, a PML boundary with 30 grid cells is 
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Figure 6.3  Snapshots of wavefields at (a) t= 0.05 s, (b) t= 0.1 s, 
(c) t= 0.32 s and (d) t= 0.5 s. The black box indicates the 
computation region; the outside of the box is the PML region. 
 
taped around the model. Three wavefield snapshots are shown in Figure 6.3, in 
each panel of which the black box indicates the boundary between the model and 
PML. Panel A in the figure shows the wave propagates in the model before 
reaching the boundary while Panel B illustrates the wavefront penetrates through 
the boundary without any noticeable reflections and keeps propagating in the PML 
with exponential amplitude decay. Panel C shows the wavefront vanishes before 
(A) (B) 
(D) (C) 
(a) (b) 
(c) (d) 
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the waves reach the outer boundary of PML. As can be seen from Panel D, at the 
end of modelling, all the waves are absorbed by PML. According to this example, 
we can conclude that PML is an efficient absorbing boundary method to remove 
artificial boundary reflections. 
 
6.2 RTM Equivalent: Generalised Diffraction Stack 
Migration 
Once RTM method can be represented in a matrix-vector form of Am = d, it 
can be solved as a least squares problem. In doing so, an equivalence, namely the 
generalized diffraction stack migration (GDM), which is formed as a 
matrix-victorized linear system, has been found. Once the equivalence between 
GDM and RTM has been established, the L1 regularisation can be incorporated into 
the least squares solution.  
Conventional Kirchhoff migration is based on simple diffraction stack 
migration (French, 1974), which stacks the seismic data along the single arrival 
time (usually the first arrival time) of the energy scattered by imaging points as 
shown in the upper panel in Figure 6.4. If the model is complicated, then receivers 
could record the multi-arrivals of a single diffractor; therefore, stacking along a 
single arrival may not produce a high-quality image. Consequently, we expect to 
stack diffractions along all possible arrival times, which is referred to as GDM 
shown in the bottom panel in Figure 6.4 and expressed as 
( ) ( ) ( ) ( ) ωωωω dxdxxxGxxGxI rrrs rrrrrrr ,d;|;| +∫∫= ,         (6.15) 
where ( )ω;| sxxG rr  is the generalised Green’s function from the source at sxr  to 
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the imaging point at xr  and includes all the possible arrivals, ( )ω;| rxxG rr  is the 
generalised Green’s function from the receiver at rx
r
 to the image point at xr , 
( )xI r  is the image at xr , ( )ω,d rxr  is the surface record and +  is complex 
conjugate. 
 
 
Figure 6.4  (Upper) Simple diffraction stack operator (dashed curve) which only contains 
first arrival scattering information. (Bottom) Generalised diffraction stack operator (dashed 
curves) which contains all events in the migration model, including multiples, diffractions 
and reflections (Schuster, 2002). 
The Green’s function is the response of an impulse input of the equation given 
by 
( ) ( )sxxtxGtv
rrr
−=⎥⎦
⎤⎢⎣
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∂
∂ δ,1 22
2
2 ,             (6.16) 
where ( )sxx rr −δ  is the impulse source at sxr . The solution of Equation (6.1) 
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generates the Green’s function ( )ω;| sxxG rr . As can be seen from Equations (6.1) 
and (6.16), the wave field is linear dependent on the source. As a result, the 
wavefield in Equation (6.1) can be expressed as the convolution of the Green’s 
function with the source, and given by 
( ) ( ) ( )tstxxGtxu ss ∗= ;|, rrr .                     (6.17) 
The equivalence of Equation (6.17) in the frequency domain is 
( ) ( ) ( )ωωω sxxGxu ss ;|, rrr = .                    (6.18) 
Because of the linearity between the wavefield and the source, the wavefield of a 
non-point source is equal to the supposition of the response of each individual point 
source, which forms the non-pint source. Consequently, the reconstructed reflected 
wavefield can be expressed as 
( ) ( ) ( )∫ −∗= rrrr xdtxtxxGtxu rrrrr ,d;|, .                (6.19) 
The equivalence of Equation (6.19) in the frequency domain is 
( ) ( ) ( )∫ += rrrr xdxxxGxu rrrrr ωωω ,d;|, .               (6.20) 
where +  is the complex conjugate and the equivalence of the reverse in the time 
domain. 
As discussed in Section 6.1, usually RTM uses the zero-lag cross-correlation 
imaging condition (Equation 6.4), the counterpart of which can be expressed in the 
frequency domain as 
( ) ( ) ( ) ωωω dxuxuxI rs∫= ,, rrr ,                (6.21) 
As can be seen from Equation (6.21), the zero-lag cross-correlation image 
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condition does not have a complex conjugate because the reversal of the reflected 
wavefield in time produces an extra complex conjugate and cancels the other 
complex conjugate of cross-correlation. 
Substituting Equations (6.18) and (6.20) into Equation (6.21) gives 
( ) ( ) ( )
( ) ( ) ( ) ( )[ ]
( ) ( ) ( ) ( )∫∫
∫ ∫
∫
+
+
=
=
=
ωωωωω
ωωωωω
ωωω
dxdxxxGsxxG
dxdxxxGsxxG
dxuxuxI
rrrs
rrrs
rs
rrrrrr
rrrrrr
rrr
,d;|;|
,d;|;|
,,
 .     (6.22) 
Equation (6.22) is the expression of RTM in the frequency domain. Compared to 
GDM given by Equation (6.15), RTM has an extra source term. Fortunately, since 
the record has a frequency spectrum no wider than that of the source, the source 
term in Equation (6.22) does not remove any frequency component of the record. 
Thus, GDM equals to RTM (Schuster, 2002). 
As can be seen from Equation (6.22), RTM can be implemented as the zero-lag 
cross-correlation of the kernel ( ) ( ) ( )ωωω ;|;| rs xxGsxxG rrrr  with the record. 
However, calculating the Green’s function is not stable and accurate by solving 
Equation (6.16) with a finite difference scheme, such as Equation (6.11), because 
the impulse source includes all frequencies while finite difference has large errors 
and strong dispersion for high frequencies. In fact, only bandlimited frequencies 
are needed because the source is bandlimited in the kernel. If the kernel is 
computed by solving two wave equations, there is another problem: only one 
bandlimited source term is inside the kernel. This problem can be solved by setting 
( ) ( ) ( ) ( ) ( ) ( ) ( )ωωωωωωω 21 ;|;|;|;| fxxGfxxGxxGsxxG rsrs rrrrrrrr = .   (6.23) 
Thus, it is obvious from Equation (6.23) that 
( ) ( ) ( )ωωω 21 ffs = .                      (6.24) 
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In order to avoid the repeated calculation of Green’s function for the sources and 
receivers, we can set (Yao and Jackubowciz, 2012) 
( ) ( ) ( )ωωω sff == 21 .                   (6.25) 
Thus, if we use ( )ωs  as the source wavelet, instead of the impulse source, to 
calculate the Green’s function of sources and receivers, GDM is exactly the same as 
RTM. 
6.3 L1-Regularised Least Squares Reverse-Time 
Migration 
In the previous section, we introduced GDM and proved it equals to RTM. 
Consequently, we can combine GDM and least squares solution, to form LSRTM. 
If the image is real number, Equation (6.22) becomes 
( ) ( ) ( ) ( ) ( )[ ] ( )∫∫ ++ == ωωωωω dxdxxxGsxxGxIxI rrrs rrrrrrrr ,d;|;| .  (6.26) 
Equation (6.26) shows RTM uses the adjoint operator to migrate the record. 
Fortunately, least squares migration (LSM) solves this problem by using the least 
square inversion schemes. Reverse time migration under a least square scheme is 
referred to as least square reverse time migration (LSRTM), which retains the 
advantages of both LSM and RTM. 
As we know from Equation (6.26) GDM or RTM is an adjoint migration 
method. The modelling in turn can be expressed as 
( ) ( ) ( ) ( ) ( ) rrsr xdxIxxGsxxGx rrrrrrr ∫= ωωωω ;|;|,d .     (6.27) 
Equations (6.26) and (6.27) form a pair of forward modelling and adjoint migration 
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for LSRTM and can be rewritten in a matrix formulation as  
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(6.28) 
where ( ) ( ) ( )[ ] ( ) ( )[ ]+++ = jjrlijjsijil sxxGsxxGxG ωωωωω ,|,|, rrrrr , for adjoint 
migration and  
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
=
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
n
mnk
nk
mn
n
mk
k
m
mk
k
m
mk
k
m
xI
xI
xI
xG
xG
xG
xG
xG
xG
xG
xG
xG
xG
xG
xG
r
M
r
r
r
M
r
M
r
M
r
L
O
L
O
L
O
L
r
M
r
M
r
M
r
r
M
r
M
r
M
r
M
M
M
2
1
1
1
11
2
12
21
121
1
11
11
111
1
1
11
,
,
,
,
,
,
,
,
,
,
,
,
d
d
d
d
ω
ω
ω
ω
ω
ω
ω
ω
ω
ω
ω
ω
ω
ω
ω
ω
,     (6.29) 
where ( ) ( ) ( )[ ] ( ) ( )[ ]jjrlijjsijil sxxGsxxGxG ωωωωω ,|,|, rrrrr = , for forward 
modelling. Equations (6.28) and (6.29) are just for one shot situation. The two 
equation systems for the multi-shot situation just need to be expanded according to 
the pattern of Equations (6.28) and (6.29). For simplicity, the pair equations can be 
denoted as 
GId =                               (6.30) 
for forward modelling, and 
dGI +=                              (6.31) 
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for adjoint migration. 
In the least squares scheme, the objective function can be expressed as the L2 
norm of the residual between the predicted data and the record, and is given by 
2
2dd)( −= calIψ ,                        (6.32) 
where cald  is the predicted data by using Equation (6.30).  
When considering L1 regularization, the problem can be formed as either 
BPDN (Equation (4.20)) or LASSO problems (Equation (4.21)), respectively. Then 
we solve these two problems using SPG-L1 algorithm, described in the previous 
chapter. To demonstrate the implementation, a nine point synthetic model is 
exploited. In the nine point model (Figure 6.5a), nine diffractor points are 
embedded in the constant medium of 2000 m/s. Three shot records (Figure 6.5b-d) 
synthesized by using Equation (6.1) with a 30 Hz Ricker source wavelet and 
different source location at 200, 500 and 800 m on the surface separately. During 
the numerical modelling, the model is discretized into the grids with a size of 5 m 
by 5 m and the recording time duration is 0.65 s with 0.5 ms sampling interval. 
Since any complex model can be considered as the combination of numerous 
points, the effectiveness of the point model can be a good examination for our 
algorithm. Figure 6.6a is the RTM stack image of these three shots. By comparing it 
with the model (Figure 6.5 a), it can be seen that RTM does not achieve the ideal 
image of only nine points. First, the RTM image has several sidelobes and over 
strong amplitudes in the shallow and weak in the deep. In the middle of the 
reflectors and strong artefacts, for example, the two arcs above the first reflector are 
shown. Furthermore, the reflector images are very rough.  
Based on this image, we can generate calculated gathers (Figure 6.6b-d), which 
can be used to make comparison to the input and reveals the effectiveness of RTM. 
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We have the following three observations: 
First, the prediction has linear artefacts like the direct arrivals.  
Secondly, the amplitudes of predicted gathers do not match the records. The 
first and third shots in the predicted dataset have stronger amplitudes at far offsets 
but relatively weak at near offsets. The second shot has over strong amplitudes in 
the near offset.  
Finally, the coherent events in prediction has less resolution vertically, if 
compared to the events in the original input to the migration. 
  
Figure 6.5  Nine-point model and synthetic gathers. (a) The point diffractor model 
contains 9 diffractor points on a constant background of 2000 m/s. (b) The first shot 
for a source located at 200 m on the surface. (c) The second shot at 500 m. (d) The 
third shot at 800 m. 
(a) (b) 
(c) (d) 
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Figure 6.6  (a) Stacked RTM image of the three shots. (b)Predicted first shot 
gather of the stacked RTM image corresponding to Panel b in Figure 6.5. (c) 
Predicted second shot gather. (d) Predicted third shot gather.  
 
Least-squares RTM attempts to improve the conventional RTM results by 
using an inverse operator instead of the adjoint operator which is an approximation 
to the former. Thus it produces much less artefacts in the migration image (Figure 
6.7), and in turn generates more accurate prediction in the calculated gathers 
(Figure 6.8). In the least-squares RTM, the initial step is the conventional RTM 
image.  
(a) (b) 
(c) (d) 
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Figure 6.7 LSRTM images with the conjugate-gradient method. (a) The image 
after 30 iterations, (b) after 60 iterations and (c) after 100 iterations. 
 
 
Figure 6.8 Predicted data of the LSRTM image after 100 iterations shown in 
Figure 6.7c. (a) The predicted first shot, (c) the predicted second shot and (c) the 
predicted third shot. 
 
In seismic inversion, L2 norm is often used as a constraint, to stabilize the 
inversion. However, L2 norm constraint does not improve the resolution of the 
(b) (a) (c) 
(a) (b) (c) 
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image (Figure 6.9). In this case, predicted gathers (Figure 6.10) have a similar 
behavior in terms of amplitude variation versus the offset, which is the same as that 
without this L2 norm constraint. In order to improve the resolution, a sparse 
regularization must be used. 
 
Figure 6.9  LSRTM images with L2 norm least squares regularization model. (a) 
The image after 30 iterations with the conjugate-gradient method, (b) after 60 
iterations and (c) after 100 iterations. 
 
 
Figure 6.10 Predicted data of the L2 norm regularised LSRTM image after 100 
iterations shown in Figure 5.09c. (a) The predicted first shot, (c) the predicted 
second shot and (c) the predicted third shot. 
(a) (b) (c) 
(a) (b) (c) 
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When the L1 norm regularization is adopted, migration produces much sharper 
image (Figure 6.11 and Figure 6.13) than both RTM and LS-RTM results. Of 
course, predicted gathers (Figure 6.12 and Figure 6.14) and the input to migration 
are almost identical.  
For this nine-point model, BPDN and LASSO algorithms have the same 
excellent results. But in other models presented in the following chapters, 
difference in between can be observed and the degree of difference is increased 
when the complicity of the model increasing.  
 
 
Figure 6.11 Images inverted by using the BPDN method with sigma=0.01. (a) The 
image after 30 iterations, (b) after 60 iterations and (c) after 100 iterations. 
 
 
(b) (a) (c) 
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Figure 6.12 Predicted data of the BPDN image after 100 iterations shown in Figure 
6.11c. (a) The predicted first shot, (b) the predicted second shot and (c) the 
predicted third shot. 
 
 
Figure 6.13 Images inverted by using the LASSO method with tau equals to 0.02. 
(a) The image after 30 iterations, (b) after 60 iterations and (c) after 100 iterations. 
 
(b) (a) (c) 
(b) (a) (c) 
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Figure 6.14 Predicted data of the LASSO image after 100 iterations shown in Panel 
c of Figure 6.11. (a) The predicted first shot, (b) the predicted second shot and (c) 
the predicted third shot. 
6.4 A Layered Model 
In this section, a three-layered model (Figure 6.2) is used to demonstrate 
conventional RTM, LSRTM and regularised LSRTM approaches for layered 
structures. Three shots shown in Figure 6.15 are synthesized by using Equation 
(6.1) with a 30 Hz Ricker source wavelet located at 200 m, 500 m and 800 m on 
the surface. During the numerical modelling, the same discretization and 
recording parameters as those in the nine-point model are used.  
Figure 6.16 is the stack of the RTM image of three input shots. By comparing 
it with the model (Figure 6.2), it can be seen that RTM does not achieve the ideal 
image of the two uniform flat reflectors with opposite polarities. The RTM image 
has strong amplitudes in the middle of the reflectors and strong artefacts, for 
example, the two arcs above the first reflector. Furthermore, the reflector images 
are very rough. The predicted shot gathers using Equation (6.27) are displayed in 
Figure 6.17. As can be seen, the predicted dataset is different to the original. 
(a) (b) (c) 
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Firstly, the predicted dataset has the linear artefacts like the direct arrivals. 
Secondly, the amplitudes of predicted gathers do not match with the records. The 
first and third shots in the predicted dataset have over strong amplitudes at far 
offset but relatively weak at near offset. The second shot has over strong 
amplitudes in the near offset. Thirdly, the wiggle shapes of each event are 
different from that of records. In the predicted dataset, each event has more 
sidelobes than the actual. This is because RTM uses a cross-correlation image 
condition, which produces more sidelobes in the images.  
 
Figure 6.15 Three shot record for the three-layer model shown in Figure 6.2. (a) 
The first shot for a source located at 200 m on the surface, (b) the second shot at 500 
m and (c) the third shot at 800 m. The direct arrivals are muted. 
(a) (b) (c) 
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Figure 6.16 The stacked RTM image of the three-shots and predicted shots of the 
RTM image. (b) The predicted first shot corresponding to Figure 6.15a, (c) the 
predicted second shot and (d) the predicted third shot. 
 
When using LSRTM (Figure 6.17), first we see the elliptical artifact has been 
suppressed. Although predicted data sets are almost identical to the migration input, 
as the iteration precedes, it gradually produces some low wavenumber and high 
wavenumber noises. Thus, regularization is needed to prevent these noises from 
occurring.  
When using L2 norm of the model solution as a (zero-order) constraint, we can 
(c) 
(a) 
(d) 
(b) 
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effectively suppress the low-wavenumber noises in the migration image (Figure 
6.17), but cannot remove the high-wavenumber noise.  
 
Figure 6.17 LSRTM Images with the conjugate-gradient method. (a) The image 
after 30 iterations, (b) after 60 iterations and (c) after 100 iterations. 
 
 
Figure 6.18 Predicted shots of the LSRTM image after 100 iterations shown in 
Figure 6.17c. (a) The predicted first shot corresponding to Figure 6.15a, (b) the 
predicted second shot and (c) the predicted third shot.	
 
 
(b) (a) (c) 
(b) (a) (c) 
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Figure 6.19 LSRTM Images with the L2 norm least squares regularization model. 
(a) The image after 30 iterations, (b) after 60 iterations and (c) after 100 iterations. 
 
 
Figure 6.20 Predicted shots of the LSRTM image after 100 iterations shown in 
Figure 6.19c. (a) The predicted first shot corresponding to Figure 6.15a, (b) the 
predicted second shot and (c) the predicted third shot. 
When considering the first derivative of the model as a constraint, it can 
remove the high-wavenumber noises. Then the low wavenumber noise in the 
background (Figure 6.21a-c) can be filtered out by Laplace filtering (Figure 
6.21d-f).  
(b) (a) (c) 
(b) (a) (c) 
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Figure 6.21 LSRTM Images with roughness penalty inverted by using the L2 norm 
constraint. (a) The image after 30 iterations, (b) after 60 iterations and (c) after 100 
iterations. The first row images contains strong low wave-number artefacts. 
Applying Laplace filtering produces the second row images (d), (e), (f) which are 
corresponding immediately to the first row images.	
 
(b) (a) (c) 
(d) (e) (f) 
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Figure 6.22 Predicted shots of the LSRTM image after 100 iterations shown in 
Figure 4.24c. (a) The predicted first shot corresponding to Figure 6.15a, (b) the 
predicted second shot and (c) the predicted third shot. 
 
Ultimately, we use L1 norm as a constraint in the LSRTM. Note that once 
using L1 norm, the inverse problem becomes non-linear. We try two variations of 
L1 norm constraint. The first is the BPDN method, in which we minimize model 
solution in L1 norm, subject to the errors in data-fitting be less than a threshold. The 
other is the LASSO method, in which we minimize the data misfit in L2 norm, 
subject to the L1 norm of the model vector be less than a threshold.  
As the dominant part in the objectives in these two methods are different, 
BPDN has slower converge rate, in terms of model reconstruction, than the LASSO 
method, as shown in Figure 6.23 (BPDN) and Figure 6.25 (LASSO). However, at 
the end of  the process, two methods produced similar images and in turn similar 
prediction of gathers (Figures 6.24 and 6.26).   
(b) (a) (c) 
143 
 
 
Figure 6.23 Images inverted by using BPDN with sigma equals to 0.5. (a) The 
image after 30 iterations, (b) after 60 iterations and (c) after 100 iterations.  
 
 
Figure 6.24 Predicted shots of the BPDN image after 100 iterations shown in 
Figure 6.23c. (a) The predicted first shot corresponding to Figure 6.15a, (b) the 
predicted second shot and (c) the predicted third shot. 
(b) (a) (c) 
(b) (a) (c) 
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Figure 6.25 Images inverted by using LASSO with tau equals to 15. (a) The image 
after 30 iterations, (b) after 60 iterations and (c) after 100 iterations.  
 
 
Figure 6.26  Predicted shots of the LASSO image after 100 iterations shown in 
Figure 6.25c. (a) The predicted first shot corresponding to Figure 6.15a, (b) the 
predicted second shot and (c) the predicted third shot.  
 
(b) (a) (c) 
(b) (a) (c) 
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6.5 The Marmousi Model 
To test the effectiveness of L1 regularized RTM, we used the velocity profile of 
Marmousi model (Figure 6.27) to generate synthetic seismic gathers (6.28), and 
then perform migration with various methods described in the previous sections. 
Before migration, direct arrivals in the input seismic gathers have been supressed. 
There are 176 shots and each has 176 traces. Both the shot interval and receiver 
interval are 25 m.  
The conventional RTM results are shown in Figure 6.29. When applying 
Laplace filtering, low-wavenumber background noises have been removed. This is 
a basic migration image for comparison among various migration methods. 
 
 
Figure 6.27 Velocity profile of the partial Marmousi model. 
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Figure 6.28 The synthetic dataset of the Marmousi model. Four shots for the 
sources located at (a) 0 m, (b) 1425 m, (c) 2875 m and (d) 4375 m on the surface.  
 
(d) 
(a) 
(c) 
(b) 
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(a) 
 
(b) 
Figure 6.29  (a) The stacked RTM image of all the 176 shots. (b) The image after 
applying Laplace filtering. 
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(a) 
 
(b) 
Figure 6.30 (a) The LSRTM image inverted by using the conjugate-gradient 
method after 20 iterations. (b) The image after applying Laplace filtering.	
LSRTM produced high resolution images (Figure 6.30). Even before Laplace 
filtering, it has much less background low-wavenumber noise, compared to the 
RTM image. Amplitude along an interface seems more accurate, for example, its 
variation along the interface is not so strong as the RTM image. However, 
high-wavenumber artifacts become more obvious, especially after Laplace 
filtering.  
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(a) 
 
(b) 
Figure 6.31 (a) The LSRTM image with roughness constraint after 20 iterations 
with  conjugate-gradient inversion. (b) The image after applying Laplace filtering.  
	
Figure 6.31 displays images of LSRTM with roughness constraint. For such 
complicated model, the roughness constraint does not show significant effect. Note 
that both RTM and LSRTM here are calculated by using conjugate gradient method. 
We will see difference from images using the LASSO method.	
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Figure 6.32 The image using BPDN with sigma equals to 100 after 20 iterations.	
	
Figure 6.32 demonstrates that when using BPDN with sigma equals 100, the 
migration converge with limited number of iterations for such complicated model.  
In the mean time, the LASSO method produced images with much less 
background noises and less high-wavenumber artifacts, if compared to images 
LSRTM with and without L2 regularization. Therefore, L1 regularization is 
essential for producing high resolution image.  
This study also reveals that seismic migration image itself should be sparse. 
Figure 6.40 displays the reflectivity profile of the Marmousi model, calculated 
based on the velocity model and an empirical relationship between velocity and 
density. This image supports the statement about sparseness of reflectivity series. 
Thus, the sparseness is a proper constraint for least-squares RTM processing. 	
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                                 (a) 
 
(b) 
Figure 6.33 (a) The image using LASSO with tau equals to 3x1057.2 after 20 
iterations. (b) The image after applying Laplace filtering on the LASSO image 
shown in Panel a. 
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Figure 6.34 Reflectivity	profile	of	the	partial	Marmousi	model.  
 
6.6 Summary 
Seismic migration image should be a representation of sparse reflectivity 
profile. When using least-squares inversion scheme in RTM migration which uses 
an inverse operator instead of an adjoint operator for more accurate images, a 
proper sparseness constraint can also be considered to further improve the 
resolution.  
Once including L1 regularization in the objective function, the inverse 
problem becomes non-linear. For complicated subsurface model, it is found that 
both BPDN and LASSO method is applicable to achieve the goals with less 
artifacts, high resolution, and high fidelity of amplitude variation along any 
interfaces with proper parameters. 
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7 Conclusions and Future Works 
7.1 Conclusions 
For seismic acquisition, processing and imaging, there are at least three factors 
which should be considered: fidelity, resolution, and signal-to-noise ratio. This thesis 
addressed these three aspects from the viewpoint of signal eigen-analysis and 
inversion/migration, which lead to the following main conclusions: 
(1) For detailed description at the reservoir scale, weak signals are the necessity 
information, as weak signals reflect fracture property, porous property, and 
fluid property. PCA spectra illustrate that most of the energy focus on the first 
several principal components. Thus the rest components can be used to 
reconstruct weak signals. 
(2) PCA also shows that the spatial sampling interval of 6.25 m discriminates with 
the sampling interval of 12.5 and 25 m. This optimal spatial interval wass 
confirmed by Singular Spectrum Analysis (SSA). Although the conclusion 
above seems intuitionistic, this study provides a quantitative or 
semi-quantitative signal validation. Both PCA for weak signals and SSA for 
optimal spatial sampling in acquisition concerning the fidelity of seismic 
signals. 
(3) Resolution issue was addressed in reflectivity inversion, which is a 
least-squares inverse problem conventionally and now is constrained by L1 
regularization. In this case, problem becomes nonlinear, and the objective 
function is not continuously differentiable. To overcome these difficulties, the 
L1 regularized reflectivity inversion was formed as BPDN optimization 
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problem, and solved by SPG-L1 algorithm. Resultant reflectivity profiles 
showed high resolution with wider bandwidth. 
(4) Seismic migration image should also be a representation of sparse reflectivity 
profile. When using least-squares inversion scheme in RTM migration which 
uses an inverse operator instead of an adjoint operator for accurate migration 
images, including L1 regularization in the objective function can be formed as 
LASSO method, to achieve the goals with less artifacts, high resolution, and 
high fidelity of amplitude variation along any interfaces. 
7.2 Future Works 
For the completeness of this research, with ultimate target of reservoir 
characterization, there are two studies need immediate attention.  
(1) Weak signal inversion for reservoir characterization 
Weak signals can be separated from seismic data with proper acquisition and 
proper extraction tools. These weak signals contain reservoir information and should 
be applicable to find difficult reservoirs.  
Performing impedance inversion based on high-resolution reflectivity profiles 
may produce a reliable background model. When considering weak signals as data 
perturbation, impedance inversion then provides a modified result. The difference in 
the impedance must reflect reservoir properties.  
(2) Seismic inversion using imaging gathers generated by L1 regularized RTM  
RTM with L1 regularization produces migration images with high resolution and 
high signal-to-noise ratio. Consequently the imaging gathers will also be accurate and 
reliable, if compared with imaging gathers generated by Kirchhoff migration. When 
these imaging gathers are transformed into the ray-parameter domain, ray-impedance 
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and elastic parameters may be inverted, for quantitative interpretation and reservoir 
characterization.   
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Appendix: Eigenstructure-based Method for 3D 
Seismic Discontinuity Estimation  
A.1 Local Structure Entropy Algorithm 
The local structural entropy can be both robust to noise and computationally efficient 
to estimate the geological discontinuity. Similar to the eigenstructure-based method, 
an analysis subvolume is selected. The principal for selecting the size of the analysis 
cube depends on the scale of the discontinuity structure. Structure such fault can be 
benefit from large size cube and small cube is more suitable for channels detection. 
The analysis cube moves throughout the 3-D seismic volume and output the local 
structure entropy volume. It avoids the large computation caused by the huge 
covariance matrix and its dominant eigenvalue of eigenstructure-based method. 
Similar as the eigenstructure-based method a centered cube need to be generated by 
subtracting the mean value of each trace from every point within the trace 
1
1( , , )* ( , , ) ( , , )
Nt
i
d x y t d x y t d x y i
Nt
=
= − ∑
              (A.1) 
Where *d  stands for the centered trace and Nt  is the total number of samples in 
each trace. Figure A.1 (b) demonstrates a small analysis cube selected from the 3D 
seismic volume.  
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            (a)                  (b)                       (c) 
Figure A1 (a) A 3D seismic volume (b) Analysis cube split into 4 quadrants. (c) 
Diagram for re-arranging the seismic traces into a column vector for each quadrant 
(one point stands for one trace within the analysis cube). 
Assuming the analysis cube is consist of nx  inline traces, ny  crossline traces and  
nt  time samples. Then the analysis cube is split into four quadrants averagely. Each 
quadrant contains 2nx   inline traces and 2ny  crossline traces. Rearranging the 
traces within each quadrant into a column vector according to the order shown in 
Figure A1(c). Here, each dot point represents a seismic trace with nt  samples. Then 
we can obtain four column vector }4,3,2,1|{ =iiv . The correlation matrix of the 
analysis cube is formed from the correlations between the quadrants 
1 1 1 2 1 3 1 4
1 2 2 2 2 3 2 4
1 3 2 3 3 3 3 4
1 4 2 4 3 4 4 4
4
T T T T
T T T T
T T T T
T T T T
C
nt nx ny
⎡ ⎤⎢ ⎥⎢ ⎥
= ⎢ ⎥× × ⎢ ⎥⎢ ⎥⎣ ⎦
v v v v v v v v
v v v v v v v v
v v v v v v v v
v v v v v v v v            (A.2) 
We notice that this is a symmetric matrix and the diagonal is the auto-correlation of 
each quadrants and off-diagonals are the cross-correlation between different 
quadrants. 
The LSE measure estimation is associated with a distinguished point within the 
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analysis cube. Cohen proposed its definition as 
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ε                       (A.3) 
A.2 3D Seismic Discontinuity Estimation  
 
 
 
Figure A2 A 3D seismic volume with inline equals to 701, crossline equals to 551 and Nt 
equals to 225. Time sample interval is 0.004s and start from 1s to 2.004s. 
 
By transforming the 3-D seismic volume into the local structure entropy volume, the 
subtle geological features, such as small faults and channels, which are obviously 
seen from the original seismic data, often could be identified.  Figure A.2 shows a 
3D seismic cube with 701 inline traces and 551 crossline traces. The space interval 
is 12.5m on both inline and crossline directions. The total time sample is 252 and the 
interval is 0.004s. The two analysis cubes used here are with the size of 8 8 8× ×  
and 8 8 16× × respectively. Figures A.3 and A.4 show the comparison between the 
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seismic section and LSE section of time slice, inline and crossline. For the timeslice 
section which is always used as the detection of channels, a short vertical duration 
analysis cube, 8 8 8× ×  was applied. On the other hand, for the large scale structure 
such as fault, a longer vertical duration analysis cube, 8 8 16× × , was selected. From 
Figure A.4 we can find a very clear identification of the discontinuity conformity on 
the inline local structure entropy (LSE) section. For the crossline case, because of 
the quite complex structure, the discontinuity has not been represented very well. 
 
Figure A3 Inline and Crossline: The left-hand side is the seismic profile and the 
right-hand side is the LSE profile.  
A.3 Summary  
 The estimation of seismic local structural entropy demonstrates the robustness and 
efficiency for identifying the discontinuity which will be great beneficial to 
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geological interpretation. As the analysis cube moves through the seismic data 
volume, the number of computations required for updating the LSE-based correlation 
matrix is much lower than the eigenstructure-based coherency estimation. The 
computation efficiency is greatly improved. Further, more examinations could be 
done with different sizes of the analysis cube for showing the influence on different 
scale discontinuity. 
 
 
Figure A4 Inline and Crossline comparision between seismic profile and LSE profile: The 
left-hand side is the seismic profile and the right-hand side is the LSE profile.  
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