The purpose of this paper is to address the question of the existence of auto regressive moving average ( 
Introduction

12
This paper introduces a new parametric approach for the estimation problem of the reduced order auto re-13 gressive moving average (ROARMA) model of human gait rhythm signal [13] . ARMA system identification is 14 a well-defined problem in several science and engineering areas such as speech signal processing, adaptive filter- world signals are non-Gaussian and different methods such as higher order statistics are used [3] [40] . Moreover, 28 these methods are based on the assumption that the signal does not contain outliers or a low density of outliers 29 less than 1%. A reference paper in a robust estimation framework uses Huberian function for ARMA models [30] . 30 This work shows that the Huberian-estimates are closely related to those based on a robust filter, but they have two 31 important advantages: they are consistent and the asymptotic theory is tractable. However, in this analysis, the is measurable for each θ ∈ Θ and γ ∈ Γ. The estimatorθ H N is defined by a minimum of the form
where γ is a threshold to be determined to improve efficiency, convergence, and stability ofθ = θ γ . Let W N (θ, γ) be the estimation criterion of the parameter vector θ for a threshold γ > 0. We denote 
The robust estimation criterion can be written as
On the other hand, we define
T the process output vector and S ν 1 = s ν 1 ,1 ...s ν 1 ,N T the sign vector.
100
The estimation criterion to be minimized is then given by
This minimization algorithm is applied to yield a minimum corresponding to a given robust estimator for an 102 appropriated choice of the threshold γ. In the sequel, we show this choice from two joint approaches. The process output data are denoted as δt k , k = 1...N corresponding to the STS of human gait rhythm. Figure   108 A.1 shows an example of the left gait signal from heel toe force sensors underneath the left foot where appear the 109 different phases. Now assuming that δt k is generated according to
where H 0 (q) is the noise filter and e k , k = 1...N a random variables sequence with zero mean and variances λ. The
111
ARMA model set is parametrized by a d-dimensional real-valued parameter vector θ, i.e.,
114
In Huber's framework, the prediction errors depends on θ and γ. We write showed that
where κ N is independent of γ, θ * is the true parameter, Consider the differential of W N (θ, γ) with respect to θ and γ given by
where ∂ X is the derivative with respect to X. In detail
6 with ψ k (θ, γ) = −∂ θ ε k (θ, γ) and
with
148
We seek an optimal value of γ such that W N (θ, γ) presents a global minimum with probability one (w.p. proved.
158
Main properties of the robust estimator related to the covariance matrix and asymptotic normality of
are given. In the sequel we assume thatγ converges to γ * satisfying the conditions of theorem 1. Hence we suppose 
ML robust estimator
164
The robust estimatorθ
for |X| ≤ γ 
Asymptotic covariance matrix ofθ
where
is the symmetric non-negative definite
See proof in ([12] , chap.4 p.63). From (18) and for N sufficiently large, the asymptotic covariance matrix of the 176 robust estimator is given by
T is named Q-matrix.
178
Remark
179
For the user, having processed N data points and determinedθ H N and γ * , we may use
8 as an estimate of 
is the nearest integer less than or equal to n. The coefficients 
Moreover we show that sup
Analogous approach can be made for ∂ θ ψ order L and we show that sup
where the matrix
In the following section, proof of the asymptotic convergence in law of 
and ψ k (θ * , γ * ) respectively. We can write
for some filters can be replaced by a smoothness of its limit, which in the standard maximum likelihood case corresponds to the 
247
To prove the asymptotic normality of 
is the asymptotic covariance matrix given by (21).
252
In order to do so, all the following assumptions hold. Suppose
The proof is given in Appendix A. 
M since the Huberian function has one DOF and can be tuned from γ, by improving the 283 estimation and reducing the number of parameters for pseudolinear models.
284
First we notice that < γ * control >≈ 2 < γ * disease >, meaning that there are twice more NO in STS-PD and STS-HD 285 than STS-CO. Indeed, for PD and HD, the estimation requires a low value of γ * involving a large value of the L 1 286 contribution close to 70%. For CO, γ * ≈ 0.19 and L 1 C ≈ 58%. matrix of these models, the large order L is equal to 10 ensuring a low computational cost of C k θ H N , γ * . Table. 
292
In this phase, the classical estimators are highly disturbed and achieve sometimes the leverage point [22] . We can 
Conclusion
304
The main purpose of this paper has been to present a reduced order ARMA estimation method based on a walking.
which is equivalent to
319
(ii): The interior condition is equivalent to the assumption θ * ∈ D 
320
(iii): Using the stochastic differentiability condition, E∂
321
(iv): Using the mean value theorem, we get
The asymptotic normality of √ N θ H N − θ * only depends on the asymptotic normality of given threshold γ * , this shows that for N tends to infinity, we have in law
The purpose is to prove that S N (θ * , γ * ) is a normal asymptotic distribution. For this, we show that the terms of
337
S N (θ * , γ * ) are independent. As described above, we use the m-dependence approach to show the asymptotic normal 338 behavior of S N (θ * , γ * ). Let us consider the following short expressions:
split ε * 2,t and ψ * 2,t into one part that satisfies m-dependence conditions among its terms and one part that is small.
340
We then have 
(A.14)
Part1:
From (A.13) in Z m,N (θ * , γ * ) and using the Lyapunov's condition, we obtain
We deduce
The first and second terms on the right hand side of (A.19) are respectively denoted A * and B * .
351
• For A * : in ν 2 , for all t and θ * , ε * ,m 2,t ≤ γ * . Therefore 
and 
384
Which proves the point (iv) of the Theorem 2.
385
(v): Expanding W(θ, γ * ) into Taylor series around θ * , we get
is positive definite and nonsingular, there exists C > 0 and a neighborhood of θ * such that
The remainderR N θ H N , γ * can be written as and the total number of parameters n = n A + n C over 16 CO 15 PD and 19 HD (left and right feet) for different estimation norms. L 2 is the LSE, L 1 is the LSAD, L ∞ is the supremum norm. C γ is the classical interval in the Huber's context with < γ * >= 1.5. E γ is the extended interval in the Huber's context with low values of γ * . 
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