Resource managers are often required to estimate the size of a wildlife population based on sampling surveys. This problem is especially critical in fisheries, where stock size estimation forms the basis for key policy decisions. This study looks at design-based methods for a hydroacoustic fisheries survey, with the goal of improving estimation when the target stock has a patchy spatial distribution. In particular, we examine the efficiency and feasibility of a relatively new design-based method known as adaptive cluster sampling (ACS). A simulation experiment looks at the relative efficiency of ACS and traditional sampling designs in a hydroacoustic survey setting. Fish densities with known spatial covariance are generated and subjected to repeated sampling; distributions of the different estimators are compared.
• drawback to use of ACS is uncertainty in the final sample size; this can be partially controlled by applying ACS within a stratified design. ACS retains the unbiased and non-parametric properties of design-based estimation, but allows increased sampling in high-density areas that are of greater biological interest. For stocks with an aggregated or patchy spatial distribution, ACS can provide a more precise estimate of stock size than traditional survey methods.
• INTRODUCTION A persistent problem in management of natural resources is estimating the size of a population or stock from a limited sample. Determining the population size is particularly important in fisheries management, where key policy decisions are based on the estimated size of a stock. Historically, fish stocks were often assessed with methods yielding only a relative index of abundance (Gunderson 1995) . Recently, there has been an increased effort not only to estimate stock sizes absolutely, but also to quantify the uncertainty in the estimate. Hydroacoustic methods provide both absolute abundance estimates and a much larger sample size than traditional gears, allowing wider application of statistical sampling theory to stock assessment surveys.
Statistical theory provides a number of design-based methods for estimating mean density or total population size. These methods are primarily designed for situations where sample units are independent and the underlying distribution is fairly normal, conditions rarely met by fisheries data. More often, fish density data show strong
• skewness, high kurtosis, and local correlation, resulting in a very large variance of estimation (Gilbert 1987 , Patil and Rao 1994 , Foote and Stefansson 1993 ). These problems are particularly acute when the target stock has an aggregated or "patchy" spatial distribution (Appenzeller and Leggett 1996, Barrange and Hampton 1997) . This study looks at design-based methods for a hydroacoustic survey, with the goal of improving estimation when the target stock has a patchy spatial distribution. In particular, we examine the efficiency and feasibility of a relatively new (Thompson 1990, Thompson and Seber 1996) design-based method known as adaptive cluster sampling (ACS). While this study is based on fisheries applications, the results are also applicable to spatial surveys in many other fields, including forestry (Roesch 1993), wildlife ecology (Smith et al 1995) , and epidemiology (Thompson 1996) .
•
Design-Based Methods for Hydroacoustic Surveys
Hydroacoustic data processing provides a direct estimate of area-or volume-normalized fish density over a sampling unit. If densities in adjacent sampling units are independent, the variance of the stock size estimate can be estimated simply with the sample variance.
• When adjacent sampling units are strongly correlated, however, the observed sample variance will grossly underestimate the true variance of estimation (Williamson 1982) .
The correct design-based approach in this situation is to use cluster sampling formulas, with the transect being the primary unit and the integrated segments of cruise track (referred to as EDSU's in some literature) as secondary units. Key early works on design ofhydroacoustic surveys include Francis (1984) , Gavaris and Smith (1987) , Jurvelius and Auvinen (1989) , and Jolly and Hampton (1990) . A special ICES workshop held in 1992
(ICES 1993) reviewed design-and model-based approaches for hydroacoustic stock assessment. Current hydroacoustic survey designs are primarily based on cluster sampling with parallel transects across the study area, placed by either systematic or stratified random designs (Brandt et al1991, Hampton 1996 , Simmonds and Fryer 1996 .
There has also been considerable interest in model-based methods of estimation (Sullivan 1991 , Swartzman 1992 , Stolyarenko 1992 , Steffanson 1996 . Geostatistical methods have become popular for modeling data with spatial correlation (Guillard et. al1992, • Petitgas 1993a , 1993b , Pelletier and Parma 1994 , Williamson and Traynor 1996 .
• Model-based approaches forecast the total stock size by predicting fish density in unsampled regions of the study area, and allow calculation of the uncertainty of the total based on estimated variance ofthe error terms in the model (Ripley 1981, Foote and Steffanson 1993) . In some situations, an appropriate model-based estimate can greatly improve precision over random sampling designs (Sullivan 1991) . For stocks with very patchy distributions, however, a smooth surface trend model may be a very poor fit to the data (Foote and Steffanson 1993, Murray 1996) . Comparison of ACS estimation with model-based methods is not included in this paper, but will be the subject of future work.
Adaptive Cluster Sampling (ACS)
Adaptive cluster sampling (ACS) is a design-based method that can be used when data are strongly correlated. The basic theory was put forth by Thompson (1990 Thompson ( , 1991 Thompson ( a, 1991b Thompson ( , 1993 Thompson ( , 1996 , Seber and Thompson (1994) , and Thompson and Seber (1996) . ACS was designed especially for situations where standard cluster sampling is ineffective;
when the target stock tends to concentrate in a few dense clusters rather than being
• evenly distributed over the study area. Theoretical analysis shows that ACS reaches its greatest efficiency (relative to simple random sampling) when the target organisms are highly clustered, rare, or both (Thompson 1990 , Thompson and Seber 1996 , Christman 1997 ). Monte-Carlo simulations (Conners 1999) show that high relative efficiency of ACS is associated with frequency distributions of fish density that are strongly skewed, have high kurtosis, and have a large proportion of units with zero or very low densities.
These types of distributions are frequently observed in fisheries data, especially with species that exhibit schooling behavior or strong microhabitat associations (Hampton 1996, Simmonds and Fryer 1996) .
• The Lake Erie Smelt Survey 
METHODS

ACS with Primary and Secondary Units
In a hydroacoustic survey, only transects may be randomly selected; each transect then
• includes a set of secondary sampling units in which the fish density is measured (by • integrating the acoustic signal over a fixed distance). The type of ACS sampling that is applicable to hydroacoustic surveys, then, is ACS with primary and secondary units (Thompson 1991b , Thompson and Seber 1996 , Pontius 1997 . fu this form of"Strip ACS", transects are the primary units and integrated sampling units are secondary units.
The initial sampling design consists of one or more randomly or systematically placed transects. All of the samolin2: units in the initial desim are measured: secondarv units are
added in the neighborhood of any secondary unit meeting the ACS criterion. The final sample includes all of the initial transects plus a "cloud" of adaptively added secondary units where any transect intersects a high-density cluster (Figure 1 ). The number of units added to the sample depends on the ACS criterion and neighborhood definition used, as well as on the scale of the secondary units and the spatial distribution of target fish.
ACS provides two methods for estimating the overall mean density (or total) and variance of the estimator (Table 1) . Both estimators balance the total number offish in a cluster or network (tk) against the probability of detecting that network, based on the (Table 1 ). This calculation, while conceptually straightforward, can be complex to implement (Conners 1999 ).
• When the total number of transects in the study area (N) is large, the two estimation procedures yield nearly identical results [ ak -> (x!IN), see Table 1 ]. For both estimators, the estimated probability of detecting a network is a function of the number of transects that intersect it and the probability of selecting those transects with the initial survey design. Thus, large clusters have a higher probability of being detected, and are
• downweighted in the estimation of the overall mean. Small clusters and units that do not meet the criterion have smaller inclusion probabilities, and contribute more to the overall mean. This weighting counteracts the positive bias in the estimated mean that would normally result from including a large number of high-density units in the sample.
Simulation Study
A simulation study was conducted to test the efficiency of ACS for a fish stock similar to Lake Erie smelt. Simulated test stocks were created with known true total size and different levels of spatial aggregation. Selected stocks were sampled repeatedly, using both traditional and ACS designs. The study included four one-stage cluster sampling (traditional) designs and two ACS designs with different initial transect layouts. For each sampling replicate, the estimated total stock size and variance of the estimator were calculated. The experiment tabulated relative estimation errors (difference between the estimated and true total, l(f-T )/r j) over 5,000 random samples of each design. Designs
• are compared based on the distribution of the estimated total f and the variance of the estimator over the sampling replicates. Programming was conducted in MATLAB 4.1.
• An isotropic spherical variogram model was used to calculate the variance-covariance matrix for points on a 1 00x50 grid. This covariance matrix was then combined with randomly generated standard normal variables to generate a bivariate normal surface with the modeled covariance structure. In order to give the simulated data the strong skewness observed in the Lake Erie data, the generated densities were exponentiated, so that points on the final simulated grid had a lognormal distribution. After experimentation with several sets ofvariogram parameters, four model specifications were selected for sampling. The selected models (Table 2) represent stocks with no local correlation ("Random"), with strong local correlation over a large range ("Big Patches"), and with strong local correlation over a smaller range ("Small Patches"). A fourth stock ("Rare Patches") represents strong local correlation with relatively high background noise or nugget, which is most similar to the Lake Erie smelt data. All of the test stocks were generated with constant mean, which implies no large-scale spatial pattern. A number of • realizations were generated for each of the spatial models; grids "typical" of each spatial model are shown in Figure 2a . The four grids in Figure 2 were standardized to have an equal true population total. For ease of interpretation, conclusions were based largely on comparison of these four standardized test stocks. These conclusions were, however, verified over 20 realizations of the stochastic spatial surface for each model.
Sampling and estimation for the traditional designs were performed using one-stage cluster sampling formulas (Cochran 1977 , Thompson 1992 . Equal allocation of transects to strata was used in stratified designs, since the simulated stocks had no largescale spatial pattern. Traditional designs included random selection of 10 transects, systematic selection of 10 transects with a random start, and three stratified random sampling designs. Stratified designs divided the study grid along the long axis into two strata with five transects/stratum, into five strata with two transects per stratum, and along both axes of the study grid to form 10 strata, with two (half-length) transects in each stratum. Results were similar for the three types of stratification, so only the two-
• stratum design is presented here.
• ACS sampling was performed according to Thompson and Seber (1996, Section 4 .7) with transects as primary units and individual grid cells as secondary units (Figure 1 ). As in other work on ACS, a neighborhood definition of four-adjacent-cells (the four cells sharing a common boundary with the target cell) was used. For both ACS designs, the critical value defining networks was set at the 80th percentile of the true distribution of the grid points. Other studies (Conners 1999) have shown that this is near the optimal critical value for a skewed population, and that final estimates are not sensitive to small differences in critical value. In order to minimize computations, network statistics (t~u w~u ak) were tabulated for the entire grid, so that each sampling simulation simply looked up values for the networks intersected by the sample. Calculation of two-way inclusion probabilities for the HT estimator proved to be complex; for a detailed algorithm and computer code, see Conners (1999) . Output from sampling simulations for ACS designs included the final sample size after addition of adaptive units. Initial sample sizes for • ACS designs were selected to give expected final sample sizes as close as possible (in total number of secondary units sampled) to the fixed size of the traditional designs.
Field Trial of ACS for Hydroacoustic Surveys
In addition to the simulation study, we used one night of the 1998 Lake Erie survey to test the practicality of field implementation of an ACS design. Ship time was provided by the NYSDEC. The ACS trial consisted of one initial transect, followed by addition of adaptive sampling units. As a definition of the ACS "neighborhood", we added units along transect segments parallel to the initial transect at a spacing of 1.5 km, collecting hydro acoustic data over the range of latitude where units above the critical value were observed.
RESULTS
• Simulation Study
•
The simulation study showed clear differences in the behavior of the estimators between traditional and ACS methods (Table 3 ). The estimators from traditional cluster sampling, based on the sample mean, were unbiased but did not have a symmetric distribution. Figure 3 shows the relative errors of estimation l(f-T )/T j from cluster sampling with stratified random transect selection. While the majority of the sampling replicates produced estimates close to the true total, relative errors close to -1 ( f near 0) and above 1 ( f more than twice T) were not uncommon. Estimators for the other cluster sampling designs had similar distributions.
The strong positive skewness in the traditional estimators was a result of a small effective sample size from skewed underlying distributions. Because the traditional designs use cluster-sampling algorithms, they are in effect a random sample of transect totals. The simulated transect totals vary widely, depending on whether the transect intersects a patch (Figure 2b ). For the models with spatial correlation, this results in a strongly skewed distribution of transect totals. Smaller patch size and increased rarity of patches • increase the variance and skewness of the transect totals (Figure 2 ). The effective sample size is equal only to the number of transects in the survey. For the simulations, a sample of 10 transects (10% of the total study area) was selected, so estimation of the stock size is based on ten transect totals. In many field surveys, this pattern would be compounded by large-scale trends in density and variation in the length of transects. While skewness in the estimator can be reduced by increasing the number of transects, for many surveys a larger number of transects would not be feasible.
Adaptive cluster sampling both increased the efficiency of estimation over traditional sampling designs and produced estimators with a more symmetric distribution. Table 3 shows the coefficient of variation for the estimate oftotal stock size over 5,000 replicates of each sampling design. For the stock without spatial correlation, all of the traditional sampling designs and the stratified ACS design had CV's in the range of0.32-0.37. For the correlated stocks, however, the stratified ACS design reduced the CV compared to all three traditional designs. The stock with small patches had a CV of0.37-0.38 for • In order to be sure that results were not an artifact of particular test stocks, simulations were repeated over stocks from 20 realizations of each of the four spatial models. A check of variance components showed that uncertainty in estimation due to sampling was greater than that due to stochastic variation in the underlying model. Increased efficiency of ACS over traditional designs was consistent over the repeated realizations of the correlated spatial models. For each model, the stratified ACS estimator was the optimal design, in that it had the smallest overall Bayes risk of estimation (average error of estimate over variation due to both the spatial model and random transect selection) .
• Table 3 also shows the "Relative Efficiency" for each sampling design. This measure compares the variance of the sampling estimator to the theoretical variance of a simple random sample of "equivalent" size:
where a 2 is the true variance of the simulated test stock and neq is the size of the "equivalent" sample. Following Seber and Thompson (1996, Table 4 .4), the"equivalent" sample size is 500 units for the fixed-size designs and the average final sample size (see Table 3 ) for ACS designs. A Relative Efficiency greater than one indicates that the sampling estimator has a smaller variance than expected from siinple random sampling, or that it is more efficient than simple random sampling. Fixed-size cluster designs were more efficient than SRS only when systematic and stratified cluster designs were applied to the stock with "big" patches. These two designs are known to be efficient for situations where the local covariance (in this case covariance between the transect totals)
is monotonically decreasing (Ripley 1981, page 25) . ACS designs were more efficient than "equivalent" SRS for both the small and the rare target stocks. This is consistent with the results of previous authors (Thompson 1991 b and Christman 1997) , who have demonstrated that ACS is more efficient than SRS when the target stock is rare, highly aggregated, or both. For "rare patches" stock, the relative efficiency of ACS designs is over three times that ofSRS. The ACS designs were not efficient for the "big patches" stock because the large final sample size made the equivalent SRS variance small. Thompson and Seber (1996, page 129) and Christman (1997) compare the relative efficiencies of the two ACS estimation procedures (the HH and HT estimators). These authors also found that both estimators had relative efficiency > 1 for target stocks that were rare and/or highly aggregated, but lower efficiency for more dispersed stocks. Both authors also note that the HT estimator has better efficiency (lower variance) than the HH estimator, with the difference becoming more pronounced as the initial sample size is increased. In our simulations the initial sample size never exceeded 10%, and the two estimators gave very similar results .
• Both estimation procedures also gave reasonable estimates of the variance ofT.
Simulated ACS designs included both systematic and stratified random designs for the initial transect selection. Both initial designs showed symmetric distributions and reduced error frequency relative to traditional designs. ACS with the initial systematic design performed less efficiently than ACS from a stratified random design, as a result of stronger limitation on final sample sizes (discussed below).
One of the greatest concerns about implementaion of ACS is the random nature ofthe final sample size, and the possibility that the final sample might grow too large to be feasible. Distributions of final sample size (in secondary units) for some of the simulated ACS samples are shown in Table 4 . The difference between initial and final sample size was strongly related to the spatial distribution of the stock. For the stock with no spatial correlation, average final sample sizes were only 11%-13% larger than the initial sample, regardless of the initial sample size or design. For this stock, none of the final sample sizes exceeded 1.25 times the initial sample size. The "Small" and "Rare" stocks, which
• both have strong correlation over a short range, had a greater increase in average final sample size over initial size. Final sample size for these stocks was 1.5-1.7 times initial sample size using stratified random ACS and 1.7-2.1 times the initial sample size when starting from a systematic sample. The stock with a few "Big" clusters showed the greatest increase in final sample size; average final sample sizes for this stock were 2-4 times the size ofthe initial sample.
• For all of the test stocks, the increase from initial to final sample size was larger when the initial design was systematic that when a stratified random initial design was used. In the case of the "Small" and "Rare" stocks, this effect produced substantial differences. These differences occur because our algorithm for stratified ACS treated each stratum as a separate entity; adaptive sampling for clusters located near the edge of the stratum was stopped at the stratum boundary and not allowed to expand into adjacent strata. Thompson and Seber (1996, pg 134) state that terminating a network at the stratum boundary is slightly less efficient than using complete networks, but ACS estimators will still be design-unbiased for the stratum totals and may be combined into an overall
• estimate assuming independence of the strata. Defining networks in this way makes the strata into "partition boundaries" that limit the potential size of any network; this is one of the strategies suggested by Thompson and Seber (1996, pg 161) as a means to control final sample size. In our simulations, this stratified design clearly acted to reduce the final sample sizes, which gave slightly higer efficiencies than for the sytematic design.
Results ofthe Field Trial
One night of the 1998 Lake Erie smelt survey was used to test the practicality of field implementation of ACS. The trial showed that use of an ACS design is feasible, but identified some potential problems. Real-time data analysis capability and differentially corrected GPS are needed to identify units meeting the ACS criterion during the survey and accurately position adaptive units. Capabilities of the survey vessel, especially the relative travel speeds with and without data collection, are important.
The simulation experiment and theoretical work use an ACS "neighborhood" definition of four-adjacent-cells, but this definition is not practical for a hydroacoustic survey. We used a neighborhood definition of parallel transect segments, using Loran navigation lines as approximate parallels. Adaptive units for ACS were identified as segments of parallel transects over the same latitude as units above the critical density. Four of the 24 sampling units in the initial segment met an ACS criterion of density greater than 5,000 smelt/ha; three of these were near the southern shoreline and one was further north (Figure 4 ). Adaptive transect segments were surveyed on either side of the initial transect over the latitude range ofboth "patches", so data were collected on some extra units not strictly needed for ACS. These extra units may be useful for other purposes (e.g.
mapping of the high-density patches), but they increase the final sample size and decrease the efficiency of ACS. A survey vessel with a high traveling speed (when not sampling)
would increase the efficiency of ACS by reducing the travel time between sampled units and facilitating collection of data only at needed points. Addition of adaptive segments was halted to the west at the boundary of the sampling stratum, and to the east by approaching daylight.
• The field trial illustrated the greatest concern with application of ACS: detection of a large patch that results in a large final sample size. With only one night of sampling, we were unable to complete all of the adaptive sampling of the detected network. The amount of adaptive sampling could be decreased by using greater spacing between adaptive segments, but too great a distance may affect accurate estimation of the patch totaL More research is needed on the best "neighborhood" definition for use with ACS, depending on the expected size and shape of patches.
CONCLUSIONS
The advent ofhydroacoustic stock assessment has resulted in dramatic increases in the amount of data that can be collected, but lack of independence between adjacent sampling units can restrict the applicability of design-based theory in this setting. • Adaptive cluster sampling (ACS) was designed for spatially patchy and/or rare events. In simulations, ACS performed better than traditional cluster sampling designs whenever local correlation was present. ACS estimators exhibited an unbiased, symmetric distribution with a consistently lower variance than traditional designs. The coefficient of variation for the most variable of the test stocks was reduced from 0.9 for traditional cluster sampling to 0.4 using ACS. ACS also provided greater protection against gross mis-estimates of total stock size. Using traditional sampling, more than 50% of estimates for the most variable stock were "poor" (relative error more than 50%), and only 6-10%
were "good" (within 10% of the true total). ACS sampling of this stock reduced the • frequency of"poor" estimates to 20-30% and increased the frequency of"good" estimates ( Figure 5 ).
The greatest limitation to practical use of ACS is the uncertainty in the final sample size;
there is always a possibility that the final sample will outgrow available budget or schedule. Some recent research has addressed methods to limit the final size of an ACS sample (Salehi and Seber 1997a,b; Brown and Manly 1998) . Thompson and Seber (1996) discuss general ways to limit the final sample size. One practical way is to implement ACS within a stratified initial design, with the adaptive sample ending at stratum boundaries. ACS design parameters and sampling intensity can be adjusted during the survey, as long as parameters are consistent over each stratum. A large sample in one stratum could be partially offset by using greater transect spacing or a higher critical value in subsequent strata. • ACS retains the unbiased and non-parametric properties of design-based estimation, but allows increased sampling in high-density areas that are of greater biological interest.
For many fish stocks, the majority of the population is located in a few high-density areas, so increasing the sampling effort in these areas makes both statistical and biological sense. In these circumstances, ACS provides improved precision of stock estimation and is less sensitive to errors caused by the highly skewed distribution of density data. The greater the degree of spatial aggregation exhibited by the stock, the greater is the potential efficiency gain from using ACS. Strong skewness or kurtosis in density data is a good indication that ACS designs may be effective for a particular stock, worth the extra effort in survey design and field execution . Results are shown for the four standardized test stocks. Traditional is stratified random sampling and ACS is ACS sampling from a stratified random design.
Note the high skewness of the traditional estimator Results are shown for the four standardized test stocks. Traditional is stratified random sampling and ACS is ACS sampling from a stratified random design . Note the high skewness of the traditional estimator.
