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Abstract
Identifying protein complexes within Protein-Protein Interaction Networks (PPINs) is an important task in computational biol-
ogy for analyzing biological processes and pathways. A protein complex can be represented as a group of two or more interacting
proteins that formed a dense sub-graph in PPIN. In PPIN, it also corresponds to a cluster of proteins which not only includes
interactions that are stable over time, but it also includes dynamic interactions. Two interactions are dynamic if they are mutually
exclusive. Conventional protein complex detection approach used graph theoretic clustering methods on static PPI data and dis-
regard the dynamic interaction. In this paper, we have proposed a multiobjective framework that considers interaction dynamics
for detecting protein complexes. The framework is motivated by an widely used protein complex detection method called PRO-
COMOSS1 that is used in static PPI data. The performance of the proposed framework is compared with other state-of-the-art
techniques for both static and dynamic PPI data separately. The results show a signiﬁcant improvement in the matching statistics
over static PPIN. We have also performed a gene ontology and pathway based analysis of the resulting protein complexes.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Organizing Committee of ICACC 2016.
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1. Introduction
High-throughput methods e.g. yeast-two-hybrid2 produces lots of pairwise Protein-Protein Interactions (PPIs)
that enable the construction of PPI Networks (PPINs) on a genomic scale. Using these massive PPI information a
graphical map of an entire organism’s interactome can be constructed. Here, each individual proteins are treated as
the nodes, and the existence of a physical interaction between a pair of proteins is represented as a link between
two nodes. Assuming this structure of the whole interactome, a protein complex may be describe as a molecular
groups of proteins that work together as “protein machines”. We may expect the protein complexes to be functionally
and structurally cohesive substructures in the binary PPINs3. Computer scientist have recently begun to explore
this concept to detect new protein complexes. The main assumption of these researches is based on the observation
that densely connected regions are more likely to form actual protein complexes4. However, as PPI information
are represented through large-scale graphical data consisting of tens of thousands of pairwise PPIs, diﬀerent graph
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clustering techniques have been proposed to handle the computational challenge. Although, the ﬁnal success of the
protein complex detection from PPINs depends on both experimental techniques as well as computational algorithms,
but to provide eﬃcient and robust ways to fully exploit the protein interaction data computational techniques are more
robust comparing to experimental counterparts.
Diﬀerent computational techniques have been proposed to detect protein complexes from PPINs1,5,6. Most of
them are based on graph clustering, ﬁnding dense regions, or clique ﬁnding in PPINs7,8. Bader et al., proposed
Molecular Complex Detection (MCODE),9 which detects densely connected regions in the PPIN by putting weight
to each vertex, corresponding to its local neighborhood density. The Markov Cluster algorithm (MCL) proposed in10
converges toward a partitioning of the graph, with a set of high-ﬂow regions (the clusters) separated by boundaries with
no ﬂow. In11, Restricted Neighborhood Search Clustering (RNSC), a cost-based local search algorithm is proposed
that explores the solution space to minimize a cost function calculated according to the numbers of intra-cluster and
inter-cluster edges. Nepsuz et al., 12 proposed clustering with overlapping neighborhood expansion (ClusterONE) for
detecting potentially overlapping protein complexes from protein-protein interaction data.
The main problem for all the conventional methods is that they considered PPI as a static entity. But as the
functional behavior of protein nodes are totally depends on the expression value at diﬀerent time and place, thus
the PPIN can be best described as a dynamic entity13,7. According to Spirin and Mirmy7 a protein complex in
a dynamic network is represented as a group of proteins which interact with others at the same time and place.
In general, a clusters in a PPIN may contains proteins that dynamically interact with other. Conventional protein
complex detection approach cannot able to distinguish the protein complex from the interaction dynamics, as a result
the identiﬁed complexes contain several dynamic interactions that cannot be occurred simultaneously. This leads to
high false positive rate in protein complex detection.
Tackling to this problem several approaches have been proposed that use diﬀerent features of proteins to enrich the
PPIN. The features are incorporated in PPIN by assigning weight to the nodes. Gene expression data, gene ontology
data, biological and chemical properties are used as weights of protein nodes14,15. In Jung et al., 13 the concept of
simultaneous protein interaction is introduced to consider the interaction dynamics. Here, a SPIN13 (Simultaneous
Protein Interaction Network) is constructed to consider the dynamic nature of PPIN. SPIN is introduced to identify
competitive interactions among proteins due to the overlapping interfaces.
In this paper, we have utilized a widely used multiobjective protein complex detection technique called PRO-
COMOSS to run in mutually exclusive interaction network. First, we clustered the whole PPIN into several static
subnetworks using the PROCOMOSS. To capture the dynamic interactions SPINs are identiﬁed from the resulting
subnetworks by following the procedure developed in13. Next, we use PROCOMOSS again to clusters the identiﬁed
SPINs. For large network the SPIN construction procedure is computationally expensive. So, dividing the whole PPIN
into subnetworks and identifying SPINs within it, substantially reduces the computational cost. Notably, the subnet-
works can be considered as protein complexes, but it disregards the dynamic interactions among proteins. However,
the SPINs, constructed from the subnetworks may not be viewed as protein complexes as some of the interactions are
deleted from the clusters. Thus performing clustering on SPINs second time, merges the SPINs which are functionally
similar and considered as protein complexes. The whole process is described in Fig. 1.
The performance of the proposed approach is compared with that of some state-of-the-art techniques by considering
the PPIN as static as well as dynamic entity. The resulting complexes are also analyzed using gene ontology and
KEGG pathway based enrichment technique.
2. Method
In this section we describe the concept of Mutually Exclusive Interaction (MEI), SPIN construction, and applying
PROCOMOSS in the identiﬁed SPIN.
2.1. Construction of dynamic PPIN using Mutually Exclusive Interactions (MEIs)
A protein-protein interaction network (PPIN) can be represented as a complex system of interacting proteins. This
can be modeled as an undirected graph consisting of nodes and edges16, where proteins are represented as nodes and
the interaction between two proteins are represented as adjacent nodes connected by an edge. Most of the proteins
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Fig. 1. Summary of the whole Framework: First the whole PPIN is divided into subnetworks using multiobjective algorithm PROCOMOSS. Next,
the subnetworks are used to construct SPINs by removing the mutually exclusive interactions. After that the SPINs are clustered using the same
algorithm to produce protein complexes.
have several number of interaction partners, some of which are cooperative or may be competitive. The competition
among proteins is caused due to the overlapping interfacial surface of a host protein. A protein whose partner proteins
are competing to interact with it is called a host protein. The interfacial surface of host protein is considered to be
available for only one partner protein at a given time and place. Such type of interactions are considered as mutually
exclusive interactions (MEI), as this will automatically excludes the other interactions of partner proteins. Fig. 2
shows an example of mutually exclusive interactions. Here, the interfacial surface of host protein P1 is shared by
protein P2 and protein P3. As two protein P2 and P3 are competing for the same inetarfacial surface of P1, the
interaction P1 − P2 and P1 − P3 are mutually exclusive. Among the two interactions only one can happen at same
time and place.
To take care all the mutual exclusive interactions in a static PPIN, determination of physical interfaces of all the
interacting proteins is necessary. Interface of each protein is represented by the set of interfacial residues pairs.
In general, an interface between a pair protein is determined at protein domains level. The protein domain is an
evolutionary conserved unit of the protein structure, which is treated as a subunit that mediates PPIs. PSIMAP17
database provides information about the physical domain-domain interactions, by analyzing the crystal structures of
proteins and protein complexes provided in PDB database.
For constructing dynamic PPIN or SPIN model from the static PPI information the following steps are followed:
• Among all the static PPI information, mutually exclusive interactions are ﬁrst discovered. For this purpose, the
interactions among the proteins at the domain level is considered. From PSIMAP17 and Itrepro18 the domain
level interactions can be extracted.
• After getting the mutual exclusive interactions the static PPIN is divided into several parts consisting of dynamic
PPI or SPIN. As the SPIN construction from a large PPIN is computationally expensive, so the static network
is ﬁrst divided into clusters using the multiobjective algorithm PROCOMOSS. The SPIN are constructed from
these identiﬁed clusters. Finally a post clustering is performed using the PROCOMOSS to predict clusters from
the generated SPINs. The resulting clusters does not include any competitive interactions.
2.2. Applying PROCOMOSS
We ﬁrst constructed static protein-protein interaction network from the yeast PPI data. After that, PROCOMOSS1
is applied to cluster the static PPIN into diﬀerent functional homogeneous modules. All the codes of PROCOMOSS
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Fig. 2. Illustrating mutually exclusive interaction (Panel (a)): Interfacial surface of protein P1 is shared with protein P2 and protein P3. These two
interactions cannot happen at same time and place. Either of the two interactions viz., P1 − P2 or P1 − P3 can happen (shown in panel (b)).
are available on the site http://kucse.in/procomoss/. PROCOMOSS used a multiobjective framework for identifying
modules in static PPI network. It considers both the PPI and gene ontology based information for detecting modules.
It uses two objective functions, one is based on graph density, and another is based on functional similarity between
proteins. In general a protein complexes is observed to form a dense subgraph in the PPIN. The proteins within the
complex have high functional similarity. The functional similarity between proteins are represented as the similarity
between the gene ontology (GO) terms which are annotated to the proteins. The objective functions used by the
PROCOMOSS are as follows:
2.2.1. Graph based objective:
A protein complex may be described as set of functionally similar proteins carrying out large number of interactions
among them. So, all the algorithms which uses graph theoretic approaches for detecting protein complexes, seek to
identify dense subgraph by considering local network topology. The density of a graph may be described as the ratio
of number of edges present in it to the maximum possible number of edges in a complete graph of the same size.
PROCOMOSS uses graph density as one of its objective function and maximizes it to identify denser subgraphs.
2.2.2. Semantic similarity based objective:
The semantic similarity between two GO terms can be extended to measure the similarity between two proteins.
Depending on the functionality, a protein is annotated to multiple GO terms. Thus, the similarity between two proteins
can be deﬁned as the average of pairwise similarities of the GO term, which is associated with both interacting
proteins19. The R package csbl.go (http://csbi.ltdk.helsinki.ﬁ/csbl.go/) is used to calculate the similarity between
protein pairs.
The main advantage of applying PROCOMOSS here is to divide the whole PPIN in some functional homogeneous
modules that are considered as candidate protein complexes. However, these modules contain many mutually exclu-
sive interactions, among proteins. In the next step, SPIN is constructed from the identiﬁed modules by utilizing the
mutually exclusive interactions. Thus, an identiﬁed module can generate several SPINs depending on the mutually
exclusive interactions present in the modules. The generated SPINs may not be considered as protein complexes
as some interactions between proteins are lost. In particular, the SPINs can be considered as subgraph of the static
protein complexes which does not include mutually exclusive interactions. PROCOMOSS is again applied to these
generated SPINs to cluster them accordingly. The resulting clusters thus have no competitive interactions. These are
treated as protein complexes without any mutually exclusive interactions.
3. Dataset preparation
We have downloaded PPI data of Saccharomyces cerevisiae (yeast) dataset MIPS20 database. Due to unavailability
of the annotation data, 3990 proteins out of 6190 proteins have been utilized from the database. Similarly, we reduced
the interaction dataset and take those interactions which contain the annotated proteins. We have used 11,119 number
of interactions among 3990 proteins. For identifying mutually exclusive interactions we have utilized the dataset
provided in13. Here, PSIMAP17 and Interpro18 dataset are utilized to extract mutually exclusive interactions (MEIs)
from domain-domain interactions data. The information about interfacial residue pairs is provided by PSIMAP, while
Interpro provides protein-domain information. We have used 458 MEIs for building the dynamic PPIN (SPIN).
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4. Results
In this section we have evaluated the proposed framework for detecting protein complexes by comparing it with
other state-of-the-art techniques. We have compared the performance on both static PPIN and dynamic PPIN (or
SPIN). For fair comparisons, parameters for all the algorithms are taken same for static PPIN and dynamic PPIN.
4.1. Performance comparisons with existing methods
Here, we compare the performance of diﬀerent algorithms viz., MCODE, clusterONE, and RNSC with our pro-
posed framework. We have applied all the algorithms in static as well as dynamic PPIN and found clusters. The
performance of the algorithm is computed using the matching statistics: Sensitivity, Positive Predictive Value (PPV),
and Accuracy21. The metrics are deﬁned on a contingency table T , where every element t ji indicates the number of
common proteins between reference complex j and predicted complex i. The General Sensitivity (S n) of a clustering
result is deﬁned as:
S n =
∑m
j=1 NjS n j∑m
j=1 Nj
(1)
where Nj is the number of proteins belonging to complex j and S n j is the reference complex-wise sensitivity for
reference complex j deﬁned as S n j = maxni=1
t ji
N j
.
The General PPV(PPV) of a clustering result is deﬁned as:
PPV =
∑n
i=1 T.iPPVi∑n
i=1 T.i
(2)
where T.i =
∑m
j=1 t ji is the marginal sum of a column i in the contingency table T and PPVi is the predicted complex-
wise positive predictive value for predicted complex i deﬁned as PPVi = maxmj=1
t ji
T.i
.
Since S n is maximum when every protein is assigned to the same cluster, while the PPV is maximum when every
protein is in its own cluster, it is necessary to balance the two measures. The Geometric Accuracy (Acc) represents a
trade-oﬀ between sensitivity and the positive predictive value and is deﬁned as:
Acc =
√
S n × PPV . (3)
The advantage of taking the geometric mean is that it yields a low score when either the S n or the PPV metric is
low. High accuracy value thus indicate a high performance in terms of both S n and PPV .
We compare our the results with the experimentally veriﬁed protein complexes downloaded from the site http://yeast-
complexes.russelllab.org/. It consist of 491 complexes which are treated as ground truth for comparison purpose. Table
1 shows the performance of the methods as compared using the metrics S n, PPV , and Acc. It is evident from the Table
1 that all the algorithms perform better in the dynamic PPIN. The performance of each of the algorithm is signiﬁcantly
increased by excluding the competitive interactions. A closer look in the table reveals that the multiobjevtive frame-
work PROCOMOSS performs better than other existing algorithm in both static and dynamic PPIN. The accuracy
is improved when we do not consider the competitive interactions. Removal of the mutually exclusive interactions
results more reﬁned complexes.
4.2. GO and pathway based analysis of predicted complexes
We have also performed a GO-based study for comparing the predicted clusters obtained form PROCOMOSS in
dynamic PPIN. We use org.Sc.sgd.db and GOstats package from R for computing the p-values of predicted clus-
ters. We have also utilized a widely used webserver David functional annotation tool ( https://david.ncifcrf.gov/) for
discovering the most signiﬁcant GO terms, GO id and KEGG pathway associated with the predicted complexes. In
Table 2 we have shown the most signiﬁcant GO-terms, GO-id and p-values for biological process category of top ten
identiﬁed clusters provided by the PROCOMOSS. The clusters are ranked based on the average semantic similarity.
From the Table 2 we can noticed that, most of the identiﬁed clusters captured more than 75% of the proteins of real
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Table 1. Comparisons the performance of diﬀerent algorithms using matching statistics Sensitivity, Positive predictive value and Accuracy
Method Network type Sensitivity (Sn) Positive Predictive Value (PPV) Accuracy (Acc)
MCODE PPIN 0.198 0.4128 0.2858
MCODE SPIN 0.2238 0.4530 0.3184
ClusterONE PPIN 0.2024 0.3384 0.2617
ClusterONE SPIN 0.2340 0.3989 0.3055
RNSC PPIN 0.2690 0.3833 0.3211
RNSC SPIN 0.2938 0.4011 0.3432
PROCOMOSS PPIN 0.2958 0.4032 0.3453
PROCOMOSS SPIN 0.3125 0.4586 0.3786
Table 2. GO-terms, GO-id, KEGG pathway of top 10 protein complexes identiﬁed by PROCOMOSS in dynamic PPIN (SPIN).
Sl
No.
Real Protein Com-
plexes (% of match)
Predicted Proteins GO-terms (BP) KEGG pathway
01 Translation elongation
factor EF1 (61.86%)
Eft2 Hsl1 New1 Rpn1 Rps24b
Cam1 Efb1
Transcription from RNA
polymerase I promoter
(2.10E-03)
RNA polymerase (1.2E-3)
02 Gyp5/Gyl1 complex
(85.71%)
Dbp2 Gyl1 Gyl1 Gyp5 Cdc46
Rps0b
Membrane fusion (9.5E-5) SNARE interactions
in vesicular transport
(6.2E-2)
03 Golgi associated retro-
grade protein complex
(95.6%)
Kar2 Vps52 Vps53 Vps54 Ras protein signal trans-
duction (4.8E-4)
RNA degradation (2.6E-3)
04 Nucleotide excision re-
pair factor 3 complex
(77.78%)
Ssl1 Tfb1 Tfb4 Cdc27 Fap1 Imd3
Krs1
Cell wall organization
(1.4E-3)
RNA degradation (6.3E-2)
05 Complex 129 (76.9%) Aap1 Efb1 Eft2 Hpr1 Hrb1 Mtr10
New1 Nmd5 Pfk1 Rlr1
Ras protein signal trans-
duction (4.8E-4)
RNA degradation (2.6E-3)
06 Bre5/Ubp3 complex
(73%)
Bre5 Ubp3 Bre5 Ubp3 Cdc19 Idp1
Nop1 Rad50
Vesicle-mediated transport
(6.5E-5)
SNARE interactions
in vesicular transport
(6.2E-2)
07 TRAPPII complex
(83.33%)
Bet3 Bet5 Gsg1 Kre11 Trs120
Trs130 Trs20 Trs23 Trs31 Trs33
Cell wall organization
(3.1E-4)
RNA degradation (7.4E-2)
08 Spindle pole body
(80%)
Pfk1 Spc72 Spc97 Spc98 Ras protein signal trans-
duction (4.8E-4)
RNA degradation (2.6E-3)
09 Anthranilate synthase
complex (84.6%)
Sam1 Trp2 Trp3 Aha1 Aro1 Dnm1
Hsc82 Met10 Rpa135 Rpn1 Rpt3
Cell cycle phase ( 1.6E-5) Meiosis (8.9E-2)
10 Protein phosphatase 2A
complex (83.33%)
Cdc55 Rts3 Tpd3 Zds1 Zds2 Kel1
Lte1 Cin1 Iml1 Pph21 Pph22
Rps17a Rps1b Rps24a Rps6a
Cell cycle process (3.9E-4) Spliceosome (5.8E-3)
protein complexes. For example, in row 2 of the Table 2 we notice that 85.6% proteins of Gyp5/Gyl1 complex is
captured by identiﬁed cluster. Similarly, diﬀerent yeast complexes like Golgi associated retrograde protein complex
(95.6%), TRAPPII complex (83.33%), Nucleotide excision repair factor 3 complex (77.78%) etc., are captured by
diﬀerent identiﬁed clusters of PROCOMOSS in dynamic PPIN. Moreover we have noticed that the identiﬁed clusters
are enriched with diﬀerent GO terms and pathways. For example, the cluster which capture ‘Translation elongation
factor EF1 complex’ is associated with GO term ‘transcription from RNA polymerase I promoter’ (2.10E-03) and
KEGG pathway ‘RNA polymerase (1.2E-3)’. We have collected the GO terms corresponding to biological process
annotation for each case. Thus the identiﬁed clusters have a good proportion of proteins common with some real
protein complexes, as well as they are associated with signiﬁcant GO terms and pathways.
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5. Conclusions
In this paper, we have introduced a mutiobjective framework to predict protein complexes in dynamic PPIN. It
is observed from the results that excluding mutually exclusive interactions from the static PPIN produces better per-
formance for conventional clustering algorithm. As ﬁnding the dynamic PPIN (or SPIN) from a large static PPIN is
computationally expensive task, so we ﬁrst divide the whole yeast PPIN into subnetworks by using the multiobjective
algorithm PROCOMOSS. The subnetworks may be designated as protein complexes. However, these subnetworks
contain competitive interactions, which increase the false positive rate for prediction. To reﬁne those competitive
interactions, we have identiﬁed the mutually exclusive interactions from these subnetworks and construct dynamic
PPINs or SPINs. Each subnetwork produces lots of SPINs depending on the mutually exclusive interactions it con-
tains. Identiﬁed SPINs then are clustered using the same algorithm used in the ﬁrst stage. Thus the resulting clusters
are free of competitive interactions and are good candidate for being protein complexes. Results shows a signiﬁcant
improvement in prediction accuracy over other state-of-the-art techniques. The identiﬁed clusters are also enriched
with several gene ontology terms and signiﬁcantly associated with diﬀerent biological pathways. The proposed tech-
nique may be applicable in the PPIN of other species. For this, domain speciﬁc interaction information is necessary.
Beside the use of semantic similarity information and protein domain information, other biological data sources like
gene expression data can also be used to extract the clusters. Modeling the PPIN with other multiple biological data
sources can lead to a better understanding of the interaction patterns of proteins within the complex.
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