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Optical coherence tomography (OCT), which provides cross-sectional images 
noninvasively with a micro-scale in real-time, has been widely applied to the diagnosis and 
treatment guidance for various ocular diseases. In this work, we demonstrate OCT-based guidance 
of two ophthalmic therapies, subretinal injection and selective retina therapy (SRT).  
Firstly, the “SMART,” a hand-held robotic surgical device actively guided by a common-
path OCT (CP-OCT) distal sensor, improves in two aspects for being applied to subretinal injection: 
(i) A high-performance fiber probe based on high index epoxy lensed-fiber to enhance the CP-
OCT retinal image quality in a wet environment; (ii) Automated retinal layer identification and 
tracking : retinal layer boundaries, as well as retinal surface, are tracked using convolutional neural 
network (CNN)-based segmentation for accurate subretinal injection guidance. It is shown that 
properly designed high index epoxy lensed-fiber probe improves the signal-to-noise ratio (SNR) 
and retinal image quality of the CP-OCT system. We propose, implement, and study real-time 
retinal boundary tracking of A-scan OCT images using CNNs for automatic depth targeting of a 
selected retinal boundary and accurate localization of a surgical tool (i.e. needle) tip. A simplified 
1-D U-net is used for the retinal layer segmentation of A-scan OCT images which are obtained by 
the lensed-fiber probes. A Kalman filter, combining retinal boundary position measurement by 
CNN-based segmentation and velocity measurement by cross-correlation between consecutive A-
scan images, is applied to optimally estimate the retinal boundary position. Unwanted axial 
motions of the surgical tools are compensated by a piezo-electric linear motor based on the retinal 
boundary tracking. A CNN-based CP-OCT distal sensor successfully tracks retinal boundaries, 
especially the PR/CH boundary for subretinal injection, and automatically guides the needle’s axial 
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position in real-time. The micro-scale depth targeting accuracy of our system shows its promising 
possibility for clinical application. 
We also propose and demonstrate SRT monitoring based on speckle variance OCT (svOCT) 
for dosimetry control. SvOCT quantifies speckle pattern variation caused by moving particles or 
structural changes in biological tissues. M-scans, time-resolved sequence of A-scans, of a phantom, 
ex vivo bovine iris, and ex vivo bovine retina are obtained by a swept-source OCT system during 
laser pulses irradiation. SvOCT images are calculated as interframe intensity variance of the 
sequence, and they show abrupt speckle variance change induced by laser pulse irradiation. The 
axially averaged svOCT signals show a sharp peak corresponding to each laser pulse, and the peak 
values are proportional to irradiated laser pulse energy. For the ex vivo retinal study, microscopic 
images of treated spots are obtained before and after removing the upper neural retinal layer to 
assess the damage in both RPE and neural layers. Spatial and temporal temperature distributions 
in the retina are numerically calculated in a 2D retinal model using COMSOL Multiphysics. We 
find that the svOCT peak values have a reliable correlation with the degree of retinal lesion 
formation. The temperature at the neural retina and RPE is estimated from the svOCT peak values 
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Subretinal injection is becoming increasingly popular in both scientific research and clinical 
communities as an efficient way of treating retinal diseases. The treatments deliver drugs or stem 
cells directly into subretinal space between the RPE and photoreceptor layer, thereby effectively 
affecting resident cells and tissues in the subretinal space. However, the procedure requires micro-
scale precision due to the delicate anatomy of the retina. It makes the procedure challenging 
because of surgeons' physiological hand tremor [1,2] and limited depth perception and limited 
visual feedback from a traditional stereo-microscopic en-face view.  
Optical coherence tomography (OCT)-guided robotic systems have been developed to 
reduce the unintended physiological motion and overcome the limited visual feedback during 
ocular microsurgery. OCT, which provides micro-scale resolution cross-sectional images in real-
time [3], enables improved visualization and accurate guidance of robotic systems. Among them, 
fiber-optic common-path OCT (CP-OCT) distal sensor integrated hand-held surgical devices have 
been developed to implement simple, compact, and cost-effective microsurgical systems [4-7]. In 
those systems, a single fiber probe attached to a surgical tooltip (i.e., needle or micro-forceps) 
guided the hand-held surgical device by real-time A-scan-based surface tracking. However, 
surface tracking-based guidance could induce inaccurate depth targeting for subretinal injection 
because of retinal thickness variations and irregular morphological features caused by retinal 
diseases. The target or near target retinal boundary tracking, which is RPE and photoreceptor 
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boundary tracking for subretinal injection, allows precision guidance. Therefore, we apply 
convolutional neural network (CNN)-based retinal layer segmentation, which already have shown 
promising results for 2D or 3D OCT retinal image segmentation [8-11], for retinal boundary 
tracking and implement hand-held surgical device compensating undesired hand tremor in real-
time using the retinal boundary tracking. 
Selective retina therapy (SRT) is an effective laser treatment method for various retinal 
diseases associated with a degradation of the retinal pigment epithelium (RPE) [12-17]. The RPE, 
which contains a high concentration of melanosomes, can be selectively targeted by using a pulse 
laser having pulse duration shorter than a thermal relaxation time of the RPE (~10 µs) [18]. The 
SRT reduces negative side effects by avoiding thermal damages of the adjacent layers. However, 
the selection of proper laser energy—which is crucial for successful SRT without excessive 
burning and collateral damage—is challenging because lesions in the RPE are invisible 
ophthalmoscopically. In addition, melanin concentration variations among patients or regions even 
within an eye [19] make it impossible to set a static threshold value of pulse energy of a therapeutic 
irradiation window. Fundus fluorescence angiography (FFA) is an accurate method to detect the 
lesions, but it requires the use of fluorescent dye injection [20] and a long delay between treatment 
and detection. SvOCT is expected to work effectively for real-time non-invasive SRT monitoring 
by detecting speckle variation changes induced by morphological and structural changes of retinal 
tissue by laser irradiation. Therefore, we propose and demonstrate svOCT-based SRT monitoring 





1.2 Dissertation overview 
This dissertation presents the development of CNN-based real-time OCT distal sensor and svOCT-
based SRT monitoring system. Chapter 2 reviews the fundamental principles of OCT and CNN. 
Chapter 3 presents design and analysis of high-index lensed fiber probe for retinal imaging. 
Chapter 4 describes CNN-based CP-OCT distal sensor integrated with a subretinal injector for 
retinal boundary tracking and injection guidance. Chapter 5 presents SRT monitoring method 
using svOCT and temperature estimation. Chapter 6 summarizes the dissertation and proposes 













Introduction to OCT and Neural Networks 
2.1 Optical coherence tomography 
2.1.1 Time domain and Fourier domain optical coherence tomography 
A Michelson-type interferometer is typically used for an OCT system with a low-coherence light 
source as shown in Fig.1. The low coherent, broadband light is split into a reference and a sample 
arm by a beam splitter, and the returning light from each arm, which is reflected and backscattered 
from a reference mirror or sample, is recombined and produces an interference pattern. A 
             
Figure 1 Schematic of a Michelson-type interferometer used in OCT 
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reflectivity profile of a sample can be reconstructed from the interferometric measurements, and 
its mathematical derivation will be described in this section. 
The light source emits a polychromatic plane wave, whose electric field can be written as  
𝐸𝑖 = 𝑠(𝑘, 𝜔)𝑒
𝑖(𝑘𝑧−𝜔𝑡). Here, 𝑠(𝑘, 𝜔) is the electric field amplitude as a function of wave number 
k and angular frequency ω. The reference reflector is assumed to have electric field reflectivity 𝑟𝑅  
and power reflectivity 𝑅𝑅 = |𝑟𝑅|
2. In general, depth-dependent electric field reflectivity profile of 
sample, 𝑟𝑆(𝑧𝑆), is continuous, resulting from continuously changing refractive index of samples. 
However, for simplification, we assume a series of N discrete, real delta-function reflections of the 
form 𝑟𝑆(𝑧𝑆) = ∑ 𝑟𝑆𝑛𝛿(𝑧𝑆 − 𝑧𝑆𝑛)
𝑁
𝑛=1 , with each reflection characterized by its electric field 
reflectivity, 𝑟𝑆𝑛, and path length from the beam splitter, 𝑧𝑆𝑛. When the surface of beam splitter is 















𝑛=1                                 (2) 
where ⊗ represents convolution operation. The intensity of the interference pattern obtained by 





2〉 =  
1
2
















〉,         (3) 
where the factor of two counts for the second pass of each field through the beam splitter and the 
angular brackets indicate integration over the response time of the detector. Because the response 
time of current detectors is much longer than light wave oscillations, the terms dependent on the 
temporal angular frequency, 𝜔 , can be eliminated by integrating the terms over the detector 
response time. Then, we can obtain temporally invariant interference intensity expressed as  
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𝐼𝐷(𝑘) =  
1
4











𝑖2𝑘(𝑧𝑆𝑛−𝑧𝑆𝑚) + 𝑒−𝑖2𝑘(𝑧𝑆𝑛−𝑧𝑆𝑚))𝑁𝑛≠𝑚=1 ]],                              (4) 
where 𝑆(𝑘) = 〈|𝑠(𝑘, 𝜔)|2〉 is a wave number power spectrum of the light source, and 𝑅𝑆𝑛 = |𝑟𝑆𝑛|
2 
is power reflectivity of the sample reflectors. Using Euler’s rule, Eq. (4) is simplified to  
𝐼𝐷(𝑘) =  
1
4





[𝑆(𝑘)[∑ √𝑅𝑅𝑅𝑆𝑛 cos(2𝑘(𝑧𝑅 − 𝑧𝑆𝑛))
𝑁




[𝑆(𝑘)[∑ √𝑅𝑆𝑛𝑅𝑆𝑚 cos(2𝑘(𝑧𝑆𝑛 − 𝑧𝑆𝑚))
𝑁
𝑛≠𝑚=1 ]].                                         (5) 
The first part of Eq. (5) is DC terms independent of the path length 𝑧𝑅 and 𝑧𝑆𝑛, and it is scaled by 
the light source power spectrum and the sum of power reflectivities of the reference mirror and 
sample reflectors. This is the largest component of the interference intensity because the reference 
reflectivity generally dominates the sample reflectivity which is typically very small on the order 
of 10-4 to 10-5. The second part is cross-correlation terms representing the interference between the 
beams from the reference mirror and each sample reflector. These are the desired terms for OCT 
image reconstruction that visualize sample reflectivity profile. Since these terms are proportional 
to the multiplication of the square root of the reference reflectivity and sample reflectivity, they 
are typically smaller than the DC component. The last part is autocorrelation terms representing 
interference between the different sample reflectors, and it is considered as artifacts in a typical 
OCT system. These terms are linearly dependent on the power reflectivity of the sample and small 
compared to the DC and cross-correlation terms with dominant reference reflectivity.  
In a time-domain OCT (TDOCT) system, a single photodetector, which cannot resolve the 
individual contributions of the wavenumber k, is used to measure the interference intensity 𝐼𝐷(𝑘) 
in Eq. (5), while the reference delay 𝑧𝑅 is scanned to reconstruct an approximation of the internal 
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sample reflectivity profile √𝑅𝑆(𝑧𝑆). The measurement corresponds to integration of 𝐼𝐷(𝑘) over all 
k as 
























[𝑆0 ∑ √𝑅𝑅𝑅𝑆𝑛 𝛾(𝑧𝑅−𝑧𝑆𝑛) cos(2𝑘0(𝑧𝑅 − 𝑧𝑆𝑛))
𝑁
𝑛=1 ],        (6) 
where 𝑆0 is the spectrally integrated power of the source, and the coherence function 𝛾(𝑧𝑅−𝑧𝑆𝑛) 
is the inverse Fourier transform of the normalized light source spectrum 𝑆(𝑘). Autocorrelation 
terms are removed as being assumed to be negligible compared to the DC terms and cross-
correlation terms. The sample reflectivity √𝑅𝑆𝑛  is convolved with the coherence function 
𝛾(𝑧𝑅−𝑧𝑆𝑛) and modulated by a cosinusoidal carrier at a frequency proportional to the central wave 
number of the light source spectrum, k0. The sample reflectivity profile could be obtained by 
envelop detection of the cross-correlation terms as a form of convolved reflectivity. In the 
followings, the interference intensity as a function of 𝑧𝑅, A-scans, of a discrete-reflectors sample 
is derived assuming a Gaussian light source, which approximates the shape of actual light sources 











).                               (7) 
Here, 𝑘0 represents the central wave number of the light source spectrum, and Δ𝑘 represents its 
spectral bandwidth. The interference intensity is expressed as  
                    𝐼𝐷(𝑧𝑅) =  
1
4
[𝑆0[𝑅𝑅 + ∑ 𝑅𝑆𝑛
𝑁




[𝑆0 ∑ √𝑅𝑅𝑅𝑆𝑛 exp(−(𝑧𝑅 − 𝑧𝑆𝑛)
2∆𝑘2) cos(2𝑘0(𝑧𝑅 − 𝑧𝑆𝑛))
𝑁
𝑛=1 ]           (8) 
and Fig. 2 shows the illustrative example of the measurement.  
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Figure 2 The reflectivity profile of a discrete-reflectors sample and the resultant A-scan of TDOCT 
 In a Fourier-domain OCT (FD-OCT) system, the wave number-dependent interference 
intensity ID(k) in Eq. (5) is captured and processed using Fourier analysis to reconstruct an 
approximation of the sample reflectivity profile √𝑅𝑆(𝑧𝑆) . In contrast to TD-OCT, the 
interferogram contains information for the entire depth profile of the sample simultaneously and 
does not need mechanical scanning of the optical path length. Using the Fourier transform pair 
1
2
[𝛿(𝑧 − 𝑧0) + 𝛿(𝑧 + 𝑧0)]
𝐹
↔ cos(𝑘𝑧0) and the convolution property of Fourier transform, the 









[𝛾(𝑧) ⊗ [∑ √𝑅𝑅𝑅𝑆𝑛[𝛿(𝑧 ± 2(𝑧𝑅 − 𝑧𝑆𝑛))]
𝑁




[𝛾(𝑧) ⊗ [∑ √𝑅𝑆𝑛𝑅𝑆𝑚[𝛿(𝑧 ± 2(𝑧𝑆𝑚 − 𝑧𝑆𝑛))]
𝑁
𝑛≠𝑚=1 ]],                                     (9) 
where the sample reflective profile 𝑟𝑆(𝑧𝑆) = ∑ 𝑟𝑆𝑛𝛿(𝑧𝑆 − 𝑧𝑆𝑛)
𝑁
𝑛=1  which we would like to obtain 
is embedded within cross-correlation terms of Eq. (9). Conducting convolutions by using shift 
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[[∑ √𝑅𝑅𝑅𝑆𝑛[𝛾(2(𝑧𝑅 − 𝑧𝑆𝑛)) + 𝛾(−2(𝑧𝑅 − 𝑧𝑆𝑛))]
𝑁




[[∑ √𝑅𝑆𝑛𝑅𝑆𝑚[𝛾(2(𝑧𝑆𝑚 − 𝑧𝑆𝑛)) + 𝛾(−2(𝑧𝑆𝑚 − 𝑧𝑆𝑛))]
𝑁
𝑛≠𝑚=1 ]].                             (10) 
The sample reflectivity profile is reconstructed in the cross-correlation terms with some 
modifications. It appears as a function of the difference between the reference reflector distance zR 
and the sample reflector distance zS rather than just zS. The displacement of each sample reflector 
from the reference position is doubled in A-scan because the interferometer measures the round-
trip distance to each reflector. In addition, each sample reflector is broadened or blurred out to a 
width of about a coherence length by convolution with the coherence function γ(z).  
Additional image artifacts also appear in each term of Eq. (10). As seen in the cross-
correlation terms, a mirror image of the blurred reflectors appears on the opposite side of zero path 
length, which is the reference reflector distance. It is called mirror image artifact or complex 
conjugate artifact in FDOCT, and it is simply understood from the fact that inverse Fourier 
transform of real function (interferometric spectrum) must be Hermitian symmetric. This artifact 
can be easily dealt with by displaying only the positive or negative distances if the sample is placed 
on one side of zero path length. However, if the sample strays over the zero-path length border, it 
starts to overlap its mirror image, and the mirror artifact cannot be removed by image processing 
alone. The DC terms produce a large artifactual signal centered at zero path length difference. The 
signal amplitude is so much larger than the desired cross-correlation terms due to the dominant 
reference reflectivity. A simple method to eliminate that component is to record the amplitude of 
the spectral signal with only the reference reflector and then to subtract this signal component from 
each subsequent spectral interferometric signal acquired. The autocorrelation terms in Eq. (10) 
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also give rise to artifactual signals. However, if reference reflectivity is sufficiently high, which is 
the most case in practice, its amplitude could be negligible compared to cross-correlation terms. 
The spectral interferogram and A-scan for the example of a discrete-reflectors sample and 
Gaussian-shaped source spectrum is illustrated in Fig. 3 including all the artifacts described 
previously. 
 
Figure 3 (Left) Spectral interferogram. (Right) The reflectivity profile of a discreate-reflectors 
sample and resultant A-scan obtained by FDOCT 
The axial and transverse resolution of OCT is decoupled from each other. The axial 
resolution is determined by the coherence length of a light source, which is the full width at half 
the maximum (FWHM) of coherence function γ(z). It is an explicit function of the light source 














 is the center wavelength of the light source and Δ𝜆 is its wavelength bandwidth 





2 ). The transverse 
resolution is determined by the minimum spot size of the focused sample beam, a parameter which 





                                                          (12) 
It should be noted that there is a trade-off between transverse resolution and depth of field. A high 
NA features a great focusing power which allows high transverse resolution with a corresponding 
short depth of field. Meanwhile, a low NA would result in a greater diameter of the beam at the 
focal point but a large depth of field.   
 
2.1.2 Spectral-domain and swept-source optical coherence tomography 
FD-OCT techniques have allowed a dramatic improvement in signal-to-noise ratio (SNR) and 
imaging speed [22-24] compared to TD-OCT. FD-OCT could be implemented either through the 
use of a wavelength-swept light source and a standard photodiode receiver or a broadband light 
source and a spectrometer. The configuration using a spectrometer has been referred to as spectral 
domain OCT (SD-OCT); and the configuration using the wavelength-swept light source has been 
referred to as swept source OCT (SS-OCT).  
SD-OCT is depicted in Fig. 4 (left): it is similar to TD-OCT, but the point detector is 
replaced by a spectrometer and a charge-coupled device (CCD) or CMOS linear array. The 
spectrometer uses a diffractive element to spatially separate the different wavelength contributions 
into a line image which is recorded by a CCD array. A superluminescent diode (SLD) is commonly 
used as a broadband light source, because it has a broad bandwidth and a relatively high-power 
output. The depth range (zmax) is determined by the wavenumber spacing between pixels (δk) of 








2                                                                (14) 
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where N is pixel number of the detector the spectrum is imaged on. The acquisition speed is limited 
by the line-scan rate of the CCD camera. In addition, non-linear k-sampling of SD-OCT, which is 
due to spectrometer angular dispersion, should be properly converted during the preprocessing of 
the wavelength to k-space mapping to avoid a depth-dependent broadening of the coherence 
function similar in appearance to dispersion in structural OCT images. 
SS-OCT also has a similar optical setup with TD-OCT, but the broadband light source is 
replaced by an optical source which rapidly sweeps a narrow line-width over a broad range of 
wavelengths as shown in Fig. 4 (right). During one sweep, each wavelength component of the 
interferometric signal is detected sequentially by a high-speed photodetector. In SS-OCT, the 
acquisition rate is given by the sweep rate of the swept-source and subsequent analog-digital (AD) 
conversion, and commercially available sources can realize high sweep rates (>100 kHz), which 
require ultrafast detection and AD conversion in the GHz range. One wavelength sweep constitutes 
a spectral interferogram with fringe patterns, as in SD-OCT. The depth range (zmax) is also 
determined by the wavenumber resolution (δk), which is limited by the instantaneous line shape 
of the sweeping laser source and expressed by Eq. (14), where N is the number of readouts of the 
photodetector during one sweep of the light source. In addition, linear k-sampling can be achieved 
in a hardware scheme by using external sampling clocks, called k-clocks, coupled with high-end 
acquisition electronics capable of nonuniform sampling frequencies. 
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Figure 4 Schematic of (left) SD-OCT system and (right) SS-OCT system 
 
2.1.3 Common-path optical coherence tomography 
Common-path OCT (CP-OCT) uses a shared beam path for the reference and the sample arms. An 
optical surface (i.e. glass plate surface, cleaved fiber surface) placed near the sample serves as a 
reference reflector. Light reflected from the reference reflector and the sample interferes with each 
other and is directed back to the optical sensor. Figure 5 shows a schematic of SD-CPOCT in free 
space, in which the back surface of the glass plate serves as a reference reflector, and fiber-optic 
based SS-CPOCT, in which cleaved fiber surface serves as a reference reflector. The CP-OCT 
approach requires no alignment and has higher image stability [25]. The architecture could be 
simple, compact, and cost-effective. Especially, fiber-optic-based CP-OCT system allows a single 
optical fiber to work as an OCT probe and be easily integrated into existing medical 
instrumentation (i.e. a microsurgical tool) [26]. In addition, it is free from polarization and 




Figure 5 Schematic of (left) free space SD-CPOCT system and (right) fiber optic-based  
SS-CPOCT system 
Nevertheless, one issue of using CP-OCT system is the unadjustable reference reflection 
which mostly comes from the Fresnel (partial) reflection at a reference surface. Fresnel reflection 






                                                           (15) 
for the case of normal incidence, where n1 and n2 is refractive index of incident and refracted 
medium. It is more challenging for the CP-OCT system to adjust reference reflection to optimal 
reflection than standard OCT system. Table 1 shows the reflectivity at the optical surface of various 
medium. 
Table 1 Reflectivity at the optical surface of various medium. 




Refracted medium (n2) Air (1) Water (1.33) Air (1) Water (1.33) 
Reflection 4 x 10-2 3.6 x 10-3 3.56 x 10-2 2.3 x 10-3 
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2.1.4 Speckle-variance optical coherence tomography 
Speckle is a random phenomenon generated by interference of mutually coherent waves with 
random phases. It is a fundamental property of signals and images acquired by all types of 
narrowband detection systems, which include radar, ultrasound, and radio astronomy. In addition 
to the optical properties and motion of the target object, the speckle is influenced by the size and 
temporal coherence of the light source, multiple scattering and phase aberrations of the 
propagating beam, and the aperture of the detector. All of these variables contribute to the observed 
characteristics of speckle in optical coherence tomography of living tissue [28]. Its role in imaging, 
however, is mainly that of noise, so considerable attention has been devoted to methods for speckle 
reduction. In medical OCT, speckle can mask diagnostically significant image features and reduce 
the accuracy of segmentation algorithms. 
At the same time, there have been many attempts to utilize speckle as an information carrier. 
One of the attempts is the development of speckle variance OCT (svOCT), which is mostly applied 
for OCT angiography. If an OCT image is acquired in a stationary object, the speckle pattern is 
temporally stationary as well [29]. When moving particles exist in biological tissues (such as red 
blood cells), the speckle pattern varies with time and can be quantified by speckle variance 
calculations using either interframe or interline comparisons. SvOCT evaluates the speckle 
variance in the OCT structure intensity across the desired number of B-scan images, preferably 












𝑖=1                                   (16) 
where N is the number of B-scans, j and k are the lateral and depth indices of the B-scan images, 
respectively, and i denotes the B-scan slice index within N.  
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SvOCT angiography allows detection of small blood vessel networks because of its angle 
independence and fast image acquisition capability. It has also been applied to monitor protein 
denaturation and coagulation [30] and estimate tissue temperature during laser therapy [31-32]. 
 
2.2 Convolutional neural network (CNN) 
2.2.1 Building blocks of CNN architecture [33-35] 
2.2.1.1 Convolutional layer 
The convolutional layer is the core building block of CNNs that performs feature extraction. The 
layer's parameters consist of a set of learnable filters (or kernels) having a small receptive field, 
but extend through the full depth of the input volume. Each neuron is only connected to a small 
local region of the input volume by using the kernel smaller than the input. The local connectivity 
of the convolutional layer allows to exploit the spatial local correlation of the input (for a natural 
image, a pixel is more correlated to the nearby pixels than to the distant pixels). They detect small, 
meaningful features such as edges with kernels that occupy only tens or hundreds of pixels. The 
small kernels also allow to store fewer parameters, which both reduces memory requirements of 
the model and improve its statistical efficiency, and to reduce computational load. In addition, 
each member of the kernel is slid across the width and height of the input and used at every spatial 
position of the input. The parameter sharing reduces the number of parameters for efficiency of 
expression, efficiency of learning, and good generalization [36]. 
The output of the convolutional layer is calculated by dot products between the input, I, 
and kernel, K, at every spatial position. The output is calculated by 




𝑥=−𝑎             (17) 
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where kernel size is 2a+1 by 2b+1 and input and kernel depth are n. Figure 6 depicts how the 
convolution operation works with an input image of size 5 by 5 and a kernel of size 3 by 3. Both 
stride and zero padding are set to 1. The resultant output spatial size is expressed by 
𝑊−𝐹+2𝑃
𝑆
+ 1                                                              (18) 
 
Figure 6 Image convolution with an input image of size 5 by 5 and a kernel of size 3 by 3. Both 
stride and zero padding are set to 1. 
where W is the input size, F is the kernel size, S is the stride, and P is the amount of zero padding 
used on the border. Output depth is determined by the number of kernels. 
 
2.2.1.2 Activation layer 
An activation layer applies a function that decides whether a neuron should be activated or not. It 
helps neural networks learn complex patterns in the data by introducing nonlinearity into neural 
networks. The important characteristic of an activation function is that it should be differentiable 
to enable error backpropagation to train the model. There are many widely used activation 
functions including rectified linear unit (ReLU), Leaky ReLU, sigmoid function, and hyperbolic 
tangent function. The activation functions are depicted in Fig. 7.  
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Figure 7 Widely used activation functions. Rectified linear unit (ReLU), leaky ReLU, sigmoid 
function, and hyperbolic tangent function 
 The ReLU is the most widely used activation function defined as  
𝑓(𝑥) = max(0, 𝑥).                                                      (19) 
It is a piecewise linear function that outputs the input directly if it is positive, and outputs zero 
otherwise. ReLU is computationally efficient and allows the network to converge very quickly. 
However, it has the dying ReLU problem – if too many activations get negative values then most 
of the neurons in the network with ReLU will simply output zero, in other words, die and thereby 
prohibiting learning. To solve the problem, leaky ReLU is applied, and it is defined as 
𝑓(𝑥) = {
𝑥              𝑖𝑓 𝑥 > 0
𝑎𝑥           𝑖𝑓 𝑥 < 0
                                               (20) 
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where a is a small positive constant. The leaky ReLU has an advantage of the nonzero gradient at 
all points (except 0 where the gradient is not defined). 
 The sigmoid function is a saturating function that transforms the input into a value between 
0 and 1. It is especially used for models predicting the probability as an output because probability 







.                                                 (21) 
It has the useful property that its gradient is defined everywhere and smooth. However, it is 
computationally expensive and has vanishing gradient problem for very high or very low values 
of input. 
 The hyperbolic tangent function is another saturating function producing output a value 




.                                                      (22) 
The advantage of this function is that the negative inputs will be mapped to negative and the zero 
inputs will be mapped near zero in the tanh graph.  
 
2.2.1.3 Pooling layer 
A pooling layer is used to down-sample feature maps and reduce the number of parameters, 
memory footprint, and computation in the network, and thus also control overfitting. It is common 
to periodically insert a pooling layer between successive convolutional layers in a CNN 
architecture, and each one is typically followed by an activation function (i.e. ReLU layer). The 
pooling helps to make the representation approximately invariant to small translations of the input. 
Invariance to translation means that if we translate the input by a small amount, the values of most 
 20 
of the pooled outputs do not change. Invariance to local translation can be a useful property if we 
care more about the feature’s rough location relative to other features than its exact location.  
There are two common pooling methods: max pooling and average pooling method. As the 
name suggests the max pooling calculates the maximum value for each rectangular subregion of 
the feature map. The average pooling involves calculating the average value for each subregion of 
the feature map. Figure 8 shows how the max and average pooling work on a 4 by 4 feature map 
with filter size of 2 by 2 and stride of 2. 
 
Figure 8 Max pooling and average pooling with a filter size of 2 by 2 and stride of 2 
The pooling layer applied to input size of m by n yields output size of (m – f) / s by (n - f) / s where 
f is pool size and s is stride. In addition, it generally operates independently on every depth channel 
of the input, so the depth dimension remains unchanged. 
 
2.2.1.4 Fully connected layer 
Neurons in a fully connected layer have connections to all activations in the previous layer. When 
the previous layer is a final pooling or convolutional layer, not the fully connected layer, output 
from the previous layer is flattened and then fed into the fully connected layer (Fig. 9). If present, 
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they typically form the last few layers of the network to classify the data into various classes using 
features extracted from previous convolutional and max pooling layers.  
 
Figure 9 Illustration of fully connected layer 
 
2.2.2 Training a neural network 
Training a network is a process of finding kernels in convolution layers and weights in fully 
connected layers which minimize error (loss) between output predictions and given ground truth 
labels on a training dataset. The backpropagation algorithm is the method commonly used for 
training neural networks where loss function and gradient descent optimization algorithm play 
essential roles. A model performance under particular kernels and weights is calculated by a loss 
function through forward propagation on a training dataset, and learnable parameters, namely 
kernels and weights, are updated according to the loss value through an optimization algorithm 




Backpropagation is an algorithm used for training feed-forward neural networks. Given an 
artificial neural network and a loss function (cost function), the method calculates the gradient of 
the loss function with respect to the neural network's weights. Computing an analytical expression 
for the gradient is straightforward, but numerically evaluating such an expression can be 
computationally expensive. The backpropagation algorithm does so by computing the gradient by 
the chain rule. Partial computations of the gradient from one layer are reused in the computation 
of the gradient for the previous layer. This backward flow of the cost information provides efficient 
computation of the gradient at each layer versus the naive approach of calculating the gradient of 
each layer separately. This efficiency allows using of gradient methods such as gradient descent 
or its variant stochastic gradient descent for training multilayer networks, updating weights to 
minimize cost.  








                                                              (23) 
where f and g both are functions mapping from a real number to a real number such as y=g(x) and 
z=f(y)=f(g(x)). It can be generalized to vector notation for 𝒙 ∈ ℝ𝑚, 𝒚 ∈ ℝ𝑛, g maps from ℝ𝑚 to 










 is the n by m Jacobian matrix of function g. From this we see that the gradient of a 
variable x can be calculated by multiplying a Jacobian matrix 
𝑑𝒚
𝑑𝒙
 and a gradient ∇𝒚𝑧. The back-
propagation algorithm consists of performing such a Jacobian-gradient product for each layer in 
the neural network. 
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 Backpropagation for a simple two layers neural network is illustrated as an example (Fig. 
10). The forward propagation is calculated by 
𝒛[𝑖] = 𝑾[𝑖]𝒂[𝑖−1]                                                          (25) 
𝒂[𝑖] = 𝑎(𝒛[𝑖])                                                            (26) 
where input is a vector 𝒙 = [𝑥1 𝑥2]
𝑇 = 𝒂[0] and output is a scalar  ?̂? = 𝒂[2]. 𝑾[𝑖] is a matrix of 
which elements are weights of ith layer and a(.) is an element-wise activation function. Then, the 


























                                       (28) 
and used to update the weights by optimization algorithms described in the next section.  
 
Figure 10 Illustration of backpropagation in a simple two-layer neural network 
 
2.2.2.2 Neural network optimization algorithms 
An optimization algorithm is needed to find weights minimizing the loss function. Optimization 
algorithms commonly used for CNN training is described in the following. 
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 Gradient descent is a first-order optimization gradient algorithm which is dependent on the 
first-order derivative of a cost function. The idea of gradient descent is to take repeated steps in 
the opposite direction of the gradient of the function at the current point, because this is the 
direction of the steepest descent. The weights are updated by  
𝑤𝑡+1 = 𝑤𝑡 − 𝜂
𝜕𝐶
𝜕𝑤𝑡
                                                         (29) 
𝜕𝐶
𝜕𝑤𝑡
= ∇𝑤𝐶(𝑤𝑡)                                                          (30) 
where η is the learning rate controlling the rate at which the algorithm updates the parameter 
estimates. C(.) is the cost function and wt are the weights at step t. Batch gradient descent updates 
the network weights after scanning the whole training dataset. Convergence takes much time 
because the whole dataset needs to be reevaluated at every step (i.e., epoch). It converges smoothly 
to the global minimum for convex loss functions, but it could converge to a local minimum for 
non-convex functions. Stochastic gradient descent was introduced in order to overcome the 
shortcomings of batch gradient descent. It updates the network weights for each training data and, 
thus, is generally noisier due to the high variance between different data. However, it is 
computationally much less expensive, even though it requires a higher number of iterations to 
reach the minima than batch gradient descent, and in most cases, especially with large data set, 
stochastic gradient descent is preferred for optimizing a learning algorithm. Mini-batch gradient 
descent was introduced to overcome the shortcomings of the previous two algorithms, because it 
allows for the weights to be updated per batch, and not per data. It makes a compromise between 
the fast convergence and the noise associated with gradient update, so it could be a more flexible 
and robust algorithm.  
The mini-batch gradient descent still has an issue of oscillations during the updating of the 
weights. Momentum, also known as moving average gradients, helps to avoid oscillations in the 
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wrong directions. Momentum gradient descent adds a fraction of the previous update, which gives 
the optimizer the momentum needed to continue moving in the right direction. The weights are 
updated by 
𝑣𝑡 = 𝜆𝑣𝑡−1 + 𝜂
𝜕𝐶
𝜕𝑤𝑡
                                                          (31) 
𝑤𝑡+1 = 𝑤𝑡 − 𝑣𝑡                                                            (32) 
where v is the velocity and initialized to 0. λ is used to select the amount of information needed 
from the previous update. η is the learning rate, wt are the weights at step t, and C(.) is the cost 
function. 
There are also several algorithms using adaptive learning rates. AdaGrad establishes 
different updates for different weights. The learning rate is tuned automatically, by dividing the 
learning rate by the sum of squares of all previous gradients [37]. It gives a high learning rate for 












𝑖)                               (33) 
where η is the learning rate, wt is the weights at step t, C(.) is the cost function, and ∇wC(wt) is the 
gradient of weight parameters wt. It is well-suited for dealing with sparse data, but it has a problem 
that the learning rate decreases monotonically.  
RMSProp was introduced to address the problem of the monotonically decreasing learning 
rate. It divides the learning rate by an average of squared gradients, and each weight is updated by 
𝐺𝑖,𝑡 = ∇𝑤𝐶(𝑤𝑡
𝑖)                                                              (34) 
𝐸[𝐺𝑖
2]𝑡 = 𝜆𝐸[𝐺𝑖
2]𝑡−1 + (1 − 𝜆)𝐺𝑖,𝑡









𝐺𝑖,𝑡                                                (36) 
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where η is the learning rate, wt are the weights at step t, C(.) is the cost function, and ∇wC(wt) is 
the gradient of weight parameters wt. λ is used to select the amount of information needed from 
the previous update. E[G2] is the running average of the squared gradients. 
Adaptive Moment Estimation (Adam) [38] is another method that computes adaptive 
learning rates for each parameter. In addition to storing an average of past squared gradients vt like 
RMSprop, Adam also keeps an average of past gradients mt, similar to momentum. The weights 














𝑡                                                                   (39) 
𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1)𝐺                                                  (40) 
𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 − 𝛽2)𝐺
2                                                 (41) 
where η is the learning rate hyperparameter, wt are the weights at step t, C(.) is the cost function, 
and ∇wC(wt) is the gradient of weight parameters wt. βi is used to select the amount of information 
needed from the previous update, where βi ∈ [0, 1], mt is the running average of the gradients, also 
known as the first moment, vt is the running average of the squared gradients, and known as the 
second moment. 
 
2.2.2.3 Loss function 
A loss function is used to evaluate how well the model performs over the training dataset and train 
neural network. There are various tasks neural networks can perform such as regression, 
classification and image segmentation, and each task requires a different type of loss function since 
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the output format is different. A type of loss function is one of the hyperparameters that needs to 
be determined according to the given tasks. 
Mean squared error (MSE), also known as L2 loss, is the most commonly used regression 
loss function. MSE is the average of squared distances between target variable, 𝑦, and predicted 




∑ (𝑦𝑖 − ?̂?𝑖)
2𝑛
𝑖=1 .                                                   (42) 
Mean Absolute Error (MAE) is another regression loss function. MAE is the average of absolute 




∑ |𝑦𝑖 − ?̂?𝑖|
𝑛
𝑖=1 .                                                   (43) 
MAE is more robust to outliers, but its constant gradient, which means it has a relatively large 
gradient even for a small loss, make it harder to converge. 
For classification, cross-entropy loss, or log loss, is commonly used. Cross-entropy builds 
upon the idea of entropy from information theory and is designed to quantify the difference 
between two probability distributions. The multi-class cross-entropy loss function is expressed by  
𝐶𝑟𝑜𝑠𝑠 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 𝑙𝑜𝑠𝑠 = − ∑ 𝑦𝑐 log ?̂?𝑐
𝐶
𝑐=1                                    (44) 
where C is the number of classes, 𝑦𝑐  is the binary indicator (0 or 1) if class c is the correct 
classification, and ?̂?𝑐 is the predicted probability value between 0 and 1.  
The popular loss function for image segmentation is a pixel-wise cross entropy loss and 
dice loss function. A pixel-wise cross loss examines each pixel individually, comparing the class 
predictions (depth-wise pixel vector) to its one-hot encoded target vector using Eq. (44). Dice loss 
uses the Dice coefficient which is a measures of overlap between two segmented images. The Dice 
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coefficient ranges from 0 to 1 where the score of 1 denotes perfect and complete overlap. Dice 
loss is expressed by 















                           (45) 















High index epoxy lensed fiber OCT probe for 
retinal imaging 
3.1 Introduction 
CPOCT-based compact all-fiber probes allow their insertion into small and tight areas of the body 
(i.e. eye ball), enabling cathedral-based endoscopic imaging. They can be integrated into small-
scale surgical tools such as a needle and a forceps and work for guidance of ophthalmic surgery 
and microsurgery [4, 5, 39-43]. An example includes hand-held automatic CPOCT-distal sensor-
guided ophthalmic surgical devices that can compensate physiological tremors during surgery [4-
5, 40]. One of important advantage of CPOCT-based probes is that they can be easily disposed 
after having been inserted into body due to no need for optical path matching. CP-OCT system is 
also tolerable to system vibrations and free from dispersion and polarization mismatches.   
However, bare fiber probes, commonly used as a sensing probe for CP-OCT, have two 
main drawbacks: small depth of focus caused by strong divergence of the sample beam; and 
dependence of OCT sensitivity on the refractive index of the working environment. To overcome 
the strong divergence of bare fiber probes, various lensed probe systems have been proposed and 
demonstrated. These include fused coreless fiber [44,45], ball lens [46-49], GRIN lens [50], and 
conical-frustum tip [51]. Whereas most work well for standard OCT configurations, they do not 
work well for common-path setups, especially in vitreous media (i.e., water). This is mainly caused 
by the inability to readily fabricate the reference surface with an optimized reflectivity. Those 
designed for CP-OCTs [45,47,50-51] used lens/air interfaces as the reference, and their 
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performance could degrade significantly for retinal imaging through vitreous media because the 
lens effectiveness and/or the reference power level are significantly reduced.  
In order to resolve the problem, we designed and fabricated elliptical high-refractive-index 
epoxy-lensed fiber probes that exhibit long working distances and large depths of focus (DOF) in 
vitreous media (i.e., water) compared to standard bare or half-ball lensed-fiber probes. The 
refractive index difference between the high refractive index epoxy and fiber core keeps the 
reference beam power independent of the working environment. Additionally, the availability of 
a wide range of epoxies with different indices allows fine-tuning of the reference reflectivity by 
mixing them in proportion. To validate our approach, we fabricated multiple probes with a range 
of beam expansion lengths and lens curvatures. We then measured the SNR of the lensed OCT 
probes as a function of the target depth and compared them with theoretically calculated SNR. The 
endoscopic OCT probes were then tested for B-mode OCT imaging using a phantom target 
comprising several layers of tape to confirm the improved imaging performance of the proposed 
lensed-fiber probes. 
 
3.2 Design of lensed fiber probe 
A key performance metrics of OCT-distal sensors is beam size and effective sensing range, which 
is defined as the region of DOF outside the probe. The working distance, DOF, and beam waist 
depends on the beam expansion length and the curvature of lenses, and they can be calculated by 
the ABCD matrix method [52]. For the lensed-fiber, ABCD can be calculated as       















]                                         (46) 
where L is the length of expansion region, R is surface radius of the lens, ne and nh are the refractive 
indices of the sample environment (i.e., in air or in water) and high-index epoxy, respectively. x is 
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the propagation distance from the lens surface. For the case of bare fiber probes, the second and 
third matrices are identity matrices, and x is the distance from the fiber end. Working distance can 
be calculated by finding x, satisfying AC+a2BD=0, where a is λ/ngπω0
2 for lensed-fiber and λ/πω0
2 
for bare fiber. Beam waist diameter (2ωf) at the focal length is expressed by [53] 









,                                              (47) 
where 2ω0 is the mode-field diameter of the fiber, and λ is the wavelength in vacuum. The DOF 
can be expressed as  




.                                                   (48) 
Figure 11 shows the calculated working distance, beam waist diameter, DOF, and effective 
sensing range as a function of beam expansion length and lens curvature. The working distance is 
a distance from lens surface to the beam waist where a plus/minus sign indicates which side of the 
lens surface the beam waist places. It is positive when the beam waist places outside the probe, 
and, conversely, it is negative when the beam waist is virtual and occurs inside the fiber probe. To 
obtain effective sensing range longer than 500 µm, 1,000 µm, 1,500 µm, or 2,000 µm, beam 
expansion length must be longer than 157 µm, 228 µm, 282 µm, and 327 µm, respectively. Lens 
curvature must be around 1/5 of the expansion length. Because the fiber has a 125-µm cladding, it 
is easier to make a lens of 60-µm curvature. Therefore, we set the lens curvature to 60 µm and 
targeted expansion region length around 300 µm, because it provides the longest effective sensing 
range (1.6 mm) for the curvature. The beam waist diameter of the targeted lensed-fiber was 
expected to be 31 µm in water. The red stars indicate the geometry of fabricated lenses.  
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Figure 11 Calculated (a) working distance, (b) beam waist, (c) DOF and (d) effective sensing range as a function 
of beam expansion length and lens curvature. Red stars indicate geometry of lenses we made. 
 
3.3 Fabrication of lensed fiber and lens geometry 
3.3.1 Fabrication of lensed-fiber 
The lensed-fiber OCT sensor was fabricated using UV curable epoxy (Norland Optical Adhesive, 
n=1.7). First, a semi-spherical lensed probe was fabricated by applying the epoxy to the fiber end, 
which naturally forms a semi-spherical shaped lens, owing to surface tension. Two fibers having 
semi-spherical epoxy ends were placed inline and brought together so that the epoxy lenses were 
in contact. We controlled axial and transverse positions of the fibers using x-y-z linear stages while 
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monitoring them using digital microscopes and our CP-SSOCT system to ensure they were 
perfectly aligned. A beam expansion rod was fabricated by curing the combined epoxy using ultra-
violet light and breaking connection with one of the fibers. The length of the expansion rod was 
controlled by changing the distance between fiber ends. The fabricated expansion rod length was 
limited to around 120 µm because of the limited amount of epoxy that could be applied to bare 
fibers. A beam expansion rod of approximately 240 µm was fabricated by applying more epoxy 
on the 120-µm expansion rod via repeating the process. The end of the expansion rod was capped 
by applying a semi-spherical epoxy lens. This process can be highly reproducible when the 
direction and position of the fiber is controlled precisely. Another factor in the reproducibility is 
the amount of the epoxy picked up by the fiber.  This is also related to the precise control of the 
fiber. An epoxy lens can be quickly distorted when even a small amount of epoxy touches the 
sidewall of the fiber or the expansion rod. However, once epoxy forms a spherical shape at fiber 
end and expansion rod end, the shape of the lens is highly repeatable and durable. Figure 12 
schematically shows the fabrication steps from bare fiber to the designed elliptical-lensed-fiber. 
For comparison, we also constructed lensed fibers having different expansion region lengths and 
lens curvatures. Lens 1, Lens 2, and Lens 3 were fabricated by applying and curing spherical epoxy 
on bare fiber, 120 µm beam expansion rod, and 240 µm beam expansion rod, respectively. 
 
Figure 12 Illustration of fabrication process: (a) preparing bare fiber, (b) constructing expansion rod and (c) 




3.3.2 Lens geometry 
Figure 13 shows en-face OCT images of the fabricated lensed-fiber probe with Lens 1, Lens 2, 
Lens 3, and a 240-µm expansion rod. The curvature of the spherical surface was measured using 
OCT images with customized Matlab code, which uses least-squares to fit a sphere on a manually 
selected edge. The length of beam expansion region was measured by our OCT system. Beam 
expansion lengths and curvatures of fabricated lenses are listed in Table 2. Lens 3 is the one closest 
to our design. Only Lens 3 has positive working distance because it has a sufficient beam 
expansion area that allows the focusing of the beam. Lens 1 and Lens 2 simply reduce beam 
divergence. 
 
Figure 13 En-face OCT images of fiber probe with (a) Lens 1, (b) Lens 2, (c) Lens 3 and (d) 240 µm expansion 
rod. The dashed line shows interface between bare fiber and epoxy. 
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Table 2 Fabricated lens geometry and theoretically calculated working distance, beam waist size and effective 
sensing range 












Lens 1 57.2 71 -43 8 14 
Lens 2 173.6 53 -240 18 80 
Lens 3 288 61 476 33 1600 
 
We measured and verified the output-beam characteristics of the fabricated probes by 
comparing the beam spot diameter measured from knife-edge method [54] to simulated beam 
diameter via the ABCD method. Figure 14(a) and (b) show the erf function result using the knife-
edge measurement and resultant beam shapes of bare fiber and each lensed-fiber at 1-mm distance. 
We performed knife-edge measurements of each lensed-fiber at various distances. Figure 14(c) 
shows the measured and calculated beam diameter in air. The mode-field diameter was 3.2 µm, 
and the lens geometry listed in Table 1 was used for calculation. Calculated and measured beam 
diameters match reasonably well throughout the distance ranges, confirming the measured 
geometry of our lens and calculation. Thus, whereas it is difficult to measure beam diameter in 
water, we can use the calculated values shown in Fig. 14(d).  
 36 
 
Figure 14 (a) The erf function result using knife-edge measurement at 1mm away from probe. (b) Beam shape 
from fitting the erf functions in (a). Measured (circle) and calculated (solid line) beam width of each lensed 
fiber in the (c) air and (d) water depending on distance from probe. 
 
3.4 Performance of the lensed fiber probe 
3.4.1 Signal-to-noise ratio 
The SNR versus depth was measured to show improved performance of the lensed-fiber probes. 
Theoretical SNR was also calculated using the following equation to confirm the measured SNR.  





























.                                  (49) 
For the calculation, the detector quantum efficiency (η) was 0.9, noise equivalent power 
was 5pW/√Hz at 1-mm depth, relative intensity noise was -130 dB/Hz, the bandwidth of the optical 
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receiver (B) was 68.8 MHz, and the number of samples (N) was 1,376. The digital processing loss 
was set to 1.8 dB for a Hann window [55]. Sample power at each depth was estimated by returned 
sample beam diameter at the fiber end because the peak intensity of a Gaussian beam is inversely 
proportional to the square of the beam diameter. Coupling loss was considered when Pr and Ps 
were calculated. For reflected sample beam diameters, ABCD can be calculated by 




























].                 (50) 
A mirror was used as a sample, and the power at the fiber end was set to 0.15 mW to avoid 
saturation. Noise was limited by detector noise because of the low power. Detector noise has 
frequency dependence [55]. Thus, we estimated NEP from the measurement of detector noise (i.e., 
A-scan image without an input signal) assuming NEP at 1 mm is 5 pW/√Hz.  
Figure 15(a) and (b) respectively show the SNR of each lensed-fiber versus its depth in 
both air and water. Bare fiber showed relatively high SNR in air, despite its large divergence 
caused by higher reference power. However, it degraded significantly in water. Lens 3 showed the 
highest SNR in water. The 10-dB range of the bare fiber was 200 µm, and it increased to 1,600 
µm with Lens 3. The measured and calculated SNR fits reasonably well throughout the distance 
range, except for Lens 3 in water. The difference is probably caused by the large mode 
mismatching caused by the tight beam focus. 
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Figure 15 Theoretically calculated (solid line) and measured (circle) signal-to-noise ratio of each lensed fiber 
in the (a) air and (b) water 
 
3.4.2 OCT imaging performance 
To confirm the improved SNR and resolution, B-scan images of a phantom target comprising 
several layers of tape were obtained at various distances using the lensed fibers. The fiber probe 
was attached to a motorized translation stage (Thorlabs MT1-Z8), and the probe was scanned 
horizontally across the phantom. Figure 16 and 17 show the OCT images working in water and air, 
respectively. The OCT images showed similar trends as with the previous beam diameters and 
SNR measurements. In water, the designed lensed-fiber showed the best image quality at all 
distances. All probes showed similar image quality at 300-µm distance except bare fiber, which 
has a lower SNR because of low reflection at the fiber end. However, the designed lensed-fiber 
showed better quality than other lensed fibers when the probe was further away from the sample 
because of its long working distance and DOF. The quality improvement from the designed lensed-
fiber can be clearly seen at the 1500 µm distance. In the air, fiber probes without a lens and with 
Lens 2 showed better quality, as expected. A fiber probe with Lens 3, optimized for working in 
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wet environments, showed the worst image quality because of strong divergence and smaller 
reference than bare fiber. 
 
 
Figure 16 B-mode OCT images of a phantom target made up of several layers of tapes obtained by fiber probe 
(a) without lens (bare fiber), (b) with Lens 1, (c) with Lens 2, and (d) with Lens 3 in water 
 
 
Figure 17 B-mode OCT images of a phantom target made up of several layers of tapes obtained by fiber probe 
(a) without lens (bare fiber), (b) with Lens 1, (c) with Lens 2, and (d) with Lens 3 in air 
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3.5 Conclusion 
We have demonstrated that CP-SSOCT imaging and sensing in water can be enhanced by using a 
high refractive index elliptical epoxy-lensed fiber probe. We designed lensed fibers having long 
working distances and DOFs in water to obtain sufficiently long effective distal sensing ranges. 
Enhanced performance was confirmed by SNR and B-scan OCT images. The SNR of the proposed 
fiber probe, compared to a bare fiber at a distance of 1.5 mm, was increased by 25 dB, and the 
resolution improved from 476 µm to 47 µm. We can conclude that the improved performance in 
water indicates that such high refractive index epoxy-lensed fibers can work effectively in 











A CNN-based CP-OCT sensor integrated with a 
subretinal injector for retinal boundary tracking 
and injection guidance 
4.1 Introduction 
Subretinal injection is becoming increasingly prevalent in both scientific research and clinical 
communities as an efficient way of treating retinal diseases. It has been used for gene and cell 
transplant therapies to treat many degenerative vitreoretinal diseases, such as retinitis pigmentosa, 
age-related macular degeneration, and Leber’s congenital amaurosis [56]. The treatments involve 
the delivery of drugs or stem cells into subretinal space between the RPE and photoreceptor layer, 
thereby directly affecting resident cells and tissues in the subretinal space. However, the procedure 
requires surgeons’ high dexterity and micro-scale precision due to the delicate anatomy of the 
retina. The procedure is further complicated by the existence of physiological motions by patients, 
surgeons' hand tremor [1,2] and limited depth perception, and limited visual feedback from a 
traditional stereo-microscopic en-face view.  
   OCT-guided robotic systems have been developed to reduce the unintended 
physiological motion and overcome the limited visual feedback during ocular microsurgery. OCT, 
which provides micro-scale resolution cross-sectional images in real-time [3], enables improved 
visualization and accurate guidance of robotic systems. Microscope-integrated OCT systems were 
applied for surgical tool localization and robotic system guidance by intraoperatively providing 
volumetric images of tissues and surgical tools [57-61]. Fiber-optic CP-OCT distal sensor 
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integrated hand-held surgical devices have also been developed to implement simple, compact, 
and cost-effective microsurgical systems [4-7]. In those systems, a single fiber distal sensor 
attached to a surgical tooltip (i.e., needle or micro-forceps) guided the hand-held surgical device 
by real-time A-scan-based surface tracking. However, surface tracking-based guidance could 
induce inaccurate depth targeting for subretinal injection because of retinal thickness variations 
and irregular morphological features caused by retinal diseases. The target or near target retinal 
boundary tracking, which is RPE and photoreceptor boundary tracking for subretinal injection, 
allows precision guidance, but previous researches on retinal layer segmentation of OCT images 
using active contours [62,63], graph search [64-66], and shortest path methods [67,68] are not 
adequate for A-scan images due to the absence of lateral information. In recent years, 
convolutional neural network (CNN)-based retinal layer segmentation have been proposed and 
showed promising results [8-11]. Although the proposed CNN-based methods were developed for 
B-scan or C-scan OCT image segmentation, they could also be applied to A-scan images and 
operate in real-time by simplifying networks and using GPU parallel computing. 
    In order to resolve the problem, we present real-time retinal boundary tracking based on 
CNN segmentation of A-scan OCT images for accurate depth targeting of a selected retinal 
boundary. The U-net [69], which is widely used in medical image segmentation, was simplified 
and applied for segmentation on A-scan images. A Kalman filter, combining retinal boundary 
position measurement by CNN and velocity measurement by cross-correlation between 
subsequent A-scan images, is applied to estimate the retinal boundary position optimally. 
Undesired axial motions of the surgical tool are compensated by a piezo-electric linear motor using 
the tracked boundary position. An ex vivo bovine eye model is used to evaluate the retinal 
boundary tracking and depth targeting performance of the hand-held microsurgical device.   
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4.2 Experiment and Method 
4.2.1 Network architecture and training for retinal layer segmentation 
We applied a simplified 1-D U-net for A-scan retinal OCT image segmentation. The U-net is a 
fully convolutional neural network consisting of a contracting path to capture context followed by 
a symmetric expanding path that enables precise localization. In our design, double convolutional 
layers of the original U-net were reduced to a single convolutional layer, and the identical number 
of feature channels was used for all convolutional layers.   
Figure 18(a) shows the 1-D U-net architecture we designed. The contracting path 
composed of four contracting blocks containing a convolutional layer, batch normalization layer, 
ReLU activation layer, and max-pooling layer in sequence. Similarly, the expanding path 
composed of four expanding blocks containing a transposed convolution layer, concatenation layer, 
convolutional layer, batch normalization layer, and ReLU activation layer in sequence. The 
convolutional kernel size of 15 by 1 was used to ensure the receptive field to be larger than the 
image size. The receptive field is expressed as [70] 
𝑟 = 𝑠𝑏(1 + 2(𝑘 − 1)) − 𝑘                                              (51) 
where s is the sampling size, which equals the kernel size of max-pooling layer and the transposed 
convolutional layer, b is the number of contracting blocks, and k is the convolutional kernel size. 
The kernel size of the max-pooling layer and the transposed convolutional layer was set to 2 by 1, 
and, in this case, the receptive field is calculated as 450 by 1. Since improving inference speed is 
important for our application, the 1-D U-net illustrated in Fig. 18(a) was simplified stepwise, and 
the performance of four architectures was compared. The number of contracting and expanding 
blocks was reduced to three while keeping other conditions the same, and also, max-pooing and 
transposed convolutional kernels were sized up to 4 by 1 for compensating reduced receptive field. 
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We then removed skip concatenation layers to see the effect of the skip connections, and the 
simplest 1-D U-net is illustrated in Fig. 18(b).  
The 1-D U-net models were implemented using Pytorch on a computer with Intel i9-
10900X CPU, NVIDIA Quadro RTX 4000 GPU, and 32GB RAM for training. A generalized dice 
loss function was used, and the network parameters were updated via back-propagation and Adam 
optimization process. Max epoch was 20, and the mini-batch size was 128. The learning rate was 
initialized as 10-3, which then decreases by 10 times after 10 epochs.  
The trained CNN model was implemented on CUDA by customized CUDA function, and 
the inference time of the CNN models on GPU was measured using the NVIDIA Nsight tool in 
Visual Studio on the workstation described in the section 4.2.4. 
 
 
Figure 18 Network architectures of (a) our 1-D U-net and (b) the most simplified 1-D U-net we applied. 
N: kernel number, S: kernel size. 
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4.2.2 Retinal boundary tracking 
The axial distance between a fiber (needle) end and a target boundary can be measured from the 
target boundary position at A-scan images since the fiber end, working as a reference reflector, 
locates at the top edge of the images. A target boundary position was measured from a segmented 
image by averaging the bottommost pixel position of an adjacent upper layer and the topmost pixel 
position of an adjacent lower layer. Then, the Kalman filter [71] was applied to optimally estimate 
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where xk, vk and ak are the axial position, velocity, and acceleration of the target boundary. The 
control of the linear motor, uk, is a distance that the linear motor moves forward or backward. The 
velocity, vk, was measured by the ratio of movement distance of the sample (i.e. target boundary) 
to a known constant time duration. The movement distance was calculated by displacement of the 
sample in two consecutive A-scan images, which is the shift value maximizing cross-correlation 
between two consecutive A-scan images, subtracted by the previous control uk-1. The uk was 
defined as c (xtarget – xk) using proportional control, where (xtarget – xk) is an error and c is a 
proportional gain. The bias for control was set to zero because the linear motor is supposed to be 
stationary when the boundary position is at the target position. The proportional gain, c, was 
determined experimentally. The wk and nk are the process noise and observation noise, 
respectively, and they were assumed to be zero-mean Gaussian white noise. The algorithm works 
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                           (57) 
𝑃𝑘|𝑘 = (𝐼 − 𝐾𝑘𝐻)𝑃𝑘|𝑘−1                                                (58) 
where P, Q, and R are covariance of error, process noise, and observation noise, and K is Kalman 
gain.  
The quantitative evaluation of the retinal layer tracking performance was based on three 
metrics: mean signed error (MSE), mean unsigned error (MUE), and absolute maximum error 
(AME) of each layer boundary position.   
 
4.2.3 Data set 
A-scan OCT images of the retina were obtained from 11 ex vivo bovine eyes using 
endoscopic CP-OCT lensed fiber probes [72]. The cornea and lens of the eyes were removed, and 
the lensed fiber probes were inserted into the vitreous humor and horizontally scanned by a 
motorized linear translation stage (Z812B, Thorlabs, USA). More details about the CP-OCT 
system are described in section 4.2.4. Eight A-scan images were averaged to improve the signal-
to-noise ratio. The resultant A-scan images were combined to present a quasi B-scan image for 
easy visualization as shown in Fig. 19(a). The quasi B-scan images were then manually segmented 
into the vitreous humor (VH), the six retinal layers, labeled as ganglion cell layer (GCL), inner 
plexiform layer (IPL), inner nuclear layer (INL) - outer plexiform layer (OPL), outer nuclear layer 
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(ONL) - external limiting membrane (ELM), photoreceptor layers (PR), and choroid (CH), and 
region below the retina by a single observer using ImageJ software. Figure 19(b) shows the 
manually segmented image. 8,400 A-scan OCT retinal images from 9 eyes were used for training, 
and 1,000 A-scan OCT retinal images from 2 eyes were used for testing.  
A-scan images of 1 by 1024 pixels were cropped into 1 by 320 pixels along the axial 
direction, keeping only the region around retinal tissues, to reduce computation time. The retinal 
tissue area was found by using cross-correlation between the averaged A-scan image over all data 
set and each A-scan image. All A-scan images in the data set were averaged, after being shifted 
such that the retinal layer surface lays on zero position, and then thresholded to remove background 
noise. The upper graph of Fig. 19(c) shows the averaged A-scan image and a sampled A-scan 
image from Fig. 19(a), and the lower graph shows cross-correlation between the two A-scans as a 
function of displacement. Since the retinal surface position of the averaged A-scan is set to zero, 
the displacement maximizing the cross-correlation indicates approximately the retinal surface 
location of each A-scan image. Figure 19(d) is the cropped image obtained from Fig. 19(a).  
The cropped images for the train data set were augmented by random vertical translation. 
For each A-scan image, five additional training samples were created with random translation 
values between -15 to 15. The final train and test sets consist of 46,530 A-scan images and 1,000 












Figure 19 (a) A quasi B-scan OCT image of an ex vivo bovine eye obtained using an endoscopic CP-
OCT lensed fiber probe. (b) A manually segmented OCT image. (c) The averaged retinal A-scan over 
all data set and a sampled retinal A-scan (upper graph) and cross-correlation between the two A-
scans (lower graph). (d) A cropped quasi B-scan OCT image consisting of the cropped A-scan images 
in the train set. 
 
4.2.4 CP-SSOCT distal sensor guided hand-held microsurgical tool 
system 
 
Figure 20 shows the schematic of the CP-SSOCT distal sensor-guided hand-held microsurgical 
tool system and a signal processing flow chart. The CP-SSOCT system uses a commercial swept-
source engine (Axsun Technologies Inc., Billerica, USA) operating at a 100 kHz sweep rate. The 
center wavelength and sweeping bandwidth of the system are 1060 nm and 100 nm, respectively. 
A lensed fiber probe of the CP-SSOCT system is encased in a 25-gauge blunt needle and fixed 
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along the needle using UV curable glue. The fiber probe guides the needle to maintain a specified 
distance from a target boundary using a piezo-electric linear motor (LEGS LT20, PiezoMotor, 
Uppsala, Sweden). More details about the microsurgical tool system are described in [5]. A 
workstation (Dell Precision T5810) with an NVIDIA Quadro K4200 GPU processes the sampled 
spectral data to measure a distance between a target boundary and a needle and controls the linear 
motor. Most parts of the signal processing including CNN inference are performed on GPU by 
CUDA to reduce processing time. Specifically, 128 spectra were transmitted from a frame grabber 
and processed at the same time. A-scan images were obtained by performing the fast Fourier 
transform on the spectral data. After background noise subtraction, eight sequential A-scan images 
were averaged to increase the signal-to-noise ratio and cropped into 16 by 320 pixels. CNN-based 
segmentation is performed on the 16 cropped images of 1 by 320 pixels, and a target boundary 
distance is measured as described in section 4.2.2. The Kalman filter is applied using the measured 
position and velocity, and the optimally estimated position was used for motor control. 
 
Figure 20 Schematic of CP-SSOCT distal sensor guided hand-held microsurgical tool system and a 
signal processing flow chart. 
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4.3 Experimental results 
The CNN-based retinal layer segmentation performance was evaluated by mean 
intersection over union (IoU). The mean IoU is calculated by averaging the IoU score of each class 
as follows: 




𝑐=1                                        (59) 
where nc,TP, nc,FP, and nc,FN are the number of true-positive pixels, false-positive pixels, and false-
negative pixels of the class c, respectively, and C is the total number of classes. 
Figure 21(a) shows the mean IoU on the train and test data set as a function of the number 
of feature channels calculated by networks described in section 4.2.1. Each CNN architecture was 
trained five times, and the plots indicate average values. As expected, mean IoU on the train set 
increases with learnable parameters, which increase with the number of contracting and expanding 
blocks, the number of feature channels, and sampling size, and mean IoU on the test set decreases 
or increases and then decreases with learnable parameters due to overfitting. Also, the removal of 
the skip concatenation connections does not degrade performance distinctively. This could be 
because our network is not very deep and high-resolution features passed from the contracting path 
to the expanding path do not advantageously affect the task due to the speckle noise of the images. 
We achieve the best mean IoU of 79.1 % on the test set with three contracting and expanding 
blocks and a sampling size of 4. The inference time of the trained networks on GPU was measured 
considering real-time axial tremor compensation. The most time-consuming layer is a 
convolutional layer, so inference time is significantly affected by the number of channels, sampling 
size, and skip concatenation connection as shown in Fig. 21(b). Inference time for 16 images of 1 
by 320 pixels is at most 1.6 ms with an optimal number of features for each architecture. 
Physiological hand tremor has a frequency of 7 to 13 Hz, and its amplitude in the axial direction 
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is around 50 μm2. The speed of physiological hand tremor is approximately calculated as 1 µm/ms 
assuming a frequency of 10Hz and linear movement. Therefore, inference time of 1.6 ms is 
considered reasonably fast for physiological tremor cancellation since other computation and 
communication delay of our system is around 1.5 ms and image pixel size along the axial direction, 
the smallest distance we can detect, is 2.7 μm. 
 
Figure 21 Mean IoU of trained networks on the train and test data sets. (b) Inference time on GPU 
for segmentation of 16 A-scan OCT images of 320 by 1 pixel. NB: the number of contracting and 
expanding blocks, SS: sampling size, NSC: no skip concatenation connection. 
Tables 2, 3, and 4 show the MSE, MUE, and AME of retinal boundary position calculated 
with an optimal number of feature channels before and after applying the Kalman filter. The MSE, 
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where 𝑝?̂? and 𝑝𝑖 are the estimated and true retinal boundary position of the i-th A-scan images, and 
N is the total number of A-scan images in the test set. The Kalman filtering does not affect MSE 
distinctively, but it reduces MUE and AME by removing unexpected high-frequency motion of 
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tracked position. Overall, the errors are comparable for the networks presented in the tables, and 
we selected the last network architecture for our tremor cancellation system because it tracked 
boundaries more stably with lower MUEs and AMEs. Using the selected parameters for CNN, 
MSE, MUE, and AME of PR/CH boundary after Kalman filtering were -0.45 pixels (-1.2 μm), 
2.48 pixels (6.7 μm), and 16 pixels (43.2 μm), respectively. Relatively larger errors than that of 
other CNN-based OCT retinal segmentation could be caused by the absence of lateral information 
and limited image quality obtained from a fiber probe. 
Table 3 Mean signed error of retinal boundary position (pixels), NB : the number of contracting and 




Convolution Filter Size and Number, and Sampling Size 
NB 4, NC 4, 
SS 2 
NB 3, NC 8, 
SS 2 
NB 3, NC 4, 
SS 4 
NB 3, NC 12 
SS 4, NSC 
CNN KF CNN KF CNN KF CNN KF 
VH/GCL -1.46 -1.54 0.22 0.14 -0.72 -0.79 0.67 0.60 
GCL/IPL 1.34 1.27 0.35 0.28 0.96 0.88 1.54 1.48 
IPL/INL-OPL 0.46 0.39 -5.37 -5.51 -0.017 -0.09 -0.068 -0.13 
INL-OPL/ 
ONL-ELM 
-2.49 -2.57 -1.36 -1.43 -1.45 -1.53 -1.06 -1.12 
ONL-ELM/PR -1.08 -1.16 -0.92 -1.00 -0.92 -1.00 -1.41 -1.49 
PR/CH -0.23 -0.31 -0.83 -0.90 -0.59 -0.69 -0.38 -0.45 
Table 4 Mean unsigned error of retinal boundary position (pixels) 
Retinal 
Boundary 
Convolution Filter Size and Number, and Sampling Size 
NB 4, NC 4, 
SS 2 
NB 3, NC 8, 
SS 2 
NB 3, NC 4, 
SS 4 
NB 3, NC 12 
SS 4, NSC 
CNN KF CNN KF CNN KF CNN KF 
VH/GCL 3.81 3.01 2.86 2.04 3.11 2.50 2.68 2.15 
GCL/IPL 4.10 3.71 5.09 4.61 4.24 3.75 4.21 3.79 
IPL/INL-OPL 3.82 3.37 8.72 7.94 3.93 3.34 3.61 3.14 
INL-OPL/ 
ONL-ELM 
4.06 3.88 3.71 3.45 3.55 3.36 3.29 3.01 
ONL-ELM/PR 2.79 2.43 2.97 2.51 2.65 2.37 2.93 2.56 
PR/CH 2.99 2.56 3.44 2.84 3.20 2.77 2.88 2.48 
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Table 5 Absolute maximum error of retinal boundary position (pixels) 
Retinal 
Boundary 
Convolution Filter Size and Number, and Sampling Size 
NB 4, NC 4, 
SS 2 
NB 3, NC 8, 
SS 2 
NB 3, NC 4, 
SS 4 
NB 3, NC 12 
SS 4, NSC 
CNN KF CNN KF CNN KF CNN KF 
VH/GCL 27.5 19.9 61 21.2 39.5 22.1 15 14.6 
GCL/IPL 21 15.3 45 31.3 21 17 16 17.2 
IPL/INL-OPL 32.5 18.6 61.5 53 48 18.6 22 15 
INL-OPL/ 
ONL-ELM 
35.5 17.9 53 24.4 18 15.1 31.5 16.2 
ONL-ELM/PR 31 17.1 41 16.8 25.5 15.4 22 14.3 
PR/CH 27 18 48.5 22.9 88 40.6 24.5 16 
 
4.3.1 Train and test results of CNN-based segmentation and boundary 
tracking 
The CNN-based retinal layer segmentation performance was evaluated by mean intersection over 
union (IoU). The mean IoU is calculated by averaging the IoU score of each class as follows: 




𝑐=1                                        (59) 
Figure 22(a) shows the mean IoU on the train and test data set as a function of the number 
of feature channels calculated by networks described in section 4.2.1. Each CNN architecture was 
trained five times, and the plots indicate average values. As expected, mean IoU on the train set 
increases with learnable parameters, which increase with the number of contracting and expanding 
blocks, the number of feature channels, and sampling size, and mean IoU on the test set decreases 
or increases and then decreases with learnable parameters due to overfitting. Also, the removal of 
the skip concatenation connections does not degrade performance distinctively. This could be 
because our network is not very deep and high-resolution features passed from the contracting path 
to the expanding path do not advantageously affect the task due to the speckle noise of the images. 
We achieve the best mean IoU of 79.1 % on the test set with three contracting and expanding 
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blocks and a sampling size of 4. The inference time of the trained networks on GPU was measured 
considering real-time axial tremor compensation. The most time-consuming layer is a 
convolutional layer, so inference time is significantly affected by the number of channels, sampling 
size, and skip concatenation connection as shown in Fig. 22(b). Inference time for 16 images of 1 
by 320 pixels is at most 1.6 ms with an optimal number of features for each architecture. 
Physiological hand tremor has a frequency of 7 to 13 Hz, and its amplitude in the axial direction 
is around 50 μm2. The speed of physiological hand tremor is approximately calculated as 1 µm/ms 
assuming a frequency of 10Hz and linear movement. Therefore, inference time of 1.6 ms is 
considered reasonably fast for physiological tremor cancellation since other computation and 
communication delay of our system is around 1.5 ms and image pixel size along the axial direction, 
the smallest distance we can detect, is 2.7 μm. 
 
 
Figure 22 Mean IoU of trained networks on the train and test data sets. (b) Inference time on GPU 
for segmentation of 16 A-scan OCT images of 320 by 1 pixel. NB: the number of contracting and 
expanding blocks, SS: sampling size, NSC: no skip concatenation connection. 
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   Tables 2, 3, and 4 show the MSE, MUE, and AME of retinal boundary position calculated 
with an optimal number of feature channels before and after applying the Kalman filter. The MSE, 




∑ 𝑝?̂? − 𝑝𝑖
𝑁




∑ |𝑝?̂? − 𝑝𝑖|
𝑁
𝑛=1                                                    (61) 
𝐴𝑀𝐸 = max
𝑛=1..𝑁
|𝑝?̂? − 𝑝𝑖|                                                    (62) 
where 𝑝?̂? and 𝑝𝑖 are the estimated and true retinal boundary position of the i-th A-scan images, and 
N is the total number of A-scan images in the test set. The Kalman filtering does not affect MSE 
distinctively, but it reduces MUE and AME by removing unexpected high-frequency motion of 
tracked position. Overall, the errors are comparable for the networks presented in the tables, and 
we selected the last network architecture for our tremor cancellation system because it tracked 
boundaries more stably with lower MUEs and AMEs. Using the selected parameters for CNN, 
MSE, MUE, and AME of PR/CH boundary after Kalman filtering were -0.45 pixels (-1.2 μm), 
2.48 pixels (6.7 μm), and 16 pixels (43.2 μm), respectively. Relatively larger errors than that of 
other CNN-based OCT retinal segmentation could be caused by the absence of lateral information 
and limited image quality obtained from a fiber probe. 
 
4.3.2 Real-time ex vivo bovine retinal boundary tracking and tremor 
cancellation 
 
We evaluated the retinal boundary tracking and depth targeting performance of the hand-
held microsurgical instrument guided by CNN using an ex vivo bovine retina model.  
At first, we produced an estimate of noise for retinal boundary tracking by measuring 
standard deviations (SDs) of VH/GCL and PR/CH boundary position using a stationary OCT distal 
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sensor. Fig. 23(a) shows the M-scan OCT images for 1s and tracked boundary position obtained 
using the stationary OCT distal sensor. Overall speckle pattern doesn't change as expected, but 
local intensity variations, which could be caused by OCT noise and micro-oscillations inside a 
sample, induce small fluctuations of tracked retinal boundary positions. Therefore, although the 
SDs of boundary positions are supposed to be zero because the distance between the retina and the 
OCT distal sensor doesn't vary, the SDs acquired from 13 trials of 5 eyes are 2.83 ± 0.69 um (1.04 
± 0.26 pixel) for VH/GCL boundary and 3.09 ± 0.92 um (1.14 ± 0.34 pixel) for PR/CH boundary. 
Depth targeting system noise was then evaluated using a piezo-electric motor fixed to a 
stationary stage. The motor was integrated with an OCT sensor attached needle and activated for 
depth targeting of the needle. Ideally, the motor should be stabilized when the needle reaches a 
target depth since both the motor and the sample are stationary. However, due to retinal boundary 
tracking noise and control error, the motor kept working actively as shown in Fig. 23(b) and (c). 
Fig. 23(b) and (c) show M-scan OCT images for 1s when VH/CGL boundary and PR/CH boundary 
are targeted, respectively. The SDs of VH/GCL and PR/CH boundary position during depth 
targeting were measured with 13 trials from 5 eyes and shown in Fig. 23(d). The SDs of VH/GCL 
and PR/CH boundary position are 2.75 ± 0.35 um (1.02 ± 0.13 pixel) and 4.8 ±1.46 um (1.78 ±0.54 
pixel), respectively, when the VH/CGL boundary is targeted. When the PR/CH boundary is 
targeted, the SDs of VH/GCL and PR/CH boundary positions are 4.41 ± 0.31 um (1.63 ± 0.12 
pixel) and 4.28 ±1.02 μm (1.58 ±0.38 pixel), respectively. Theoretically, the speckle pattern 
doesn't change with axial motion only, so the overall speckle pattern doesn't change significantly 
except shifts in the axial direction. However, local intensity variations of the speckle pattern 
increase with axial motion because the OCT sensing beam is not perfectly perpendicular to the 
retina surface and axial motion could induce slight transverse motion. Moreover, since the sensing 
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beam is focused on the retina, the axial motion changes the integration volume inside the retina, 
which also could increase local intensity variations. Therefore, PR/CH boundary tracking, which 
has a larger tracking error, is degraded more by the intensity variations and shows larger SDs than 
that of VH/GCL boundary tracking.  
 
Figure 23 M-scan OCT images of ex vivo bovine eyes acquired using (a) a stationary OCT distal 
sensor and an OCT distal sensor attached to fixed motor activated for (b) VH/GCL boundary 
targeting and (c) PR/CH boundary targeting. The green and yellow solid lines represent tracked 
VH/GCL and PR/CH boundaries, respectively. (d) SDs of tracked boundary positions during depth 
targeting by an OCT distal sensor attached to fixed motor 
Tremor compensation and depth targeting performance were evaluated for a hand-held 
microsurgical instrument. The microsurgical instrument was held by a free-hand and proceeded 
toward the retina until automatic depth targeting was activated. We used a tremor compensation 
algorithm we developed earlier and more details can be found in our previous work13. A VH/GCL 
boundary, as well as a PR/CH layer boundary, were tracked, and one of them was used for depth 
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targeting. We performed 12 trials of depth targeting each for VH/CGL and PR/CH boundaries 
using 5 eyes. Figure 24 shows the M-scan OCT images of the bovine retina obtained with and 
without tremor compensation for ~ 13 seconds. In Fig. 24(a), the VH/GCL boundary (yellow line) 
was used for depth targeting, and its target depth represented by dashed lines was set to 700 um 
away from fiber probe ends. Similarly, in Fig. 24(b), the PR/CH boundary (yellow line) was 
targeted, and its target depth was set to 1000 um. The green solid lines are untargeted boundaries 
(VH/GCL or PR/CH), and the white vertical lines indicate the moment when motion compensation 
has been activated. The left side of the vertical line with a highly irregular boundary profile 
represents duration without the tremor compensation, however, once the tremor compensation has 
been activated (right side of the vertical line), the targeted boundary becomes flat and fixed around 
the target depth indicating that the motion compensation is working effectively. As expected, when 
VH/GCL or PR/CH boundary is targeted, the axial variation of another boundary position 
increases, and it is quantitatively verified by comparing the MSEs and SDs of the tracked boundary 




∑ 𝑝?̂? − 𝑝𝑡𝑎𝑟𝑔𝑒𝑡
𝑁
𝑛=1                                              (63)  
where 𝑝?̂? and 𝑝𝑡𝑎𝑟𝑔𝑒𝑡 are the estimated and targeted retinal boundary position, respectively, and N 
is the total number of A-scan images of each trial. In Fig. 25(a), the MSEs of targeted boundaries 
are -0.15 ± 1.02 um for VH/CGL boundary and -0.11± 0.96 um for the PR/CH boundary, and the 
MSEs of untargeted boundaries are -319.52 ± 10.13 um for the VH/GCL boundary and 325.72 ± 
11.35 um for PR/CH boundary. Untargeted boundaries have almost ten times larger variations of 
MSEs than that of targeted boundaries because of retinal thickness variations between different 
eyes and different areas, and this result supports the necessity of PR/CH boundary tracking rather 
than just surface tracking for accurate subretinal injection guidance. The SDs of targeted 
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boundaries are 9.42 ± 0.80 um for VH/GCL boundary and 10.8 ± 0.90 um for the PR/CH boundary. 
The axial motion mostly from the hand tremor, which includes low-frequency draft in the order of 
hundreds of micrometers and physiological tremor in the order of tens of micrometers, are reduced 
significantly. The residual variations are caused by a boundary tracking error and the time delay 
between the signal processing and motor control. The slightly better performance of the VH/GCL 
boundary targeting could be explained by the more accurate tracking of the VH/GCL boundary as 
shown in section 4.3.1. The SDs of untargeted boundaries are 13.03 ± 1.96 um for VH/GCL 
boundary and 13.67 ± 1.79 um for the PR/CH boundary. Retinal thickness variations within an eye 
increased SDs of the untargeted boundaries due to lateral motion of hand tremor.  
 
Figure 24 M-scan OCT images of ex vivo bovine eyes with and without tremor cancellation when (a) 
a boundary between VH and GCL is targeted and when (b) a boundary between PR and CH is 
targeted. The yellow and green solid lines are targeted boundary and untargeted another boundary, 
respectively. The dashed line represents target depth, and white vertical lines indicate the moment 




Figure 25 Box plots of (a) MSEs and (a) SDs of the VH/GCL and PR/CH boundary positions during 
VH/GCL boundary targeting and PR/CH boundary targeting. 
 
It is difficult to obtain a precise ground-truth segmentation label from our M-scan OCT images 
(Fig. 24) because of high-frequency longitudinal fluctuations and speckle noise and, thus, to 
evaluate the accuracy of the tracked boundary positions quantitatively. Nevertheless, we can assess 
it visually by checking how flat and smooth the targeted retinal boundary is when each A-scan 
image is aligned to the tracked boundary position. The more accurate boundary tracking brings the 
flatter and smoother target boundaries in the aligned M-scan images. Figure 26 (a) and (b) show 
the aligned M-scan images to the targeted boundaries, the VH/GCL boundary, and the PR/CH 
boundary, represented by yellow dashed lines. High-frequency fluctuations shown in Fig. 24 were 
significantly reduced in the regions around the targeted boundaries, and we could infer that retinal 
boundary tracking works effectively. 
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Figure 26 M-scan OCT images of ex vivo bovine eyes when each A-scan image is aligned to the 
targeted boundaries, (a) the VH/GCL boundary and (b) the PR/CH boundary. 
 
4.4 Conclusion 
In this work, we presented real-time A-scan-based CNN segmentation and automatic retinal 
boundary targeting for hand-held subretinal needle guidance. A-scan retinal OCT images are 
segmented using a simplified 1D U-net, and the Kalman filter reduces retinal boundary tracking 
error by combining boundary position measurement and velocity measurement. We achieve the 
MUE of around 3 pixels (8.1 μm) using an ex vivo bovine retina model. GPU parallel computing 
allows real-time inference (~1.6 ms) and, thus, real-time retinal boundary tracking. The MSE 
between target depth and target boundary position of the depth targeting experiment is -0.15 μm 
and 0.11 μm for the VH/GCL and the PR/CH boundary, respectively. Involuntary tremors, which 
include low-frequency draft in the order of hundreds of micrometers and physiological tremor in 
the order of tens of micrometers, are reduced significantly, and the SDs of target boundary 
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positions are 9.42 μm for the VH/GCL boundary and 10.8 μm for the PR/CH boundary. Our 
networks currently work only for normal bovine retina, but, in the future, we will expand its utility 
to diseased retina having irregular morphology by including diseased retinal images into our train 
data set. We also plan to perform ex vivo and in vivo studies of subretinal injection using our system 




















Selective retina therapy monitoring by speckle 
variance OCT 
5.1 Introduction 
Selective retina therapy (SRT) is an effective laser treatment method for various retinal diseases 
associated with a degradation of the retinal pigment epithelium (RPE), such as diabetic macular 
edema, central serous chorioretinopathy, and age-related macular degeneration [12-17]. The RPE, 
which contains a high concentration of melanosomes, absorbs 50~60% of incident green light. 
However, in order to selectively target the RPE layer, the laser pulse duration needs to be shorter 
than a thermal relaxation time of the RPE (~10 µs) [18]. The SRT reduces negative side effects 
and facilitates healing of the induced retinal lesions by avoiding thermal damages of the adjacent 
photoreceptors, the neural retina, and the choroid. However, the selection of proper laser energy—
which is crucial for successful SRT without excessive burning and collateral damage—is 
challenging because lesions in the RPE are invisible ophthalmoscopically. In addition, different 
melanin concentrations among patients or regions even within an eye [19] make it impossible to 
set a static threshold value of pulse energy of a therapeutic irradiation window.  
Fundus fluorescence angiography (FFA) is an accurate method to detect the lesions, but it 
requires the use of fluorescent dye injection [20] and a long delay between treatment and detection. 
For real-time non-invasive SRT monitoring, several approaches have been proposed. These 
include the detection of microbubble formation and collapse, which induce mechanical disruption 
and damage to RPE cells [73]. This approach measures the acoustic transient [74] or light reflection 
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changes [75]. Although these methods have already been used in several clinical studies [74,76,77], 
they do not provide visual feedback during the treatment. Optical coherence tomography (OCT), 
which can provide depth-resolved imaging, was also applied for the SRT monitoring [78-82]. The 
treatments are considered successful when OCT signal variations, i.e., intensity decrease, are 
detected, and the results show good agreement with the evaluation of lesions by FFA. 
Speckle variance OCT (svOCT) quantifies the speckle pattern variation caused by moving 
particles or structural changes in biological tissues. It calculates the interframe intensity variance 
of a sequence of structural OCT images. The svOCT has been developed extensively in recent 
years for OCT angiography, which is used to visualize retinal micro-vasculatures [83]; it has also 
been applied to monitor protein denaturation and coagulation [30] and to estimate tissue 
temperature during laser therapy [31]. 
Thus, it is expected that svOCT could be an effective way to detect speckle variation 
changes induced by morphological and structural changes of retinal tissue during the thermal-
induced micro-bubble formation and collapse by laser irradiation. In this work, we studied and 
demonstrated SRT monitoring based on the svOCT. At first, a SS-OCT imaging system integrated 
with a micro-second pulsed laser system was tested for phantom (floppy disk film) and ex vivo 
bovine iris to examine its availability for monitoring of each laser-pulse irradiation in real-time. 
The svOCT values of phantom and iris tissue were averaged along the axial direction, and peak 
values of the averaged svOCT at each pulse laser irradiation were analyzed. The microscopic 
images of the treated spots were taken after laser-pulse irradiation. Then, the SS-OCT imaging 
system was used for ex vivo bovine retina study. SvOCT images corresponding to various laser 
pulse energies and the various number of frames were obtained during laser-pulse irradiation. 
Similarly, the svOCT values of RPE and photoreceptor layers were averaged along the axial 
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direction, and peak values of the svOCT at each pulse laser irradiation were analyzed. The 
microscopic images of the treated spots were taken before and after removing the upper neural 
retinal layers to assess the degree of retina and RPE damage. Spatial and temporal thermal effects 
in the retina induced by pulse laser irradiation were simulated and correlated to the peak values of 
svOCT. 
 
5.2 Phantom and ex vivo bovine iris experiment 
5.2.1 Experimental method 
An in-house built swept-source OCT imaging system was integrated into a R:GEN system 
as shown in Fig. 27. The OCT system uses a commercial swept source engine (Axsun 
Technologies, Inc.), operating at 100 kHz sweep rate, the center wavelength of 1060 nm and the 
sweeping bandwidth of 100 nm. The wavelength of ophthalmic pulse laser is 527 nm, and the laser 
pulse train consists of 15 pulses with 100Hz repetition rate and 1.7 µs duration. Iris was extracted 
from ex vivo bovine eyes and cut into small pieces. A phantom and bovine iris used for experiment 
are shown in Fig. 28. 
M-scan OCT images of a phantom (floppy disk film) and bovine iris were acquired during 
laser-pulse trains irradiation. For phantom, we calculated variance of each A-scan from the 
averaged A-scan before laser pulse radiation by 
𝑆𝑉𝑖𝑗 = [𝐼𝑖(𝑗) − 𝐼𝑚𝑒𝑎𝑛(𝑗)]
2                                         (64) 
where i and j are indices of frame and axial position of the M-scan, and Imean is average of 1024 
A-scans before laser pulse radiation. 80 pixels around the sample surface were set as ROI and the 
svOCT images in the ROI was averaged in axial direction. For ex vivo bovine iris, ten A-scans 
were averaged to reduce high frequency noise after background subtraction and numerical 
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dispersion compensation, and the averaged M-scans were used for obtaining svOCT images. The 
svOCT signal was calculated by Eq. (16).  
We tested two different radiation modes of the laser system called classic and ramping 
mode, where classic mode radiated constant energy for all the pulses while the ramping mode 
radiated laser pulse energy linearly increased for a laser pulse train.  
 
Figure 27 (Left) The R:GEN system and (right) set up of the R:GEN system combined with swept-
source OCT imaging system.  
 
 
Figure 28 Samples for experiment (Left) Floppy disk film and (right) ex vivo bovine iris 
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5.2.2 Results 
M-scan OCT image of a phantom is shown in Fig. 29(a). It is consisting of 20,000 A-scans, and it 
shows visible temporal signal variations by a laser pulse train marked with white arrows. The 
intensity of A-scans was reduced abruptly after laser pulse radiation and recovered slowly during 
the time between each laser pulse. Overall shapes of A-scans almost don’t change. The phantom 
has a simple structure consisting of multi-plastic layer on a substrate, and its dominant reflection 
is Fresnel reflection rather than backscattering. It was thought that a sufficient laser pulse energy 
would melt the phantom surface, and the reflection from the surface would decrease without any 
substructural change. In order to see the intensity changes more clearly, which is different from 
signal variations of biological sample, we calculated variance of each A-scan from the averaged 
A-scan before laser pulse radiation by Eq. (64). Figure 29(b) and(c) are the svOCT image of Fig. 
5.3(a) averaged svOCT signal in the ROI, respectively. Each laser pulse irradiation shows abrupt 
increase and exponential decay in the averaged svOCT signal. These results seem consistent with 
the sharp increase in the temperature following laser energy absorption and exponential cooling of 
the sample without the laser pulse. 
Figure 30 shows averaged svOCT signals for laser-pulse train with different energy level 
in classic mode. The pulse energy was set to 9uJ, 18uJ, 45uJ, 90uJ, 135uJ and 180uJ. The averaged 
svOCT signals have 15 distinctive peaks corresponding to 15 pulses, and the peak intensities seem 
to linearly depend on the laser energy. We calculated average and standard deviation value of the 
svOCT peak signals as a function of the pulse energy, and the average peak value linearly increased 
with the energy until 135uJ where it saturated as shown in Fig. 31(a). The picture of the laser- 
pulse irradiated floppy disk surface in Fig 31(b) also shows similar result where the burn mark 
expands with increasing energy level until 135uJ and it stays relatively constant for the energy 
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higher than 135uJ. In addition, the svOCT signal shows distinctive peaks with 9uJ radiation, 
although the picture doesn’t show any burn mark at the energy level.  
 
Figure 29 (a) M-scan structural OCT image, (c) M-scan svOCT image, and (d) Averaged svOCT 
signal in ROI during laser pulse train irradiation. 
 
 
Figure 30 Averaged svOCT signal during a laser-pulse train irradiation with irradiation energy of 
(a) 180uJ, (b) 135uJ, (c) 90uJ, (d) 45uJ, (e) 18uJ and (f) 9uJ in classic mode 
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Figure 31 (a) Average (blue point) and standard deviation (bar) of svOCT signal peak value 
dependent on radiation energy in classic mode. (b) Microscopic image of a laser-pulse irradiated 
phantom surface. 
In ramping mode, the laser pulse energy level ramped up during the pulse train and the 
corresponding svOCT signal peaks increased proportional to the increasing laser pulse energy. 
Figure 32(a)-(d) are the averaged svOCT signals with the peak energy level of pulse trains of 180uJ, 
90uJ, 45uJ and 18uJ, respectively. The ratio of each peak to the 15th peak was calculated and box-
plotted in Fig. 32(e), and it showed linear dependence over the15 laser-pulses during a single pulse 
train sequence. The 15th peak values at which laser-pulse is irradiated with peak energy were also 
linearly dependent on the target energy until 180uJ as shown in Fig. 32(f). The 15th peak value in 
ramping mode were much smaller (less than 60%) than peaks of classic mode except at 180uJ 
energy level. It was thought to be caused by smaller accumulated thermal energy by ramping mode, 
and it is expected that it would saturate with energy higher than 180uJ.  
Figure 33 shows M-scan OCT images and its averaged svOCT signals of ex vivo bovine 
iris during laser-pulse train irradiation. The temporal signal variations by each laser pulse 
irradiation are identifiable in the M-scan OCT images, and they become more significant as energy 
level increases. Averaged svOCT signals show 15 distinctive peaks for the laser-pulse train 
irradiation, and peak intensities increase with the energy level until it is saturated at 135uJ. The 
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peak intensities as a function of energy level are boxplotted in Fig. 34(a). Relatively high standard 
deviation of the peaks at each energy level is possibly caused by the different melanin 
concentration and the wetness of each sample. At the energy level of 27 uJ, the svOCT signal 
shows distinctive peaks, but microscopic image doesn’t show any burn mark in Fig. 34(b). From 
this, it is expected that peak detection of the svOCT signal could be more sensitive and effective 
than analysis of the microscopic image of lesion for laser therapy monitoring. 
 
 
Figure 32 Averaged svOCT signal of a laser-pulse train with radiation energy of (a) 180uJ, (b) 90uJ, 
(c) 45uJ and (d) 18uJ. (e) Ratio of each peak to 15th peak of averaged svOCT signal. (f) Average (blue 




Figure 33 M-scan structural OCT image and its corresponding averaged svOCT signal in ROI during 
laser pulse train irradiation for the energy level of (a) 27 μJ, (b) 45 μJ, (c) 135 μJ, and (d) 225 μJ. 
 
Figure 34 (a) Box plot of peak intensities of averaged svOCT signal as a function of energy level and 
(b) microscopic image of a laser-pulse irradiated ex vivo bovine iris. 
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5.3 Ex vivo bovine retinal experiment and temperature estimation 
5.3.1 Experimental method 
An in-house built swept-source OCT imaging system was integrated with a frequency-doubled 
Nd:YLF laser based SRT system (Lutronic, Goyang, Korea). The schematic of the system is shown 
in Fig. 35. The OCT system used a commercial swept-source engine (Axsun Technologies Inc., 
Billerica, USA) operating at 100 kHz sweep rate. The center wavelength and sweeping bandwidth 
of the system was 1060 nm and 100 nm, respectively. The OCT laser was combined with the pulse 
laser using a dichroic mirror; a Galvano mirror was used to direct the OCT laser to a treated spot 
on the retina. The wavelength of the pulse laser was 527 nm, and the pulse laser operated at 100 
Hz repetition rate and 1.7 µs duration. The pulse laser energy was adjusted from 22 µJ to 190 µJ 
using neutral-density filters. In this study, fresh ex vivo bovine eyes were acquired from a local 
butcher and immersed in a cooled saline solution. Bovine eyes have tapetum fibrosum, which has 
the retinal epithelial layer completely unpigmented, over the central and mid-region of the retina 
[84]. Because the RPE layer exists in the periphery of the retina, it was difficult to focus the beam 
on the RPE layer using the crystalline lens of an eye itself. Therefore, the bovine eye’s cornea and 
lens were removed, and the beam was focused on a tilted eye using an objective lens.  A total of 
39 treated spots were tested on two eyes. M-scan OCT images of the bovine retina were acquired 
during the laser-pulse irradiation. 
SvOCT images were calculated by Eq. (16). The photoreceptor and RPE layers, which are 
highly scattering and absorptive, were set as a region of interest (ROI), and the svOCT values in 
the ROI were averaged along the axial direction. Microscopic images of the treated spots were 
obtained using a CCD camera (DCC1645C, Thorlabs, USA) and a 10X magnification zoom lens.  
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Figure 35 Schematic of a swept-source OCT system integrated into a pulse laser system. BD, balanced 
detector; OL, objective lens. 
Spatial and temporal temperature distribution in the retina were numerically calculated by 
COMSOL Multiphysics software. Spatial distribution was calculated in 2D, and the geometry of 
the bovine retina model used for the simulation is shown in Fig. 36(a). The RPE was modeled as 
a 7-µm layer containing melanosomes that were assumed as spheres of radius 0.3 µm by a discrete 
absorber model [85]. Melanosomes were diagonally distributed, and the distance between adjacent 




= 𝛁 ∙ (𝒌𝛁𝑻) + 𝑸,                                                 (65) 
where T is temperature as a function of time (t) and spatial coordinate x and y, ρ is the density, k 
is the thermal conductivity, and Cp is the heat capacity of the material. The Q refers to the heat 
source from laser irradiation. The coefficient values used are shown in Table 5, which include the 
thickness, absorption coefficient and thermal physical constant values [87] of each retinal layer. 
The absorption coefficient of retinal melanosomes at 532 nm wavelength was estimated from 2370 
cm-1 to 13000cm-1 [88-89], and 6500 cm-1, which makes the absorption in RPE around 50% of the 
total, was used for our simulation. 
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Figure 36 (a) The geometry of the bovine retina model. The retina was assumed to consist of two 
layers, neural retina and RPE, and have immediate contact with a choroid. The RPE was modeled as 
a 7-µm layer containing melanosomes that were assumed as diagonally distributed spheres of radius 
0.3 µm. (b) Temperature time dependence in the neural retina and at the melanosome surface in RPE 
when laser pulse of energy 50 µJ irradiated. Spatial distribution of temperature around RPE, when 
the temperature of the neural retina reached a maximum after a (c) 20 µJ, (d) 50 µJ and (e) 100 µJ 
pulse irradiation. 
 






Melanosome Choroid Sclera 
Thickness[µm] 270 7 0.3 (radius) 200 700 
Absorption 
coefficient[cm-1] 
10.4[86] 0 6500 245[86] 4.9 
Heat capacity  
[J/Kg·K] 
3680 3680 3680 3680 4178 




0.565 0.565 0.565 0.530 0.58 
 
The duration and frequency of the pulse laser were set to 2 µs and 100 Hz, respectively; the peak 
temperature was calculated over 1.5ms. Gaussian laser-beam profile with a diameter of 150 µm 
was used for the simulation. 
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The temperature of the neural retina was calculated by averaging the temperature in a rectangular 
region (30 µm by 20 µm) 2.5 µm away from RPE, and the temperature of the melanosome surface 
in RPE was calculated by averaging the temperature on seven melanosome surfaces at the first two 
melanosome layers located in the center of the Gaussian beam. Fig. 36(b) shows the time-
dependent temperature variation in the neural retina (in red) and at the melanosome surface in RPE 
(in blue). Spatial distributions of temperature around RPE, when the temperature of neural retina 
reached a maximum after a 20 µJ, 50 µJ and 100 µJ pulse irradiation, are shown in Fig. 36(c)-(e). 
The calculated peak temperatures in each region were correlated to the peak values of svOCT and 
tissue damage.  
 
5.3.2 Results 
Figure 37(a) and (b) show an M-scan OCT image and the corresponding svOCT image of the 
bovine retina when 108 µJ energy per pulse irradiated. The M-scan OCT image shows the visible 
temporal signal variations induced by the laser pulse at the moment marked with white triangles. 
The signal variation increases the svOCT value. Figure 37(c) shows svOCT values averaged in 
ROI, and it shows a distinctive peak for each pulse irradiation.  
To find appropriate N for calculating the svOCT image, we first tested different values of 
N and compared the average peak values of the svOCT spikes, the standard deviation of those 
peaks, and background noise level. Since the speckle variation induced by each laser pulse lasts 
for only around 50 µs, only 5 frames of the speckle variances show high signal while the rests 
show very low signal. Intuitively, if we choose a larger window size N, the lower portion of sv 
signal in the window will be significant, and it will decrease the overall value of the sv signal 
inside the window, i.e., the peak value of svOCT spikes. Furthermore, the variance of those peak 
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Figure 37 (a) M-scan OCT image of the bovine retina and corresponding (b) svOCT image. Photoreceptor 
and RPE layers, which are highly scattering and absorptive, were set as an ROI. (c) Axially averaged svOCT 
values in the ROI during pulse laser irradiation. White triangles mark the moment when each laser pulse (108 
µJ) irradiated. 
 
values will also decrease. Fig. 38(a)-(d) show how the average peak values (shapes) and standard 
deviation (error bar) change depending on laser energy level when N is 2, 5, 10 and 20, respectively. 
We can see that, as expected, both the average peak value and the standard deviation decrease 
when N increases. Relative standard deviation, defined as the ratio of the standard deviation to the 
mean, was 0.53, 0.46, 0.43 and 0.46 for N of 2, 5, 10 and 20, respectively. Therefore, a mid-range 
of N values between 5-10 are suitable for calculating svOCT in terms of the precision and 
repeatability. In addition, note that the background noise level increases with increasing N. For N 
of 2, 5, 10 and 20, the average upper bound levels of background noise were 0.54 ± 0.24, 0.74 ± 
0.31, 1.03 ± 0.41 and 1.64 ± 0.66, respectively. The background noise levels were bounded by µ 
+ 3σ upper limit, where µ was svOCT values averaged in ROI before or after laser irradiation, and 
σ was the standard deviation. The increase in background noise was caused by the bulk motion of 
the sample and other environmental changes. 
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Figure 38 Mean (shapes) and standard deviation (error bar) of peak values of svOCT values averaged in ROI 
depending on laser pulse energy when window size N is (a) 2, (b) 5, (c) 10 and (d) 20. 
 
Figure 39 SvOCT values averaged in ROI when pulse laser energy is (a) 150 µJ, (b) 108 µJ, (c) 86 µJ, (d) 69 
µJ, (e) 54 µJ and (f) 30 µJ. 
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Shorter integration time will decrease these effects and so will the smaller value of N. Considering 
both the effects of relative standard deviation and background noise levels, we choose N as 5.  
Figure 39 shows svOCT values averaged in ROI depending on pulse laser energy when N 
is 5. Peak values increased with increasing pulse laser energy, and the distinctive peaks were 
observed when the laser pulse energy was as low as 54 µJ. Figure 40(a) and (b) show microscopic 
images of the treated spots before and after peeling upper neural retinal layers off, respectively. 
The energy level of each spot is shown in Fig. 40(c). The denaturation of neural retina can be 
observed as whitish spots (pointed by white triangles) in Fig. 40(a), but the lesions confined only 
to the RPE layer are invisible. The leftmost and rightmost columns are high energy lesions marking 
pattern of the spots. In Fig. 40(b), lesions in the RPE layer (pointed by arrows) can be detected by 
peeling off the upper neural retinal layers.  
Average peak values of svOCT depend on the laser pulse energy; the result is summarized 
in Fig. 41(a). The data with blue circles indicate when the laser pulses induce a lesion in the upper 
neural layers in addition to inducing a lesion in the RPE layer (corresponding to the indicated spots 
in Fig. 40(a)). The data represented by orange squares represent the cases when the lesions were 
induced only on the RPE layer, indicated by white triangle arrows on Fig. 5.14(b). The laser-
induced lesion confined only to the RPE layer can be considered as a successful treatment. Fifteen 
peaks for each spot are averaged, and the standard deviation is shown by the error bar. As expected, 
it was difficult to define the threshold energy level that induces lesion only in the RPE layer. If the 
null hypothesis is defined as a successful treatment and the treatment is decided to be successful 
when the energy level is in the range from 41.9 µJ to 92.1 µJ, which is determined by logistic 
regression, the type I error and the type II error were 26.7 % and 25 %, respectively. Compared to 
the energy level, the average peak values of svOCT showed a better correlation with the lesion 
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creation. Average sv peak values ranged from 12.4 to 38.7 when the induced lesions were observed 
in both neural and RPE layers; sv values ranged from 0.3 to 18.3 when the lesion was confined 
only to the RPE layer. In the range of sv peak values from 0.7 to 1.9, no induced lesion was 
observed at all. When the treatment is decided to be successful with the average svOCT peak value  
 
 
Figure 40 Microscopic image of the retina (a) before and (b) after peeling neural retinal layers off. (c) The 
energy level of treated spots. 
 
between 1.88 and 15.3 based on logistic regression, the type I error and the type II error were 20% 
and 0.083%, which was better than the case when the threshold was set by the energy level. For 
dosimetry control, the method is designed to be used with a power ramped pulsed mode in which 
laser energy increases linearly from pulse to pulse within one pulse train and automatically stop 
the next pulse irradiation when the svOCT peak values reached the predetermined threshold value. 
In addition, the average peak value of svOCT intensities was correlated to the simulated 
temperature of the neural retina and melanosome surface in RPE. The linear regression of average 
peak values of svOCT on laser energy was calculated for photocoagulated lesions and selectively 
damaged lesions. Then, each of them was correlated to the simulated temperature of neural retina 
and RPE because the tissue damage process was different from each other. Since the simulated 




Figure 41 (a) Averaged peak values depending on pulse laser energy and damage range. (b) Simulated (lines) 
and estimated temperature from the svOCT intensity (shapes) at neural retina and RPE. (c) Simulated 
temperature at the neural retina and the RPE as a function of laser energy level for three pulse durations, 2 
μs, 5 µs, and 10 µs. 
 
correlated to the average peak values of selectively damaged lesions as, 
T𝑀 = 124.5 + 12.4P,                                                       (66) 
temperature of melanosome surface in the RPE was also linear to pulse laser energy, it was 
correlated to the average peak values of selectively damaged where TM is the temperature of 
melanosome surface in RPE, and P is the average peak values of svOCT. Fig. 41(b) shows the 
simulated temperature (solid line) and estimated temperature (square shapes) from the average 
peak values of svOCT. Most of the estimated temperatures at RPE were higher than 150 °C, while 
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the lowest temperature was 127.7 °C. This is reasonable since the micro-vaporization is known to 
occur at around 150 °C. Similarly, the average peak values of the photocoagulated lesions were 
correlated to the temperature of the neural retina and empirically fitted to a line as, 
T𝑁 = 25.5 + 1.5P.                                                         (67) 
Fig. 41(b) shows that the temperature of the neural retina was mostly estimated to increase higher 
than 50 °C when the neural retina was photocoagulated.   
We also simulated temperatures of the neural retina and the melanosome surface in RPE 
as a function of laser energy level for three pulse durations, 2 μs, 5 µs, and 10 µs as shown in Fig. 
41(c). The temperature of the neural retina does not change significantly, but the temperature of 
the melanosome surface in RPE decreases as pulse duration increases. The decrease in temperature 
can be explained by less heat confinement with longer pulse duration due to heat diffusion during 
irradiation.  
5.4 Conclusion 
In conclusion, it was shown that the SRT could be successfully monitored by the svOCT imaging 
system when integrated with the SRT system. We tested our SS-OCT imaging system integrated 
with a micro-second pulsed laser system using a phantom and bovine iris models in order to 
examine its availability for monitoring of each laser-pulse irradiation in real-time. Then, our 
system performance was tested using ex vivo bovine eyes; the svOCT showed distinctive signal 
variation corresponding to each laser pulse irradiation. The signal variations were proportional to 
pulse energy levels, and it had a reliable correlation with the creation of lesion within the retina. 
The temperature at the neural retina and RPE was estimated by svOCT peak values using 
temperature simulation results, which was consistent with the observed lesion creation. However, 
we could have missed some minor tissue damages when assessing the photocoagulation and RPE 
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cell damage from the microscopic images. Therefore, more studies that incorporate further analysis 
supported by histology or fluorescence microscopy would be needed to obtain a more accurate 
correlation between the svOCT signal and retinal damage range. In addition, we plan to perform 
in vivo studies using a live animal model to fully validate the utility of this method as an automatic 















In this Chapter, the technical achievements and contribution of this dissertation are summarized 
along with some discussion of future research directions. 
6.1 Summary of contributions 
We presented automatic axial motion guidance of microsurgical tools (i.e., a subretinal injector) 
using a fiber-optic CP-SSOCT distal sensor. A high-index epoxy lensed fiber was designed and 
fabricated to have sufficiently long effective distal sensing ranges in water (or vitreous humor) 
and, thus, to obtain improved retinal image quality. Enhanced performance was confirmed by SNR 
measurement and B-scan OCT imaging. The SNR of the proposed fiber probe, compared to a bare 
fiber, was increased by 25 dB at a distance of 1.5 mm, and the resolution improved from 476 µm 
to 47 µm. Real-time A-scan-based CNN segmentation was applied for retinal boundary tracking 
and automatic retinal boundary targeting. A-scan retinal OCT images are segmented using a 
simplified 1D U-net, and the Kalman filter reduces retinal boundary tracking error by combining 
boundary position measurement and velocity measurement. We achieve the MUE of around 3 
pixels (8.1 µm) using an ex vivo bovine retina model. GPU parallel computing allows real-time 
inference (~1.6 ms) and, thus, real-time retinal boundary tracking. The MSE between target depth 
and target boundary position of the depth targeting experiment is -0.15 μm and 0.11 µm for the 
VH/GCL and the PR/CH boundary, respectively. Involuntary tremors, which include low-
frequency draft in the order of hundreds of micrometers and physiological tremor in the order of 
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tens of micrometers, are reduced significantly, and the SDs of target boundary positions are 9.42 
μm for the VH/GCL boundary and 10.8 µm for the PR/CH boundary.  
It was shown that the SRT could be successfully monitored by the svOCT imaging system 
when integrated with the SRT system. We found a reliable correlation between the svOCT peak 
values and the degree of retinal lesion formation, which can be used for selecting proper laser 
energy during SRT. SvOCT images show abrupt speckle variance changes when samples are 
irradiated by laser pulses. The averaged svOCT intensities along the axial direction show sharp 
peaks corresponding to each laser pulse, and the peak values were proportional to the laser pulse 
energy.  The peak values also had a reliable correlation with the creation of lesion within the retina. 
The temperature at the neural retina and RPE was estimated by svOCT peak values using 
temperature simulation results, which was consistent with the observed lesion creation.  
 
6.2 Future work 
So far, progress has been made in applying OCT imaging system to ophthalmic therapy guidance. 
The method to stably integrate the CP-OCT lensed-fiber probe to injector needle needs to be 
considered, and we plan to perform ex vivo and in vivo studies of subretinal injection using our 
system to validate its clinical applicability. In addition, in vivo studies using a live animal model 
will be performed to fully validate the utility of svOCT-based monitoring method as an automatic 
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