Abstract This study analyzes the uncertainty of seasonal (winter and summer) precipitation extremes as simulated by a recent version of the Canadian Regional Climate Model (CRCM) using 16 simulations , considering four sources of uncertainty from: (a) the domain size, (b) the driving Atmosphere-Ocean Global Climate Models (AOGCM), (c) the ensemble member for a given AOGCM and (d) the internal variability of the CRCM. These 16 simulations are driven by 2 AOGCMs (i.e. CGCM3, members 4 and 5, and ECHAM5, members 1 and 2), and one set of reanalysis products (i.e. ERA40), using two domain sizes (AMNO, covering all North America and QC, a smaller domain centred over the Province of Québec). In addition to the mean seasonal precipitation, three seasonal indices are used to characterize different types of variability and extremes of precipitation: the number of wet days, the maximum number of consecutive dry days, and the 95th percentile of daily precipitation. Results show that largest source of uncertainty in summer comes from the AOGCM selection and the choice of domain size, followed by the choice of the member for a given AOGCM. In winter, the choice of the member becomes more important than the choice of the domain size. Simulated variance sensitivity is greater in winter than in summer, highlighting the importance of the large-scale circulation from the boundary conditions. The study confirms a higher uncertainty in the simulated heavy rainfall than the one in the mean precipitation, with some regions along the Great Lakes-St-Lawrence Valley exhibiting a systematic higher uncertainty value.
Introduction
There is a growing demand for regional scale information on extreme events used in vulnerability, impacts and adaptation (VIA) studies. The frequency and severity of extreme events and their probable change under climate change play an important role in terms of socioeconomic impacts (Beniston et al. 2007) , probably more than changes in the average climate (Mearns et al. 1984; Katz and Brown 1992) . One particular concern is the confidence in the simulations of these extreme events: How reliable are they? Are they more uncertain than mean values? A number of studies addressed these issues by evaluating the uncertainty of the mean temperature and precipitation (de Elía and Côté 2010; Déqué et al. 2007; Rowell 2011; Lynn et al. 2009 ), as well as of extreme events (Kendon et al. 2008; Colin et al. 2010; Mailhot et al. 2012; Wehner 2013 ), due to model configurations or other considerations (ex. largescale circulation features). Overall, these studies suggest that these uncertainties are significant and should be accounted for when designing ensemble climate projections, and their use in VIA applications.
Atmosphere-Ocean Global Climate Models (AOGCM) are the primary tools used to project climate changes over the entire earth, and generally employ spatial grids of a few hundred of kilometres in horizontal resolution. Such spatial resolutions are however insufficient to resolve the physical and dynamical processes that generate precipitation extremes at the regional scale (Wehner et al. 2010 ) and cannot fulfill regional information demands for most VIA studies and policy makers (Sobolowski and Pavelsky 2012) . One way to generate regional information is by using a nested regional climate model (RCM) driven at their lateral atmospheric and surface oceanic boundaries with outputs from an AOGCM or re-analysis. The higher resolution of RCMs can generate more detailed climate simulations at an affordable cost and can take into account regional forcings (orographic features, land/sea coastlines and fine-scale physical and dynamical processes) not explicitly included in AOGCMs (Kendon et al. 2012; Mearns et al. 2003) . These RCMs have been demonstrated to provide realistic spatial and temporal detail of regional characteristics of temperature and precipitation at the climatic scale, as well as extremes to some extent (Kjellström and Giorgi 2010; Kendon et al. 2012; Roy et al. 2012) . While RCMs represent the state-of-the-art for a consistent simulation of regional scale information, they also add another layer of uncertainty.
Since RCMs use the outputs from AOGCMs as boundary conditions, uncertainties in climate-change simulations combine errors from the AOGCM-RCM cascade and from the downscaling procedure itself and its multiple configurations (domain size, physical parameterization, etc.). Moreover, higher resolution or more complex processes do not equal less uncertainty. For example, new generations of numerical models include significant improvements of complex climate processes and it is believed that they will produce wider ranges of uncertainty in their predictions (Maslin and Austin 2012) . For any RCM simulation, a basic configuration includes a choice of an RCM model (or version), a choice of domain size and location, and the choice of a driver (AOGCM or re-analysis) that feeds the nested RCM at its boundary. The sensitivity arising from these choices represents the minimum uncertainty threshold for any given RCM simulation.
By the intrinsic nature of RCMs, the choice of the regional domain remains an arbitrary parameter that governs the solutions (Vannitsem and Chomé 2005) . As there are numerous efforts using smaller domain with higher resolution, it is important to assess how much the choice of domain size (DS) affects the simulation of extremes of precipitation. The choice of domain is usually made without a distinction between two different domains, mostly because the spatially averaged values are usually similar (see de Elía and Côté 2010) . What VIA groups needs though is regional information at a given limited area pertaining to regional studies, not continental-wide mean values that may not be a faithful representation of local conditions. In that respect, the magnitude of the sensitivity to domain size might prove to spatially fluctuate at the local scale. One popular approach to domain size sensitivity is the Big-Brother experimental set-up (Leduc and Laprise 2009 ). This approach consists of (1) generating a high-resolution simulation (i.e. the Big Brother), (2) to degrade this simulation with a low-pass filter, (3) to use this degraded simulation to drive smaller domains and (4) to compare the simulations on the common domain. In this set-up, Leduc and Laprise (2009) have shown that the variance of precipitation is significantly affected by a modification of domain size, though these results are based on a perfect-model approach, without consideration to both driving model and driving data deficiencies (Frigon et al. 2010 ) and based on a limited number (4) of months. Colin et al. (2010) showed that domain size is not detrimental to the modelling of heavy precipitation, highlighting the apparent advantage of using a smaller domain.
Using an ensemble of simulations is a pre-requisite to decipher the signal over the noise, as the uncertainty is related to the spread of multiple realizations (or simulations) and necessitate a certain amount of simulations. The approach of ensemble of simulations consists of combining different AOGCMs with different RCMs so that the ensemble simulations can adequately sample the spread. In that respect, there has been numerous effort in recent years to explore ranges of detailed climate projections by using multi-model ensembles, for example, the Ensemble-Based Predictions of Climate Changes and their Impacts (ENSEMBLES; (Hewitt 2004; van der Linden and Mitchell 2009) , Prediction of Regional Scenarios and Uncertainties for Defining European Climate Chang Risks and Effects (PRUDENCE; , and the North American Regional Climate Change Assessment Program (NARCCAP; (Mearns et al. 2009 ). However, no in depth analysis of various sources of uncertainties in extreme precipitation values, from available ensemble RCM simulations, have been made over eastern Canada.
The main objective of the present study is to evaluate the sensitivity of seasonal climate extreme indices simulated by the Canadian Regional Climate Model (CRCM, version 4.2.3) to the driving AOGCM, driving AOGCM member, domain size and internal variability. We concentrate on the winter and summer seasons over a region located in northeastern North America. One additional concern is to see if extremes of precipitation are more uncertain than the simulation of mean precipitation. This could have impact on the usual ensemble size that is currently used for mean climate perspective.
The outline is as follows. Section 2 will present the experimental setup, a description of the RCM used for this study, the two domain size, the various sources of boundary conditions used in the RCM simulations, the extreme indices and the performance scores used to quantify the uncertainty. In Sect. 3, results are presented, followed by a discussion and conclusion given in Sects. 4 and 5.
Methodology

Experimental setup
Model configuration and sources of uncertainties
This study analyzes the uncertainty of seasonal precipitation extremes as simulated by the version 4.2.3 of the Canadian RCM (CRCM; Brochu and Laprise 2007; Music and Caya 2007) , focusing on four sources of uncertainty (see Table 1 ): (a) the domain size (DS_RCM), (b) the driving AOGCM (C_AOGCM), (c) the choice of the member for a given AOGCM (M_AOGCM) and (d) the internal variability (M_RCM). The sources of uncertainty are analyzed from daily precipitation from 16 simulations produced at Ouranos (see Tables 2, 3 ) covering the historical period. DS_RCM, C_AOGCM and M_AOGCM are estimated with 10 simulations from version 4.2.3 and M_RCM is estimated with 6 simulations using version 4.0.0 and 4.2.0. The simulations are driven by 2 AOGCMs (i.e. CGCM3, members 4 and 5, and ECHAM5, members 1 and 2), and one set of re-analysis product (ERA40, Uppala et al. 2005 ) from the European Centre for Medium-Range Weather Forecasts (ECMWF) for a total of 5 different drivers. We use 30 years long continuous simulations for summer and 29 years for winter (due to data availability) common to all simulations. Finally, the simulations are spectrally nudged (Biner et al. 2000; von Storch et al. 2000) to ensure that the CRCM follows the large-scale solution of the AOGCMs or reanalysis that drives the CRCM. The use of spectral nudging limits the freedom of the solution inside the simulation domain (compared to a non-nudged simulation), by forcing the large scale features of the RCM towards the large scale solution of the driver. Thus, our experimental setup measures the minimum sensitivity that arises from the basic structural choice associated with any RCM simulation, especially for DS_RCM due to the spectral nudging.
The last source of uncertainty is the internal variability Lucas-Picher et al. 2008) . It is the sensitivity of numerical models like RCMs and AOGCMs to the initial conditions used to start simulations and is caused by the chaotic and nonlinear nature of the earth system. It means that two simulations, started from initial conditions close to each other, will present a divergence in terms of instantaneous values over the course of the simulations, resulting in somewhat different climate statistics over a particular time window. This divergence of climate statistics is expected to disappear as the number of years for the averaging increases (de Elía and Côté 2010; Frigon et al. 2010) . To ascertain if a given sensitivity is physically significant, the internal variability magnitude is defined as the threshold against which our three other sources of uncertainty (DS_RCM, M_AOGCM and C_AOGCM) are compared (Murphy et al. 2009 ). To quantify the internal variability, we use 3 experiments (using three different drivers NCEP/NCAR, ERA40 and CGCM3#4) each consisting of 2 simulations started with one month interval. Since there is a strong influence of the domain size on the magnitude of internal variability (Rinke and Dethloff 2000; (AMNO) . Note that the spectral nudging has the effect of reducing the internal variability of a RCM (Alexandru et al. 2009 ).
The evaluation of the sensitivity is done by comparing the differences between two simulations (named run ''A'' and run ''B''). The 16 simulations are combined to create 24 sensitivity experiments (each experiment being associated with one of the source of uncertainty). Table 4 shows the pair of simulationss used for each experiment. For every experiment, the first and second runs refer respectively to the chosen ''A'' and ''B'' runs for each pair. DS_RCM sensitivity is estimated with 5 experiments driven by five different boundary conditions (i.e. comparison between 2 AOGCMs, 2 members of each AOGCM and 1 ERA40 reanalysis driven fields). M_RCM sensitivity is estimated with 3 additional experiments from earlier versions (4.0.0 and 4.2.0) of the CRCM. Those earlier versions had the advantages of having multiple drivers that were used to start simulations at a 1-month interval (see Table 3 ). M_AOGCM sensitivity is estimated with 4 experiments using the two members of each AOGCM and the two domain sizes. Finally, C_AOGCM sensitivity is estimated with 12 experiments with combination of 2 AOGCMs and 1 reanalysis, 2 members per AOGCM, and the 2 domain sizes. This gives us a total of 24 pair of experiments, or comparisons, using the four tested model configurations. Figure 1 shows the two domains of integration used in this study and correspond to commonly used grids for CRCM simulations (without the sponge zone). The AMNO grid (172 9 180 grid points) covers North America and a portion of the adjacent oceans and QC grid (67 9 91 grid points) is centred over the Province of Québec with a smaller portion of the North Atlantic Ocean. Results are compared on the common region represented by the QC grid, after removing the 12 most eastern points in the North The first column provides the ''A''/''B'' runs with the respective domain in parenthesis. The second column lists the experiments associated with each pair of simulations given in the first column. The third column provides the driving data and the fourth column gives the time period of the simulations Atlantic Ocean. The analysis is done entirely on land-based grid points.
The study area
Models description
The RCM model used in this study to produce the 10 simulations associated with three of the four sources of uncertainty (DS_RCM, C_AOGCM and M_AOGCM) (see Table 2 ) corresponds to the version 4.2.3 of the CRCM (Caya and Laprise 1999; Laprise 2003; Music and Caya 2007) . Due to data availability, the 6 other simulations associated with M_RCM sensitivity use version 4.0.0 and 4.2.0 of the CRCM. Both versions (4.0.0 and 4.2.0) use the same physical parameterizations package (Music et al. 2009 ) and the main difference between them is the addition of the Great Lakes model in the CRCM. The Great Lakes model simulates the evolution of surface temperature and lake ice cover with spatially mixed layer variable depth and is initialized from monthly observations (Goyette et al. 2000) . Note that simulations driven with re-analyses do not use the Great Lakes model since observations are used. The addition of the Great Lakes model should not play a major role in the estimation of the internal variability amplitude, as de has shown that the estimated internal variability from a pair of simulations with greater formulation differences than the addition of the Great Lakes model (modification of soil water capacity and new cloud scheme among other, see Plummer et al. 2006 ) was rather similar. The CRCM uses the semi-Lagrangian semi-implicit MC2 (compressible community mesoscale model) dynamical kernel (Laprise et al. 1997 ) with physics parameterization mostly based on the third version of the Canadian AOGCM (CGCM3) (Scinocca and McFarlane 2004) . A mild spectral nudging is applied to horizontal winds and temperature of wavelengths larger than 1,400 km, beginning from zero correction just above 500 hPa and increasing to a maximum strength (a maximum of 5 % of the CRCM large scale are replaced by the driver large scale) at the model top (*10 hPa). All these CRCM versions include the Canadian Land Surface Scheme (CLASS) version 2.7 (Verseghy 2000) . CLASS incorporates the exchange of heat and moisture through a sophisticated three-layer soil scheme. For convective parameterisation, all CRCM simulations use the Bechtold-Kain-Fritsch scheme (Bechtold et al. 2001) .
The atmospheric and oceanic boundary conditions come from four different sources: (1) ERA40 (Uppala et al . 2005), (2) CGCM3 (members 4 and 5), (3) ECHAM5 (members 1 and 2) and (4) NCEP-NCAR (Kalnay et al. 1996) . The update interval of the lateral boundary conditions (LBC) is 6 h. Oceanic data for ECHAM5-and CGCM3-driven simulations comes from the surface oceanic components simulated by the respective coupled AOGCMs, while for ERA40, the oceanic data are prescribed from the Atmospheric Model Intercomparison Project (AMIP) dataset, consisting of monthly sea surface temperature and sea-ice thickness obtained from Fiorino (1997) which are linearly interpolated every day from consecutive monthly values.
The spectral horizontal resolution of CGCM3 is T47 (*2.8°9 2.8°) and T63 for ECHAM5 (*1.9°9 1.9°). Both AOGCM have 31 vertical levels with the top layer of CGCM3 at 1 hPa and ECHAM5 at 10 hPa. A complete description of CGCM3 and ECHAM5 models is available in Scinocca et al. (2008) and Roeckner et al. (2003) , respectively.
Analysis
This section describes the extreme indices used to characterize the magnitude and frequency of seasonal extreme events and the performance scores used to quantify the sensitivity.
Extreme indices definitions
In addition to the mean seasonal precipitation (Precip, in mm/day), three seasonal extreme indices are used to characterize different types of variability and extremes of precipitation (see Table 5 ): the wet-days frequency, Prcp1 (%), using a threshold of 1 mm/day (see Hennessy et al. 1999) ; the 95th percentile of daily precipitation, P95 (mm/ day), also using the 1 mm/day threshold (hence, P95 is the 95th percentile of wet days seasonal sample); and the maximum number of consecutive dry days, CDD (days), with the same 1 mm/day threshold. These extreme indices are calculated at each grid point, at the seasonal scale for winter (DJF) and summer (JJA), for each year and for each Extremes and climate sensitivity in winter and summer to model configuration of the CRCM 2435 simulation using the 30-years period information.
2.3.2 Performance score 2.3.2.1 Simulated variance ratio and spatial correlation Synthetic diagrams showing the spatially averaged temporal variance ratio (VR, see Roy et al. 2012 ) and the spatial correlation (SC) of 30-year climatology are used to inform us on important aspects of both temporal and spatial characteristics of the simulated extreme indices. VR indicate whether or not a given source of uncertainty has an impact on the amplitude and frequency of extreme events. VR is defined as the ratio of the run ''B'' temporal interannual variance divided by run ''A'' temporal interannual variance, and then spatially averaged over all land grid points. are the simulations ''B'' and ''A'' respectively. GP is the total number of land grid points and m refer to a given experiment (listed in Table 4 ).
SC is defined as the Spearman's correlation of the 30-year climatological spatial pattern between simulations ''A'' and ''B''. The Spearman correlation test is a nonparametric ranked correlation coefficient. The advantage of using a ranked test like Spearman's is the robustness to outliers.
Ensemble absolute mean sensitivity
The ensemble absolute mean sensitivity (EAMS) measures the climatology sensitivity to a given source of uncertainty and informs us on the interaction between the sources of uncertainty and the regional climate processes. The absolute climatological sensitivity for a given grid point, defined as the time-mean differences (DE) for seasonal mean precipitation or seasonal extreme indices of precipitation for experiment m (see Table 4 ), is given by:
where E B jm and E A jm is the seasonal grid-point value of the ''B'' simulation and the ''A'' simulation, respectively, for year j = 1,…, N for experiment m. The EAMS is defined as the average of Eq. 2 over either all experiments or the sub-ensemble for each source of uncertainty. Hence, the EAMS of DS_RCM is computed by using the 5 experiments associated with DS_RCM and so on for the other source.
The relative climatological absolute sensitivity for a given grid point is given by:
The R_EAMS is defined as the average of Eq. 3 over all experiments. Again, the ''ensemble'' refers either to the whole 24 experiments or to the sub-ensemble for each source of uncertainty. When the absolute operator is not used, we refer to the ensemble mean sensitivity (EMS) and the relative ensemble mean sensitivity (R_EMS).
For each experiment m, an unpaired Student's t test is applied to test for the equality of the means of the ''A'' and ''B'' 30-year distributions values at each grid point and only the statistically significant grid-point differences are kept.
Variance decomposition of the sensitivity
The total uncertainty is defined as the response of a given extreme index to model configuration and is estimated using the variance estimator:
where M is the number of experiments (24) 
All of these four components are estimated with a discrimination of our ensemble based on our model configurations. Once the variances are estimated, we compute the ratio (relative variance contribution) of each configuration to the total uncertainty. Hence, we get the following ratio relations (R s ): 
2.3.3 Sample size impact on estimation (i.e. sampling error)
As evidenced by Table 4 , the number of experiments for a given source of uncertainty is not constant. The impact of sample size in the estimation of the performance scores (EAMS andr 2 TOT ) is briefly evaluated. For a given number of experiments (see Table 4 ) n, the procedure is as follow:
1. Randomly pick n experiments among the 24 available from Table 4 and calculate the value of EAMS and r 2 TOT for 10 grid points (randomly located over the common QC region. The same 10 grid points are kept for the whole bootstrapping procedure) and take the average of the 10 grid points. 2. Repeat step one 3,000 times. 3. Estimate the mean and standard deviation of these 3,000 estimations of EAMS andr 2 TOT and calculate the coefficient of variation. 4. Repeat step 1-3 for another value of n, where n vary from 3 to 24. TOT . It is important to mention that we use a random subset of the whole 24 sensitivity experiment ensemble (constructed with the 16 simulations, see Table 4 ) in these calculations. This means that the line indicating the ensemble size for M_RCM (n = 3), M_AOGCM (n = 4), DS_RCM (n = 5) and C_AOGCM (n = 12) is shown only as an informative view, not as the real uncertainty attributed to any given source. As shown in Fig. 2 , the CV values for both EAMS andr 2 TOT are inversely proportional to the square of the sample size n. For EAMS (Fig. 2a) , Precip and P95 show a higher variability with respect to their mean values than CDD and Prcp1, for any given ensemble size. Roughly speaking for Precip, the sampling uncertainty of EAMS with respect to available numbers of samples per source of uncertainty, results for EAMS are 45 % more uncertain (in terms of their relative CV values) for DS_RCM (with 5 combinations), 67 % for M_AOGCM (with 4 combinations) and 88 % for M_RCM (with 3 combinations), when compared to C_AOGCM (with 12 combinations). The other indices follow a similar pattern, with decreasing CV values with increasing available member. Forr 2 TOT , the spread of CVs between indices for a given n is higher than for EAMS. This is expected sincê r 2 TOT is derived from the estimation of EAMS and the error propagates from it. Frequency-and duration-based indices (Prcp1 and CDD, respectively) have lower CV values, suggesting a lower spread of these indices. The inter-season difference is significant for Prcp1 only, with a higher value in summer. Roughly speaking for Precip, the sampling uncertainty ofr 2 TOT with respect to available numbers of samples per source of uncertainty, results forr 2 TOT are 76 % more uncertain for DS_RCM, 96 % for M_AOGCM and 128 % for M_RCM, when compared to C_AOGCM. We note that the inter-indices decreasing rate of estimation uncertainty is more variable than for EAMS and hence, these relative sampling uncertainty numbers (calculated from the Precip indices) are mostly for quick reference and shed some light on the robustness of each sources of uncertainty in terms of sample size.
Hence, this brief relative uncertainties analysis stresses the importance of having a comprehensive ensemble size to reduce the errors due to the sample size. Obviously, the results are more robust for C_AOGCM, then for the 3 other source of uncertainty. Figure 3 shows the synthetic diagrams showing the SC of 30-years climatology and the spatially averaged temporal VR of the four sources of uncertainty for all the experiments defined in Table 4 . As shown in Table 4 , the ''A'' simulations for DS_RCM sensitivity is based on the AMNO grid reference. Hence, VR values higher than 1 mean that the QC grid simulated values produces higher interannual variance with respect to the AMNO grid ones. On the other hand, for C_AOGCM M_AOGCM and M_RCM sensitivities, the ''A'' and ''B'' runs are an arbitrary choice. However, we see that for C_AOGCM, simulations ''A'' are always associated with CGCM3 (both members) and simulations ''B'' are either associated with ERA40 or ECHAM5 (both members). This means that VR values over 1 for C_AOGCM indicate higher variability from the LBC from ERA40 and ECHAM5. As explained in Sect. 2.1, the range of M_RCM (i.e. maximum and minimum values for VR and SC) can be seen as the significant threshold and the range of values against which other results are compared.
Results
Variance ratio and spatial correlation sensitivities
Variance ratio
Interannual variability (i.e. VR) of Precip and P95 is largely influenced by lateral boundary conditions (i.e. C_AOGCM and M_AOGCM), especially in DJF with VR value as high as 3 for C_AOGCM and 1.75 for M_AOGCM. For DS_RCM, the sensitivity of VR is slightly lower than M_AOGCM for Precip and P95 (ranging from 1 to 1.5) but higher than M_AOGCM for Prcp1 and CDD. The sensitivity of the winter interannual variability is lower for frequency-based indices (i.e. Prcp1 and CDD), compared to intensity indices, with VR values ranging from 0.75 to 1.5. DS_RCM, M_AOGCM and C_AOGM are all significant compared to the internal variability of the CRCM (M_RCM).
In summer, the sensitivity of the interannual variability is lower than in winter, with values ranging from 0.9 (CDD, Fig. 3c ) to 1.75 (Precip, Fig. 3a and P95, Fig. 3d ). Table 4 . Cyan color is for the internal variability (M_RCM), green color is for the choice of domain (DS_RCM), blue color is for the choice of AOGCM member (M_AOGCM) and red color is for the choice of LBC (C_AOGCM). Open marker represent winter (DJF) season while a filled marker represent summer (JJA) season For Prcp1, the sensitivity of VR is low in summer relative to DJF. It is noteworthy to see that the sensitivity of VR for DS_RCM for Precip and P95 is similar in winter (VR ranging from 1 to 1.5) and summer (VR ranging from 1.1 to 1.5). Only DS_RCM (Precip and P95) and C_AOGCM (all indices) are significant compared to M_RCM.
Spatial correlation
SC variations are much less important, especially in winter with SC values between 0.98 and 0.99, which are within the range of the internal variability (i.e. M_RCM). In summer, the degradation of the SC is more important, with values ranging from 0.91 to 0.99, which is higher than M_RCM, with the exceptions of summer M_AOGCM P95 that is similar to M_RCM (Fig. 3d) .
Summary of variance ratio and spatial correlation results
The higher range of VR in winter highlights the importance of the synoptic flow variability (caused by modifying the LBC driver or data at the lateral boundary) for the sensitivity of the interannual variability. This is expected since the variance of most atmospheric fields is typically contained within the largest scales (Laprise 2003) , so it's no surprise that the VR is higher in winter than in summer, where the large-scale synoptic forcing is predominant with a strong circulation. Even though the range of possible VR is higher in winter than summer, SC values are higher in winter. This indicates that fine-scale processes play an important role for regional characteristics of precipitation and extreme indices in summer, and differences in summer will be enhanced by these finescale features. Finally, C_AOGCM and M_AOGCM values are limited to values higher than one (with the exceptions of CDD in winter). This is probably caused b a higher variability in the large scales field at the LBC (horizontal wind fields, water vapor, temperature and pressure) from the driver associated with simulations ''B'' (i.e. ERA40 and ECHAM5). It is not clear why M_AOGCM has such a high sensitivity, since different member from the same driving model should lead to similar LBC. However, VR measures the sensitivity at the interannual timescale and at such temporal scales (and with only 30 years averages) the internal atmospheric variability is important (Deser et al. 2012) .
With the exception of CDD (all seasons) and Prcp1 (summer and spring), using the QC grid produces higher variance, relative to the AMNO grid, as evidenced by DS_RCM VR values close (Prcp1 and CDD) or higher (Precip and P95) than one. This is true for all four seasons (not shown for spring and autumn).
Maps
We now look at the spatial distribution of the 30-year climatological EAMS (Sect. 2.3.2) and the relative contributions to the total variance (''R'', Sect. 2.3.2) associated with three of the four sources (DS_RCM, C_AOGCM and M_AOGCM) of uncertainty for mean precipitation and extreme indices. Results for the internal variability (M_RCM) is not shown (for brevity) in this section as M_RCM EAMS is not statistically significant over most of the common region of analysis and represents only 10 % of the contribution to the total uncertainty within our ensemble.
3.2.1 EAMS spatial patterns 3.2.1.1 Sensitivity of EAMS to domain size The left panels of Figs. 4 and 5 show the EAMS due to the domain size for DJF and JJA, respectively. A distinctive zone (south eastern part of the domain) of higher EAMS values is present for both seasons, with a clear regional variation among the land areas along the south-eastern and eastern regions where the major tracks of synoptic extra-tropical cyclones are located. A modification of the domain size results in different atmospheric conditions and surface conditions along the Atlantic Coast (among other places), while keeping the oceanic conditions identical (i.e. prescribed by the same AOGCM for both simulations associated with DS_RCM experiments). This difference (between 2 simulations) will cause variability (between DS_RCM experiments) in the baroclinicity along the Atlantic Coast (where most intense North American midlatitude storms tend to track) and hence modify the storm track.
In DJF, the main effects of the domain size are located south of the St-Lawrence Valley [Precip (*1 mm), P95 (*7 mm) and Prcp1 (*3 %)], the Appalachian Mountains [Precip (*1.5 mm), P95 (*9 mm) and Prcp1 (*3 %)] and Newfoundland [P95 (*8 mm)], i.e. along the water masses and high or discontinuous orographic features.
In JJA, the main areas of sensitivity are located southeast of the Great Lakes [Precip (*2.5 mm), Prcp1 (*5 %), P95 (*15 mm) and CDD (*2 days)], consistent with a strong north-south gradient of summer climatological precipitation values (not shown). There is also a significant sensitivity over the south-western part of the domain, mainly for wet days and dry sequences [Prcp1 (* 5 %) and CDD (*2 days)], where we expect a significant number of convective storms. Figure 6 shows the ensemble mean relative sensitivity (Eq. 3, without the absolute operator) associated with DS_RCM for Precip and the extremes indices. In both winter and summer seasons, on average, the QC domain tends to produce higher precipitation mean amounts as well as extremes of precipitation (except in south-western and south-eastern areas in winter), when compared to the AMNO grid. Table 6 shows the spatially averaged relative differences between QC and AMNO grids with no apparent seasonal behaviour in the sign or range of differences, except for the occurrence of wet days where two times higher values are obtained in winter than in summer. The higher values of precipitation and wet days amount within the QC grid (with respect to AMNO grid) correspond to fewer dry sequences (CDD) or more intense precipitation events in general (i.e. P95, see Fig. 6 , panels e to h).
Sensitivity of EAMS to driving data (AOGCMs and/or ERA40 reanalyses)
The middle panels of Figs. 4 and 5 present the EAMS due to the modification of the driving data (C_AOGCM) for DJF and JJA, respectively.
The choice of AOGCM (including reanalyses) LBC is the main contributor for the inter-model simulation variability, following mainly by the DS_RCM sensitivity and in a lesser extent by M_AOGCM experiments. The C_AOGCM effect is widespread over most of the common region (QC grid) with a statistically significant pattern for all variables of precipitation. Depending on the seasons and the Only the statistically significant values at the 95 % level (using the Student's t test) are shown in colour scale considered indices, higher sensitivity patterns seem to emerge near land-sea contrasts or mountainous regions around the Hudson Bay, the Great Lakes and the Appalachian Mountains, as noted before in the DS_RCM combinations but in the case of C_AOGCM with exacerbating influences (for example, different SSTs between two driving models). For DJF, the areas of high sensitivity are located over the Appalachian Mountains [P95 (*8 mm)] and south of the Great Lakes [Precip (*1.5 mm) and Prcp1 (*5 %)] and at the north-west part of the domain [CDD (*6 days)]. Although for the latter, it is worth mentioning that the climatological value of CDD is higher than in the south (around 20-25 days in the north and 5-10 days in the south) and hence the relative sensitivity is lower (15-20 %) in the north than in the south (*25-35 % over the Great Lakes and in southern and eastern parts of Québec areas).
For JJA, the areas of high sensitivity are located south of the Great Lakes [Precip (*2 mm), P95 (*12 mm), CDD Similar to results from DS_RCM and C_AOGCM experiments, a distinctive spatial pattern occurs for the DJF P95 index over the Appalachian Mountains (Fig. 4) . Over the same area, JJA CDD shows also a significant pattern (*2 days).
R spatial patterns
This section shows the relative contribution of each source of uncertainty to the total uncertainty (see Sect. 2.3.2).
Sensitivity of R to domain size
The left panels of Figs. 7 and 8 show the relative contribution of DS_RCM to the total uncertainty within our ensemble for DJF and JJA, respectively. In winter, the main spatial sensitivity area is located along the Atlantic Coast and the Appalachian Mountains, along the land-sea contrast where the main storm track is located. For heavy rainfall (P95), DS_RCM can account for more than 60 % of the total uncertainty (or variability), over the Appalachians Mountains, in the southeast part of the common region. For JJA, the main sensitive area is located south of the St-Lawrence Valley (for Precip and Prcp1), which represents 45-60 % of the total uncertainty over this sub-area. There is also a strong dependence to DS_RCM for Prcp1 over Maritimes areas around the Gulf of St-Lawrence (*50 % of the total uncertainty). 
Global means of EAMS and R
The spatial average of the EAMS and of the ratio (R) for all precipitation variables due to M_RCM, DS_RCM, M_AOGCM and C_AOGCM is shown in Tables 7 and 8 , respectively. In these Tables, we include all grid-points, even if the t-test indicated that the null hypothesis (i.e. means are equal) could be rejected. This ensures that we do not include sampling error and we incorporate equal number of grid-points for all experiments.
The main contributor of EAMS is C_AOGCM, followed by DS_RCM, with minor contribution from M_AOGCM and M_RCM for both seasons and all precipitation variables. DS_RCM EAMS is about twice the sensitivity of M_AOGCM. Worth noting, the standard deviation of EAMS is quite high for DS_RCM, especially in summer, highlighting the strong spatial variability of DS_RCM sensitivity, generated by the important heterogeneity of land characteristics in generating summer precipitation. It is also interesting to see that the source of uncertainty does not differ among indices.
As for R, the main contributor of uncertainty in our ensemble is C_AOGCM with quite similar contribution for DJF and JJA and precipitation indices, except for precipitation occurrence for which larger uncertainty is clearly obtained in summer (i.e. with respect to other indices and the winter season). This last corresponds also to the highest spatial standard deviation values than any other precipitation indices and seasons' contributions. This can result from combined effects of both large-scale and mesoscale (i.e. convective) processes in the summer season on the simulated wet days occurrence uncertainty, which tends to be more systematically higher than dry spells (CDD) or intense precipitation (P95). For M_AOGCM, the second source of uncertainty in winter, there is a slightly higher uncertainty in winter than in summer. When we add up both sources of uncertainty and we average Precip and all 3 indices (last row of Table 8 ), we get a DJF fraction for R of 0.76, compared to 0.71 for JJA. The fraction of uncertainty caused by DS_RCM is less important in DJF than in JJA, as found earlier for the Variance Ratio (see Sect. 3.1) and corresponds to the 2nd source of uncertainty in summer. In general, there are quite similar values between indices and seasons in terms of uncertainty contribution within each experiment or each source of uncertainty, except for the occurrence of wet days as noted before for the C_AOGCM experiments in summer.
Discussion
Overview and causes of sensitivity
Overview
Our results show that the modification of the driving model (i.e. choice of AOGCM and/or reanalysis, C_AOGCM) is the main source of uncertainty in all of our analysis criteria and for both seasons, in line with conclusions in Fowler and Ekström (2009) . Depending on the season and the analysis criterion, the second highest source of uncertainty in terms of total uncertainty (''R'', see Sect. 2.3.2) is the modification of the member for a given model (M_AOGCM) in winter and the modification of the domain size (DS_RCM) in summer. In terms of climatological sensitivity (''EAMS'', see Sect. 2.3.2), DS_RCM is the second source of uncertainty in both seasons while M_AOGCM is the third. In other words, M_AOGCM produces higher sensitivity in the interannual variability than DS_RCM while keeping the climatological value more or less intact. The lower source of uncertainty (but still representing about 10 % of the total uncertainty in our ensemble in both seasons) is the internal variability (M_RCM) of the CRCM.
Modification of driving data (C_AOGCM)
The effects of driving conditions within the RCM domain have emerged as the major source of uncertainties for the simulated precipitation (occurrence, duration and intensity) for both seasons, representing between 52 % and 61 % of Red refers to the most important source of uncertainty, blue to the 2nd most important source of uncertainty, green to the 3rd and yellow to the least important source of uncertainty. Number in parentheses is the spatial standard deviation of the EAMS Table 8 Spatially averaged R score for DJF and JJA for Precip, Prcp1, CDD and P95 Red refers to the most important source of uncertainty, blue to the 2nd most important source of uncertainty, green to the 3rd and yellow to the least important source of uncertainty. Number in parentheses is the spatial standard deviation of R the total uncertainty (see Table 8 ). The LBCs have important effects because they strongly vary among different AOGCMs (cf. Randall et al. (2007) in terms of largescale circulation, SSTs (Sea Surface Temperatures) spatial distribution, sea-ice cover, as well as humidity advection into the CRCM. Those involve the largest changes in the imposed variables (winds, air temperatures, pressure and water vapour) at the LBC, which in turn modify the simulated fields within the RCM domain whatever the size of the domain. It is worth noting, for example, that most of the AOGCMs have air temperature cold biases (*1-2°C) in the Arctic region (Chapman and Walsh 2007) , which, in turn, influence the CRCM simulations not only through the LBC but also through the spectral nudging technique used in the simulations. The importance of the C_AOGCM uncertainty source confirms results found in previous studies for mean simulated precipitation over North America (de Elía and Côté 2010), United Kingdom (Rowell 2006) and over other areas in the mid-latitudes (Rowell 2011) and extend it to seasonal precipitation extremes.
Modification of driving member (M_AOGCM)
Due to an identical formulation, inter-member variability (i.e. between 2 members of the same AOGCM) arises from the chaotic nature of the climate system. As such, M_AOGCM simulations converge towards similar 30-year climatology (cf. right panels of Figs. 4 and 5), with the exception of winter heavy rainfall (Fig. 4) over the Appalachians Mountains, highlighting the importance of fine-scale forcing that amplify the slight differences in the atmospheric circulation between the two members. M_AOGCM show some important sensitivity at the interannual timescales from the (model) internal atmospheric variability (Deser et al. 2012) , as shown in Fig. 3. 
Modification of domain size (DS_RCM)
Our results show that the smaller CRCM domain produces higher climatological seasonal values with higher interannual variability for precipitation indices for both winter and summer than the larger domain. This higher temporal variance is in line with results from Leduc and Laprise (2009) that showed that the transient-eddy variance of precipitation of their smaller domain was higher than their bigger domain. However, the simulations used in Leduc and Laprise (2009) were not spectrally nudged. Using a different CRCM version, Music et al. (2009) also found that the AMNO domain was producing a drier climate (annual mean precipitation), compared to the smaller QC domain and that the choice of simulation domain had an important effect on the hydrological regime at the watershed scale, more so than a change in the LBCs. A closer look at the seasonal behaviour shows that the DJF simulations climatology (not shown) produces lower precipitation values from the use of ECHAM5 (both members) and ERA40 with AMNO, while precipitation values are slightly higher with AMNO when CGCM3 (both members) is used. For JJA, all drivers produce higher precipitation values with the smaller QC grid. Finally, we note that our simulations uses spectral nudging to keep the large scales of the RCM close to the driving data. This has the effect of reducing DS_RCM values since the RCM has less freedom in generating his own large-scales features. In that respect, our results are the lower bounds of domain size sensitivity.
The sensitivity from the domain size is also inherently associated with the location of the considered domain of comparison. In our case, the smaller domain (i.e. the common area of interest) is located in the eastern part of the larger domain. This, combined with the dominant eastward propagation of weather systems, has some substantial effects arising from the upstream modeling differences between the low-resolution driver (i.e. CGCM3, ECHAM5 or ERA40) and the regional scale processes developed over western Canada that both feed the common eastern region of analysis. Hence, the higher resolution of the orography (ex. Rocky Mountains) and land-sea contrasts (i.e. Mexico Gulf coast, West Coast), the higher surface conditions heterogeneity and land-surface processes and/or stronger vertical motions (over topography and from mesoscale system developments) tends to produce higher precipitation on these upstream regions (Kendon et al. 2012; Lee et al. 2006) . This can induce a depletion of the humidity transported (which comes mainly from the Gulf of Mexico and from the Atlantic, see Brubaker et al. 2001) into the common downstream region, resulting in lower precipitation values and different climatology (not shown), as well as a lower interannual variability (Fig. 3) in the larger domain compared to the smaller domain. This highlights the dependence of largeand regional-scale processes and interactions to the RCM domain and its location, as demonstrated by the relative importance of the domain size sensitivity within our ensemble, around 15 % in DJF and 19 % in JJA, on the total uncertainty in the simulated precipitation indices. Thus, a prior identification of processes that are of particular importance in a study is needed before any objective decision on the choice of the domain size and the location can be made.
Another component of the domain-size sensitivity is from the inherent size difference of both domains and the space needed for the small scales to be fully developed. The use of the spectral nudging in all of the simulations means that the large scales inside both domains broadly follow the large scales from the drivers. Hence, some of the Extremes and climate sensitivity in winter and summer to model configuration of the CRCM 2447 differences between AMNO and QC grids should arise from differences in small scales generated by the two domain sizes. It has been shown that a small domain might prevent to adequate development of these small scales (through a sufficient spatial spin-up) that play an important role for atmospheric fields that are rich in small-scale features such as humidity, vorticity and precipitation (Leduc et al. 2011) . As shown by Leduc et al. (2011) , through a Big-Brother setup (Leduc and Laprise 2009; Denis et al. 2002) , even a domain as large as 140 9 140 grid points (compared to our domain that has 67 9 91 grid points) will produce lower intensity of small scales in both seasons in the upper troposphere. In the lower troposphere ([950 hPa) and for our domain size, the underestimation of the amplitude of small scales is rather low but non-negligible (*10 % for relative vorticity, Laprise et al. 2008) and increases rapidly as we move up in altitude. To what extent this small underestimation in the lower atmosphere affects the uncertainty of precipitation and extremes of precipitation is hard to quantify, but differences in small scales between the two domains might play an important role in our results. We could argue that precipitation and especially extremes of precipitation (i.e. P95) are significantly affected by small scale processes, especially in summer where convective processes (which may be affected by other mesoscale processes like differences in low-level jets) and land characteristics play an important role in triggering precipitation. Our results show that the temporal variance of Precip and P95 is higher in both seasons when using the smaller domain. This indicates that either the (assumed) lower amplitude of small scales does not preclude the development of precipitation (and heavy rainfall) or that the drier AMNO simulations are unable to produce a higher magnitude of heavy rainfall downstream of the domain, over the common region, due to the humidity depletion explained earlier.
Winter versus summer evaluation
One possible cause behind winter C_AOGCM sensitivity is linked to the internal atmospheric circulation variability (which is also a key factor behind M_AOGCM sensitivity, the second most important source of total uncertainty in winter). A substantial portion of the atmospheric variability over the eastern part of North America can be linked to teleconnection patterns like, among others, the North Atlantic Oscillation (NAO) index (Hurrell et al. 2003) , the Baffin Island-West Atlantic (BWA) index (Shabbar et al. 1997) , the Northern Annular Mode (NAM, Thompson et al. 2003) or the El Niño-Southern Oscillation (ENSO) (cf. Trenberth et al. 2007 ). These teleconnection patterns regulate the transport and distribution of atmospheric moisture and influence the spatial patterns of precipitation (Hurrell et al. 2003) and hence, modulate the storm track, especially in winter when the atmospheric circulation is stronger (i.e. than in summer). Moreover, these teleconnection patterns have considerable inter-model differences and biases (temporal variability and spatial patterns) in AOGCMs (Stoner et al. 2009 ), in spite of the fact that most recent AOGCMs have better resolved their patterns, especially CGCM3 versus the old CGCM2 (e.g. Harding et al. 2011) . The reproduction of these teleconnection patterns will also vary between members of the same AOGCM due to the intrinsic atmospheric dynamics (Deser et al. 2012) , which would explain the importance of M_AOGCM in the interannual variability of Precip and P95 (Fig. 3) and the non-negligible role of M_AOGCM in winter total uncertainty (Fig. 7, right panels) . The summer season is characterized by a higher importance of fine scale physical processes that play a key role in the formation of local precipitation, like the strong spatial heterogeneity of summer land characteristics (spatial variability of ground temperatures, evapotranspiration and/or soil moisture content), the stronger insolation over both the land and the oceans, the stronger soil moistureprecipitation feedback or convection process than in winter. Hence, uncertainty in modelling the land-surface processes (Seneviratne et al. 2002; Roy et al. 2012 ) and landsea warming contrast (Rowell 2009 ) are possible important factors for the simulation of the summer precipitation, while large-scale circulation modifications are less important in summer due to the weaker atmospheric circulation, but is still non-negligible (Hurrell et al. 2003) . This weaker atmospheric circulation allows a higher influence of landsurface processes on a given air parcel or environment (i.e. greater time-residency). Hence, the higher upstream resolution of the AMNO grid (compared to the low resolution drivers) has a significant influence in DS_RCM experiments, as shown in the relative importance of DS_RCM in summer compared to winter (left panels of Figs. 5, 8) . However, the DS_RCM EAMS patterns from Fig. 5 are mostly located at the south border, where the coupling between the CRCM and the AOGCM and/or re-analysis takes place and the strong spatial physiographic heterogeneity (i.e. through the presence of Great Lakes and Appalachians Mountains) combines to create a strong sensitivity signal (see the work over Europe in Maraun 2012) .
Land-sea contrasts variability between experiments will be mostly modulated by a modification of the oceanic formulation, as well as the parameterization of fluxes between the ocean and atmosphere. This would explain why C_AOGCM has such an importance in summer. In addition to pressure field variability, this inter-model landsea contrasts variability will generate different evaporation rate over the oceans and, in turn, create some variability in the advection of water vapour at the CRCM boundaries. It is worth mentioning that AOGCMs tends to have cold SST bias over the Hudson Bay and the Gulf of Mexico and a warm SST bias alongside the northeastern Atlantic Coast (Randall et al. 2007) . Theses biases have an important influence over the land regions by influencing the evaporation rates and modulating the storm tracks over the continental region. In comparison, the inter-member (i.e. M_AOGCM) summer SSTs differences should be far less important and hence will create less variability in land-sea contrasts.
Heavy rainfall and mean precipitation
One question of specific interest is to see whether or not heavy rainfall is more uncertain than mean precipitation. As suggested previously, convective processes in summer play a larger role in heavy rainfall than in mean precipitation. As stated by Hohenegger et al. (2008) and Lynn et al. (2009) , convective parameterisation is an important potential source of precipitation uncertainty. Figure 9 shows the average of the 24 sensitivity experiments (defined in It is interesting to see that for DJF, the relative sensitivity of Precip is higher than for P95 over most of the domain (-20 % on the average), but with the exception of the New-Brunswick, Gaspé Peninsula and NewfoundlandLabrador regions, which coincide with the highest density of extratropical storms over the eastern coast in winter. For JJA the behaviour is inversed, with the central part of the domain showing that P95 relative sensitivity is higher than for Precip (?23 % on the average).
The consideration of the ratio of the standard deviation of the 30-year interannual variability of P95 over Precip gives us an indication on the estimation error of both quantities. Figure 10 shows the ratio of the standard deviation of the interannual variability of P90 (i.e. the 90th percentile of daily precipitation) and P95 over Precip for a given simulation (''aet'', see Table 2, other simulations, not shown, suggest similar values). In this case for P95, when we consider the interannual variability distributions, we have a ratio that varies from 2 to 8 for both DJF and JJA, with a mean ratio of 5.52 (DJF) and 5.29 (JJA). For P90, the ratios are much lower with 3.5 for DJF and 3.24 for JJA. Other seasons (not shown) show similar patterns. Hence, from an interannual variability point of view, the uncertainty seems to be much more important for heavy rainfall than for mean seasonal precipitation in both seasons, with increasing ratios for higher percentiles. The higher standard deviation of higher percentiles can be caused by numerous factors: non-linearity processes involved in heavy rainfall, the non-linear effect of the natural variability on the daily precipitation distribution or the standard error differences between mean values and high quantile.
Conclusions
In this study, an assessment of four sources of uncertainty in the CRCM simulations (Internal Variability-M_RCM; Domain Size-DS_RCM; Member choice of a given AOGCM-M_AOGCM; and choice of an AOGCM-C_AOGCM) has been done over winter (December-February, DJF) and summer (June-August, JJA) seasons for mean and extreme indices of precipitation (i.e. wet days, dry sequences, and 95th daily precipitation). We use 16 historical simulations ) using a recent version (4.2.3) of the CRCM. The assessment of uncertainty is made by analyzing the temporal variance ratio (VR), the 30-year climatology spatial correlation (SC), the EAMS and variance decomposition (R s ) of each source of uncertainty.
Results show that over a common region located in eastern Canada, the main sources of uncertainties are issued from the boundary conditions (i.e. C_AOGCM), followed by the domain size (i.e. DS_RCM) and the choice of AOGCM members (i.e. M_AOGCM). The internal variability (M_RCM) is found to have minor effects on these simulated uncertainties in general. In terms of total uncertainty, the most important sources of uncertainty in winter over the whole region are, in decreasing order: C_AOGCM (54 %), M_AOGCM (22 %), DS_RCM (15 %) and M_RCM (10 %). In summer, those are: C_AOGCM (56 %), DS_RCM (19 %), M_AOGCM (15 %) and M_RCM (11 %). For specific regions (i.e. StLawrence Valley and the south of Great Lakes area), DS_RCM can even surpass the uncertainty due to the choice of AOGCM. This is consistent with the larger role of local physics in summer precipitation in the context of weaker atmospheric flow from the lateral boundary conditions with respect to winter. In this last season, around 75 % of the total uncertainty, for Precip and all extreme indices come from the lateral boundary conditions, i.e. the large-scale atmospheric circulation influences. The smaller domain produces higher climatological precipitation amount as well as the climatological value of heavy precipitation and wet-days frequency, and shorter seasonal dry sequences. Moreover, the estimated sensitivity arising from a modification of the domain size is probably a lower bound, since our simulations used spectral nudging of large-scale winds, limiting the RCM in the development of his own climate. The smaller domain also produces higher variance of Precip, Prcp1 and P95. Some regions where land-sea contrasts or orographic features are important show a higher systematic sensitivity for the four sources of uncertainties: the maritime coast, the Appalachians Mountains, the Great Lakes and the St-Lawrence Valley.
The main outcomes from this study are:
• The quantification of the uncertainty is dependent to the sample size used. As the uncertainty of heavy precipitation (i.e. 95th percentile) is higher than the uncertainty of mean seasonal precipitation, this further highlights the importance of using the largest ensemble as possible, especially when extremes are concerned. As such, ideal ensemble size could be substantially different for mean precipitation values than when daily precipitation extremes are concerned.
• As the driven conditions and their effects on the regional-scale simulated precipitation values depend or combine with the domain size and vary at the spatial and temporal scales, these interdependency needs to be taken into account in any uncertainty analysis method, especially to account for the dependency of the climate models of biases or systematic errors from various combinations of large-scale and regional-scale factors. In other words, two models are not independent because they produce different results, but rather because they reach them using different paths (Pennell and Reichler 2010; Knutti et al. 2013) . This is of the utmost importance for climate change projections and the analysis of the full range of uncertainties and of climate change signals.
• Caution should be applied when choosing the domain size and location for a simulation, while the other sources of uncertainty from the LBCs are unavoidable. Also, the distance between the lateral boundary location and the study area should be accounted for to minimize the effect of coupling errors over the area of interest.
• The higher uncertainty in the simulation of heavy precipitation than for mean seasonal precipitation might be primarily caused by the quantile estimation alone, and not only related to the underlying uncertainty in the physical parameterizations of the climate models.
Upcoming works include the analysis over spring and autumn seasons. Preliminary results show that the sensitivity suggests a strong seasonal behaviour, as expected from the seasonal variations of physical and dynamical processes in mid-latitude climates. The ability to reproduce the historical climate is not an indicator that it will perform in a similar way in the future. As noted in the recent study of Maraun (2012) over Europe, non-stationarity of RCMs biases still exists. Hence, sensitivity of extremes of precipitation could also be a function of time. A similar analysis is under way for the period of 2041-2070, with the same model configuration. Moreover, we will be able to see if the climate change signal of extremes of precipitation is also affected by these modifications to model configurations. A validation of both domain sizes and various CRCM configurations against an observation database is underway to assess potential biases with respect to characteristics of observed extreme events. Finally, a similar work is under way to assess the uncertainty of temperature extreme indices from the same sources of sensitivity.
