Abstract. The standard incomplete LU (ILU) preconditioners often fail for general sparse inde nite matrices because they give rise to`unstable' factors L and U. In such cases, it may be attractive to approximate the inverse of the matrix directly. This paper focuses on approximate inverse preconditioners based on minimizing kI ? AMk F , where AM is the preconditioned matrix. An iterative descent-type method is used to approximate each column of the inverse. For this approach to be e cient, the iteration must be done in sparse mode, i.e., with`sparse-matrix by sparse-vector' operations. Numerical dropping is applied to maintain sparsity; compared to previous methods, this is a natural way to determine the sparsity pattern of the approximate inverse. This paper describes Newton,`global' and column-oriented algorithms, and discusses options for initial guesses, self-preconditioning, and dropping strategies. Some limited theoretical results on the properties and convergence of approximate inverses are derived. Numerical tests on problems from the Harwell-Boeing collection and the FIDAP uid dynamics analysis package show the strengths and limitations of approximate inverses. Finally, some ideas and experiments with practical variations and applications are presented.
1. Introduction. The incomplete LU factorization preconditioners were originally developed for M-matrices that arise from the discretization of very simple partial di erential equations of elliptic type, usually in one variable. For the rather common situation where the matrix A is inde nite, standard ILU factorizations may face several di culties, the best known of which is the encounter of a zero pivot. However, there are other problems that are just as serious. Consider an incomplete factorization of the form A = LU + E (1.1) where E is the error. The preconditioned matrices associated with the di erent forms of preconditioning are similar to L ?1 AU ?1 = I + L ?1 EU ?1 : (1.2) What is sometimes missed is the fact that the error matrix E in (1.1) is not as important as the preconditioned error matrix L ?1 EU ?1 shown in (1.2) above. When the matrix A is diagonally dominant, L and U are typically well conditioned, and the size of L ?1 EU ?1 remains con ned within reasonable limits, typically with a clustering of its eigenvalues around the origin. On the other hand, when the original matrix is not diagonally dominant, L ?1 or U ?1 may have very large norms, causing the error L ?1 EU ?1 to be very large and thus adding large perturbations to the identity matrix.
This form of instability was studied by Elman 14] in a detailed analysis of ILU and MILU preconditioners for nite di erence matrices. It can be observed experimentally This work was supported in part by the National Science Foundation under grant NSF/CCR-9214116 and in part by NASA under grant NAG2-904.
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One possible remedy that has been proposed is stabilized or perturbed incomplete factorizations, for example 15] and the references in 25] . A numerical comparison with these preconditioners will be given later. In this paper, we consider trying to nd a preconditioner that does not require solving a linear system. For example, we can precondition the original system with a sparse matrix M that is a direct approximation to the inverse of A. Sparse approximate inverses are also necessary for incomplete block factorizations with large sparse blocks, as well as several other applications, also described later.
We focus on methods of nding approximate inverses based on minimizing the in which e j and m j are the j-th columns of the identity matrix and of the matrix M, respectively. Thus, minimizing (1.4) is equivalent to minimizing the individual functions f j (m) = ke j ? Amk 2 2 ; j = 1; 2; : : : ; n: (1.5) This is clearly useful for parallel implementations. It also gives rise to a number of di erent options. The minimization in (1.5) is most often performed directly by prescribing a sparsity pattern for M and solving the resulting least squares problems. Grote and Simon 19] choose M to be a banded matrix with 2p + 1 diagonals, p 0, emphasizing the importance of the fast application of the preconditioner in a CM-2 implementation. This choice of structure is particularly suitable for banded matrices.
Cosgrove, D az and Griewank 10] select the initial structure of M to be diagonal and then use a procedure to improve the minimum by updating the sparsity pattern of M. New ll-in elements are chosen so that the ll-in contributes a certain improvement while minimizing the number of new rows in the least squares subproblem. In similar work by Grote and Huckle 18] , the reduction in the residual norm is tested for each candidate ll-in element, but ll-in may be introduced more than one at a time.
In other related work, Kolotilina and Yeremin 23] consider symmetric, positive de nite systems and construct factorized sparse approximate inverse preconditioners which are also symmetric, positive de nite. Each factor implicitly approximates the inverse of the lower triangular Cholesky factor of A. The structure of each factor is chosen to be the same as the structure of the lower triangular part of A. In their more recent work 24] , ll-in elements may be added, and their locations are chosen such that the construction and application of the approximate inverse is not much more expensive on a model hypercube computer. Preconditioners for general systems may be constructed by approximating the left and right factors separately. This paper is organized as follows. In x2, we present several approximate inverse algorithms based on iterative procedures, as well as describe sparse-sparse implementation and various options. We derive some simple theoretical results for approximate inverses and the convergence behavior of the algorithms in x3. In x4, we show the strengths and limitations of approximate inverse preconditioners through numerical tests with problems from the Harwell-Boeing collection and the FIDAP uid dynamics analysis package. Finally in x5, we present some ideas and experiments with practical variations and applications of approximate inverses.
2. Construction of the approximate inverse via iteration. The sparsity pattern of an approximate inverse of a general matrix should not be prescribed, since an appropriate pattern is usually not known beforehand. In contrast to the previous work described above, the locations and values of the nonzero elements are determined naturally as a side-e ect of utilizing an iterative procedure to minimize (1.3) or (1.5). In addition, elements in the approximate inverse may be removed by a numerical dropping strategy if they contribute little to the inverse. These features are clearly necessary for general sparse matrices. In xx2.1 and 2.2 we brie y describe two approaches where M is treated as a matrix in its entirety, rather than as individual columns. We found, however, that these methods converge more slowly than if the columns are treated separately. In the remaining sections, we consider this latter approach and the various options that are available.
2.1. Newton iteration. As an alternative to directly minimizing the objective function (1.3), an approximate inverse may also be computed using an iterative process known as the method of Hotelling and Bodewig 20] . This method, which is modeled after Newton's method for solving f(x) 1=x ? a = 0, has many similarities to our descent methods which we describe later. The iteration takes the form M i+1 = M i (2I ? AM i ); i = 0; 1; : : : For convergence, we require that the spectral radius of I ?AM 0 be less than one, and if we choose an initial guess of the form M 0 = A T then convergence is achieved if 0 < < 2 (AA T ) :
In practice, we can follow Pan where R = I ? AM is the residual matrix. Note that the denominator may be computed as kAGk 2 F . After each of these descent steps is taken, the resulting matrix M will tend to become denser. It is therefore essential to apply some kind of numerical dropping, either to the new M or to the search direction G before taking the descent step. In the rst case, the descent nature of the step is lost, i.e., it is no longer guaranteed that F(M new ) F(M), while in the second case, the ll-in in M is more di cult to control. We will discuss both these alternatives in x2.5. Apply numerical dropping to M
End do
Another popular choice is to take G to be the direction of steepest descent, i.e., the direction opposite to the gradient. Thinking in terms of n 2 vectors, the gradient of F can be viewed as an n 2 vector g such that F(x + e) = F(x) + (g; e) + O(kek 2 ) where ( ; ) is the usual Euclidean inner product. If we represent all vectors as 2-dimensional n n arrays, then the above relation is equivalent to F(X + E) = F(X) + hG; Ei + O(kEk 2 ):
This allows us to determine the gradient as an operator on arrays, rather than n 2 vectors, as is done in the next proposition. The steepest descent algorithm consists of simply replacing G in line 3 of the MR algorithm described above by G = A T R. This algorithm can be a very slow in some cases, since it is essentially a steepest descent-type algorithm applied to the normal equations.
In either global steepest descent or minimal residual, we need to form and store the G matrix explicitly. The scalars kAGk 2 F and tr(R T AG) can be computed from the successive columns of AG, which can be generated, used, and discarded. Therefore, we need not store the matrix AG.
We will show the results of some numerical experiments with this global iteration and compare them with other methods in x4. 2.3. Implementation of sparse mode MR and GMRES. We now describe column-oriented algorithms which consist of minimizing the individual objective functions (1.5). We perform this minimization by taking a sparse initial guess and solving approximately the n linear subproblems Am j = e j ; j = 1; 2; : : :; n (2.3) with a few steps of a nonsymmetric descent-type method, such as MR or untruncated GMRES. For this method to be e cient, the iterative method must work in sparse mode, i.e., m j is stored and operated on as a sparse vector, and the Arnoldi basis in GMRES is kept in sparse format.
In the following MR algorithm, n i iterations are used to solve (2.3) approximately for each column, giving an approximation to the j-th column of the inverse of A. Each initial m j is taken from the columns of an initial guess, M 0 . Again, we assume numerical dropping is applied to M. In the GMRES version of the algorithm, we never use restarting since since n i is typically very small. Also, a variant called Apply numerical dropping to m j 9. End do 10. End do Thus, the algorithm computes the current residual r j and then minimizes the residual norm e j ? Am j;new in the set m j + r j .
In the sparse implementation of MR and GMRES, the matrix-vector product, SAXPY, and dot product kernels now all entirely involve sparse vectors. The matrixvector product is much more e cient if the sparse matrix is stored by columns since all the entries do not need to be traversed. E cient codes for all these kernels may be constructed which utilize a full n-length work vector 11].
Columns from an initial guess M 0 for the approximate inverse are used as the The transpose initial guess is more expensive to use because it is denser than the identity initial guess. However, for very inde nite systems, this guess immediately produces a symmetric positive de nite preconditioned system, corresponding to the normal error equations. Depending on the structure of the inverse, a denser initial guess is often required to involve more of the matrix A in the computation. Interestingly, the cheaper the computation, the more it uses only`local' information, and the less able it may be to produce a good approximate inverse.
The choice of initial guess also depends to some degree on`self-preconditioning' which we describe next. Additional comments on the choice of initial guess will be presented there.
2.4. Self-preconditioning. The approximate solution of the linear subproblems (2.3) using an iterative method su ers from the same problems as solving the original problem if A is inde nite or poorly conditioned. However, the linear systems may be preconditioned with the columns that have already been computed. More precisely, each system (2.3) for approximating column j may be preconditioned with M 0 0 where the rst j ?1 columns of M 0 0 are the m k that already have been computed, 1 k < j, and the remaining columns are the initial guesses for the m k , j k n. This suggests that it is possible to de ne outer iterations that sweep over the matrix, as well as inner iterations that compute each column. On each subsequent outer iteration, the initial guess for each column is the previous result for that column. This technique usually results in much faster convergence of the approximate inverse.
Unfortunately with this approach, the parallelism of constructing the columns of the approximate inverse simultaneously is lost. However, there is another variant of self-preconditioning that is easier to implement and more easily parallelizable. Quite simply, all the inner iterations are computed simultaneously and the results of all the columns are used as the self-preconditioner for the next outer iteration. Thus, the preconditioner for the inner iterations changes only after each outer iteration. The performance of this variant usually lies between full self-preconditioning and no selfpreconditioning. A more reasonable compromise is to compute blocks of columns in parallel, and some (inner) self-preconditioning may be used.
Self-preconditioning is particularly valuable for very inde nite problems when combined with a scaled transpose initial guess; the initial preconditioned system AM 0 is positive de nite, and the subsequent preconditioned systems somewhat maintain this property, even in the presence of numerical dropping. Self-preconditioning with a transpose initial guess, however, may produce worse results if the matrix A is very ill-conditioned. In this case, the initial worsening of the conditioning of the system is too severe, and the alternative scaled identity initial guess should be used instead. We have also found cases where self-preconditioning produces worse results, usually for positive de nite problems; this is not surprising, since the minimizations would progress very well, only to be hindered by self-preconditioning with a poor approximate inverse in the early stages. Numerical evidence of these phenomena will be provided in x4. The multiple outer iterations used in constructing the approximate inverse suggests the use of factorized updates. Factorized matrices can express denser matrices than the sum of their numbers of elements alone. Suppose that one outer iteration has produced the approximate inverse M 1 . Then a second outer iteration tries to nd M 2 , an approximate inverse to AM 1 . In general, after i outer iterations, we are looking for the update M i+1 which minimizes
It is also possible to construct factorized approximate inverses of the form min
which alternate from left to right factors. This latter form is reminiscent of the symmetric form of Kolotilina and Yeremin 23].
Since the product M 1 M 2 M i is never formed explicitly, the factorized approach e ectively uses less memory for the preconditioner at the cost of multiplying with each factor for each matrix-vector multiplication. This approach may be suitable for very large problems, where memory rather than solution time is the limiting factor. The implementation, however, is much more complex, since a sequence of matrices needs to be maintained.
2.5. Numerical dropping strategies. There are many options for numerical dropping. So far, to ease the presentation, we have only discussed the case where dropping is performed on the solution vectors or matrices. Section 2.5.1 discusses this case in more detail, while x2.5.2 discusses the case where dropping is applied to the search directions. In the latter case, the descent property of the algorithms is maintained.
2.5.1. Dropping in the solution. When dropping is performed on the solution,
we have options for 1. when dropping is performed, and 2. which elements are dropped. In the previous algorithms, we have made the rst point precise; however, there are other alternatives. For example, dropping may be performed only after M or each column of M is computed. Typically this option is too expensive, but as a compromise, dropping may be performed at the end of a few inner iterations, before M is updated, namely before step 13 in Algorithm 2.4. Interestingly, we found experimentally that this option is not always better.
In GMRES, the Krylov basis vectors are kept sparse by dropping elements just after the self-preconditioning step, before the multiplication by A.
To address which elements are dropped, we can utilize a dual threshold strategy based on a drop tolerance, droptol, and the maximum number of elements per column, l l. By limiting the maximum number of elements per column, the maximum storage for the preconditioner is known beforehand.
The drop tolerance may be applied directly to the elements to be dropped: i.e., elements are dropped if their magnitude is smaller than droptol. However, we found that this strategy could cause spoiling of the minimization, i.e., the residual norm may increase after several steps, along with a deterioration of the quality of the preconditioner.
If dropping small elements in m j is sub-optimal, one may ask the question whether or not dropping can be performed more optimally. A simple perturbation analysis will help understand the issues. We denote by m j the current column, and bym j the perturbed column formed by adding the sparse column d in the process of numerical dropping. The new column and corresponding residual are thereforê m j = m j + d;r j = r j ? Ad:
The square of the residual norm of the perturbed m j is given by kr j k 2 2 = kr j k 2 2 ? 2(d; A T r j ) + kAdk 2 2 :
Recall that ?2A T r j is the gradient of the function (1.5). As is expected from standard results in optimization, if d is in the direction opposite to the gradient, and if it is small enough, we can achieve a decrease of the residual norm. Spoiling occurs when (d; A T r j ) is close to zero so that for practical sizes of kdk 2 , kAdk 2 2 becomes dominant, causing an increase in the residual norm.
Consider speci cally the situation where only one element is dropped, and assume that all the columns Ae i of A have been pre-scaled so that kAe i k 2 = 1. In this case, d = m ij e i and the above equation becomes kr j k 2 2 = kr j k 2 2 ? 2m ij (e i ; A T r j ) + m 2 ij :
A strategy could therefore be based on attempting to make the function kr j k 2 2 ? kr j k 2 2 = ?2m ij (e i ; A T r j ) + m 2 ij (2.8)
nonpositive, a condition which is easy to verify. This suggests selecting elements to drop in m j only at indices i where the selection function (2.8) is zero or negative.
However, note that this is not entirely rigorous since in practice a few elements are dropped at the same time. Thus we do not entirely perform dropping via numerical values alone. In a two-stage process, we rst select a number of candidate elements to be dropped based only on the numerical size as determined by a certain tolerance. Among these, we drop all those that satisfy the condition ij = ?2m ij (e i ; A T r j ) + m 2 ij < tol 2 or we can keep those l l elements that have the largest ij .
Another alternative is based on attempting to achieve maximum reduction in the function (2.8). Ideally, we wish to have m ij = (e i ; A T r j ) since this will achieve the`optimal' reduction in (2.8) kr j k 2 2 ? kr j k 2 2 = ?m 2 ij :
This leads to the alternative strategy of dropping elements in positions i of m j where m ij ? (e i ; A T r j ) are the smallest. We found, however, that this strategy produces poorer results than the previous one, and neither of these strategies completely eliminate spoiling.
2.5.2. Dropping in the search direction. Dropping may be performed on the search direction G in Algorithm 2.1, or equivalently in r j and z in Algorithms 2.3 and 2.4 respectively. In these cases, the descent property of the algorithms is maintained, and the problem of spoiling is avoided.
Starting with a sparse initial guess, the allowed number of ll-ins is gradually increased at each iteration. For an MR-like algorithm, the search direction d is derived by dropping entries from the residual direction r. So that the sparsity pattern of the solution x is controlled, d is chosen to have the same sparsity pattern as x, plus one new entry, the largest entry in absolute value. No drop tolerance is used. Minimization is performed by choosing the step-length as = (r; Ad) (Ad; Ad) and thus the residual norm for the new solution is guaranteed to be not more than the previous residual norm. In contrast to Algorithm 2.3, the residual may be updated with very little cost. The iterations may continue as long as the residual norm is larger than some threshold, or a set number of iterations may be used.
If A is inde nite, the normal equations residual direction A T r may be used as the search direction, or simply to determine the location of the new ll-in. It is interesting to note that the largest entry in A T r gives the greatest residual norm reduction in a one-dimensional minimization. When ll-in is allowed to increase gradually using this search direction, this technique becomes very similar to the adaptive selection scheme of 18] . The e ect is also similar to self-preconditioning with a transpose initial guess. At the end of each iteration, it is possible to use a second stage that exchanges entries in the solution with new entries if this causes a reduction in the residual norm. This is required if the sparsity pattern in the approximate inverse needs to change as the approximations progress. We have found this to be necessary, particularly for very unstructured matrices, but have not yet found a strategy that is genuinely e ective 7]. As a result, approximations using numerical dropping in the solution are often better, even though the scheme just described has a stronger theoretical justi cation, similar to that of 18]. This also shows that the adaptive scheme of 18] may bene t from such an exchange strategy.
Algorithm 2.5 implements a Minimal Residual-like algorithm with this numerical dropping strategy. The number of inner iterations is usually chosen to be l l or somewhat larger. r j := r j ? q 12.
End do 13. End do
If dropping is applied to the unpreconditioned residual, then economical use of this approximate inverse technique is not limited to approximating the solution to linear systems with sparse coe cient matrices or sparse right-hand sides. An approximation may be found, for example, to a factorized matrix, or a dense operator which may only be accessed with a matrix-vector product. Such a need may arise, for instance, when preconditioning row projection systems. These approximations are not possible with other existing approximate inverse techniques.
We must mention here that any adaptive strategy such as this one for choosing the sparsity pattern makes massive parallelization of the algorithm more di cult. If, for instance, each processor has the task of computing a few columns of the approximate inverse, it is not known beforehand which columns of A must be fetched into each processor.
2.6. Cost of constructing the approximate inverse. The cost of computing the approximate inverse is relatively high. Let n be the dimension of the linear system, n o be the number of outer iterations, and n i be the number of inner iterations (n o = 1 in Algorithm 2.5).
We approximate the cost by the number of sparse matrix-sparse vector multiplications in the sparse mode implementation of MR and GMRES. Pro ling for a few problems shows that this operation accounts for about three-quarters of the time when self-preconditioning is used. The remaining time is used primarily by the sparse dot product and sparse SAXPY operations, and in the case of sparse mode GMRES, the additional work within this algorithm.
If Algorithm 2.4 is used, two sparse mode matrix-vector products are used, the rst one for computing the residual; three are required if self-preconditioning is used. In Algorithm 2.5 the residual may be updated easily and stored, or recomputed as in Algorithm 2.4. Again, an additional product is required for self-preconditioning. The cost is simply nn o n i times the number of these sparse mode matrix-vector multiplications. Each multiplication is cheap, depending on the sparseness of the columns in M. Dropping in the search directions, however, is slightly more expensive because, although the vectors are sparser at the beginning, it typically requires much more inner iterations (e.g., one for each ll-in).
In Newton iteration, two sparse matrix-sparse matrix products are required, although the convergence rate may be doubled with form of Chebyshev acceleration 28]. Global iterations without self-preconditioning require three matrix-matrix products. These costs are comparable to the column-oriented algorithms above.
3. Theoretical considerations. Theoretical results regarding the quality of approximate inverse preconditioners are di cult to establish. However, we can prove a few rather simple results for general approximate inverses and the convergence behavior of the algorithms.
3.1. Nonsingularity of M. An important question we wish to address is whether or not an approximate inverse obtained by the approximations described earlier can be singular. It cannot be proved that M is nonsingular unless the approximation is accurate enough, typically to a level that is impractical to attain. This is a difculty for all approximate inverse preconditioners, except for triangular factorized forms described in 23].
The drawback of using M that is possibly singular is the need to check the solution, or the actual residual norm at the end of the linear iterations. In practice, we have not noticed premature terminations due to a singular preconditioned system, and this is likely a very rare event.
We begin this section with an easy proposition. where k k is any consistent matrix norm. Then M is nonsingular.
Proof. Applying the previous result to A 0 = D 1 A and M 0 = MD 2 , implies that M 0 = MD 2 will be nonsingular from which the result follows.
Of particular interest is the 1-norm. Each column is obtained independently by requiring a condition on the residual norm of the form ke j ? Am j k : (3.4) We typically use the 2-norm since we measure the magnitude of the residual I ? AM using the Frobenius norm. However, using the 1-norm for a stopping criterion allows us to prove a number of simple results. We will assume in the following that we require a condition of the form ke j ? Am j k 1 j Therefore, each eigenvalue is located in the disk of center 1, and radius . The second property is a restatement of the previous proposition and follows also from the rst property.
To prove the last point we assume without loss of generality that the rst k columns are linearly dependent. Then there are k scalars i , not all zero such that
We can assume also without loss of generality that the 1-norm of the vector of 's is equal to one (this can be achieved by rescaling the 's). Multiplying through (3.7)
by A yields
i (e i ? r i ) which gives Thus at least one of the 1-norms of the residuals r i ; i = 1; : : : ; k must be 1.
We may ask the question as to whether similar results can be shown with other norms. Since the other norms are equivalent we can clearly adapt the above results in an easy way. For example, kxk 1 p nkxk 2 and kxk 1 nkxk 1 :
However, the resulting statements would be too weak to be of any practical value. We can exploit the fact that since we are computing a sparse approximation, the number p of nonzero elements in each column is small, and thus we replace the scalar n in the above inequalities by p 18].
We should point out that the result does not tell us anything about the degree of sparsity of the resulting approximate inverse M. It may well be the case that in order to guarantee nonsingularity, we must have an M that is dense, or nearly dense.
In fact, in the particular case where the norm in the proposition is the 1-norm, it has been proved by Cosgrove, D az and Griewank 10] that the approximate inverse may be structurally dense, in that it is always possible to nd a sparse matrix A for which M will be dense if kI ? AMk 1 < 1.
Next we examine the sparsity of M and prove a simple result for the case where an assumption of the form (3.5) is made. If z and v are of norm one, then the residual is perturbed by a magnitude of . Viewed from another angle, we can say that for a perturbation of order in the residual, the approximate inverse can be perturbed by a matrix of norm close to one.
3.3. Eigenvalue clustering around zero. We observed in many of our experiments that often the matrix M obtained in a self-preconditioned iteration would admit a cluster of eigenvalues around the origin. More precisely, it seems that if at some point an eigenvalue of AM moves very close to zero, then this singularity tends to persist in the later stages in that the zero eigenvalue will move away from zero only very slowly. These eigenvalues seem to slow-down or even prevent convergence. In this section, we attempt to analyze this phenomenon. We examine the case where at a given intermediate iteration the matrix M becomes exactly singular. We start by assuming that a global MR iteration is taken, and that the preconditioned matrix AM is singular, i.e., there exists a nonzero vector z such that AMz = 0: In our algorithms, the initial guess for the next (outer) iteration is the current M, so the initial residual is R = I ? AM. The matrix M 0 resulting from the next selfpreconditioned iteration, either by a global MR or GMRES step, will have a residual of the form R 0 = I ? AM 0 = (AM)R = (AM)(I ? AM) (3.10) in which (t) = 1 ? ts(t) is the residual polynomial. Multiplying This result can be extended to column-oriented iterations. First, we assume that the preconditioning M used in self-preconditioning all n inner iterations in a given outer loop is xed. In this case, we need to exploit a left eigenvector w of AM associated with the eigenvalue zero. Proceeding as above, let m 0 j be the new j-th column of the approximate inverse. We have e j ? Am 0 j = j (AM)(e j ? Am j ) (3.11) where j is the residual polynomial associated with the MR or GMRES algorithm for the j-th column, and is of the form j (t) = 1 ? ts j (t). showing once more that the zero eigenvalue will persist.
Multiplying

Convergence behavior of self-preconditioned MR. Next we wish to
consider the convergence behavior of the algorithms for constructing an approximate inverse. We are particularly interested in the situation where self-preconditioning is used, but no numerical dropping is applied.
Global MR iterations. When self-preconditioning is used in the global
MR iteration, the matrix which de nes the search direction is Z k = M k R k , where R k is the current residual. Therefore, the algorithm (without dropping) is as follows. 
Our rst observation is that R k is a polynomial in R 0 . This is because, from the above relation,
Thus, by induction, R k+1 = p 2 k (R 0 ) in which p j is a certain polynomial of degree j. Throughout this section we use the notation B k AM k = I ? R k : (3.13) The following recurrence is easy to infer from (3.12), B k+1 = B k + k B k (I ? B k ): (3.14) Note that B k+1 is also a polynomial of degree 2 k in B 0 . In particular, if the initial B 0 (equivalently R 0 ) is symmetric, then all subsequent R k 's and B k 's are also symmetric. This is achieved when the initial M is a multiple of A T , i.e., when M 0 = 0 A T :
We are now ready to prove a number of simple results. Proposition 3.6. If the self-preconditioned MR iteration converges, then it does so quadratically.
Proof. De ne for any ,
Recall that k achieves the minimum of kR( )k F over all 's. In particular, kR k+1 k F = min kR( )k F kR (1) The result follows after substituting these relations in the ratio (3.17) .
Note that because of (3.16) Thus, at each inner iteration, the residual norm for the j-th column is reduced according to the formula kr new k 2 = krk 2 sin 6 (r; Br) (3.21) in which 6 (u; v) denotes the acute angle between the vectors u and v. Assuming that each column converges, the preconditioned matrix B will converge to the identity.
As a result of this, the angle 6 (r; Br) will tend to 6 (r; r) = 0 and therefore the convergence ratio sin 6 (r; Br) will also tend to zero, showing superlinear convergence.
We now consider equation (3.21) This results in the following statement.
Proposition 3.8. Assume that the self-preconditioned MR algorithm is employed with one inner step per iteration and no numerical dropping. Then the 2-norm of each residual e j ? Am j of the j-th column is reduced by a factor of at least kI ? AMk 2 , where M is the approximate inverse before the current step, i.e., kr new j k 2 kI ? AMk 2 kr j k 2 (3.22) In addition, the Frobenius norm of the residual matrices R k = I ?AM k obtained after each outer iteration, satis es kR k+1 k F kR k k 2 F : (3.23) As a result, when the algorithm converges, it does so quadratically. Proof. Inequality (3.22) was proved above. To prove quadratic convergence, we rst transform this inequality by using the fact that kXk 2 kXk F to obtain kr new j k 2 kR k;j k F kr j k 2 :
Here the k index corresponds to the outer iteration and the j-index to the column.
We note that the Frobenius norm is reduced for each of the inner steps corresponding to the columns, and therefore kR k;j k F kR k k F :
This yields kr new j k 2 2 kR k k 2 F kr j k 2 2 which, upon summation over j gives
This completes the proof. It is also easy to show a similar result for the following variations: 1. MR with an arbitrary number of inner steps, 2. GMRES(m) for an arbitrary m.
These follow from the fact that the algorithms deliver an approximate column which has a smaller residual than what we obtain with one inner step MR. We emphasize that quadratic convergence is guaranteed only at the limit and that the above theorem does not prove convergence. In the presence of numerical dropping, the proposition does not hold. 4 . Numerical experiments and observations. Experiments with the algorithms and options described in x2 were performed with matrices from the HarwellBoeing sparse matrix collection 12], and matrices extracted from example problems in the FIDAP uid dynamics analysis package 16]. The matrices were scaled so that the 2-norm of each column is unity. In each experiment, we report the number of GMRES (20) steps to reduce the initial residual of the right-preconditioned linear system by 10 ?5 . A zero initial guess was used, and the right-hand-side was constructed so that the solution is a vector of all ones. A dagger (y) in the tables below indicates that there was no convergence in 500 iterations. In some tables we also show the value of the Frobenius norm (1.3). Even though this is the function that we minimize, we see that it is not always a reliable measure of GMRES convergence. All the results are shown as the outer iterations progress. In Algorithm 2.4 (dropping in solution vectors) one inner iteration was used unless otherwise indicated; in algorithm 2.5 (dropping in residual vectors) one additional ll-in was allowed per iteration. Various codes in FORTRAN 77, C++, and Matlab were used, and run in 64-bit precision on Sun workstations and a Cray C90 supercomputer.
We begin with a comparison of Newton,`global' and column-oriented iterations. Our early numerical experiments showed that in practice, Newton iteration converges very slowly initially and is more adversely a ected by numerical dropping. Global iterations were also worse than column-oriented iterations, perhaps because a single de ned by (2.2) is used, as opposed to one for each column in the column-oriented case. Table 4 .1 gives some numerical results for the WEST0067 matrix from the Harwell-Boeing collection; the number of GMRES iterations is given as the number of outer iterations increases. The MR iteration used self-preconditioning with a scaled transpose initial guess. Dropping based on numerical values in the intermediate solutions was performed on a column-by-column basis, although in the Newton and global iterations this restriction is not necessary. In the presence of dropping (l l = 10), we did not nd much larger matrices where Newton iteration gave convergent GMRES iterations. Scaling each iterate M i by 1=kAM i k 1 did not alleviate the e ects of dropping. The superior behavior of global iterations in the presence of dropping in Table 4 .1 was not typical. The eigenvalues of the preconditioned WEST0067 matrix are plotted in Fig. 4 .1, both with and without dropping, using column-oriented MR iterations. As the iterations proceed, the eigenvalues of the preconditioned system become closer to 1. Numerical dropping has the e ect of spreading out the eigenvalues. When dropping is severe and spoiling occurs, we have observed two phenomena: either dropping causes some eigenvalues to become negative, or some eigenvalues stay clustered around the origin. Next we show some results on matrices that arise from solving the fully-coupled Navier-Stokes equations. The matrices were extracted from the FIDAP package at the nal nonlinear iteration of each problem in their Examples collection. The matrices are from 2-dimensional nite element discretizations using 9-node quadrilateral elements for velocity and temperature, and linear discontinuous elements for pressure. Table 4 .2 lists some statistics about all the positive de nite matrices from the collection. The combination of ill-conditioning and inde niteness of the other matrices was too di cult for our methods, and their results are not shown here.
All the matrices are also symmetric, except for Example 7. None of the matrices could be solved with ILU(0) or ILUT 32] , a threshold incomplete LU factorization, even with large amounts of ll-in. Our experience with these matrices is that they produce unstable L and U factors in (1.2). Table 4 .3 shows the results of preconditioning with the approximate inverse, using dropping in the residual search direction. Since the problems are very ill-conditioned but positive de nite, a scaled identity initial guess with no self-preconditioning was used. The columns show the results as the iterations and ll-in progress. Convergent GMRES iterations could be achieved even with l l as small as 10, showing that an approximate inverse preconditioner much sparser than the original matrix is possible. For comparison, we solve the same problems using perturbed ILU factorizations. Perturbations are added to the inverse of diagonal elements to avoid small pivots, and thus control the size of the elements in the L and U factors. We use a twolevel block ILU strategy called BILU(0){SVD( ), that uses a modi ed singular value decomposition to invert the blocks. When a block A = U V T needs to be inverted, it is replaced by the perturbed inverse M = V ?1 U T , where is with its singular values thresholded by 1 , a factor of the largest singular value. Table 4 .4 shows the results, using a block size of 4. The method is very successful for this set of problems, showing results comparable to approximate inverse preconditioning, but with less work to compute the preconditioner. None of the problems converged, however, for = 0:1, and there was not one that gave the best result for all problems.
We now show our main results in Table 4 .5 for several standard matrices in the Harwell-Boeing collection. All the problems are nonsymmetric and inde nite, except for SHERMAN1 which is symmetric, negative de nite. In addition, SAYLR3 is singular. SHERMAN2 was reordered with reverse Cuthill-McKee to attempt to change the sparsity pattern of the inverse. Again, we show the number of GMRES iterations to convergence against the number of outer iterations used to compute the approximate inverse. A scaled transpose initial guess was used. When columns in the initial guess contained more than l l nonzeros, dropping was applied to the guess. Numerical dropping was applied to the intermediate vectors in the solution, retaining l l nonzeros and using no drop tolerance. Number of GMRES (20) For problems SHERMAN2, WEST0989, GRE1107 and NNC666, the results become worse as the outer iterations progress. This spoiling e ect is due to the fact that the descent property is not maintained when dropping is applied to the intermediate solutions. This is not the case when dropping is applied to the search direction, as seen in Table 4 .3.
Except for SAYLR3, the problems that could not be solved with ILU(0) also could not be solved with BILU(0){SVD( ), nor with ILUTP, a variant of ILUT more suited to inde nite problems since it uses partial pivoting to avoid small pivots 29]. ILUTP also substitutes (10 ?4 + ) times the norm of the row when it is forced to take a zero pivot, where is the drop tolerance. ILU factorization strategies simply do not apply in these cases.
We have shown the best results after a few trials with di erent parameters. The method is sensitive to the widely di ering characteristics of general matrices, and apart from the comments we have already made for selecting an initial guess and whether or not to use self-preconditioning, there is no general set of parameters that works best for constructing the approximate inverse.
The following two tables illustrate some di erent behaviors that can be seen for three very di erent matrices. LAPL0324 is a standard symmetric positive de nite 2-D Laplacian matrix of order 324. WEST0067 and PORES3 are both inde nite; WEST0067 has very little structure, while PORES3 has a symmetric pattern. Table 4.6 shows the number of GMRES (20) iterations and Table 4 .7 shows the Frobenius norm of the residual matrix against the number of outer iterations that were used to compute the approximate inverse. Since the matrix contains di erent equations and variables, the rows of the system were scaled by their 2-norms, and then their columns were scaled similarly. A Krylov subspace size for GMRES of 50 was used. Table 5 Table 5 .2 shows the condition estimate, number of GMRES steps to convergence, timings for setting up the preconditioner and the iterations, and the number of nonzeros in the preconditioner. The method BTIF denotes the inverse-free factorization (5.1), and may be used with several approximate inverse techniques. MR-s(l l) and MR-r(l l) denote the minimal residual algorithm using dropping in the solution and residual vectors, respectively, and LS is the least squares solution using the sparsity pattern of the pivot block as the sparsity pattern of the approximate inverse. The MR methods used l l of 10, and speci cally, 3 outer and 1 inner iteration for MR-s, and l l iterations for MR-r. Self-preconditioning and transpose initial guesses were used. LS used the DGELS routine in LAPACK to compute the least squares solution. The experiments were carried out on one processor of a Sun Sparcstation 10. The code for constructing the incomplete block factorization is somewhat ine cient in two ways: it transposes the data structure of the pivot block and the inverse (to use column-oriented algorithms), and it counts the number of nonzeros in the sparse matrix-matrix multiplication before performing the actual multiplication. The timings show that BTIF{MR-s(10) is comparable to BILU(0){SVD(0.5) but uses much less memory. Although the actual number of nonzeros in the matrix is 259 879, there were 39 355 block nonzeros required in BILU(0), and therefore almost a million entries that needed to be stored. BILU(0) required more time in the iterations because the preconditioner was denser, and needed to operate with much smaller blocks. The MR methods produced approximate inverses that were sparser than the original pivot blocks. The LS method produces approximate inverses with the same number of nonzeros as the pivot blocks, and thus required greater storage and computation time. The solution was poor, however, possibly because the second, third, and fourth pivot blocks were poorly approximated. In these cases, at least one local least squares problem had linearly independent columns. No pivot blocks were singular. 5 .2. Improving a preconditioner. In all of our previous algorithms, we sought a matrix M to make AM close to the identity matrix. To be more general, we can seek instead an approximation to some matrix B. Thus, we consider the objective function F(M) = kB ? AMk 2 F (5.3) in which B is some matrix to be de ned. Once we nd a matrix M whose objective function (5.3) is small enough, then the preconditioner for the matrix A is de ned by P = MB ?1 :
This implies that B is a matrix which is easy to invert, or rather, that solving systems with B should be inexpensive. At one extreme when B = A, the best M is the identity matrix, but solves with B are expensive. At the other extreme, we nd our standard situation which corresponds to B = I, and which is characterized by trivial B-solves but expensive to obtain M matrices. In between these two extremes there are a number of appealing compromises, perhaps the simplest being the block diagonal of A.
Another way of viewing the concept of approximately minimizing (5.3) is that of improving a preconditioner. Here B is an existing preconditioner, for example, an LU factorization. If the factorization gives an unsatisfactory convergence rate, it is di cult to improve it by attempting to modify the L and U factors. One solution would be to discard this factorization and attempt to recompute a fresh one, possibly with more ll-in. Clearly, this may be wasteful especially in the case when this process must be iterated a few times due to persistent failures. For a numerical example of improving a preconditioner, we use approximate inverses to improve the block-diagonal preconditioners for the ORSREG1, ORSIRR1 and ORSIRR2 matrices. The experiments used dropping on numerical values with l l = 10, and droptol = 0.001. In Table 5 .3, block size is the block size of the blockdiagonal preconditioner, and block precon is the number of GMRES iterations required for convergence when the block-diagonal preconditioner is used alone. The number of GMRES iterations is shown against the number of outer iterations used to improve the preconditioner. Besides these applications, we have used approximate inverse techniques for several other purposes. Like in (5.3), we can generalize our problem to minimize f(x) = kb ? Axk 2 F (5.4) where b is a right-hand side and x is an approximate sparse solution. The right-hand side b does not need to be sparse if dropping is used in the search direction. Sparse approximate solutions to linear systems may be used in forming preconditioners, for example, to form a sparse approximation to a Schur complement or its inverse. See 7] and 8] for more details. 6 . Conclusion. This paper has described an approach for constructing approximate inverses via sparse-sparse iterations. The sparse mode iterations are designed to be economical, however, their cost is still not competitive with ILU factorizations. Other approximate inverse techniques that use adaptive sparsity selection schemes also su er from the same drawback. However, several examples show that these preconditioners may be applied to cases where other existing options, such as perturbed ILU factorizations, fail.
More importantly, our conclusion is that the greatest value of sparse approximate inverses may be their use in conjunction with other preconditioners. We demonstrated this with incomplete block factorizations and improving block diagonal preconditioners. They have also been used successfully for computing sparse solutions when constructing preconditioners, and one variant has the promise of computing approximations to operators that may be e ectively dense.
Two limitations of approximate inverses in general are their local nature, and the question of whether or not an inverse can be approximated by a sparse matrix. Their local nature suggests that their use is more e ective on small problems, for example the pivot blocks in incomplete factorizations, or else large amounts of ll-in must be allowed. In current work, Tang 33] couples local inverses over a domain in a Schur complement approach. Preliminary results are consistently better than when the approximate inverse is applied directly to the matrix, and its e ect has similarities to 7] .
In trying to ensure that there is enough variation in the entries of the inverse for a sparse approximation to be e ective, we have tried reordering to reduce the pro le of a matrix. In a very di erent technique, Wan et. al. 34 ] compute the approximate inverse in a wavelet space, where there may be greater variations in the entries of the inverse, and thus permit a better sparse approximation.
