ABSTRACT In this paper, an Interactive Multiple Model filter design is proposed to improve signal shadowing detection performance on land-mobile channels during rain fading for a downlink operating at Ka-band through a geostationary satellite. A robust solution for on-line determination of the filter measurement error covariance is provided. Analyses are performed for a combination of channels under different atmospheric conditions, clear sky and rain, and different scenarios, suburban and rural. Using International telecommunications union-based synthesized attenuation time-series, the proposed filter achieved a reduction in the incorrect detection duration of 32% for the scenario with a mobile terminal experiencing rain, and by 60% for the scenario with a fixed terminal experiencing rain.
I. INTRODUCTION
High speed Internet access via satellite networks is increasingly attracting more attention, especially for communities that do not possess reliable access to terrestrial broadband communication options [1] . In order to keep up customer demand, a growing number of satellite Internet operators are planning to use or have already started using higher frequency bands, such as the Ka-band (26) (27) (28) (29) (30) (31) (32) (33) (34) (35) (36) (37) (38) (39) (40) [2] . These higher frequency satellite communication bands possess more spectrum availability, thus allowing for transmission links with wider bandwidths to be offered as well as accommodating more links at higher connection speeds [3] . Consequently, high-throughput satellite communication system designs are employing innovative solutions such as additional payload flexibility via software-defined radio (SDR) in order to enable dynamic resource allocation, i.e., flexible power and spectrum allocation [4] , and adaptive coding and modulation (ACM) [5] - [7] , also used for channel impairment mitigation. Impairments affecting the signal lineof-sight (LOS), e.g. fading and shadowing, are functions of the space and atmospheric weather, operational frequency band, terminal location and motion speed for the case of landmobile satellite (LMS) systems, and environment type, e.g., rural, urban, suburban, and hilly terrain. Correct detection of an impairment event in the presence of multiple impairment events might lead to a more effective response of mitigation techniques [8] and/or actions that minimizes its impact on the QoS [9] - [11] .
One component commonly used by schemes that attempt to minimize or mitigate these signal impairments is the knowledge of the communications channel state information (CSI). A common CSI element is signal-to-noise ratio (SNR) [12] , [13] measured at the receiver that can be used locally by open-loop implementations, or fed back to the transmitter when a closed-loop solution is implementation. Communication signals passing through geostationary satellites (GEO) experience large propagation delays due to the high orbits associated with GEO satellites, which are around 36, 000 km, resulting in round-trip times (RTT) of more than 0.5 second between two ground stations (GS). Compared to this RTT, different channel attenuation sources present different dynamics, e.g., atmospheric fading, mostly caused by rain, is a slow process with time correlation of more than 10 seconds [8] , [12] , thus, CSI prediction would not be useful for mitigation of slow events given the relatively long channel coherence time. On the other hand, multipath fading characteristic of LMS channels, such as those caused by signal reflections, and atmospheric scintillation, considered fast fading events, possess a time correlation on the order of milliseconds or less [12] . Given that this time correlation is shorter than the GEO RTT, the CSI cannot be estimated and fed back fast enough since it would be outdated at the moment of this usage. However, signal shadowing, another well studied event present on LMS channels [14] - [16] , is neither a very fast nor very slow process, and could be tracked for reconfiguration control purposes [17] . Its dynamics vary according to the terminal location, motion speed, as well as with the relative satellite location in the sky [15] . One unique characteristic of signal shadowing is that it is basically deep fading experienced by both transmitter and receiver, at the same time, causing communication outage for that specific link. Based on this fact, an open-loop detection scheme is expected to properly track the occurrence of signal shadowing. Additionally, [14] , reported that for LMS channels at Ka-band, shadowing is the most severe impairment due to its signal shorter wavelength causing it to be more scattered than reflected, resulting in LOS blockage.
Future cognitive satellite links through LMS channels may benefit from shadowing detectors to enable more power savings, spectrum sharing improvements, and better network relay selection mechanisms when mobile terminals experience clear sky or rainy conditions. These detectors should be robust enough to operate under different weather conditions. Since shadowing causes link outage, fading mitigation techniques are not effective. Thus, the nodes should refrain from transmitting during shadowing events, allowing power to be saved at all link nodes: mobile terminal(s), gateway, and satellite. As a consequence, transmissions between these nodes should stop at the same time. If collaborative nodes are located within the range of those primary nodes that shut down, spectrum sharing could potentially be exploited during that silence time duration. In addition to saving power and making spectrum available, network relay selection mechanisms [11] , [18] may achieve a better throughput and latency performance by rerouting packets at time instants that are more accurately determined. Also, for systems not capable of relaying packets, either by its network architecture or unavailability of relaying nodes, data could be buffered during shadowing events and transmitted later on, avoiding an increase in network load and latency caused by unnecessary retransmissions, representing another way of saving power and sharing spectrum.
In the literature, there are several shadowing detectors that have been proposed. In [19] a fish-eye camera was employed for good/bad channel state detection and compared it with an SNR threshold detector as in [20] - [22] . In [23] the mean SNR was used for shadowing detection to assist ACM in LMS channels at 2 GHz, while in [24] the same detection method was used but did not specify the carrier frequency band. In [11] and [25] the mean SNR was used to control relay selection mechanisms in terrestrial wireless networks. In [9] shadowing at the network layer was detected using the mean length of error bursts for ARQ control. In [26] shadowing was detected through ARQ timeouts. Notice that even techniques combining ACM and ARQ without relay selection assisted by shadowing detection, such as in [27] , could lead to network load increase by increasing the number of retransmissions.
Therefore, these detection methods based solely on SNR measurements failed in detecting shadowing events when it was raining due to two main reasons. First, these detectors used a fixed threshold that assumed a shadowing event every time a signal attenuated by rain fading reaches a level below the shadowing threshold. Second, because shadowing events are independent of the atmospheric conditions, it can happen anytime during rain, thus, even a shadowing detector with variable threshold is unable to operate properly. If shadowing could be detected during rain, mitigation techniques such as ACM could be used during a longer period of time, besides enabling other benefits regarding power and spectrum, as mentioned above. To the best of the authors knowledge, the problem of shadowing detection for LMS channels in the presence of rain at Ka-band has not been addressed and seems to be an open research question.
The shadowing detector proposed in this paper is based on Interactive Multiple Model (IMM) filter [28] , [29] . The IMM filter, a well-known target tracking technique based on signal estimation based on a set of system models running in parallel Kalman filters [30] , [31] , was initially employed in applications such as aircraft tracking [32] , GNSS navigation [33] , and communications systems [34] . One major requirement of using an IMM filter is to know the collection of models that the system can reside in, which in our case translates into knowing the communications channel model. Communications channel modeling often attempts to consider all fading and noise sources. However, it is almost impossible to precisely model all weather and environmental dynamics, due to the large amount of variables that are functions of several other global scale elements. If possible, knowing the exact models would allow us to predict the channel behavior with very low error margin. As mentioned before, for a satellite channel, a precise noise model would require knowledge of every single noise source affecting the channel as well as its behavior in time, which is almost impossible to determine at the present. Some recent research papers proposed techniques to estimate these values [35] - [40] . The primary issue with these techniques is that they are mostly constrained to work under certain conditions, are designed for a specific purpose or application, and the system model is assumed to be known. An alternative approach to unknown model parameters framework is to account for them in the process noise covariance matrices based on the assumption that these unknown parameters and the channel noise are Gaussian distributed, as shown by previous numerical experiments [29] , [33] , [34] , [41] .
Regarding measurement campaigns for the LMS channel at the K-band, only a few publications in the open literature are available. Previous work has been performed with respect to LMS channel modeling using both theoretical studies and measurement campaigns for L-and C-bands that date back to 1991 [42] . However, each study targets a very specific VOLUME 5, 2017 scenario in terms of location, building density, frequency band, and antenna elevation angle. Most of these previous works did not take into consideration the weather and its impact on the transmission performance, although several of these past works have contributed to a number of ITU recommendations, especially at L-and S-bands [15] , [43] - [45] . Other researchers have investigated Global Navigation Satellite System (GNSS) receivers when deployed in LMS channels [46] , [47] . Across the K-band frequency range, a general Ku-band channel model was provided in [48] , while in [49] a channel model that considers tropospheric scintillation effects at Ku-band was presented. In [16] a theoretical performance study that considers the effects of rain fading on the LMS channel at Ka-band frequencies was presented.
Other measurement campaigns focused on rain fading, such as NASA's ACTS and OLYMPUS programs [50] - [52] , and a consortium of five European countries that used the commercial satellite Alphasat to conduct propagation measurement campaigns across Europe [53] , all have measured rain attenuation at Ka-band as well as other atmospheric effects. Ka-band measurement campaigns using purely experimental satellites have also been reported, such as Fedsat [54] from Australia, WINDS from Japan [55] , and Hotbird 6 from France [56] . Data from these activities tend to be available only to the research group conducting the experiments. We recognize that simple statistical models (some of which were obtained using data from these aforementioned measurement campaigns), such as those described by several International Telecommunications Union (ITU) standards [57] , [58] have been used for years by satellite designers in order to perform transmission performance analysis, and attenuation time-series were never a requirement for the development of satellite link-budgets. However, to the best of the authors' knowledge, given that none of this data is publicly available, the only way to provide rain attenuation time series data to a Ka-band satellite channel simulator is to use synthesized time series based on the ITU recommendations.
The main objective of this paper is to propose a real-time shadowing detector algorithm for satellite receivers operating on LMS channels at Ka-band during rain, with a small false alarm detection rate when the terminal is fixed or not experiencing signal shadowing. Analyses are conducted considering a downlink between a mobile terminal and a GEO satellite, as illustrated in Fig. 1 , with the terminal experiencing five different channels: LOS during rain (fixed terminal), suburban LMS during clear sky and rain, and rural LMS during clear sky and rain. To achieve this objective, several challenges are considered, namely:
• Design of a shadowing detector for mobile terminals capable of detecting shadowing on LMS channels during clear sky and rain,
• Acquisition of satellite signal measurement time series for different channels while operating under different weather conditions, and
• Accurate channel modeling for each scenario. In order to address the issues mentioned above, the main contributions of this paper are the following:
• A novel IMM filter-based shadowing detector algorithm for operation through GEO satellite link at Ka-band for fixed and mobile terminals during rain,
• An automatic search algorithm for a system's process noise covariance matrix for IMM filters, and
• A detailed algorithm implementation of the time series generators of rain attenuation and LMS channel with variable sample rate, based on updated ITU recommendations from 2013 and 2015. 1 In addition to these contributions, the performance of the proposed shadowing detector algorithm is compared against some current state-of-the-art detector schemes.
The rest of this paper is organized as follows: Section II gives an overview of satellite communication time series generation for Ka-band when operating in clear sky and rain fading conditions. Section III presents the proposed IMM filter design. Section IV presents the simulation results of the time series synthesizers, as well as the IMM filter together with the events detection. Section V concludes the paper and provides insights about future work.
II. Ka-BAND SATELLITE COMMUNICATIONS CHANNEL EXPERIENCING RAIN FADING
There is increasing demand for satellite communication systems operating over the Ka-band due to its spectral availability. However, this frequency band is susceptible to several atmospheric impairments that play a key role in determining the performance of the satellite communication link. The main source of attenuation in this band is rain, which is responsible for the effects of slow fading caused by the energy absorption of electric fields traveling across water molecules at certain frequencies. Signal attenuation is also caused by other atmospheric effects such as wind speed, cloud density, and gases such as oxygen and water vapor [57] , [60] , [61] .
Each of these attenuation sources is a function of not only the frequency band but also the elevation angle, geographical location, and the time of day and year. These conditions result in design challenges that vary spatially and over time. Consequently, SDR can help resolve these issues and provide flexible and adaptive solutions due to its reconfigurable attributes in real-time. Thus, devising algorithms capable of tracking the current channel condition and informing the radio platforms about the appropriate transmission/reception configuration that yields the overall optimum performance in terms of bit error rate (BER), will help robust satellite communication systems operating in the Ka-band to be achieved.
In addition to atmospheric impairments, the total attenuation is also a function of the satellite orbit, as well as the ground station mode. A GEO orbit is considered in this paper, where the satellite possesses a fixed location in the sky with respect to a user on Earth at a distance of 36, 000 km from the Equator. The ground station can possess both a fixed or mobile location; we consider both scenarios in this paper. Satellite communication links operating across the Ka-band and experiencing rain attenuation are considered in this work.
A. RAIN ATTENUATION TIME SERIES SYNTHESIZER AT Ka-BAND
Due to the lack of available measurement data, especially of rain fading impairments at Ka-band, attenuation time series had to be synthesized based on the recently updated ITU recommendations. In order to generate the synthetic rain attenuation levels, a method proposed by ITU-R P.1853-1 [62] was employed, where three inputs were required: (i) Complementary Cumulative Distributive Function (CCDF) of rainfall rate for the desired location; (ii) the percentage probability of rain in an average year, P0, for the desired location; (iii) the attenuation levels exceeded in decibels for the percentages of time used to compute the CCDF. Although it is known that cumulative statistics as well as rain attenuation dynamics depend on the relative motion speed between the mobile user and the advection of rain cells due to wind, the analysis and results provided by this work assume wind speed equal to zero, and future work is expected to consider the other atmospheric effects mentioned above, including rain cell advection due to wind speed. In this work, the following time percentages were used: (1) P0 represents the probability of rain at the GS in an average year and can be estimated based on information derived from 40 years of data from the European Centre of Mediumrange Weather Forecast (ECMWF) [60] or from local measured rainfall rate data. This probability value P0 is required to compute the probability of rain attenuation on the slant path. Using the ITU-R P.837-6 [60] and focusing on 2 W ), a CCDF for rain rate and P0 were computed. Then, the rain rate values from the CCDF were converted into attenuation levels (dB) using the specific attenuation equations from ITU P.618-12 [57] specifications using parameters given by ITU P.839-4 [63] , such as the rain height, as well as parameters given by ITU-R P.838-3 [61] , such as the circular polarization for a carrier frequency f c at 26 GHz. Finally, using the method proposed by ITU-R P.1853 [62] , a rain attenuation time series was generated, which assumed an elevation angle of 34 • , at a sampling rate of 1 Hz across a time period of 84, 600 seconds. A snapshot of 512 seconds of a generated times series is shown in Fig. 2 , which is the same time series used in other scenarios, further described in later sections.
1) LMSS CHANNEL SIMULATION AT Ka-BAND
Given the ground station mobility, the Earth-space land-mobile satellite service (LMSS) channel time series was generated based on ITU-R P.681-8 [58] communicating across the Ka-band with a GEO satellite. For a more realistic propagation simulation, both statistical and stochastic models for mixed propagation conditions, such as rural, wooded, urban, and suburban areas, were also employed. This model computes the cumulative distribution function (CDF) using a semi-Markov 2-state model represented by a non-shadowed (good) state and a shadowed (bad) state, where the state duration follows a log-normal distribution and the signal within each state follows a Loo distribution. The lognormal shadowing affects only the direct component, while the diffuse multipath components have a constant average power [64] .
It is worth noting that the ITU-R P.681-8 version used in this paper recommends the usage of parameters measured specifically for a suburban area at 11.7 GHz rated to be used by any frequency between 10 GHz and 30 GHz, thus covering the lower portion of the Ka-band. The ground vehicle speed v m was set to 33 km/h, while the elevation angle was set to 34 • . Furthermore, the angle between the vehicle heading vector projected on the ground and the satellite azimuth vector projected on the ground was specified to be equal to 0 • . The sampling frequency f s was assumed to be equal to 10, 000 samples per second, which is a function of the carrier frequency f c , as well as of the maximum speed of the vehicle v max , given by [65] :
where c 0 is the speed of light. The synthesizer diagram block, shown in Fig. 3 , was implemented in MATLAB (source code available in [59] ). Instead of the recommended Jakes model, a 10 th -order low-pass Butterworth filter with normalized 3 dB cutoff frequency equal to:
was used to reproduce the fast variations due to multipath since it is more realistic for an LMS channel than the Jakes model [15] . Note that
is the maximum Doppler frequency. The time series was generated as follows: Using the input parameters provided by the ITU-R P.681-8, parameters are generated for the two states as well as for the transitions between them (for implementation purposes, transitions are considered states too). Then, a complex time series for both direct and multipath components were generated. Since the direct signal suffers from slow fading, it is filtered by a low-pass filter with transfer function: where:
and L corr is the correlation distance given by [58] . The phase of direct signal is defined by the maximum Doppler frequency, while the multipath series is filtered using the Butterworth filter. Note that the synthesizer implementation employed in this paper differs from that found in [15] since the latter uses a maximum transition rate (shadowing slope) of 5 dB/m while the former uses the recommended linear interpolation of the parameters during all transitions between good (bad) and bad (good) states. This leads to a more natural transition of the mean and standard deviations of the Gaussian random variables used to generate the raw series for both direct and multipath signals.
The implementation employed in this paper generates data at a sampling rate of f s , resulting in a total of 5.12 million samples. However, to comply with the rain attenuation time series, the LMS synthesizer output is down-sampled to 512 samples, as shown in Fig. 4 .
For the scenario where we have a mobile LMS channel during a rain fading event, we add together the previous two time series. A step-by-step block diagram for the algorithm of the complete fading time series generator is provided in Fig. 5 . The resultant attenuation time series is shown in Fig. 6 . Several aspects that differ between the analysis proposed in this paper and those found in [16] included the following: (i) in this paper we consider the power attenuation over both direct and multipath signals for both shadowed and nonshadowed scenarios; and (ii) this paper uses synthesized time series based on the updated ITU recommendations, with the goal of analyzing the attenuation values on a per second basis rather than an annual shortage percentage. However, both studies assume that the rain possesses minimal influence on the probability density function (PDF) with respect to shadowing events in clear sky scenarios. Consequently, the shadowing resulting from both direct and multipath rays, as well as the rain attenuation from these same direct and multipath rays, can be considered to be two independent stochastic processes. When comparing the cumulative distribution function (CDF) of the LMS channel time series (shown in Fig. 4 ) with the CDF of the same LMS time series but with the effects of rain attenuation at Ka-band included (shown in Fig. 2) , we observe that the resultant channel possesses a log-normal PDF since only the mean of the LMS PDF changes, which is observed in Fig. 7 . Thus, it can be deduced that an LMS channel experiencing from rain fading possesses a smaller mean.
III. PROPOSED INTERACTIVE MULTIPLE MODEL (IMM) USING KALMAN FILTERS
In order to perform shadowing detection in the presence of rain, a signal state classification is proposed to be done by a filter that is capable of state estimation in the presence of noisy measurements such as the Kalman filter. The Kalman filter, fully explained in [66] , estimates a signal contaminated by two noise sources, process noise w(k) and measurement noise v(k), respectively, using the state space equations without control, namely:
which is responsible for modeling the state evolution, while
describes the noisy outputs of the measurement sensor. In our case, the transition matrix F in Eq. (6) is expressed as:
which is a time-invariant constant velocity model that allows for the projection of the current estimated state, in our case the measured power k-steps ahead, controlled by dt assumed to be equal to 1. Note that, the rest of this paper refers to the synthetic time series that is output from the simulator as the 'original' time series, and to the time series affected by sensor noise as the 'measured' time series. The observable state z(k) is the measured received power amplitude, thus, H = 1. The process noise w(k) and the measurement noise v(k) are both zero-mean Gaussian distributed with covariance matrices Q and R, respectively. The first step in setting up a Kalman filter is to have an accurate system model that describes the majority of different system behaviors. For instance, several specific behaviors can be modeled when tracking a target position for navigation purposes, such as the speed and acceleration of an aircraft [32] , [40] , [41] , [67] . In these cases, the model fully describes the system dynamics, with few uncertainties left to the noise functions w(k) and v(k).
For the model being addressed by this paper, namely, the atmospheric environment, we would like to include as many local weather variables in the model as possible, such as the influence of the current tropospheric temperature, wind speed, amount of clouds in the area, and all the time evolutionary behavior of each of these variables. However, such modeling is known to be very complex, thus developing both a state space model and a transition matrix that accounts for the effects of all these variables and their evolution over time is considered to be outside the scope of this work. Nevertheless, based on the assumption that these unknowns have the same Gaussian distribution as the noise [29] , [33] , [34] , [41] , our proposed approach uses a very simple state space model which accounts for the uncertainties in the process noise w(k), which ends up into estimating parameters such as covariance matrices, described in the following subsection.
The Kalman filter approach used in this work can be summarized by the following equations, which can be further divided into two sets of equations. The first set is responsible for predictions ofX j , given by:
with the covariance P j given by:
The second set performs updates of the Kalman gain K j :
where the residual covariance matrix S is computed by:
X j and P j are updated using the expressions:
where the residual e is computed using the expression:
Since in our case the conditions for an optimal Kalman filter are not satisfied (if known, a realistic model of atmospheric impairments affecting the communications channel would be non-linear), an extended version known as IMM filter has been proposed in order to perform recursive estimation when continuous uncertainties Gaussian distributed, such as additive white Gaussian noise (AWGN), and discrete uncertainties such as finite system states, are assumed [29] , [33] , [34] , [41] . The IMM filter is composed of a finite number of Kalman filters, and each filter is designed to represent a different system behavior, or state.
Each Kalman filter inputX j0 is computed by [29] :
for i, j = 1, 2, · · · , N used to identify the Kalman filters within the IMM filter ( j0 refers to IMM mixed values only). The mixing probabilities µ i,j at instant k are computed by:
and mixes the original Kalman filter inputsX i with each other. The predicted model probabilityμ j from instant k to k + 1 is computed by:μ
where π (i, j) is the Markovian state transition probability matrix [34] .
The next step is to use the standard Kalman filter equations in each parallel filter, with its respective mixed inputs computed by Eqs. (16) and (19) . Each Kalman filter in parallel has the same update and prediction equations presented in Eqs. (9)- (15), with the only difference being their respective Q matrices, which in our case are computed automatically, and the covariance matrices P j0 computed by:
Finally, the individual Kalman filter estimates are combined into one IMM filter estimate using the expression: (20) where the model probabilities µ j are updated by using the expression:
The likelihood function L j is given by:
for j = 1, · · · , N . The process repeats itself for the next iteration, when a new set of measurements is acquired from the sensors. In order to initiate the proposed algorithm the following assumptions are made: X (0) is equal to the received power level under clear sky conditions; P = [10000] since the covariances are expected to converge to a constant value; initial state probabilities µ = [0.5; 0.5]; and the Markovian state transition probabilities are assumed to be:
In this case, π was chosen to represent the behavior of the system staying at a certain state with a higher probability than the probability of transitioning to another state. This behavior was considered based on the slow fading characteristic of the rain attenuation effect and on the deep fading characteristic of shadowing in LMS channels. In the following subsection, a more detailed explanation regarding the choice of the filter number present on the IMM filter is provided in the following subsection.
During online operations, after choosing the Q matrices, at each iteration one SNR measurement is input and two output probability values, computed by Eq. (21), from each Kalman filter inside the IMM filter, are compared against a threshold. Fig. 10 presents the state decision output for a threshold value equal to 0:5. 
A. DEFINING NUMBER OF FILTERS IN IMM
When designing an IMM filter, one of the key requirements is to define how many Kalman filters should be used. Each Kalman filter in an IMM filter is often used to model one system state [29] , [41] , [67] , and the IMM filter computes probabilities to most accurately identify which model reflects the system current behavior. Thus, one must know beforehand which system behaviors will be tracked by the IMM filter, such that a Kalman filter can be designed for each of them. In this paper, we used two filters that model the detection of shadowing in LMS channels, being able to distinguish deep fading from slow fading, such as due to rain attenuation. The primary idea here is to have one filter that quickly follows the noisy SNR measurements steep transitions caused by shadowing, and the other filter to follow the slower transitions caused by rain fading.
B. AUTOMATIC SEARCH FOR Q
In the previous section, the problem of modeling the system was left to defining values for the R and Q matrices, which represent the measurement and noise process noise variances based on the assumption that these noise sources are Gaussian. Since R is an independently generated value of the system relative to our measurements, we can assume R to account for only the noise resulting from the sensor. Thus, R is assumed to be known, and can be measured offline using a known input.
Considering the primary goal of allowing the system to estimate measurements from noisy inputs, the cost function to be minimized is the mean-squared error (MSE). In order to achieve this goal, an approach that tests and builds the different Q matrices for each parallel Kalman filter is proposed as shown in Fig. 8 , which illustrates their diagram blocks, and by Algorithm 1, which describes the step-by-step usage of the proposed model for shadowing detection.
The algorithm is initiated with different sets of possible variance values for each parallel Kalman filter. In order to tailor each parallel filter to a different behavior, or mode, one needs to provide different ranges of values for each set, through which the search algorithm will look for and build the Q matrices. One of the goals of this paper is to demonstrate and analyze the IMM performance using a simple model that distinguishes between attenuation slopes, with slower changes being a characteristic of clear sky or rain conditions, and very steep slopes being a signature of shadowing events. Thus, only two different modes, i.e., two different Q matrices, are necessary: (i) a mode with small values indicating slower attenuation slopes, and (ii) a mode with large values indicating steeper attenuation slopes. This idea is standard for IMM filter designers, in which there is one model and two filters representing the system state being or not in that model. In the literature [29] , [31] , [67] , values used to distinguish states in various model approximations, such as aircraft tracking, are two to three orders of magnitude apart. Further details are described in Section IV of this paper.
Given that both filter models run in parallel within the IMM, the output of each iteration is a combination of both operations depending on their respective probabilities to distinguish between no fading and/or slow fading, and deep fading modes. As a result, the technical challenge associated with this operation is identifying the correct mode, or at least the most probable one at each instant.
While designing these filters, it was noted that large values in a Q matrix make the IMM filter rely more on its noisy inputs, thus its output follows the noisy inputs more closely. Furthermore, this choice of Q causes the output to quickly change its values in an attempt to follow the rapidly changing input, such as when noise or deep fading is present. On the other hand, for small values of Q the output of the IMM slowly follows the changes in the inputs. Thus, the result is an smoothed output with respect to its input. Each Kalman filter attempts to track the signal within the noise, thus when the IMM mixes their output probabilities, it makes easier to distinguish deep fading from noise and slow fading, allowing for the detection of shadowing events even in the presence of rain.
It is worth noting that when building Q matrices by combining the values available in a set, for the Kalman filtering equations to be computed properly one needs to make sure that Q must be symmetric and all of its eigenvalues must be positive, i.e., Q must be positive definite since it needs to be invertible. In the following section, we discuss the performance of the proposed IMM approach for each of the scenarios mentioned in the previous section.
For each set of values, Q matrices are constructed by evaluating all possible combinations of these values within the Q matrix. The process occurs in parallel and iteratively for all Kalman filters until all the possible Q matrices are evaluated. In Fig. 8 , this parallel process is depicted by the 'Combiner 1' and 'Combiner 2' blocks.
The outputs of each 'Combiner' are used by the individual Kalman filters using only Eqs. (9)- (15) . The filters are operated using a training dataset and the MSE of the outputs from each individual filter is recorded. Then, each individual 'Learner' independently decides which Q matrix met a certain requirement, in this case, the minimum MSE. The result of each 'Learner' is then fed into the main IMM, for validation and online estimations. Comments about its performance evaluation are given in Section IV.
This proposed methodology allows the system to update its Q matrices in order to operate under changing environments for achieving a better performance. The determination of how frequently Q should be re-evaluated is currently under investigation by the authors, and is outside the scope of this work. Select number of states to be detected s 3: Choose s sets of Q-values of any size within different ranges each 4: Define s − 1 thresholds values for state detection 5: Build all possible c s combinations of matrices for each of the s sets 6: Choose optimization metric 7: for t = 1:end of operation do 8: if t > n then 9: Receive new measurement z 10: for k = 1 : 1 : s do 11: for j = 1 : 1 : c s do 12: Train individual Kalman filters 13: Learn Q-matrices for optimized chosen metric 14: Run IMM filter 15: Get detected state value 16: end for 17: end for 18: else 19: Update training window 20: end if 21 : end for
IV. SIMULATION RESULTS
In this section, the proposed IMM filter performance is analyzed for five different channel conditions: (i) fixed receiver under rain, (ii) LMS rural under clear sky, (iii) LMS rural under rain, (iv) LMS suburban under clear sky, and (v) LMS suburban under rain. The input to the IMM filter is the time series of synthesized noisy SNR measurements at the receiver. For simulation purposes, the noise measurement process is assumed to be Gaussian with zero mean and standard deviation R with values equal to 0.1, 0.5 and 1. The search for the Q matrices Q1 and Q2 was performed building matrices using all combinations of values from two independent sets. The set for Filter 1 is: [0, 10 −10 , 10 −3 ], and for Filter 2 is: [10 −10 , 10 −1 , 1, 10]. The careful reader might note that included in the ranges are 0 and 10 −10 , which are very close to each other, indeed our results show that there is a difference in performance when choosing one over the other. Notice that the sets used contain different amount of values, since there is no requirement regarding the maximum number of elements of each set. However, an increase in the number of elements increases the total number of combinations that must be tested during training of the Kalman filter. The IMM proposed approach was tested using the MSE of the SNR estimations, the same metric used for the automatic search of Q matrices during training.
Considering the time series length, the IMM filter performance was evaluated using three different training dataset sizes, with the largest one being half of the time series duration. After the Q1 and Q2 matrices were chosen, the testing dataset was used to validate the performance of the IMM filter. Table 1 shows the validation MSE statistics for 100 simulation runs for three different R values for a scenario with a fixed terminal experiencing rain fading only, and for the three different training dataset sizes. Despite the smallest mean error values for the measurement standard deviation R = 1, the mean error for R = 0.1 and R = 0.5 can be considered similar, with R = 0.1 presenting the smallest standard deviation error values, as expected. Also, for all different values of R, the mean error linearly decreased with the increase of the training dataset size, as expected. Since R is a parameter directly related to the hardware being used, it is out of the scope of this paper to discuss better approaches to improve the IMM performance function of R values. Thus, the rest of this paper assumes R = 0.1, and as shown by Fig. 9 , the normalized CDF of both original attenuation time-series and measured time-series considering the noisy sensor with R = 0.1 are very similar. For the five scenarios mentioned above, the Q values for the IMM inner filters 1 and 2, were computed, respectively, as:
Q2 = 10 10 −10 10 −10 10 −10 .
For Q1, the algorithm preferred the value of 10 −10 over 0 for the variance value of the rate. This shows that a very small change of values had an impact on the decision of the final Q matrix, indicating the level of sensibility that the automatic Q search method provides. Tracking the inner filter probabilities values µ indicates which filter has a higher probability of having a model that best describes the current environment behavior, defined in this paper as the channel states. Using a threshold of 0.5 the IMM inner filters 1 and 2 represent the states 0 and 1, no shadowing and shadowing states, respectively. For instance, during the deep fading events, IMM filter outputs higher than the threshold probability values for Filter 2, leads to the detection of State 1 indicating shadowing is being experienced by the signal. Fig. 10 illustrates a snippet of the state decision time series output together with the measured SNR at the receiver. Several shadowing events were detected at different attenuation levels, in this case solely due to rain fading.
FIGURE 12.
Shadowing detection performance on suburban (a) and rural (b) LMS channels during clear sky and rain conditions. Lower time duration means better performance. Shadowing detection on LMS channels by IMM filter is invariant to atmospheric conditions when sampled at 10 Hz, and better performance was achieved during rain by spending less time in erroneous shadowing detection condition when compared to current state-of-the-art detectors.
Notice that the detection is not ideal and a few samples caused false alarm detection. These errors are believed to be related to IMM filter prediction errors for only a few samples, and further investigation is required to fully understand the reason of this error. Since signal shadowing occurs in a sequence of samples, single detections can be ignored by the algorithm making use of this detector. Furthermore, it is worth noting that the dominance of one of the filters occurs based upon the current channel shadowing conditions and how each filter was designed, independently of the fading. This is implied within the order of magnitude difference among the values available for the initial set that each Q matrix is constructed from.
In order to assess the performance of the proposed shadowing detector through different scenarios and to compare our proposed approach with some common state-of-the-art detection methods, simulations were conducted for five different scenarios, described above. Each scenario was sampled at two different rates, 1 Hz and 10 Hz, 100 times with 512 seconds duration each, resulting in more than 14 hours of synthesized attenuation time series, containing only rain, shadowing, or a combination of these two impairment sources. Note that the 100 different time series for a certain scenario was simulated to get the statistical performance of the randomness of the communication channel, using the same original attenuation time series. For each scenario, 5 detection methods were compared: SNR threshold, mean SNR, and the proposed IMM with three different training dataset sizes (30, 150 , and 250 samples).
Since the shadowing events were simulated, the ideal detection time series are known beforehand and were used as a baseline for comparison against the detector outputs.
Statistical shadowing detection performance was assessed on three major categories, over the time slices: mean time duration of wrong detection, standard deviation of wrong detection, and percentage of total time of wrong detection. Fig. 11 shows the detection performance in a scenario with a fixed terminal experiencing only rain fading, without shadowing, allowing evaluation of false detection performance. Both threshold SNR and mean SNR detection methods showed poor performance with more than 60% of the time making false detection at a sample rate of 10 Hz. However, the IMM filter showed a very good performance with close to zero false detection. These results motivated the majority of the research present on this paper to be extended to several different LMS channels, under different atmospheric conditions.
Regarding the sample rate, we present a comparison between 1 Hz and 10 Hz results in order to show to the reader the impact of choosing a different sample rate value to track a certain channel phenomena, as well as to illustrate its potential to be used within similar scenarios but with different purposes of state tracking. The remaining performance evaluation discussion considers only the 10 Hz sample rate, since it is the most appropriate to capture the shadowing effects based on the minimum time-series sample rate for a mobile terminal, as mentioned in [65] .
On suburban scenarios, shadowing detection was evaluated under clear sky and rain conditions. The results, illustrated in Fig. 12 , show that the IMM filter behavior in terms of mean time duration of detection error and total percentage of time doing wrong detection is similar and immune to the presence of rain. However, the performance of the other methods, SNR threshold and mean SNR, will vary substantially depending on the channel atmospheric conditions. These possess a relative good performance during clear sky conditions, even somewhat better than the proposed IMM filter, but an extremely poor performance during rain with a difference of more than 32% in this case for the percentage of total time duration doing wrong decisions.
Simulations were performed for rural scenarios as well, for both clear sky and rain conditions. The results shown in Fig. 12 also confirm that the proposed IMM filter method has a better performance for shadowing detection during rain on LMS channels in rural scenarios, where a minimum of 8.5% improvement on percentage of time duration of wrong detection was achieved by the IMM filter over the SNR threshold method. As in the suburban scenario, the IMM filter performance during clear sky and rain conditions was similar. The SNR threshold and mean SNR showed a better performance during clear sky conditions with very low mean time duration of detection error and percentage of time duration.
V. CONCLUSIONS
Using synthesized attenuation time series for five different GEO satellite channels experiencing clear sky and rain conditions, this paper presented simulation results on the advantages of using the IMM filter for shadowing detection for fixed and mobile terminals during rain conditions. Preliminary results exposed a major flaw of current state-ofthe-art shadowing detection methods while operating during rain, presenting very poor performance in terms of false alarm for shadowing detection when no shadowing event was actually present. However, these methods still have better detection performance than the proposed IMM filter when there is no slow attenuation caused by rain.
Considerable detection performance improvements could be achieved by the proposed IMM filter approach when comparing it against current state-of-the-art methods. This is the case for a mobile terminal using an LMS channel experiencing rain fading in a GEO satellite link operating at Ka-band.
Future high throughput mobile satellite communication systems using GEO satellites at Ka-band will be able to rely on better adaptive designs based on detailed and more accurate channel state information, as those provided by filter-based detectors such as the IMM method provided in this paper. These systems will be aware of the current communication channel conditions while dealing with channel uncertainties, such as precise space and atmospheric weather models. In addition to that multiple states can be configured in order to represent specific channel conditions, with the potential to improve the performance of adaptive radios and increase the overall network cooperative aspect.
Also, some insights and details on the ITU implementations for the time series generators used in this paper were discussed, which resulted in the code made publicly available through the reference mentioned above. Future analysis will consist of taking real-world signal measurements from a Ka-band GEO satellite under the mentioned scenarios and performing the experiments described in this paper so that the results presented by this paper can be confirmed. Next, the proposed filter design must be deployed in a real-world prototype and tested on similar channel conditions asas those analyzed in this paper.
