In this paper we want to propose practical numerical methods to solve a class of initial-boundary problem of time-space fractional convection-diffusion equations (TSFCDEs). To start with, an implicit difference method based on two-sided weighted shifted Grünwald formulae is proposed with a discussion of the stability and convergence. We construct an implicit difference scheme (IDS) and show that it converges with second order accuracy in both time and space. Then, we develop fast solution methods for handling the resulting system of linear equation with the Toeplitz matrix. The fast Krylov subspace solvers with suitable circulant preconditioners are designed to deal with the resulting Toeplitz linear systems. * E-mail: guxianming@live.cn, x.m.gu@rug.nl. † Corresponding author. E-mail: tingzhuhuang@126.com. Tel.: +86 28 61831608. ‡ E-mail: cuicuiahuan@163.com. § E-mail: bcarpentieri@gmail.com. ¶ E-mail: aaalikhanov@gmail.com.
Introduction
In recent years there has been a growing interest in the field of fractional calculus. Podlubny [1] , Samko et al. [2] and Kilbas et al. [3] provide the history and a comprehensive treatment of this subject. Many phenomena in engineering, physics, chemistry and other sciences can be described very successfully by using fractional differential equations (FDEs). Diffusion with an additional velocity field and diffusion under the influence of a constant external force field are, in the Brownian case, both modelled by the convectiondispersion equation. In the case of anomalous diffusion this is no longer true, i.e., the fractional generalisation may be different for the advection case and the transport an external force field in [4] . In the study, we are very interested in the fast solver for solving the initial-boundary value problem of the time-space fractional convection-diffusion equation (TSFCDE) [5, 6] :
∂u(x,t) ∂x
a ≤ x ≤ b, u(a, t) = u(b, t) = 0, 0 < t ≤ T,
where α ∈ (0, 1], β ∈ (1, 2], a < x < b, and 0 < t ≤ T . Here, the parameters α and β are the order of the TSFCDE, f (x, t) is the source term, and diffusion coefficient functions d ± (t) are non-negative under the assumption that the flow is from left to right. Moreover, the variable coefficients γ(t) are real. The TSFCDE (1.1) can be regarded as generalizations of classical convection-diffusion equations with the first-order time derivative replaced by the Caputo fractional derivative of order α ∈ (0, 1], and the second-order space derivatives replaced by the two-sided Riemman-Liouville fractional derivative of order β ∈ (1, 2] . Namely, the time fractional derivative in (1.1) is the Caputo fractional derivative of order α where Γ(·) denotes the Gamma function. Truly, when α = 1 and β = 2, the above equation reduces to the classical convection-diffusion equation (CDE). The fractional CDE has been recently treated by a number of authors. It is presented as a useful approach for the description of transport dynamics in complex systems which are governed by anomalous diffusion and non-exponential relaxation patterns [4, 5] . The fractional CDE is also used in groundwater hydrology research to model the transport of passive tracers carried by fluid flow in a porous medium [7] . Though analytic approaches, such as the Fourier transform method, the Laplace transform methods, and the Mellin transform method, have been proposed to seek closed-form solutions [1, 6, 8] , there are very few FDEs whose analytical closed-form solutions are available. Therefore, the research on numerical approximation and techniques for the solution of FDEs has attracted intensive interest. Most early established numerical methods are developed for handling the space factional CDE or the time fractional CDE. For space fractional CDE, many researchers exploited the conventional shifted Grünwald discretization [9] and the implicit Euler (or Crank-Nicolson) time-step discretization for two-sided RiemmanLiouville fractional derivatives and the first order time derivative, respectively. Then they constructed many numerical treatments for space fractional CDE, refer to [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] and references therein for details. Later, Chen and Deng combined the second-order discretization with the Crank-Nicolson temporal discretization for producing the novel numerical methods, which archive the second order accuracy in both time and space for space fractional CDE [19, 20] . Even Chen & Deng and Qu et al. separately designed the fast computational techniques, which can also reduce the required algorithmic storage, for implementing the above mentioned second order numerical method; see [20, 21] for details. Additionally, there are also some other interesting numerical methods for space fractional CDE, refer, e.g., to [22] [23] [24] [25] [26] for a discussion of these issues.
On the other hand, for time fractional CDE, many early implicit numerical methods are derived by the combination of the L1 approximate formula [27] for Caputo fractional derivative and the first/second order spatial discretization. These numerical methods are unconditionally convergent with the O(τ 2−α + h) or O(τ 2−α + h 2 ) accuracy, where τ and h are time-step size and spatial grid size, respectively. In order to improve the spatial accuracy, Cui [28, 29] and Mohebbi & Abbaszadeh [30] proposed, respectively, two compact exponential methods and a compact finite difference method for a time fractional convection-subdiffusion equation so that the spatial accuracy is improved to the fourthorder. However, the methods and analyses in [28, 30] are only for the equations with constant coefficients. In particular, the discussions in [30] are limited to a special time fractional convection-subdiffusion equation where the diffusion and convection coefficients are assumed to be one. In addition, some other related numerical methods have already been proposed for handling the time fractional CDE, see e.g. [31] [32] [33] [34] [35] [36] for details.
On contrast, although the numerical methods for space (or time) fractional CDE are extensively investigated in the past research, the work about numerically handling the TSFCDE is not too much. Firstly, Zhang [37, 38] , Shao & Ma [39] , Qin & Zhang [40] , and Liu et al. [17] have worked out a series of studies about constructing the implicit difference scheme (IDS) for TSFCDE, however all these numerical scheme can archive the convergence with first order accuracy in both space and time from the both theoretical and numerical perspectives. Moreover, Liu et al. [17, 41] , Zhao et al. [42] , and Shen [43] had considered to solve the more general form of TSFCDE, in which the first-order space derivative is replaced by the two-sided Riemman-Liouville fractional derivative of order ν ∈ (0, 1). Again, their numerical methods cannot enjoy the convergence with second order accuracy in both space and time. In addition, some other efficient approaches are also developed for dealing with TSFCDE numerically. Moreover, most of these numerical methods have no complete theoretical analysis for both convergence and stability; e.g., refer to [24, [44] [45] [46] [47] [48] [49] [50] for details.
Traditional methods for solving FDEs tend to generate full coefficient matrices, which incur computational cost of O(N 3 ) and storage of O(N 2 ) with N being the number of grid points [14, 21] . To optimize the computational complexity, a shifted Grünwald discretization scheme with the property of unconditional stability was proposed by Meerschaet and Tadjeran [9] to approximate the space fractional CDE. Later, Wang and Wang [14] discovered that the linear system generated by this discretization has a special Toeplitzlike coefficient matrix, or, more precisely, this coefficient matrix can be expressed as a sum of diagonal-multiply-Toeplitz matrices. This implies that the storage requirement is O(N) instead of O(N 2 ), and the complexity of the matrix-vector multiplication only requires O(N log N) operations by the fast Fourier transform (FFT) [51] . Upon using this advantage, Wang and Wang proposed the CGNR method having computational cost of O(N log 2 N) to solve the linear system and numerical experiments show that the CGNR method is fast when the diffusion coefficients are very small, i.e., the discretized systems are well-conditioned [14] . However, the discretized systems become ill-conditioned when the diffusion coefficients are not small. In this case, the CGNR method converges slowly. To remedy this shortcoming, Zhao et al. have extended the preconditioned technique, which is introduced by Lin et al. in the context of space fractional diffusion equation [52] , for handling the Toeplitz-like linear systems coming from numerical discretization of TS-FCDE [42] . Their results related to the promising acceleration of the convergence of the iterative methods, while solving (1.1).
In this paper, we firstly derive an implicit difference scheme for solving (1.1) and then verify that the proposed scheme can archive the stability and convergence with second order accuracy in both space and time (i.e. O(τ 2 + h 2 )) from the both theoretical and numerical perspectives. As far as we know, the scheme is the first one (without extrapolation techniques) who can have the convergence with O(τ 2 + h 2 ). For the time marching of the scheme, plenty of linear systems, which possess different Toeplitz coefficient matrices, are required to be solved. Those linear systems can be solved efficiently one after one by using Krylov subspace method with suitable circulant preconditioners [51, 53] , then it can reduce the computational cost and memory deeply. Especially for TSFCDE with constant coefficients, we turn to represent the inverse of the Toeplitz coefficient matrix as a sum of products of Toeplitz triangular matrices [51, 54] , so that the solution of each linear system for time marching can be obtained directly via several fast Fourier transforms (FFTs). To obtain the explicit representation of Toeplitz matrix inversion, only two specific linear systems with the same Toeplitz coefficient matrix are needed to be solved, which can be done by using the preconditioned Krylov subspace methods [55] with complexity O (N log N) .
An outline of this paper is as follows. In Section 2, we establish an implicit difference scheme for (1.1) and prove that this scheme is unconditionally stable and convergent with O(τ 2 + h 2 ) order accuracy. In Section 3, we investigate that the resulting linear systems have the nonsymmetric Toeplitz matrices, then we design the fast solution techniques based on preconditioned Krylov subspace methods to solve (1.1) by exploiting the Toeplitz matrix property of the implicit difference scheme. Finally, we present numerical experiments to illustrate the effectiveness of our numerical approaches in Section 4 and provide concluding remarks in Section 5.
Implicit difference scheme
In this section, we present an implicit difference method for discretizing the TSFCDE defined by (1.1). Unlike former numerical approaches with the first order accuracy in both time and space [37-39, 41, 42] , we exploit henceforth two-sided fractional derivatives to approximate the Riemann-Liouville derivatives in (1.3) and (1.4). We can show that, by two-sided fractional derivatives, this proposed method is also unconditionally stable and convergent under second order accuracy in time and space.
Numerical discretization of the TSFCDE
In order to derive the proposed scheme, we first introduce some notations. In the
. . , N; hN = b − a}, and ̟ τ = {t j = jτ, j = 0, 1, . . . , M; τ = T /M}. Besides, v = {v i | 0 ≤ i ≤ N} be any grid function. Then, the following lemma introduced in [56] gives a description on the time discretization.
where
Denote L n+β (R) = {v|v ∈ L 1 (R) and
dx is the Fourier transformation of v(x), and we use ι = √ −1 to denote the imaginary unit. For the discretization on space, we introduce the following Lemma:
, and let
then for a fixed h, we have
where ω
, and g
x,t be a solution of the problem (1.1). Let us consider Eq.
∂u(x, t) ∂x
For simplicity, let us introduce some notations
Then with regard to Lemma 2.1 we derive the implicit difference scheme with the approximation order O(h 2 + τ 2 ):
It is interesting to note that for α → 1 we obtain the Crank-Nicolson difference scheme.
Analysis of the implicit difference scheme
In this section, we analyze the stability and convergence for the implicit difference scheme (2.1). Let
For ∀u, v ∈ V h , we define the discrete inner product and the corresponding discrete L 2 norm as follows,
Now, some lemmas are provided for proving the stability and convergence of implicit difference scheme (2.1).
Lemma 2.5 ( [57, 58]) For 1 < β < 2, and any v ∈ V h , it holds that
Lemma 2.6 For 1 < β < 2, N ≥ 5, and any v ∈ V h , there exists a positive constant c 1 ,
Proof. Since
where 
Using Lemmas 2.4 and 2.5, we then obtain
which proves the lemma. ✷ Based on the above lemmas, we can obtain the following theorem, which is essential for analyzing the stability of the proposed implicit difference scheme.
where c is a positive constant independent of the spatial step size h.
Proof. The concrete expression of (δ
Moreover, according to Lemma 2.6, there exists a positive constant c 1 independent of the spatial step size h, such that for any non-vanishing vector u ∈ V h , we obtain
one has the following inequality
Now we can conclude the stability and convergence of the implicit difference scheme (2.1). For simplicity of presentation, in our proof, we denote a
. Then
. Then the implicit difference scheme (2.1) is unconditionally stable and the following a priori estimate holds:
Proof. To make an inner product of (2.1) with u (σ) , we have
It follows from Theorem 2.1 and Lemma 2.6 that
Inserting (2.8)-(2.9) into (2.7) and using the Cauchy-Schwarz inequality, we obtain
(2.10)
Next, it holds that
Then, to notice that a j+1 0
Suppose h < 1 and denotě
Then, Eq. (2.11) can be rewritten by
Next, we prove that the estimate relation (2.6) is valid for j = 0, 1 . . . , M − 1 by mathematical induction. Obviously, It follows from (2.12) that (2.6) holds for j = 0. Let us assume that the inequality (2.6) takes place for all 0
For (2.12) at j = k, one has
The proof of Theorem 2.2 is fully completed. ✷ Theorem 2.3 Suppose that u(x, t) is the solution of (1.1) and {u
is the solution of the implicit difference scheme (2.1). Denote
Then there exists a positive constantc such that
Proof. It can easily obtain that E j satisfies the following error equation
. By exploiting Theorem 2.2, we get
which proves the theorem. ✷
Fast solution techniques based on preconditioned iterative solvers
In the section, we contribute to establish the efficient methods for solving a group of linear systems with Toeplitz coefficient matrices, which are arisen from the matrix form of the implicit difference scheme (2.1). First of all, we derive the essential matrix form of the implicit difference scheme (2.1). Using notations in Section 2, the coefficient matrix of (2.1) corresponding to each time level j can be written as the following form,
where we have the coefficient
, j = 1, 2, . . . , M − 1, then Q and W are two (N − 1) × (N − 1) real matrices of the following forms
It is obvious that W β is a Toeplitz matrix (see [14, 51, 58] ). Therefore, it can be stored with N + 1 entries [51] .
Resulting problems from the discretized scheme
According to (3.1) and (3.2), it indicates that the implicit difference scheme (2.1) requires to solve a nonsymmetric Toeplitz linear system in each time level j, more precisely, there is a sequence of nonsymmetric Toeplitz linear systems
where δu (j) is used to denote the calculation of
. . , M − 1 and A (j+1) varies with j; f (j+σ) ∈ R N −1 also varies with j. Here it should highlight that the sequence of linear systems (3.3) corresponds to the time-stepping scheme (2.1), which is inherently sequential, hence the sequence of linear systems (3.3) is extremely difficult to parallelize over time.
On the other hand, it is remarkable that if the coefficients γ(t) = γ and d ± (t) = d ± , then the coefficient matrices
Moreover, it is highlighted that the coefficient η j is a real constant, which does not vary with j = 1, 2, . . . , M − 1. In other words,
is independent of j = 1, . . . , M − 1, i.e. the coefficient matrix of (3.3) is unchanged in each time level (j = 1, 2, . . . , M) of the implicit difference scheme. In this case, if we still solve linear systems (3.3) one by one, it should be not sensible. A natural idea for this case is to find the inverse of the Toeplitz matrix A, i.e. u = A −1 f (j+σ) . It means that we are interested in computing A −1 once for all. One option is to compute the inverse by some direct methods such as the LU decomposition [60, pp. 44-54] . However, Toeplitz matrix is often dense, and the computation of the inverse of a large dense matrix is prohibitive, especially when the matrix is large. Fortunately, as A is also a Toeplitz matrix, we have the Gohberg-Semencul formula (GSF) [51, 54] 
where L p , L In summary, we need to search some efficient solvers for the nonsymmetric resulted Toeplitz linear systems, whether to solve (3.3) or to solve (3.5). In next subsection, we will introduce how to build efficient preconditioned iterative solvers for nonsymmetric Toeplitz linear systems.
Fast implementation of IDS based on preconditioned iterative solvers
In this subsection, we discuss the detailed framework about implementing the proposed implicit difference scheme (2.1). For the sake of clarity, an algorithm for solving the implicit difference scheme is given in Algorithm 2.
Algorithm 2 Practical implementation of IDS
1: for j = 0, 1, . . . , M − 1, do 2:
4: end for
From Algorithm 2, M real linear systems are required to be solved. If a direct solver (e.g., Gaussian elimination method [60, pp. 33-44] ) is applied, its complexity will be O(MN 3 ), which is very expansive if N is large. Note that in Steps 2-3 of Algorithm 2, the Toeplitz structure of the matrices A (j+σ) and B (j+σ) has not been utilized when solving the linear system. Actually, the matrix-vector product B (j+σ) u (j) in Step 2 can be evaluated by FFTs in O(N log N) operations, then fast Toeplitz iterative solvers have been studied intensively, see e.g., [51] and references therein. Recently, they have been applied for space fractional diffusion equation [14, 42, 52, 53, 58, 59] . With Krylov subspace method with circulant preconditioners in [53] , the Toeplitz system from space fractional diffusion equation can be solved with a fast convergence rate. In this case, it also remarked that the algorithmic complexity of preconditioned Krylov subspace methods is only in O(N log N) arithmetic operations per iteration step.
Motivated by the above considerations, we first implement the matrix-vector multiplication B (j+σ) u (j) in Step 1 of Algorithm 2 by FFTs. Then solving the Toeplitz linear systems
Step 3 by Krylov subspace methods, e.g., the conjugate gradient squared (CGS) method [55, pp. 241-244] , with the circulant preconditoner
where s(·) means the well-known Strang circulant approximation of a given Toeplitz matrix [51, 53] . High efficiency of Strang circulant preconditioner for space FDEs has been verified in [53] . To make sure the preconditioner defined in (3.7) is well-defined, let us illustrate that P (j+σ) are nonsingular, 
by the properties of the sequence {ω As we know, a circulant matrix can be quickly diagonalized by the Fourier matrix F [21, 51, 53] . Then it follows that s(Q) = F * Λ q F , s(W β ) = F * Λ β F , and s(W T β ) = F * Λ β F , whereΛ β is the complex conjugate of Λ β . Decompose the circulant matrix
is invertible if all diagonal entries of Λ p are nonzero. Moreover, we can obtain the following conclusion about the invertibility of P (j+σ) in (3.7).
Theorem 3.1 The circulant preconditioners P (j+σ) defined as in (3.7) are nonsingular.
Proof. First of all, we already know that Q is a skew-symmetric Toeplitz matrix, it also finds that s(Q) is also a skew-symmetric circulant matrix, thus the real part Λ q is equal to zero, i. 
for each k = 1, 2, . . . , N − 1. Therefore, P (j+σ) are invertible. ✷ Here although we do not plan to theoretically investigate the eigenvalue distributions of preconditioned matrices (P (j+σ) ) −1 A (j+σ) , we still can give some figures to illustrate the clustering eigenvalue distributions of several specified preconditioned matrices in next section. Furthermore, our numerical experiments show that the iteration numbers always fluctuates between 6 and 10, so we regard the complexity of solving the linear system in Step 3 as O(N log N). It also implies that the computational complexity for implementing the whole IDS is about O (MN log N) operations.
Beside, if we have the coefficients γ(t) = γ and d ± (t) = d ± in Eq. (1.1), the matrix B (j+σ) also has the similar form as B (j+σ) in Eq. (3.4), then we can simplify Algorithm 2 as the following Algorithm 3.
Again, if a direct method is employed to solve the linear system in Step 4 and compute matrix inverse A −1 with the help of LU decomposition 1 , which can be reused in Step 7 of Algorithm 3, but its complexity will be still O(MN 3 ), which is very costly if N is large. Observe that in Steps 3, 4, 6 and 7 of Algorithm 3, the Toeplitz structure of those four matrices has not been utilized when solving the linear system. Actually, two matrix-vector multiplications B (σ) u (0) and Bu (j) in Steps 3 and 6 can be evaluated by if j = 0 then 3:
5:
8:
end if 9: end for FFTs in O(N log N) operations, then fast Toeplitz iterative solvers with suitable circulant preconditioners, the Toeplitz system in Step 4 and (3.5) can be solved with a fast convergence rate. Here we can construct two circulant preconditioners defined as
for the linear systems in Step 4 and (3.5), respectively. Here the invertibility of those above two circulant preconditioners introduced in (3.10)-(3.11) can be similarly archived by using Theorem 3.1. Then we can employ Algorithm 1 to evaluate the matrix-vector multiplication A −1 g (j+1) in Step 7 of Algorithm 3. Similarly, according to results in next section, we find that the iteration numbers required by preconditioned Krylov subspace methods always fluctuate between 6 and 10. In this case, it also is remarkable that the algorithmic complexity of preconditioned Krylov subspace methods is only O(N log N) at each iteration step. In conclusion, the total complexity for implementing the IDS with constant coefficients is also in O(MN log N) operations.
Numerical results
In this section we first carry out some numerical experiments to illustrate that our proposed IDS can indeed converge with the second order accuracy in both space and time. At the same time, some numerical examples are reported to show the effectiveness of the fast solution techniques (i.e., Algorithms 1-3) designed in Section 3. For Krylov subspace method and direct solver, we choose built-in functions for the preconditioned CGS (PCGS) method, LU factorization of MATLAB in Example 1 and MATLAB's backslash in Example 2, respectively. For the CGS method with circulant preconditioners, the stopping criterion of those methods is r 
2 , and source term
The exact solution of this example is u(x, t) = (t 2+α + 1)x 2 (1 − x) 2 . For the finite difference discretization, the space step and time step are taken to be h = 1/N and τ = h, respectively. The errors (E = U − u) and convergence order (CO) in the norms · 0 and · C(ω hτ ) , where U C(ω hτ ) = max (x i ,t j )∈ω hτ |U|, are given in Tables 1-2 . Here these notations are used throughout this section. Additionally, the performance of fast solution techniques presented in Section 3 for this example will be illustrated in Tables  3-4 . In the following tables "Speed-up" is defined as
Obviously, when Speed-up > 1, it means that Time2 needed by our proposed method is more competitive than Time1 required by Algorithm 3 with reusing LU decomposition in aspects of the CPU time elapsed. As seen from Table 1 , it finds that as the number of the spatial subintervals and time steps is increased keeping h = τ , a reduction in the maximum error takes place, as expected and the convergence order of the approximate scheme is O(h 2 ) = O(τ 2 ), where the convergence order is given by the formula: CO = log h 1 /h 2 E 1 E 2 (E i is the error corresponding to h i ). On the other hand, Table 2 illustrates that if h = 1/1000, then as the number of time steps of our approximate scheme is increased, a reduction in the maximum error takes place, as expected and the convergence order of time is O(τ 2 ), where the convergence order is given by the following formula:
Firstly, some eigenvalue plots about both original and preconditioned matrices are drawn in Figs. 1-2 . These two figures confirm that for circulant preconditioning, the eigenvalues of preconditioned matrices are clustered at 1, expect for few (about 6 ∼ 10) outliers. The vast majority of the eigenvalues are well separated away from 0. It may be interpreted as that in our implementation the number of iterations required by preconditioned Krylov subspace methods almost ranges from 6 to 10. We validate the effectiveness and robustness of the designed circulant preconditioner from the perspective of clustering spectrum distribution.
In Tables 3-4 , it illustrates that the proposed fast direct solver for different discretized problems takes much less CPU time elapsed as M and N become large. When M = N = 2 10 and different discretized parameters, the CPU time of Algorithm 3 is about Table 1 : L 2 -norm and maximum norm error behavior versus grid size reduction when τ = h and β = 1.8 in Example 1. Table 2 : L 2 -norm and maximum norm error behavior versus τ -grid size reduction when h = 1/1000 and β = 1.8 in Example 1. 17 seconds, the speedup is more than 2 times. Meanwhile, although Time1 required by Algorithm 3 for small test problems (M = N = 32, 64) than Time2 needed by Algorithm 3, our proposed method is still more attractive in terms of lower memory requirement. Compared to Algorithm 3 with reusing LU decomposition, it highlighted that in the whole implementation the proposed solution technique does not require to store the full matrices (e.g. some matrices A (σ) , A and their LU factors) at all. In short, we can conclude that our proposed IDS with fast implementation is still more competitive than the IDS with reusing the conventional LU decomposition. 
The exact solution of this example is defined as u(x, t) = (t 2+α )x 2 (1−x) 2 . For the implicit finite difference discretization, the space step and time step are taken to be h = 1/N and τ = h, respectively. The experiment results about the proposed IDS for Example 3 are reported in Tables 5-6 . Furthermore, the effectiveness of fast solution techniques presented in Section 3 for this example will be illustrated in Tables 7-8. According to the numerical results illustrated in Table 5 , it finds that as the number of the spatial subintervals and time steps is increased keeping h = τ , a reduction in the maximum error takes place, as expected and the convergence order of the approximate scheme is O(h 2 ) = O(τ 2 ), where the convergence order is given by the formula:
(E i is the error corresponding to h i ). On the other hand, Table 6 illustrates that if h = 1/1000, then as the number of time steps of our approximate scheme is increased, a reduction in the maximum error takes place, as expected and the convergence order of time is O(τ 2 ), where the convergence order is given by the following formula: Again, for the case of variable time coefficients, several eigenvalue plots about both original and preconditioned matrices are similarly displayed in Figs. 3-4 . These two figures confirm that for circulant preconditioning, the eigenvalues of preconditioned matrices are clustered at 1, expect for few (about 6 ∼ 10) outliers. The vast majority of the eigenvalues are well separated away from 0. It may be mainly interpreted as that in our implementation the number of iterations needed by PCGS with circulant preconditioners almost ranges from 6 to 10. We validate the effectiveness and robustness of the proposed circulant preconditioner from the perspective of clustering spectrum. In Tables 7-8 , it verifies that the proposed fast direct solver for different discretized problems takes much less CPU time elapsed as M and N become large. When M = N = and different discretized parameters, the CPU time of Algorithm 3 by PCGS with circulant preconditioners is about 23 seconds, the speedup is almost 14 times. Meanwhile, although Time1 required by Algorithm 3 with MATLAB's backslash for small test problems (M = N = 32, 64) than Time2 needed by Algorithm 3 with using the PCGS method, our proposed method is still more attractive in aspects of lower memory requirement. Compared to Algorithm 3 with MATLAB's backslash, it highlighted that in the whole procedure the proposed solution technique does not require to store a series of full matrices (e.g. coefficient matrices A (j+σ) , j = 0, 1, . . . , M − 1) at all. All in all, we can conclude that our proposed IDS with fast solution techniques is still more promising than the IDS with common implementation.
Conclusions
In this paper, the stability and convergence of an implicit difference schemes approximating the time-space fractional convection-diffusion equation of a general form is studied. Sufficient conditions for the unconditional stability of such difference schemes are obtained. For proving the stability of a wide class of difference schemes approximating the time fractional diffusion equation, it is simple enough to check the stability conditions obtained in this paper. Meanwhile, the new difference schemes of the second approximation order in space and the second approximation order in time for the TS-FCDE with variable coefficients (in terms of t) are constructed as well. The stability and convergence of these implicit schemes in the mesh L 2 -norm with the rate equal to the order of the approximation error are proved. The method can be easily adopted to other TSFCDEs with other boundary conditions. Numerical tests completely confirming the obtained theoretical results are carried out.
More significantly, with the aid of (3.1), we can ameliorate the calculation skill by the implementation of reliable preconditioning iterative techniques, with only computational cost and memory of O(N log N) and O(N), respectively. Extensive numerical results are reported to illustrate that the efficiency of the proposed preconditioning methods. In future work, we will focus on the extension of the proposed IDS for handling two/three-dimensional TSFCDEs with fast solution techniques subject to various boundary value conditions. Meanwhile, we will also focus on the development of other efficient preconditioners for accelerating the convergence of Krylov subspace solver for the discretized Toeplitz systems; refer, e.g., to our recent work [59] for this topic.
