INTRODUCTION
Parts of Perron-Frobenius theory may be viewed thus: What is the relation between the algebraic and the geometric properties of a matrix A E IR nn ? Here an algebraic property is one which can be determined from the Jordan form of A and which may be stated for all A Ec nn • By a geometric property we mean some association between A and a geometric object. in this case a cone. Our aim in this paper is to give elementary arid direct proofs of some general finite-dimensional theorems of this type. TIle term elementary is taken to mean that we base ourselves on simple and familiar properties of complex numbers. and we avoid advanced parts of complex analysis. We deal directly with the class of operato~ involved. rather than first proving results under some form of irreducibility condition.
Further. the theorems presented are general ill the sense that they yield as corollaries (or are equivalent to) theorems concerning matrices which leave invariant an arbitrary proper cone in IRn. Thus we do not make use of certain simplifications which arise when an absolute value is available for the matrix.
Our principal results may be found in Secs. 5 and 6. The results of Sec. 5 are variations on a familiar but important theme, though perhaps they have not been stated in our fonn. The theorems in ,Sec. 6 are probably new.
We begin by stating a standard theorem of Perron-Frobenius type. For details and references see [3, Chapter 1] . Further Conclusion (a) is a generalization of the classical Perron-Frobenius theorem for nonnegative matrices. (For references to Perron and Frobenius see [3] .) The inequality in (b) is found in H. H. Schaefer [15; 16; 17, p. 263; 18, p. 8]. We shall call (a) and (b) the Perron-Sc1wefer condition. Actually, (b) implies (a), see our definition of the tenn index.
l Observe that the hypotheses of the theorem are geometric in the sense indicated, but the conclusions in (a) and (b) are algebraic. The proof given in [3] is an adaptation of a proof of (a) due to Birkhoff [4] .
There is a striking converse due to Vandergraft [20] , see also Elsner [6] . THEOREM Consideration of the cone wo(A) is not new. In [15] , Schaefer con'lidered an operator on a Banach space and imposed a nonn condition on the cone wo(A) which, in finite dimensions, is equivalent to the pointedness of wo(A). Thus one direction of Theorem 1.4 is essentially due to Schaefer [15] . Our result is closely related to the theorems previously stated, as will be explained. Another well-known result is the following: Our approach naturally yields a stronger version of this result. Under the assumptions of Theorem 1.5 it is possible to obtain an algebraic lower bound for the number of linearly independent eigenvectors for p which lie in K. This bound is the exponent of the eigenvalue p of A, as defined in Sec. 3. Though the result (Corollary 5.3) is an immediate consequence of Karlin [13. Theorem 5], or of a remark made by Krein-Rutman in the course of the proof of [14, Theorem 6 .1], the bound may be stated here explicitly for the first time. A fonn of Karlin's [13] result is the last part of our Theorem 5.2.
In the final Sec. 6 we consider geometric conditions under which A E C"" has a positive or nonnegative eigenvalue. The following is a combination of theorems obtained in this section. Condition (b) above is equivalent to the existence of a complex linear functional on cnn whose real part is nonnegative, but not identically zero, on wk(A); cf. Lemma 2.2. Thus (b) is a natural weakening of the condition that wk(A) is pointed, since this last condition is known to be equivalent to the existence of a proper cone of functionals whose real part is nonnegative on wk(A). A characterization of matrices that have a nonnegative eigenvalue will also appear in Elsner [7] . [2, pp. 1-1OJ. Let K be a cone. Then K is pointed if
(We use the Euclidean topology on C.) A cone is proper if it is pointed, solid, and closed.
The dual space of C' consisting of all (complex) linear functionals on C' will be denoted by (C')*. The dual cone of K is defined by Thus Recp(x)=O for all xEK.
• A cone K in C· is called simplicial if it consists of all nonnegative linear combinations of a set of vectors in C· which is linearly independent over IR. It is easy to prove that a simplicial cone is pointed and closed. Indeed. it is well known that a cone which consists of all nonnegative linear combinations of any finite set of vectors is closed (e.g. [11. p. 326]).
ALGEBRAIC PREUMINARIES
Let A E cn n • and let spec A be the spectrum of A. Let A E C. The index p~(A) (called degree in [3. Chapter 1]; also called ascent) of A is defined by Our next definition and lemma are standard in matrix theory (e.g. Gantmacher [10, Vol. I, p. 14]). They are stated here for ease of reference.
We observe that E~r)=o if r">v". In particular, Et)=O, r=O,l, ... , if A flspec A. In our next lemma, and throughout the paper, it will be convenient to write sums in the form ~"ec~::"_o, 8 These results are simply proved using the Jordan fonn of A. A special case of (a) that will be needed frequently is
The spectral radius of A will be denoted by p = p( A). 
ANALYTIC LEMMAS

. oom-kpm(A)=O. We write Pm(A)EPm(A)+o(m k ) for Pm(A)-Pm(A) Eo(mk).
(This notation will also be used for scalar sequences.)
A key ingredient in the proof of the main result in Sec. 5 is the follOwing lemma on the growth of matrix polynomials. • 
. The rest of this section is devoted to an analytic lemma needed in Sec. 6.
In that section a key ingredient is the growth of Re CP (Pm(A) ), where cP is a linear functional on c nn and Pm(t) is a polynomial of form (4.1). Thus we obtain sums of type ~j)'I_l/1).Am, whp.re /1). EC. Hence we cannot employ the linear independence of the coefficients as in the proof of (4.5). The corresponding tool is a lemma for which a simple proof is given in [9] : If limm .... oo~I).I_l/1).Am exists, then /1). =0 fOT all A, A;f:=1. In the lemma which now follows we do not assume that ~1).I_l/1).Am is real. By the result from [9] noted before the statement of · the lemma, "i.xEA,/3xAm does not tend to a limit. In particular ~ /3x Am =/3 1 + ~ /3 X A"' ~o(I). It may be noted that S. Friedland [8] has recently proved some highly interesting theorems related to Pringsheim's by means of less elementary methods.
O<F(m) <F(m)+aIF(m+ 1)+·" +a 8 F(m+s) E ~ /3 x AfflV(A)+o(I)=,BIV(I)+o(I).
XEA
CHARACTERIZATION OF THE PERRON-SCHAEFER CONDITION
Let A EC"", and let kE Z +. We recall that wk(A) was defined in Definition 1. (1) We first prove that (i) implies (ii) and (iii). So let wk(A) be a pointed cone in cnn. We define JI and A as in (4.2) (A)~Wk(A). m=k,k+1 . .... and we deduce that F= E1~-1) EWk(A). 'The other conclusions of (iii) are a repetition of Lemma 3.2(c).
(
2) We now prove that (ii) implies (i). Let Em EWk(A). C m EWk(A)
. We remark that we can avoid the use of Cauchy's inequality in the proof of the implication from (ii) to (i). Instead. we could use elementary estimates on the convergence and bounded ness of the coefficients of Pm( t). m = 0.1 •.... 'Theorem 5.2 could also be proved by applying Lemma 4.3. but no significant shortening would result.
We now discuss the interrelations between 'Theorem 1.4. which is part of the theorem just proved. and Theorems 1.1 and 1.2. We confine ourselves to the case k=O. We shall call the implication (i)=>(ii) of Theorem 5.2 the direct part of Theorem 1.4 and the reverse implication the converse part.
Let K be a proper (pOinted, solid, closed) cone in c Proof. There exists a basis Xl"'" X n for C n with x I E K, i == 1 •... • It is well known that a linear functional cp on c nn can be represented as cp (X) Then 0>0. We now consider the power series (6.9) It follows from (6.5) that the power series converges to the rational function provided that I z I < o. Since the poles of f( z) are precisely those A-I E C for which pi') =1=0 for some rE I +' the radius of convergence of the power series (6.9) is 0 (e.g. [19, p. 214] ). Hence by (6.1) and Pringsheim's theorem, 0 is a pole of f( z), and so by the remarks at the beginning of this proof, oEspecA.
• 
