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Abstract
In this paper, we prove that every recursively enumerable language can be generated by a
scattered context grammar with no more than two context-sensitive productions.
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1. Introduction
The concept of scattered context (SC, for short) has been introduced by Greibach
and Hopcroft in [1]. It is well known that every recursively enumerable language is
a SC language. From the viewpoint of descriptional complexity, which represents a
budding branch of today’s formal language theory, it is interesting to study how much
we can reduce some parameters of SC grammars without any decrease of their power.
Meduna has investigated several of these aspects in a sequence of papers [3–6].
In this paper, we continue with this investigation; speci=cally, we prove that any
recursively enumerable language can be generated by a SC grammar with no more
than two context-sensitive productions.
2. Denitions and observations
A SC grammar is a construct G=(VN; VT; P; S), where VN and VT are the alphabets
of nonterminal and terminal symbols, respectively, S∈VN is the axiom; and P is a =nite
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set of =nite sequences of context-free productions. More precisely, P= {p1; : : : ; pn},
where
pi : (Ai1 ; : : : ; Aipi )→ (i1 ; : : : ; ipi ); 16 i 6 n;
for some n¿1. If pi is a production of the above form and x0; x1; : : : ; xpi ∈(VN ∪VT)∗,
then
x0Ai1x1 : : : Aipi xpi ⇒ x0i1x1 : : : ipi xpi :
As usual, ∗⇒ denotes the reFexive and transitive closure of ⇒, and L(G)= {w∈V ∗T |
S ∗⇒w}.
If G is a SC grammar, then its degree of context-sensitivity is de=ned as the number
of G’s productions consisting of two or more context-free productions. Let Lk(SC)
denote the family of languages generated by SC grammars whose degree of context-
sensitivity is k or less. L(CF) and L(RE) denote the families of context-free and
recursively enumerable languages, respectively.
Lemma 1. (1) L0(SC)=L(CF).
(2) L∞(SC)=L(RE) (see [4]).
(3) If k6‘, then Lk(SC)⊆L‘(SC).
Theorem 2. L0(SC)⊂L1(SC).
Proof. Consider
G=({S; A; B}; {a; b}; P; S);
where P contains the following productions:
• (S)→ (AXAXA),
• (A)→ (aAB), (A)→ (), (X )→ (b), and
• (B; X; B; X; B)→ (; X; ; X; ).
It is easy to verify that L(G)= {anbanban | n¿0}. As L(CF)=L0(SC)⊆L1(SC) and
L(G) ∈L(CF), this theorem holds.
3. Main result
Theorem 3. L2(SC)=L∞(SC).
Proof. It is well known that every recursively enumerable language L⊆∗ can be
represented as L= h(L1 ∩L2), where h : T ∗→∗ is a morphism and L1 and L2 are two
context-free languages (see [2]). Let T = {a1; : : : ; an} and 0; 1; $ =∈(T ∪) be three new
symbols. Consider the morphisms g : ai → 10i1 and f : ai → h(ai)g(ai). By the closure
properties of context-free languages, there are context-free grammars G1 and G2 that
generate f(L1) and f(LR2 ), respectively.
1 Without any loss of generality, assume that
1 Here, LR2 denotes the reversal of L2.
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the nonterminal alphabet of these grammars are disjoint. Let S1 and S2 be the start
symbols of G1 and G2, respectively. De=ne another context-free grammar, G′, by
putting together G1 and G2 and adding a new production of the form S→ $S11111S2$,
where $ and S are new nonterminals (S is the start symbol of G′). Observe that
L(G′)= $f(L1)1111g(LR2 )$:
If we now consider the productions of G′ as belonging to the SC grammar G, where
0; 1; $ are interpreted as nonterminal symbols and where we have three additional pro-
ductions, namely, r1 : ($; 0; 0; $)→ (; $; $; ), r2 : ($; 1; 1; $)→ (; $; $; ), and r3 : ($→ ),
then L(G)=L is rather evident.
Indeed, consider a word w∈L. There is a word v∈L1 ∩L2 such that w= h(v). Hence,
u=$f(v)1111g(vR)$∈L(G′). By the construction, u is generated by the SC gram-
mar G. The productions r1, r2 and r3 of G allow us to cancel all occurrences of 0, 1
and $ to obtain w from u. Thus, L⊆L(G).
To prove L(G)⊆L, consider any w∈L(G). Since 0, 1 and $ are terminals in the
grammar G′ on which G is based, we can assume that some generation of w exists
which uses, in a =rst phase, only productions from G′ and then, in a second phase,
the productions r1, r2 and r3. By the construction, there never exist more than two
occurrences of $ in any sentential form generatable by G. Since the productions r1
and r2 test for the presence of two occurrences of $, r3 must be the last production
employed.
If one would apply r1 not rewriting the leftmost and rightmost appearance of 0,
then $ will serve as a delimiter so that no terminal string will be derivable hence on.
A similar observation applies to r2. Hence, we can assume that in the second phase
of the derivation of w the productions r1 and r2 are used to test whether the word
e(v) is a palindrome, where $v$ is generated by the =rst derivation phase and e is the
morphism erasing all letters from  and mapping 0 → 0 and 1 → 1. Only in this case,
the second phase will succeed.
By the way the codi=cation of f and g works, this means that the =rst phase ends
with $v$=$f(u)1111g(uR)$. Hence, f(u) is derivable by G1 and g(uR) is derivable
by G2, yielding that u∈L1 ∩L2. Moreover, the codi=cation ensures that w= h(u). Thus,
L(G)⊆L.
As a result, L(G)=L. Observe that apart from r1 and r2, all productions in G are
context-free, so L(G)∈L2(SC). Consequently, this theorem holds.
Corollary 4. L(CF)=L0(SC)⊂L1(SC)⊆L2(SC)=L∞(SC)=L(RE).
We believe that L1(SC)⊂L2(SC); however, we were unable to prove this conjec-
ture formally.
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