Research in contextEvidence before this studyWe searched the PubMed database according to the terms \[("prediction" OR "risk prediction" OR "prediction model" OR "predictive" OR "predictive modeling") AND ("FIB-4" OR "Fibrosis-4" OR "FIB4") AND ("machine learning" OR "ensemble learning" OR "gradient boosting") AND ("liver fibrosis" OR "hepatic fibrosis")\] among English-language articles before March 4th, 2018. We identified two studies using genotype-based decision tree models to predict advanced liver fibrosis in patients with chronic hepatitis C viral infection (HCV) and non-alcoholic fatty liver disease in patients with chronic hepatitis B viral infection (HBV). Neither of these studies attempted to use machine learning methods to augment the diagnostic performance based on commonly used clinical indicators, nor discussed the performance between different viral etiologies. We hypothesized that applying cutting-edge machine learning algorithms to existing blood-test scoring system (FIB-4) can augment the detection of advanced hepatic fibrosis and cirrhosis in chronic liver disease patients.Added value of this studyOur study constructed and compared machine learning methods based on the same clinical parameters of the FIB-4 scoring system in an HBV cohort for detecting advanced hepatic fibrosis and cirrhosis. We validated our models in three independent cohorts including both HBV and HCV. Our machine learning-based prediction system, a less-invasive approach, demonstrated steady diagnostic improvements, which could overcome certain limitations of the gold standard (i.e., liver biopsy), facilitate medical decision making, and enhance long-term clinical surveillance of chronic liver disease.Implications of all the available evidenceTo fill in gaps between machine learning algorithms and real-world clinical studies, we built a user-friendly web tool (LiveBoost) that makes our prediction models easily accessible for further studies and applications.Alt-text: Unlabelled Box

1. Introduction {#s0020}
===============

Every year, chronic liver disease (CLD) and its complications lead to approximately 2 million deaths globally \[[@bb0005]\]. Hepatitis B and C virus infections, chronic alcohol consumption and immune system abnormalities are leading causes of liver injury, with the wound-healing response from liver injury leading to hepatic fibrosis (HF), cirrhosis, and ultimately organ failure or liver cancer \[[@bb0010]\]. Evidence suggests that HF is reversible in many cases of CLD, but the clinically-significant regression of cirrhosis is still controversial \[[@bb0015]\], thus highlighting the necessity of a clinical tool for early detection of HF, differentiation of cirrhosis, and longitudinal surveillance of therapeutic responses. The gold standard for clinical measurement of HF is the liver biopsy, which is associated with both significant complications \[[@bb0020]\] and limitations \[[@bb0025]\] (e.g., pain, bleeding, infection, perforation of nearby organs, sampling errors, inter-observer and intra-observer variability). A less invasive and more reproducible approach of assessing HF severity and progression would be of great value in the clinical setting.

The development of scoring systems based on simple clinical parameters and blood tests (e.g., FIB-4) is one important step towards non-invasive CLD monitoring and diagnosis \[[@bb0030]\]. FIB-4 was introduced as a non-invasive method to predict HF stages among Caucasian patients with hepatitis C virus (HCV) and human immunodeficiency virus co-infection \[[@bb0035]\]. Since then, this method has been independently validated in multiple HCV infected,and hepatitis B virus (HBV) infected patient cohorts \[[@bb0040], [@bb0045], [@bb0050]\]. FIB-4 provides an attractive alternative for biopsy due to its affordable price, objective measurements, and avoidance of complications. The formula of FIB-4 is defined as:$$\mathit{FIB} - 4 = \frac{\mathit{Age}\ \left( \mathit{years} \right) \ast \mathit{AST}\ \left( {U/L} \right)}{\mathit{PLT}\ \left( {10^{9}/L} \right) \ast \sqrt{\mathit{ALT}\ \left( {U/L} \right)}}$$

AST: aspartate transaminase; ALT: alanine transaminase; PLT: platelet count.

This relatively simple formula was originally derived from a multiple logistic regression (LR) model with odds ratios considered \[[@bb0035]\]. However, this statistical approach ignores more complex non-linear interactions between variables that might play significant roles in determining HF severity, and which could be captured using more sophisticated modeling approaches. In recent years, machine learning along with the explosive growth of biomedical big-data has generated much interest in developing clinical informatics tools for disease diagnosis, staging, and prognosis \[[@bb0055], [@bb0060], [@bb0065]\]. Machine learning, especially ensemble learning, has been successfully applied for recognizing hidden patterns in complex data, allowing for better predictions of clinical outcomes than traditional statistical models, especially when applied to large-scale datasets \[[@bb0070]\]. Unlike conventional regression-based approaches, ensemble learning algorithms such as random forest (RF) and gradient boosting (GB), are capable of capturing higher-order, non-linear interactions between predictors \[[@bb0075]\]. For HBV and HCV patients, pathology and genetic data have been successfully used for the implementation of predictive models \[[@bb0080], [@bb0085], [@bb0090], [@bb0095]\]. Here, for the first time, we propose to reconstruct an existing blood test-based clinical scoring system, FIB-4, with cutting-edge machine learning approaches for improved detection and classification of advanced HF and cirrhosis, validating models in multiple independent datasets from patients with CLD of different viral etiologies.

2. Materials and methods {#s0025}
========================

2.1. Data and ethics {#s0030}
--------------------

An HBV discovery dataset included a total of 490 HBV infected subjects recruited from Shuguang Hospital in affiliation with Shanghai University of Traditional Chinese Medicine (Shanghai, China) from April 2013 to June 2015. Patients were included after providing informed consent and meeting inclusion and exclusion criteria as described in the appendix (Text S1). An independent HBV dataset (validation-1) included a total of 86 HBV infected subjects recruited from Xiamen Hospital of Traditional Chinese Medicine (Xiamen, China). Recruitment and eligibility criteria were the same as those established for the discovery dataset. These studies were approved by the institutional review board of the Shanghai University of Traditional Chinese Medicine and Xiamen Hospital of Traditional Chinese Medicine. All participants signed informed consent forms for the study.

Two additional retrospective anonymous datasets from existing studies were used to further evaluate the prediction models in HCV infected patients. Validation-2 (HCV), comprised of a total of 254 HCV infected subjects, was recruited from China Medical University Hospital, Taiwan. Detailed information about this cohort was provided in the original study publication \[[@bb0100]\]. Another independent dataset, validation-3 (HCV), comprised of a total of 230 samples from 115 HCV infected patients, was recruited from Komaki City Hospital (Komaki, Japan). In this cohort, biopsy results, clinical parameters, and blood samples were available from before and after antiviral treatment. Detailed information about this study is provided in the original study publication \[[@bb0105]\].

2.2. Liver biopsy {#s0035}
-----------------

An ultrasound-guided liver biopsy was performed on all patients in both the discovery and HBV validation datasets. All liver biopsies were performed within one week after study recruitment. Liver specimens were placed in 10% neutral buffered formalin and embedded in paraffin for histologic processing. Tissue sections were stained with Masson\'s trichrome staining and hematoxylin and eosin (H&E). The histologic staging was based on Scheuer\'s classification using a 5-point scale for HF severity ranging from S0 (non-fibrosis) to S4 (cirrhosis) \[[@bb0110]\]. The staging was performed by three independent pathologists from Shanghai Medical College of Fudan University who were blinded to patient clinical information. In cases of discordant staging, specimens were re-examined until consensus was reached.

2.3. Serum sample collection and test {#s0040}
-------------------------------------

Overnight fasting (12h) blood samples were collected from all discovery and validation-1 subjects within one week after recruitment. Blood specimens were placed on ice, processed by centrifugation, and stored in a − 80 °C freezer until analysis. Hematological and standard biochemical tests were performed according to the manufacturers\' protocols using an LH750 Hematology Analyzer and Synchron DXC800 Clinical System (Beckman Coulter, USA).

2.4. Machine learning and statistics {#s0045}
------------------------------------

The original formula for FIB-4 suggested potential interactions between predictors. Thus we began our machine learning modeling with a decision tree (DT) considering its intrinsic capacity for interaction detection. We applied DT, along with two ensemble learning models, RF and GB, to reconstruct the four individual components (Age, AST, ALT, and PLT) of the FIB-4 score.

DT is a flowchart-like prediction model that depicts a complete decision-making process where each internal node represents a decision point on a single attribute, and each leaf represents a single assigned class label \[[@bb0115]\]. The structure of the DT model is similar to the clinical decision-making process, providing a sound rationale for its application to clinical problems \[[@bb0120]\]. Unfortunately, it often suffers from over-fitting and is considered a high-variance model \[[@bb0125]\]. The RF model, on the other hand, is an ensemble method which aggregates a large number of DTs using bootstrap resampling and often yields lower variances and better model generalization than single DT \[[@bb0130]\]. The GB model goes one step further, instead of averaging prediction results from all DTs in RF, it grows a new DT based on old trees by decreasing prediction errors that the old trees made \[[@bb0135]\].

To optimize the model hyper-parameters, 10-fold cross-validation was performed with different hyper-parameter settings in the discovery set. We optimized the *complexity* parameter for DT and the *mtry* parameter for RF. For GB, we tuned parameters including, *interaction.depth*, *n.trees*, *shrinkage*, and *n.minobsinnode* in a grid search manner. Receiver operating characteristic (ROC) curves were used as evaluation metrics. The R package *caret* was applied for the hyper-parameter optimization \[[@bb0140]\]. The details of tuned hyper-parameters can be found in <https://github.com/elise-is/LiveBoost>.

To determine the final model and test its robustness, we randomly split the discovery set into training (70%) and testing sets (30%) 100 times. Each time, we trained the three different machine learning models on the training set using fixed hyper-parameters based on previous model tuning results and lastly, compared these results with the FIB-4 score on the testing set. Area under ROC curves (AUROC) and area under precision-recall curves (AUPR) were calculated to compare the four methods (Step 1 in [Fig. 1](#f0005){ref-type="fig"}). The R packages *rpart*, *randomForest*, and *gbm* were applied for the DT, RF, and GB model training, respectively \[[@bb0135], [@bb0145], [@bb0150]\].Fig. 1Flowchart of the study design. In step 1 of model selection, we performed training-testing splitting 100 times on the discovery set and trained DT, RF, GB models on the training sets, then compared these results with FIB-4 on testing sets. In step 2, we constructed final GB models and compared results with FIB-4 on the whole discovery set and then validated on the HBV validation set. In step 3, GB models and FIB-4 were used to predict the risks for two extra HCV cohorts. In step 4, we developed a user-friendly web-tool for clinical practices.Fig. 1

After selecting GB as our preferred reconstruction approach, we trained the final GB models on the full discovery set using previously optimized hyper-parameters. Then, we compared our GB prediction scores with FIB-4 scores on both discovery set and validation set-1 (HBV) using ROC and PR curves. The best GB cutoff points were selected using Youden\'s index, maximizing the sum of sensitivity and specificity \[[@bb0155]\]. For the FIB-4 score, we applied two previously reported clinical cutoff points (1.45 and 3.25) \[[@bb0030], [@bb0035], [@bb0040]\]. We calculated specificity and sensitivity at these cutoff points and their 95% confidence intervals (CIs) using 500 times bootstrap resampling (Step 2 in [Fig. 1](#f0005){ref-type="fig"}). ROC and PR calculation were conducted with the R packages *pROC* and *PRROC*, respectively \[[@bb0160], [@bb0165]\].

To further assess the classification robustness of the FIB-4 reconstruction models for staging HF related to HCV, we applied our trained GB models on two independent HCV validation cohorts (Step 3 in [Fig. 1](#f0005){ref-type="fig"}). We employed *t*-tests to compare FIB-4 and GB scores in early vs. advanced HF and fibrosis vs. cirrhosis within both HCV cohorts. ROC curves, sensitivity, specificity and 95% CIs for predicting advanced HF were calculated for the FIB-4 and GB scores.

We additionally included two extra blood test-based clinical indicators (i.e., albumin (ALB) and gamma-glutamyl transpeptidase (GGT)) to check whether classification performances could be further improved. We rebuilt new GB models on six predictors (Age, AST, ALT, PLT, ALB, and GGT) and LR models based on FIB-4, ALB and GGT in the discovery set and compared with the original models in two HBV cohorts using ROC curves.

Datasets and R-code related to this study can be found at <https://github.com/elise-is/LiveBoost>.

2.5. Web-tool development {#s0050}
-------------------------

To develop a tool for HF staging that is amenable to use in clinical practices, we designed a web-based application, LiveBoost, providing a graphical user interface (GUI) to access our final trained GB models (Step 4 in [Fig. 1](#f0005){ref-type="fig"}). This application is hosted on our server which is publicly accessible via [https://metabolomics.cc.hawaii.edu/software/LiveBoost/](https://metabolomics.cc.hawaii.edu/software/LiveBoost){#ir0015}. The web-tool development was conducted using the R package *shiny*.

3. Results {#s0055}
==========

3.1. Machine learning model selection {#s0060}
-------------------------------------

For our first aim (i.e., finding a machine learning approach that robustly improves the original FIB-4 score), we compared the original FIB-4 scoring system with different models using a 100-times jackknife resampling approach by randomly splitting the discovery set into 70% training set and 30% testing set. We built each model on the training set with optimized hyper-parameters and compared results to FIB-4 on the testing set. For differentiating between early (S0--2) and advanced (S3--4) fibrosis, we found that compared to FIB-4 score, DT was associated with comparable AUPR (0.67 vs. 0.68, *p* = .15) but significantly lower AUROC (0.79 vs. 0.82, *p* \< .001). The RF approach was associated with significantly higher AUPR (0.73 vs. 0.68, *p* \< .001) and comparable AUROC (0.82 vs. 0.82, *p* = .59). The GB approach was associated with significantly higher AUPR (0.77 vs. 0.68, *p* \< .001) and AUROC (0.85 vs. 0.82, *p* \< .001) (left side panels of [Fig. 2](#f0010){ref-type="fig"}). Similarly, for the identifying of cirrhosis cases (S4) (right side panels of [Fig. 2](#f0010){ref-type="fig"}), we found that compared to FIB-4 scoring, the DT based approach was associated with significantly lower AUPR (0.60 vs. 0.66, *p* \< .001) and AUROC (0.81 vs. 0.87, *p* \< .001). The RF-based approach was associated with significantly higher AUPR (0.70 vs. 0.66, *p* = .0047) and AUROC (0.89 vs. 0.87, *p* = .0023). The GB approach was associated with even greater significant differences in AUPR (0.72 vs. 0.66, *p* \< .001) and AUROC (0.90 vs. 0.87, *p* \< .001). Descriptive statistics of the AUROCs and AUPRs for these approaches are summarized in Table S1. Altogether, the GB approach provided the greatest improvements in classification capacity over FIB-4 scoring system among the three machine learning methods. Additionally, higher variances associated with the DT approach indicated less robustness than the other approaches. In addition to showing significantly better classification performance relative to FIB-4, two ensemble learning approaches were associated with smaller variances than DT.Fig. 2Boxplots of AUPR and AUROC on testing sets for four different methods. *P*-values were calculated using Student\'s *t*-tests.Fig. 2

3.2. Model construction and validation {#s0065}
--------------------------------------

After we selected the GB model as our reconstruction approach for FIB-4, we finalized our prediction models for detecting advanced HF (discriminating S0--2 from S3--4) and cirrhosis (discriminating S0--3 from S4) by training GB models on the full discovery set with optimized hyper-parameters, to produce GB-based risk scores. To validate this GB-based scoring system, we applied it to our first validation set which was derived from an independent HBV cohort. [Table 1](#t0005){ref-type="table"} summarizes the four clinical indicators and other demographic information for the discovery and validation-1 datasets. Applying our final trained GB models to generate risk scores (in log-odds scale) for all the samples in both the discovery and validation-1 sets, we again found higher AUROC ([Fig. 3](#f0015){ref-type="fig"}A) and AUPR (Fig. S1) values for the GB-based scoring relative to FIB-4 scoring for both datasets. For classification between S0-2 and S3-4, GB showed an AUROC of 0.904 and 0.918, AUPR of 0.836 and 0.925 in the discovery set and validation set-1, respectively while FIB-4 showed an AUROC of 0.817 and 0.841, AUPR of 0.688 and 0.844, respectively. For classification between S0--3 and S4, GB showed an AUROC of 0.961 and 0.871, AUPR of 0.891 and 0.833 in the discovery set and validation set-1, respectively while FIB-4 showed an AUROC of 0.864 and 0.830, AUPR of 0.671 and 0.738, respectively. We then compared the specificity and sensitivity at the best cutoff values for GB scores and two recommended cutoffs for FIB-4 ([Fig. 3](#f0015){ref-type="fig"}B), finding that the GB prediction model produced higher specificity (0.86 and 0.85 in the discovery set and validation set-1, respectively) and sensitivity (0.79 and 0.84 in the discovery set and validation set-1, respectively) than FIB-4 (specificity = 0.74 and 0.83, sensitivity = 0.74 and 0.78 in the discovery set and validation set-1, respectively) with cutoff = 1.45 for discriminating stages S0-2 from S3-4. While FIB-4 scoring with cutoff = 3.25 resulted in higher specificity (0.94 and 0.96 in the discovery set and validation set-1, respectively), it suffered from lower sensitivity (0.50 and 0.68 in the discovery set and 0.68 in the validation-1 set) (left panels of [Fig. 3](#f0015){ref-type="fig"}B). Similarly, for detecting cirrhosis (S4), the GB prediction model showed higher and more stable (with smaller CIs) specificity (0.92) and sensitivity (0.88) in the discovery set than FIB-4 using cutoff = 1.45 (specificity = 0.72 and sensitivity = 0.85) (upper right panel of [Fig. 3](#f0015){ref-type="fig"}B). Again, FIB-4 with cutoff = 3.25 showed high specificity (0.92) with much lower sensitivity (0.68) (upper right panel of [Fig. 3](#f0015){ref-type="fig"}B). In the validation-1 set, GB still demonstrated more balanced specificity (0.85) and sensitivity (0.78) while FIB-4 with cutoff = 1.45 showed lower specificity (0.78) with larger CI and cutoff = 3.25 and showed lower sensitivity (0.69) (lower right panel of [Fig. 3](#f0015){ref-type="fig"}B).Table 1Clinical and demographical characteristics of the HBV cohorts.Table 1DataHF stageTotal NumNum of MNum of FBMI (kg/m\^2)Age (years)AST (U/L)ALT (U/L)PLT (10\^9/L)Discovery Set (HBV)04639722.1 (20.3--23.5)32 (27--40)49 (35--66)106 (58--171)190 (161--215)11691254421.2 (19.5--24.1)30 (25--38)58 (39--99)114 (65--190)179 (155--214)2134934121.6 (20.1--24.0)31 (27--39)74 (43--138)155 (80--267)176 (150--210)35647922.5 (20.9--25.0)39 (29--47)62 (44--112)90 (56--250)148 (108--182)485533222.5 (20.9--24.5)50 (40--58)45 (31--77)45 (28--100)86 (43--121)Validation Set (HBV)0157823.2 (21.2--24.0)35 (28--40)40 (23--67)65 (33−100)173 (152--193)12114622.5 (21. 3--24.8)31 (26--45)67 (36--128)98 (77--183)193 (174--221)2127522.4 (21.5--23.3)39 (34--43)50 (40--97)76 (52--357)161 (145--178)3118321.5 (20.5--22.8)40 (31--49)35 (33--53)40 (31--95)108 (93--118)42718922.4 (20.1--23.9)45 (37--56)43 (32--70)35 (28--82)74 (40--98)[^2]Fig. 3Classification performances of GB and FIB-4 on the discovery set and the HBV validation set. (A) ROC curves of GB and FIB-4 in advanced HF detection (left-panel) and cirrhosis detection (right-panel). (B) Specificity, sensitivity and their 95% CIs of GB and FIB-4 scores in advanced HF detection (left-panel) and cirrhosis detection (right-panel). We selected the best GB cutoff based on the Youden index for the discovery set and two commonly applied FIB-4 cutoffs (1.45 and 3.25).Fig. 3

To verify whether the classification performances could be further improved by introducing extra clinical parameters, ALB and GGT, which were reported in previous studies \[[@bb0105], [@bb0170]\], we additionally rebuilt GB models based on six predictors (Age, AST, ALT, PLT, ALB, and GGT) and LR models based on FIB-4, ALB and GGT. Comparing to our original GB models, new GB models slightly improved the AUROC (0.929 and 0.974 for S0--2 vs. S34 and S0--3 vs. S4, respectively, Fig. S2 upper panel) in the discovery set, and showed similar results in the HBV validation set-1 (0.91 and 0.874 for S0--2 vs. S34 and S0--3 vs. S4, respectively, Fig. S2 lower panel). When we compared the new FIB-4 models (FIB-4, ALB, and GGT) to the original FIB-4 score, we found although new FIB-4 models displayed similar AUROC in the discovery set (0.818 and 0.842 for S0--2 vs. S34 and S0--3 vs. S4, respectively, Fig. S3 upper panel), showed much lower AUROC in the HBV validation set-1 (0.738 and 0.757 for S0--2 vs. S34 and S0--3 vs. S4, respectively, Fig. S3 lower panel). Thus, we did not include these two parameters in the following analyses.

3.3. Model prediction on HCV cohorts {#s0070}
------------------------------------

To investigate potential differences in GB risk score and FIB-4 score between HBV-related and HCV-related CLD cohorts, we applied our prediction models on two independent HCV validation data sets. We found significant differences in both FIB-4 and GB scores between groups staged S0--2 and S3--4, with more significant differences in GB scores than FIB-4 scores in both HBV (*p* \< 2.2e-16 vs. *p* = 1.8e-12 in the discovery set and *p* = 7.8e-14 vs. *p* = 2.5e-6 in the validation set-1) and HCV cohorts (*p* = 1.4e-10 vs. *p* = 3.6e-8 in the validation set-2 and *p* = 2.2e-9 vs. *p* = 7.5e-5 in the validation set-3) ([Fig. 4](#f0020){ref-type="fig"}). Similar results were observed when discriminating cirrhosis (S4) from HF (S0--3) (Fig. S4). The GB and FIB-4 scores in HCV-related cohorts performed with AUROC = 0.797 and 0.816, respectively in validation set-2 and AUROC = 0.849 and 0.795, respectively in validation set-3. Thus, classification performance with the GB model was improved relative to FIB-4 in validation set-3 set (HCV), but not in validation set-2 dataset (HCV) (Fig. S5A).Fig. 4FIB-4 and GB scores for four independent cohorts between S0--2 and S3--4. P-values were calculated using Student\'s *t*-tests.Fig. 4

When HCV-infected cohorts were compared to HBV-infected cohorts, higher mean FIB-4 scores and GB scores were noted in both the S0--2 and S0--3 groups ([Fig. 4](#f0020){ref-type="fig"} and Fig. S4), a finding which suggested that cutoff values built on one cohort might not be ideal for other cohorts with different etiological causes for CLD. Measurement of the FIB-4 score in the HCV cohorts for staging advanced HF revealed that a cutoff value of 3.25 resulted in a better specificity and sensitivity trade-off point relative to a cutoff value of 1.45 which resulted in more false positive findings due to low specificity (Fig. S5B). In contrast, a FIB-4 cutoff value of 1.45 exhibited more balance between sensitivity and specificity values in the HBV cohorts while a cutoff value of 3.25 yielded false negative findings due to low sensitivity ([Fig. 3](#f0015){ref-type="fig"}B). Correspondingly, we assessed the sensitivity and specificity of a GB cutoff value of −0.93 (which produced optimal results on the HBV discovery set) for HCV in differentiating early and advanced HF. Applying this cutoff value to the validation-2 and 3 HCV datasets produced a classification performance associated with higher sensitivity, but at the expense of much lower specificity (Fig. S5B). A new GB cutoff value of −0.14 was calculated based on the Youden\'s index on the ROC curve of the validation-2 (HCV) dataset. This higher cutoff value yielded improvements on the point and interval estimations of specificity in both HCV cohorts while maintaining a reasonable balance with specificity and sensitivity for discriminating S0--2 vs. S3--4. We did not assess cirrhosis detection performances on these two HCV datasets due to the small number of cirrhosis samples. Table S2 includes all point and interval estimations of AUROC, specificity, and sensitivity of both the FIB-4 and GB scores.

3.4. Web-tool development {#s0075}
-------------------------

To encourage further study of the clinical application of HF staging using cutting-edge machine learning approaches, we packaged our trained GB models into a free, accessible web-tool (LiveBoost: <https://metabolomics.cc.hawaii.edu/software/LiveBoost/>). [Fig. 5](#f0025){ref-type="fig"} shows the GUI of the web-tool. To use this web-tool, one can simply input values for the four clinical indicators along with the disease etiology followed by a click of the "Predict" button. Two gauge plots will be generated at the right panel of the interface showing the GB risk score and the FIB-4 score for this subject. Corresponding descriptions with calculated disease probabilities will appear below the plots. The next step for prediction of liver cirrhosis is provided in the "Model-2" tab. One clicks the "Reset" button to bring values back to their default settings.Fig. 5A screenshot of the web-tool (LiveBoost).Fig. 5

4. Discussion {#s0080}
=============

An affordable, reproducible, objective and non-invasive method for predicting the severity of HF is needed to support longitudinal surveillance and clinical decision making. In this study, we aimed to reconstruct the current FIB-4 scoring system to improve the sensitivity and specificity of classifications between early and advanced HF and for the detection of cirrhosis. To our knowledge, this is the first time that machine learning algorithms have been employed to improve the staging of CLD by building on an existing clinical scoring system. Furthermore, this algorithm has been implemented into a user-friendly web-tool to support further independent explorations of its clinical utility.

We compared the original FIB-4 score with three machine learning methods: DT, RF, and GB. The results showed that GB outperformed FIB-4 and other methods regarding AUPR and AUROC. Applying GB to an independent HBV dataset, we observed consistently superior performance to FIB-4 scoring. On two independent HCV validation sets, the trained GB model also showed good classification performance with more significant group-differences compared to FIB-4 scoring ([Fig. 4](#f0020){ref-type="fig"}, Fig. S4). Although the GB model produced similar AUROC values to the FIB-4 scores in validation set-2 (HCV) (Fig. S5), this might due to group imbalance and a lack of S0 group in this dataset. The GB model was associated with narrower CIs of specificity and sensitivity, supporting its potential for robust classification. Also, GB showed better classification performance than FIB-4 in validation set-3 (HCV) (Fig. S5). In this validation set, each patient underwent serial liver biopsies before and after antiviral therapy along with the corresponding blood tests. To avoid potential confounding factors caused by the therapy, we performed additional validation on the pre-treatment data and achieved consistent results with our previous analyses (Fig. S6).

In addition to FIB-4 parameters, other clinical indicators (e.g., ALB, GGT) were discovered as significant diagnostic predictors of liver disease \[[@bb0105], [@bb0170]\]. To assess whether ALB and GGT values could augment the performance of GB models and FIB-4 for the staging of CLD, we rebuilt GB and FIB-4 models with these two indicators added to the existing panel. The inclusion of ALB and GGT values did not produce significant improvements over our current models. Notably, the new FIB-4 LR models displayed even worse classification performances than the original FIB-4 score. These results might suggest a potential problem of overfitting in LR models when we include redundant predictors, while GB models did not particularly suffer from overfitting issues. What\'s more, high-order non-linear interactions between predictors may be better captured by innovative machine learning approaches \[[@bb0075]\] which might explain why the GB model outperformed FIB-4 for classifying CLD for the HBV cohorts. Thus, it will be worth trying this approach with other clinical predictors such as, the AST/platelet ratio index (APRI) \[[@bb0175]\], the AST/ALT ratio \[[@bb0180]\], the AST/ALT ratio/platelet ratio index (AARPRI) \[[@bb0185]\], the age-platelet index \[[@bb0190]\] or the FibroScan score \[[@bb0195]\]).

In addition to conventional clinical indicators, serum metabolomics could also serve as a potential source of biomarkers for assessing CLD. The liver is the principal organ for lipid metabolism in the manufacture of fatty acids from excess acetyl-CoA along with transportation and storage of lipid metabolites \[[@bb0200]\]. Bile acids are originally synthesized by liver cells and fibrosis-related changes in their enterohepatic circulation may be reflected as serum biomarkers \[[@bb0205]\]. Additionally, the liver performs a significant role in the degradation of amino acids \[[@bb0210]\]. CLD with progressive HF should therefore lead to alterations of various metabolites and indeed, previous studies demonstrated that changes in levels of amino acids \[[@bb0215]\], free fatty acids \[[@bb0220]\], and bile acids \[[@bb0225], [@bb0230]\] were highly correlated with progression of liver disease. Thus, metabolic alterations might serve as complementary information to existing clinical indicators for HF staging, making it worth exploring whether including metabolic markers into our CLD prediction models will improve classification performances, especially for the early fibrosis stratifications.

A potential caveat worth discussing is the performance of different cutoff values for FIB-4 and GB scores for different etiological CLD cohorts (i.e., HBV and HCV cohorts). Compared to HBV cohorts, there was a trend for higher FIB-4 and GB scores in early stage fibrosis of HCV patients ([Fig. 4](#f0020){ref-type="fig"}) which prompted us to apply a higher cutoff value to achieve more reasonable classification performances. Age, one of the parameters used to calculate the FIB-4 score, is also on average higher in HCV patients than HBV patients as shown in our study (Fig. S7A). HCV infections which are commonly acquired later in life than HBV infections, likely produce age at exposure differences and age-related prevalence differences between HBV and HCV induced liver injuries \[[@bb0235], [@bb0240]\]. Thus, etiologic and epidemiologic differences between HBV and HCV patients may both be contributing to differences in optimal FIB-4 and GB scores cutoffs between these groups. AST and ALT were found at lower levels in S0 and S4 groups versus intermediate groups (Fig. S7B and C), which is consistent with former studies \[[@bb0245]\]. PLT levels decreased with HF progression in both HBV and HCV cohorts (Fig. S7D). Thus, the natural progression of liver injuries induced by different hepatitis etiologies may be reflected in different cutoffs of FIB-4 and GB scores. The first cutoff of FIB-4 (1.45) is a better trade-off point with specificity and sensitivity in HBV cohorts ([Fig. 3](#f0015){ref-type="fig"}) while the second cutoff (3.25) showed more consistent classification performances in HCV cohorts (Fig. S5). For GB scores, we found that the best cutoff (−0.93) for the HBV discovery set showed biased classifications in HCV cohorts (Fig. S5B). After changing the cutoff from −0.93 to −0.14, we observed better specificity without drastically decreasing the sensitivity (Fig. S5B). Thus, different etiologies of CLD may need to be directly factored into models, or etiology-specific cutoff values should be considered. However, in this study, HCV datasets suffered from small sample sizes and a limited number of cirrhosis subjects. In the future, we propose re-training new machine learning models using GB with larger HCV cohorts to achieve better staging performances.

Certain limitations of this study and the results need to be discussed. First, the training sample size remains limited and individual cohorts were drawn from only Asian ethnic cohorts. We are planning to collect more samples from multiple sites in the future which will be necessary to further establish the robustness of these predictive models. Second, we trained the GB models on HBV cohorts and recognized the need to recruit additional cohorts to examine models trained on groups affected by specific etiologies such as HCV patients. Based on the differences in model performance that we have preliminarily observed between HBV and HCV-related CLD patients, we believe it is possible to achieve further refinements of the models through the incorporation of etiology-related parameters. Third, limitations in clinical data infrastructure and mechanisms to support data sharing for biomedical research currently poses a severe bottleneck in validating cutting-edge machine learning techniques \[[@bb0250], [@bb0255]\]. We have implemented our GB prediction model as an online tool to support its dissemination for independent testing in other cohorts. We hope that independent researchers can share their results and data to help expedite this and other potential clinical applications of machine learning.

In conclusion, we employed a cutting-edge machine learning algorithm (GB) to reconstruct a well-studied clinical scoring system (FIB-4) for better detection of advanced HF and cirrhosis in HBV cohorts with CLD. We validated the prediction capacity of our models in multiple independent groups of HBV and HCV patients. Due to the etiological differences between HBV and HCV, we proposed that different cutoff values for GB and FIB-4 scoring should be applied. Particular machine learning models could be trained on larger HCV cohort in future studies. The idea of using machine learning to reconstruct existing clinical scoring systems could be applied to other indicators in other disease cohorts.

Appendix A. Supplementary data {#s0105}
==============================

Supplementary materialImage 1

Acknowledgements {#s0085}
================

We would like to acknowledge all participants of this project for providing samples and experts of local hospitals for collecting data. Also, we wish to thank Dr. Cheng-Yuan Peng for sharing data to support this study.

Funding sources {#s0090}
===============

This work was financially supported by the National Institutes of Health/National Cancer Institute Grant 1U01CA188387-01A1, Key Program of National Natural Science Foundation of China (8153000502), General Program of National Natural Science Foundation of China (81573873, 81774196), China Postdoctoral Science Foundation funded project, China (2016T90381, 2015M581652), E-institutes of Shanghai Municipal Education Commission, China (E03008). The funders had no role in study design, data collection and analysis, decision to publish, or preparation of the manuscript. W.J. had full access to all of the data in the study and had final responsibility for the decision to submit for publication.

Declaration of interests {#s0095}
========================

The authors declare that they have no competing interests.

Authors\' contributions {#s0100}
=======================

W.J. and P. L. lead the study. R.W. and J.W. performed the data analysis, implemented the methodology, and generated the web-tool; X.W., G.X., Y.W., H.Z., and C.Y.P. collected the data and discussed the results; R.W., J.W, and S.W. prepared the original draft; W.J., P.L., R.W., J.W, S.W., G.X., C.R., and C.Y.P. reviewed and edited the final manuscript.

Supplementary data to this article can be found online at <https://doi.org/10.1016/j.ebiom.2018.07.041>.

[^1]: These authors contributed equally to this work.

[^2]: Continuous variables are displayed as median value (25% - 75% quantile values), Num (number), F (female) M (male).
