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Abstract
We explore connections of low-rank matrix factorizations with interesting problems in data
mining and machine learning. We propose a framework for solving several low-rank matrix
factorization problems, including binary matrix factorization, constrained binary matrix
factorization, weighted constrained binary matrix factorization, densest k-subgraph, and or-
thogonal nonnegative matrix factorization. These combinatorial problems are NP-hard. Our
goal is to develop effective approximation algorithms with good theoretical properties and
apply them to solve various real application problems. We reformulate each of the problems
as a special clustering problem that has the same optimal solution as the corresponding
original problem. Making use of this property, we develop clustering algorithms to solve
corresponding low-rank matrix factorization problems. We prove that most of our cluster-
ing algorithms have constant approximation ratios, which is a highly desirable property for
NP-hard problems. We apply the proposed algorithms and compare them with existing
methods for real applications in pattern extraction, document clustering, transaction data
mining, recommender systems, bicluster discovery in gene expression data, social network
mining, and image representation.
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Chapter 1
Introduction
1.1 Motivation
With unprecedented technological advances, it is much easier and cheaper to collect and store
large amounts of data. For example, rapid growth of digital imaging makes it possible to
store huge numbers of radiology images for patients, leading to a large database of medical
data. These huge datasets arise in many other areas such as e-commerce, computational
biology, financial analysis, and image processing. In many of these applications the datasets
exhibit discrete attributes. As an example, a bookstore might have millions of transactions
recording customers’ book-buying behavior. Each transaction is a binary vector whose entry
is one if a person buys a certain book, and zero otherwise.
These datasets contain much useful underlying information. For example, in medical
research, comparions of large databases of healthy and unhealthy patients contribute to a
better understanding of pathologies. Bookstores recommend books to customers by mining
large databases of previous customers’ purchase history and finding relationships between
books, for example, if a customer buys a book about programming, he or she is likely to
buy another one about data structures. Thus it is essential to seek effective techniques to
analyze these datasets.
However, these high-dimensional discrete datasets pose great challenges in data analysis
due to the combination of binary features and high dimensionality. Specifically, the analysis
of binary data generally leads to NP-hard problems. The high dimensionality brings several
difficulties for data analysis: the computational cost is often high, clustering data items is
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particularly challenging [13, 74, 92], and the curse of dimensionality is severe when model-
ing high-dimensional binary data, as the number of possible combinations of the variables
explodes exponentially [16]. More adaptive methods are required to address these issues.
1.2 Problem Statement
Two main tasks for analyzing high-dimensional datasets are pattern extraction and cluster-
ing. Pattern extraction is essential for analyzing these datasets so as to approximate them
by much smaller datasets, which reveals underlying dominant patterns in original data. It
is also essential to group data into clusters. Cluster analysis has been used in many areas,
such as grouping related documents for browsing, or finding genes and proteins that have
similar functionalities. To perform these two tasks, we use low-rank matrix factorization to
approximate the original matrix by a product of two low-rank matrices.
A fundamental result of linear algebra states that for any given matrix G and positive
integer k, and any rotation-invariant norm (e.g., Frobenius norm and 2-norm), there is a
matrix Gk that minimizes ‖G−Gk‖ over all matrices Gk of rank k. Low-rank matrix ap-
proximations have long been studied by numerical analysts but have only recently received
broader attention in computer science due to their usefulness in areas such as machine
learning, computer vision, and information retrieval, for which they are used for extracting
correlations and removing noise from matrix-structured data, compression of single images
and multiple spectral image cubes, and latent semantic indexing for large document collec-
tions. For a more complete list of applications of matrix decompositions in data mining, see
Skillicorn [88].
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Mathematically, given a matrix G ∈ Rm×n and a positive integer k  min(m,n), con-
strained low-rank matrix approximation can be formulated as
min
U ,W
‖G−UW ‖2F (1.1)
s.t. U ∈ Rm×k, W ∈ Rk×n,
U ∈ Cu, W ∈ Cw,
where Cu and Cw are the feasible sets forU andW , respectively. Many well-known problems
have the form (1.1), including singular value decomposition (SVD) and nonnegative matrix
factorization (NMF). Our target is four other interesting problems: binary matrix factoriza-
tion (BMF), constrained binary matrix factorization (CBMF), weighted constrained binary
matrix factorization (WCBMF), and densest k-subgraph (DkS), among which BMF and DkS
are popular existing problems, whereas CBMF and WCBMF are new problems proposed by
us. BMF aims to approximate a binary matrix by a product of two low-rank binary matrices.
Binary datasets occupy a special place in data analysis [67]. In the previous literature on
BMF, the matrix product is not required to be binary. We call this unconstrained BMF
(UBMF). Since the matrix G is binary, it is often desirable to have a matrix product that is
also binary. We call the resulting constrained problem CBMF. In this thesis, BMF refers to
either UBMF or CBMF. We further propose our weighted CBMF (WCBMF) model inspired
by the fact that there are two different types of mismatched entries between the original ma-
trix and the product matrix: 0-becoming-1 and 1-becoming-0, and CBMF aims to minimize
the sum of the two types of mismatched entries with no preference for minimizing a specific
type. WCBMF is a generalization of CBMF that takes a different penalty weight for each
type of error. DkS aims to find a k-vertex induced subgraph having the maximum number
of edges (or edge weight) for a given (weighted) graph. It is not immediately obvious that
DkS fits the pattern of (1.1), but we reformulate DkS as a single clustering problem, which
can then be formulated as a constrained rank-one matrix factorization.
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Alternating iterative algorithms are widely used to solve continuous optimization prob-
lems of the form (1.1). This is because the objective function ‖G − UW ‖2F is convex in
either W or H separately, but not convex in both variables simultaneously. Thus one ex-
pects to find local minima instead of global minima. The algorithm requires solving two
subproblems: To minimize or reduce the ojective function, first find W for fixed U and
then U for this value of W , and repeat. Let f(U ,W ) = ‖G − UW ‖2F . We present an
alternating iterative algorithm template for problems of form (1.1).
Algorithm 1: Alternating Iterative Algorithm Template for form (1.1)
1 Repeat the following steps I times:
input : G ∈ {0, 1}m×n, and initial random matrix U ∈ {0, 1}m×k
output: U ∈ {0, 1}m×k and W ∈ {0, 1}k×n that reduce f(U ,W )
2 repeat
3 For this fixed U , find W to minimize or reduce f ;
4 For this fixed W , find U to minimize or reduce f ;
5 until objective value does not decrease;
6 Return U and W with minimum objective value over all I runs.
Algorithm 1 provides a template for computing various approximate factorizations having
the form (1.1), which may differ in the methods and costs for solving the two subproblems.
This thesis focuses on a class of combinatorial factorizations whose subproblems can be
reformulated as specific clustering problems, for which there are many existing effective
approximation algorithms.
1.3 Prior Work
Numerous techniques have been proposed to deal with continuous data. Singular value de-
composition (SVD) decomposes G into G = UΣV T , where U and V are orthogonal matrices,
and Σ is a diagonal matrix with singular values in descending order. A rank-one approx-
imation to G can be obtained by the outer product of the first column in U and the first
column in V scaled by the first singular value in Σ. Similarly, a rank-k approximation can
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be obtained by the sum of k decreasingly significant rank-one matrices. This truncated SVD
is the optimal solution for minimizing the error defined in Frobenius norm. This result is
originally due to Eckart and Young [35]; for a modern treatment in terms of the SVD, see
Golub and Van Loan [43]. Conventional algorithms for computing the full SVD are pro-
hibitively expensive for large matrices, but a useful partial SVD can be computed relatively
cheaply using orthogonal iteration or Lanczos iteration [43], which require only repeated
matrix-vector multiplications. Methods for reducing the cost include sampling [32, 38] and
Lanczos bidiagonalization [87].
Principal Direction Divisive Partitioning (PDPP) [18] is a hierarchical clustering strategy
for high-dimensional sparse datasets. It partitions the original dataset into two parts based
on the direction of the first singular vector obtained by SVD, and then recursively partitions
the resulting datasets. This results in a binary tree that partitions data in ways that reflect
the most important variation.
CUR Decomposition [73] approximates the original matrix G by a product of three
matrices CUR, where C is a set of columns of G, and R is a set of rows of G. Usually
CUR Decomposition is selected to be a rank-k approximation, where C contains k columns
of G, R contains k rows of G, and U is a k × k matrix. CUR Decomposition provides a
high-quality sketch of the original data, but is much smaller and thus easier to analyze in
practice.
NMF factorizes a nonnegative matrix into a product of two nonnegative matrices. The
most popular approach to solving NMF is the multiplicative update algorithm proposed
by Lee and Seung [66]. Other successful algorithms include the projected gradient descent
method [69], active-set method [57], and block principal pivoting method [58].
Semidiscrete Decomposition (SDD) [60] is a more space efficient version of SVD. The
entries of U and V can be only 0, 1, or −1, thus saving much storage space compared with
SVD. The performance of SDD in the application of latent semantic indexing is comparable
to truncated SVD, while reducing the storage to one-tenth [59].
5
However, approximation data obtained by all these methods still contain negative and
non-binary values, from which it is hard to deduce useful information to help understand
the original binary data. We need algorithms specially designed for discrete data, for which
there have been relatively few alternating iterative algorithms. Zhang et al. [99, 100] pro-
posed a penalty function and thresholding algorithm to update U and W iteratively for
rank-k BMF. Most such works, e.g., [61, 70, 86], are mainly concerned with rank-one ap-
proximation, in which case a rank-k BMF is then computed by partitioning the data set at
each stage and repeating the rank-one factorization for each submatrix. Algorithms have
been proposed for DkS based on a variety of techniques, including greedy algorithms [15, 24],
linear programming [17, 55], and semidefinite programming [91, 97]. However, there have
been no alternating iterative algorithms for DkS because it has not previously been cast in
the form (1.1).
In addition, the discrete features in the datasets generally lead to NP-hard problems
and there are few discussions about approximation ratios of existing algorithms for these
problems. For example, Shen et al. [86] proved that their rank-one algorithm has an ap-
proximation ratio of 2, but there is no approximation ratio known for rank-k BMF. No
constant-factor approximation algorithm for DkS has been reported in the literature.
1.4 Objective
In this thesis, we mainly consider discrete optimization problems. Our goals are to (i)
provide a framework in which many well-known problems can be formulated, as well as new
problems we introduce, such as CBMF and WCBMF. This framework allows us to apply
alternating iterative algorithms, which require solving two subproblems; (ii) propose effective
clustering methods to solve the subproblems. We find that the discrete properties allow us
to reformulate each subproblem as a specific clustering problem, for which there are many
existing effective approximation algorithms; (iii) prove that most of our proposed algorithms
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have approximation ratio of 2 for the reformulated clustering problems, which have the
same optimal solutions as the original discrete optimization problems. The 2-approximation
is theoretically significant, as the original problems are usually NP-hard with few, if any,
constant factor approximation algorithms reported; (iv) apply our algorithms to numerous
applications in data mining and machine learning, mainly concerning pattern extraction and
clustering for high-dimensional datasets; and (v) identify additional problems that can fit
into this framework and whose corresponding subproblems can be solved by algorithms with
good theoretical properties.
We describe BMF, WCBMF, and DkS in Chapter 2, 3, and 4 respectively. For each
problem, we reformulate it as a specific clustering problem, propose clustering algorithms,
discuss their approximation ratios, and apply them to interesting applications.
Besides these discrete optimization problems, we observe that a variant of a continuous
optimization problem, NMF, can also be cast in our framework. The problem is called
orthogonal nonnegative matrix factorization (ONMF), which adds one more constraint to
NMF, enforcing orthogonality constraints on columns of U or rows of W . The orthogonality
constraint enables us to reformulate ONMF as a variant of a weighted clustering problem,
as described in Chapter 5.
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Chapter 2
Binary Matrix Factorization
2.1 Introduction
High-dimensional binary datasets arise in many areas such as business, bioinformatics, and
image processing. For example, a supermarket might have millions of transactions recording
customers’ grocery-buying behavior. Note that binary datasets means that only values 0
and 1 are allowed. As introduced in Chapter 1, these datasets pose great challenges in
data analysis due to the combination of high dimensionality and binary features. Chapter 1
describes many methods for analyzing continuous data, but the approximation data obtained
by all these methods still contains negative and non-binary values, from which it is difficult
to deduce useful information to help understand the original binary data. Moreover, each of
these real-valued entries is typically stored in 32 or 64 bits, while each binary entry needs
only 1 bit to store.
In order to address these issues, we propose clustering algorithms for binary matrix
factorization (BMF) to compress the data and extract dominant patterns. In the existing
literature, BMF is defined as follows: given a binary matrix G ∈ {0, 1}m×n, BMF finds two
binary matrices U ∈ {0, 1}m×k and W ∈ {0, 1}k×n so that the distance between G and the
matrix product UW is minimal. Conventionally, the distance is measured by the square of
the Frobenius norm, leading to an objective function ‖G−UW ‖2F . BMF has applications in
many areas, such as document clustering [99], association rule mining [62], pattern discovery
for gene expression pattern images [86], digits reconstruction for USPS datasets [76], market
basket data clustering [67].
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In 2002, Koyutu¨rk et al. [61] proposed PROXIMUS to approximate a binary dataset
by another one with low rank. It finds a rank-one approximation to the original binary
data and then performs recursive partitioning until some stopping criterion is met and the
algorithm stops at a certain rank. PROXIMUS was the first algorithm for BMF. Koyutu¨rk
et al. [62] further showed that BMF is NP-hard because it can be formulated as an integer
programming problem with 2m+n feasible solutions, even for rank-1 BMF. They showed that
there is no theoretical guarantee on the quality of the solution produced by PROXIMUS [63].
Lin et al. [70] proposed an algorithm theoretically equivalent to PROXIMUS but with lower
computation cost. Shen et al. [86] proposed a 2-approximation algorithm for rank-1 BMF
by reformulating it as a 0-1 integer linear problem (ILP). Gillis and Glineur [40] gave an
upper bound for BMF by finding the maximum edge bicliques in the bipartite graph whose
adjacency matrix is G. They also proved that rank-1 BMF is NP-hard. Miettinen et al. [77]
defined discrete basis problem (DBP) as another way to approximate a binary matrix by the
boolean product of two binary matrices U ⊗W so as to minimize ‖G−U ⊗W ‖(1,1). They
also considered a special variant of DBP, which adds another constraint that each column of
W has exactly one entry of value 1. They named this problem Discrete Basis Partitioning
Problem (DBPP) and showed that there exists a 10-approximation algorithm for it. As we
will see later, DBPP can be viewed as a more restrictive version of BMF.
Note that though the definition of BMF does not require matrix product UW to be
binary, all existing methods for BMF produce a binary matrix product, as it is desirable
to approximate a binary matrix by another binary one in many real applications. This
extra constraint on matrix product would produce more sparse matrix factors U and W ,
and greatly reduce the computational cost, as we will see later. For comparison, we call
the problem unconstrained BMF (UBMF) if we do not impose the extra constraint on the
matrix product, and the other problem constrained BMF (CBMF), where the matrix product
is restricted to the class of binary matrices. In this thesis, BMF refers to UBMF or CBMF.
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We introduce two variants of CBMF that involve only linear constraints to ensure that
the resulting matrix product is binary. We note that when the matrix product UW is
binary, then there is no difference between the squared Frobenius norm and the (1, 1) norm
of the matrix G−UW . As shown in a recent study [20], the use of the (1, 1) norm is very
helpful in the pursuit of sparse solutions to various problems. Thus we use the (1, 1) norm
as the objective function in our BMF model. As we will see later, this will substantially
affect the solution process. We explore the relationship between BMF and special classes of
clustering problems and use this relation to develop an effective approximation algorithm,
which we prove has approximation ratio of 2. The clustering algorithm works well for small
values of k, but its complexity is exponential in k because it chooses all possible k points
out of n points as initial cluster centers, and thus it is not suitable for large values of k.
Therefore we propose to choose k cluster centers randomly based on preassigned probabilities
to each point so that the randomized clustering algorithm works well for large values of k.
We further estimate the quality of the solution. Our method differs from others such as
PROXIMUS and ILP [86] in that it effectively discovers the desired number of underlying
dominant patterns instead of first finding a rank-one approximation and then performing
partitioning recursively. Since the approximation data represents the original dataset quite
well but with much smaller size, it provides a good starting point for other purposes. For
example, applying association rule mining algorithms to approximate data instead of the
original data will result in high speedup in time. Our experiments show that rules mined
from approximate data match the ones mined from original data quite well. In addition, we
compare our method with other popular ones for document clustering and results show that
our method often beats others with highest accuracy.
In addition, we propose alternating update procedures for UBMF. In every iteration of
the procedure, we solve a BQP subproblem to update the matrix argument. We also explore
the relationship between solutions of UBMF and CBMF and establish a sandwich theorem
between them.
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2.2 Problem Definition
Given G ∈ {0, 1}m×n and an integer k  min(m,n), UBMF of rank k is defined as
min
U ,W
||G−UW ||2F (2.1)
s.t. U ∈ {0, 1}m×k, W ∈ {0, 1}k×n.
Note that in the above model, the matrix product UW is not required to be binary. As
pointed out in the introduction, since the matrix G is binary, it is desirable to have a binary
matrix product. This leads to the problem
min
U ,W
||G−UW ||2F (2.2)
s.t. U ∈ {0, 1}m×k, W ∈ {0, 1}k×n,
[UW ]ij ≤ 1, ∀ i = 1, · · · ,m, j = 1, · · · , n. (2.3)
The quadratic constraint (2.3) makes the problem very hard to solve. To see this, let us
temporarily fix one matrix, say U , then we end up with a BQP with linear constraints, which
is still NP-hard [23]. One way to reduce the difficulty in problem (2.2) is to replace the hard
quadratic constraints by some linear constraints that will ensure the resulting matrix product
remains binary. For this purpose, we introduce the following two specific variants of CBMF,
min
U ,W
‖G−UW ‖(1,1) (2.4)
s.t. U ∈ {0, 1}m×k, W ∈ {0, 1}k×n,
W Tek ≤ en.
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and
min
U,W
‖G−UW ‖(1,1) (2.5)
s.t. U ∈ {0, 1}m×k, W ∈ {0, 1}k×n,
Uek ≤ em.
We replace the squared Frobenius norm by the (1, 1) norm, which is defined as ‖G‖(1,1) =
m∑
i=1
n∑
j=1
|gij| for any matrix G. Note that the two measures are the same when UW is binary.
However, we will see later that using the (1, 1) norm will substantially affect the solution
process. In addition, ek, em, and en are vectors of all ones in Rk, Rm, and Rn, respectively.
The constraint W Tek ≤ en (or Uek ≤ em) ensures that every column of W (or every row
of U) contains at most one nonzero element, and thus it guarantees that UW is a binary
matrix.
Next we show that the general CBMF model (2.2) is equivalent to our CBMF models
when k = 2.
Proposition 2.2.1. If k = 2, then problem (2.2) is equivalent to either problem (2.4)
or (2.5).
Proof. It suffices to prove that if (U ,W ) is a feasible pair to problem (2.2), then it must
satisfy either Uek ≤ em or W Tek ≤ en. Suppose to the contrary that both constraints
Uek ≤ em and W Tek ≤ en do not hold, i.e., the i-th row of U and the j-th column of W
satisfy
Ui1 + Ui2 = 2, W1j +W2j = 2.
It follows immediately that
[UW ]ij = Ui1W1j + Ui2W2j = 2 > 1,
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contradicting to the assumption that (U ,W ) is a feasible pair for problem (2.2). Therefore,
we have either Uek ≤ em or W Tek ≤ en. This completes the proof of the proposition.
We remark that Proposition 2.2.1 does not hold if k ≥ 3. This can be seen from the
following example. Consider a matrix pair (U ,W ) defined by
U =
 1 0 1
0 0 1
 , W =

0 1
1 1
1 0
 .
One can easily see that (U ,W ) is a feasible solution to problem (2.2), but it is not a feasible
solution to problem (2.4) or (2.5).
2.3 BMF and Clustering
In this section, We show that CBMF is equivalent to a special class of (k+1)-means clustering
problem. In addition, we explore the relationship between CBMF and several well-known
clustering problems. We also reformulate UBMF as a special 2k-means clustering.
2.3.1 CBMF and Clustering
We first define a special (k + 1)-means clustering as follows:
(k + 1)-means clustering: Given a set V of n binary points in Rm and a positive integer
k with k ≤ n, find a set S = {s1, · · · , sk} of binary centers in Rm and a partition C =
{C0, C1, · · · , Ck} such that S and C minimize
k∑
i=1
∑
v∈Ci
‖v − si‖1 +
∑
v∈C0
‖v − s0‖1,
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where s0 is the origin of the Rm and l1 norm of any vector v ∈ Rn is defined as ‖v‖1 =
n∑
i=1
|vi|.
We name this problem (k+1)-means clustering as we partition data points into k+1 clusters.
Note that cluster center si can be any binary vector, i.e., S does not have to be a subset of
V .
We show the equivalence of CBMF and the (k + 1)-means clustering.
Theorem 2.3.1. CBMF and the (k + 1)-means clustering are equivalent in the sense that
they have the same optimal solution set and objective value.
Proof. We first show that the theorem holds for CBMF (2.4), as the proof for CBMF (2.5)
follows a similar way. Note that the objective value of CBMF (2.4) can be expressed as a
summation over columns, that is, ‖G − UW ‖(1,1) =
∑n
i=1 ‖gi − Uwi‖1, where gi and wi
denote the i-th column of G and W , respectively. Let us temporarily fix U and consider
the resulting subproblem of CBMF (2.4):
min
W
n∑
i=1
‖gi −Uwi‖1 (2.6)
s.t. eTkwi ≤ 1, i = 1, · · · , n;
wi ∈ {0, 1}k, i = 1, · · · , n.
The solution W to problem (2.6) can be obtained column by column, and the way to update
the i-th column wi for 1 ≤ i ≤ n is shown as follows:
wi(j) =

1 if uj = arg minl=1,··· ,k‖gi − ul‖1
0 otherwise
,
where wi(j) is the j-th component of wi. Note that wi updated in this way is guaranteed
to be the optimal solution of (2.6) as the matrix-vector product Uwi in the objective value
of (2.6) is either a column of U or the origin of Rm because of the constraints on wi.
If wi(j) = 1, we say gi is assigned to uj, otherwise gi is assigned to u0, the origin of
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the space Rm. Thus problem (2.6) assigns each point gi to the nearest center in the set
{u0,u1, . . . ,uk}. It follows that CBMF (2.4) can be cast as the following clustering problem:
min
u1,...,uk
n∑
i=1
minl=0,1,··· ,k ‖gi − ul‖1 (2.7)
s.t. uj ∈ {0, 1}m, j = 1, . . . , k.
Note that problem (2.7) is just another formulation of the (k + 1)-means clustering, with
V = {g1, . . . , gn}, S = {u1, . . . ,uk}, and C is given by solving the inner minimization
problem of (2.7).
Thus CBMF (2.4) is equivalent to the (k + 1)-means clustering with the same optimal
value and optimal solution set. Specifically, U gives the centers, and W gives the partition.
Similarly CBMF (2.5) can be reformulated as a (k + 1)-means clustering problem with W
giving the centers, and U giving the partition.
We now explore the relationship between CBMF and two well-known clustering problems:
k-means clustering [75] and k-medoids clustering [52]. Theorem (5.3.1) allows us to use the
formulation of the (k+1)-means clustering instead of the CBMF model for comparison with
other clustering problems. We first compare CBMF with classical k-means clustering, the
definition of which is given as follows:
Classical k-means clustering: Given a set V of n binary points in Rm and a positive
integer k with k ≤ n, find a partition C = {C1, · · · , Ck} such that C minimizes
k∑
i=1
∑
v∈Ci
‖v −
∑
v∈Ci
v
|Ci| ‖
2.
We conclude that CBMF is very close to classical k-means clustering with two differences:
One is that in CBMF an additional center, the origin, is used in the assignment process,
which allows CBMF to assign many sparse points to the origin and perform the clustering
task only for the relatively dense points. Intuitively, this will help to reduce the objective
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value. It is interesting to note that DBPP discussed in [77], is a restricted problem of
CBMF (2.4) with constraint W Tek = en instead of W
Tek ≤ en. In other words, every
column of G must be assigned to a cluster.
Another difference between CBMF and the classical k-means clustering is that CBMF
uses binary points as centers, while in classical k-means clustering, each cluster center is the
geometric center of all the data points in that cluster. However, we later prove an interesting
conclusion that optimal centers for CBMF are obtained by rounding geometric centers to
binary ones. In addition, we use l1 norm in CBMF’s equivalent (k + 1)-means clustering
problem, whereas squared l2 norm is used in k-means. However, the two measures are the
same for binary data.
In addition, there is a close relationship between CBMF and k-medoids clustering, the
definition of which is given as follows:
k-medoids clustering: Given a set V of points in Rm and a positive integer k with
|V| = n and k ≤ n, find a set of centers S = {s1, · · · , sk} with S ⊆ V and a partition
C = {C1, · · · , Ck} such that S and C minimize
k∑
i=1
∑
v∈Ci
‖v − si‖1.
The definitions of the (k+1)-means clustering and k-medoids clustering show that CBMF is
very close to k-medoids clustering with two differences: One is that CBMF has an additional
center, the origin, which brings extra benefits explained earlier. Another difference is that
CBMF uses any points as centers, while k-medoids clustering chooses points from the original
data points as centers, which makes it a much more restricted problem of CBMF.
2.3.2 UBMF and Clustering
We define the 2k-means clustering as follows:
2k-means clustering: Given a set V of n binary points in Rm and a positive integer k with
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k ≤ n, find a set S = {s1, · · · , sk} of k binary points in Rm to form another set S ′ of all
possible linear combinations of the k points in S, i.e., S ′ = {s′1, · · · , s′2k} with s′l =
k∑
j=1
αl(j)sj
and αl(j) ∈ {0, 1}. Take the 2k points in S ′ as cluster centers and find the corresponding
partition C = {C1, · · · , C2k} to minimize
2k∑
i=1
∑
v∈Ci
‖v − s′i‖1.
We name this problem 2k-means clustering as we partition data points into 2k clusters. We
show the equivalence of UBMF and the 2k-means clustering.
Theorem 2.3.2. UBMF and the 2k-means clustering are equivalent in the sense that they
have the same optimal solution set and objective value.
Proof. The objective value of UBMF (2.1) can be expressed as a summation over columns,
that is, ‖G − UW ‖2F =
∑n
i=1 ‖gi − Uwi‖2. Let us temporarily fix U and consider the
resulting subproblem of UBMF (2.1):
min
W
n∑
i=1
‖gi −Uwi‖2 (2.8)
s.t. wi ∈ {0, 1}k, i = 1, · · · , n.
Note that the matrix-vector product Uwi in the objective value is a linear combination of k
points u1, . . . ,uk, where the scalars are either 0 or 1. Following a similar procedure as in the
proof of Theorem 5.3.1, we conclude that UBMF (2.1) is another formulation of 2k-means
clustering with V = {g1, . . . , gn} and S = {u1, . . . ,uk}. We then construct S ′ based on k
points in S, that is, S ′ = {u′1, · · · ,u′2k} with u′l =
k∑
j=1
αl(j)uj and αl(j) ∈ {0, 1}. Though
W is not explicitly defined in 2k-means clustering, it can be updated given the partition in
the clustering problem. Specifically, the i-th column wi of problem (2.8) for 1 ≤ i ≤ n can
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be updated as follows:
wi(j) =

1 if u′l = arg mins∈S′ ‖gi − u′‖ and αl(j) = 1
0 otherwise
.
2.4 Algorithms for CBMF
In this section, we present two approximation algorithms for CBMF. We first describe a
deterministic 2-approximation algorithm for CBMF. The algorithm is effective for small k,
but it takes too much time for large k. Thus we present a randomized clustering algorithm
that chooses k cluster centers based on preassigned probabilities of each point so that it
works well for large values of k.
The key issue for a clustering algorithm is how to update the centers. We discuss how
to find the optimal binary center to minimize the sum of the l1 distances within a cluster in
(k + 1)-means clustering. Given a cluster C1 of p binary data points C1 = {v1, · · · , vp}, we
find a binary center s1 to minimize the following optimization problem:
min
s1
∑
v∈C1
‖v − s1‖1. (2.9)
We call s1 the l1 center of the cluster, and give the following theorem for the optimal s1.
Theorem 2.4.1. Given a cluster C1 of p binary data points, the optimal binary center of
problem (2.9) is obtained by rounding the geometric center of cluster C1 to binary.
Proof. The theorem holds because of a well-known fact that median minimizes the absolute
error, which in binary vectors means that element-wise majority minimizes l1 norm.
We also give another way to show the proof. Since each component of the optimal s1
can be determined independently, we use the first component of all the data points to show
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how to determine that of optimal s1, denoted as s1(1). Suppose that
v1(1) = · · · = vl(1) = 0, vl+1(1) = · · · = vp(1) = 1, 1 ≤ l < p.
Note that points with the same values of first components are indexed together just for
illustration purpose. In other words, we can always re-index the points to let the first l
points have value 0 as the first components, and the other (p − l) points have value 1 as
the first components. By looking at the objective value of (2.9), it is easy to see that the
optimal s1(1) to minimize the l1 distance should be
s1(1) =
 0 if l ≥ p/21 otherwise .
On the other hand, the first component of the geometric center is simply the mean of all
components
vc(1) =
p− l
p
= 1− l
p
.
Thus s1(1) is the rounded value of vc(1). Similarly other entries of s1 are rounded values of the
corresponding entries of the geometric center. This completes the proof of the theorem.
2.4.1 Deterministic 2-Approximation Algorithm
There have been many effective algorithms proposed for k-means clustering. Lloyd [71]
proposed an iterative refinement method that is widely used. We modify Lloyd’s algorithm
for the CBMF problem. We first cast every column of G as a data point in Rm and denote
the resulting data set by V , whose cardinality is n. Then we formulate another set SV (k)
that contains all subsets of V with a fixed size k. The cardinality of SV (k) is
(
n
k
)
. We obtain
a clustering algorithm for CBMF (2.4) in Algorithm 2, which tries every subset in SV (k) as
an initial U and returns the solution with minimum objective value over all runs.
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Algorithm 2: Clustering for CBMF (2.4)
1 for l← 1 to (n
k
)
do
2 Choose subset sl ∈ SV (k) and form initial U by casting every point in sl as a
column of U ;
3 for i← 1 to n do
4 Assign gi to nearest center among u0,u1, . . . ,uk;
5 for j ← 1 to k do
6 if gi is assigned to uj then
7 wi(j) = 1;
8 else
9 wi(j) = 0;
10 end
11 end
12 end
13 Compute new l1 center for each cluster Cp based on newly assigned data points;
if there is no change in l1 center for every p = 1, . . . , k then
14 Output U and corresponding W as solution;
15 else
16 Update l1 center for each cluster and go to line 3;
17 end
18 end
19 Return U and W with minimum objective value over
(
n
k
)
runs.
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We next consider the approximation ratio of Algorithm 2.
Theorem 2.4.2. Suppose that U ∗ = [u∗1, . . . ,u
∗
k] is the global optimal solution of prob-
lem (2.7), with an objective value fopt, and U = [u1, . . . ,uk] is the solution output by
Algorithm 2 with an objective value f(U). Then
f(U) ≤ 2fopt.
Proof. Let Cp denote the p-th cluster with the binary center u
∗
p at the optimal solution for
1 ≤ p ≤ k, and C0 the optimal cluster with center u0. Then we can rewrite the optimal
objective value of problem (2.7) as
fopt =
k∑
p=1
∑
gi∈Cp
‖gi − u∗p‖1 +
∑
gi∈C0
‖gi‖1. (2.10)
Let g∗p denotes the point in Cp that is closest to the center, i.e.,
g∗p = arg min
gi∈Cp
‖gi − u∗p‖1. (2.11)
It follows that
∑
gi∈Cp
‖gi − g∗p‖1 =
∑
gi∈Cp
‖(gi − u∗p) + (u∗p − g∗p)‖1
≤
∑
gi∈Cp
(‖gi − u∗p‖1 + ‖g∗p − u∗p‖1)
≤ 2
∑
gi∈Cp
‖gi − u∗p‖1, (2.12)
where the first inequality follows from the triangle inequality of l1 norm and the positive
scalability property of the norm, i.e, ‖v‖1 = ‖−v‖1 holds for any vector v. The second
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inequality follows from (2.11). Therefore, we have
f(U) ≤
k∑
p=1
∑
gi∈Cp
‖gi − g∗p‖1 +
∑
gi∈C0
‖gi‖1
≤ 2
k∑
p=1
∑
gi∈Cp
‖gi − u∗p‖1 +
∑
gi∈C0
‖gi‖1
≤ 2(
k∑
p=1
∑
gi∈Cp
‖gi − u∗p‖1 +
∑
gi∈C0
‖gi‖1)
= 2fopt,
where the first inequality holds because every g∗p for p = 1, . . . , k comes from original data
points and thus these k points must be used as initial centers in Algorithm 2. The second
inequality holds due to (2.12). It is straightforward to verify the third inequality, and the
last equality follows from (2.10).
We conclude from Theorem 2.4.2 that CBMF (2.4) can be solved by Algorithm 2 with
approximation ratio of 2, as CBMF (2.4) and problem (2.7) are equivalent problems. The
time complexity is O(mnk+1). Similary, we can approximate CBMF (2.5) within a factor
of 2 in time O(nmk+1). The approximation ratio of 2 is a desirable quality of Algorithm 2,
especially considering that CBMF is NP-hard. However, the time complexity implies that it
works effectively only for small k. In the next subsection, we discuss how to use a random
starting strategy.
2.4.2 Randomized Approximation Algorithm
We present an O(log k) approximation algorithm for CBMF based on randomized centers.
Instead of the exhaustive search procedure in Algorithm 2, we modify the random seed
selection process in kmeans++ [14] to obtain the starting centers. Let D(v, P ) denote the l1
distance from a data point v to the closest point in a data set P . We propose a randomized
clustering Algorithm.
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Algorithm 3: Randomized clustering for CBMF (2.4)
1 Initialize P to contain the origin point;
2 for i← 1 to k do
3 Randomly choose cluster center ui from V = {v1, . . . ,vn} where
P (ui = vj) = D(vj, P )/
∑
v∈V
D(v, P );
4 Add ui to P.
5 end
6 Perform steps 3-17 of Algorithm 2.
We use a weighted probability distribution where a point is chosen to be next center with
probability proportional to its l1 distance from its closest existing center. For convenience,
we call the weighting used in the above procedure D1 weighting. The way we assign D1
weighting is quite reasonable, as the center that has been chosen will be assigned weight
zero and thus will not be chosen again, and the next center is more likely to be chosen far
away from existing centers. Once k starting centers are chosen, we continue the clustering
procedure in Algorithm 2.
Next we show in the following theorem that Algorithm 3 has approximation ratio of
O(log k).
Theorem 2.4.3. Suppose that fopt is the optimal objective value of problem (2.7), and U
is the solution output by randomly choosing initial centers in Algorithm 3 with an objective
value f(U). Then
E(f(U)) ≤ 4(ln k + 2)fopt.
The theorem is similar with the conclusion in [14], but we have a sharper bound on
the objective value. As in [14], we need several technical results to prove it. For notational
convenience, let us denote Copt = {C0, C1, · · · , Ck}, where every Ci is the cluster in the optimal
solution associated with cluster center u∗i . Specifically, C0 is the cluster associated with center
u0.
We first prove the following lemma for a cluster whose center is selected uniformly at
random from the set itself.
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Lemma 2.4.4. Let A be an arbitrary cluster in the final optimal clusters Copt, and let C be
a clustering with center selected uniformly at random from A. Then
E(f(A)) ≤ 2fopt(A).
Proof. The proof follows a similar vein as the proof of Lemma 3.2 in [14] with the exception
that the Euclidean distance has been replaced by the l1 distance. Let c(A) be the l1 center
of the cluster in the optimal solution. It follows that
E(f(A)) =
∑
a0∈A
1
|A|
∑
a∈A
‖a− a0‖1
≤ 1|A|
∑
a0∈A
∑
a∈A
‖a− c(A)‖1 (2.13)
+
1
|A|
∑
a0∈A
|A| · ‖a0 − c(A)‖1
= 2
∑
a∈A
‖a− c(A)‖1.
The inequality follows from the triangle inequality of l1 norm. It should be mentioned
that the above lemma holds for the cluster C0. In such a case, we need only to change the
l1 center c(A) to u0 in the proof of the lemma.
We then extend the above result to the remaining centers chosen with D1 weighting.
Lemma 2.4.5. Let A be an arbitrary cluster in the final optimal clusters Copt, and let C be
an arbitrary clustering. If we add a random center to C from A, chosen with D1 weighting,
then
E(f(A)) ≤ 4fopt(A).
Proof. Note that for any a0 ∈ A, the probability that a0 is selected as the center is
D(a0)/(
∑
a∈AD(a)). The new added center a0 will change the contribution of each point a
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in the objective value to min(D(a), ‖a− a0‖1). It follows that
E(f(A)) =
∑
a0∈A
D(a0)∑
a∈AD(a)
∑
a∈A
min(D(a), ‖a− a0‖1).
Note by the triangle inequality of l1 distance, we have that D(a0) ≤ D(a) + ‖a − a0‖1 for
any a. Thus by summing over a, we have D(a0) ≤
∑
a∈A(D(a)+‖a−a0‖1)
|A| , and hence
E(f(A)) ≤ 1|A|
∑
a0∈A
∑
a∈A(D(a) + ‖a− a0‖1)∑
a∈AD(a)
∑
a∈A
min(D(a), ‖a− a0‖1)
≤ 1|A|
∑
a0∈A
∑
a∈AD(a)∑
a∈AD(a)
∑
a∈A
‖a− a0‖1 + 1|A|
∑
a0∈A
∑
a∈A ‖a− a0‖1∑
a∈AD(a)
∑
a∈A
D(a)
=
2
|A|
∑
a0∈A
∑
a∈A
‖a0 − a‖1
≤ 4fopt(A),
where the second inequality holds because the two relationships hold: min(D(a), ‖a−a0‖1) ≤
‖a−a0‖1 and min(D(a), ‖a−a0‖1) ≤ D(a). The last inequality follows from Lemma 2.4.4.
Lemma 2.4.5 is similar to Lemma 3.3 in [14], but we gain a closer bound on f(A) by 4,
instead of 8 in [14]. This is due to the use of the (1, 1) norm. It leads to a sharper bound
on the objective value in Theorem 2.4.3. The following lemma resembles Lemma 3.4 in [14],
with a minor difference in the constant used in the estimate. Thus we omit its proof.
Lemma 2.4.6. Let C be an arbitrary clustering. Choose T > 0 ‘uncovered’ clusters from
Copt, and let Vu denote the set of points in these clusters, with Vc = V −Vu. Suppose we add
t ≤ T random centers to C, chosen with D1 weighting. Let C ′ denote the resulting clustering.
Then
E(f(C ′)) ≤ (1 +Ht)(f(Vc) + 4fopt(Vu)) + T − t
T
f(Vu),
where Ht denotes the harmonic sum, 1 +
1
2
+ · · ·+ 1
t
.
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Now we are ready to prove the main result in this subsection.
Proof of Theorem 2.4.3. Consider the clustering C after all the starting centers have been
selected. Let A denote the cluster in Copt from which we choose u1. Applying Lemma 2.4.6
with t = T = k − 1, and with C0 and A the only two possibly covered clusters, we have
E(f(C)) ≤ (f(C0) + f(A) + 4f(Copt)
−4fopt(C0)− 4fopt(A))(1 +Hk−1)
≤ 4(2 + ln k)f(Copt),
where the last inequality follows from Lemma 2.4.5 and the fact that Hk−1 ≤ 1 + ln k.
2.5 Algorithms for UBMF
We apply the popular alternating update procedure for solving UBMF. That is, for fixed U ,
we find W to minimize or reduce f , and then for this value of W , we find a value for U that
minimizes or reduces f further. We repeat the procedure until the objective value does not
decrease. In each iteration of the procedure, we solve a subproblem to update the matrix
argument.
We propose two methods to solve the subproblems: clustering algorithm and greedy
heuristic. Note that the two methods are proposed to solve the subproblem of updating W
while fixing U , and the other subproblem can be solved by a similar way.
2.5.1 Clustering Algorithm for UBMF
Theorem 2.3.2 establishes the relationship between UBMF and 2k-means clustering, thus it
indicates a clustering assignment procedure, which is described in Algorithm 4.
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Algorithm 4: Clustering algorithm for subproblem of UBMF
input : G ∈ {0, 1}m×n, and U ∈ {0, 1}m×k
output: Matrix W ∈ {0, 1}k×n that minimizes the objective value of UBMF
1 for i← 1 to n do
2 Assign gi to the nearest linear combination in S(u1; . . . ;uk);
3 for j ← 1 to k do
4 wi(j) = the scalar of vector uj in the linear combination;
5 end
6 end
2.5.2 Greedy Heuristic for UBMF
Clustering algorithm solves subproblems exactly, however, the computational cost is high
because we need to consider 2k centers. Thus we propose the greedy heuristic which reduces
the objective value with an inexact solution, but at a lower cost.
For fixed U , we express the objective value as a summation over columns,
||G−UW ||2F =
n∑
i=1
‖gi −Uwi‖2 =
n∑
i=1
‖gi −
k∑
j=1
wi(j)uj‖2.
Note that columns ofW can be updated independently. Following a similar idea as in [30, 44],
we further express the objective value for wi, denoted by f(wi), as follows:
f(wi) = ‖gi −
k∑
j=1
wi(j)uj‖2
= ‖gi‖2 − 2gTi
k∑
j=1
wi(j)uj + ‖
k∑
j=1
wi(j)uj‖2
= ‖gi‖2 − 2gTi
k∑
j=1
wi(j)uj +
k∑
j=1
wi(j)‖uj‖2 +
2
∑
h6=j
wi(h)wi(j)u
T
huj
= wi(j)∆j(wi) + Θj(wi), 1 ≤ j ≤ k, (2.14)
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where
∆j(wi) =
“∂”f
“∂”wi(j)
= f(wi(1), . . . ,wi(j − 1), 1,wi(j + 1), . . . ,wi(k))−
f(wi(1), . . . ,wi(j − 1), 0,wi(j + 1), . . . ,wi(k))
= ‖uj‖2 − 2gTi uj + 2uTj
∑
h6=j
wi(h)uh, (2.15)
Θj(wi) = f(wi)−wi(j)∆j(wi)
= f(wi(1), . . . ,wi(j − 1), 0,wi(j + 1), . . . ,wi(k)).
Since the “derivative” function ∆i(wi) and the residual function Θi(wi) do not depend on
wi(j), Equation (2.14) shows that f(wi) will not increase for given G, fixed U , and an initial
W if
wi(j) =
 1, if ∆j(wi) ≤ 0,0, if ∆j(wi) > 0. j = 1, . . . , k. (2.16)
This “discrete derivative” function emulates a continuous derivative not only in the definition
that it can be represented as the change of function divided by the change of the variable
(from 0 to 1), but also in the sense that a positive “discrete derivative” means that f(wi) is
increasing, and a negative “discrete derivative” means that f(wi) is decreasing.
Notice that wi(j) depends on other entries of wi. However, it is trivial to see that a
sufficient condition for ∆j(wi) ≤ 0 is that ‖uj‖2 − 2gTi uj + 2
∑
h6=j u
T
huj ≤ 0. A sufficient
condition for ∆j(wi) > 0 is that ‖uj‖2−2gTi uj ≥ 0. Thus each entry ofwi can be determined
independent of others if it satisfies either of these two sufficient conditions. Otherwise, each
wi(j) is updated according to the sign of ∆j(wi) in Equation (2.15), where current values
of wi(h), h 6= j are used.
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The greedy algorithm for solving BQP is listed in Algorithm 5, where entries of W− are
overwritten as soon as they are updated.
Algorithm 5: Greedy algorithm for subproblem of UBMF
input : G ∈ {0, 1}m×n, U ∈ {0, 1}m×k, and W− ∈ {0, 1}k×n from previous iteration
output: Matrix W+ ∈ {0, 1}k×n
1 for i← 1 to n do
2 for j ← 1 to k do
3 if ‖uj‖2 − 2gTi uj ≥ 0 then
4 w−i (j) = 0 ;
5 else if ‖uj‖2 − 2gTi uj + 2
∑
h6=j u
T
huj ≤ 0 then
6 w−i (j) = 1 ;
7 else
8 Calculate ∆j(w
−
i ) by Equation (2.15) where current values of w
−
i (h),
h 6= j are used ;
9 if ∆j(w
−
i ) ≤ 0 then
10 w−i (j) = 1 ;
11 else
12 w−i (j) = 0 ;
13 end
14 end
15 end
16 end
17 W+ = W−.
In the description of Algorithm 5, w−i denotes the i-th column ofW
−, andw−i (j) denotes
the j-th entry of w−i . We further prove a critical property of Algorithm 5.
Theorem 2.5.1. f(U ,W+) ≤ f(U ,W−) when Algorithm 5 stops.
Proof. For given G, fixed U and W− from previous iteration, we have an initial objec-
tive value f(U ,W−). Algorithm 5 then updates W− column by column. Let f(U ,W−old)
and f(U ,W−new) denote the objective value of UBMF before and after some entry w
−
i (j)
is updated, respectively. From the update rule (2.16), we can claim that f(U ,W−new) ≤
f(U ,W−old). Because Algorithm 5 stops when all entries of W
− are overwritten and out-
puts W+. Thus we have f(U ,W+) ≤ f(U ,W−), because the objective value of UBMF is
non-increasing for every update of some entry of W−.
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Table 2.1: Complexity of updating W for fixed U
Clustering for CBMFClustering for UBMFGreedy for UBMF
O(knm) O(2knm) O(k2nm)
2.6 Relationship between UBMF and CBMF
Table 2.1 compares the complexity of three methods for solving the subproblem of updating
W for fixed U . We analyze the running time of line 3 to 12 of Algorithm 2, Algorithm 4,
and Algorithm 5, respectively.
Table 2.1 shows that the computational cost to solve UBMF is high. Thus we explore
the relationship between solutions of UBMF and CBMF so that we can bound UBMF by
CBMF.
Note that the matrix product UW is binary if k = 1. Therefore, we immediately have
the following result.
Proposition 2.6.1. If k = 1, then UBMF (2.1), CBMF (2.4), and CBMF (2.5) are equiv-
alent.
We next establish a sandwich theorem between the optimal objective values of CBMF
and UBMF.
Theorem 2.6.2. For a given matrix G, let f ∗u(k) and f
∗
c (k) denote the values of the objective
function at the optimal solutions to problems (2.1) and (2.4), respectively, where k is the
rank constraint on matrices U and W . Then
f ∗c (2
k − 1) ≤ f ∗u(k) ≤ f ∗c (k).
Proof. The relation f ∗u(k) ≤ f ∗c (k) holds because the optimal solution for rank-k CBMF is
a feasible solution for rank-k UBMF.
Now we proceed to prove the relation f ∗c (2
k − 1) ≤ f ∗u(k). Let U ∈ {0, 1}m×k and
W ∈ {0, 1}k×n denote the optimal solutions for rank-k UBMF. Let S denote the data set
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of all column vectors in U , i.e., S = {u1, · · · ,uk}. Then form another set S ′ of all possible
linear combinations of the points in S except the origin, i.e., S ′ = {s′1, · · · , s′(2k−1)} with
s′l =
k∑
j=1
αl(j)sj, αl(j) ∈ {0, 1}, and
k∑
j=0
αl(j) 6= 0. Form U ′ ∈ Rm×(2k−1) by casting every
point in S ′ as a column of U ′. From the perspective of the clustering assignment procedure,
we can find a unique W ′ ∈ {0, 1}(2k−1)×m satisfying W ′Tek ≤ en so that UW = U ′W ′.
Note that U ′ is not necessarily binary. We then construct a binary matrix U¯ ′ based on U ′.
Specifically, we construct each binary vector s¯′l based on s
′
l ∈ S ′ as follows:
s¯′l(i) =
 1 if s
′
l(i) > 1
s′l(i) otherwise
, i = 1, · · · ,m, (2.17)
where s′l(i) and s¯
′
l(i) denote the i-th element of s
′
l and s¯
′
l, respectively. We form U¯
′ ∈
{0, 1}m×(2k−1) by casting every s¯′l as a column of U¯ ′.
Since the matrix G is binary, for every column g of G, we have
‖g − s¯′l‖2 ≤ ‖g − s′l‖2. (2.18)
It follows that
f ∗c (2
k − 1) ≤ ‖G− U¯ ′W ′‖2F
≤ ‖G−U ′W ′‖2F
= ‖G−UW ‖2F
= f ∗u(k),
where the first inequality holds because U¯ ′ and W ′ are feasible solutions for CBMF with
rank 2k − 1, the second inequality holds due to the relationship (2.18), and the equality
follows from the fact that U ′W ′ = UW . This completes the proof of the theorem.
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A specific example of Theorem 2.6.2 is that f ∗c (3) ≤ f ∗u(2) ≤ f ∗c (2) holds when k = 2.
We show the proof for this specific case. It is easy to understand that f ∗u(2) ≤ f ∗c (2) holds.
To understand the inequality f ∗c (3) ≤ f ∗u(2), we consider an optimal solution for rank-2
UBMF, denoted by (U ,W ). We then construct a new matrix U ′ ∈ Rm×3 by adding one
more column to U with u′3 = u1 + u2. From the clustering reformulation of UBMF, we
know that rank-2 UBMF is equivalent to assigning each column of G to only one column
in {u0,u1,u2,u1 + u2}. This leads to an easy way to construct W ′ ∈ {0, 1}3×n satisfying
U ′W ′ = UW , while every column ofW ′ contains at most one nonzero element. In addition,
note that u′3 might have some entries larger than 1. We then construct a binary vector u¯
′
3
by changing every entry of u′3 with value 2 to 1 while keeping all other entries the same.
Consequently, we obtain a new matrix U¯ ′ = (u1;u2; u¯′3). Then U¯
′ and W ′ are feasible
solutions for CBMF with k = 3. It follows that
f ∗c (3) ≤ ‖G− U¯ ′W ′‖2F ≤ ‖G−U ′W ′‖2F = ‖G−UW ‖2F = f ∗u(2).
Theorem 2.6.2 shows that there is a large gap between UBMF and the two variants of
CBMF, in particular when k is reasonably large. This is due to the extra constraint in
CBMF. Note that because W is binary, the relation W Tek ≤ ken always holds. In other
words, we can view UBMF as a special variant of CBMF where the constraint W Tek ≤ ken
is redundant. Based on this observation, we can replace the constraint in problem (2.4) by
W Tek ≤ ten, 1 < t < k.
Let CBMF(t) denote the corresponding optimization model and f ∗CBMF(t) denote the optimal
objective value. One can easily show that f ∗CBMF(1) ≥ f ∗CBMF(2) · · · ≥ f ∗CBMF(k) = f ∗UBMF(k).
This shows that UBMF can be approached via a series of CBMF models.
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2.7 Numerical Results
In this section we compare our proposed algorithm with other existing ones to solve real
application problems. For efficiency considerations, we implemented only the randomized
algorithm, which we repeat 20 times unless otherwise stated and output the solution pro-
ducing the minimum error with average running time. All numerical tests were conducted
using MATLAB R2010a and performed on a Mac OS X with Intel Core 2 Duo 3.06GHz
CPU and 4 GB RAM.
We compare our algorithm with PROXIMUS [61], which first performs rank-one binary
matrix factorization, then splits the dataset based on the entries of the resulting binary vector
and performs recursive partitioning in the direction of such vectors. We used an efficient
implementation of the PROXIMUS algorithm, CBA R package [3], for our experiments.
CBA requires an input parameter called max.radius, which means the maximum number of
entries a row can deviate from the dominant pattern to which it is assigned. We used trial
and error to find a proper value for this parameter. PROXIMUS stops when it meets the
stopping criteria and returns a certain number of patterns.
2.7.1 Toy Example
We use a toy transaction dataset to demonstrate how CBMF reveals underlying dominant
patterns in the original data. Table 2.2 shows the toy dataset given by Koyutu¨rk et al. [61],
where each pattern in a row is a transaction in a shopper’s purchase history.
Table 2.2: Toy transaction dataset
beer snacks bread milk butter
g1: 1 1 0 0 0
g2: 1 1 1 0 0
G = g3: 0 0 1 1 0
g4: 0 0 1 1 1
g5: 0 0 0 1 1
g6: 0 0 1 0 1
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A rank-2 binary matrix factorization for BMF (2.5) produces the following approxima-
tion.
U
W
u1 u2
w1:
w2:
G ≈

0 1
0 1
1 0
1 0
1 0
1 0

0 0 1 1 1
1 1 1 0 0

Virtual transaction Weight
w1:: {bread, milk, butter} 4
w2:: {beer, snacks, bread} 2
Each transaction in G is approximated by a virtual transaction w1: or w2:, and each
column of matrixU gives the weights of the corresponding virtual transactions. For example,
w1: has weight 4 because there are four 1s in u1, meaning that transactions g3: to g6: are
represented by, or assigned to w1:. Thus we call w1: or w2: pattern vector, which finds the
dominant patterns, and u1 or u2 presence vector, which shows how the original patterns
are represented by the pattern vectors. The constraint on the rows of U in BMF (2.5)
guarantees that each original transaction is represented by at most one virtual transaction.
We conclude that problem (2.5) reveals the dominant patterns in rows of the original data.
Similarly, problem (2.4) reveals the dominant patterns in columns of the original data.
2.7.2 Pattern Extraction
In this section we compare the performance of CBMF for extracting patterns on two synthetic
binary datasets with PROXIMUS and other popular approximation methods that work well
on continuous data, including SVD, NMF, and k-means. We used embedded MATLAB
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packages for SVD and k-means, and the MATLAB package developed by H. Kim and H.
Park [56] for NMF. For each method, we compare the sparsity patterns of the original and the
approximate matrix, tell whether the rank of the approximate matrix matches the number
of clusters in the original matrix, and calculate the Frobenius norm of the approximation
error, i.e., the square root of the objective value used in our CBMF model.
Two artificial datasets were generated by implanting uniform patterns into groups of rows
on a background of uniform white noise. The first matrix of 100 × 54, shown in Fig. 2.1(a),
contains five overlapping uniform patterns, each of which is implanted into a cluster of 20
rows. Each entry of the matrix is set to 1 with probability 0.01 as the background noise.
Let l denote the distance of two leading columns in successive patterns, and r denote the
number of overlapping columns shared by two successive patterns. Each pattern has (l+ r)
columns. The (i, j)-th entry belonging to a row cluster containing the k-th pattern is set to
1 with probability 0.85, where (k − 1)l + 1 ≤ j ≤ kl + r. In our experiments, we set l = 16,
and r = 4. Note that the rank of the approximate matrix obtained by each method is 5,
which matches the number of patterns in the original matrix. Fig. 2.1 shows the sparsity
patterns of the original matrix and the approximate matrix obtained by each method. It
shows that SVD and NMF hardly reveal any underlying patterns, and k-means can reveal
only a few patterns, as the approximate matrice generated by these three methods usually
contain entries of negative values and non-binary values, which are hard to interpret. Thus
we change the negative sign to positive and round each entry to generate binary approximate
matrices. Fig. 2.1(e), 2.1(g), and 2.1(i) show that rounded SVD, rounded NMF, and rounded
k-means successfully remove the background noise. In fact, Fig. 2.1 shows that CBMF,
PROXIMUS, rounded SVD, and rounded NMF successfully extract the original patterns.
The approximation error of all these four algorithms is 19.29. Thus for this dataset, CBMF
has the same performance with the other three methods. However, for more complicated
datasets, CBMF shows its superior performance over others, as will be discussed in the next
example. In addition, the errors of SVD, NMF, k-means, and rounded k-means are 17.14,
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17.22, 23.09, and 28.53, respectively. Though SVD and NMF have relatively small errors,
the real-valued entries do not give much information about the underlying patterns.
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Figure 2.1: Pattern extraction for sample binary matrix with five overlapping patterns.
The second matrix of 250 × 84 also has five row clusters, but each cluster has two patterns
randomly chosen from the five patterns generated in the first example. Fig. 2.2 shows the
sparsity patterns of the original matrix and the approximate one obtained by each method.
It shows that CBMF, rounded SVD, and rounded NMF all discover the underlying patterns
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quite well, PROXIMUS reveals most of the underlying patterns, k-means and rounded k-
means reveal some of the patterns, while SVD and NMF hardly reveal any patterns. In
addition, the approximation of all methods except PROXIMUS and rounded SVD are of
rank 5, which matches the number of clusters in the original dataset. PROXIMUS provides
a rank-10 approximation. The redundancy in the approximation is the division of the second
row cluster into several parts, which adds additional ranks for the approximation. Rounded
SVD obtains an approximation rank of 7, because the quantization of each entry does not
always preserve the rank of the matrix. The approximation error increases in the order SVD,
NMF, PROXIMUS, rounded SVD, CBMF, rounded NMF, k-means, and rounded k-means,
with values 34.75, 35.00, 38.91, 39.06, 39.09, 39.09, 39.82, and 46.20, respectively.
We conclude that CBMF works quite well for extracting patterns in binary datasets, and
the approximation rank matches the number of clusters in the original datasets. PROXIMUS
and rounded SVD are capable of revealing underlying patterns, but usually with a high rank
approximation. Though SVD has the smallest approximation error, it is not suitable for
binary datasets because the real-valued entries do not reveal much information about the
binary patterns. For the same reason, the methods that work well for continuous data,
such as NMF, do not work well for binary data. Note that rounded NMF has the same
performance as CBMF for extracting underlying patterns with the same approximation rank
and error, however, as discussed earlier, its storage space, the non-uniqueness of its solution,
and the extra work for converting non-binary entries to binary ones rule it out for binary
data. K-means and rounded k-means discover only some of the patterns, with a relative
high approximation error. However, CBMF works quite well. Though it is quite similar to
k-means, the key difference is that the centers in CBMF are restricted to be binary vectors,
which reasonably interpret the original data.
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Figure 2.2: Pattern extraction for sample binary matrix with five row clusters, each of
which contains a randomly chosen pair of five overlapping patterns.
2.7.3 Association Rule Mining
In this section, we apply binary matrix factorization algorithms to speed up the process
of association rule mining, a popular method for discovering relations between variables
in large databases. Association rules are employed in many application areas including
transaction data mining, book recommendations and tag recommendations for videos or
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Table 2.3: Real datasets
Dataset # rows # columns # nonzeros min rowsum max rowsum
Transaction 150 20 862 5 10
ImageTag 2000 81 11740 4 20
images. However, the cost for determining such relations is usually quite high due to the
large size of these datasets. We demonstrate how binary matrix factorization can reduce the
cost by replacing the original dataset with a much smaller approximate dataset.
We showed a toy transaction matrix given by Koyutu¨rk et al. [61] in Section 2.2. Each
of the six transactions in G is approximated by two virtual transactions in W , and matrix
U gives the weights of the virtual transactions. Then we apply association rule mining
algorithms to W instead of G. We can expect significant speedup in time for discovering
association rules on large real datasets.
One real test dataset is a retail market basket data set [19] supplied by an anonymous
Belgian retail supermarket. The other is the NUS-Wide flickr dataset [27] created by crawling
photos from flickr and choosing tags for photos. Each row is an image and each column is a
tag. If an image has a tag then the corresponding entry is 1, else 0. We filtered the datasets
so that each row has at least two 1s, as the original datasets are very sparse. Table 2.3
describes the features of the filtered data.
2.7.3.1 Evaluation of Approximate Datasets
The key issue is how well the approximate datasets represent the original datasets. We use
two measures to assess this. One is the objective value defined in the our CBMF model. In
addition, we define another measure named Match Score, which tells how well the weighted
patterns capture the original patterns. First we define a function as follows:
Match(S, z) =
∑
s∈S
matched ones(s, z)
sum(s)
,
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where S is a set of binary vectors, z is a binary vector, sum(s) is the number of ones in the
binary vector s, and matched ones(s, z) is the number of matched ones between two binary
vectors s and z. Now we define Match Score as follows:
Match Score =
k∑
i=1
Match(Si, wi:),
where Si is the set of rows in G that are approximated by wi:. For example, in the toy
example we have S 1 = {g3:, g4:, g5:, g6:}, S 2 = {g1:, g2:}, and thus Match Score = 22 + 33 +
2
2
+ 2
2
+ 2
2
+ 3
3
= 6.
Note that a smaller objective value and a larger value of Match Score mean a better
approximation to the original datasets. We then decompose the Transaction dataset by
CBMF and PROXIMUS, and show the performance for different values of k in Fig. 2.3.
However, PROXIMUS does not take k as an input parameter. Thus we apply the rule
proposed in [70] to find the best solution of rank k among all patterns returned by PROX-
IMUS. Fig. 2.3 shows that the objective value becomes smaller and the Match Score becomes
larger as k becomes larger for both CBMF and PROXIMUS. This is in accordance with the
fact that the approximate matrix should be closer to the original one as k becomes larger.
Fig. 2.3 also shows that CBMF obtains a smaller objective value and a larger Match Score
than PROXIMUS for each value of the rank, meaning that CBMF usually generates a better
approximation to the original dataset than PROXIMUS does.
2.7.3.2 Evaluation of Association Rules
We further compare the association rules mined on the original datasets, and the approximate
ones obtained by CBMF or PROXIMUS. We use an efficient MATLAB implementation of
the well-known a-priori algorithm [12], named ARMADA [1], as the benchmark algorithm
for association rule mining. We extended ARMADA so that it can accept any support value
from 0 to 100, which is not restricted to only integers ≥ l, when specified as a percentage
40
2 4 6 8 10 12
0
100
200
300
400
500
600
Rank
O
bj
 
 
Obj of CBMF
Obj of PROXIMUS
2 4 6 8 10 12
0
20
40
60
80
100
120
140
Rank
M
at
ch
_S
co
re
 
 
Match_Score of CBMF
Match_Score of PROXIMUS
Figure 2.3: Objective value and Match Score for decomposing transaction dataset.
of the data set. For example, the algorithm can now accept support value 3.5%. We
also modified the original ARMADA to produce another version of ARMADA that can
mine weighted transaction sets obtained from binary matrix factorization algorithms. We
then run ARMADA on the given dataset and the modified ARMADA on the approximate
dataset and compare the results in terms of the runtime of the algorithms and the number
of rules extracted from these two datasets. Table 2.4 and 2.5 compare the results from
running ARMADA on the original and approximate datasets, where the unit of the runtime
is seconds. The approximate datasets are obtained by either CBMF or PROXIMUS. The
support value for Transaction dataset ranges from 1% to 20%, and the support value for
ImageTag dataset ranges from 5% to 20%, which were selected as a meaningful range of
support values for each dataset. The confidence value is set as 40% and 30% for each
dataset, respectively.
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Table 2.4: Performance for original and approximate transaction dataset
min time time # rules # rules # rules # rules
sup time approx. approx. #rules approx. approx. matched. matched.
% orig. CBMF PROX. orig. CBMF PROX. CBMF PROX.
1 78.28 43.26 83.16 2306 2372 4113 1428 1923
2 42.87 22.67 27.80 1403 1472 1967 1019 1087
3 20.94 9.72 11.42 760 769 973 596 576
4 15.96 6.22 7.55 595 507 719 453 449
5 11.51 4.23 4.44 441 385 467 352 315
7 6.45 2.88 2.60 276 312 262 256 226
10 3.91 1.97 1.66 207 229 214 198 188
13 2.26 1.27 0.93 160 179 153 159 142
17 1.13 0.61 0.62 96 95 122 93 87
20 0.87 0.42 0.43 66 69 83 59 59
Table 2.5: Performance for original and approximate ImageTag dataset
min time time # rules # rules # rules # rules
sup time approx. approx. #rules approx. approx. matched. matched.
% orig. CBMF PROX. orig. CBMF PROX. CBMF PROX.
5 62.57 5.78 2.31 75 72 42 69 39
6.5 43.93 3.48 1.88 70 64 39 63 38
7.5 32.43 3.04 1.56 63 60 36 59 35
8.5 24.92 2.57 1.40 56 57 33 53 33
10 20.00 1.85 1.01 53 52 31 51 31
12.5 11.68 1.18 0.79 43 44 24 43 22
14.5 9.03 0.95 0.72 40 40 20 40 19
16.5 6.78 0.86 0.62 32 36 18 32 17
18.5 5.15 0.59 0.49 24 20 16 18 14
20 4.94 0.58 0.42 22 20 14 18 14
To assess the relative times and the quality of the resulting association rules, we define
time ratio, precision, and recall as follows:
time ratio =
time of ARMADA on original dataset
time of ARMADA on approximate dataset
,
precision =
# matched rules between original and approximate dataset
# rules discovered on approximate dataset
,
recall =
# matched rules between original and approximate dataset
# rules discovered on original dataset
.
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Figures 2.4 and 2.5 compare the values of these measures. The definitions of these measures
imply that larger values mean better performance. Specifically, high time ratio means that
mining on the approximate datasets costs much less than mining on the original datasets,
high precision means that most of the rules found on the approximate datasets match those
found on the original datasets, and high recall means that most of the rules found on the
original datasets can be discovered by running the modified ARMADA on the approximate
datasets.
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Figure 2.4: Assessment of time and association rules on Transaction dataset.
Table 2.4 and Fig. 2.4 show the performance for the original Transaction dataset and the
approximate one obtained by CBMF or PROXIMUS. The rules displayed in this table are of
all cardinalities. We decompose the original matrix with 150 patterns into an approximate
matrix with 52 patterns that is about one third of its original size. CBMF performs this
decomposition by setting k as 52, which is larger than the number of columns of the dataset.
Though in our CBMF models we say that k should satisfy k  min(m,n), our CBMF
algorithms can handle any value of k that is smaller than either m or n. The runtime for
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Figure 2.5: Assessment of time and association rules on ImageTag dataset.
decomposing the dataset by CBMF is only 0.16 seconds, thus the total sum of this time
and the time for mining rules on the resulting approximate dataset is smaller than that
on the original dataset for all the support values, though we need to do the decomposition
only once. The time for decomposing the Transaction dataset by PROXIMUS is not given,
because the performance of PROXIMUS is not at issue, and the respective implementations
in MATLAB and R are not comparable in execution time anyway. Table 2.4 and Fig. 2.4
show that for all support values, when the approximate dataset are obtained by CBMF,
the runtime of modified ARMADA on the approximate dataset is smaller than that on the
original dataset, and the precision and recall values are above 60%. They also show that
mining on the approximate dataset obtained by CBMF discovers rules with better precision
and recall in less time than mining on the approximate dataset obtained by PROXIMUS for
most of the support values.
Table 2.5 and Fig. 2.5 show the performance for the original ImageTag dataset and the
approximate one obtained by CBMF or PROXIMUS. The rules displayed in this table are the
rules of cardinality 2, which are the rules of interest for this dataset, as its average row sum is
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Figure 2.6: Number of rules for support value 7.5 on ImageTag dataset.
5.87. We decompose the original matrix with 2000 patterns into an approximate matrix with
171 patterns, that is about one twelfth of its original size. The runtime for decomposing the
ImageTag dataset by CBMF is 8.48 seconds, and we can still benefit from the decomposition,
as it is performed only once, but we may mine association rules several times on the resulting
approximate dataset. When the approximate dataset is obtained by CBMF, we observe that
for all support values, the speedup is as high as one order of magnitude, the precision values
are above 88%, and the recall values are above 75% (above 90% for most support values).
This table and figure also show that mining on the approximate dataset obtained by CBMF
discovers rules with better precision for most of the support values, and rules with much
better recall for all the support values, when compared with mining on the approximate
dataset obtained by PROXIMUS. Thus CBMF is especially suitable for decomposing very
large datasets to mine rules of a given cardinality on the resulting approximate datasets.
In addition, we also show the presence of rules of all cardinalities for the support value 7.5
in Fig. 2.6, which gives the number of rules of different cardinalities discovered by mining
on the original ImageTag dataset, the approximate dataset obtained by CBMF, and the
approximate dataset obtained by PROXIMUS. Fig. 2.6 shows that the rules mined on the
approximate dataset obtained by CBMF are much closer to those mined on the original
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Table 2.6: Effect of number of patterns on association rules
decomp. time time
# patterns time ratio ratio prec.(%) prec. (%) recall (%) recall (%)
approx. CBMF CBMF PROX. CBMF PROX. CBMF PROX.
171 8.48 9.92 16.94 95.03 95.61 92.33 55.30
263 13.03 6.79 11.93 94.25 99.34 92.43 59.58
394 22.38 4.36 5.39 92.89 95.96 97.07 83.16
dataset than those for PROXIMUS. In fact, we discovered 186 rules on the original dataset,
which we refer as true rules, 188 rules for CBMF, among which 156 rules are matched with
true rules, and 125 rules for PROXIMUS, among which only 91 are matched with true rules.
We evaluate the effect of the number of patterns in the approximate datasets on the
time and quality of the association rules. Table 2.6 lists the time for decomposing the
ImageTag dataset by CBMF, and compares the rules discovered on the original dataset with
2000 patterns and the approximate datasets with 171, 263, and 394 patterns decomposed by
CBMF and PROXIMUS, respectively. The table gives the average time ratio, precision, and
recall over 10 support values from 5% to 20%. As seen in the table, increasing the number of
patterns increases the decomposition time and reduces the time ratio, as expected. However,
precision and recall values are not significantly affected by the number of patterns, especially
for CBMF, which attains over 92% average precision and recall rates for all datasets. Thus
we conclude that it suffices to mine approximate datasets with only a small number of
patterns by CBMF, resulting in high rates of precision, recall, and speed up.
2.7.4 Document Clustering
In this section, we apply the proposed method to document clustering, evaluate clustering
accuracy, and compare the results with representative methods.
46
Table 2.7: Statistics of TDT2 and Reuters corpora
TDT2 Reuters
# Documents 64527 21578
# Documents used 9394 8293
# Clusters 100 135
# Clusters used 30 65
Max. cluster size 1485 3945
Min. cluster size 1 5
Med. cluster size 48 30
Avg. cluster size 137 186
2.7.4.1 Data Corpora
We evaluate clustering performance using TDT2 document corpus [9] and Reuters corpus [7].
These datasets are frequently used in document clustering because each document in the
corpora has been manually classified into one or more clusters. They describe the frequencies
of words that occur in a set of documents. Rows denote documents, and columns denote
words. TDT2 corpus consists of major news that occurred in 1998 from six news agencies,
including two newswires (APW, NYT), two radio programs (VOA, PRI), and two television
programs (CNN, ABC). It contains a total of 64527 documents partitioned in 100 clusters.
Reuters corpus is a collection of news for use in research and development of information
retrieval and machine learning systems. It contains 21578 documents in 135 categories.
Many documents in the data corpora have multiple category labels. In our test, we
use the processed data in [22], which removes documents appearing in two or more clusters.
This leads to a dataset derived from TDT2 corpus containing 9394 documents classified in 30
clusters, and another one derived from Reuters corpus containing 8293 documents classified
in 65 clusters. Each document in our datasets has a unique cluster label. Table 2.7 provides
statistics of the two document corpora.
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2.7.4.2 Evaluation Metric
Our tests are performed on different numbers of clusters. For each run of a test, we randomly
choose a set of documents from k clusters. Then we change any entry that is greater than one
to one, as in our tests we are not interested in the frequency of words, but whether words
occur in documents. This generates binary document-word matrices, which are provided
to the clustering process together with the cluster number k. The result is evaluated by
comparing the cluster label li generated by the clustering process with the label βi provided
by the document corpora. A well-known metric of clustering performance is accuracy (AC),
which is defined as
AC =
δ(βi,map(li))
n
,
where n denotes the number of documents in the test, δ(x, y) is the delta function that
equals one if x = y and equals zero otherwise, and map(li) is the mapping function that
maps the cluster label li to one and only one label from the document corpora. The best
mapping can be found by using the Kuhn-Munkres algorithm [78].
2.7.4.3 Performance Comparison
Given a matrix G with m documents and n words, and integer k, CBMF approximates G by
a matrix product of two matrices U and W , among which W has k rows representing k basis
documents, and U has m rows indicating how the m documents are presented by the basis
documents. Specifically, a row vector in U has k components, each of which denotes the
contribution of the corresponding basis document to that document. It is straightforward
to tell that document di is assigned to cluster x if uix = 1, as each row of U has only one
entry valued 1.
We compare the clustering performance of CBMF with three popular methods for doc-
ument clustering:
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Table 2.8: Accuracy comparison using TDT2 corpus
Data Methods
k m n CBMF NMF k-means PLSA
4 2045 400 0.90 ± 0.03 0.85 ± 0.04 0.74 ± 0.05 0.80 ± 0.02
5 3925 1200 0.52 ± 0.05 0.50 ± 0.07 0.48 ± 0.08 0.49 ± 0.04
6 2356 1000 0.40 ± 0.03 0.35 ± 0.03 0.26 ± 0.05 0.33 ± 0.02
7 4874 1000 0.57 ± 0.04 0.53 ± 0.05 0.50 ± 0.06 0.53 ± 0.04
8 2597 1400 0.55 ± 0.02 0.41 ± 0.03 0.42 ± 0.03 0.36 ± 0.01
9 2463 600 0.51 ± 0.05 0.42 ± 0.03 0.39 ± 0.05 0.40 ± 0.04
10 1140 1100 0.89 ± 0.03 0.59 ± 0.02 0.50 ± 0.05 0.93 ± 0.05
• NMF approximates G by a matrix product of two nonnegative matrices U and W ,
which have the same meanings as those obtained by CBMF. That is, W provides k
basis documents, and U shows the presence of the original m documents. Specifically,
we assign document di to cluster x if x = arg max
j
uij, where uij denotes the (i, j)-th
entry of matrix U .
• Probabilistic Latent Semantic Analysis (PLSA) [48] is based on a mixture decomposi-
tion derived from a latent class model. When it is applied to document clustering, we
are interested in one of the output matrices U , where uij is the conditional probability
P (cj|di), meaning the probability of document di belonging to cluster cj for 1 ≤ i ≤ m
and 1 ≤ j ≤ k. Assign document di to cluster x if x = arg max
j
P (cj|di).
• k-means takes rows of G as points and partitions them into k clusters using squared
Euclidean distances. It produces an m× 1 vector containing the cluster label of each
document.
We use the MATLAB package developed by H. Kim and H. Park [56] for NMF, and
embedded MATLAB packages for k-means, as mentioned in Section 2.7.2. We use the
software implemented in MATLAB provided by M. Hanselmann et al. [6] for PLSA. We
apply Algorithm 3 for CBMF except that we do not consider assigning documents to the
origin u0, which guarantees that each document is assigned to one and only one center.
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Table 2.9: Accuracy comparison using Reuters corpus
Data Methods
k m n CBMF NMF k-means PLSA
7 2450 500 0.82 ± 0.08 0.74 ± 0.03 0.70 ± 0.11 0.68 ± 0.08
8 2523 1500 0.68 ± 0.08 0.73 ± 0.05 0.70 ± 0.10 0.55 ± 0.06
9 626 800 0.49 ± 0.07 0.23 ± 0.05 0.44 ± 0.05 0.23 ± 0.05
10 6239 300 0.58 ± 0.06 0.60 ± 0.05 0.57 ± 0.08 0.57 ± 0.05
15 834 2000 0.35 ± 0.06 0.35 ± 0.06 0.33 ± 0.09 0.23 ± 0.04
20 3100 900 0.65 ± 0.03 0.60 ± 0.06 0.63 ± 0.06 0.56 ± 0.04
25 5293 700 0.72 ± 0.05 0.68 ± 0.07 0.67 ± 0.08 0.69 ± 0.06
Table 2.8 and 2.9 show the comparison of methods in terms of accuracy. The tests were
run for clustering numbers ranging from four to ten. For each cluster number k, we list
the size of the test matrix, with m denoting the number of documents, and n denoting the
number of words. Since each method contains random initialization, we run each method 50
times with different initial values and report the average performance as well as the standard
deviation.
Table 2.8 clearly shows that CBMF always has the best accuracy for all values of k.
Table 2.9 shows that CBMF or NMF has the highest accuracy for all test cases. In addition,
Table 2.8 and 2.9 show that CBMF always beat k-means clustering, which is in line with
expectation. Though CBMF is closely related to k-means clustering, it has a unique property
that it requires cluster centers should be binary, which enables CBMF to better interpret
input binary data.
Note that CBMF is not capable of clustering documents that record frequencies of words
instead of just occurrences, as the input data would contain non-binary entries. However,
CBMF has several unique advantages over other methods: First, it can simultaneously
partition documents and words for a given binary document corpus, as both matrix factors
it produces are binary. Second, it requires far less storage space. Third, it produces binary
values, which can easily interpret orignal binary data.
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Chapter 3
Weighted Binary Matrix Factorization
3.1 Introduction
In Chapter 2 we proposed constrained binary matrix factorization (CBMF), which places the
additional constraint on the BMF model that the matrix product is restricted to the class
of binary matrices. Because of the additional constraint, there are only two different types
of mismatched entries: 0-becoming-1 and 1-becoming-0. CBMF aims to minimize the sum
of the two types of mismatched entries with no preference for minimizing a specific type.
However, as Lu et al. mentioned in [72], many real applications have preferences between
the two types. For example, in the application of outlier detection, it is desirable to keep
entries originally with value 1, which stand for outliers, in the approximate matrix product.
Thus 1-becoming-0 errors are undesirable, as otherwise important information will be lost.
Srebro and Jaakkola [90] proposed to introduce weights for general low-rank approxi-
mations. To address the issue in BMF, Lu et al. [72] proposed weighted rank-one binary
matrix factorization, which takes a different penalty weight for each type of error instead
of the same value as in the standard rank-one binary matrix factorization. However, the
model is restricted to rank-one. We propose a new model to address this issue by using
penalty weights but setting a new objective value, which can handle any rank instead of
just the rank-one case, and is a generalization of CBMF. We call this problem weighted
constrained binary matrix factorization (WCBMF). We prove that WCBMF has the same
optimal solution with an NP-hard problem, maximum edge biclique problem (MEB), when
the penalty weights satisfy a certain condition. We also prove that the special rank-one
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WCBMF is 2-approximable and point out a incorrect statement about the approximation
ratio in Lu et al. [72]. We show the effect of penalty weights on error distribution, compare
our algorithm with an existing heuristic for finding MEBs, and apply it to discover biclusters
in gene expression data.
A brief note about the notation we use: f01(A,B) denotes 0-becoming-1 errors between
A and B, where A,B can be any matrix or vector, f10(A,B) denotes 1-becoming-0 errors
between A and B, and Gi: denotes the i-th row of matrix G.
3.2 Related Work
In this section, we describe two problems related to WCBMF: the existing rank-one WCBMF
model proposed by Lu et al. [72] , which they call Dominant Discrete Pattern Mining
(DDPM), and our previously proposed CBMF model.
3.2.1 Dominant Discrete Pattern Mining (DDPM)
As introduced in Section 3.1, classical rank-one BMF gives no preference for the type of
errors. Lu et al. [72] gave a toy example to show the motivation of setting different penalty
weight for each error type.
G u
w

1 1 1 1 1
1 1 1 1 0
1 1 1 0 0
 ≈

1
1
1

[
1 1 1 1 0
]
Rank-one BMF produces a presence vector u and a pattern vector w. Vector w reveals the
most significant pattern in the original data matrix, and the i-th row of G is represented by
w or pattern w is present in that row if u(i) = 1 holds.
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The toy example shows that the approximation introduces one 1-becoming-0 error for
the first row, and one 0-becoming-1 error for the third row. In the application of role mining,
for which 0 means no permission exists in an organization and 1 means there is permission,
0-becoming-1 errors should be avoided. Otherwise, extra permissions must be given to users,
which may cause serious security problems. To address the issue, Lu et al. [72] proposed
new definitions of pattern significance and pattern presence, which are given below:
Pattern Significance. The significance of a pattern w ∈ {0, 1}1×n in any row vector Gi:,
denoted by S(Gi:,w), is measured by
S(Gi:,w) = max{0, f11(Gi:,w)− α1f10(Gi:,w)− α2f01(Gi:,w)}
The nonnegative weight parameters α1 and α2 reflect the preferences of the two error types.
The greater weight means that the corresponding errors are more undesirable.
Pattern Presence. If S(Gi:,w) > 0 , the pattern w is considered present in the object
Gi:.
Based on these two definitions, they define the dominant discrete pattern mining (DDPM)
as follows:
Dominant Discrete Pattern Mining. Given m objects consisting of n attributes
represented by G ∈ Rm×n, find a dominant pattern w ∈ {0, 1}1×n, such that its total values
of pattern significances
∑
i S(Gi:,w) are maximized.
They prove that DDPM is related to the maximum edge biclique problem.
3.2.2 CBMF
The quadratic constraint on UW in CBMF makes the problem very hard to solve. One
way to reduce the difficulty is to replace the quadratic constraint by a linear constraint that
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guarantees a binary matrix product. Thus we introduce a specific variant of BMF,
min
U ,W
‖G−UW ‖(1,1) (3.1)
s.t. U ∈ {0, 1}m×k, W ∈ {0, 1}k×n,
Uek ≤ em.
Here ek ∈ Rk×1 and em ∈ Rm×1 are vectors of all ones. The linear constraint Uek ≤ em
ensures that every row of U contains at most one nonzero element, thereby guaranteeing
that UW is a binary matrix. Note that the l1 norm used in the objective value is defined
as ‖A‖1 =
m∑
i=1
n∑
j=1
|aij| for any matrix A.
3.3 WCBMF and Related Problems
3.3.1 Problem Definition
Based on the formulation of CBMF (3.1), we define WCBMF with the same constraints but
a different objective. The weight parameters should be strictly positive, that is, α1 > 0, and
α2 > 0.
min
U ,W
α1f10(G,UW ) + α2f01(G,UW ) (3.2)
s.t. U ∈ {0, 1}m×k, W ∈ {0, 1}k×n,
Uek ≤ em.
Compared with the existing weighted rank-one problem, our model for WCBMF can handle
any rank. In addition, it is a generalization of classical CBMF problem (3.1), which is
a special case of WCBMF (3.2) when α1 = α2 = 1, as ‖G − UW ‖1 = f10(G,UW ) +
f01(G,UW ) when UW is binary.
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Rank-one WCBMF deserves special discussion. Note that no additional constraints on u
and w are necessary to ensure that the product matrix uw is a binary matrix, because this
property is guaranteed for rank-one solutions. Thus rank-one WCBMF can be formulated
as follows:
min
u,w
α1f10(G,uw) + α2f01(G,uw) (3.3)
s.t. u ∈ {0, 1}m×1, w ∈ {0, 1}1×n.
Let I0 = {i : u(i) = 0}, I1 = {i : u(i) = 1}. In addition, let w0 denote the origin and
sum(Gi:) denote the sum of all elements in the i-th row of G. Assuming we are given w, we
can determine the optimal u by the following observation about the objective function:
f(u) = α1f10(G,uw) + α2f01(G,uw)
=
m∑
i=1
(α1f10(Gi:,u(i)w))
+
m∑
i=1
(α2f01(Gi:,u(i)w))
=
∑
i∈I1
(α1f10(Gi:,w) + α2f01(Gi:,w))
+
∑
i∈I0
(α1f10(Gi:,w0) + α2f01(Gi:,w0))
=
∑
i∈I1
(α1f10(Gi:,w) + α2f01(Gi:,w))
+
∑
i∈I0
α1sum(Gi:).
The first equality holds as the objective can be expressed as a summation over rows. The
second holds by substituting u(i) as 0 and 1, respectively. The last holds as f10(Gi:,w0)
equals to the number of ones in Gi:, and f01(Gi:,w0) = 0 because w0 is the origin, with all
entires valued of zero.
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From the above observation, we conclude that the optimal u to minimize f(u) can be
computed as follows:
u(i) =
 1 if α1f10(Gi:,w) + α2f01(Gi:,w) ≤ α1sum(Gi:)0 otherwise . (3.4)
This is because determining the value of u(i) requires assigning i to either I1 or I0, which
can be done by comparing the correspodning parts in the objective values. Note that a given
i cannot be in both sets I1 and I0 simultaneously.
3.3.2 Related Problems
Many real problems can be cast as special cases of weighted CBMF, such as the maximum
edge biclique problem.
Maximum Edge Biclique (MEB) [31]. Given a bipartite graph G = (V1 ∪ V2, E), a
biclique B = U1 ∪ U2 is a subset of the node set such that U1 ⊆ V1, U2 ⊆ V2, and for every
u ∈ U1, v ∈ V1, the edge (u, v) ∈ E. Maximum edge biclique (MEB) is a biclique with the
maximum number of edges.
An illustrative example follows:
G u
w

1 0 1 1 0
1 1 1 1 1
0 0 1 0 0
1 1 1 1 0

≈

1
1
0
1

[
1 0 1 1 0
]
(3.5)
The left matrix describes a bipartite graph, and the rank-one approximation shows the MEB.
56
Theorem 3.3.1. Finding MEB in bipartite graph can be solved via rank-one WCBMF (3.3)
with α1Rmax < α2, where Rmax is the maximum row sum of G.
Proof. We observe that a rank-one approximation should satisfy two conditions to produce
MEB: First, there are no 0-becoming-1 errors, which guarantees that the approximation
finds a biclique. Second, 1-becoming-0 errors should be minimized, which guarantees that
the biclique obtained by the approximation has the maximum number of edges, as the total
number of edges in the original graph is fixed.
We first prove that there are no 0-becoming-1 errors. Let w ⊆ u denote that u(i) = 1 for
any w(i) = 1, i.e., u covers all the ones in w. For example, in the illustrative example (3.5),
we have w ⊆ G1:, and w * G3:. The definition indicates two important properties:
• Property 1: f01(Gi:,w) = 0 if w ⊆ Gi:
• Property 2: f01(Gi:,w) ≥ 1 if w * Gi:
Note that if u satisfies the following relationship (3.6) for given G and fixed w, then
f01(G,uw) = 0 holds.
u(i) =
 1 if w ⊆ Gi:0 otherwise . (3.6)
This is because by doing the summation over rows and grouping them according to whether
the rows cover all the 1s in w, we have
f01(G,uw) =
∑
w⊆Gi:
f01(Gi:,w) +
∑
w⊆Gi:
f01(Gi:,w0)
The first part equals to 0 because of property 1. The second part equals to 0 because w0 is
the origin vector of all zeros.
We now use the rule (3.4) to prove (3.6). It includes proving two cases: First, we need
to prove that if w ⊆ Gi:, then the optimal u satisfies u(i) = 1. This holds because of the
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following relationship:
α1sum(Gi:) ≥ α1f10(Gi:,w)
≥ α1f10(Gi:,w) + α2f01(Gi:,w).
The first inequality holds because sum(Gi:) is the number of ones in Gi:, which is obviously
larger than the number of ones that are changed to zeros after the approximation. Thus
by rule (3.4), we claim that u(i) = 1 if w ⊆ Gi:. On the other hand, we need to prove
that if w * Gi:, then the optimal u satisfies u(i) = 0. This holds because of the following
relationship:
α1sum(Gi:) ≤ α1Rmax
< α2
< α2f01(Gi:,w)
< α1f10(Gi:,w) + α2f01(Gi:,w).
It is obvious to see that the first, second, and fourth inequalities hold. The third inequality
holds because of property 2.
Therefore the approximation induces a bicluster. Moreover, we need to prove the second
condition that the bicluster has the largest number of edges. This is true because the
objective of (3.3) becomes α1f10(G,uw) due to the fact that f01(G,uw) = 0. Thus the
bicluster preserves the largest number of ones from original data, as the 1-becoming-0 errors
are minimized.
As we observed in the proof of Theorem (3.3.1), we have the following theorem:
Theorem 3.3.2. Rank-one weighted CBMF (3.3) has no 0-becoming-1 errors, and the ob-
jective value becomes α1f10(G,uw) if α1Rmax < α2 holds.
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In addition, the proof of Theorem (3.3.1) shows that though our model and the rank-one
model proposed by Lu et al. [72] have the same optimal solution as MEB, they does not
have the same optimal objective value. Our objective value is to minimize the number of
1-becoming-0 errors, while the objective value of MEB or Lu et al.’s model is to maximize
the number of ones in the solution. This significant difference allows us to achieve a nice
approximation ratio for our model, while preventing their model from being 2-approximable,
as MEB does not have that property. We show this in detail in Section 3.4.
3.4 Approximation Ratio
Theorem 3.4.1. Rank-one WCBMF with α1Rmax < α2 is 2-approximable.
Proof. Given a binary matrix G and two positive weights α1 and α2, We first propose a
linear programming formulation for finding MEB as follows:
min
Z,u,w
α1
∑
i,j
Zij (3.7)
s.t. Zij + u(i) ≥ 1 for Gij = 1,
Zij +w(j) ≥ 1 for Gij = 1,
u(i) +w(j) ≤ 1 for Gij = 0,
u(i), w(j), Zij ∈ {0, 1}.
We prove that problem (3.7) can be used to find MEB following a similar procedure in the
proof of Theorem 3.3.1.
Recall that the first condition of finding MEB is that there are no 0-becoming-1 errors.
This is true because the third constraint indicates that when Gij = 0, at least one entry
between u(i) and w(j) must be 0, so the corresponding (i, j)-th entry in the product matrix
uw is 0. Thus f01(G,uw) = 0.
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More work is needed to prove the second condition of finding MEB, that 1-becoming-0
errors should be minimized. We can deduce from the first and second constraints that when
Gij = 1, and both u(i) and w(j) are 1, then Zij can be either 0 or 1. However, the optimal
Zij should take the value 0 to minimize the objective value. If one of u(i) and w(j) is 0,
which indicates that the (i, j)-th entry of uw is 0, then Zij must be 1. This leads to the
conclusion that Zij = f10(G,uw).
Note that the objective value of problem (3.7) is the same as that of rank-one WCBMF
with α1Rmax < α2 according to Theorem 3.3.2. Thus the proof also shows the two problems
are equivalent in both the objective value and the solution.
Hochbaum et al. [47] prove the existence of a 2-approximation algorithm for integer
linear programs with at most two variables per inequality:
Lemma 3.4.2. Any integer linear programming problem with at most two variables per
inequality, and with all variables bounded between 0 and some positive number, has a 2-
approximation algorithm.
According to Lemma 3.4.2, the linear programming formulation (3.7) is 2-approximable.
This completes the proof of the theorem.
Note that Lu et al. [72] incorrectly proved that their model is 2-approximable by using
Lemma 3.4.2, as the lemma is for a minimization problem, whereas their model is a maximum
problem. In addition, their model is equivalent to MEB in both the solution and the objective
value. Thus if their theorem holds, then MEB is 2-approximable, which contradicts the
approximation ratio property of MEB proved in [37, 42] that it is hard to approximate the
MEB in general bipartite graphs within a factor of nδ for some δ > 0.
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3.5 Algorithms for WCBMF
3.5.1 Rank-One WCBMF
We apply an alternating update procedure to update u and w, respectively. Equation (3.4)
shows how to update u for fixed w. Similarly, we can update w for fixed u as follows:
w(j) =
 1 if α1f10(G:j,u) + α2f01(G:j,u) ≤ α1sum(G:j)0 otherwise . (3.8)
The algorithm is listed in Algorithm 6.
Algorithm 6: Alternating update procedure for rank-one WCBMF
1 Choose initial random vector w ∈ {0, 1}1×n;
2 repeat
3 For fixed w, find u by (3.4) to minimize objective value;
4 For fixed u, find w by (3.8) to minimize objective value;
5 until objective value does not decrease;
3.5.2 WCBMF of Any Rank
We can apply a recursive method for WCBMF (3.2) with α1Rmax < α2, as when this rela-
tionship between α1 and α2 holds, the remainder matrix (G− uw) after rank-one approxi-
mation is still a binary matrix, which allows us to apply rank-one approximation recursively.
Algorithm 7 lists the recursive method for the special WCBMF.
Algorithm 7: Algorithm for rank-k WCBMF with α1Rmax < α2
1 for l← 1 to k do
2 Apply Algorithm 6 to G to obtain u and w;
3 U (:, l) = u; W (l, :) = w;
4 G← G− uw;
5 end
6 Return U and W .
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Figure 3.1: Effect of penalty weights on errors.
3.6 Experiments
In this section we compare our proposed algorithm with other existing ones to solve real
application problems. All experiments were implemented in MATLAB and run on an Ap-
ple iMac with Intel Core 1.6 GHz processor and 2 GB of RAM. Since Algorithm 6 is not
guaranteed to find the global optimization solution, it is beneficial to run it a few times
with different initial values and choose the trial with minimum error. In our experiments,
10 trials of Algorithm 6 are performed.
3.6.1 Effect of Penalty Weights
We illustrate the effect of weights on error types by using rank-one WCBMF as an example.
We apply Algorithm 6 to synthetic data, which is a random binary matrix of size 50 by 60
with fixed density 0.6, and its maximum row sum equals 34. We fix one penalty weight,
and investigate the value of the other one on the corresponding error rate, which is defined
as the specific type of error divided by the sum of two errors. Figure 3.1 (a) shows that 1-
becoming-0 error rate decreases consistently with increasing value of α1 when we fix α2 to be
1. Figure 3.1 (b) shows that 0-becoming-1 error rate decreases consistently with increasing
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value of α2 when we fix α1 to be 1. Specifically, Theorem 3.3.2 indicates that there are no
0-becoming-1 errors when α2 > 34.
3.6.2 Finding MEB
In a bipartite graph, let V1 and V2 denote two sets of vertices, respectively. Theorem 3.3.1
indicates that when α1Rmax < α2, Algorithm 6 can find MEB in a bipartite graph. We
compare the performance of Algorithm 6 with a well-known heuristic, which finds a vertex
from V1 that is connected to most vertices in S2, then removes all vertices in S2 that are not
connected to that vertex just chosen. This generates a biclique. Repeat until no vertices in
S1 are connected to S2. Choose the biclique with maximum number of edges among all as
the optimal solution.
We compare Algorithmm 6 and the heuristic on two different types of synthetic matrices:
random binary matrices of fixed density, and binary matrices with special structure, which
are generated as follows: First we generate a random binary matrix Gp1 of density 70%. Let
R denote the largest row sum of Gp1. If R is even, construct another matrix Gp2 of all 1s
in Rm×R/2, otherwise Gp2 ∈ Rm×(R+1)/2. The binary matrix G used in the experiment is
the joint matrix whose upper left block and lower right block are Gp1 and Gp2, respectively.
The additional connections between the two parts, that are the upper right block, and the
lower left block of G are random binary matrices of density 10%. Construction of the special
binary matrix indicates that its optimal solution is Gp2.
Specifically, G1 and G2 are general binary matrices. G1 is 30 by 40 of density 80%, G2
is 200 by 300 of density 30%. G3 and G4 are binary matrices with special structure. G3 is
120 by 106, and G4 is 800 by 390. Figure 3.2 shows the sparsity pattern of the two different
types of matrices, G1 and G4. This figure shows that 1 is distributed evenly in a general
binary matrix such as G1, whereas it is located mostly in the upper left corner and lower
right corner in a binary matrix with special structure such as G4.
63
0 20 40
0
10
20
30
nz = 656
(a) Sparsity of G1
0 100 200 300
0
100
200
300
400
500
600
700
800
nz = 111902
(b) Sparsity of G4
Figure 3.2: Sparsity patterns of test matrices.
Figure 3.3 shows the MEB size for these matrices. It shows that the heuristic and
Algorithm 6 have similar performance for general graphs, but Algorithm 6 finds MEB of
much larger size than the heuristic for special graphs. This is because the heuristic tends to
remove most columns in Gp2, as the largest row sum of Gp1 is R, whereas the largest row
sum of Gp2 (nearly) equals to R/2, thus it always rules out the optimal bicluster.
3.6.3 Biclusters Discovery
Gene expression data [36] can be represented by a binary matrix G{0, 1}m×n, where rows
denotes genes , and columns denote microarray conditions (or samples). The (i, j)-entry is
1 if gene i responds in condition j and otherwise it is 0. A bicluster (G,C) corresponds to a
subset of genes that behave similarly across a subset of samples. That is, each bicluster is a
submatrix of G whose entries are all 1s. Researchers are interested to find all biclusters that
are inclusion-maximal, i.e., that are not entirely contained in any other bicluster. Bicluster-
ing differs from classical clustering in that it does not require genes in the same cluster to
exhibit similar patterns over all conditions, thus it is useful in uncovering processes that are
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Figure 3.3: Maximum Edge Biclique size.
active over only some but not all samples, as demonstrated in several studies (Cheng and
Church [25]; Murali and Kasif [79]).
Previous work [34, 93] has pointed out that finding the largest bicluster is equivalent to
finding MEB, and Section 3.6.2 shows that Algorithm 6 performs well for finding MEBs, so
we can apply Algorithm 7 to find a given number of inclusion-maximal biclusters.
3.6.3.1 Datasets
We compare the capability of several algorithms to recover implanted transcription modules
on synthetic gene expression datasets as in Ihmels et al. [50]. These datasets are frequently
used in comparing biclustering methods because biclusters are known beforehand. In con-
trast, it is difficult to compare various methods on real data because every method uses
a different problem reformulation and it is hard to interpret the original data. That is
why most biclustering papers are concerned with the validation of a new method instead of
conducting comparison with other methods.
In the artificial model, biclusters represent transcription factors. Specifically, there are
t factors, a binary regulation matrix Rt×m where rij = 1 if and only if factor i regulates
gene j, and a binary activation matrix At×n where aij = 1 if and only if factor i is active
in condition j. In our experiments we consider overlapping biclusters with d indicating the
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overlap degree. In detail, the model is described as follows:
rij =
 1 if (i− 1)m/t+ 1 ≤ j ≤ im/t+ d0 otherwise ,
where 1 ≤ i ≤ t, and 1 ≤ j ≤ m+ d.
aij =
 1 if (i− 1)n/t+ 1 ≤ j ≤ in/t+ d0 otherwise ,
where 1 ≤ i ≤ t, and 1 ≤ j ≤ n+d. The parameter setting is m = 100, n = 100, t = 10, and
d = 0, 1, . . . , 8. As a consequence, we test the effect of the overlap degree on 10 overlapped
biclusters.
We investigate for two different types of biclusters: i) constant biclusters. The gene
expression matrix G is a matrix where gij = max
1≤k≤t
rki · akj. Thus G is a binary matrix where
entries in biclusters are set to 1. ii) additive biclusters, where G is constructed as follows:
eij =

n+ (j − 1) if max
1≤k≤t
rki · akj 6= 0
U [0, n− 1] Otherwise
,
where U [l, u] is a uniformly radomly chosen integer in the interval [l, u]. Thus in the resulting
matrix, entries in biclusters are greater than or equal to n, and the values increase column-
wise by one, while the background noise contains random numbers from 0 to n− 1.
3.6.3.2 Evaluation Metric
As in most of the studies, the comparison is with regard to the gene dimension. A well-known
metric for the biclustering performance is Match Score, which is defined as
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Match Score. Let M1 and M2 be two sets of biclusters. The sample match score of M1
with respect to M2 is given by the function
S(M1,M2) =
1
|M1|
∑
(G1,C1)∈M1
max
(G2,C2)∈M2
G1 ∩G2
G1 ∪G2 ,
which reflects the average of the maximum match scores for all biclusters in M1 with respect
to the biclusters in M2. Let Mopt denote the set of implanted biclusters and M denote the
output of a biclustering method. We further define two scores used in our experiment.
• precision defined as S(M,Mopt), which reflects to what extent the generated biclusters
represent true biclusters in the gene dimension.
• recall defined as S(Mopt,M), which quantifies how well each of the true biclusters is
recovered by the biclustering algorithm.
Note that both scores take the maximum value of 1 if Mopt = M .
3.6.3.3 Performance Comparison
We compare our algorithm, named WCBMF, with three other popular biclustering methods.
• Bimax [36] uses a divide-and-conquer strategy to generate biclusters. As with WCBMF,
input matrices for Bimax must be discretized to binary.
• Cheng and Church’s Algorithm (CC) [25] in which a bicluster is defined as a submatrix
for which the mean squared residue score is below a user-defined threshold.
• xMotif [79] in which biclusters are sought for which the included genes are nearly
constantly expressed across the selection of samples.
We use a biclustering analysis MATLAB toolbox named BicAT [10] for the three methods.
Figure 3.4 shows the effect of overlap degree on precision and recall for two different types of
biclusters. WCBMF and Bimax are able to identify a high percentage (100%) of implanted
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Figure 3.4: Effect of overlap degree on (a)(b) constant biclusters (c)(d) additive
biclusters.
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transcription modules for both types of biclusters. In contrast, the scores obtained by CC
and xMotif are substantially lower. The results are in line with expectations. For constant
biclusters (a) and (b), the performance of CC and xMotif can be explained by the fact that
these two methods find biclusters which mainly contain entries of zeros, as they do not
focus on changes in gene expression. For additive biclusters in (c) and (d), xMotif obtains
extremely low scores, especially the recall value, which shows that hardly any implanted
biclusters can be recovered by this method. This is because xMotif is mainly designed to
find biclusters with coherent row values.
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Chapter 4
Densest k-Subgraph
4.1 Introduction
Given a graph G = (V,E), |V | = n, and integer k, 1 ≤ k ≤ n, the densest k-subgraph (DkS)
problem is to find a k-vertex induced subgraph having the maximum number of edges. In
the weighted version of DkS, nonnegative weights on the edges of G are given, and the
goal is to find a k-vertex induced subgraph of maximum total edge weight. DkS arises in
applications such as curriculum design [11], feature selection in ranking [39], genetic resource
management [41], diversity maximization [64], and ecological preservation [82].
The broad range of applications of DkS and the difficulty in solving it have caught the
attention of many researchers, and a variety of results have been reported. For example,
it has been shown that DkS is NP-hard, even for graphs of maximum degree three [37].
Corneil and Perl [29] showed that DkS is still NP-hard for the family of perfect graphs.
Numerous algorithms have been proposed based on a variety of techniques including greedy
algorithms [15, 24], linear programming [17, 55], and semidefinite programming [91, 97].
For general k, the algorithm developed by Feige, Kortsarz and Peleg [37] achieves the best
approximation ratio of O(na), where a < 3. When k = Θ(n), Asahiro et al. [15] gave a
constant-factor approximation algorithm for DkS. Ravi et al. [84] proposed 4-approximation
algorithms for weighted DkS on complete graphs for which the weights satisfy the triangle
inequality. Hassin et al. [46] developed 2-approximation algorithms for weighted DkS on the
same graphs as in [84]. Recently, Liazi et al. [68] presented a 3-approximation algorithm for
DkS for chordal graphs. In general, however, Khot [54] showed that DkS has no polyno-
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mial time approximation scheme (PTAS), assuming that there are no subexponential time
algorithms for problems in NP.
We propose to solve DkS by reformulating it as a single clustering problem of fixed size.
We show that these two problems are equivalent in that they have the same optimal solution.
Such a reformulation shows that DkS can be cast in the form of low-rank matrix factorization
and thus provides new theoretical insights into DkS from a different perspective. There are
many effective approximation algorithms for clustering problems [51]. Given the fact that
no PTAS can be constructed for the original DkS problem [54], the results on the equivalent
clustering problem present another plausible theoretical interpretation.
In addition to theoretical insights, the reformulation opens new avenues for designing
effective algorithms for DkS. For example, many existing effective approximation algorithms
and local search heuristics for clustering problems [51] can easily be adapted to solve DkS.
In particular, we present a simple 2-approximation algorithm for the reformulated clustering
problem. When the input data becomes large, we perform low-dimensional approximation
and then apply a clustering algorithm to data points in lower-dimensional space. Specifically,
we propose two methods to reduce computational cost: partial Cholesky factorization and
spectral methods.
The chapter is organized as follows. Section 4.2 reformulates DkS as a single clustering
problem, for which we present a simple 2-approximation algorithm in Section 4.3, along
with numerous techniques for improving the clustering process. We also analyze the time
complexity of the proposed algorithms. In Section 4.4, we apply proposed algorithms on
some real problems and compare them with existing heuristic for DkS.
4.2 DkS and Clustering
We first show the equivalence of DkS and a special clustering problem in terms of the solution,
and then compare DkS with other popular clustering problems.
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DkS is defined as the following binary quadratic programming (BQP) problem:
max
x
1
2
xTWx (4.1)
s.t.
n∑
i=1
xi = k, x ∈ {0, 1}n,
where W ∈ Rn×n is the symmetric (weighted) adjacency matrix of G, and k is an integer,
1 ≤ k ≤ n. We further assume that W has identical diagonal entries. These conditions on
W are rather mild in that they are satisfied by many matrices from various applications [39,
41]. Furthermore, for any symmetric matrix W with identical diagonal entries, we assume
without loss of generality that W is positive semi-definite. Otherwise, we can add a scaled
identity matrix to W such that the resulting matrix W + αI is positive semi-definite. It is
easy to check that if we replace the matrix W in problem (4.1) by a positive semi-definite
matrix W + αI, the optimal solution to (4.1) remains optimal for the new BQP.
We define a new clustering problem named single clustering as follows:
Single Clustering: Given a set V of n binary points in Rm and a positive integer k with
k ≤ n, find a cluster C ⊆ V of size k such that C minimizes
∑
vi∈C
‖vi −
∑
vi∈C
vi
k
‖2. (4.2)
We show the equivalence of DkS and single clustering problem.
Theorem 4.2.1. DkS and single clustering problem have the same optimal solution.
Proof. Since W is positive semi-definite, we can decompose it as W = V TV by Cholesky
factorization. Alternatively, we can use an eigendecomposition of W to construct a matrix
V . Let vi denote the i-th column of V , then the factorization ofW indicates that ‖vi‖2 = λ,
where λ is the diagonal entry of W . Define a set V = {v1,v2, . . . ,vn}. The solution x of
DkS defines a subset C ⊆ V , i.e., C = {vi : |xi = 1}. Note that the size of C is k, as there
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are k ones in x. We then rewrite the objective value as follows:
xTWx = xTV TV x = (V x)TV x = ‖V x‖2 = ‖
n∑
i=1
xivi‖2 = ‖
∑
vi∈C
vi‖2.
We further observe that
max
|C|=k
‖
∑
vi∈C
vi‖2 ⇐⇒ min|C|=k kλ−
‖ ∑
vi∈C
vi‖2
k
⇐⇒ min
|C|=k
∑
vi∈C
‖vi‖2 −
‖ ∑
vi∈C
vi‖2
k
⇐⇒ min
|C|=k
∑
vi∈C
‖vi −
∑
vi∈C
vi
k
‖2.
Here the equivalence sign means the problems on each side have the same optimal solution.
The first equivalence is straightforward, the second is due to ‖vi‖2 = λ, and the third can
be verified by the following observation:
∑
vi∈C
‖vi −
∑
vi∈C
vi
k
‖2 =
∑
vi∈C
‖vi‖2 + 2vTi
∑
vi∈C
vi
k
+
‖ ∑
vi∈C
vi‖2
k2

=
∑
vi∈C
‖vi‖2 + 2(
∑
vi∈C
vi)
T
∑
vi∈C
vi
k
+
‖ ∑
vi∈C
vi‖2
k
=
∑
vi∈C
‖vi‖2 −
‖ ∑
vi∈C
vi‖2
k
.
Notice that the second equality holds because |C| = k.
Thus we complete the proof of the theorem by showing that maximizing the objective
value of DkS is the same as minimizing that of single clustering problem.
Theorem 4.2.1 provides a new theoretical interpretation of DkS from the viewpoint of
data clustering, which is of practical interest because of the many effective PTAS available
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(a) k-means clustering (b) k-center clustering (c) Single clustering
Figure 4.1: Clustering problems with k = 3. (a) Training examples are shown as dots,
and cluster centers are shown as triangles. (b) Bottleneck radius of all clusters is r. (c)
Solution is cluster of red points.
for clustering problem [45, 51, 95], whereas the original DkS admits no polynomial PTAS in
general [54].
The single clustering problem is new, but it is closely related to the popular k-means
clustering [4] and k-center clustering [2]. Given a data set of n points in the same vector
space, k-means clustering aims at partitioning the n points into k clusters so as to minimize
the sum of squared distances from a point to its closest cluster center, k-center clustering
aims at partitioning the n points into k clusters so as to minimize the maximum distance
from a point to its closest cluster center, while single clustering aims at finding only one
cluster of k points so as to minimize the squared distances from a point to its cluster center.
We know from the definitions that all the three clustering problems produce k points, but
the set of k points produced by single clustering and k-center clustering must be a subset of
the original data set, while the solution of k-means clustering can be any points in the vector
space. Another important difference is that k-means clustering and k-center clustering must
find k clusters to enclose all the n data points, while single clustering finds only one cluster
of k points, and does not care about the other n − k points, which gives the reason for its
name. Firgure 4.1 shows an illustration of the three clustering problems.
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Finally, we show that the single clustering problem (4.2) fits the template of low-rank
matrix factorization. Consider the following rank-one matrix factorization problem:
min
u,w
‖G− uw‖2F (4.3)
s.t. u ∈ Rn×1, w ∈ R1×n,
n∑
i=1
wi = k, w ∈ {0, 1}n.
The following theorem establishes the equivalence between the single clustering problem (4.2)
and problem (4.3).
Theorem 4.2.2. Single clustering problem (4.2) and low-rank matrix factorization (4.3)
have the same optimal solution set.
Proof. To show that these problems have the same solution, we observe that
‖G− uw‖2F =
∑
gi∈C,|C|=k
‖gi − u‖2 +
∑
gi /∈C
‖gi‖2
=
∑
gi∈C,|C|=k
‖gi − u‖2 + (n− k) ∗ λ.
The first equation holds because w contains k ones and n − k zeros. The second equation
holds because ‖gi‖2 = λ. Thus the objective values of the two problems differ by only a
constant.
From Theorems 4.2.1 and 4.2.2 we obtain the following theorem:
Theorem 4.2.3. DkS (4.1), single clustering problem (4.2), and low-rank matrix factoriza-
tion (4.3) have the same optimal solution set. The optimal value of u in problem (4.3) is
the same as that of c in problem (4.2), and the optimal value of w in problem (4.3) is the
same as that of x in problem (4.1).
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4.3 Algorithms
In this section we propose and analyze several algorithms for DkS. First, we present a
simple 2-approximation algorithm for the single clustering problem. Next, we introduce
dimension reduction techniques to accelerate the clustering process. Finally, we analyze the
time complexity of each algorithm.
4.3.1 Clustering Algorithm
Inspired by the popular k-means clustering algorithm in [75], we propose an algorithm for
the single clustering problem (4.2) to solve DkS.
For a given starting point, we first select a subset of size k by choosing the k points in
the data set closest to the starting point. We calculate the center of the resulting subset
and use it as the next point, repeating the procedure until the center ceases to change. To
find a good starting point, we follow a similar idea as in [45], which tries every point in V as
an initial starting point and select the best solution as output. The algorithm is described
more precisely as follows.
Algorithm 8: Algorithm for Single Clustering Problem (4.2)
1 for l← 1 to n do
2 Use c← vl as initial starting point ;
3 Select subset C of size k by choosing k points in data set closest to c;
4 Compute geometric center c¯ of C;
5 if c¯ = c then
6 Output C as solution;
7 else
8 Set c← c¯ and go to line 3;
9 end
10 Return C with minimum objective value over all runs.
11 end
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The approximation ratio for this algorithm is given in the following theorem.
Theorem 4.3.1. Suppose that C∗ is the global optimal solution of problem (4.2) with an
objective value f(C∗), and C is the solution output by Algorithm 8 with an objective value
f(C). Then
f(C) ≤ 2f(C∗).
Proof. Let us assume that C∗ = {v∗1, . . . ,v∗k} with geometric center c∗. Let
v∗0 = arg min
i=1,...,k
‖v∗i − c∗‖.
It is easy to see that the algorithm has an approximation ratio of 4, as the following rela-
tionship holds for each v∗i :
‖v∗i − v∗0‖2 ≤ (‖v∗i − c∗‖+ ‖v∗0 − c∗‖)2 ≤ (2‖v∗i − c∗‖)2 = 4‖v∗i − c∗‖2.
The first inequality holds due to the triangle inequality. It follows immediately that
k∑
i=1
‖v∗i − v∗0‖2 ≤ 4
k∑
i=1
‖v∗i − c∗‖2 = 4f(C∗). (4.4)
Since v∗0 ∈ V , it must have been used as an initial starting point in Algorithm 8. Thus we
have
f(C) ≤
k∑
i=1
‖v∗i − v∗0‖2 ≤ 4f(C∗).
We can further conclude that the algorithm has approximation ratio of 2, as the following
relationship holds besides the previous observation in (4.4):
k∑
i=1
‖v∗i − v∗0‖2 =
k∑
i=1
‖v∗i − c∗‖2 + k‖v∗0 − c∗‖2 ≤ 2
k∑
i=1
‖v∗i − c∗‖2 = 2f(C∗).
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The first equality can be verified by the following observation:
k∑
i=1
‖v∗i − v∗0‖2 =
k∑
i=1
(‖v∗i − c∗‖2 + 2(c∗ − v∗0)T (v∗i − c∗) + ‖c∗ − v∗0‖2)
=
k∑
i=1
‖v∗i − c∗‖2 + 2(c∗ − v∗0)T
k∑
i=1
(v∗i − c∗) + k‖c∗ − v∗0‖2
=
k∑
i=1
‖v∗i − c∗‖2 + 2(c∗ − v∗0)T (
k∑
i=1
v∗i − kc∗) + k‖v∗0 − c∗‖2
=
k∑
i=1
‖v∗i − c∗‖2 + k‖v∗0 − c∗‖2.
Notice that the last equality holds because c∗ = (
∑k
i=1 v
∗
i )/k.
Theorem 4.3.1 does not contradict Khot’s result [54], because the 2-approximation al-
gorithm is for the reformulated single clustering problem, not the original DkS. Though
these two problems have the same optimal solution, as shown in Theorem 4.2.1, the optimal
objective values for these two problems are not necessarily the same.
4.3.2 Low-Dimension Approximations
In this subsection we consider ways to accelerate the clustering process. We propose two
methods: reduced clustering and a spectral method.
Reduced Clustering (R-Clustering). An expensive step in Algorithm 8 is the com-
putation of the distances between a given point and all the other data points in the data
set, resulting in a complexity of O(n2). If all the data points were in Rm, however, then
the complexity would become O(nm). To achieve this, let us approximate the matrix W
by another positive semi-definite matrix W (m) = V¯ T V¯ , with V¯ ∈ Rm×n, and cast every
column of V¯ as a data point v¯i ∈ Rm. We can then apply Algorithm 8 to the new data set
V¯ = {v¯i ∈ Rm : i = 1, . . . , n}. We call this the reduced clustering, denoted by R-Clustering.
We next consider how to find such an approximation matrix W (m). One way is to
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compute the m largest eigenvalues and corresponding eigenvectors [43] of W , and take
W (m) =
∑m
i=1 λiwiw
T
i , where λi is the i-th largest eigenvalue of the matrix W , and wi is
the normalized eigenvector associated with λi. One can show that W
(m) is the projection
of W onto the subspace generated by the eigenvectors wi, i = 1, . . . ,m [80]. Thus, from
a theoretical perspective, the approximation based on eigenvalues and eigenvectors is very
attractive since it provides the best approximation (in the Frobenius norm) among all the
matrices whose rank is at most m. Unfortunately, the required eigendecomposition results in
a complexity of O(n3), which is very expensive computationally, especially for large problems
(say n > 1000).
As a much less expensive alternative, we propose partial Cholesky factorization, in which
only the first m rows of an upper triangular matrix V are computed. Figure 4.2 illustrates
the data sets generated by Cholesky factorization and reduced Cholesky factorization. We
can observe two importance properties from this figure.
• Partial Cholesky factorization greatly reduces computational cost, as the single cluster-
ing is now applied to a set of n points inm−dimensional space, instead of n−dimensional
space. Moreover, by generating the partial Cholesky factor row-wise, the computa-
tional cost is much less than that of full Cholesky factorization if m  n. Partial
Cholesky factorization generates V¯ by the same algorithm as Cholesky factorization,
but stops when the first m rows have been completed, instead of first performing
Cholesky factorization and then truncating the last n−m rows of V . This is feasible
because in Cholesky factorization each row of V is obtained independently.
• Partial Cholesky factorization also avoids unnecessary computation with many zeros
entries. This is because Cholesky factorization generates an upper triangular matrix.
Thus each data point in Rn has many zero entries, which give no meaningful informa-
tion. For example, the first data point has only one nonzero entry and n − 1 zeros.
Thus, many of the entries discarded by the partial Cholesky factorization are zeros.
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V =

v1 v2 v3 · · · vn
r1 × × × · · · ×
r2 0 × × · · · ×
r3 0 0 × · · · ×
...
...
...
. . .
. . .
...
rn 0 0 0 0 ×
, V¯ =

v¯1 v¯2 v¯3 · · · v¯m · · · v¯n
r¯1 × × × · · · × · · · ×
r¯2 0 × × · · · × · · · ×
r¯3 0 0 × · · · × · · · ×
...
...
...
. . .
. . .
... · · · ...
r¯m 0 0 0 · · · × · · · ×

Figure 4.2: Data sets to which single clustering can be applied, with each column cor-
responding to one data point and × indicating nonzero entries. Cholesky factorization
yields n × n upper triangular matrix V (left), whereas partial Cholesky factorization
with m < n yields m×n upper trapezoidal matrix V¯ (right). To reduce computational
cost, one would typically choose m n.
Spectral Method. The case m = 1 warrants further elaboration. In this case, we can
approximate W by W (1) = λ1w1w
T
1 , where λ1 is the dominant eigenvalue of W and w1 is
the corresponding eigenvector. Therefore, we can compute an approximate solution to the
original DkS (4.1) by solving the problem
max
x
1
2
xTW (1)x =
λ1
2
(wT1 x)
2
s.t.
n∑
i=1
xi = k, x ∈ {0, 1}n.
It is easy to verify that the optimal solution to the above problem can be obtained via max-
imizing
∣∣wT1 x∣∣. This leads to the following algorithm.
Algorithm 9: Spectral Method for DkS
1 Compute largest eigenvalue λ1 and associated normalized eigenvector w1 of W , say
using power method ;
2 Set xi = 1 if w
i
1 is one of first k algebraically largest (or smallest) entries of w1
respectively. For each choice, compute objective value
∣∣wT1 x∣∣ and output choice with
largest value as solution.
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4.3.3 Time Complexity
Lemma 4.3.2 summarizes the complexity of the three proposed algorithms discussed thus far.
It shows that the Clustering algorithm is too expensive when the size of the input data set
is large. Low-dimensional approximations such as R-Clustering, or especially the spectral
method, greatly reduce the computational cost.
Lemma 4.3.2. Time Complexity
(P1) Clustering algorithm runs in O(n3).
(P2) R-Clustering runs in O(n2m).
(P3) Spectral method runs in O(n2).
Proof of P1: Before we run Algorithm 8, we perform Cholesky decomposition to obtain
the data set V , resulting in a complexity of O(n3). The most expensive part inside the “for”
loop of Algorithm 8 is line 3, which requires n2 operations to compute the distances between
a given point and all the other points in Rn and n log n operations to sort them. Let T denote
the number of times that the cluster center has been updated in the process. It is easy to
see that the running time of applying Algorithm 8 to V is nT (n2 +n log n). We observe that
in our experiments T is usually very small. Thus the complexity of Algorithm 8 is O(n3).
The overall complexity of applying the clustering algorithm to V is O(n3) +O(n3) = O(n3).
Proof of P2: Before running R-Clustering, we perform partial Cholesky decomposition
to obtain the data set V¯ , resulting in a complexity of O(n2m). Now we apply Algorithm 8 to
V¯ . In this case it needs just nm instead of n2 operations to compute the distances, because all
the points are in Rm. Thus we conclude that the complexity of Algorithm 8 becomes O(n2m)
by an analysis similar to the proof of P1. The overall complexity of applying R-Clustering
to V¯ is O(n2m) +O(n2m) = O(n2m).
Proof of P3: The spectral method (Algorithm 9) has only two steps, and the most
expensive one is the first step, which is the complexity of the power method, which is usually
a small multiple of the cost of matrix-vector multiplication, or O(n2). Thus the complexity
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of spectral method is O(n2). Note that when the input matrix is sufficiently sparse, the
complexity can be reduced to O(n).
4.4 Numerical Results
In this section we provide test results for the three algorithms (Clustering, R-Clustering,
and spectral method). Based on extensive numerical experiments, we suggest choosing m
according to the values of n and k in R-Clustering. For example, we set m = 4 if n < 500,
and m = bk/100c otherwise. All experiments were implemented in C++. They were run on
an Apple iMac with Intel Core 2 Duo 3.06GHz processor and 4 GB of RAM. Running time for
each method is counted from reading input data to producing the solution. Thus Cholesky
decompostion, Partial Cholesky decompostion, and power method are counted as part of
the computational cost for Clutering, R-Clustering, and spectral method, respectively.
Heuristic. We compare our algorithms with an effective greedy heuristic for solving DkS
proposed by Asahiro et al. [15], which works as follows: The heuristic first finds a vertex in
the graph with minimum weighted degree for the given weight function, then removes it from
the graph, and repeats until only k vertices remain. As observed in [98], such a heuristic
works well for general weight functions and is more stable than other heuristics.
We also incorporate two local refinement strategies to refine the solution of each algo-
rithm. The first strategy we suggest is a minor variant of the Kernighan-Lin algorithm for
graph partitioning [53] described as follows.
Local Swap
1. Obtain an approximate solution vector x for DkS (4.1).
2. Change one randomly chosen entry of x from 1 to 0 and another randomly chosen
entry from 0 to 1 to construct another feasible solution x′.
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3. If x′ gives a larger objective value for DkS (4.1) than x, then output x′ as the solution.
Otherwise, output x as the solution.
The second local refinement strategy is a local search proposed by Asahiro et al. [15].
For completeness, we describe it as follows.
Local Search
1. Obtain a k-vertex induced subgraph Gs = (Vs, Es) of G.
2. Compute the degree Dmin of the least heavy vertex vmin in Gs and remove it from Gs,
yielding another subgraph Gs1 = (Vs1, Es1), where Vs1 = Vs\vmin.
3. For each vertex in V \Vs, compute the number of connections in G between that vertex
and Vs1. Let Cmax be the maximum of all such numbers and vmax be the associated
vertex in V \Vs.
4. If Cmax > Dmin, then add vmax to Vs1. Let Vs = Vs1, and go back to 2. Otherwise,
output Gs.
4.4.1 Special Synthetic Graphs
We first test the proposed algorithms on some synthetic graphs designed to defeat the heuris-
tic and spectral methods, generated as follows. First we generate a binary matrix W1 associ-
ated with a graph G1. Let n denote the size of W1. We produce W1 by generating a binary
vector of size n(n − 1)/2 using the MATLAB function floor(2 ∗ rand(n ∗ (n − 1)/2, 1)),
assigning the entries of the vector to the strict upper triangle part of W1, and finally sym-
metrizing the matrix. Let k denote the minimum row sum of W1. Construct a complete
unweighted graph G2 of order k. Let W2 be the adjacency matrix of graph G2. Graph G3
denotes additional connections between the two parts G1 and G2. The adjacency matrix of
G3, denoted by W3, is a sparse matrix in Rn×k with density 10% generated by the MAT-
LAB function floor(2 ∗ sprand(n, k, 0.1)). W is the adjacency matrix of the joint graph
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Table 4.1: Performance of algorithms for special graphs
Prob. Size Clustering R-Clustering Spectral Heuristic
n+ k k Obj Sec m Obj Sec Obj Sec Obj Sec
714 214 22791 1.01 2 22791 0.31 12831 0.46 12827 0.14
1013 313 48828 2.90 3 48828 0.42 26790 0.99 26797 0.32
1455 455 103285 9.35 4 103285 0.92 55673 2.48 55639 0.67
G = G1 ∪ G2 ∪ G3. W has all zeroes on its diagonal. The optimal solution of DkS for the
joint graph G is the clique G2, with objective value equal to the number of edges in a clique
of size k. The total number of edges for the three graphs generated in this manner are 6958,
28848, and 181210, respectively.
Table 4.1 shows the objective values and computing time in seconds to obtain solutions.
The Clustering algorithm and the R-Clustering algorithm always find the optimal solution,
a clique of size k, for these problems. Table 4.1 also shows that neither the spectral method
nor the heuristic performs well for these problems, as expected. This is because the heuristic
in [15] tends to remove the clique G2 first and then finds a k-subgraph in G1, as the
degree of each vertex in G2 is k − 1, whereas each vertex in G1 has degree at least k. The
spectral method fails becauseW is nearly block diagonal, so its eigenvalues are approximated
by those of W1 and W2, and by construction the largest eigenvalue of W1 is at least k,
whereas the largest eigenvalue of W2 is at most k− 1 (see Theorems 8.3.1 and 8.3.2 of [49]).
Consequently, the eigenvector corresponding to the largest eigenvalue of W tends to have
very small values in its last k entries, and thus the portion of the graph containing the clique
is not selected by the spectral method.
4.4.2 Coherent Topic Discovery
In information retrieval, W ∈ Rn×n is the similarity matrix, where each entry is defined as
the similarity between a pair of related sentences among n sentences. Assume sentence i and
sentence j are represented as vectors a and b respectively, where 1 ≤ i, j ≤ n. Then W (i, j)
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Table 4.2: Performance of algorithms for similarity matrices
Prob. Size Clustering R-Clustering Spectral Heuristic
n k Obj Sec m Obj Sec Obj Sec Obj Sec
50 236.7 0.12 4 236.7 0.03 235.3 0.02 235.3 0.01
182 80 443.5 0.13 4 443.5 0.03 439.2 0.01 437.9 0.01
120 709.8 0.08 4 708.2 0.02 709.8 0.01 708.2 0.01
20 76.2 0.13 4 76.2 0.03 76.2 0.02 74.7 0.02
239 80 632.0 0.31 4 632.0 0.07 632.0 0.02 632.0 0.02
120 956.0 0.28 4 954.5 0.07 956.0 0.02 955.7 0.02
50 289.2 0.45 4 279.5 0.09 288.7 0.04 288.0 0.04
349 100 622.2 0.67 4 623.2 0.17 621.8 0.05 620.0 0.04
150 1009.6 0.92 4 1003.0 0.17 1007.9 0.05 1008.0 0.04
is the cosine similarity of the two vectors,
W (i, j) =
a · b
‖a‖ ‖b‖ .
By construction, the similarity matrix is symmetric, and its diagonal entries are set to zero.
Model (4.1) can then be used to find the most coherent topic composed of k sentences such
that the sum of the similarities between any pairs of sentences within this topic is maxi-
mized [39]. Table 4.2 shows the numerical results for these similarity matrices, which were
kindly provided by Prof. Mei of the University of Michigan through private communication.
Table 4.2 shows that the spectral method is highly competitive, often producing a better
objective value at similar cost when compared with the heuristic. We also observe that the
Clustering algorithm always produces the best objective value (though by a small margin),
but it takes substantially more time than the R-Clustering algorithm and spectral method.
Thus, the Clustering algorithm has little advantage in objective value but a large disadvan-
tage in computing time, so we will not apply the Clustering algorithm for the much larger
test problems.
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Table 4.3: Finite element test graphs
Graph No. of nodes No. of edges
DATA 2851 15093
3ELT 4720 13722
UK 4824 6837
Table 4.4: Numerical results for finite element graphs
Prob. Size R-Clustering Spectral Heuristic
n k m Obj Sec Obj Sec Obj Sec
100 1 540 0.02 544 0.30 493 0.04
2851 500 5 2914 0.03 3004 0.30 2796 0.04
1400 14 8357 0.03 8506 0.31 8283 0.03
1000 10 2846 0.03 2787 1.85 2845 0.08
4720 2000 20 5766 0.03 5677 1.85 5738 0.06
3000 30 8639 0.04 8608 1.85 8635 0.04
500 5 690 0.02 722 0.78 685 0.09
4824 2000 20 2818 0.02 2926 0.79 2786 0.06
3000 30 4267 0.03 4348 0.79 4232 0.04
4.4.3 Finite Element Meshes
We run DkS on a large dataset of finite element meshes. Table 4.3 lists the size of test
data used in [89]. The graphs were downloaded from [5]. Full clustering was not attempted
because of the relatively large size of the problems.
Table 4.4 gives experimental results for these test graphs, showing that the R-Clustering
algorithm obtains better objective values than the heuristic, and it is the fastest among
all algorithms. The time advantage of R-Clustering over heuristic becomes less pronounced
as k becomes large for the same n, because the heuristic takes less time for larger k. For
small k, however, the time for the R-Clustering can be half of that of the heuristic, and
this advantage becomes more pronounced as n becomes large, leading to the conclusion that
R-Clustering is the best choice for large problems. We also observe that spectral method
often produces the best objective values, but at significantly greater cost.
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Table 4.5: Numerical results for social networks
Prob. Size R-Clustering Heuristic
n k m Obj Sec Obj Sec
100 1 2196 0.14 2197 0.29
1099 200 2 5394 0.24 5393 0.28
600 6 15923 0.26 15923 0.28
1200 12 73108 9.16 73110 17.76
8555 2400 24 158008 11.59 158035 17.74
5000 50 277878 14.52 277878 17.20
3000 100 190031 19.23 190039 36.97
12195 5000 166 314242 22.58 314243 35.97
8000 266 417110 33.21 417108 33.81
4.4.4 Social Network
In a social network, each node represents a person, and a edge between two nodes represents
a connection between the two persons. We apply only R-Clustering algorithm to find the
densest circle of size k given a network graph. The data are downloaded from [8]. Facebook
friendships define an unweighted graph with edges that connect individual users. Each entry
of the corresponding adjacency matrix is either 1 if a connection exists or 0 if it does not. The
data includes Facebook networks from three universities: California Institute of Technology,
Princeton University, and Georgetown University, with total numbers of users (nodes) are
1099, 8555, and 12195, respectively.
Table 4.5 shows results for R-Clustering and the heuristic. Objective values obtained are
of the same magnitude, but the time for R-Clustering algorithm is much less with that of
the heuristic.
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Chapter 5
Orthogonal Nonnegative Matrix
Factorization
In this chapter we briefly introduce another problem, Orthogonal Nonnegative Matrix Fac-
torization, which fits the framework of low-rank matrix factorization and can be reformulated
as a specific clustering problem. The results in this chapter complement previous work by
others, as noted below.
5.1 Introduction
Nonnegative Matrix Factorization (NMF) factorizes a nonnegative matrix into a product of
two nonnegative matrices. It has been applied in many areas such as document cluster-
ing [94], pattern recognition [21], and excerpt extraction from audio and video [28]. Early
work on NMF was performed by a Finnish group of researchers in the 1990s [81]. The work
of Lee and Seung [65, 66] brought NMF to the attention of the machine learning and data
mining communities. They proposed to solve NMF by multiplicative update algorithms.
Other successful algorithms include the projected gradient descent method [69], active-set
method [57], and block principal pivoting method [58]. Ding et al. [33] proposed to solve
ONMF by minimizing the Lagrangian function.
Imposing an orthogonality constraint on one of the matrix factors leads to another prob-
lem called orthogonal nonnegative matrix factorization (ONMF). Previous research [26, 96]
shows that this additional orthogonality constraint can improve clustering performance com-
pared to standard NMF. In addition, ONMF always has a unique solution, whereas the solu-
tion of NMF is not unique. An invertible matrix B can be used to transform the two matrix
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factors, i.e., UW = UBB−1W . If the two new matrices U ′ = UB and W ′ = B−1W are
nonnegative, they form another pair of solutions for NMF.
Current approaches to solve ONMF are usually based on modications of the algorithms
developed for the standard NMF problem [26, 33, 96]. They attain orthogonality in the limit,
but never attain exactly orthogonal solutions. In fact, dealing with matrices that are both
orthogonal and nonnegative is difficult because the combination of these two properties
makes the problem combinatorial, which cannot be easily solved by standard continuous
optimization schemes.
To address this issue, Pompili et al. [83] analyzed the relationship between ONMF and
clustering problems and showed that it is closely related to spherical k-means clustering.
We make use of the combinatorial property to reformulate the problem as another specific
clustering problem.
5.2 Problem Definition
Given a nonnegative matrix G ∈ Rm×n and an integer k  min(m,n), standard NMF is
defined as follows:
min
U ,W
||G−UW ||2F
s.t. U ∈ Rm×k+ ,
W ∈ Rk×n+ ,
where Rm×k+ denotes the m by k matrices that include only nonnegative entries, and Rk×n+
denotes the k by n matrices that include only nonnegative entries.
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ONMF imposes an additional orthogonality constraint on either U or W . This leads to
the following two variants of ONMF:
min
U ,W
||G−UW ||2F (5.1)
s.t. U ∈ Rm×k+ ,
W ∈ Rk×n+ ,
WW T = I;
min
U ,W
||G−UW ||2F (5.2)
s.t. U ∈ Rm×k+ ,
W ∈ Rk×n+ ,
UTU = I.
Here I denotes an identity matrix with ones as the diagonal entries and zeros elsewhere. The
orthogonal constraint shows that either rows of W or columns of U must be orthonormal.
The following example gives an illustration: For
G =

0.4 0 0.3 0
0.8 1.5 0.6 2
1.2 0 0.9 0

U =

0.5 0
1 2.5
1.5 0
 ,
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the optimal W of ONMF (5.1) is
W =
0.8 0 0.6 0
0 0.6 0 0.8
 .
5.3 ONMF and Clustering
In this section, we show that ONMF is equivalent to a weighted k-means clustering. In
addition, we recall the work in [83] that ONMF has the same optimal solution as a weighted
variant of spherical k-means clustering.
We define a weighted k-means clustering as follows:
Weighted k-means clustering: Given a set V = {v1, . . . ,vn} of n points and a positive
integer k with k ≤ n, find n scalars w1, . . . , wn associated with each point, a set S =
{s1, · · · , sk} of k centers, and a partition C = {C1, · · · , Ck} such that wi, S, and C minimize
k∑
j=1
∑
vi∈Cj
‖vi − wisj‖2.
We show the equivalence of ONMF (5.1) and the weighted k-means clustering. The other
ONMF problem can be shown in a similar way.
Theorem 5.3.1. ONMF (5.1) has the same optimal solution and objective value as the
weighted k-means clustering problem.
Proof. Note that the objective value of ONMF (5.1) can be expressed as a summation over
columns, that is, ‖G − UW ‖2F =
n∑
i=1
‖gi − Uwi‖2, where wi denotes the i-th column of a
matrix W . From the nonnegativity and orthogonality constraints on W , we know that each
column of W has at most one nonzero element. This is because the orthogonality constraint
requires that inner product of distinct rows of W should be zero. If a column of W has
more than one positive entry, then the inner product of any two rows that have positive
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entries in that column will be greater than zero. Let wj denote the nonzero entry of wi if it
exists, and set wj = 0 if entries of wi are all zeros. Thus the objective value can further be
expressed as follows:
‖G−UW ‖2F =
n∑
i=1
‖gi −Uwi‖2 =
k∑
j=1
∑
gi∈Cj
‖gi − wiuj‖2.
This completes the proof.
Note that W gives clustering information about columns of G. Specifically, column gi
is assigned to cluster Cj if W (j, i) is the only nonzero entry of wi, where W (j, i) denotes
the j-th entry of the i-th column of a matrix W . In the illustrative example, positions of
nonzero entries in W indicate that C1 = {g1, g3} and C2 = {g2, g4}. Furthermore, points
assigned to the same cluster have different weights associated with the center. For example,
though g1 and g3 are assigned to C1, we have g1 = 0.8u1 and g3 = 0.6u1.
By contrast, Pompili et al. [83] proved that ONMF (5.1) has the same optimal solution
as a weighted variant of spherical k-means clustering:
max
Cj ,uj
k∑
j=1
∑
gi∈Cj
(gTi uj)
2 (5.3)
s.t. ‖uj‖ = 1,
uj ∈ Rm×1+ .
5.4 Algorithms
We apply an iterative alternating procedure to solve (5.1). For fixed G and U , Pompili
et al. [83] proposed to find the optimal W by solving the special k-means clustering prob-
lem (5.3). Though W is not explicitly listed in the problem, it is implied by the partition.
Specifically, we have W (j, i) = gTi uj, where W (j, i) is the only nonzero entry of the i-th
column of W .
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For fixed G and W , we can find the optimal U by the following observation:
‖G−UW ‖2F = Tr(GGT −GW TUT −UWGT +UWW TUT )
= Tr(GGT − 2UWGT +UUT ).
Since Tr(GGT ) is fixed, then we can find optimal U by solving the following quadratic
programming problem:
min
U≥0
J(U) = Tr(UUT − 2UWGT ). (5.4)
The zero gradient condition gives U = GW T . Thus, ONMF (5.1) can be solved by Algo-
rithm 10.
Algorithm 10: Algorithm for ONMF (5.1)
input : G ∈ {0, 1}m×n and U ∈ {0, 1}m×k
output: W ∈ {0, 1}k×n and corresponding U ∈ {0, 1}m×k
1 repeat
2 Normalize each column of U to be a unit vector;
3 Initialize W to be a matrix of all zeros;
4 for i← 1 to n do
5 find j = argmax1≤l≤k(g
T
i ul) and update W (j, i) = g
T
i uj.
6 end
7 Normalize each row of W to be a unit vector;
8 U = GW T .
9 until objective value does not decrease;
5.5 Numerical Results
In this section, we apply proposed algorithm for ONMF to an image representation task,
evaluate approximation error, and compare results with NMF and another ONMF method.
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5.5.1 Face Image Dataset
We use the ORL face image dataset [85], which consists of 400 face images of size 32 ×
32. Each face image is converted to a vector of length 1024, leading to the data matrix
G ∈ R1024×400. The matrix factorization produces two matrix factors, U and W . Each
column of U is called a basis image, and each column of W is called an encoding, which
consists of the coefficients by which a face is represented by a linear combination of basis
images. The rank of the matrix factorization is set to be k = 25.
5.5.2 Performance Comparison
To demonstrate the performance of our method, denoted by ONMF, we compare it with the
following two methods:
• standard NMF, for which we use the MATLAB package developed by H. Kim and H.
Park [56].
• Ding-Ti-Peng-Park (DTPP) algorithm [33], which iteratively updates two matrix fac-
tors by these rules: Uij = Uij
(GW T )ij
(UUTGW T )ij
, Wij = Wij
(UTG)ij
(UTUW )ij
.
For this image representation task, we use model ONMF (5.2), which requires that the
columns of U be orthogonal. The algorithm for ONMF (5.2) is similar to Algorithm 10.
The three algorithms are compared in terms of orthogonality by ‖UTU − I‖2F and ap-
proximation error, or goodness-of-fit, by ‖G − UW ‖2F . ONMF attains exactly orthogonal
solutions, DTPP attains orthogonality only in the limit, and NMF does not have any con-
straint on orthogonality. Thus basis images produced by ONMF are orthogonal to each
other, which is a desired property for the face representation task. Table 5.1 lists approxi-
mation error for each algorithm. It shows that NMF has the smallest error, which is in line
with expectation, as NMF has a larger feasible set than ONMF. Our ONMF algorithm has
smaller error than DTPP. In conclusion, our algorithm for ONMF achieves better orthogo-
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Table 5.1: Objective values for algorithms
Algo Error
NMF 1.0296e+08
DTPP 1.8313e+08
ONMF 1.7510e+08
nality and less error than the other ONMF algorithm, and it is worthwhile to gain better
orthogonality at the cost of larger error than that of NMF.
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Chapter 6
Summary and Future Directions
In this thesis we studied a special class of constrained low-rank matrix approximation prob-
lems, including UBMF, CBMF, WCBMF, DkS, and ONMF. CBMF is a new problem pro-
posed by us. Our treatment of WCBMF extends previous work on rank-one case to arbitrary
rank. The other three problems are well-known, but their reformulations as equivalent clus-
tering problems are novel, as is our reformulation of DkS into low-rank matrix factorization.
We reformulated each of the induced subproblems as a special clustering problem based
on the combinatorial constraints. Specifically, we reformulated UBMF as a specific clustering
problem with 2k centers, CBMF as a specific clustering problem with k+1 centers, WCBMF
as a specific clustering problem whose measure of similarity is not Euclidean distance but
the weighted number of mismatches in the coordinates, DkS as a single clustering problem,
and ONMF as a weighted k-means clustering problem.
We proved that most of the reformulated clustering problems have good approximation
ratios. The obtained approximation ratio is very attractive from a theoretical perspective,
considering the fact that the original problems are NP-hard.
The proposed algorithms have been broadly applied to pattern extraction, document
clustering, transaction data mining, recommender systems, bicluster discovery in gene ex-
pression data, social network mining, and image representation. Experiments showed that
proposed algorithms beat popular methods such as SVD, NMF, PLSA, and k-means. Those
methods work well for continuous data, but the real-valued entries obtained cannot reveal
much information for binary datasets, and they take much storage space.
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Throughout the thesis, the rank of the matrix factorization, k, has been specified as part
of the input information. This is desirable when users have expert knowledge of the processed
data, but it is important to discover rules to determine the value of k when such knowledge
is unavailable. Thus a method of automatically selecting the rank of the factorization is
desired.
This thesis has studied five matrix decompositions. It would be interesting to identify
additional problems that can fit into our framework. Another topic not discussed in this
thesis is parallel computation, as many of the proposed algorithms are suitable for at least
some level of parallelization. Developing faster algorithms is an important topic for future
research.
With the continuing rapid growth of big data, one goal of future work is to apply the
proposed methods to a broader range of applications with larger data size. People often
use matrix factorization methods to obtain low dimension representations of data instances
for the purpose of classification. It would be interesting to compare several factorization
methods from this perspective. In addition, we can apply each factorization method to more
real problems. For example, in addition to applying BMF to accelerate the recommending
process for tags when users upload images, we can also apply it to other recommendation
systems, such as music recommendations in Pandora and movie recommendations in Netflix.
DkS can be applied to find densest social circle for each person.
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