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Introduction
Despite computation becomes much complex on data with unprecedented scale, in this paper we argue computers or smart devices should and will consistently provide information and knowledge to human being in the order of a few tens milliseconds. We coin a new term 10-millisecond computing to call attention to this class of workloads.
First, determined by the nature of human being's nervous and motor systems, the timescale for many human activities is in the order of a few hundreds milliseconds [14, 7, 8] . For example, in a talk, the gaps we leave in speech to tell the other person it is 'your turn' are only a few hundred milliseconds long [14] ; the response time of our visual system to a very brief pulse of light and its duration is also in this order. Second, the experiments in [7] show perceptual events occurring within a single cycle (of this timescale) are combined into a single percept if they are sufficiently similar, indicating our perceptual system cannot provide much finer capability. Third, one of the key results from early work on delays in command line interfaces is that regularity is of the vital importance [14, 7, 8] . If people can predict how long they are likely to wait they are far happier [14, 7, 8] . So perfect human-computer interactions come from human being's requirements, and should be irrelevant to the scale of data, complexity of tasks, and underlying hardware and software systems. Finally, the above observations have been confirmed by internet services users behaviours. In fact, they will not lower their QoS expectation because of the complexity of underlying infrastructures. Instead, keeping low latency low is of the vital importance for attracting and retaining users [12, 8, 21] .
Google [27] and Amazon [21] found that moving from a 10-result page loading in 0.4 seconds to a 30-result page loading in 0.9 seconds caused a decrease of 20% of the traffic and revenue; Moreover delaying the page in increments of 100 milliseconds would result in substantial and costly drops in revenue. As internet users are sensitive to the service or job-level response time outliers, we propose a very simple metric-outlier proportion to characterize the system behaviors. For N completed requests or jobs, if M jobs or requests' latencies exceed the outlier limit t, e.g. 10 milliseconds, the outlier proportion is M N . Section 2 discusses several advantages of the outlier proportion metric with respect to the n% tail latency metric that is the mean latency of all requests beyond a certain percentile n%.
10-millisecond computing raises many challenges for both software and hardware stack. In this paper, as a case study we investigate the challenges raised for conventional operating systems. For a typical latency-critical services, mem-cached, running with Linux, on a 40-core server, we found, when the outlier limit decreases, the outlier proportion of a single server will significantly deteriorate. Meanwhile, the outlier proportion also deteriorates as the system core number increases. The outlier is further amplified by the system scale. For a 1K-scale system-a typical configuration in internet services, we surprisingly find that to reduce the outlier proportion of the service or job to 10%, running Linux (version 2.6.32) or LXC (version 0.7.5 ) or XEN (version 4.0.0), the outlier proportion of a single server needs to be reduced by 871X, 2372X, 2372X accordingly. We also conducted a list of experiments to reveal the current Linux systems still suffer from poor outlier performance. The operating systems we tested are Linux with different kernels: 1) 2.6.32, an old kernel released five years ago but still popularly used and in long-term maintenance. [26, 18, 22, 23, 29] .
We also note that the devices interacting with users become much light-weighted, and power-constrained, and hence complex computation must be offloaded to back-end datacenters [10] to enable perfect computer-user interaction. The recent work [28] argues for breaking data-parallel jobs in compute clusters into tiny tasks that each complete in hundreds of milliseconds for batch and interactive sharing and straggler mitigation. We believe more 10-milliseconds workloads will emerge, which will further boom back-end datacenters.
Problem Statement
For scale-out architecture, a feasible solution is to break dataparallel jobs in computer clusters into tiny tasks [28] . On the other hand, for large-scale online services, a request is often fanned out from a root server to a large number of leaf servers (handling sub-requests) and responses are merged via a request-distribution tree [12] .
We can use a probability function Pr(T ≤ t) where T ≥ 0 to describe the distribution of service or job-level response time (T ). If SC (SC ≥ 0) leaf servers (or slave nodes) are used to handle sub-requests or tasks sent from the root server (or master node), we use T i to denote the response time of a task or sub-request on server i. Here, for clarity, we intentionally ignore the overhead of merging responses from different sub-requests. Meanwhile, for the case of breaking a large job into tiny tasks, we only consider the most simplest scenario--one-round tasks are merged into results, excluding the iterative computation scenarios. The service or job-level outlier proportion is defined as follows: for N completed requests or jobs, if M jobs or requests' latencies exceed the outlier limit t, e.g. 10 milliseconds, the outlier proportion op_s j(t) is M N . According to [12] , the service or job-level outlier proportion will be extraordinarily magnified by the system scale SC.
The outlier proportion of a single server can be represented
Assuming the servers are independent from each other, the service or job-level outlier proportion, op_s j(t), can be denoted by Equation 1
When we deploy the XEN or LXC/Docker solutions, the service or job-level response outlier proportion will be further amplified by the number K of guest OSes or containers deployed on each server.
On the vice versa, to reduce an service or job-level outlier proportion to be op_s j(t), the outlier proportion of a single server must be low as shown in Equation 7 .
For example, a Bing search may access 10,000 index servers [25] . If we need to reduce the service or job-level outlier proportion to be less than 10%, the outlier proportion of a single server must be low as 1 − (0.9) 1/10000 ≈ 0.000011. Unfortunately, Section 3 shows it is an impossible task for the conventional OS like Linux to provide such capability.
From a cost-effective perspective, another important performance goal is the valid throughput-how many requests or jobs can be finished within the outlier limit. In fact, according to the outlier proportion, it is very easy to derive the valid throughput. According to the definition of the outlier proportion, N is the throughput number. The valid throughput is (N − M).
Another widely-used metrics is n% tail latency. For the completeness, we also include its definition. The n% tail latency is the mean latency of all requests beyond a certain percentile n [20] , e.g., the 99th percentile latency. Outlier proportion and tail latency are two related concepts, however, there are subtle differences between two concepts. With respect to the metric n% tail latency, the outlier proportion is much easier to be used to represent both the user requirement, 
e.g., (
N−M N ) requests or jobs satisfying with the outlier limit and the service provider's concern, e.g., the valid throughput (N − M) measuring how many requests or jobs finished within the outlier limit. We also note that we cannot derive the valid throughput from the n% tail latency. As the outlier proportion does not rely upon the history latency data, while the tail latency needs to calculate the average latency of all requests beyond a certain percentile, so the former will be much robust to latency data variability and easier to handle in the QoS guarantee. Moreover, as shown in Equation 7 , the outlier proportion of each server is easily derived from the service or job-level outlier proportion when the system scale is known. However, it is very difficult to establish the relationship between tail latency among a single server and the whole service or job.
Related concepts
Soft real time systems are those in which timing requirements are statistically defined [5] . An example can be a video conference system it is desirable that frames are not skipped but it is acceptable if a frame or two is occasionally missed. The goal of a soft real time system is not to reduce the service or job-level outlier proportion but to reduce the average latency within a specified threshold. If we use the tail latency to describe, that is 0% tail latency must be less than the threshold. Instead, in a hard real time system, the deadlines must be guaranteed. That is to say, the service or job-level outlier proportion must be zero! For example if during a rocket engine test this engine begins to overheat the shutdown procedure must be completed in time [5] .
Challenges from an OS perspective
We investigate the outlier problem from a perspectives of the operating system using a latency-critical workload: memcached. memcached [1] is a popular in-memory key-value store intended for speeding up dynamic web applications by alleviating database loads. The average latency is about tens or hundreds µs. A real-world memcached-based application usually need to invoke several get or put memcached operations, in addition to many other procedures, to serve a single request, so we choose it as a case study on 10-millisecond computing. We increase the running cores and bind a memcached instance on each active core via numactl. A 40-core ccNUMA (cache coherent Non Uniform Memory Access) machine with four NUMA domains (Each with a 10-core E7-8870 processor.) is used for running memcached instances. Four 12-core servers running client emulators which are obtained from MOSBench [6] . The host OS is SUSE11SP1 with kernel version 2.6.32 and a default scheduler CFS (Completely Fair Scheduler). Figure 1 shows the outlier proportions under different outlier limits and increasing cores. We can observe that: a) tighter outlier limits lead to higher outlier proportions. We can get a low outlier proportion of 0.60% on a common 12-core node with the outlier limit of 1 second. By contrast, it will be high as 4.50% if we reduce the outlier time limit to 100-µs. b) The outlier proportion increases gradually with the number of cores. In the worst cases, it degrades to to 9.09%. According to Equation 1, using 1K 40-core servers, the service or job-level response time outlier proportion will be up to nearly 100%.
Following the above observations, we now discuss the challenges for a monolithic kernel (Linux) and virtualization technologies including Xen and Linux Containers.
A monolithic kernel: Linux
We conducted a list of experiments to study whether current Linux systems still suffer from poor outlier performance. The operating systems we tested are Linux with different kernels: 1) 2.6.32, an old kernel released five years ago but still popularly used and in long-term maintenance. 2) 3.17.4, a latest kernel released on November 21, 2014. 3) 2.6.35M, a modified version of 2.6.35 integrated with sloppy counters proposed by Boyd-Wickizer et al. to solve scalability problem and mitigate kernel contentions [6] [2] . sloppy counters adopts local counters on each core and an central counter to avoid unnecessary touching of the global reference count. Their evaluations show its good effects on mitigating unnecessary contentions on kernel objects. Beside these systems with different kernels, we also evaluated the impact of representative real time schedulers, SCHED_FIFO (First In First Out) and SCHED_RR (Round Robin). A SCHED_FIFO process runs until either it is blocked by an I/O request (if a higher priority process is ready) or itself invokes sched_yield. SCHED_RR is a simple implementation of SCHED_FIFO, except that each is allowed to run for a maximum time slice. The time slice in SCHED_RR is set to 100 µs. We use a dash with CFS, FIFO, or RR following the kernel version to denote the scheduler the kernel uses in the figures.
Results and discussions. Figure 2a and Figure 2b show that these systems are not competent for low outlier proportion under the time limit of 100 µs. First, all systems has a scalability problem on the valid throughput. Although the modified kernel Linux-2.6.35M behaves better than Linux-2.6.32, the throughput stops increasing after 8 cores. Second, the outlier proportions climb up to 10% with 40 cores. Besides, the latest kernel 3.17.4 still cannot surpass the older kernel 2.6.35M. Such a ad-hoc method of mitigating potential resource contentions seems to be endless and contribute to limited improvements. Third, real time schedulers neither reduce outlier proportion nor improve throughput. When the real time schedulers do not show positive effects on the performance. We can infer that real time schedulers impact little on the multiple processes which runs on separated cores.
Virtualization technologies
Virtualization offers multiple execution environments on a single server. Comparing with the monolithic kernel OS, according to Equation 5 , the number of guest OS or containers will amplify the outlier, and hence make the outlier proportion deteriorates. We use LXC [34] and Xen [9] as the basic virtualization system to evaluate the outlier proportions of virtualization. The versions of LXC and Xen are 0.7.5 and 4.0.0, respectively. The VMs on Xen are all para-virtualized. For both LXC and Xen, the node resources are devided equally for the 4 contaners and 4 VMs.
LXC is based on a monolithic kernel which binds together multiple processes (process group) to run as a full-functioned OS. A container-based system can spawn several shared, virtualized OS images, each of which is known as a container. It consists of multiple processes bound together (process group), appearing as a full-functioned OS with an exclusive root file system and a safely shared set of system libraries. For Xen-like hardware level virtualization, there is a microkernellike hypervisor to manage all virtual machines (VMs). Each VM is composed by virtual devices generated by device emulators and runs on a less privileged level. The execution of privileged instructions on a VM must be delivered to hypervisor. Communications are based on the event channel mechanism.
We run memcached instances respectively on four containers and four virtual machines (VMs) hosted on a single node. A request is fanned out to the four containers or VMS and four sub-query responses are merged in the client emulator to calculate the performance. From Figure 3a , we can see that the performance is far from the expectation. Note that when deploying on less than 24 cores, Xen has better outlier proportions. Comparing to LXC, Xen has much better performance isolation. Moreover, Xen's and LXC 's outlier proportion significantly deteriorate, respectively when each VM and container runs on 10 cores. We also note that the valid throughput of Xen is much lower than LXC and Linux.
Discussion
From Figure 3b , we surprisingly find that to reduce the service or job-level outlier proportion to 10%, running Linux or LXC or XEN, respectively, the outlier proportion of a single server needs to be reduced by 871X, 2372X, 2372X accordingly. And for a 5% outlier proportion guarantee, the performance gap is 1790X, 4721X, 4721X, respectively.
Operating system can be abstracted as a multi-thread scheduling system with internal and external interrupts. Outliers are mainly the tasks starved for certain resources because of preemption or interference from parallel tasks or kernel routines. Waiting and serialization can be aggravated by the increasing parallel tasks and cores. Here are a few occasions that the outlier proportion may be degraded.
• Synchronization. Synchronization becomes frequency and more time consuming. Such as the lock synchronization of Resource counters, Cache coherence and TLB shootdown between cores. For example, for a multiprocessor OS, TLB consistency is maintained through by invalidating entries when pages are unmapped. Although the TLB invalidation itself is fast, the process of context switches, transferring IPIs (Inter-Processor Interrupts) across all possible cores, and waiting for all acknowledgements may be time consuming [36] . On the one hand, pro- 
Related Work
The outlier problem has been studied in many areas such as parallel iterative convergent algorithms where all executing threads must be synchronized [11] . Within the context of scale-out architecture, we now discuss related work on outlier sources and mitigation.
Sources of Outliers and Tail Latency
Hadoop MapReduce Outliers. The problem of Hadoop outliers is first proposed in [13] and it is further studied in heterogeneous environments [39] . In Hadoop, the task outliers are typically incurred by task skews, including load imbalance among servers, uneven data distribution, and unexpected long processing time [26, 18, 22, 23, 29] Tail latency in interactive services. In today's WCSs, interactive services and batch jobs are typically co-located on the same machine to increase machine utilizations. In such shared environments, resource contention and performance interference is a major source of service time variability [33, 15] . This variability is further significantly amplified when considering requests' queueing delay, thus incurring high request tail latency.
Application-level techniques to mitigate outliers
Task/sub-request redundancy is a commonly applied technique to mitigate outliers and tail latency. The key idea of such technique is to execute each individual tasks/sub-request in multiple replicas so as to reduce its latency by using the quickest replica. In [3, 37] , this technique has been applied to mitigate outlier tasks in small Hadoop jobs whose number of tasks is smaller than ten. In [35] , it is applied to guarantee low tail latency only when the system at idle state. In contrast, task/sub-request reissue is a conservative redundancy technique [4, 19, 29] . This technique first sends a task/sub-request replica to one approximate machine. The replica is judged as the outlier if it is not completed after a short delay (e.g. the 99th percentile latency for this class of tasks/sub-requests), and then a secondary replica is sent to another machine. Both techniques work well when the service is under light load. However, when load becomes heavier, the unnecessarily execution of the same tasks/sub-requests adversely increases the outlier proportion [31] .
Partial execution is another widely used technique to mitigate outliers by sacrificing result quality (e.g. prediction accuracy in classification or recommendation services). Following the anytime framework initially proposed in AI [40] , this technique has been applied in Bing search engine [19, 16] to return an intermediate and partial search result whenever the allocated processing time expires. Similar approaches have been proposed to sample a subset of input data to produce approximate results for MapReduce jobs under both time and resource constraints [24, 30, 32, 38] . Moreover, best-effort scheduling algorithms have been developed to form a compliment to the partial execution technique, which allocate available processing times among tasks/sub-requests to maximize their result quality [17, 16] . However, when load become heavier, such technique incurs considerable loss in result quality to meet response target and this is sometimes unacceptable for users.
Conclusion
In this paper we argue computers or smart devices should and will consistently provide information and knowledge to human being in the order of a few tens milliseconds despite computation becomes much complex on data with unprecedented large-scale. We coin a new term 10-millisecond computing to call attention to this class of workloads.
We propose a very simple but powerful metric-outlier proportion to characterize the system behaviors. As a case study we investigate the challenges raised for conventional operating systems. For a 1K-scale system, a typical internet service configuration, we surprisingly find that to reduce the service-level outlier proportion of a typical latency-critical service-memcached to 10% , running Linux (version 2.6.32) or LXC (version 0.7.5 ) or XEN (version 4.0.0), respectively, the outlier proportion of a single server needs to be reduced by 871X, 2372X, 2372X accordingly. We also conducted a list of experiments to reveal the current Linux systems still suffer from poor outlier performance, including Linux kernel version 3.17.4, Linux kernel version 2.6.35M, a modified version of 2.6.35 integrated with sloppy counters proposed by Boyd-Wickizer et al. and two representative real time schedulers. This observation indicates the new challenges are significantly different from traditional outlier and stagger issues widely investigated in MapReduce and other environments.
