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Abst rac t .  The spectra of prompt electrons and muons 
from the semi-leptonic decays of heavy hadrons pro- 
duced in Z ~ decays have been used to measure the cou- 
pling of the Z ~ to b quarks weighted by the B hadrons 
mean semMeptonic branching fraction, giving a value: 
BR~l.Fb6/Fn=0.0221_+0.0015. The data has also been 
used to measure the value of the fragmentation parame- 
ter, defined in the context of the LUND PS Model, ver- 
sion 7.2, giving: e (b) = (8 + ~ ___ 2)10 -3. The correspond- 
ing value of the mean fraction of the beam energy taken 
by a B hadron in the fragmentation of a b quark is: 
+0 02 
X~=0.69 0"03-t-0.01. If the values of F~ and F n are 
taken from the Standard Model, the following value is 
obtained for the mean semi-leptonic braching fraction 
of B hadrons" BR~I=(10.1 +0.7)%. Taking the value of 
Fb~/F n from an independent analysis of DELPHI data 
based on the use of the boosted sphericity product, a 
value: BRs~ =(10.1 -+ 1.3)% is obtained. 
1 In t roduct ion  
In the Standard Model the Z ~ boson couples with differ- 
ent strengths to up and down type quarks. Experimental- 
ly jets produced by heavy quarks are the easiest to isolate 
because of the use of characteristic properties of heavy 
hadron production and decay. In the present paper, 
semi-leptonic decays of B hadrons are used to isolate 
the Z ~ decays into bb pairs. Studying the distributions 
of the lepton energy and transverse momentum relative 
to the jet axis allows one to select his channel. 
This measurement provides a value for the coupling 
of the Z ~ to b quarks weighted by the mean semi-leptonic 
branching fraction of B hadrons. DELPHI has measured 
previously the fraction of b quarks produced in hadronic 
events using the distribution of an event shape variable, 
the boosted sphericity product [1], and also by studying 
the impact parameter distribution of charged tracks at 
the level of the beam interaction point [2]. Combining 
these measurements allows one to give a value for the 
mean semi-leptonic branching fraction of B hadrons pro- 
duced in Z ~ decays. 
The lepton energy distribution is sensitive to the ener- 
gy distribution of heavy hadrons and a comparison be- 
tween data and Monte Carlo simulations allows the frag- 
mentation distributions of the b quark to be studied. 
Leptons coming from the decays of charm particles 
do not have such distinctive features as leptons from 
direct B decays and with the present statistics only very 
crude measurements could be extracted on c g produc- 
tion. For this reason, in the following analysis, it was 
assumed that the production of c quarks is given by 
the Standard Model. 
After a description of the event selection and of the 
aspects of the apparatus that are relevant for this analy- 
sis, measurements obtained with selected ata samples 
enriched in muons and in electrons are presented sepa- 
rately and then combined to get the final results. 
2 Data  and  detector  
2.1 Event selection and apparatus 
For this analysis, the sample of 120 K hadronic events 
recorded in DELPHI in 1990, were required to fulfill 
the following selection criteria: 
- at least 7 reconstructed charged particles with momen- 
tum greater than 100 MeV/c; 
- a total charged energy greater than 14% of the centre 
of mass energy; 
- the thrust axis of the event at more than 32 ~ from 
the beam axis; 
- the muon chambers had to be operational for the 
muon analysis; 
- the barrel electromagnetic calorimeter (the HPC) had 
to be operational for the electron analysis. 
The resulting samples of about 100 K events were ana- 
lyzed for the presence of electron and muon candidates. 
To define the solid angle covered by the detectors 
the following conventions were used. The z axis was tak- 
en along the electron beam direction and the y axis was 
vertical. Polar coordinates of a point in the transverse 
(x, y) plane were labeled R and ~. The 0 angle was used 
to define a direction relative to the z axis. 
The muon identification relied mainly on the muon 
chambers, a set of drift chambers providing three dimen- 
sional information. In the barrel part of the detector 
(52~ 0 < 128 ~ there are 3 sets of chambers (see Fig. 1). 
One set of chambers is located just inside the hadron 
calorimeter and two sets are just beyond it, with 2 layers 
IX '~  DELPHI InteraCtive Analysis - -  i 










Fig. 1. Display of a part of an event with an 
identified muon showing the arrangement and 
the response of the main detector components 
used in this analysis. 
of chambers in each set. The third set, which completes 
the azimuthal coverage, has a small overlap with the 
others. The position and the direction of the track are 
therefore accurately measured in the barrel muon 
chambers. In the present analysis, only the barrel part 
of the detector was used, because a better control of 
the hadronic ontamination and a better momentum ac- 
curacy was obtained in that region. 
The hadron calorimeter (HCAL) was not used, in this 
analysis, as an active detector to discriminate between 
muons and hadrons but the different behaviour of these 
two types of particles in the calorimeter is used to give 
a measurement of the hadron contamination, by the 
punch-through mechanism, in the selected sample of 
muon candidates. The hadron calorimeter is a sampling 
gas detector incorporated in the magnet yoke, the barrel 
part covering polar angles from 42.6 ~ to 137.4 ~ and two 
end-caps covering polar angles from ll.2 ~ to 46.5 ~ and 
from 131.5 ~ to 168.8 ~ The barrel is constructed of24 sec- 
tors, with 20 layers of limited streamer mode detectors 
inserted into 2 cm slots between the 5 cm iron plates 
in each sector. The modularity of the end-caps is similar 
to the barrel, with a sampling depth of 19 layers. The 
readout boards are segmented into pads which pick up 
the charges induced by the streamers. Pads are shaped 
to form towers pointing to the interaction point. The 
dimensions of a typical tower in the barrel are 25 x 25 
x 35 cm 3 and there are four towers along the depth of 
the calorimeter. 
Electron identification relied mainly on the high den- 
sity projection chamber (HPC), the DELPHI barrel elec- 
tromagnetic calorimeter covering polar angles between 
42 ~ and 138 ~ It is a gas-sampling calorimeter which uses 
a long drift time to provide a complete three dimensional 
charge information in the same way as a time projection 
chamber. It consists of 144 modules tarting at an inner 
radius R of 208 cm and grouped in 6 azimuthal rings 
of 24 modules each, with 3 rings on each side of the 
interaction point along z. Each module subtends 15 ~ in 
~. The thickness of the detector at 0=90 ~ is about 17.5 
radiation lengths. The electrons released by the ioniza- 
tion of the gas, induced by an electromagnetic shower, 
drift along the z direction which is parallel to the electric 
and magnetic fields and are read out by an array of 
cathode pads. Each shower is sampled nine times in its 
longitudinal development by the 9 HPC layers of in- 
creasing radius. Along the drift direction, the shower 
is sampled every 3.5 mm and in the x-y  plane the 
charge is collected by pads whose widths range from 
2.3 cm in the inner part to 7 cm in the outer part. This 
excellent granularity allows a very good separation be- 
tween close particles in three dimensions and hence al- 
lows good electron identification even inside jets. 
The other detectors that are important in the lepton 
analysis have been described extensively elsewhere [3], 
namely the central tracking detectors (inner detector, 
TPC, and outer detector), which can measure tracks at 
polar angles larger than 30 ~ with an average momentum 
resolution Crp/P ~_ 0.002 x P. The time projection 
chamber (TPC) is the main tracking device. It is a cylin- 
der of 30 cm inner radius, 122 cm outer radius and has 
a length of 2.7 m. For polar angles between 39 ~ and 
141 ~ up to 16 space points can be used. The energy 
loss (dE/dx) for each charged particle is measured by 
the 192 TPC sense wires as the 80% truncated mean 
of the maximum amplitudes of the wire signals and nor- 
malized to one for a minimum ionizing particle. In this 
analysis, when two tracks influence the same wires, the 
total energy deposited on these wires contributes to the 
two dE/dx distributions. In dimuon events, the mea- 
sured dE/dx resolution is _+5.5%. Additional precise 
R~ measurements, perpendicular to the magnetic field, 
are provided at larger and smaller radii by the outer 
and inner detectors. The outer detector (OD) has five 
layers of drift cells at radii between 198 and 206 cm and 
covers polar angles from 42 ~ to 138 ~ . The inner detector 
(ID) is a cylindrical drift chamber with an inner radius 
of 12 cm and outer radius of 28 cm. It covers polar angles 
between 29 ~ and 151 ~ and contains ajet chamber section 
providing 24R~ coordinates urrounded by five layers 
of proportional chambers giving both R~ and longitudi- 
nal z coordinates. 
2.2 Fitting procedure 
The signal from B hadron semi-leptonic decays was ob- 
tained by evaluating the different contributions to the 
muon and electron candidate samples eparately. 
In the following, the procedure applied to the muon 
sample is explained. The electron analysis differs by a 
few minor points because of the different origin of non- 
prompt leptons. These differences are specified in the 
relevant section. 
The muon candidates originate from five different 
sources: 
- prompt muons from the decay of beauty hadrons (B), 
- muons from beauty cascade decays (BC), 
B~(corO+X and (cor0~#+X,  
B~r+X and ~#+X,  
- prompt muons from the decay of charm hadrons (C), 
- muons from decays in flight of light hadrons (D), 
- hadron background (H). 
The first component differs from the rest because the 
transverse momentum of the lepton, relative to the axis 
of the b quark jet, extends to large values. This difference 
can be seen directly by measuring the transverse momen- 
tum of the lepton relative to the jet direction. For the 
calculation of this direction the lepton momentum was 
not included. To suppress purious fluctuations at large 
transverse momenta the analysis was restricted to events 
in which the determination of the direction of the had- 
ronic system was meaningful, i.e. the jet with the lepton 
had to contain at least one other track of momentum 
larger than 2 GeV/c. The analysis was performed using 
the charged particles only, with the help of the jet algo- 
rithm defined by the subroutine LUCLUS from the 
LUND Monte Carlo programs [4], with its default pa- 
rameters. The estimate of the background contamination 
is strongly correlated to the signal of prompt muons 
coming from c g events. Thus it was assumed that this 
cg channel is produced according to the Standard Mod- 
el, as has been verified experimentally [5] albeit with 
large errors. The contribution from the decays of light 
hadrons was given by the Monte Carlo simulation. 
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The two dimensional distribution in P vs Pt of the 
candidate muons was fitted by minimizing the binned 
Z2: 
Z 2 = S (N ~ - n~')2/(N ~+ n~,), (1) 
where N ~ is the number of muon candidates in a bin 
and n ~ is the sum of the various contributions in that 
bin, normalized to the total number Nzo of Z ~ events 
in the sample: 
n~= Nzo x [% x (n~/Nzo(bff)) 
+ % x (nf~c/Nzo(b 5)) 
+ c~ c x (n~/Nzo (c ~)) 
+ % • (nS/Uzo(q 0)) + ~H x (nf~/Nzo (q 4)) ], 
and n~ is the variance of the number of the expected 
events, in each bin, from the Monte Carlo simulation. 
The ~x are the renormalisation coefficients of each muon 
source X that can be adjusted in the fitting procedure. 
n~/Nzo(X~) are the ratios of the number of events ac- 
cepted in a bin to the total number of events generated 
in the channel x2. 
To improve the statistical accuracy of the Monte Car- 
lo simulation, additional dedicated samples of events 
were produced in which each event contained at least 
one prompt muon of a given source. The normal Monte 
Carlo sample of events was used to evaluate hadron 
punch-through and decays of light hadrons. 
The numbers Nzo(X2) of hadronic Z ~ decays corre- 
sponding to each of these samples were normalized so 
that, if the mean semi-leptonic branching fractions of 
heavy quarks are the same as in the simulation and if 
the simulation correctly describes hadron interactions 
and muon detection efflciencies, all the coefficients C~x 
will equal unity. 
As mentioned previously, the charm contribution co- 
efficient ~c was fixed to unity, the present uncertainties 
precluding an independent determination f this fraction 
of the muon signal. The contamination i  muons coming 
from the decays of light hadrons, co, was also fixed to 
the value given by the Monte Carlo simulation. The 
Monte Carlo simulation was used to predict in each 
bin the expected number of candidates coming from the 
various sources. Three parameters were determined from 
these fits: 
- the coefficient c~ H of contaminating hadrons, 
- the coefficient e~ of prompt muons coming from B 
decays, directly or through a cascade, with the relative 
weight of these two components given by the simulation. 
- the fragmentation parameter e(b) (see Sect. 2.4). 
2.3 Monte Carlo simulation of semi-leptonic decays 
Simulated hadronic events have been generated using 
the LUND 7.2 program [4], running in the Parton 
Shower mode, implemented in DELSIM [6], the 
DELPHI Monte Carlo simulation program. 
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The semi-leptonic decays of heavy hadrons, charm 
and beauty, have been generated using the same program 
after a retuning of the different branching fractions. The 
relative contributions from the decays B ~Df~t ,  B-+ 
D*E~e, and B--+Drcfg ehave been taken so that the lep- 
ton energy spectrum easured by CLEO at the F4s was 
reproduced [7]. The contribution from non-resonant D 
decays amounts to 20% of the total of the semi-leptonic 
decay modes, in this simulation. Data at the r4s are 
not yet accurate nough to give a precise value for this 
quantity. The value used in the simulation is a mean 
between theoretical expectations [8] and experimental 
results. 
The semi-leptonic decay channels of charmed mesons 
and baryons have been introduced in the generator using 
published data and reasonable theoretical estimates 
when no data exist or when it was too inaccurate. It
has been verified that the lepton energy distributions 
have similar mean values for all types of weakly decaying 
charmed hadrons. 
The relative contribution of leptons from cascade de- 
cays to the total sample of leptons coming from B decays 
was constrained also by the comparison to CLEO results 
on the lepton energy distribution. A relative uncertainty 
of 15% is estimated on this quantity. Electrons and 
muons from z lepton decays, where the z's are produced 
through the decays of B hadrons, are included in the 
cascade decays lepton sample. 
Leptons from J/O decays are considered in the fits 
as direct leptons from B's but their contribution to the 
inclusive semi-leptonic branching fraction - of the order 
of 0.15% - has been subtracted in the final results. 
2.4 Monte Carlo simulation of b-quark fragmentation 
The energy fraction taken by a B-hadron is partly con- 
trolled, in the Monte Carlo simulation, by a fragmenta- 
tion function which parametrizes the non perturbative 
aspects of the hadronisation, at the last step of the frag- 
mentation chain, once the radiation of gluons by the 
quark is completed. The actual fragmentation function 
to be used depends on the specific Monte Carlo program 
chosen, and inside the same program it depends on the 
choice of AQcD (AQco=260 MeV was used). The frag- 
mentation of c and b quarks was done using the Peterson 
et al. distribution [9]: 
F(z)=A(s)x;(1 zl 1--zg )--2, (2) 
1 
where A(e) ensures* that S F(z) dz = 1. 
o 
During the simulation of the events, the ~ parameter 
which enters into the expression of F(z) was set to e(b) 
=3 10 -3 and to e(e)=24 10 -3 for b and c quarks respec- 
tively. 
1 1 1 4 - -6 ,+e 2 1 ~  
* A -  (~) = ~ In e + ~ 4 arctan 
V 
E+PL 
The light cone variable z corresponds toz -  
Eo+PLo" 
The variables entering this expression have been evalu- 
ated in the center of mass frame of the string along which 
is created the heavy particle. For each produced B or 
D particle, the value of the corresponding z quantity 
is written on the Monte Carlo simulation output so that, 
using appropriate weighting procedures, the best values 
for e can be determined and other fragmentation distri- 
butions could be tested without the need to generate 
other samples of events. 
In the following, given the limited statistics available, 
only e(b) has been fitted and e(c) has been assumed to 
satisfy the relation e(c)= 10 x e(b), which is in agreement 
with the theoretical expectation that ~ (c)= (mb/mc) 2 x g (b) 
[9]. 
3 Muon identification 
The particles considered in this measurement were re- 
quired to have polar angles 0 in the range 
-0.6<cos0<0.6 and momenta bove 4GeV/c. For 
such particles, a fit combining the muon chamber hits 
with the tracking information was performed in which 
the tracks were extrapolated to the muon chambers and 
then associated and fitted to the muon chamber hits. 
Information from the muon chambers alone allows a 
measurement of the parameters R~b, z, 0 and q5 of a 
track element to be made. The parameters from all possi- 
ble track elements are then compared to the correspond- 
ing parameters of the extrapolated track and a X z test 
is used to determine the association of the charged track 
with the muon chambers hits. 
In this analysis, in order to accept a track as a muon 
candidate, the following requirements were imposed: 
the muon candidate must have hits in at least two 
muon chamber layers, including at least one hit in one 
of the two external layers, 
- the parameters of the track element defined by the 
muon chambers and the parameters of the extrapolated 
track, measured in the transverse plane only - R~ and 
q5 - should give a Z 2 value less than 10. Typical errors 
for the tracks relevant in this analysis were _+ 30 mrad 
in q5 and + 4 cm in R~, dominated by the contribution 
from multiple scattering. 
Whenever several tracks could be associated to a given 
hit in a muon chamber, this hit was attributed to the 
track which could have the largest otal number of asso- 
ciated hits. If an ambiguity remained, the attribution 
was made according to the global Z a which measures 
the quality of the association between a track and the 
muon chamber hits. 
The reconstruction a d identification efficiencies and 
the contamination from misidentified hadrons could be 
estimated from the simulation but, in this analysis, we 
have attempted a direct check of these estimates using 
the data. 
The efficiencies of the muon chambers were moni- 
tored by comparing the mean values of the efficiencies 
of the 6 layers of chambers in the channel Z ~ --, # + #-. 
The selection of these events was based on the track 
multiplicity, required to equal two, and on the momen- 
tum, which had to be larger than 35 GeV/c for each 
track, without considering the activity in the muon 
chambers. To eliminate the contamination from electron 
candidates, a positive signal was required in the electro- 
magnetic alorimeter where the deposited energy should 
be below 2 GeV. 
The overall muon identification efficiency was also 
measured with the # +#- final state. A mean efficiency 
eu=(78+2%) (3) 
was obtained, which agreed with the estimation from 
the Monte Carlo simulation program. It was checked 
with this simulation program that the ambiguities arising 
from neighbouring tracks do not reduce the identifica- 
tion efficiency inside a jet: the loss of 22% is largely 
accounted for by the geometrical acceptance of the 
chambers and the inefficiencies of the selection algo- 
rithm. 
The purity of the muon candidate sample was deter- 
mined from the data using three different samples of 
events: 
- z decays into three charged particles, 
- K ~ decays into ~ + ~-, 
- selected hadrons entering the hadron calorimeter. 
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The first two samples contain mostly pions and the last 
one is sensitive also to the contamination from kaons 
and baryons. 
Applying the muon selection criteria to a sample of 
1099 charged particles with momentum greater than 
4 GeV/c from 3-prong ~ decays yielded 14 candidates 
with a mean energy of 11 GeV. These events are scanned 
to remove a remaining contamination of 3 events corre- 
sponding to the three prongs topology with a muon ac- 
companied by an e § e- pair. The probability for a 
charged pion to be signed as a muon in this momentum 
range and topology is therefore 
e(J~u = ( l .0+ 0.3)%. (4) 
(It has been assumed that the behaviour of the few per- 
cent of kaons present in the 3-prong r decays is similar 
to the behaviour of charged pions.) 
The K ~ decays into two charged pions provide a mea- 
surement of the hadron contamination at lower pion 
energies. Applying the selection criteria to a sample of 
600 such tracks yielded 4 candidates with a mean pion 
energy of 4.5 GeV, giving 
e(K~ =(0.7___0.3)%. (5) 
The response of the hadron calorimeter was studied to 
measure the hadron contamination at higher momenta. 
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Fig. 2a-d. Log-likelihood distributions (LLH) 
corresponding to the muon hypothesis for can- 
didate muons signed in the muon chambers 
and having at least three layers fired in the 
HCAL: a Data; b hadrons from Monte Carlo 
simulation; e muons from Z ~ ~#+ if- events; d 
fit of the Data a distribution (dotted line) in 
terms of the two distributions given in b and c 
(solid line) 
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of the four layers of the HCAL were selected. These 
comprised 85% of the candidates, a very similar fraction 
in data and in Monte Carlo. Hadrons with momenta 
larger than 5 GeV/c interacting in the calorimeter could 
be distinguished from muons by using the energy depos- 
ited in each layer of the HCAL (at lower momenta, the 
energy deposits are too similar). In each layer, a muon 
gave a signal of about 1.2 GeV (equivalent hadronic en- 
ergy), distributed according to a Landau-like function 
which is well represented by the simulation program. 
From the shape of this distribution, for any given se- 
quence of measured energies Ei in the four HCAL layers, 
the value of the log-likelihood (LLH) corresponding to 
the hypothesis that the particle was a muon can be com- 
puted. This LLH distribution is shown for all muon can- 
didates in Fig. 2a, and for simulated hadrons in Fig. 2b, 
for genuine muons selected in Z~ - events in 
Fig. 2c. A set of events with very low LLH values, i.e. 
with very low probabilities for the muon hypothesis, is
observed in the first sample. Even for the second sample, 
consisting of genuine muons, the distribution extends 
to values smaller than -20. These events correspond 
to muons developing electromagnetic showers in the cal- 
orimeter. But, as expected, the proportion of events with 
values below -20  is much larger for the third sample, 
consisting of simulated hadrons because most of them 
have developed a hadronic shower in the calorimeter. 
To determine the hadron contamination, the LLH 
distribution observed for muon candidates (Fig. 2a) was 
fitted as the sum of two components, namely the distribu- 
tions due to hadrons (Fig. 2b) and to real muons 
(Fig. 2c). Before doing this fit, the energy distribution 
leading to the LLH distribution for real muons shown 
in Fig. 2c was corrected, using the Monte Carlo simula- 
tion, in order to account for the overlaps inside jets, 
between muon candidates and neighbouring hadrons 
(about 20% of muons have at least one cell in the HCAL 
in common with a hadron). The quality of the final fit 
is illustrated in Fig. 2d. Considering muon candidates 
above 10 GeV/c, and normalizing to the total number 
of hadrons selected in this range, the probability that 
a hadron will be signed as a muon is: 
e(HCAL)~ad. =(0.77 +_ 0.09)%, (6) 
where the quoted uncertainty is only statistical. The sys- 
tematic uncertainty is dominated by the uncertainty on 
the behaviour of the Monte Carlo prediction for values 
of LLH higher than -20.  As this interval contains only 
30% of the hadron candidates, with a momentum larger 
than 10 GeV/c, it is estimated that the total systematic 
uncertainty is smaller than 10%. In this momentum 
range, the additional probability for hadrons to decay 
and thus to be identified as muons was computed from 
the Monte Carlo simulation and found to be 
e~ec. =(0.17 _ 0.04)%. (7) 
This gives a total probability for a charged hadron, with 
a momentum larger than 10 GeV/c, to be identified as 
a muon of: 
a (had) ~ = (0.94 + 0.10)% (8) 
in agreement with the value obtained previously from 
z decays. 
In the following analysis, the energy dependence of 
the predicted contamination due to hadrons entering the 
calorimeter was taken from the Monte Carlo simulation 
but its normalization was taken from the value measured 
above and imposed as a constraint in the fits with a 
20% uncertainty. 
4 Electron identification 
Only particles inside the full acceptance region of the 
HPC were considered in the electron analysis. The fol- 
lowing selection criteria were imposed: 
i) the polar angle 0 of the particle relative to the beam 
direction had to lie in the range 45~ ~ 
ii) its impact point in the HPC must not be within + 1 ~ 
of the planes in q5 separating the rows of HPC modules, 
iii) its impact point in the HPC had to be at least 4 cm 
away from the z = 0 (0 = 90 ~ plane, 
iv) only particles with momentum between 3 and 
30 GeV/c and depositing at least 1 GeV in the HPC were 
considered. This cut eliminated all minimum ionizing 
particles, for which the maximum deposited energy is 
less than 1 GeV, and most low energy electrons produced 
by gamma conversion. 
Two independent means of electron identification were 
provided by the response of the HPC, and by the energy 
loss (dE/dx) measured in the TPC. The calorimetric 
identification relied on two selections. The first exploited 
the fine radial segmentation of the HPC. It was based 
on a )~2 value which measured the matching between 
the observed longitudinal shower profile and that of an 
electron of the same energy. It was defined as 
Z 2 = Z,(~,- <F,>)2/,~, (9) 
where the sum runs over the nine longitudinal layers 
of the HPC, F~ is the fraction of the total shower energy 
deposited in layer i and <F~> and o-i are the mean and 
the root mean square of the distribution of the energy 
fraction deposited in layer i by an electron with energy 
equal to the shower energy. The values of <F~) and o-i 
were determined as a function of the electron energy 
using pure electron samples provided by the Z~ e + e- 
and Z ~ --+ e + e- 7 channels, z ~ ev~7 decays and photon 
conversions. This was followed by a selection on the 
ratio of the total energy in the HPC associated with 
the track extrapolation, E to the measured momentum, 
P: the variable used was 
tl = (E/P - (E/P))/a, (10) 
where the dependence ofthe mean value (E/P)  and stan- 
dard deviation a of E/P on momentum and shower ener- 
gy were also determined using the pure electron samples 
mentioned above. 
The second independent means of electron identifica- 
tion was provided by the dE/dx measurement in the 
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Fig. 4. TPC energy deposit forZ~ e § e- (dots) and Monte Carlo 
events (line). The scale was fixed so that the minimum if ionization 
corresponds tothe value 1.0 
least 100 wires included in the analysis, and the scale 
was fixed so that the minimum of ionization corresponds 
to the value 1.0. 
The energy loss distribution for electrons on the pla- 
teau after the relativistic rise was determined using the 
Z~ - events and is shown in Fig. 3. The dE/dx 
response for real muons obtained from Z~ - 
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Fig. 5. TPC energy deposit for an electron enriched q~ sample: 
a vertical dashed line divides BCKG from SIGNAL. Only tracks 
with more than 50dE/dx  measurements are plotted. The scale was 
fixed so that the minimum of ionization corresponds to the value 
1.0 
peak has a standard eviation of 7% and its mean value 
is clearly above that of the muon peak even at this high 
momentum. The dE/dx distributions in e § e- events in 
the real data and in the Monte Carlo simulation are 
compared in Fig. 4 and agree well. For tracks in jets 
the dE/dx measurement is more difficult due to presence 
of nearby tracks, but nevertheless the Monte Carlo still 
compares well with the data. This is shown in Fig. 5, 
which compares the dE/dx distributions for an electron 
enriched track sample from q c] events in the data (dots) 
and in the Monte Carlo simulation (line). 
The redundancy of these two selections, using the 
HPC and the TPC respectively, allowes one to estimate 
independently from Monte Carlo both the electron iden- 
tification efficiency and the contamination from misiden- 
tiffed hadrons. Monte Carlo events were used only to 
check the reliability of the method. The procedure relies 
on the fact that even in q~ events it is still possible to 
select a sample of hadrons with negligible electron con- 
tamination by requiring dE/dx<l.43, as shown in 
Fig. 5. In the momentum region of interest, the values 
for electrons are always distributed about the plateau 
position while for hadrons and muons the mean value 
is lower, in the relativistic rise region. When the ioniza- 
tion samples of two overlapping tracks are attributed 
to a single track, as may happen in jets, the measured 
dE/dx value is higher than the true one. This is the 
origin of the tail at high dE/dx that is present in the 
q q data of Fig. 5 but was not seen in the e§  and 
y+ y -  data. Thus the TPC information can be used to 
divide all tracks selected according to criteria i-iv into 
two samples: 
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- SIGNAL, defined by dE/dx > 1.43 (or unmeasured); 
- BCKG, defined by dE/dx< 1.43; this sample has an 
electron contamination below 1%. 
The BCKG sample can then be used to estimate the 
electron content of the SIGNAL sample simply by 
weighting the BCKG events and subtracting them from 
the SIGNAL, the remainder being the electrons present 
in the SIGNAL distribution. The weights needed were 
determined as a function of momentum P and transverse 
momentum Ptfrom the SIGNAL/BCKG ratio observed 
in a sample selected using the HPC only. This sample 
consisted of the tracks which satisfied the first three cri- 
teria i-iii but gave only a small energy deposit in .the 
HPC (EHpc< 1 GeV). The Monte Carlo indicates that 
the electron contamination i this sample is 0.6%. The 
values of the weights range from 1.5 to 4. 
Monte Carlo events were used to check this method. 
The application of the dE/dx cut causes the P and P~ 
distributions of the hadrons in the SIGNAL and BCKG 
samples to be different. Consequently their unweighted 
E/P and q distributions also differ. Figure 6 compares 
(a) the E/P and (b) the q distributions of Monte Carlo 
hadrons falling in the two samples after applying these 
weights. The agreement is good in all the momentum 
regions. 
The electron candidates were selected by the criteria 
i-iv and by requiring 
- dE /dx> 1.43 ('SIGNAL'), 
- Z 2 < 20 and t/> - 2.0. 
Monte Carlo estimates how that less than 2% of the 
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Fig. 7a-d. q distribution of data for SIGNAL (dots) and BCKG 
(line) samples, before aand after e )~2 cut; data residual distributions 
before band after d cut 
and c show the q distribution for tracks in the SIGNAL 
sample (data points) and the weighted BCKG sample 
(line) before and after applying the Z2< 20 cut. The effi- 
ciency of the Z z cut can be evaluated by comparing the 
subtracted istributions before and after applying it, 
shown in Figs. 7b and 7d. The efficiency of the ~ cut 
is given by the fraction of the events in the subtracted 
distribution after the )~2 cut that pass the q selection. 
For the chosen cut at q>-2 .0  this efficiency is e" 
= (0.843 • 0.005) in good agreement with the Monte Car- 
lo prediction e~c = 0.854. In the Monte Carlo simulation, 
the number of electrons found with this procedure in 
the region t 1 >-  2 agreed with the true number within 
2%. The electron identification efficiency after applying 
both the ~ cut and the )~2 cut was estimated to be 
e z+" = (0.68 +_ 0.01), (11) 
where the error is dominated by the systematics of the 
subtraction procedure. It is lower than the MC predic- 
tion eZm~+"=(0.77+_0.01). The difference is due mostly to 
an approximate description of the regions near the gaps 
between the HPC modules along the z direction. The 
overall electron identification efficiency is 
e e = (0.58 _+ 0.03). (12) 
The above value takes into account the efficiency for 
associating an electron track to its HPC shower 
(0.85 +0.03). This last number, giving the largest contri- 
bution to the overall error, has been experimentally de- 
termined using e + e- and e § e- 7 samples. It has been 
verified that this efficiency is almost momentum indepen- 
dent by using Monte Carlo events, and by applying the 
procedure to the data for different momentum intervals. 
The hadron contamination hcont , defined as the frac- 
tion of selected particles which were really hadrons, can 
be measured by counting the number of weighted BCKG 
events passing all the HPC cuts. It was found to be 
hcont=0.374+0.019. The error quoted is dominated by 
the systematic uncertainties. The corresponding proba- 
bility that a hadron in the selected momentum range 
would be identified as an electron is 
e~=(1.13 +0.06) 10 -2. (13) 
The 5% uncertainty is due to the following sources: 
_+3.6% statistical, ___4% weighting systematics, _1% 
electron presence in BCKG sample. The systematic error 
due to the weighting procedure was evaluated normaliz- 
ing the weighted istribution of the BCKG sample in 
different intervals of the q distribution outside the elec- 
tron region. 
The efficiency of the selection criteria and the purity 
of the electron sample were also measured using two 
different event samples: 
- photons converted in the material before or at the 
entrance wall of the TPC 
- K ~ decays into two pions 
The first sample of events contains essentially only elec- 
trons and the second only pions with a contamination 
from electrons estimated from Monte Carlo to be 0.7%. 
The P and Pt distributions of both samples were well 
reproduced by the DELPHI simulation. Of the about 
500 real electrons satisfying criteria i-iv, a fraction 
0.72+0.02 were found to pass the t/ and Z 2 selections. 
This has to be compared with a Monte Carlo simulation 
prediction of 0.83 + 0.02. This confirms th# previous con- 
clusion that the Z 2 selection is less efficient in the data 
than in the Monte Carlo. 
From a sample of 1500 pions from real Ks ~ decays, 
satisfying criteria i-iii, the probability for a charged pion 
to be misidentified as an electron is found to be 
0e e(Ks)~=(1.8 ___0.4) 10 -2 (14) 
compatible with the more precise measurement given 
before. The mean pion energy of this sample is 3.5 GeV. 
The background from photon conversions was re- 
duced by removing the electron candidates which have 
dE/dx > 2.4 and are compatible with forming a second- 
ary vertex with any oppositely charged particle. This 
cut removed about 60% of the electrons from gamma 
conversion. The fraction of V ~ candidates removed by 
this cut and the shapes of their P and P, distributions 
were well reproduced by the Monte Carlo simulation. 
It was estimated that 7% of electrons from b decay are 
lost by this cut. 
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has been compared to the corresponding distribution 
of the 4040 muon candidates selected in the data. 
To determine the value for e(b), a sample of 2081 
candidates enriched in prompt muons from B decays 
has been selected by taking events with a transverse mo- 
mentum larger than 1 GeV/c. The variation of the Z 2 
of the fit is used to determine the favoured range of 
values for e(b): 
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The P vs Pt distribution of prompt muon candidates as 
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4 8 12 16 20 24 28 32 
P (GeV/c) 
Fig. 8a, b. Projections of the Pt vs P fitted bidimensionM distribu- 
tion showing the amplitude of the various components in the sam- 
ple of muon candidates, a Pt distribution, b P distribution 
58 
Table 1. Composition of the muon sample, as defined in Sect. 2.2 
B BC C H D 
Relative fraction (%) 54_+3 12+_ 1 10 16+_2 8 
From the parameters used in the Monte Carlo simula- 
tion, the corresponding range of variation for the mean 
beam energy fraction taken by a B-hadron is then: 
~-~E= 0.685 +0018 
-0.020'  (16) 
In Fig. 8 a and b are given the projections along P and 
P~ respectively of the measured and fitted P vs P~ muon 
distribution. 
Taking the central value for e(b) and considering that 
the uncertainty on this quantity contributes to the statis- 
tical uncertainty, the rate of prompt muons coming from 
B hadron semi-leptonic decays in Z ~ events is measured 
to be: 
BR~,, FbdF n = 0.0229 + 0.0017. (17) 
The corresponding value for the fitted parameter eB is 
~B= 1.051_+0.066-+0.045. The second of the uncertain- 
ties on c~u comes from the variation of e(b). 
The fitted value of eu is 0.84 + 0.10, indicating a had- 
ron contamination 16% smaller than expected from the 
evaluation given in Sect. 3 which was used to normalize 
the predicted contamination. This number in fact in- 
cludes also possible deviations in hadronic, charm and 
cascade decays from the contributions assumed for these 
components in the simulation. The Z 2 of the fit is equal 
to 94 for 63 degrees of freedom. But, in the region Pt 
> 1 GeV/c, which contains most of the leptons from B 
hadrons decays, the )~2 of the fit is equal to 43 for 39 
degrees of freedom; the corresponding sample composi- 
tion is given in Table 1. 
5.1 Study of systematic uncertainties 
The same analysis was repeated varying by one standard 
deviation the parameters kept fixed in the fit and varying 
also the limits and the conditions of the fit. The observed 
variation on e~ is taken as an estimate of the systematic 
unvertainty on this parameter. The results are summa- 
rized in Table 2. 
The total relative systematic uncertainty on the quan- 
tity BR~I*Fb6/F u amounts to 4.8%. Each contribution 
to Table 2 is detailed below. 
The mean semi-leptonic branching fraction in c g 
events used in this analysis was: BRsl(C~#)=(10.0 
-+ 1.1)% computed from an average of published [10] 
values. Its uncertainty is dominated by the relative error 
on the best measured of these quantities, the value ob- 
tained for the D +, which amounts to 9%. The value 
used for the semi-leptonic branching fraction of any 
other charmed particle was obtained by scaling the value 
Table 2. Systematic uncertainties in the muon sample 
Parameter Relative or absolute 
variation 
Relative variation 
on BR~I * Fb~/F u 
(%) 
Direct charm 11.0% 0.3 
Secondary charm 15.0% 1.5 
Decays of light hads. 10.0% 0.7 
Efficiency of # id. 3.0% 3.0 
Evaluation of ~(b) 2 10- 3 2.2 
Min. bin content 5 to 25 counts 1.0 
Pt definition 2.0 
quoted for the D + by the ratio of the lifetimes of this 
charmed particle and of the D+. The rate of charmed 
baryons production was allowed to vary by a factor of 
two and an uncertainty of 20% was assigned to the rate 
of D* relative to prompt D production. The effect of 
the recent [11] increase of the measured branching frac- 
tion of the D* + into D~ + was also included. 
As indicated in Sect. 2.3, the fraction of leptons from 
B cascade decays, relative to the production of direct 
leptons from B's, was constrained to reproduce the inclu- 
sive lepton energy distribution measured by the CLEO 
experiment [7]. If it is assumed that the inclusive direct 
semi-leptonic branching fraction for B ~ and B + mesons 
is equal to 10% it is found that BRs l (b~c~#)- - (9 .1  
+1.5)%. 
The uncertainty on the absolute value of the identifi- 
cation efficiency for muons, 3%, has been included to 
account for remaining differences between data and the 
Monte Carlo simulation on the behaviour of the detec- 
tors and of the passage of muons through the calorime- 
ters. 
The systematic uncertainty on e(b) was taken to be 
+2 10 -a and it corresponds to a variation of _+0.015 
on X-~E. It has been obtained by repeating the measure- 
ment of e(b) described previously after a change of the 
fractions of cascade muons, muons from charm and de- 
cays of light hadrons by one sigma. 
The stability of the results has been verified by chang- 
ing the conditions of the fit. The minimum muon mo- 
mentum was varied from 3 GeV/c to 5 GeV/c and the 
minimum number of events required to include a given 
bin in the Pt vs P distribution was changed from 5 to 
25. In these fits the bin size was not constant because 
at large Pt and P several bins have been grouped together. 
The bin contents that are below a given threshold value 
have been added together and this final value was com- 
pared to the corresponding Monte Carlo expectation 
and included in the )~2 evaluation. 
Finally, it has been also verified that the result did 
not depend on the definition of the jet axis used to com- 
pute the muon transverse momentum. The same mea- 
surement was repeated, using simply the muon trans- 
verse momentum relative to its jet axis, without the 
2 GeV requirement on the minimum hadronic energy 
previously imposed on the other charged tracks present 
in the jet. 
6 Measurement of BR~j. FbJFx and e(b) 
with the electron sample 
The cuts discussed in Sect. 4 selected 5041 electron candi- 
dates. The same cuts were also applied to the different 
Monte Carlo samples, for which the electron identifica- 
tion efficiency and the hadron contamination were res- 
caled to the values obtained for the data. As in the muon 
case, five different sources contribute to the selected sam- 
ple. The first three (B, BC, C) are the same as in the 
muon case, while other electrons come from Dalitz de- 
cays of the rc ~ 7 conversion (D) and from misidentified 
hadrons (H). It was checked using the reweighted BCKG 
sample that the shape of the P and Pt spectra of the 
misidentified hadrons present in the selected sample was 
correctly reproduced by the Monte Carlo simulation, 
(see Figs. 9a, b). To increase the statistical significance 
of the Monte Carlo simulation, dedicated samples were 
again used for the first three candidate sources. All sam- 
ples were then normalized to the total number of Z ~ 
decays in the data. As before, the renormalisation coeffi- 
cient ~x of each electron source was obtained by fitting 
the two-dimensional distribution in Pt and P. Also as 
before, c~n and % should equal unity if the understanding 
of the hadron contamination and photon conversions 
is correct and c~ c was fixed to unity. A further parameter, 
left free to vary in the fit, was the fragmentation parame- 
ter e (b). At each step of the minimization, electrons from 
heavy flavour decay were reweighted according to their 
z value to match the new e(b) value, to allow the best 
value of this parameter to be determined. In a first stage 
the full P and P~ range was fitted letting eB, ctn, c~o and 
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e~ free, in order to measure the hadron contamination 
independently from the analysis of Sect. 4. The fit gave: 
~o = 1.62 _+ 0.20, (18) 
c~u = 0.96 _+ 0.10 (19) 
(so confirming the hadron background estimate, while 
the Monte Carlo simulation underestimates the number 
of electrons coming from photon conversion, as already 
noticed in [-12]), and: 
e(b) = (6.8 + 7.8~ - 3.3,/10- 3, (20) 
% = 0.97 _ 0.09, (21) 
z2/Ndf= 91/107, (22) 
which correspond to 
BRs b, * ~6I~ = 0.0211 _+ 0.0019, (23) 
2-~=o.694 +~176 
-0.019" (24) 
To check the fit stability e~/was fixed to unity and the 
fit performed in the region Pt> 1 GeV/c, which is en- 
riched in electrons coming from B decays, with %, % 
and e(b) allowed to vary. The following result was ob- 
tained: 
BRf~ 9 Fb~/Ft~ = 0.0205 _+ 0.0022, (25) 
e(b) =(7.1 + 8"8/ --4.1] 10-3' (26) 
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Table 3. Composition of the electron sample, as defined in Sect. 2.2 
B BC C H D 
Relative fraction (%) 38_+3 8_+1 9 33_+3 12_+2 
Table 4. Systematic uncertainties in the electron sample 
Parameter Relative Relative Absolute 
variation variation  variation 
(%) BR~,, Fb~/Fu on e(b) 
(%) (10 -3 ) 
identification efficiency, the overall systematic error is 
(+4.7~ 
+_6.7% for BRbl x Fb~/FH and \ -0 .6 ]  10-3 for ~(b). Indi- 
vidual contributions are reported in Table 4. 
7 Measurement of the mean B semi- 
leptonie branching fraction 
From the spectra of prompt muons and electrons gener- 
ated in the semi-leptonic decays of the b quark the fol- 
lowing results have been obtained: 
#: BR~1,Fbg/F~=0.0229_+0.0017(stat.) 
q- 0.0011 (syst.), (28) 
e: BR~I* Yb ~/F~ = 0.0211 • 0.0019 (stat.) 
• 0.0014(syst.), (29) 
so that: 
# + e: BRat* Fb~/F~t =0.0221 _ 0.0015. (30) 
If, as in other measurements [13], the value of Fb6/Fu 
=0.218, as given by the Standard Model, is used, the 
inclusive semi-leptonic branching fraction of B hadrons 
deduced from the present measurements is: 
BRbl = (10.1 _+0.7)%. (31) 
In a companion paper [1] the ratio FbdFn was measured 
using an event shape variable, the Boosted Sphericity 
Product: 
Direct charm 11.0 1.0 - 
+ 1.0 
Secondary charm 15.0 1.9 -0.4 
+3.5 
Binning 2.5 -0.5 
e id eft 5.0 5.0 - 
Pt definition 3.0 + 3.0 
Figures 10 and 11 show for comparison the P~ and P 
spectra nd the result of the fit. The sample composition 
in the high P~ region is given in Table 3. 
To measure the systematic uncertainties the fit in the 
wider P, Pt range has been repeated under several differ- 
ent conditions. The contributions from direct and sec- 
ondary charm, kept fixed in the previous analysis, have 
been varied by plus or minus one standard deviation. 
The bin size has been reduced (in such a way to have 
always at least 6 events per bin, and 111 bins) and in- 
creased (up to a limit of at least 20 events per bin and 
79 bins). Combined with the quoted error on the electron 
FbS/FH = 0.219 + 0.014 _+ 0.019. (32) 
From this measurement, combined with the present re- 
sult, the value for the mean semi-leptonic branching frac- 
tion of B mesons in Z ~ decays can be derived from DEL- 
PHI data: 
BR~1 = (10.1 + 1.3)%. (33) 
The most precise determination of the semi-leptonic 
branching fractions for B particles was obtained at the 
r(4s) and is (10.3+0.4)% [14]. At LEP, B ~ and B bar- 
yons are produced in addition to B ~ and B +-. As a result, 
the mean semi-leptonic branching fraction measured at 
the Z ~ may differ from the value obtained at the Y(4S). 
However, current expectations on the hierarchy of B par- 
ticle lifetimes are such that the mean semileptonic 
branching fraction observed at LEP should be very close 
or slightly smaller than the r(4s) one. The present result 
agrees with these expectations. 
8 Conclusions 
The spectra of prompt muons and electrons from the 
semi-leptonic decays of heavy hadrons produced in had- 
ronic Z ~ decays were obtained. From them, the coupling 
of the Z ~ to b quarks weighted by the mean B hadrons 
semi- leptonic branching fraction into muons or electrons 
has been derived: 
BRsbl* ~dFu = 0.0221 __. 0.0015. (34) 
The parameter  e(b) of the Peterson f ragmentat ion func- 
tion, in the f ramework of a Monte  Car lo s imulat ion 
which uses the LUND-PS  (7.2) p rogram with Aoc D 
= 60 eV is the ombi edmea 
surement using the samples of selected electrons and 
muons.  
The corresponding mean beam energy fraction taken 
by a B hadron  amounts  to: 
X~E=0.69 +~ 
0"03 +0.01 (35) 
Acknowledgements. We are greatly indebted to our technical colla- 
borators and to the funding agencies for their support in building 
and operating the DELPHI detector, and to the members of the 
CERN-SL Division for the excellent performance of the LEP col- 
lider. We thank T. Sj6strand for fruitful discussions. 
References 
1. DELPHI Collab., Measurement of the Z ~ Branching Fraction 
to b quark pairs using the Boosted Sphericity Product, CERN- 
PPE/92-007, subm. to Phys. Lett. B 
61 
2. DELPHI Collab., P. Abreu et al.: Z. Phys. C - ]?articles and 
Fields 53 (1992) 567 
3. DELPHI Collab.: Nucl. Instrum. Methods A303 (1991) 233 
4. T. Sj6strand: Comput. Phys. Commun. 27 (1982) 243; ibid. 28 
(1983) 229; T. Sj6strand, T. Bengtsson: Comput. Phys. Com- 
mun. 43 (1987) 376 
5. DELPHI Collab., P. Abreu et al.: Phys. Lett. B252 (1990) 140 
6. DELSIM Reference Manual: DELPHI 87-98 PROG 100, Gen- 
eva, 1989 
7. D.G. Cassel, CLEO Collab.:in: Physics in Collisions 10, p. 276. 
A. Goshow, L. Montanet (eds.). Gif sur Yvettes: Editions Fron- 
ti6res 1990 
8. N. Isgur, D. Scora, B. Grinstein, M.B. Wise: Phys. Rev. D39 
(1989) 799; E. Golowich et al. : Z. Phys. C - Particles and Fields 
48 (1990) 89 
9. J. Oliensis: Phys. Rev. D23 (1981) 1431; C. Peterson et al.: Phys. 
Rev. D27 (1983) 105 
10. Particle Data Group: Phys. Lett. B239 (1990) 1 
11. R. Kass: International Symposium on Heavy Flavour Physics, 
Orsay, 1991 
12. DELPHI Collab., P. Abreu et al.: Z. Phys. C - Particles and 
Fields 53 (1992) 555 
13. L3 Collab., B. Adeva et al.: Phys. Lett. B241 (1990) 416; Phys. 
Lett. B261 (1991) 177; ALEPH Collab., D. Decamp et al.: Phys. 
Lett. B 244 (1990) 551; OPAL Collab., M.Z. Akrawy et al.: Phys. 
Lett. B263 (1991) 311 
14. K. Berkelman, S.L. Stone: Preprint CLNS 91-1044, to be pub- 
lished in Annual Review of Nuclear and Particle Science 
