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Several theoretical electronic structure methods are applied to study the relative energies of the
minima of the X- and L-conduction-band satellite valleys of InxGa1xAs with x¼ 0.53. This III-V
semiconductor is a contender as a replacement for silicon in high-performance n-type metal-oxide-
semiconductor transistors. The energy of the low-lying valleys relative to the conduction-band edge
governs the population of channel carriers as the transistor is brought into inversion, hence determin-
ing current drive and switching properties at gate voltages above threshold. The calculations indicate
that the position of the L- and X-valley minima are 1 eV and 1.2 eV, respectively, higher in
energy with respect to the conduction-band minimum at the C-point.VC 2016 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4940740]
I. INTRODUCTION
Transistors fabricated using materials with high charge-
carrier mobility have attracted attention over the past several
decades. Higher transistor channel-mobility permits a given
current drive to be maintained at lower applied voltage, ena-
bling the same performance relative to silicon while reducing
power consumption.1 In recent years, high-j materials have
been introduced as replacements to thin SiOx layers as gate
dielectrics. The high-j oxides help to alleviate leakage cur-
rents arising from gate tunneling by enabling the use of
thicker oxides, while maintaining the same gate capacitance.
Eliminating the native oxide from the gate-stack gives
renewed relevance to the question as to whether performance
gains can be achieved with high mobility channel materials
without increasing fabrication complexity and costs.
Attention is focused on III–V compound semiconductors and
germanium as n- and p-type channel materials, respectively,
due to their higher electron and hole mobilities.1 Of these,
In0.53Ga0.47As is considered a promising “post-silicon”
material for n-typed transistors thanks to its compatibility
with existing complementary metal-oxide-semiconductor
(CMOS) process technologies and to its improved perform-
ance.2 Much of the performance gain results from the lower
electron effective mass in these materials, which leads to a
higher electron mobility relative to silicon. However, it
should be noted that the carrier mobility becomes a less
meaningful figure of merit for sub-10 nm channel lengths,
as transport approaches the quasi-ballistic regime and,
consequently, scattering becomes less important. For quasi-
ballistic transport, the current is dominated by the density
of states (DoS) in the source and by the carrier injection
velocity. Nonetheless, in both regimes, mobility-limited (dif-
fusive) and quasi-ballistic transport, it is necessary to deter-
mine the DoS within an energy window relevant to the
transistor operation that includes the conduction band-edge
and the low-lying conduction-band “satellite” valleys. This
is required in order to describe accurately the formation of
the inversion layer in In0.53Ga0.47As metal-oxide-semicon-
ductor field-effect transistor (MOSFET), its capacitance-
voltage (CV), and current-voltage (IV) characteristics.
In general, III–V materials have a lower DoS at the
conduction band-edge relative to silicon and this is the case
for In0.53Ga0.47As. The comparatively lower DoS leads to a
lower gate capacitance in a MOSFET as the Fermi level
moves out of the In0.53Ga0.47As bandgap and into the con-
duction band-edge at the C-valley with application of a gate
voltage.3,4 Along with the lower DoS, a result of a lower
effective mass, typically the C-valley of III-V semiconduc-
tors displays strong non-parabolicity. This is true for the case
of In0.53Ga0.47As.
5 Efforts made to replace silicon channels
with small effective-mass (high electron velocity) materials
are hindered by issues related to the “DoS bottleneck.”6 As
mentioned above, a small effective mass results in a small
DoS, which in turn results in a reduced inversion capaci-
tance. In short-channel (quasi-ballistic limit) In0.53Ga0.47As
devices, the larger relative electron velocity is insufficient to
compensate for this charge deficiency. This ultimately leads
to a significant reduction of the ON-current.6 At higher gate
voltages, the DoS, and hence the capacitance, becomes
directly related to the ability to occupy satellite valleys that
compensate the lower DoS of the conduction-band edge.
The two lowest lying band-minima of In0.53Ga0.47As
above the C-valley are at the X- and L-symmetry points in
the Brillouin zone. These valleys have a considerably higher
DoS relative to the C-valley. As a consequence, a sharp
increase in the capacitance occurs as the Fermi level is
increased. This results in the occupation of energy states in
the valley minima. However, the high field mobility is
depressed by the larger occupation of the heavier-mass
L- and X-satellite valleys at higher gate bias.7 To complicate
the analysis, theoretical calculations exhibit a large uncer-
tainty for the calculated values of the energies of the satellite
valleys in In0.53Ga0.47As. Moreover, it is difficult to extract
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this information empirically because of the lack of extensive
experimental data.8 This leads to the use of theoretical pre-
dictions for the best estimates for the L- and X-valleys meas-
ured from the bottom of the conduction band edge to be
EL¼ 0.46 eV and EX¼ 0.59 eV, as reported for empirical
tight binding and kp calculations, as in Refs. 9 and 10. To
predict accurately charge densities, capacitance, and mobil-
ity, an accurate knowledge of the energy of the satellite val-
leys with respect to the conduction band minima is needed.
II. COMPUTATIONAL METHODS
There are limited experimental data available to unam-
biguously determine the energies of the satellite valleys in
In0.53Ga0.47As. This is at least partially due to the difficulty in
obtaining low defect densities at In0.53Ga0.47As/oxide interfa-
ces, thereby complicating the analysis of electrical measure-
ments. To help fill this gap, this paper provides an analysis of
the electronic band structure as determined using a variety of
computational methods: density functional theory using a
local density approximation to the exchange correlation
potential (DFT/LDA), hybrid DFT,11 empirical pseudo-
potentials, and perturbatively corrected DFT using GW
screening (DFTþGW).12,13 These methods are applied to
models of bulk In0.53Ga0.47As including the virtual crystal
approximation (VCA) and the use of supercells that accounts
for the explicit treatment of the random alloying of indium
and gallium atoms on the cation sublattice. In particular,
alloying is considered through the use of special quasi-random
structures (SQS)14 and through randomly generated alloy dis-
tributions in larger simulation cells. All calculations omit spin-
orbit coupling. The effect of spin-orbit interaction on the va-
lence band edges of GaAs and InAs is of the order of several
hundred meV, and likewise can be as large as several hundred
meV for select conduction bands.15 However, these effects are
not significant at the conduction band minimum and the lowest
lying conduction band minima at the L- and X-points.9 It is
assumed that this behavior is retained when alloying and hence
spin-orbit effects are not included in our determination of the
position of the satellite valleys in In0.53Ga0.47As.
Application of the supercell method to the study of
disordered alloys can be computationally demanding as a
consequence of the very large supercells needed to mimic
the random distribution of alloy constituents. To offset this
computational complexity, the less demanding VCA is used
as a first approximation. A crystal is constructed from a
primitive unit cell containing one or more “virtual” (or line-
arly interpolated) atomic pseudo-potentials. This method has
been applied, for example, to the study of electronic struc-
ture,16 thermodynamics,17 and dielectric properties.18 The
linearly interpolated pseudo-potential is designed to provide
an averaged description of the desired alloy stoichiometry.
Specifically, the VCA-description of bulk InxGa1xAs repla-
ces the individual In and Ga pseudopotentials with a virtual
“InxGa1x” pseudo-potential
VInxGa1x ¼ xVIn þ ð1  xÞVGa: (1)
The use of VCA in this work permits a direct compari-
son between density functional theory, the empirical
pseudo-potential approximation, and GW-corrected DFT.
It also permits the investigation of the energies of the
local conduction-band minima at the X- and L-symmetry
points. The VCA computations also act as a reference for
assessing the effect of explicit alloying on the cation sub-
lattice. The two-atom (InxGa1x, As) VCA calculations
within the DFT/LDA approximation were performed
using norm-conserving pseudo-potentials for the Perdew-
Zunger approximation to the exchange-correlation (XC)
functional. The zinc-blende crystal symmetry and periodic
boundary conditions are imposed with the lattice constant
fixed to the room temperature experimental value as the
VCA approximation is not accurate for the description of
bond lengths.19 The electronic structure for the resulting
VCA model of In0.53Ga0.47As is calculated with a kinetic
energy cut-off of 60 Ry.
The explicit treatment of random alloying on the cation
sublattice requires the use of supercells. This leads to the need
to generate random structures that are large enough to produce
approximate correlation functions that describe the distribution
of nearest neighbors around an arsenic atom bonded to the cat-
ion sublattice, and the need to consider more distant atoms
corresponding to a random distribution. This requires the use
of very large supercells that are not easily amenable to first
principle calculations. To avoid this difficulty, Zunger and co-
workers proposed crystalline structures or special quasi-
random structures that mimic the multisite correlation func-
tions of random alloys.14 In the following, we use the SQS-2
and SQS-4 16 atom structures to compare DFTþGW and
hybrid DFT calculations whereby the In/Ga alloy is explicitly
present to some degree. The alloy composition for the SQS-2
and SQS-4 structures is In0.5Ga0.5As. The SQS-n structures
differ in their atomic configurations which results in different
site-to-site correlation functions, with n labeling a specific
atomic configuration. Different configurations of atoms in the
cell result in different errors for the mth-neighbor correlations
compared to a truly random distribution of atom types on the
cation sublattice. For example, the SQS-2 structures have
larger errors than the SQS-4 for the mth neighbor correlation
functions. In addition to the 16 atom SQS-n models, a larger
simulation cell is used to investigate the effect of explicitly
treating the distribution of indium and gallium sites. This
model consists of a 64-atom cell chosen to approximately
match the random distribution of nearest neighbor In/Ga atoms
about each As atom in the supercell. A 4 4 2k-point mesh
was used for the 16-atom calculations, while a 2 2 2k-
point mesh was used for the 64-atom case. Convergence tests
indicate that an equivalent k-point sampling accuracy is
achieved in both cases. For all simulations, geometry relaxa-
tion (minimization of the energy with respect to the atomic
positions) was performed with the lattice parameter held fixed
to the room temperature experimental value of 5.87 A˚ (Ref.
20) to allow direct comparison with the VCA results. The XC
functional and plane wave cutoff are also the same as those
used for the VCA calculations.
Empirical pseudopotentials express the single-electron
Schr€odinger equation in Fourier space. The pseudopotential
is then described solely by its Fourier coefficients (form fac-
tors) that can be empirically determined from known
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experimental data.21 The empirical pseudopotential model
(EPM) is applied to the VCA model of In0.53Ga0.47As as
EPM methods can correct shortcomings of ab initio methods
with relatively little empiricism and with excellent computa-
tional efficiency. The form factors used in the EPM calcula-
tions and details of the method are given in Ref. 22.
To correct for the well-known band gap problem arising
when interpreting Kohn-Sham eigenvalues as quasi-particle
states in approximate DFT, GW methods are also used in our
study. GW methods23,24 employ an electronic self-energy R
to include electron-electron interactions in a quasi-particle
Hamiltonian that describes single electron propagation in a
many-electron system. The self-energy R in this scheme is
approximated by an expansion of the dielectric matrix lead-
ing to a screened Coulomb interaction. The GW approxima-
tion enables an accurate treatment of the electronic structure
within a quasi-particle description, but it is computationally
expensive compared to standard DFT calculations. The
DFTþGW approach simplifies the GW method by assuming
the quasi-particle wave functions uqp are approximated in
zeroth order by Kohn-Sham orbitals uKS. The corresponding
Kohn-Sham eigenvalues are then corrected to the first order
in the perturbation defined as the difference between the XC
potential in the Kohn-Sham equations and the self-energy in
the quasi-particle equation13
qp ¼ KS þ huKSjðR –VxcÞjuKSi: (2)
The Kohn-Sham eigenvalues and orbitals obtained from the
DFT calculations described previously are used as the start-
ing point for many-body perturbation theory (MBPT) GW
corrections. The results for convergence tests for the GW
correction are presented, first focusing on corrections to the
VCA model. A set of 2 2 2k-points in the Brillouin zone
are used. A study of the convergence of the quasi-particle
optical band-gap with respect to following parameters is per-
formed: the convergence of the screened interaction W,
which additionally relies on a sum over occupied and unoc-
cupied states (the calculation of both the dielectric matrix
and of the correlation part of the self-energy require a sum-
mation over unoccupied states); on the plane-wave energy
cut-off; on the size of the dielectric response matrix eG;G0 ;
and on the number of points used to perform the fast-Fourier
transform (FFT). The plasmon pole approximation (PPA) is
used to describe dynamical effects within the GW approxi-
mation23 which is used to approximate the inverse dielectric
function, as shown in Fig. 1. We have calculated the real and
imaginary components of the dielectric matrix using
the same DFT parameters already listed and accounting for
46 unoccupied bands (neglecting local fields, i.e., no off-
diagonal elements in the dielectric matrix), as shown in Fig.
2. Convergence for the dielectric matrix eG;G0 is reached at a
dimension of 181 181 reciprocal lattice vectors. Increasing
the dimension of eG;G0 up to 259 259 results in less than
1 meV change in the band gap energy. Numerical conver-
gence is also obtained with respect to all relevant GW param-
eters. Increasing the number of unoccupied states from 46 to
56 results in less than 1 meV change in the GW band gap
energy, and a similarly small change in the band gap is
observed upon increasing the plane wave cutoff energy to
120 Ry. Following the convergence study, a 12 12 12k-
point mesh is used to determine the quasi-particle band struc-
ture. In addition to the VCA cell, the DFTþGW calculations
are also applied to 16 atom SQS simulation cells. Compared
to the two-atom VCA study, a much larger number of unoc-
cupied states (868 in total) is required to achieve adequate
convergence for the 16 atom SQS structures. This is attrib-
uted to the larger number of occupied states in the 16-atom
case, which leads to a much larger number of bands entering
the summation required to evaluate the self-energy.22 As
expected, the primary effect of correcting DFT with the GW
approximation is an upwards shift of the energies of the
conduction-band states and a lowering of the energies for
valence-band states. DFTþGW has been successful in pro-
viding better estimates—compared to approximate DFT
methods—of the band-gap energies for a variety of group
IV, III–V, and II–VI semiconductors.24–26 It also offers the
advantage of being less computationally expensive than the
task of iterating uqp and R to self-consistency. This is
FIG. 1. Real and imaginary parts at the C-point component (G ¼ G0 ¼ 0) of
the inverse of the dynamic dielectric matrix obtained within the VCA model
of bulk In0.53Ga0.47As and plotted as a function of energy.
FIG. 2. Band structure calculated from GW-corrected Kohn-Sham states
using a 2-atom VCA model of In0.53Ga0.47As. The GW-corrected band gap
energy at C is 0.92 eV. The valence band maximum is taken as the zero of
energy.
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the approach chosen as a “benchmark” for the electronic
structure methods in this work in cases for which there are
no available experimental data.
In addition to the DFTþGW calculations on SQS-2 and
SQS-4 16 atom supercells, hybrid DFT calculations on these
structures were also performed using the Heyd-Scuseria-
Ernzerhof (HSE) functional.11 Hybrid functionals provide an
empirical means to “correct the band-gap problem” in Kohn-
Sham eigenvalues from approximate DFT by introducing the
exact Hartree-Fock exchange into the XC functional. Since
the Hartree-Fock method overestimates the energy band gap
for well-understood reasons,27 including a fraction a of the
exact exchange into the XC functional allows for a
“calibration” of electronic structure calculations against
the experimental values of the band gap. A typical value for
the exchange mixing parameter is a¼ 0.25. In this work, the
mixing parameter is varied between the values of 0.22 and
0.27 and compared to DFTþGW and experimental values
for the band gap energies.
III. RESULTS AND DISCUSSION
Before studying the satellite valleys in In0.53Ga0.47As,
we first compare the predicted band gap energies obtained
from the various theoretical methods considered. The zero-
Kelvin band-gap energy obtained experimentally is
Eg¼ 0.82 eV.5 As anticipated for approximate DFT methods,
a significant underestimation of the band gap energy occurs
for DFT/LDA in the VCA with Eg¼ 0.34 eV. The empirical
pseudopotential method within the VCA provides a much
improved estimate of the band gap energy at Eg¼ 0.73 eV
and the GW correction to the DFT/LDA calculation in the
VCA leads to Eg¼ 0.92 eV (Table I). Hence, the empirical
pseudopotential and GW methods under- and over-estimate
the zero Kelvin band gap energy by roughly 100 meV,
respectively. The overestimation of the band gap energy
with the DFTþGW approximation for the low temperature
band gap is consistent with previous GW studies across a
large set of semiconductor materials, with overestimation of
the band gaps on the order of a few tens of meV to 100 meV
being reported.26
Relative to the valence-band maximum, the positions of
the conduction band minima do not compare well between the
different calculations performed within the VCA. However, in
device design applications, the position of the energy minima
with respect to the Fermi level for a given gate voltage is the
key concern or, similarly, the energies may be expressed rela-
tive to the position of the conduction-band minimum when
considering an n-channel material. In Table I, we list the cal-
culated energetic position of the L- and X-valleys, relative to
the conduction-band minimum at the C-point. The three calcu-
lations performed with the VCA predict that the energy of the
L-valley minimum lies 0.72–0.76 eV above the conduction-
band minimum. This is reasonably a good agreement with the
experimental value, given the variety of approximations used.
There is a larger spread in the prediction of the position of the
valley at the X-point with values ranging between 1.04 and
1.25 eV. For both valleys, the predicted relative energies fol-
low the trend: E(empirical pseudo-potential) > E(DFT/LDA)
> E(DFT þ GW), with all three calculations showing qualita-
tive similarity in predicting that the L valley lies below the X-
valley by 0.32–0.49 eV. The EPM calculations obtained are in
agreement with previously published values reported for
In0.53Ga0.47As in the VCA.
28,29
Listed in Table II are the results of the DFTþGW and
hybrid DFT (DFT HSE) calculations on the 16 atom SQS
structures with stoichiometry In0.5Ga0.5As and using the larger
64 atom supercell with a randomly generated composition of
In0.53Ga0.47As. The calculations are performed using super-
cells with the consequence that the energy bands are folded in
k-space. In order to identify the L- and X-valleys from the
SQS and supercell calculations, the energy bands obtained are
“unfolded” with the BandUP program using the method
described in Ref. 30. In Fig. 3, the 64 atom unfolded DFT/
LDA band structure is shown. Once the L- and X- points of
the non-primitive cells are identified from the unfolded band
structure, the states at the k-points corresponding to these
TABLE I. The direct energy gap energy at C and the lowest lying conduc-
tion band energy minima or “valleys” located at the L- and X-symmetry
points for DFT/LDA, empirical pseudo-potential model (EPM), and DFT
þ GW calculations performed within the VCA. Energies in the first three
columns are given relative the valence band maximum at C, and energies in
the fourth and fifth column are given relative to the conduction band mini-
mum at C.
C L X DL DX Method
0.34 1.08 1.48 0.74 1.13 DFT/LDA
0.73 1.49 1.98 0.76 1.25 EPM
0.92 1.64 1.96 0.72 1.04 DFT þ GW
TABLE II. Tabulation of the conduction band valley energies and their rela-
tive energies for explicit alloy models SQS-2 and SQS-4 for 16 atom super-
cells and an explicit random alloy model for a 64 atom supercell. DFTþGW
labels perturbatively corrected DFT and DFT HSE includes hybrid exchange
with the a parameter specifying the amount of exact exchange mixed into
the XC functional.
C L X DL DX Method
0.84 1.91 2.04 1.07 1.20 DFT þ GW
SQS-2
0.92 2.03 2.21 1.08 1.29 DFT HSE
HSE SQS-2
a¼ 0.24
0.85 1.97 2.16 1.12 1.31 DFT HSE
SQS-2
a¼ 0.22
0.87 1.86 2.06 0.99 1.19 DFT þ GW
SQS-4
0.92 1.88 2.18 0.96 1.26 DFT HSE SQS-4
a¼ 0.23
0.88 1.85 2.15 0.97 1.27 DFT HSE SQS-4
a¼ 0.22
0.82 1.83 1.99 1.01 1.15 DFT HSE
64 atom
Random alloy a¼ 0.24
0.92 1.91 2.05 0.99 1.13 DFT HSE
64 atom
Random alloy a¼ 0.27
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valleys are then selected for the calculations involving the
GW-correction and the HSE functional, thus yielding accurate
estimates for the valleys within the SQS and random alloy
models. Compared to the VCA-based calculations, the intro-
duction of explicit alloying on the cation sublattice reduces
the DFTþGW band gap by 60 meV and 50 meV for the SQS-
2 and SQS-4 simulation cells, respectively. This results in a
better estimate of the band gap energy compared to the experi-
mental value. The hybrid HSE functional has an empirical
element since the mixing parameter may be chosen in order to
adjust the calculated band-gap energy. For the SQS-2 struc-
ture, we have found that a value of the mixing parameter
a¼ 0.24 leads to a band gap equal to that obtained from the
DFTþGW within the VCA, whereas a value of a¼ 0.22
leads to a band gap similar to the DFTþGW calculation on
the SQS-2 simulation cell. Similarly for the SQS-4 structure,
a value of a¼ 0.23 leads to the same band gap energy as for
the DFTþGW correction within the VCA, whereas a value of
a¼ 0.22 leads to a similar band gap energy as the DFTþGW
calculation on the SQS-4 simulation cell.
The most notable feature of the explicit alloy models is
that they result in a larger energy for the L-valley minimum
relative to the conduction-band minimum at C, when com-
pared against the VCA calculations. The difference E(L)
 E(C) is found to lie within the range of 0.96 eV to 1.12 eV
and a significant splitting of the energy levels at the L-point
is seen from the explicit alloy models. In the explicit alloy
models, the splitting of the L-point energies is found to be
0.25 eV, whereas the X-point splitting is significantly
smaller, being less than 10 meV. There is effectively no split-
ting found for the conduction band minimum at C. Clearly,
the VCA models cannot capture these explicit alloying
effects.
On average, the energy of the L-valley relative to the
conduction band edge increases to 1.02 eV for the explicit
alloy models, greater than the 0.74 eV average value
obtained from the VCA calculations. There is a similar but
less pronounced increase of the position of the X-valley with
an energy predicted to lie in the range between 1.13 eV and
1.31 eV, with an average of 1.23 eV. This represents a
90 meV increase over the average VCA-value of 1.14 eV for
the X-valley. Hence, the explicit alloy models lead to larger
energies for both the X- and L-satellite valleys compared to
the VCA calculations. The difference in energy between the
X- and L-satellite valleys is smaller from the explicit alloy
calculations than predicted by the VCA. Calculations were
also performed with 64 atom cells using hybrid DFT calcula-
tions, and similar effects are obtained. The relative energies
for the satellite valleys were predicted to lie within a narrow
energy range for each alloy model for values from a¼ 0.22
to 0.27 for mixing exact exchange into the XC functional.
However, the position of the X-valley reduces as the explicit
alloying is included through the use of the supercell models.
Overall, the relative positions of the satellite valleys are pre-
dicted with a good consistency across the set of theoretical
methods applied to the explicit alloy models.
IV. CONCLUSIONS
To summarize, the predicted values of the band-gap
energy within the VCA models lie at the higher range of
what is expected given the slight overestimation of semicon-
ductor band gaps obtained from DFTþGW methods.26
However, including explicit alloying to the models reduces
the error of the DFTþGW predictions to within 20 to
50 meV of experimental band gaps. Applying the DFTþGW
approach to the explicit alloy models results in a significantly
larger energy of the L-valley relative to the conduction-band
minimum as compared to the VCA calculations.31 For the
X-valley minima, these effects are qualitatively similar, but
are less pronounced.
All theoretical methods we have used predict the L-val-
ley minima to be lower in energy than the X-valley minima.
Combining explicit alloy models with theoretical methods
that provide accurate predictions for band-gap energies lead
to the conclusion that the L-valley minima lie approximately
1 eV above the conduction-band minimum. The X-valley
minima lie about 200 meV above the L-valley minima. This
energy difference between the two satellite valleys is approx-
imately one half of what is predicted by the VCA. The
DFTþGW calculations based on the explicit alloy models
estimate the band-gap energies very consistently and in satis-
factory agreement with the best known experimental values.
This consistency suggests a level of confidence in the calcu-
lations of better than 100 meV.
The fact that the energy of the L-valley minimum is
predicted to lie higher in energy than previously reported
bears strong implications on the design of transistors with an
In0.53Ga0.47As channel. Lower satellite valley energies imply
a larger occupation of the higher-DoS satellite valleys at
lower gate voltages. However, if the satellite valleys lie
higher in energy, their occupation will become significant
only at higher gate voltages. Hence, higher gate voltages are
required to exploit the additional current drive associated to
the larger electron occupations of the lowest-lying satellite
valleys. Understanding and predicting accurately the energy
of the satellite valleys—measured from the conduction-band
minimum—is required for a correct interpretation of capaci-
tance voltage measurements of high-j/InxGa1xAs MOS
structures32 and for designing high-performance transistors.1
FIG. 3. Unfolded bandstructure of the 64 atom In0.53Ga0.47As supercell cal-
culated using DFT within LDA. Note the distortions along the valence and
conduction band edges, particularly at the L point. These band splittings are
a result of disorder introduced by alloying.
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Note added in proof: Following submission of this manu-
script, we became aware of Ref. 33 which applies density func-
tional theory within the framework of the local density
approximation and with hybrid functionals to study band bow-
ing in InxGa1xAs for varying stoichiometry and strain. They
find satellite valley energies of EL0.8 eV and EX1.4 eV that
comparable or slightly larger than our results for x¼ 0.53 and
without strain.
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