Abstract. The number field sieve is asymptotically the fastest known integer factorisation algorithm. The algorithm begins with the selection of a pair of low-degree integer polynomials. The coefficient size of the chosen polynomials then plays a key role in determining the running time of the algorithm. Nonlinear polynomial selection algorithms approach the problem of constructing polynomials with small coefficients by employing a reduction to the wellstudied problem of finding short vectors in lattices. The reduction rests upon the construction of modular geometric progressions with small terms. In this paper, tools are developed to aid in the analysis of nonlinear algorithms. Precise criteria for the selection of geometric progressions are given. Existing nonlinear algorithms are extended and analysed.
Introduction
To factor an integer N , the number field sieve (NFS) [14] begins with the selection of low-degree coprime irreducible polynomials f 1 , f 2 ∈ Z[x] with a common root modulo N . If F i ∈ Z[x, y] denotes the homogenisation of f i , for i = 1, 2, then the time taken to factor N depends on the supply of coprime integer pairs (a, b) for which F 1 (a, b) and F 2 (a, b) are smooth. Pairs with this property, called relations, are identified by sieving. The polynomials selection problem is concerned with determining a choice of polynomials that minimises the time taken by the sieve stage of the algorithm.
The size of the values taken by the polynomials F 1 and F 2 is a key factor in determining the supply of relations (see [23, 24] ). Polynomial selection algorithms address this factor by seeking to generate polynomials with small coefficients. The efforts of research into this problem have been divided between two different approaches: so-called linear and nonlinear algorithms. Linear algorithms were introduced during the development of the number field sieve [3] and subsequently improved by Montgomery and Murphy [24] , and Kleinjung [11, 10] . They have been used in a string of record setting factorisations, culminating in the factorisation of a 768-bit RSA modulus [12] i and a linear polynomial f 2 = px − m with common root mp −1 modulo N . Polynomials produced by linear algorithms experience an imbalance in the size of the values F 1 (a, b) and F 2 (a, b): for most pairs (a, b) ∈ Z 2 , the nonlinear polynomial produces values that are larger and thus less likely to be smooth. Nonlinear algorithms address this problem by producing pairs of nonlinear polynomials with equal or almost equal degrees. Current methods for nonlinear polynomial selection rely on the construction of geometric progressions with small terms modulo N and techniques from the algorithmic geometry of numbers. The first example of a nonlinear algorithm, Montgomery's two quadratics algorithm (reported in [8, Section 5] ), produces pairs of quadratic polynomials with provably optimal coefficient size. However, quadratic polynomial pairs are only competitive for the factorisation of integers containing at most 110-120 digits (see [24, Section 2.3.1] ). Montgomery [21, 20] outlined a generalisation of the quadratic algorithm to arbitrary degrees. Constructing geometric progressions that meet the requirements of Montgomery's generalisation remains a largely open problem.
Recent developments in geometric progression construction and relaxations of the requirements of Montgomery's approach have lead to a string of new nonlinear algorithms. This line of research begins with Williams' [34] algorithms for producing quadratic and cubic polynomial pairs. Refinements to Williams' algorithms and extensions to arbitrary degree were given by Prest and Zimmermann [30] . Finally, Koo, Jo and Kwon [13] extended methods for constructing geometric progressions.
In this paper, tools from the geometry of numbers are developed to aid in the analysis of nonlinear algorithms. The tools allow precise criteria for selecting geometric progressions to be given. A family of geometric progressions modulo N containing those used in existing algorithms is characterised. The characterisation enables minor extensions to existing nonlinear algorithms to be made. Parameter selection for the new algorithms is considered. Due to the work of Brent, Montgomery and Murphy [22, 23, 24] , it is understood that an abundance of roots modulo small primes can significantly increase the yield of a number field sieve polynomial. This factor, called the root properties of a polynomial, is considered where possible.
The remainder of the paper is organised as follows. In the next section, notation is establish and relevant background material provided. Particular attention is given to the methods used to measure coefficient size throughout this paper. These methods differ from the existing literature on nonlinear polynomial selection. Their motivation is therefore discussed in detail. In Section 3, nonlinear polynomial selection is reviewed. Section 4 and 5 contain new nonlinear generation algorithms.
Preliminaries
This section introduces notation, definitions, and preliminary results required for subsequent sections.
2.1. Skewed coefficient norms and the resultant bound. In this section, the coefficient norms used throughout this paper to measure coefficient size are introduced. Then a lower bound on the coefficient size of polynomial pairs with a common root modulo N is derived. Throughout, it is assume that a sieve is used to identify all relations contained in a region A of the form
The actual form of the region depends on the method of sieving. Furthermore, it is known that a rectangular sieve region is not optimal in general [32] . The area 2AB of A is approximately determined by the size of the input N . Therefore, it will be assumed that the quantity D = √ AB is fixed. Then the region A is determined by the parameter s = A/B called the skew of the region: A = D √ s and B = D/ √ s.
2.1.1. Skewed coefficient norms. Given two polynomials f 1 and f 2 , the size of the values taken by the respective homogenisations F 1 and F 2 over the sieve region A can be roughly quantified by the integral
Using Hölder's inequality to bound this integral suggests that the size properties of a degree d polynomial f can be quantified by the integral
dxdy.
Montgomery and Murphy consider a similar quantity in their linear algorithm [24, Procedure 5.1.6]. The integrand on the right motivates the following choice of norm:
For a given skew s > 0, the skewed 2-norm of f is defined to be
The case s = 1 corresponds to the 2-norm of f , simply denoted f 2 .
An ∞-norm analogue of the skewed 2-norm, called the sup-norm, appears in [11] . A skew of a polynomial f is any value s > 0 for which f 2,s is minimal.
2.1.2. The resultant bound. For nonzero coprime polynomials f 1 , f 2 ∈ Z[x] with a common root modulo N , the resultant bound provides a lower bound on the 2-norms of f 1 and f 2 :
The 2-norm may greatly over estimate the coefficient size of polynomials with large skew. To provide tighter bounds, a generalisation of inequality (2.1) is now derived for the skewed 2-norm. To begin, the definition and some properties of the resultant of two polynomials must first be introduced. Let f = m i=0 a i x i and g = n i=0 b i x i be non-constant polynomials with complex coefficients and a m , b n = 0. The Sylvester matrix of f and g, denoted Syl(f, g), is the (m + n) × (m + n) matrix
where there are n rows containing the a i , m rows containing the b i , and all empty entries are 0. The resultant of f and g, denoted Res(f, g), is equal to the determinant of the Sylvester matrix Syl(f, g). For the purpose of generalising the resultant bound, the following well-known properties of resultants are required:
• If α 1 , . . . , α m ∈ C are the roots of f and β 1 , . . . , β n ∈ C the roots of g, then
• If f, g ∈ Z[x], then Res(f, g) belongs to the ideal f, g ∩ Z. Proofs of these two properties can be found in [7, Section 1.3.2] . The two properties imply that coprime non-constant polynomials f 1 , f 2 ∈ Z[x] with a common root modulo N must satisfy N ≤ |Res(f 1 , f 2 )|. The resultant bound (2.1) is then obtained by applying Hadamard's inequality (see [31, Section 1.3] ) to bound the absolute value of det Syl(f 1 , f 2 ). The following lemma generalises the upper bound obtained from Hadamard's inequality. 
Proof. Let α 1 , . . . , α m be the roots of f and β 1 , . . . , β n the roots of g. For s > 0,
where the inequality is obtained by applying Hadamard's inequality.
be non-constant coprime polynomials with a common root modulo N . Then
The complexity of the number field sieve is largely determined by the size of N and the degree sum deg f 1 +deg f 2 of the polynomials used [3, Section 11] . For values of N within the current range of interest, the optimal choice of degree sum remains small (see [24, Section 3 .1] for a relevant discussion). For example, the factorisation of a 768-bit RSA modulus by Kleinjung et al. [12] and the special number field sieve [15] factorisation of 2 1039 − 1 by Aoki et al. [2] both used polynomial pairs with a degree sum of 7. Corollary 2.3 shows that the restriction to small degree sum implies that a pair of number field sieve polynomials will necessarily have large coefficients. For large N without special form, the problem of determining polynomials that meet the lower bound in Corollary 2.3 remains open.
2.1.3.
A note on measuring coefficient size. The resultant of two coprime polynomials f 1 , f 2 ∈ Z[x] is a homogeneous polynomial of degree deg f 1 + deg f 2 in their coefficients. As a result, some authors consider a pair of number field sieve polynomials f 1 , f 2 ∈ Z[x] to have optimal coefficient size whenever Res(f 1 , f 2 ) = ±N . However, the resultant only provides a lower bound on the coefficient size. Therefore, on its own, the resultant of two polynomials does not serve as an accurate measure of coefficient size. This is demonstrated by the following lemma which proves the existence of integer polynomial pairs with arbitrary large coefficients and resultant equal to ±N . 
where the coefficients a 0 , .
Define polynomials
where c 1 , c 2 ∈ Z, c 2 = 0, are chosen sufficiently large to ensure f i 2,s ≥ X, for i = 1, 2. Then f 1 and f 2 are degree d integer polynomials with f 1 (m) = N . Finally, by subtracting c 2 times row i of Syl(
Throughout this paper, the coefficient size of a pair of number field sieve polynomials f 1 and f 2 will be measured by their product of coefficient norms f 1 2,s · f 2 2,s . In the case that both polynomials are of degree d, Corollary 2.3 implies that the product is bounded below by N 1/d . The choice is further motivated by the observation that the polynomial values
Thus a choice of number field sieve polynomials with f 1 2,s · f 2 2,s small should yield more relations compared to another pair with equal degree sum and a larger product of coefficient norms.
Lattices in R
n . Throughout this paper, results and algorithms from the geometry of numbers are extensively used. Here necessary background on lattices and lattice algorithms is reviewed. The reader is referred to [5, 18, 17, 28] for further background on the concepts discuss in this section.
A lattice in R n is a subgroup Λ of R n with the following property: there exists
. . , b k are said to form a basis for Λ, denoted throughout by a k-tuple B = (b 1 , . . . , b k ); and k is called the dimension or rank of Λ. When written with respect to the canonical orthonormal basis of R n , if
is called a basis matrix for Λ. The Gram matrix of B is the k × k symmetric matrix BB t . Let B 1 and B 2 be bases for Λ with respective basis matrices B 1 and B 2 . Then there exists a matrix U ∈ GL k (Z) such that U B 1 = B 2 . Thus the Gram matrix of B 2 is Q 2 = U Q 1 U t , where Q 1 is the Gram matrix of B 1 . Therefore, the determinant of the Gram matrix is independent of the choice of basis. The determinant of Λ is defined to be det Λ = √ det Q, where Q is the Gram matrix of one of its bases.
The sublattices of a lattice are its subgroups. A sublattice Λ ′ of a lattice Λ is called full-rank whenever dim Λ ′ = dim Λ. This occurs if and only if [Λ : Λ ′ ] is finite. In this case, the determinant of Λ ′ is related to the determinant of Λ by det
For any basis B of Λ, the dual basis B × for span(Λ) is a basis for Λ × . A lattice with Λ × = Λ is called unimodular. The lattice Z n is unimodular. Let . 2 be the norm on R n induced by , . For a k-dimensional lattice Λ and all 1 ≤ i ≤ k, the ith minimum λ i (Λ) of Λ is defined to be the minimum of max 1≤j≤i v j 2 over all linearly independent lattice vectors v 1 , . . . , v i ∈ Λ. Minkowski's second theorem (see [28, Theorem 5 p. 35] ) provides an upper bound on the geometric mean of consecutive minima: if Λ is a k-dimensional lattice and t an integer satisfying 1
where γ k ≤ 1 + k/4 denotes Hermite's constant (see [28, p. 33] ). Algorithms for lattice reduction aim to produce bases consisting of short vectors. The most widely used reduction algorithm, due to Lenstra, Lenstra and Lovás [16] , is the LLL algorithm. Given a basis for a lattice Λ ⊆ Z n , the LLL algorithm produces an LLL-reduced basis for Λ in polynomial time. (
, for 1 ≤ i < k. For simplicity, it is assumed throughout this paper that LLL-reduced means LLLreduced with factor δ = 3/4. Accordingly, the following properties of LLL-reduced bases hold:
Proofs of the first two properties occur in [16] . The third property is due to May [19, Theorem 4] .
Given a basis (b 1 , . . . , b k ) of a k-dimensional lattice Λ ⊆ Z n , with max i b i 2 ≤ M , the LLL algorithm returns an LLL-reduced basis in time O(k 5 n log 3 M ) with arithmetic operations performed on integers of bit-length O(k log M ). For instances where log M is large, it is preferable to use a floating point variant of the LLL algorithm such as the L 2 algorithm [27, 26] . The L 2 algorithm returns an LLLreduced basis in time O(k 4 n(k +log M ) log M ) and requires a precision of (log 2 3)·k bits thus giving an improved overall complexity and requiring precision independent of log M .
Nonlinear polynomial selection
Nonlinear polynomial generation algorithms are based on the observation that polynomials with bounded degree and a prescribed root modulo N can be characterised by orthogonality conditions on their coefficient vectors modulo N . As a trivial example, an integer polynomial f = The role of N in the definition of the sublattices is therefore made implicit, resulting in determinants that depend on the terms of the GP and not on N itself. Roughly speaking, a GP with terms that are small when compared to N is then expected to lead to a sublattice of L m,d with small determinant. More generally, lattices contained in the Q-vector space orthogonal to multiple linearly independent geometric progressions are considered. There are two main problems that immediately arise from this approach: firstly, establishing a relationship between the size of terms in the geometric progressions and the determinant of the resulting lattices; and secondly, constructing geometric progressions with small terms. In the next section, tools are developed to address the first problem. There the object of study is the orthogonal lattice. A detailed description of nonlinear algorithms is given in Section 3.2. Based on the results of Section 3.1, criteria for the selection of geometric progressions are also given. In Section 3.3, existing solutions to the second problem are reviewed.
Throughout this paper, big-O estimates may have implied constants depending on the degree parameter d.
3.1.
The orthogonal lattice. Let Λ be a lattice in Z n and denote by E Λ the unique Q-vector subspace of Q n that is generated by any of its bases. The dimension of E Λ over Q is equal to the dimension of Λ. Let E ⊥ Λ be the orthogonal complement of E Λ with respect to , . The orthogonal lattice of Λ is defined to be
, which shall be denoted throughout by Λ. Clearly, Λ contains Λ as a sublattice, thus dim Λ = dim Λ. Proposition 1.3.4 in [18] implies that dim
Nguyen and Stern [25, Theorem 1] showed that the determinants of Λ and Λ ⊥ are related as follows:
Therefore, det Λ ⊥ ≤ det Λ with equality if and only if Λ = Λ. A lattice Λ ⊆ Z n for which equality holds is called primitive. Let B be a basis matrix for a k-dimensional lattice Λ ⊆ Z n . Then Λ is primitive if and only if the greatest common divisor of all k × k minors of B is 1 (see [31, Corollary 4 .1c]). The following lemma determines the index Λ : Λ in general.
Lemma 3.1. Let Λ ⊆ Z n be a k-dimensional lattice and B one of its basis matrices. Let Ω denote the greatest common divisor of all k × k minors of B. Then Λ : Λ = Ω.
Proof. Let B denote a basis matrix for Λ. The lattice Λ is a full-rank sublattice of Λ, thus there exists a k × k integer matrix U with | det U | = Λ : Λ such that B = U · B. Hence, the lemma will follow by showing that Ω = | det U |.
For indices 1 ≤ i 1 < . . . < i k ≤ n, let B i1,...,i k (resp. B i1,...,i k ) denote the k × k submatrix of B (resp. B) formed by columns i 1 , . . . , i k . Then B i1,...,i k = U ·B i1,...,i k , for all 1 ≤ i 1 < . . . < i k ≤ n. Therefore, Ω = | det U | · Ω, where Ω is the greatest common divisor of all k × k minors of B. However, Ω = 1 as the lattice Λ is primitive. 
Therefore, by applying [18, Corollary 1.3.5] with E = R n and F equal to the subspace of R n generated by  (b 1 , . . . , b k ) S −t , it follows that
Given a basis for a lattice Λ ⊆ Z n and a diagonal matrix S ∈ GL n (R), the following theorem provides a method for computing the determinant of Λ
where Ω is the greatest common divisor of all k × k minors of B.
Proof. The index of Λ in Λ is invariant under scaling by the matrix S 
The matrix P = BS −1 forms a basis matrix for Λ S −1 . For all indices 1 ≤ i 1 < . . . < i k ≤ n, let P i1,...,i k denote the k × k submatrix of P formed by columns i 1 , . . . , i k . Using the Cauchy-Binet formula (see [1, p. 86] ) to compute det P P t , shows that
The theorem then follows from the fact that P i1,... ) and the latter algorithm on the MLLL algorithm of Pohst [29] . In practice, the MLLL based algorithm is preferable since it is more likely to avoid large integer arithmetic (see Let (x 1 , . . . , x n ) be the LLL-reduced basis for ∆ computed in Step 3 of the algorithm. Then
Thus X = (π ↓ (x 1 ), . . . , π ↓ (x n−k )) forms a basis for a sublattice of Λ ⊥ S . If X is not a basis of Λ ⊥ S ⊆ π ↓ (∆), then there exist integers z n−k+1 , . . . , z n , not all zero, such that the last k consecutive entries of the vector n j=n−k+1 z j x j are zero. That is, Λ ⊥ S contains n − k + 1 linearly independent vectors
which is absurd. Hence, X forms a basis for Λ ⊥ S . It remains to show that X is LLL-reduced. From the definition of an LLL-reduced basis, it follows that (x 1 , . . . , x n−k ) inherits the property of being LLL-reduced from (x 1 , . . . , x n ). If (x * 1 , . . . , x * n−k ) is the Gram-Schmidt orthogonalisation of (x 1 , . . . , x n−k ), then the last k consecutive entries of x * i must be 0, for 1 ≤ i ≤ n−k. Therefore,
and
Hence, the Gram-Schmidt orthogonalisation of X is equal to (π ↓ (x As noted by Nguyen and Stern, the bounds on LLL-reduced bases (Theorem 2.6) are "quite pessimistic." Therefore, the lower bound on X occuring in Algorithm 3.4 can be reduced in practice. By using the L 2 algorithm in Step 3, Algorithm 3.4 takes time O(n 4 (n + k)(n + log M ) log M ), where M is an upper bound on the row vector norms of the matrix D from Step 2.
Nonlinear polynomial generation in detail.
To address the problem of constructing lattices with small determinants, the use of small geometric progressions modulo N was briefly introduced in Section 3. To make matters more concrete, the ideas introduced there are now discussed in detail.
Nonlinear algorithms search for polynomials with coefficient vectors contained in the lattice orthogonal to linearly independent geometric progressions with ratio m modulo N :
Let L denote the k-dimensional lattice with basis (c 1 , . . . , c k ). Geometric progressions that are also a rational GP must be avoided. Otherwise, any nonlinear polynomial with coefficient vector in L ⊥ will be reducible. In general, 
Therefore, if the vectors b 1 and b 2 correspond to degree d polynomials
with nonzero resultant, then Corollary 2.3 and Theorem 2.6 imply that
Consequently, when aiming to produce two polynomials of equal degree 
Then a more illustrative relationship between the size of det L ⊥ S and the size of the geometric progressions is given by the following theorem. 
divides each k × k minor of the basis matrix (c i,j ) for L. Hence, Lemma 3.1 and
The proof is completed by using Hadamard's inequality (see [31, Section 1.3] ) to bound det L S −1 . Theorem 3.6 provides a simple criterion for selecting geometric progressions: for a given skew s > 0, the best geometric progressions c 1 , . . . , c k are precisely those for which c i 2,s −1 are small.
The construction of small geometric progressions is, by a large margin, the most difficult part of nonlinear polynomial generation. One approach to this problem, introduced by Montgomery [21, 20] 
To generate two degree d polynomials with optimal size, Theorem 3.6 and (3.1) suggests that the initial geometric progression c should satisfy
.
For fixed d, the exponent of N in (3.2) is a strictly increasing function of l. Therefore, the weakest size requirements on c occur for l = 2d − 1 (corresponding to Montgomery's algorithm). For this case, the orthogonal lattice is 2-dimensional, thus two linearly independent vectors of shortest length can be computed in polynomial time by using Lagrange's algorithm (often called Gauss' algorithm, see [28] and references therein). For large N , the problem of efficiently constructing geometric progressions satisfying (3.
2) remains open for all parameters (d, l) / ∈ {(2, 3), (3, 5)}. Koo, Jo and Kwon observed that at least one degree d polynomial can be obtained for all l/2 ≤ d < l. Therefore, distinct degree polynomial pairs can be obtained by varying the parameter d. This approach allows for nonlinear algorithms to be applied to N of any size. √ N ) guarantees that (3.2) holds. As a result, Montgomery's algorithm is capable of producing polynomials with optimal coefficient size. However, the restriction to quadratic polynomials means that the algorithm is not suitable for N containing more than 110-120 digits [24, Section 2.3.1]. Examples of polynomials generated using Montgomery's two quadratics algorithm can be found in [8, Section 10]. [30] . For comparison between the algorithms of this section, the following example is considered throughout. 
The product of coefficient norms f 1 2 · f 2 2 is approximately N 0.445 . The product f 1 2,s · f 2 2,s is minimised for s opt ≈ 1.763 with f 1 2,sopt · f 2 2,sopt ≈ N 0.443 .
Applying Prest and Zimmermann's algorithm with m = N 1/3 and s = 10 8 , the following pair of cubic polynomials is obtained:
The product of coefficient norms g 1 2,10 8 · g 2 2,10 8 is approximately N 0.422 . The product g 1 2,s · g 2 2,s is minimised for s opt ≈ 45278023 with g 1 2,sopt · g 2 2,sopt ≈ N 0.419 . Consequently, the polynomials g 1 and g 2 have an optimised product of coefficient norms that is approximately 147 times smaller than that of f 1 and f 2 . The Koo-Jo-Kwon and Prest-Zimmermann algorithms each produce polynomials which satisfy the same theoretical bounds on coefficient norms (see Section 4.1). However, for any given N , the additional parameters p and k allow for a wealth of new geometric progressions to be constructed. As a result, polynomials with significantly smaller coefficients may be found in practice. 
+ 79893857071973416869543365671,
− 314917248946851224111717562717. 
with ratio mp −1 modulo N . Koo, Jo and Kwon do not analyse their algorithm for skews s = 1. This analysis is undertaken in Section 5, where it is shown that the algorithm improves upon previous algorithms for d ≥ 3 with polynomials of optimal size produced when d = 3. However, this improvement is offset in part by the additional complexity of determining suitable parameters m, p and k. ( 
In Section 1, it was noted that root properties play a key role in determining the yield of number field sieve polynomials. Polynomial roots are divided into two classes: projective and non-projective (see [24, Section 3 .2] for a definition). When a = 1, Koo, Jo and Kwon [13, Remark 5] noted that choosing k to contain a product of small primes improves the non-projective root properties of f 1 and f 2 . More generally, (4.2) shows that selecting a and k to contain small prime factors can be used to aid both projective and non-projective root properties. However, the parameters a and k should be chosen small as a/ gcd(a, k) divides a i,d , for i = 1, 2; and kN/ gcd(a, k) divides Res(f 1 , f 2 ). For k = 1, the parameter spaces of Algorithm 4.3 and Kleinjung's algorithm [11] coincide. The methods discussed by Kleinjung for efficiently generating parameters can be carried over to this setting and are readily extended to include k = 1. The reader is also referred to [13, Section 4.1] for a discussion of parameter selection when a = 1. Therefore, the problem of generating parameters will not be discussed here. Instead, it is shown that under an appropriate choice of parameters, Algorithm 4.3 can be used to obtain degree d polynomials f 1 , f 2 ∈ Z[x] with To minimise the determinant of L ⊥ S , it follows that the skew parameter s should be chosen as large as possible and m ≈m. However, the size of s is limited by the requirement that two degree d polynomials are found.
For a nonzero polynomial f with coefficient vector x ∈ L ⊥ and degree less than d, (4.2) implies that f (mp −1 ) = 0. Thus f must contain a monomial with nonzero coefficient divisible by m. Accordingly, the coefficient vector x satisfies Remark 4.5. The above arguments show that a degree d polynomial f j1,j2,j3 (x) = j 1 · f 1 (x) + j 2 · f 2 (x) + j 3 · (px − m), j 1 , j 2 , j 3 ∈ Z, will satisfy f j1,j2,j3 2,s = O(s −d/2 m) whenever j i = O(1), for i = 1, 2, 3. Therefore, it is possible to obtain multiple pairs of degree d polynomials that satisfy (4.3). Moreover, a sieve-like procedure such as that described in [24, Procedure 5.1.6] may be used to identify f j1,j2,j3 with good root properties.
The Koo-Jo-Kwon length d + 2 construction revisited
By utilising their length d + 2 GP construction, Koo, Jo and Kwon obtained an algorithm for producing nonlinear polynomials of degree at most d such that the coefficient of x d−1 in each polynomial is equal to zero [13, Corollary 4] . Number field sieve polynomials with second highest coefficient equal to zero had previously been considered for linear algorithms by Kleinjung [10] . There the motivation was to produce polynomials with large skew in order to leverage practical advantages. In this section, it is shown that larger skews, when compared to those in Section 4.1, are able to be used in the Koo-Jo-Kwon algorithm. As a result, nonlinear f =
