This paper addresses a scheduling problem involving a continuously-divisible and cumulative resource with limited capacity. During its processing, each task requests a part of this resource, which lies between a minimum and a maximum requirement. A task is finished when a certain amount of energy is received by it within its time window. 
Introduction
Most of the scheduling problems dealing with resource constraints assume a fixed 20 duration and do not allow the resource usage to vary over time. However, several extensions of existing problems, such as the resource-constrained project scheduling problem or the cumulative scheduling problem, have been developed to tackle at least one of these issues. Among them, there are the multi-mode resource-constrained project scheduling problem [18] in which task duration and consumption depend on their execu-25 tion mode. Another example of such extension is the project scheduling problem with variable-intensity activities [9] where the resource used by an activity can change during its execution and the duration of the activity depends on this consumption. The same idea is developed in [6] with the problem of scheduling activities using a work-content resource, in [4] in the context of malleable task scheduling and in [10] where a schedul-30 ing problem with flexible resource profiles and continuous time is considered. In this paper, we study a problem called the continuous energy-constrained scheduling problem (CECSP), a generalization of the cumulative scheduling problem that no longer assumes fixed duration and resource requirement. The principal difference between the CECSP and the previously cited problem are discussed after the problem description.
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In the CECSP, we are given as input a set of non-preemptive tasks A = {1, . . . , n} and a continuously-divisible cumulative resource of capacity B. For each task i, a release date r i and a deadline d i define an interval in which the task must be executed. At each time t during its execution, each task requests a quantity of resource b i (t) that has to be determined. This resource usage has to lie between a minimum requirement, b The particularity of the CECSP is that a task no longer has a fixed duration but instead an energy requirement W i needs to be fulfilled before the task deadline. This energy is computed from the task resource usage, using an efficiency function f i 1 . We assume these functions to be increasing and pseudo-linear. An efficiency function f i can be defined as follows: ].
Therefore, to solve the CECSP, we have to find, for each task i ∈ A, its start time st i , its end time et i and its resource allocation function b i (t), ∀t ∈ T = [min i∈A r i , max i∈A d i ].
These quantities have to satisfy the following constraints:
1 Some authors call this function the power processing rate function [3, 8, 18] . 
The objective we are interested in is the minimization of the total resource consumption which can be expressed as:
In [14] , the authors show that the problem of finding a feasible solution is NP-complete.
Example 1 ([12]
). Consider an instance with n = 3 and B = 5. The other data are displayed in Table 1a , and a feasible solution is depicted in Fig. 1b . This solution is feasible since each task lies in its time window, all the constraints of maximum and minimum requirements are satisfied and the total resource usage at each 3 time does not exceed the availability of the resource. Furthermore, the required energy is received by each task. For example, the energy received by Task 1 is (2 * 5 + 1) + (2 * 5 + 1) + (2 * 1 + 1) + (2 * 1 + 1) = 11 + 11 + 3 + 3 = 28, while its total resource consumption 50 is equal to 12.
The CECSP comes from an industrial problem occurring in the context of energyconsuming production scheduling problem. In [1] , a foundry application is presented where a metal is melted in induction furnaces. The electrical power of the furnaces, which can be adjusted at any time to avoid exceeding a maximum prescribed power 55 limit, can be seen as a continuous function of time to be determined. However, the function must lie within a limit; thus, a minimum and a maximum power level must be satisfied for the melting operation. Additionally, the melting operation can be stopped once the necessary energy has been received, depending of the selected power function, so the duration of this operation is not known in advance. Moreover, if we increase the 60 power of an electrical furnace to accelerate melting operations, the energy received by the operation is not identical to the electrical energy consumed but is linked to it via a function. Efficiency functions should then be considered for the furnaces. However, the paper did not consider them. The goal is to minimize the total electricity consumption.
Still without considering efficiency functions but in a continuous time setting, Artigues and Lopez [2] propose a constraint satisfiability test based on the energetic reasoning.
Recently, Nattaf et al. [12] propose mixed integer linear programs, a constraint propagation algorithm and a hybrid branch-and-bound method to solve the problem with linear efficiency functions and considering continuous time. These methods rely on a theorem show that once the sequence of sets of tasks to be scheduled in parallel is determined, the continuous resource allocation can be accomplished by a convex non-linear optimization problem. In the literature on parallel processor scheduling, the malleable task model also considers the possibility of changing the number of processors assigned to a task over time, with non-linear processing rate functions but these problems are generally 95 preemptive [4] . A related work has also been carried out by Kis [9] for a discretized time problem with variable intensity tasks, who established polyhedral results and proposed a branch-and-cut procedure. Besides time discretization, the problem does not involve efficiency functions.
To complete the presentation of the relevant literature on the subject, the project 100 scheduling problem with work-content constraint is also of interest. The problem considered in [6] involves among other constraints a minimum amount and a maximum amount of resource usage once the task is started. The resource requirement takes discrete values and the model does not involve efficiency functions. There is a single work-content resource and other resources (called dependent resources in [11] ) such that the resource 105 requirement of a task on any dependent resource at a given time is a non-decreasing function of the resource requirement on the work-content resource. Naber and Kolisch [11] present several discrete time MILP models for such problems, considering linear "dependency" functions. A continuous-time formulation based on events is proposed in [10] .
The formulation involves events corresponding to task start times, end times and resource 110 5 usage changes. In the following section, we present some properties of this problem that show among others that the "change" event is not necessary in our case.
This paper focuses on the on/off model from [12] , providing several valid inequalities, which are used to improve the performance of the model in Section 2. Furthermore, a special set of inequalities is described in Section 3. These inequalities are used to give a 115 minimal description of the polytope of all feasible assignments to the on/off variable z ie for a single activity. This section also describes a special separation algorithm for these inequalities. Finally, computational results are presented in Section 4.
On/Off MILP formulation and valid inequalities
In the on/off formulation of [12] , an event corresponds either to a task start or a 120 task end time. These events are represented by a set of continuous variables t e , which provides the occurence time of event e. The index set of these events is represented by to define z ie , ∀i ∈ A, ∀e ∈ E \ {2n} and set z i,2n to 0, ∀i ∈ A (cf. constraints (22)).
However, for ease of notation, we consider variables z ie , ∀i ∈ A, ∀e ∈ E. In addition, two continuous variables b ie and w ie are also defined. These variables stand for the quantity of resource used by task i and for the energy received by i between events t e and t e+1 , respectively.
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Although the model described below is very similar to the one of [12] , several small differences exist. Those differences are the strengthening of constraints (13), (14) and (16) and the addition of constraints (22).
with s The objective of minimizing the total resource consumption is described by (6). Constraint (7) arbitrarily orders the events. Inequalities (8)-(11) model the time window constraints. Constraint (12) stipulates that each task has to be scheduled once while constraints (13) and (14) make sure a task is not preempted during its execution. Fi- (21) represent resource conversion and energy requirement constraints.
In the remainder of this section, we discuss various ways to strengthen the above formulation.
Maximum interval between two events
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Here, we describe the first set of inequalities we derive for the CECSP. In the following, we suppose an event corresponds to one and only one task start/end time. Such solution always exists since there is 2 × #tasks events.
7
The inequalities defined in this section aim at giving an upper bound for the value of t e+1 − t e , ∀e ∈ E. To do so, we study the time window of each task start and end We start by defining an ordering relation on the intervals in S:
be a total ordering of the intervals in S according to the relation just defined. Then we have: (27) where I e = [L(e), R(e)] is the eth interval in the sequence of intervals in S.
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Example 2. Consider the following intervals:
An ordering of these intervals is: [r 1 , s
And then, we have the following constraints:
We can add these constraints to the model and/or use these upper bounds in con-
Maximum time of an event
A similar idea as the previous one is to use the intervals in S to order the event times 165 and to compute upper bounds for these dates. To do so, we sort the right end of each interval, i.e., the values s constraints:
Like the previous inequalities, we can use these bounds as additional constraints for the model. (9) and (11) 175
Strengthening constraints
Consider first (9) .
where we replaced |T | by constant M to be determined next. an upper bound on t e as described above. We do not lose optimal solutions, if M ≥
is a good choice. Now let us turn to (11):
where again, we replaced |T | by constant M . For given i and e, M and 2M − d i must be valid upper bounds on t e . We do not lose optimal solutions, if
will do.
Strengthening constraints (19)-(21)
We will strengthen (19)- (21) by eliminating the variables w ie . Let w ie = w ie − a i b ie , and the sign of w ie depends on c i as we will see below. Then (19) is replaced by
If c i = 0, then we fix w ie = 0, and (20) and (21) are not needed at all. Otherwise, (20) and (21) are replaced by
where M e is an upper bound on t e+1 − t e as defined in eq. (27). Observe that w ie ≥ 0 if 
Valid inequalities from the knapsack problem
Since the minimum intensity of the activities can be positive, we can consider the following knapsack type constraint for each e ∈ E \ {2n} from which one can easily derive valid inequalities:
where A + is the subset of activities with positive b min i values. One may add this set of constraints to the initial formulation, and then let the solver strengthen the LP relaxation by cutting planes for these knapsack sets.
Polyhedral results and non-preemptive inequalities
In this section we describe some inequalities satisfied by all feasible solutions of the on/off MILP formulation presented in Section 2.
Sousa [16] proposed a pseudo-polynomial number of inequalities to describe a polyhedron whose extreme points are the so called p-connected vectors, which are the vectors of p consecutive ones and n−p zeros. This gives an ideal formulation for the non-preemptive 190 constraints for the on/off time indexed formulation. However, in our case the number of consecutive ones is unknown. To achieve this results, Sousa referred to a paper by Gröflin and Liebling [7] , in which, among other results, the minimal description of the (connected) vectors representing the edge sets of subtrees (connected subgraphs) of a tree is given. In particular, they provide a minimal description of the polytope of all 195 connected subchains of a chain. Their polyhedral descriptions are based on the concept of alternating vectors, and they are derived using deep results of Edmonds and Giles [5] and polyhedral polarity. They also devise two polynomial time algorithms to solve an optimization problem over this polyhedron for the case of trees, and also for chains. The inequalities we propose below can thus be derived from their polyhedral results, except 200 one which excludes empty subchains. We present an alternative proof tailored to our particular case and we also propose an original polynomial time separation algorithm.
Non-preemptive inequalities
Since each activity must be processed without preemption, in any feasible schedule for each activity i, the z ie satisfy
where S = {e 0 , e 1 , . . . , e 2 } is a subset of E * := E \ {2n} of odd cardinality such that e k < e k+1 for k = 0, . . . , 2 − 1.
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Note that in [17] , inequalities (2.13) are a special case of our non-preemptive cuts, defined over three events only. Moreover, Proposition 2.6, which states that neither the contiguity constraints of the on/off model, nor the special non-preemptive cuts are needed to get optimal solutions for RCPSP with the makespan minimization objective, does not hold in general for the CECSP.
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Consider the following polyhedron:
, and z i satisfies (12) and (34)} On the other hand, let
Proof. We will use the Farkas lemma in order to derive a description of ZQ i in terms of linear inequalities. The vertices of ZQ i are precisely the |E * |-dimensional vectors
Consider the linear system
Clearly,z i ∈ ZQ i if and only if this system admits a feasible solution. By the Farkas lemma, the system (35)-(37) admits a feasible solution if and only if for all µ satisfying the dual system
µ also satisfies the condition
In order to prove our theorem, it suffices to find all the extreme rays of cone (38), since they define all the linear inequalities needed to describe ZQ i . We will show that there is a one-to-one correspondence between the extreme rays of cone (38), and the inequalities 215 of ZP i . In order to find all the extreme rays of the cone (38), it suffices to distinguish between 3 cases: µ 0 = 1. Then for each e ∈ E * , µ e ≤ −1 follows from (38) by considering the inequalities for k = = e. Then (39) yields e∈E * −z i,e ≤ −1, which, by the Farkas lemma, is a valid inequality for ZQ i . Notice that it is equivalent to (12) . µ 0 = 0. Then we still have a cone, whose extreme rays are the negative unit vectors 220 in R E * . These extreme rays give the inequalities −z i,e ≤ 0, which are the nonnegativity constraints valid for ZQ i . µ 0 = −1. We argue that there is a one-to-one correspondence between the extreme points of the polyhedron M ⊆ R
and the inequalities (34).
First we claim that the coefficient vector of the left-hand-side of each inequality in (34) is an extreme point solution of (40). Let S = {e 0 , e 1 , . . . , e 2 } be a set of events with e i < e i+1 for i = 0, . . . , 2 − 1. The corresponding vectorμ is defined asμ
We claim thatμ is an extreme point solution of (40). To prove our claim, we exhibit a subsystem L of (40) consisting of |E * | linearly independent inequalities such that each inequality in L holds at equality inμ. The subsystem contains the inequalities It is easy to verify that subsystem L consists of |E * | linearly independent inequalities, andμ satisfies each of them at equality, which proves our claim.
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Now we claim that any extreme point solutionμ of (40) is equivalent to an inequality in (34). First, notice that the constraint matrix of (40) is totally unimodular, thus any vertex of this polyhedron is an integral vector. Also observe thatμ e ≤ 1 for all e ∈ E, since µ e ≤ 1 is an inequality of (40) for each e ∈ E * . Let k 1 be the first index such thatμ e = 0. We claim thatμ k1 = 1. Suppose not, i.e.,μ k1 ≤ −1 (recall 230 that the coordinates ofμ are integers). Sinceμ is an extreme point of M , there must exist a subset L of |E * | linearly independent inequalities from (40) that are satisfied at equality inμ. Observe that L must contain an inequality involving the variable µ k1 , otherwise this variable may be made arbitrarily negative while still satisfying all inequalities in L, and thusμ would not be an extreme point of M , 235 a contradiction. Sinceμ e = 0 for e < k 1 , such an inequality must be of the form 1 e=k1 µ e ≤ 1. Since it must hold at equality inμ, andμ e ≤ 1 as we have already noticed, it follows thatμ must admit at least two coordinates q 1 and q 2 such that k 1 < q 1 < q 2 ≤ 1 withμ q1 =μ q2 = 1, andμ e = 0 for q 1 < e < q 2 . But then,μ would violate the inequality q2 e=q1 µ e ≤ 1, a contradiction.
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So, the first non-zero coordinate ofμ has value 1. The next nonzero coordinate, say k 2 , cannot have value 1 by the previous argument. So, it must be a negative integer. If it were smaller than −1, then the sum of coordinates ofμ up to and including k 2 would be a negative integer. But then we could argue as above to show that k 2 must be involved in an inequality α ∈ L, and then to reach a similar 245 contradiction as above. Therefore, the second nonzero coordinate ofμ must be −1. Moreover, α must involve a variable µ k3 of value 1 inμ, otherwise it cannot hold at equality inμ. Continuing this argument if µ still has nonzero coordinates after k 3 , we recognize that µ has the pattern of 1/ − 1 as in the inequalities (34).
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Next, we show that each inequality in the description of ZP i is facet defining. We begin by a simple observation.
Proof. It suffices to provide a point which satisfies all the defining inequalities of ZQ i by strict inequality. Let d = 2n − 1. Such a point is, e.g., (
for ε > 0 sufficiently small.
In order to show that each inequality in the definition of ZP i is facet defining, it suffices to provide a point in the relative interior of the corresponding face, which satisfies all other inequalities strictly. Proof. It is easy to see that dropping any of the inequalities z ie ≥ 0 or z ie ≤ 1 for e ∈ E * from the definition of ZP i yields a polyhedron strictly containing ZP i , so all these inequalities define facets. Now consider (12) . Let d := 2n − 1. The point v := (
) satisfies it with equality, while all other inequalities are satisfied by v with strict inequality. Hence, removing (12) from the definition of ZP i would yield a larger polytope. Finally, consider any inequality from (34) with S = {e 0 , e 1 , . . . , e 2 }. We assume that ≥ 1, since if S has a unique element, then the corresponding inequality is z ie ≤ 1, which has been already considered above. Define the vector v as follows.
+ ε, e = e 2k for some k ∈ {0, . . . , }, +1 ε, e = e 2k+1 for some k ∈ {0, . . . , − 1}, 3ε, e / ∈ S, where 0 < ε < 1/(n + 1) 2 . Notice that
, and thus it satisfies the chosen inequality with equation. However, it satisfies all other defining inequalities of ZP i with strict inequality. Therefore, for each S ⊆ E * of odd cardinality, the corresponding inequality of (34) defines a facet of ZP i .
Separation algorithm for the non-preemptive inequalities
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In this section we describe a polynomial-time separation procedure for the inequalities (34).
Separation procedure. The main idea is that we find a longest path in a properly defined acyclic digraph. There is a unique source and a unique sink node (indexed by 0 and 2n, respectively), and there is a node for each event in E * . The arcs fall into three categories:
(i) there are "starting arcs" from node 0 to every node with index h ≤ 2n − 3, (ii) "intermediate arcs" starting from some node h with 1 ≤ h ≤ 2n − 3, and ending at some node k with h + 2 ≤ k ≤ 2n − 1, and (iii) "terminal arcs" starting at some node h with 3 ≤ h ≤ 2n − 1 and ending in the sink node 2n. The cost of each starting arc is 0. The cost of each intermediate arc (h, k) is cost(h, k) =z i,e h − min{z i,e : = h + 1, ..., k − 1}.
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Finally, the cost of each terminal arc (h, 2n) isz i,e h . To separate a vectorz i ∈ R E * we compute the values
where F (1) = F (2) = 0. Then, for each F (e k ) we compute F (e k ) +z i,e k and compare it to the length of the longest path with alternating sign pattern found so far. If it is greater, then we store it. In the end, we obtain the largest value of a path.
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The computation time for computing the cost of all the intermediate arcs from some fixed node h is O(n). Since the number of arcs is O(n 2 ), the time complexity of the entire separation procedure is O(n 2 ).
Experiments
This section describes the computational results we obtain with the inequalities (see
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Section 2.1, 2.2, 2.5 and 3.1) and the strengthened constraints (see Section 2.3 and 2.4) described in this paper. The experiments are conducted on a workstation with 8GB RAM and Intel(R) Xeon(R) CPU E5-2630 v4 of 2.20 GHz, and under Linux operating system. We use IBM CPLEX 12.6.3.0 with one thread and a time limit of 1000 seconds for solving the MILP models.
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In those runs, where the non-preemptive cuts (34) are separated, a maximum number of 500 of them are generated in the search-tree nodes of depth at most 10, using the separation algorithm described in Section 3.2.
The benchmark instances we use to perform these experiments are, on the one hand, those of [12] (Family 1, 2 and 3) and, on the other hand, some new instances we have 295 generated (Family 4 and 5). In total, five sets of instances were used.
In [12] , three families of instances were detailed. Family 1 consists of 5 10-task instances, 11 20-task instances, 9 25-task instances and 10 30-task instances. Families 2 and 3 have the same number of tasks. Family 1 consists of instances with the following characteristics:
300
• the resource availability B is set to 10;
• the other data are randomly generated in their corresponding interval: W i ∈ [1, 2. is computed using a time-indexed linear program (TILP) described in [12] . First, we use (TILP) to solve the instances of Family 1. In this model, the planning horizon is discretized in T time periods of size 1 and a variable b it is used to represent the resource consumption of task i in period t. Then, we set W • the resource availability B is set to 10;
• f i is generated by setting the parameters of the function a i and c i , to a random number within the interval [1, 10] ;
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• the other data are randomly generated in their corresponding interval: second column (config) shows the inequalities added to the model: Int or I denotes the maximum interval inequalities, T ime or T the maximum time inequalities, Knap or K the inequalities from knapsack problems and P reemp or P the non-preemptive inequalities. Finally, Def corresponds to the default CPLEX configuration. We also test our model without CPLEX built-in cuts: N C.
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The following two columns (time 1 st sol and gap 1 st sol ) exhibit the time needed to find a feasible integral solution and its gap computed as
with obj f irst the objective value of the first integral solution found by CPLEX. Finally, the last columns expose the final results obtained during the experiments:
• time end : the average time needed to solve optimally the instance (with a penalty of 1000 seconds if the instance is not solved to optimality or if no feasible solution is found);
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• gap end : the average gap of instances for which a feasible solution has been found;
• %solv : the percentage of instances for which a feasible solution has been found;
• %opt: the percentage of instances solved to optimality;
• #nodes: the average number of nodes generated by CPLEX;
• #cuts: the average number of non-preemptive inequalities added to the model. Although, all of the 20-task and 25-task instances are solved, none of them is solved optimally, however, most of the configurations yield better results (that is, smaller final gap) than the default one. The best results are yielded when inequalities I and T are used.
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Family 3. Again, all of the 10-task instances are solved. When inequalities T are used, more instances (in some cases all of them) are solved optimally than in the default configuration.
None of the 20-task instances is solved optimally, however, all of them are solved. Most of the configurations (especially when inequalities T are used) yield smaller final 375 gap than the default one.
For the biggest instances using inequalities T also proved to be useful, that is, in case of these configurations more instances are solved than in case of the default configuration. Family 4. All of the 10-task instances are solved, and most of the configurations yield more optimally solved instances than the default.
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For the 20-task instances configuration I & T & K & P yields the best result, since all instances but one are solved.
Most of the biggest instances are unsolved, just a few configurations can solve some of them. The non-preemptive inequalities P are seemed to be useful for these instances. In case of 20-task and 25-task instances some configurations using inequalities T yield the best results. All but one of the 30-task instances are unsolved.
390 Table 6 presents a comparison of the strength of the various cutting plane settings in terms of the bounds they provide. That is, for each setting of cut generation and for each set of instances, we indicate how many times the final upper or lower bound is the best among all the settings on the corresponding set of instances. That is, in a particular cell of the table, x/y means that out of y instances (the number of instances 395 in the corresponding family) the particular setting gives x times the best upper bound (UB ), or lower bound (LB ). Final conclusions. The results are diversified. We cannot point out a configuration which always outperforms the other ones, however, in most cases configuration I & T & K (especially, because of inequalities T ) yields one of the best results in the sense of 400 number of solved instances or final gap (see Tables 1-5) .
Although non-preemptive inequalities P are not proved to be useful individually, in most of the cases combining them with inequalities I and T (i.e., configuration I & T & P ) yields the best results in the sense of number of times the configuration reaches the best lower bound (see Table 6 ). That is, the non-preemptive inequalities could help 405 to strengthen the lower bound, however, sometimes it causes not to find a strong upper bound. 
20
Conclusion and further researches
In this paper, we have presented four sets of inequalities improving the existing eventbased MILP of [12] . Indeed, these sets of inequalities allow us to solve more instances.
They also help us to obtain solution (first and final) of better quality and/or more quickly, especially when the number of tasks grows. Moreover, one of these sets is used to give a minimal description of the polyhedra of all feasible assignments to the on/off binary variable for a single activity. A polynomial separation algorithm is also provided for these inequalities.
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There are numerous directions for further research. In particular, a challenge should 21 be to find symmetry breaking inequalities along with a minimal description of the polyhedra of all asymmetric feasible assignments of the on/off variable not for a single activity but for all of them. The adaptation of this work to the Resource-Constrained Project Scheduling Problem is also an interesting direction for additional results. 25 N C 7/9 9/9 9/9 0/9 6/9 0/9 6/8 0/8 0/10 0/10 Def 8/9 9/9 9/9 0/9 6/9 0/9 2/8 2/8 0/10 0/10 Int 8/9 9/9 9/9 1/9 7/9 1/9 4/8 3/8 0/10 2/10 T ime 8/9 9/9 9/9 6/9 6/9 2/9 3/8 2/8 0/10 1/10 Knap 8/9 9/9 9/9 0/9 5/9 0/9 6/8 2/8 0/10 0/10 P reemp 7/9 9/9 9/9 0/9 6/9 0/9 4/8 2/ 8 
