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ABSTRACT
GEOMETRIC CONTROL THEORY: NONLINEAR DYNAMICS AND
APPLICATIONS
by Geoffrey A. Zoehfeld
We survey the basic theory, results, and applications of geometric control
theory. A control system is a dynamical system with parameters called controls or
inputs. A control trajectory is a trajectory of the control system for a particular
choice of the inputs. A control system is called controllable if every two points of
the underlying space can be connected by a control trajectory. Two fundamental
problems of control theory include: 1) Is the control system controllable? 2) If it is
controllable, how can we construct an input to obtain a particular control
trajectory? We shall investigate the first problem exclusively for affine drift free
systems. A control system is affine if it is of the form:
x˙ = X0(x) + u1X1(x) + ...+ ukXk(x) where X0 is the drift vector field,
X1(x), ..., Xk(x) are the control vector fields, and u1, ..., uk are the inputs. An affine
system is called drift-free if X0 = 0. The fundamental theorem of control theory
(known as Chow-Rashevsky theorem) states that an affine drift-free control system
is controllable if the control vector fields together with their iterated Lie brackets
span the entire tangent bundle of the underlying space. We prove this result in the
simplest case when the space is 3-dimensional and k = 2.
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CHAPTER 1
INTRODUCTION AND PRELIMINARIES
In order to understand control theory, we shall first elucidate the underlying
basic topological and geometric concepts. We shall use definitions and examples
from a variety of sources such as [Boo86, Mun00, Sas99, Jur97, Sim11, Kap14].
1.1 Basic Topology
We begin with the open set definition of a topological space.
Definition 1.1.1. Let X be a set and T a family of subsets of X. Then the pair
(X,T ) is a topological space and T is a topology on X if the following axioms are
satisfied.
(1) The empty set ∅ and X are members of T . (If only ∅ and X belong to T ,
this is the trivial topology.)
(2) The union of any members of T is still a member of T .
(3) The intersection of finitely many members of T is still a member of T .
Definition 1.1.2. If X is a topological space with topology T , then we call a subset
U of X an open set of X if U belongs to T .
With this definition of open sets, we can view a topological space as a set X
with a collection of subsets of X that are open sets (including ∅ and X), and that
unions and finite intersections of open sets are open.
2Example 1.1.3. Let X = {1, 2, 3, 4} and
T = {∅, {2}, {1, 2}, {2, 3}, {1, 2, 3}, {1, 2, 3, 4}}.
The pair (X,T ) clearly satisfies the axioms of a topological space.
Example 1.1.4. Let X = Rn and T be the Euclidean topology, which is a topology
induced by the Euclidean metric d : Rn × Rn → R. This metric is a function that
assigns two vectors in Euclidean n-space x = (x1, ..., xn) and y = (y1, ..., yn) the
number d(x,y) =
√
(x1 − y1)2 + ...+ (xn + yn)2, which is the distance between two
vectors in Rn. With this metric we may define an open n-ball Bn (x) for  > 0 as
follow:
Bn (x) = {y ∈ Rn|d(x,y) < }.
For our given set X, the Euclidean topology is the empty set ∅, X, and the unions
of open n-balls. If X = R, then the Euclidean topology would have unions of open
intervals instead of open n-balls.
Definition 1.1.5. Given a topological space (X,T ) and a subset S of X, the
subspace topology on S is defined by TS = {S ∩ U |U ∈ T}, where U is an open set in
X. The topological space (S, TS) is called a subspace of (X,T ).
Sometimes authors refer to the set X as a topological space or a subspace
without explicitly declaring the topology T . We shall occasionally make use of this
convention in this paper.
Definition 1.1.6. Let (X,T ) be a topological space. A separation of X is a pair
U, V of disjoint nonempty open subsets of X whose union is X. The space X is said
to be connected if there does not exist a separation of X.
3Roughly speaking, a space can be separated if it can be broken up into two
parts that are disjoint open sets; otherwise it is connected. We may also define
connectedness for a subspace Y of a topological space X via the following lemma.
Refer to [Mun00] for a proof of the lemma. For the sake of completeness, we shall
also define a limit point first.
Definition 1.1.7. If A is a subset of the topological space X and if x is a point of
X, we say that x is a limit point of A if every neighborhood of x intersects A in
some point other than x itself.
Lemma 1.1.8. If Y is a subspace of X, a separation of Y is a pair of disjoint
nonempty open sets A and B whose union is Y , neither of which contains a limit
point of the other. The space Y is connected if there exists no separation of Y .
Example 1.1.9. Let X be the subspace [−1, 1] of the real line. The sets [−1, 0] and
(0, 1] are disjoint and nonempty, but they do not form a separation of X since
[−1, 0] is not open in X. It can be shown that all other pairs of sets whose union is
[−1, 1] do not constitute a separation of [−1, 1]. Hence X is connected. However, if
the point 0 was removed from X, then X would be disconnected.
Example 1.1.10. The set of rational numbers Q is not connected. The only
connected subspaces of Q are one point sets.
Before we define a manifold, we shall need to define the notions of a
homeomorphism, chart, atlas, countable set, and a basis.
Definition 1.1.11. A map f : X → Y is called a homeomorphism if f is
continuous, one-to-one, onto, and its inverse f−1 is continuous. The sets X and Y
are called homeomorphic if there exists a homeomorphism between them.
4One can imagine two homeomorphic sets as being equivalent to each other via
continuous deformations. A classic example illustrating this concept is the
deformation of a donut to a coffee mug and vice-versa.
Example 1.1.12. Open intervals of R are homeomorphic to other open intervals of
R. Let X = (−1, 1) and Y = (a, b), where a < b <∞ and let f : X → Y be defined
by
f(x) =
b− a
2
(x+
b+ a
b− a).
We see that f is bijective and continuous since it is linear. Also, the inverse
f−1(x) =
2
b− a(x+
a+ b
2
)
exists (since f is injective) and is continuous since it is also linear.
Definition 1.1.13. A set S is countable if there exists an injective function f from
S to the set of natural numbers N.
A countable set is a set with the same cardinality (number of elements) as the
natural numbers.
Definition 1.1.14. A basis for a topology X is a collection B of subsets of X
(called basis elements) satisfying the following properties.
(1) For each x ∈ X, there is at least one basis element B containing x.
(2) If x belongs to the intersection of two basis elements B1 and B2, there is a
basis element B3 containing x such that B3 ⊂ B1 ∩B2.
We may now define a manifold [Boo86].
Definition 1.1.15. A manifold of dimension n or n-manifold, is a topological space
with the following properties.
5(1) M is Hausdorff, that is for each pair of points p and q on the manifold M ,
there exist open sets U and V such that p ∈ U, q ∈ V and U ∩ V = ∅.
(2) M is locally Euclidean of dimension n. That is, each point p in M has a
neighborhood U which is homeomorphic to an open subset U ′ of Rn.
(3) M has a countable basis of open sets.
Definition 1.1.16. A pair (U, φ), where U is an open set of a manifold M and φ is
a homeomorphism of U to an open subset of Rn, is called a chart or a coordinate
neighborhood.
See Figure 1.1 for an illustration of a chart on a manifold.
Figure 1.1: Charts on a manifold.1
1 This figure was published in An Introduction to Differentiable Manifolds and Riemannian
Geometry, William M. Boothby, Copyright Elsevier (1986). Reprinted with permission by Elsevier.
6Definition 1.1.17. An atlas for a topological space M is a collection {(Uα, φα)} of
charts on M such that
⋃
Uα = M .
An intuitive real life example that ties together the aforementioned ideas is
the planet Earth. We can imagine Earth as a manifold that is round, but locally flat
(two dimensional Euclidean space). A single chart cannot adequately describe the
entire structure of the manifold (Earth), hence an atlas containing a collection of
several of these charts is needed to capture the full structure of the manifold.
Finally, we need to define the notion of smoothness, and a few extra
definitions in order to define smooth manifolds.
Definition 1.1.18. Let U ⊂ Rk and V ⊂ Rl be open sets, where k, l ∈ N. A
mapping f : U → V is called smooth if all the partial derivatives ∂kf
∂xi1 ...∂xik
exist and
are continuous. If X ⊂ Rk and Y ⊂ Rl are subsets of Euclidean spaces (not
necessarily open!), then f : X → Y is smooth if there exists an open set U ⊂ Rk
containing X and a smooth mapping F : U → Rl that coincides with f in U ∩X.
Definition 1.1.19. Suppose X and Y are subsets of Euclidean spaces. Then a map
f : X → Y is called a diffeomorphism if f is a homeomorphism (continuous
bijection with a continuous inverse) and both f and f−1 are smooth. The sets X
and Y are called diffeomorphic if there exists a diffeomorphism between them.
Example 1.1.20. Let f : R→ R be defined by f(x) = x3. Clearly, f is C∞ and a
homeomorphism, but it not a diffeomorphism since f−1(x) = x1/3, which is not
differentiable at x = 0.
Since it is not always possible to explicitly compute inverses, we would like to
be able to show that an inverse exists. The following theorem tells us when a
function is invertible in a neighborhood of a point in its domain, and gives us a
formula for the derivative of the inverse.
7Theorem 1.1.21 (Inverse Function Theorem). Let W be an open subset of Rn and
F : W → Rn be a Cr mapping, where r ∈ N or ∞. If a ∈ W and the Jacobian
DF (a) is nonsingular, then there exists an open neighborhood U of a in W such that
V = F (U) is open and F : U → V is a Cr diffeomorphism. If x ∈ U and y = F (x),
the derivatives of F−1 at y is given by
DF−1(y) = (DF (x))−1,
where the term on the right denotes the inverse matrix of DF (x).
Refer to [Boo86] for a proof of the Inverse Function Theorem that makes use
of the Contraction Mapping Theorem. The Inverse Function Theorem will be useful
for proving the Chow-Rashevsky Theorem later on.
Example 1.1.22. Let F : R2 → R2 be given by
F
r
θ
 =
r cos(θ)
r sin(θ)
 .
The Jacobian DF is given by
DF =
cos(θ) −r sin(θ)
sin(θ) r cos(θ)
 ,
thus the determinant of the Jacobian at a = (r, θ) is
r cos2(θ) + r sin2(θ) = r.
As long as r 6= 0, the Inverse Function Theorem tells us that the inverse F−1 exists
in the neighborhood of a. In this example, we may explicitly compute (DF )−1 via
the inversion formula for 2× 2 matrices:
(DF )−1 =
1
r
r cos(θ) r sin(θ)
− sin(θ) cos(θ)
 .
8Converting from polar coordinates to Cartesian coordinates via the usual formulae
x = r cos(θ), y = r sin(θ), we obtain
(DF )−1 =
 x/√x2 + y2 y/√x2 + y2
−y/(x2 + y2) x/(x2 + y2)
 .
Definition 1.1.23. Let (U, φ) and (V, ψ) be coordinate neighborhoods on a
manifold M . We say that (U, φ) and (V, ψ) are C∞-compatible if φ ◦ ψ−1 and
ψ ◦ φ−1 are diffeomorphisms of the open subsets φ(U ∩ V ) and ψ(U ∩ V ) of Rn,
where n=dim M .
Definition 1.1.24. A differentiable or C∞ (smooth) structure on a manifold M is a
family U = {(Uα, φα)} of coordinate neighborhoods such that:
(1) the Uα cover M ,
(2) for any α, β the neighborhoods (Uα, φα) and (Uβ, φβ) are C
∞-compatible,
(3) any coordinate neighborhood (V, ψ) compatible with every (Uα, φα) ∈ U is
itself in U.
Definition 1.1.25. A C∞ (smooth) manifold is a manifold with a
C∞-differentiable structure.
Definition 1.1.26. Let C∞(p) denote the algebra of all smooth functions defined in
a neighborhood of p. A tangent space to M at p, TpM , is the vector space of
mappings Xp : C
∞(p)→ R that satisfies two properties for all functions
f, g ∈ C∞(p).
(1) (Linearity) For α, β ∈ R, Xp(αf + βg) = αXp(f) + βXp(g).
(2) (Product/Leibniz Rule) Xp(fg) = Xp(f)g(p) + f(p)Xp(g).
9Then we can define addition and scalar multiplication of vector space operations as
follows.
(1) (Xp + Yp)(f) = Xp(f) + Yp(f).
(2) (αXp)(f) = αXp(f), α ∈ R.
Elements of the tangent space TpM are called tangent vectors.
Figure 1.2 portrays the tangent space TpM and one tangent vector.
Figure 1.2: The tangent space TpM at p ∈M .2
Definition 1.1.27. Given a smooth map F : M → N and p ∈M we define the
differential (or push forward) of F at p by F∗(Xp)(g) = Xp(g ◦ F ), where Xp ∈ TpM
and g ∈ C∞(F (p)). Thus F∗ is a map TpM → TF (p)N . (Sometimes the notation
DFp will be used.) The differential of F at a point p can be thought of as the best
linear approximation of F near p, and it pushes tangent vectors on M forward to
tangent vectors on N .
2 This figure was published in An Introduction to Differentiable Manifolds and Riemannian
Geometry, William M. Boothby, Copyright Elsevier (1986). Reprinted with permission by Elsevier.
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Definition 1.1.28. A differentiable mapping F : N →M between two smooth
manifolds is an immersion if the rank of F at each point is equal to the dimension
of the domain manifold N . That is, rank F = n = dim N .
Example 1.1.29. Let F : R→ R3 be given by F (t) = (cos 2pit, sin 2pit, t). To verify
that F is an immersion, we check that the Jacobian has rank 1 at every point. This
means one of the derivatives with respect to t differs from zero for every value of t
for which the mapping F is defined. We only need to differentiate each component
of F (t) with respect to t to obtain the Jacobian of F :
dF
dt
= (−2pi sin 2pit, 2pi cos 2pit, 1).
Since the third component of dF
dt
is nonzero for all t ∈ R, the rank of F is 1 for all
t ∈ R , which is equal to dimR. Hence, F is indeed an immersion.
Definition 1.1.30. A subset N˜ of the differentiable manifold M is an immersed
submanifold of M if N˜ is the image of a one-to-one immersion F : N →M . That is,
N˜ = F (N), is endowed with a topology and C∞ structure from the correspondence
F : N → N˜ , which is a diffeomorphism.
Definition 1.1.31. An embedding is a one-to-one immersion F : N →M , which is
a homeomorphism of N into M . This means that F is a homeomorphism of N onto
its image, N˜ = F (N) endowed with subspace topology. The image of an embedding
is called an embedded submanifold.
Example 1.1.32. Let F : R→ R3 be given by F (t) = (cos 2pit, sin 2pit, t). Here,
N = R,M = R3, and N ⊂M . The image F (N) = F (R) is a helix lying on the unit
cylinder, whose axis is the x3 axis in R3. The differential mapping F is one-to-one
immersion and F is a homeomorphism of R onto F (R), so it is an embedding. This
helix is an embedded submanifold of R3.
11
Example 1.1.33. Let F : R→ R2 be given by F (t) = (cos 2pit, sin 2pit). The image
F (R) is the unit circle S1 = {(x1, x2)|x21 + x22 = 1} in R2. Once again, we verify that
F is an immersion by checking that the Jacobian has rank 1 at every point.
dF
dt
= (−2pi sin 2pit, 2pi cos 2pit).
Since both components of dF
dt
are not both zero for all time t, F is an immersion.
However, F is not an embedding since it is not a homeomorphism of R onto its
image F (R): the mapping is not one-to-one. It can be shown that S1 is an
embedded submanifold of R2.
The following figure compares the submanifolds of the two previous examples.
In Figure 1.3 part (a) we have the embedded submanifold of R3, the helix, and in
part (b) the embedded submanifold of R2 is the unit circle.
Figure 1.3: Embedded submanifold of R3 and embedded submanifold of R2.3
3 This figure was published in An Introduction to Differentiable Manifolds and Riemannian
Geometry, William M. Boothby, Copyright Elsevier (1986). Reprinted with permission by Elsevier.
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Definition 1.1.34. The tangent bundle of a smooth manifold is the disjoint union
of all tangent spaces TM =
⋃
p∈M
TpM .
It can be shown that the tangent bundle TM is a smooth 2m-dimensional
manifold, where m is the dimension of the manifold M .
1.2 Vector Fields
Definition 1.2.1. A smooth vector field X on a smooth manifold M is a smooth
map X : M → TM such that Xp ∈ TpM , for all p ∈M .
In coordinates, the formula for a vector field X(p) ∈M is given by
Xp =
m∑
i=1
αi(p)
∂
∂xi
,
where αi(p) are smooth functions of p ∈M , ∂∂xi denotes the coordinate basis of
TpM , and m is the dimension of the manifold M . Here, we define the coordinate
basis at a point p by
∂
∂xi
∣∣∣
p
= φ−1∗ (
∂
∂xi
∣∣∣
φ(p)
)
where (U, φ) is a chart. The coordinate basis at φ(p) is just the standard basis ei:
∂
∂xi
∣∣∣
φ(p)
= ei
∣∣∣
φ(p)
.
A vector field X assigns a tangent vector at p to any point p on M . A weather
chart that displays wind velocity and direction is a real life example of a vector
field: each point on the chart is assigned a vector that describes the wind’s velocity
and direction.
Example 1.2.2. Suppose M = R3 \ {0}. Then the gravitational field of an object
of unit mass at 0 is a smooth vector field with components αi, α2, α3 relative to the
13
basis ∂
∂x1
= E1,
∂
∂x2
= E2,
∂
∂x3
= E3 given by
αi =
xi
r3
, i = 1, 2, 3 with r = ((x1)
2 + (x2)
2 + (x3)
2))1/2.
In other words,
X =
x1
r3
∂
∂x1
+
x2
r3
∂
∂x2
+
x3
r3
∂
∂x3
.
Vector fields can also be viewed as a set of ordinary differential equations, or a
dynamical system on M . To see this, we shall first need to define integral curves.
Definition 1.2.3. A curve γ which maps from t 7→ γ(t) defined on an open interval
J ⊂ R on a manifold M is an integral curve of the vector field X if γ˙(t) = X(γ(t))
on J . By definition, an integral curve is connected.
Figure 1.4 shows an integral curve of a vector field.
Figure 1.4: Integral curves of a vector field.4
14
The curve γ is the solution to the differential equation γ˙(t) = X(γ(t)). In
local coordinates, if X =
∑m
i=1 αi
∂
∂xi
, this system can be written as a set of m
ordinary differential equations:
γ˙1(t) = α1(γ1(t), . . . , γm(t))
...
γ˙m(t) = αm(γ1(t), . . . , γm(t)).
By the Existence Theorem for ODEs, the existence of integral curves for a
smooth vector field is guaranteed.
Theorem 1.2.4 (Existence Theorem for ODEs). Let U ⊂ Rn be an open set and
I,  > 0, denote the interval − < t < , t ∈ Rn. Suppose fi(t, x1, ..., xn), i = 1, ..., n
be Cr functions, r ≥ 1, on I × U . Then for each x ∈ U there exists δ > 0 and a
neighborhood V of x, V ⊂ U , such that:
(1) For each a = (a1, ..., an) ∈ V , there exists an n-tuple of Cr+1 functions
x(t) = (x1(t), ..., xn(t)), defined on Iδ and mapping Iδ into U , which satisfy
the system of first-order differential equations
dxi
dt
= fi(t, x), i = 1, ..., n, (1.1)
and the initial conditions
xi(0) = ai, i = 1, ..., n. (1.2)
For each a the functions x(t) = (x1(t), ..., xn(t)) are uniquely determined in
the sense that any other functions x¯1(t), ..., x¯n(t) satisfying (1.1) and (1.2)
must agree with x(t) on an open interval around t = 0.
4 This figure was published in An Introduction to Differentiable Manifolds and Riemannian
Geometry, William M. Boothby, Copyright Elsevier (1986). Reprinted with permission by Elsevier.
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(2) The functions are uniquely determined by a = (a1, ..., an) for every a ∈ V .
We can write them as xi(t, a1, ..., an), i = 1, ..., n, hence they are of class C
r
in all variables and thus determine a Cr map of Iδ × V → U .
A proof of the Existence Theorem for ODEs may be found in any standard
textbook for ODEs such as [Cod89]. If the right hand side of (1.1) is independent of
t, then the system of ODEs is called autonomous. For our purposes, we shall
henceforth assume that the system in (1.1) is autonomous, and that each fi is C
∞.
Let us define a C∞-vector field X on U ⊂ Rn by
X = f1(x)
∂
∂x1
+ ...+ fn(x)
∂
∂xn
.
From our definition of an integral curve, if we write γ in terms of its coordinate
functions γ(t) = (x1(t), ..., xn(t)), then the vector equation γ˙(t) = X(γ(t)) is
satisfied if and only if dxi
dt
= fi(x1(t), ..., xn(t)), i = 1, ..., n, so x(t) = (x1(t), ..., xn(t))
is a solution of (1.1). For any given x ∈ U , the Existence Theorem says that for
each a in a neighborhood V of x there exists a unique integral curve γ(t) satisfying
γ(0) = a. Given an arbitrary manifold M instead of U ⊂ Rn, the existence of an
integral curve is also guaranteed.
Theorem 1.2.5. Let X be a C∞-vector field on a manifold M . Then for each
p ∈M there exists a neighborhood V and real number δ > 0 such that there
corresponds a C∞ mapping θV : Iδ × V →M , satisfying
θ˙V (t, q) = X(θV (t, q)) (1.3)
and
θV (0, q) = q,∀q ∈ V. (1.4)
If γ(t) is an integral curve of X with γ(0) = q ∈ V , then γ(t) = θV (t, q) for |t| < δ.
16
This mapping is unique in the sense that if V1, δ1 is another pair for p ∈M , then
θV = θV1 on the common part of their domains.
Proof. This theorem is a restatement of the Existence Theorem for ODEs on an
arbitrary manifold M , instead of some open set U ⊂ Rn. For some p ∈M , we
choose a coordinate neighborhood (U, φ) and define another vector field X˜ = φ∗(X)
on U˜ = φ(U) ⊂ Rn. Now we can apply the local Existence Theorem to obtain
F : Iδ × V˜ → U˜ defined by F (t, a) = (xt(t, a), . . . , xn(t, a)) on a neighborhood
V˜ ⊂ U˜ of φ(p). We set V = φ−1(V˜ ) and define θV : Iδ × V → U by
θV (t, q) = φ
−1(F (t, φ(q))). Since φ and φ−1 are diffeomorphisms, we see that θV
satisfies (1.3) and (1.4). This mapping is unique due to the uniqueness of solutions
in the Existence Theorem.
We would like our integral curves to be defined for all time t, a property
known as completeness.
Definition 1.2.6. A vector field X is called complete if the integral curves through
each point p in M are defined for all values of t ∈ R.
Example 1.2.7. Let X be a vector field on R be given by X(x) = x2. The ODE
dx
dt
= x2 with initial condition x(0) = x0 has a unique solution x(t) = x0/(1− x0t) if
x0 6= 0. For x0 6= 0, x(t) is undefined at t = 1/x0, so X is incomplete.
If a manifold M is compact, then every vector field X on M is complete. This
fact is a corollary of a lemma regarding integral curves on a manifold. For details
and a proof, refer to [Boo86].
Definition 1.2.8. The flow of a vector field X is given by a one parameter family
of diffeomorphisms γt : M →M , where M is a compact manifold and t 7→ γt(p) is
the unique integral curve of X starting at p. Hence, the vector field X is complete
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on M and γt is defined by the flow γt(p) = xp(t) where xp is the unique solution of
the ODE x˙ = X(x) satisfying the initial condition x(0) = p. Otherwise, if M is not
compact, we have a local flow.
At t = 0, γ0 is simply the identity mapping since γ0(p) = xp(0) = p. The
Existence Theorem for ODEs says that solutions of x˙ = X(x) are unique, which
implies that γs ◦ γt = γs+t for all s, t ∈ R.
1.3 Lie Brackets
Lie brackets are indispensible tools for understanding and analyzing control
systems. We shall first define the Lie bracket, then proceed to present a few useful
properties of Lie brackets and examples.
Definition 1.3.1. Let X and Y be smooth vector fields on a manifold M . Then we
can define the Lie bracket in the following manner.
[X, Y ](f) = X(Y f)− Y (Xf) (1.5)
For any f ∈ C∞(M), the function Y f : M → R is defined by (Y f)(p) = Ypf , where
Yp is the value of the vector field Y at p ∈M .
Intuitively, the Lie Bracket [X, Y ] calculates the change of Y along the
integral curve of X.
There is another way of defining a Lie bracket from a geometric point of view.
Suppose we fix p ∈M and we consider the vector Yφt(p), where φt is the flow of X.
We wish to define [X, Y ]p as the rate of change of Y along the flow lines t 7→ φt(p).
We cannot differentiate Yφt(p) with respect to t since the vectors Yφt(p) lie in different
tangent spaces for different values of t. We can make use of the time-t map φt of the
flow, which is a diffeomorphism φt : M →M , to compare Yφt(p) with Yp. Since φt
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takes p to φt, then the differential map Dφt(p) maps TpM isomorphically onto
Tφt(p)M . (Note that (Dφt(p))
−1 = Dφ−t(φt(p)) from the Inverse Function Theorem.)
This allows us to compare Yp with (Dφt(p))
−1(Yφt(p)) to obtain an expression for
[X, Y ]p:
[X, Y ]p =
d
dt
∣∣∣
t=0
(Dφt(p))
−1(Yφt(p)) = lim
t→0
(Dφt(p))
−1(Yφt(p))− Yp
t
. (1.6)
Figure 1.5 demonstrates how the vector field Y varies along the flow of X.
Figure 1.5: How Y varies along the flow of X.5
Note that the Lie bracket itself is another vector field on M .
Proposition 1. Let X and Y be two smooth vector fields on a manifold M . Then
the Lie bracket [X, Y ] is also a vector field.
Proof. Linearity can be easily checked for the Lie bracket, so we just need to verify
that it satisfies the Leibniz Rule. Let f, g ∈ C∞(M).
[X, Y ](fg) = X(Y (fg))− Y (X(fg)) = X(Y (f)g + fY (g))− Y (X(f)g + fX(g))
= X(Y (f))g + Y (f)X(g) +X(f)Y (g) + fX(Y (g))
− Y (X(f))−X(f)Y (g)− Y (f)X(g)− Y (X(g)f)
= [X, Y ](f)g + f [X, Y ](g).
5 This figure was reprinted with permission from [Sim11].
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If we restrict our vector fields X and Y to be defined on an open subset
U ⊂ Rn, then we can compute Lie brackets via the following formula.
[X, Y ](x) = DY (x)X(x)−DX(x)Y (x) (1.7)
The terms DX(x) and DY (x) denote the Jacobian matrices of X and Y .
Example 1.3.2. Let
X = x1
2 ∂
∂x1
+ x2
∂
∂x2
=
x12
x2

and
Y = (x1 + x2)
∂
∂x1
+ x2
2 ∂
∂x2
=
x1 + x2
x2
2

be vector fields on R2. Then we can compute the Jacobian matrices
∂X
∂x
=
2x1 0
0 1

and
∂Y
∂x
=
1 1
0 2x2
 .
Using the definition of a Lie bracket, we find that
[X, Y ] =
−x12 − 2x1x2 + x2
x2
2
 .
When computing Lie brackets, it is useful to take advantage of the following
properties to facilitate computations.
(1) [X, Y ] = −[Y,X] (antisymmetry)
(2) [X1 +X2, Y ] = [X1, Y ] + [X2, Y ]
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(3) For any smooth functions a, b : M → R
[aX, bY ] = ab[X, Y ] + a(Xb)Y − b(Y a)X
(4) [X,αY + βZ] = α[X, Y ] + β[X,Z] where α, β ∈ R (bilinearity)
(5) [[X, Y ], Z] + [[Y, Z], X] + [[Z,X], Y ] = 0 (Jacobi Identity)
Remark 1.3.3. The Lie bracket of two constant vector fields is zero. That is, if
X = a and Y = b for a, b ∈ R, then [X, Y ] = 0.
Theorem 1.3.4. Let X and Y be vector fields on a manifold M and let
F : M → N be a diffeomorphism. Then
F∗([X, Y ]) = [F∗(X), F∗(Y )]p, (1.8)
for all p ∈M .
Proof. Let g ∈ C∞(N) be a smooth function. From the definition of the push
forward, we have
F∗(Xp)g = Xp(g ◦ F ),
so we can write
F∗(X)(g) ◦ F = X(g ◦ F ).
We can apply this push foward to the Lie bracket [X, Y ]p to obtain
F∗[X, Y ]p(g) = [X, Y ]p(g ◦ F ).
Using the definition of the Lie bracket to expand this, we get
Xp(Y (g ◦ F ))− Yp(X(g ◦ F )).
This can be rewritten using the definition of the push forward again as
Xp(F∗(Y )g ◦ F )− Yp(F∗(X)g ◦ F ).
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Finally, rewriting this equation as
F∗(Xp)F∗(Y )(g)− F∗(Yp)F∗(X)(g),
we obtain our desired expression
[F∗(X), F∗(Y )]p(g).
Theorem 1.3.5. If the Lie bracket of two vector fields X and Y on a manifold M
is 0, the corresponding flows φt and ψt of the vector fields X and Y are said to
commute:
[X, Y ] ≡ 0 ⇐⇒ φs ◦ ψt(p) = ψt ◦ φs(p) ∀s, t ∈ R,∀p ∈M (1.9)
Thus we can view the Lie bracket as a measure of the noncommutativity of two
vector fields.
Proof. We first prove ⇒. We claim that [X, Y ] = 0 implies that Dφs(Yq) = Yφs(q)
via the following lemma.
Lemma 1.3.6. If [X, Y ] ≡ 0, then d
ds
∣∣∣
s
Dφ−s(Yφs(p)) = 0 for all s such that φs is
well-defined. In other words, s 7→ Dφ−sYφs is a constant: Dφs(Yp) = Yφs(p).
Proof. Let
[X, Y ]p =
d
dr
∣∣∣
r=0
Dφ−r(Yφr(p)) (1.10)
for all p ∈M . We apply the pushforward (φ−s)∗ = Dφ−s to the Lie bracket [X, Y ]p
to obtain
Dφ−s([X, Y ]p) = [Dφ−s(X), Dφ−s(Y )]p = [X,Dφ−s(Y )]p = 0,
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where the first equality follows from (1.8). But this last Lie bracket can be rewritten
from (1.10) using our geometric definition of the Lie bracket (1.6)
d
dr
∣∣∣
r=0
Dφ−r(Dφ−s(Yφr+s(p)) =
d
dr
∣∣∣
r=0
Dφ−(r+s)(Yφr+s(p)).
Simplifying and applying the chain rule, we get
d
ds
∣∣∣
s=0
Dφ−s(Yφs(p)) = 0.
Fix a point p ∈M and define
γ(t) = φs(ψt(p)), (1.11)
where s is fixed and t varies. We want to show that γ(t) = ψt(φs(p)). We take the
derivative of both sides of (1.11) with respect to t,
γ˙(t) =
d
dt
φs(ψt(p)).
We apply the chain rule to obtain
γ˙(t) = Dφs(
d
dt
ψt(p)).
By definition of the flow, this can be expressed as
γ˙(t) = Dφs(Yψt(p)). (1.12)
Let
γ(0) = φs(p) = q. (1.13)
This implies that γ˙(t) = Yφs(ψt(p)) for all t and γ(0) = φs(p). Then by the
Uniqueness Theorem, γ(t) = ψt(φs(p)). From the result of the lemma, it follows that
Dφ−s(Yφs(p)) = Yp
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Applying Dφs to both sides of the previous equation yields
Yφs(p) = Dφs(Yp). (1.14)
Combining this result with (1.12) and using uniqueness implies that
γ(t) = ψt(φs(p)) = φs(ψt(p)).
Now we prove ⇐. Assume that φs(ψt(p)) ≡ ψt(φs(p)) ∀s, t and for all p ∈M . We
evaluate the Lie bracket [X, Y ]p:
[X, Y ]p =
d
ds
∣∣∣
s=0
Dφ−s(Yφs(p)).
However, it follows from our assumption that Dφ−s(Yφs(p)) ≡ Yp, which is a
constant, so [X, Y ]p = 0. This holds for all p, so [X, Y ] = 0 as desired.
Example 1.3.7. In a coordinate system, we can obtain commuting vector fields
from the basis vectors of the coordinate system. Let us consider the elliptic
coordinate system whose elliptic coordinates (u, v) in terms of Cartesian coordinates
are given by
x = a coshu cos v
y = a sinhu sin v,
where u is a nonnegative real number, v ∈ [0, 2pi], and a is the distance of either of
the foci of the ellipse from the origin on the x-axis. The unit basis vectors of the
elliptic coordinate system are given by
∂
∂u
= sinhu cos v
∂
∂x
+ coshu sin v
∂
∂y
=
sinhu cos v
coshu sin v

∂
∂v
= − coshu sin v ∂
∂x
+ sinhu cos v
∂
∂y
=
− coshu sin v
sinhu cos v
 ,
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It can be shown with a bit of computation that
[
∂
∂u
,
∂
∂v
] = 0,
thus these two vector fields commute.
Using local coordinates to denote the vector field X with its respective
differential operator, we may write LX = X =
∑n
i=1Xi
∂
∂xi
. Then the commutator of
the operators LX , LY is defined as [LX , LY ] = LXLY − LYLX , which corresponds to
the Lie bracket [X, Y ].
Lie brackets may be expressed in coordinates via the following equation.
[X, Y ] =
n∑
i=1
n∑
j=1
(
∂Xi
∂xj
Yj − ∂Yi
∂xj
Xj)
∂
∂xi
, i = 1, 2, ..., n (1.15)
In practice it is easier to use the properties of the Lie bracket for computational
purposes.
Finally, we would like to introduce the concept of a Lie algebra, which will be
convenient when we discuss the Chow Rashevsky theorem later on.
Definition 1.3.8. Let F∞(M) denote the space of all smooth vector fields on M .
This is a real vector space under pointwise addition of vectors:
(αX + βY )(x) = αX(x) + βY (x) ∀x ∈M (1.16)
where α and β are real numbers and X and Y are vector fields. We shall regard
F∞(M) as an algebra with addition given by (1.16) and multiplication given by the
Lie bracket. Any algebra equipped with a Lie bracket that satisfies antisymmetry,
bilinearity, and the Jacobi identity is called a Lie algebra. For any family of vector
fields F we shall denote the Lie algebra of vector fields generated by F with Lie(F).
Example 1.3.9. Let Mn(R) denote the algebra of n× n matrices over R and let
XY represent the usual matrix product of X and Y . Then the commutator
[X, Y ] = XY − Y X defines a Lie algebra on Mn(R).
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1.4 Distributions
Definition 1.4.1. A k-dimensional distribution ∆ on a smooth manifold M is map
that assigns each point p ∈M a k-dimensional linear subspace of the tangent space
at p, which we write as p 7→ ∆(p) ⊂ TpM . If these subspaces are locally spanned by
smooth vector fields, then ∆ is a smooth distribution.
Given a set of smooth (locally defined) vector fields X1, X2, ..., Xm, we may
define an m-dimensional distribution ∆ = span{X1, X2, ..., Xm}. To be more
specific, ∆ is the set of finite linear combinations of the vector fields Xi over the
ring of smooth functions αi(x), i.e. of the form
α1(x)X1(x) + α2(x)X2(x) + ...+ αm(x)Xm(x).
Example 1.4.2. Let M = R3 \ {0} and ∆(x) = {v ∈ R3|vTx = 0}. The distribution
∆(x) is the tangent space at x to the sphere centered at the origin passing through
x.
Definition 1.4.3. Let ∆ be a k-dimensional distribution on M . An immersed
submanifold N ⊂M is called an integral manifold for ∆ if TpN = ∆(p) for every
p ∈ N .
Definition 1.4.4. A distribution ∆ is integrable if for every p ∈M there exists an
integral manifold of ∆ passing through p.
Example 1.4.5 ([Wan13]). Consider the smooth distribution ∆ on R3 spanned by
two vector fields
X1 =
∂
∂x1
+ x2
∂
∂x3
, X2 =
∂
∂x2
.
This distribution is not integrable because there is no integral manifold through the
origin. To see this, assume that ∆ is integrable. Then the integrable manifold N of
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∆ containing the origin must also contain the integral curve of X1 passing through
the origin. The integral curve of X1 is a part of the x1-axis, so N contains all points
of the form (t, 0, 0) for |t| < . Likewise, N must contain the integral curves of the
vector field X2 passing through all points (t, 0, 0). Hence, for each |t| < ,N contains
all points of the form (t, s, 0), |s| < δt. This means that N contains a part of the
x1x2-plane that contains the origin. But this is a contradiction because the vector
∂
∂x1
is a tangent vector to this part of the plane, but is not in ∆(p) for any p 6= 0.
It is natural to ask: under what conditions is a distribution integrable? To
answer this question, we define the following notion.
Definition 1.4.6. A distribution ∆ is involutive if the Lie bracket of two vector
fields X, Y in ∆ (i.e. Xp, Yp ∈ ∆(p), for all p) is also an element of ∆, i.e.
[X, Y ]p ∈ ∆(p) for all p.
Definition 1.4.7. A distribution ∆ is nonsingular if there exists an integer d such
that dim ∆(p) = d for all p ∈M .
Theorem 1.4.8 (Frobenius Theorem). A nonsingular distribution is completely
integrable if and only if it is involutive.
For a proof, see [Boo86].
Example 1.4.9. Let ∆ = span{X1, X2}, where
X1(x) = x1
∂
∂x1
+ x2
∂
∂x2
+ x3
∂
∂x3
, X2(x) =
∂
∂x3
.
We will show that ∆ is integrable.
Using the properties of Lie brackets, we can write
[X1, X2] = [x1
∂
∂x1
,
∂
∂x3
] + [x2
∂
∂x2
,
∂
∂x3
] + [x3
∂
∂x3
,
∂
∂x3
].
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Using the formula for coordinates, we find that
[x1
∂
∂x1
,
∂
∂x3
] = 0, [x2
∂
∂x2
,
∂
∂x3
] = 0, [x3
∂
∂x3
,
∂
∂x3
] =
∂
∂x3
.
Clearly, [X1, X2] ∈ span{X1, X2} since [X1, X2] is just a multiple of X2. Hence the
distribution ∆ is involutive, and by the Frobenius Theorem, it is also integrable.
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CHAPTER 2
CONTROL SYSTEMS
We shall first define a control system in the nonlinear case and various related
terminology, and then consider simpler linear control systems. A few examples
illustrating linear control systems will be discussed in depth. The sources for this
chapter include [Sim01, Lei10, Sas99].
2.1 Definitions and Examples
Definition 2.1.1. A control system on a manifold M is a family of vector fields
X(x, u) on M parameterized by the controls u. Typically control systems can be
characterized as a system of ODEs (dynamical system) by the following equation.
x˙(t) = X(x(t), u(t)), x(t) ∈M, u(t) ∈ U ⊂ Rm (2.1)
We describe the state of the system by the variable x, the input or control of the
system by u, the input set by U(x) and the state space (usually Euclidean space or
a smooth manifold) by M . If we take the union of all input sets for each x ∈M , the
set U =
⋃
x∈M U(x) is called the control bundle.
For each control system we denote the set of admissible control functions, U ,
that consists of functions u : [0, T ]→ U, for some T > 0. These control functions
are usually piecewise continuous or smooth.
Definition 2.1.2. A curve x : [0, T ]→M is called a control trajectory if there
exists an admissible control function u : [0, T ]→ U such that for all t ∈ [0, T ], we
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have x˙(t) = X(x(t), u(t)).
Figure 2.1 is an illustration of a control trajectory.
Figure 2.1: A control trajectory connecting p and q.1
Example 2.1.3 (Linear Systems). Suppose we have the control system from (2.1).
If we consider the case where M = Rn and X is a linear function of x and u, then
we have a linear control system.
x˙ = Ax+
m∑
t=1
uibi = Ax+Bu (2.2)
Here B is the n×m matrix whose columns are the n-dimensional vectors
b1, ..., bm ∈ Rn.
Example 2.1.4 (Affine Systems). Once again we consider the control system from
(2.1), but we restrict X to be affine in u. This restriction gives us an affine control
system.
x˙ = X0(x) +
m∑
t=1
uiXi(x) (2.3)
1 This image was reprinted with permission from [Sim01].
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The vector field g0 is called the drift and the vector fields X1, ..., Xm on M are
called control vector fields. The system is called drift free if X0 = 0.
We are interested in the question of controllability for control systems. That
is, can we steer a system from a given initial state x(0) to some final state x(T ) in
finite time using the available controls u? We do not consider the optimal ways to
achieve this goal; we only care if controllability is feasible. Optimal control uses
methods from calculus of variations to consider optimal ways to control the system,
but that discussion is beyond the scope of this paper.
Definition 2.1.5. If x : [0, T ]→M is a control trajectory from x(0) = p to
x(T ) = q, then q is called reachable or accessible from p. We shall denote the set of
points reachable from p by R(p).
Definition 2.1.6. If the interior of R in M is not empty, the system is locally
accessible at p. If the system is locally accessible for all p, it is locally accessible.
Definition 2.1.7. If R(p) = M for all p, the system is controllable.
Example 2.1.8. The system x˙1 = u1, x˙2 = u2 where (u1, u2) ∈ R2 (unconstrained
inputs) is (trivially) controllable. Solving the system of ODEs yields x1 = tu1, and
x2 = tu2. The system is clearly locally accessible at every point in R2, which
coincides with our two dimensional Euclidean state space; hence the system is
controllable.
Example 2.1.9. Suppose we have the control system x˙ = αx+ u where α 6= 0 and
u ∈ [−1, 1] (constrained inputs). We shall show that this system is uncontrollable
for any U . Consider the case α > 0. Let u ∈ U be arbitrary and let x(t) be the
control trajectory. Since this system is a first order linear ODE, we may use an
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integrating factor µ(t) = e
∫ −αdt = e−αt to obtain an expression for x(t).
[x(t)e−αt]′ = ue−αt
x(t)e−αt = x(0) +
∫ t
0
e−αsu(s)ds
x(t) = eαtx(0) + eαt
∫ t
0
e−αsu(s)ds
≥ x(0)− eαt
∫ t
0
e−αsds (since u(s) ≥ −1)
= x(0) +
eαt − 1
α
> x(0) ∀t > 0
Since points less than x(0) cannot be reached from x(0), the system is
uncontrollable. The case for α < 0 is similar, hence we claim that the control
system is uncontrollable.
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CHAPTER 3
MAIN RESULTS
One of the fundamental questions of control theory is the issue of
controllability: under what conditions is a control system controllable? The
Chow-Rashevsky Theorem gives us the answer for drift free affine systems:
x˙ =
m∑
t=1
uiXi(x), (3.1)
where ui denotes the control functions and X1, ..., Xm are vector fields.
3.1 Chow-Rashevsky Theorem
Definition 3.1.1. A distribution ∆ = span{X1, ..., Xm} on M is said to be bracket
generating if the iterated Lie brackets Xi, [Xi, Xj], [Xi, [Xj, Xk]], ..., 1 ≤ i, j, k ≤ m
span the tangent space of M at every point.
Theorem 3.1.2 (Chow-Rashevsky). If M is connected and the control distribution
∆ is bracket generating, then the drift free affine system (3.1) is controllable.
Proof. We shall refer to the proof of the general case in [Jea14], but only prove it for
the dim M=3, m=2 case. That is, we shall consider the following affine drift free
system:
x˙ = u1X1(x) + u2X2(x), (3.2)
where X1, X2 are vector fields on R3. First, we shall utilize the following lemma.
Lemma 3.1.3. If (3.2) satisfies Lie(X1, X2)(q) = TqM for all q ∈M , then for
every p ∈M the reachable set Rp is a neighborhood of p.
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Proof. Let U ⊂M be a neighborhood of p in R3. Let φit denote the flow of the
vector field Xi for i = 1, 2. Every curve that t 7→ φit(p) is a trajectory of (3.2), so we
have
φit(p) = p+ tXi(p) + o(t).
Now we define the local diffeomorphism Φt on U by
Φt = [φ
1
t , φ
2
t ] := φ
2
−t ◦ φ1−t ◦ φ2t ◦ φ1t .
Hence by construction, Φt may be expanded as a composition of flows of the vector
field Xi, i = 1, 2. Thus Φt(q) is the endpoint of a trajectory of (3.2) issued from q.
Lemma 3.1.4. On a neighborhood of p the following holds
Φt(p) = p+ t
2[X1, X2](p) + o(t
2).
This formula is proven in the appendix of [Jea14]. In order to obtain a
diffeomorphism whose derivative with respect to time is exactly [X1, X2], we set
Ψt =

Φt1/2 t ≥ 0,
[φ2|t|1/2 , φ
1
|t|1/2 ] t < 0.
Then we have
Ψt(p) = p+ t[X1, X2](p) + o(t) (3.3)
and Ψt(q) is the endpoint of a trajectory of (3.2) issued from q. We now choose
commutators X1, X2, [X1, X2] whose values at p span TpM . We introduce the map ϕ
defined on a small neighborhood Ω of 0 in R3 by
ϕ(t1, t2, t3) = Ψt3 ◦ φ2t2 ◦ φ1t1(p) ∈M.
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Next, we check the derivatives of this map at 0.
D0ϕ(e1) =
∂ϕ
∂t1
(0, 0, 0) = X1(p)
D0ϕ(e2) =
∂ϕ
∂t2
(0, 0, 0) = X2(p)
D0ϕ(e3) =
∂ϕ
∂t3
(0, 0, 0) = [X1, X2](p).
Note that these three preceding expressions correspond to the differential map of ϕ
defined at the basis vectors e1, e2, e3 for R3 at the origin. That is,
D0ϕ(ei) =
∂ϕ
∂ti
(0, 0, 0) for i = 1, 2, 3. Thus D0ϕ is a linear isomorphism that maps
the standard basis (e1, e2, e3) of the tangent space T0R3 onto
(X1(p), X2(p), [X1, X2](p)), the basis of the tangent space TpM
D0ϕ : (e1, e2, e3) 7→ (X1(p), X2(p), [X1, X2](p)).
We conclude from (3.3) and by the Inverse Function Theorem that the map ϕ
is a local C1-diffeomorphism near 0 and has an invertible derivative at 0 since the
Jacobian is nonzero at 0. That is, there exists a neighborhood Ω of the origin in R3
and a neighborhood U of p in M such that ϕ : Ω 7→ U is a diffeomorphism.
Therefore ϕ(Ω) contains a neighborhood of p. For every t ∈ Ω, ϕ(t) is the endpoint
of a concatenation of trajectories of (3.2), the first one being issued from p. It is
then the endpoint of a trajectory starting from p. Therefore ϕ(Ω) ⊂ Rp, which
implies that Rp is a neighborhood of p.
Let p ∈M . If q ∈ Rp, then p ∈ Rq. This means Rp = Rq for any q ∈M and
the lemma implies Rp is an open set. Thus the manifold M is covered by the union
of sets Rp that are pairwise disjointed. Since M is connected, there is only one such
open set. This completes the proof of the theorem when dim M=3 and m (number
of inputs)=2.
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Example 3.1.5 (Heisenberg group). Let us consider the distribution
∆ = span{X1, X2} on R3. Let
X1(x, y, z) =

1
0
0
 , X2(x, y, z) =

0
1
x
 .
We have dim ∆=2 and
X3 = [X1, X2] =

0
0
1
 .
Thus X1, X2, X3 span TR3 at every point and ∆ is bracket generating. The triple
(R3,∆, 〈·, ·〉), where for v, w ∈ ∆, 〈v, w〉 = v1w1 + v2w2 is an inner product on ∆,
called the Heisenberg group.
Figure 3.1 is a visual representation of the distribution for the Heisenberg
group.
Figure 3.1: The distribution for the Heisenberg group on R3.1
1 This image was taken from [dM09]. Original image created by Patrick Massot and reprinted
with permission.
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3.2 Car Example
Example 3.2.1. We can model the motion of a car parked parallel parked between
two other cars on a street by the following control system:
x˙ = u1X1(x) + u2X2(x), (3.4)
where x = (x1, x2, x3). Note that x ∈ R2 × S1: x1 and x2 denote the Euclidean
coordinates of the center of the rear axle of the car, and x3 denotes the angle
between the rear axle of the car and the x1 axis, which runs parallel to the street.
Let
X1(x) =

sinx3
cosx3
0
 = (sinx3) ∂∂x1 + (cosx3) ∂∂x2 (Rolling)
X2(x) =

0
0
1
 = ∂∂x3 (Rotation)
We will show that (3.4) is controllable.
First we use the following property of a Lie bracket to make computations
easier: [X1 +X2, Y ] = [X1, Y ] + [X2, Y ]. Applying this to our problem, instead of
computing [X1, X2], we compute [sinx3
∂
∂x1
, ∂
∂x3
] + [cos x3
∂
∂x2
, ∂
∂x3
]. To compute Lie
brackets in coordinates, we make use of formula (1.15). It is easy to compute and
verify that [sin x3
∂
∂x1
, ∂
∂x3
] = − cosx3 ∂∂x1 and [cos x3 ∂∂x2 , ∂∂x3 ] = sinx3 ∂∂x2 . Hence
[X1, X2] = − cosx3 ∂
∂x1
+ sinx3
∂
∂x2
=

− cosx3
sinx3
0
 .
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From this it is clear that [X1, X2] /∈ span{X1, X2}. However, the vectors
X1, X2, [X1, X2] span the tangent space of R2 × S1. Thus, by Chow’s Theorem, the
system (3.4) is controllable. This means that we can successful unpark the car
regardless of how close the other cars are. If the other cars are too close, we cannot
simply turn the car, but we can use a zigzag motion that roughly follows the Lie
bracket of [X1, X2]. If turning is not possible, then setting x3 = 0 yields
[X1, X2] =

0
1
0
 .
This result tells us we can unpark the car by driving it parallel in a direction
perpendicular (the x2 axis) to the street.
3.3 Orbit Theorem
The notion of an immersed submanifold, defined in the basic topology section,
is crucial for understanding the Orbit Theorem. Recall that Rp denoted the set of
points reachable from p. The Frobenius Theorem gives us the case when Rp is the
smallest, whereas the Chow-Rashevsky Theorem describes the case when Rp is the
biggest, i.e. the manifold M . The Orbit Theorem characterizes the intermediate
case when Rp is between its minimum and maximum size and simply states that
these reachable sets are immersed submanifolds of M .
Definition 3.3.1. Let φkt denote the flow of the vector field fk at time t. The orbit
of a family of vector fields F on a manifold M through a point x0 ∈M can be
defined as O(x0) = {φktk ◦ · · · ◦ φ1t1 : ti ∈ R, k ∈ N, f1, . . . , fk ∈ F}.
Points in the orbit of x0 are points that can be reached by starting at x0 and
traveling along integral curves of vector fields in F for any time. Note that orbits
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differ from reachable sets since reachable sets restrict time to forwards time only.
See Figure 3.2 to compare reachable sets and orbits.
Figure 3.2: Reachable sets versus orbits.2
We now state the orbit theorem without proof. For details of the proof, refer
to [Jur97].
Theorem 3.3.2 (Orbit Theorem). Each orbit O(x) is an immersed submanifold of
M .
Example 3.3.3. If the family F of vector fields consists of only one smooth vector
field X on a smooth manifold M , then the orbit O(p) of F through a point p is just
the orbit (trajectory) of X through p. If M is the 2-torus T 2 endowed with the
quotient space R2/Z2 and
X =
∂
∂x
+ α
∂
∂y
,
where α /∈ Q, then every orbit of X is a dense immersed submanifold of T 2.
Example 3.3.4. Let M = R4 = R3 × R, with coordinates x = (x1, x2, x3, x4), and
let F = {X1, X2}, where
X1(x) =
∂
∂x1
, X2(x) =
∂
∂x2
+ x1
∂
∂x3
.
2 This image was reprinted with permission from [Lei10].
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Note that X1, X2 are the vector fields that define the Heisenberg group on R3
extended to R4 in the trivial way (they don’t depend on x4). Then the orbit of F
through (x1, x2, x3, x4) is the plane R3 × {x4}, which is an immersed submanifold of
R3 × R.
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CHAPTER 4
CONCLUSION
Starting from the foundational concepts of topology, we defined several
important notions such as manifolds, tangent spaces, submanifolds, Lie brackets,
and distributions. We restricted our attention to affine control systems. In
particular, we were interested in answering the question of controllability for affine
drift free systems. The Chow-Rashevsky Theorem told us that affine drift free
systems were controllable if the manifold M was connected and the control
distribution ∆ was bracket generating. Although the proof can be generalized for
higher dimensional distributions on any connected manifold, we proved the
Chow-Rashevsky Theorem in the case of dim ∆ = 2 on R3 for clarity. Naturally,
control systems more complex than the affine drift free control system require more
sophisticated conditions that are beyond the scope of this paper. For example, the
linear control system (2.2) must fulfill the Kalman rank condition in order to be
controllable. Additionally, nonlinear systems are more difficult to deal with. One of
the main ways to deal with nonlinear systems is to check if a linearized form of it is
controllable, but this only answers questions locally. The question of controllability,
along with construction and optimization of specific control trajectories would be
worthy of further investigation.
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