Abstract. This paper concerns with the nite element Galerkin approximations for a uid{ solid interaction model proposed in 10]. Both Continuous{time and discrete{time approximations are formulated and analyzed. Optimal order a priori estimates for the errors in L 1 (H 1 ) and L 1 (L 2 ) are derived. The main di culty for the optimal order error estimates is caused by the interface conditions which describe the interaction between a uid and a solid on their contact surface, and it is overcome by using a boundary duality argument of Douglas and Dupont 5] to handel the terms involving the interface conditions. Finally, several parallelizable domain decomposition algorithms are proposed and analyzed for e ciently solving the nite element systems. The purpose of this paper is to analyze the nite element Galerkin approximations for a uid{solid interaction model which was proposed recently by the authors in 10], and to develop some parallelizable domain decomposition algorithms for e ciently solving the nite element systems. In 10] we gave a detailed derivation and the complete mathematical analysis for the model, which will serve as the theoretical foundation for the numerical analysis of this paper. The primary goal of this paper is to establish optimal order a priori error estimates in the L 1 (H 1 ){norm and in the L 1 (L 2 ){norm for the Galerkin approximations to the solution of the model. The main di culty for obtaining the optimal estimates is caused by the interface conditions which describe the interaction between a uid and a solid on their contact surface, To overcome the di culty, the critical idea is to use a boundary duality argument due to Douglas and Dupont 5] to handel the terms involving the interface conditions.
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x0. Introduction. The problems of wave propagation in composite media have long been subjects of both theoretical and practical studies, important applications of such problems are found in inverse scattering, elastoacoustics, geosciences, oceanography. Di erent mathematical and/or numerical composite models were proposed and studied The purpose of this paper is to analyze the nite element Galerkin approximations for a uid{solid interaction model which was proposed recently by the authors in 10], and to develop some parallelizable domain decomposition algorithms for e ciently solving the nite element systems. In 10] we gave a detailed derivation and the complete mathematical analysis for the model, which will serve as the theoretical foundation for the numerical analysis of this paper. The primary goal of this paper is to establish optimal order a priori error estimates in the L 1 (H 1 ){norm and in the L 1 (L 2 ){norm for the Galerkin approximations to the solution of the model. The main di culty for obtaining the optimal estimates is caused by the interface conditions which describe the interaction between a uid and a solid on their contact surface, To overcome the di culty, the critical idea is to use a boundary duality argument due to Douglas and Dupont 5] to handel the terms involving the interface conditions.
The model and the nite element methods studied in this paper are related to those previously studied by Santos et al 16] and by Sheen 17] , where the propagation of waves through single{phase and two{phase uid saturated porous media near a uid{ lled borehole region was studied, respectively. Displacements were used as the primary variables in the uid region (borehole) and in the uid{saturated porous solid region, and no attempt was made to address the optimality issue of the error estimates for the Galerkin approximations in both 16] and 17].
The domain decomposition methods developed in this paper are based on the idea of using the convex combinations of the interface conditions in place of the original interface conditions to pass the information between subdomains, see 11], 2], 6], 9] and references therein for the expositions and discussions on this approach for problems posed in homogeneous media. So the domain decomposition methods of this paper may be regarded as the generalizations of the methods proposed in those papers to the time{dependent heterogeneous problems.
The organization of this paper is as follows. In x1 we introduce space notations, and state the uid{solid interaction model and some basic facts about the model. In x2 we formulate the continuous{time Galerkin approximation and establish a priori L 1 (H 1 ) and L 1 (L 2 ) estimates under di erent assumptions on the the solution and data functions. In x3 two second order (in time) discrete{time Galerkin methods are de ned and analyzed. Finally, in x4, several parallelizable non{overlapping domain decomposition algorithms are proposed and analyzed for the problem at the di erential level, and these algorithms can be readily adapted for solving the discrete systems of the Galerkin approximations for the uid{solid interaction problem. Throughout the paper, unless stated otherwise, C will denote a general positive constant, not necessarily the same in any two places. x1. Preliminaries. We consider the propagation of waves in a composite medium which consists of a uid part f and a solid part f , that is, = f s . will be identi ed with a domain in R N for N = 2; 3, and will be taken to be of unit thickness when N = 2. Let ? = @ f \ @ s denote the interface between two media, and let ? f = @ f n ? and ? s = @ s n ?. The uid{solid interaction model we are going to study in this paper is given by The standard space notations are adopted in this paper. 
We shall make the following physical and mathematical assumptions throughout the paper. The same assumptions were made in 10]. P(0) = P 0 ; P t (0) = P 1 ; in f ; (2.5.iii) U(0) = U 0 ; U t (0) = U 1 ; in s ; (2.5.iv) where P 0 , P 1 , U 0 and U 1 are the approximate starting values which will be speci ed in the next subsection. Remark. Since (2.5) can be rewritten as a linear system of second order ordinary di erential equations (cf. 10]), it is easy to show the well{posedness of (2.5 The inequalities in (2.12) will be integrated in t in order to get relations to which we can apply Gronwall's Lemma if we can bound the four boundary integrals on the right hand sides of (2.12.i) and (2.12.ii). We could handle two integrals on ? f and ? s directly by using Schwarz inequality, however this would cause us to loose a factor h 1 2 . In addition, we should not bound two integrals on ? directly since this will lead to \unclosed" inequalities from which we can not get any estimates. In the following we shall use a boundary duality argument due to Douglas Theorem 2.2. Suppose E 0 (p; f ) and E 1 (u; s ) are bounded. Then there exists a con- x3. The discrete{time Galerkin approximation. In this section we shall introduce fully{discrete nite element methods for the initial{boundary value problem (2.1) by discretizing the system of ordinary partial di erential system (2.5) using the nite di erence method. We shall derive error estimates analogous to Theorems 2.1 and 2.2, and show that the time{stepping schemes are of second order accuracy.
x3.1. Formulation of fully{discrete nite element methods. Let J be a positive integer. Let t = T J , t n = n t, and u n = u(t n ); p n = p(t n ); U n = U(t n ); P n = P(t n ):
We also let P n+ 1 2 = P n + P n+1 2 ;
@ f P n = P n+1 ? P n t ; @ b P n = P n ? P n?1 t ; @ c P n = P n+1 ? P n?1 2 t ; @ c P n = P n+1 + P n?1 2 t ; @ 2 P n = P n+1 ? 2P n + P n?1 t 2 ; P n; = P n?1 + (1 ? 2 )P n + P n+1 :
It is easy to check the following identities @ c P n = 1 2 @ f P n + @ f P n?1 ] = P n+ 1
The discrete{time nite element method is de ned by seeking a sequence f(P n ; U n )g J n=0 in P h 1 V h 2 such that for for n = 1; 2; ; J ? 1,
( 1 c 2 @ 2 P n ; q h ) f + (rP n; 1 4 ; rq h ) f + h 1 c @ c P n ; q h i ? f (3.2.i)
? h f @ 2 c U n n s ; q h i ? = (g n; 1 4 f ; q h ) f ; 8q h 2 P h 1 ; ( s @ 2 U n ; v h ) s + ( (U n; 1 4 ); "(v h )) s + h s A s @ c U n ; v h i ? s (3.2.ii) + hP n ; v h n s i ? = (g n; 1 4 s ; v h ) s ; 8v h 2 V h 2 ; P 0 ; P 1 2 P h 1 ; U 0 ; U 1 2 V h 2 :
Remark. P 0 ; P 1 ; U 0 and U 1 are some approximations to the initial values p 0 ; p 1 ; u 0 and u 1 , they will be speci ed later in the next subsection. x3.2. Optimal H 1 a priori error estimate. Introduce error functions r n = p n ? P n = (p n ?P n ) + (P n ? P n ) = n + n ; e n = u n ? U n = (u n ?Û n ) + (Û n ? U n ) = n + n :
Since the error derivation for the discrete{time approximation is analogous to that of the continuous{time approximation, in the following we shall only highlight the steps which are worth noting. First note that (p n ; u n ) satis es ( 1 c 2 @ 2 p n ; q h ) f + (rp n; 1 4 For the boundary integral terms using discrete integration by parts we get x3.3. Optimal L 2 a priori error estimate. We consider a modi ed version of (3.2), which is obtained by replacing P n by P n; 1 4 tedious to construct and analyze the discrete analogues of the di erential domain decomposition algorithms to be introduced in the following. Those analyses along with the computation test results will be reported elsewhere in a forthcoming paper. Another point which is worth mentioning is that the domain decomposition algorithms of this paper can be used for solving the discrete systems of the uid{solid interaction problem (2.1) which arise from using other discretization methods such asnite di erence and spectral methods, even hybrid methods of using di erent discretization methods in di erent media (subdomains). x4.1. Algorithms. Recall the interface conditions on the uid{solid contact surface are ?p t = (u t )n s n s ; 0 = (u t )n s s ; on ?;
where s denotes the unit tangential vector on @ s . The equivalence of (4.1.ii) and (4.2) holds if the initial conditions satisfy the compatibility conditions (C1) and (C2) (cf. x1). for any pair of constants and such that + 6 = 0.
Proof. Trivial.
Based on the above new form of the interface conditions we propose the following iterative algorithms, one of which resembles to Jacobi type iteration and the other resembles to Gauss{Seidel type iteration. x4.1. Convergence Analysis. In this subsection we shall establish the utility of Algorithms 1 and 2 by proving their convergence. Because the convergence proof for Algorithm 2 is almost same as the proof of Algorithm 1, we only give the proof for Algorithm 1 in the following.
Introduce the error functions at the nth iteration r n = p ? p n ; e n = u ? u n :
It is easy to check that (r n ; e n ) satis es the error equations We are now ready to state our convergence theorem.
Theorem. For > 0 and > 0 we have (i) p n ! p strongly in P f , (ii) u n ! u strongly in V s .
Proof. The conclusion of the theorem is just an immediate consequence of the combination of Lemmas 4.2 and 4.3.
Remark. If we choose = 0, = 1, Algorithms 1 and 2 become N{N alternating type algorithms. This is possible because the Neumann data @p @n f and (u)n s are not related to each other directly on the interface. In addition, at the end of each N{N iteration one can add the following relaxation step to speed up the convergence p n := p n + (1 ? )p n?1 ; u n tt := u n tt + (1 ? )u n?1 tt ;
where is any constant satisfying 0 < < 1.
