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In den letzten zwei Jahrzehnten hat sich die Technik in unserer Gesellschaft immer 
weiter durchgesetzt. Mittlerweile gibt es überall Geräte die auf mehr oder weniger 
intuitiver Weise mit Menschen interagieren: zu Hause, am Arbeitsplatz, im Fahrzeug 
und überall dort wo sich Menschen aufhalten. Einige dieser Geräte verwenden 
Kameras um die Menschen zu beobachten oder mit ihnen zu interagieren. Nichts desto 
trotz ist es immer noch eine große Herausforderung, einer Maschine beizubringen, 
Menschen in Bildern und Videos zu erkennen und zu verfolgen. Die Gründe hierfür 
liegen in der unterschiedlichen Wahrnehmung der Menschen wegen ihrer Statur, ihrer 
Kleidung und ihren dynamischen Bewegungen. 
Der Schwerpunkt der vorliegenden Arbeit ist die Entwicklung von zuverlässigen 
Algorithmen zur Echtzeiterkennung und –verfolgung von Menschen, sowohl in 
Innenräumen als auch im Freien. Um dieses Ziel zu erreichen wurden die Algorithmen 
für traditionelle, passive Kameras entwickelt, da sie in beiden Umgebungen 
zuverlässig funktionieren. Die im Rahmen der vorliegenden Arbeit neu entwickelten 
Ansätze zur visions-basierten Echtzeiterkennung und –verfolgung von Menschen 
werden anhand von drei Anwendungen verdeutlicht: Ganganalyse, Fußgänger-
erkennung und Interaktion zwischen Mensch und Maschine. Diese drei Anwendungen 
haben gemeinsam, dass sie in Echtzeit Menschen erkennen und verfolgen sollen und 
dabei anwendungs-spezifische Daten im Bezug zum Menschen extrahieren müssen. 
Um die rechenaufwendige Erkennung und Verfolgung von Menschen in Echtzeit 
durchführen zu können, werden neuartige hardware-spezifische Optimierungen der 
vorgeschlagenen Bildverarbeitungsalgorithmen vorgestellt. Hierfür werden GPU 
Implementationen für die Fußgängererkennung eingeführt, deren Bearbeitungszeiten 
mit denen von CPU und GPU Implementationen verglichen werden. Für die 
Interaktion zwischen Mensch und Maschine wird ein verteiltes Rechensystem 






In the last couple of decades technology has made its way into our everyday lives 
including our homes, our offices and the vehicles we use for travelling. Many modern 
devices interact with humans in a more or less intuitive way and some of them use 
cameras for observing or interacting with humans. Nevertheless, teaching a machine to 
detect humans in an image or a video is a very difficult task. There are many aspects 
that contribute to the complexity of this task, such as the many variations in the 
humans’ perceived appearances: their constitution, the clothes they wear and the 
dynamic nature of the activities performed by humans. 
The focus of this thesis is on the development of reliable algorithms for real-time 
vision-based human detection and tracking in indoor as well as in outdoor 
applications. In order to achieve this, the algorithms presented in this thesis were 
developed for traditional passive cameras, as they perform well in both environments. 
The novel approaches for vision-based human detection and tracking are presented for 
three different applications: gait analysis, pedestrian detection and human-robot 
interaction. All these approaches have in common the need for real-time human 
detection and tracking in video sequences in order to extract application-specific data 
regarding the tracked human. 
In order to cope with human detection and tracking as a computational expensive 
task, novel hardware-specific optimizations of the proposed image processing 
algorithms are presented, that allow the algorithms to run in real-time. For this purpose 
GPU implementations are presented for pedestrian detection and the processing times 
are compared to CPU and FPGA implementations. In the case of human-robot 
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One of the fundamental prerequisites of human interaction is at the same time one 
of the most significant challenges in computer vision. Recognizing other humans 
comes natural to all of us. Teaching a machine to detect humans in an image or a video 
is on the other hand a very difficult task. There are many aspects that contribute to the 
complexity of this task, such as the many variations in the humans’ perceived 
appearances: their constitution, the clothes they wear and the dynamic nature of the 
activities performed by humans. 
In the last decades a vast research field has emerged, where researchers strive to 
find reliable solutions for the complex problem of vision-based human detection and 
tracking. The developed applications include, among others, surveillance [70], 
pedestrian detection for automotive collision warning systems [63], clinical gait 
analysis [42] and human-machine interfaces including human-robot interaction based, 
for example, on hand gesture recognition [68][69]. Due to the complex nature of 
vision-based human detection and tracking, algorithms attempting to work reliably for 
multiple applications tend to be complex and time consuming. An example of such an 
algorithm is presented in [40], where 30-40 seconds are required for estimating the 3D 
human pose using images obtained from three different camera views. The reliable 




of applications, but the required processing time makes it unsuitable for on-line 
applications. 
A recent attempt to enable the on-line use of vision-based human detection and 
tracking algorithms was the development of so-called RGBD cameras such as the 
Microsoft Kinect [76] and the Asus Xtion PRO LIVE [77]. These cameras provide a 
depth image together with the color image of the scene. Open-source libraries such as 
OpenNI [78] use this additional information provided by the RGBD cameras to enable 
on-line human detection and tracking. As shown in section 2.7 of this thesis, RGBD 
cameras project an infrared light pattern, which cannot be detected by the cameras in 
direct sunlight, therefore limiting the range of applications to indoor applications. An 
example of such an indoor application is the clinical gait analysis. However, the 
OpenNI library cannot be used on its own to extract the gait features required for 
clinical gait analysis. Therefore, in section 4.4 it is explained how the methods 
introduced in section 4.3 for traditional cameras can be applied to extract gait features 
from images provided by RGBD cameras. 
For outdoor applications a typical example is pedestrian detection. Most state-of-
the-art algorithms developed for pedestrian detection are suitable for on-line use. For 
example in [41] the processing time for one frame is about 100ms and is reduced to 
20ms by reducing the image resolution. Generally, state-of-the-art systems for 
pedestrian detection have a processing time for one frame of about 30-60ms [63]. 
However, as will be shown in Chapter 5 of this thesis, shorter processing times are 
required for reliable pedestrian detection with the purpose of collision warning for 
vehicle velocities higher than 50 km/h, corresponding to driving outside urban 
environments. Due to the fact that in a fixed time unit, longer distances are travelled as 
the vehicle speed increases, the environment should be imaged more often in order to 
maintain the same spatial resolution. For this purpose high-speed cameras are used in 
the application presented in Chapter 5. 
Generally, in order to achieve real-time image processing, vision-based human 
detection and tracking algorithms are often adapted and optimized for implementation 
on specialized hardware platforms such as GPU (Graphical Processing Unit) and 
FPGA (Field Programmable Gate Array) [18]. In Chapter 5 such specialized hardware 
implementations are proposed for real-time processing of images obtained from high-
speed cameras for the purpose of vision-based human detection and tracking. Another 
approach for achieving real-time image processing is presented in Chapter 6, where 





Main Contributions of this thesis 
The focus of this thesis is on the development of reliable algorithms for real-time 
vision-based human detection and tracking in indoor as well as in outdoor 
applications. Therefore, the algorithms presented in this thesis were developed for 
traditional passive cameras, as they perform well in both environments. The novel 
approaches for vision-based human detection and tracking are presented for three 
different applications: gait analysis, pedestrian detection and human-robot interaction. 
All these approaches have in common the need for real-time human detection and 
tracking in video sequences in order to extract application-specific data regarding the 
tracked human. In order to cope with human detection and tracking as a computational 
expensive task, novel hardware-specific optimizations of the proposed image 
processing algorithms are presented, that allow the algorithms to run in real-time. 
In summary, the main contributions of this thesis can be listed as follows: 
- Novel methods for robust markerless vision-based clinical gait analysis [5][8] 
and gait feature extraction [7]. In particular novel methods are presented for 
robust closed-loop segmentation of subtracted images in section 3.1 and 
automatic extraction of gait parameters based on 3D reconstruction of virtual 
joints in section 4.3.3. The gait patterns of 40 subjects have been extracted 
using the proposed algorithm. A comparison between the healthy and the 
pathological gait patterns is presented in section 4.3.4. 
- A novel disparity map segmentation method for detection and tracking of 
objects, including humans as particular type of objects, which is presented in 
section 3.2. This method can be used in various applications. Two possible 
applications are presented in this thesis: pedestrian detection for automotive 
collision warning systems [2][3][4] presented in Chapter 5 and human tracking 
for human-robot collaboration in hazardous environments, where a robotic 
platform has to follow a human co-worker [1], presented in Chapter 6. Even 
though the novel disparity map segmentation method was developed for human 
detection and tracking, due to its generic nature it has been successfully used 
for 3D object reconstruction in service robotics as well [6]. 
- Novel optimizations of image processing algorithms for human detection and 
tracking and adaptations to specific hardware platforms in order to enable real-
time operation. In particular two applications are presented, for which the real-
time capability was achieved either with the help of a GPU [9], as shown in 




Organization of the thesis 
This thesis is organized in seven chapters. Chapter 3 presents the two novel 
algorithms for robust image segmentation. Starting from these segmentation 
algorithms, Chapters 4, 5 and 6 present novel algorithms for human detection and 
tracking in three different indoor as well as outdoor applications. The theoretical 
background of all these algorithms is given in Chapter 2. 
Each of the three application chapters contains a general description of the 
developed vision-based algorithms followed by proposed optimizations as required for 
real-time image processing. The performance evaluation of each algorithm is 
presented within each chapter. 
Chapter 7 summarizes the most important conclusions from all chapters and 





Vision-based object recognition 
The main goal of this chapter is to provide the necessary theoretical background of 
vision-based object recognition to support the methods that are described in detail in 
the following chapters. Therefore, vision-based object recognition is introduced, 
followed by particularities that arise in vision-based human detection and tracking 
where humans are treated as particular types of objects. 
Vision-based object recognition is widely used in many robotics and computer 
vision applications such as 3D reconstruction of objects for manipulation in service 
robotics. Even though various computer vision applications for object recognition have 
different goals, they include either all or some of the steps illustrated in Fig. 2.1. 
 
Fig. 2.1 Block diagram of a typical computer vision application for object recognition 
Image acquisition is the first step in a vision-based object recognition application 
where a digital camera is used to capture images of the environment including the 
object of interest. Next the image is segmented, which generally results in simplifying 
the image content and preparing it for image understanding. Image segmentation can 
typically include up to three steps: image pre-processing, the main image segmentation 





















and segmented image post-processing. The goal of image pre-processing is to enhance 
the image quality or to reduce the region that needs to be segmented by selecting an 
object ROI (Region of Interest). After the appropriate image segmentation algorithm is 
applied, in the segmented image post-processing step the content of the segmented 
image can be filtered in order to exclude regions that do not contain objects of interest. 
Image understanding contains a feature extraction and a feature-based 
classification step. Depending on the type of input image and on the previously applied 
segmentation algorithm, various features are extracted for potential objects, which are 
used for classification in order to detect the object or objects of interest. Once the 
objects of interest have been localized in the image, application-specific features are 
extracted for them, which represent the output of the image processing system.  
If the above mentioned steps are repeated for a series of consecutive images of a 
video, also called frames, the application-specific features can be tracked in space and 
time. This means that besides the values of the features, also their positions in image 
coordinates are monitored from frame to frame.  
Digital images 
The main data types used in vision-based object recognition applications are digital 
images. A digital image, like the one shown in Fig. 2.2, is a discrete representation of a 
two-dimensional image as a finite set of integer values, called picture elements or 
pixels, which are organized in a fixed number of rows and columns. 
 








Pixels are the smallest individual elements in an image, which hold quantized 
values that represent the brightness of a given color at any specific point. Each pixel 
has two coordinates describing its location with respect to the image coordinate 
system. The origin of this coordinate system is usually in the upper left corner having 
the u axis parallel to the image rows and pointing to the right and the v axis parallel to 
the image columns and pointing down, as can be seen in Fig. 2.2. This convention for 
defining the image coordinate system is used throughout this thesis. 
The magnified region in Fig. 2.2 illustrates the discrete nature of digital images. 
The individual pixels arranged in rows and columns can be clearly seen. 
Color spaces 
Several different color spaces are used for representing digital images. One of the 
most commonly used formats is the RGB color space. The abbreviation RGB comes 
from Red, Green, Blue, which name the three color channels used to store the 
information for each pixel. For each of these channels usually an 8-bit value is stored 
and the combination of all representable values composes the color space. 
The RGB color space illustrated in Fig. 2.3 a) is a cube-shaped additive color 
space, which means that if for a pixel all color channels hold the smallest representable 
value (no color is added), the resulting color is black, while in the case of holding the 




Fig. 2.3 Color representations: a) The RGB color space and b) The HSV color space 
Another popular color space is the HSV (Hue, Saturation, Value) color space 
presented in Fig. 2.3 b), which has the shape of a cone and can be used for color 
segmentation. A third commonly used color space is YCbCr, which is the digital 











Besides these, in image processing gray-scale images are often used if only 
luminance information is required. The conversion from RGB to gray-scale is often 
performed using the following equation, which accounts for the perception of the 
brightness of different colors by the human eye: 
BGRY 114.0587.0299.0           (2.1) 
where Y represents the equivalent gray-scale pixel value of the perceived luminance 
and R, G and B represent the values of the three color channels of the color pixel. 
Region of Interest (ROI) 
In some situations only a sub-region of a digital image needs to be processed, in 
which case this region is often called Region of Interest (ROI) and is typically 
considered to be rectangular, as can be seen in Fig. 2.4. The selection of the ROI can 
be performed “manually” if throughout the application the same image region is used 
or it can be automatically adapted to the imaged scene by a pre-processing algorithm. 
 
Fig. 2.4 Illustration of the concept of Region of Interest (ROI) 
Reducing the region of the image to be processed has a beneficial influence on the 
required processing time, which is of crucial importance in real-time image processing 
applications. Therefore, fast pre-processing algorithms are able to reduce the overall 
time consumption by reducing the region that has to be processed by subsequent time-
consuming algorithms.  
2.1 Image acquisition 
Vision-based algorithms involve the processing of images recorded by a digital 
camera. The term “camera” comes from the Latin “camera obscura”, which was an 
early device developed for helping painters in creating realistic paintings by projecting 
the light reflected by objects from the real world onto a plane through an opening. This 
resulting projection was then used as a template for the painting. 
u 
v 




Modern cameras use the same principle during image acquisition for projecting the 
light reflected by objects onto a surface, which is either a photographic film or a digital 
sensor. However the light does not travel anymore through a simple opening, but 
through various lenses, which allow more light to enter and to be properly focused on 
the image plane. 
In the past couple of decades digital photography has gained huge interest due to 
reasonable prices of the devices, high quality of the images and practically costless 
image recording and storage. Hence the big focus on digital image processing. If a 
series of images is acquired, this series is referred to as a video consisting of multiple 
consecutive frames or images. 
During image acquisition light enters through the camera lens and is focused on the 
image sensor. After a certain amount of time, called exposure time, either a mechanical 
shutter obscures the sensor so that no light can fall on it anymore or the image data is 
electronically read out very fast, making a mechanical shutter unnecessary. The 
exposure time influences the image brightness since a longer exposure time allows 
more light to be captured, leading to a brighter image. Other important parameters 
during image acquisition are the aperture size and light sensitivity of the sensor. 
The term aperture size refers to the diameter of the opening through which the light 
travels to the sensor while the shutter is open. A bigger diameter is desirable in most 
situations as it enables the camera to work well in low lightning conditions. However, 
a smaller diameter allows less light to pass and can be useful in very bright conditions 
if the minimum shutter speed is reached. Also, through a smaller opening the incident 
angle of the light rays is almost the same for objects which are close to the camera and 
for the ones further away, allowing therefore a larger part of the scene to appear sharp, 
an effect also known as a wider depth of field. 
The sensor’s light sensitivity describes the minimum amount of light the sensor 
needs in order to register a difference from complete darkness. A sensitive sensor can 
perform well in low light condition but usually at higher cost and not without a good 
lens. Regular sensors produce darker images in low light conditions, which are 
electronically amplified, including the noise. This amplified noise is one of the reasons 
why in a series of images taken in low light conditions, the outcome of applying the 
same image processing algorithms can differ from frame to frame even if the images 
look identical to the human eye. 
Color digital images are mostly captured by placing a so-called Bayer filter [13] 
over the image sensor, which usually only captures light intensity. The Bayer filter is a 




mosaic filter which allows for each individual pixel only the red, the green or the blue 
parts of the light to reach the sensor surface. Afterwards the color image can be 
calculated using so-called debayering algorithms. However, in applications with low 
light conditions or when a high frame rate is required, sometimes gray-scale images 
are directly captured by the camera and the Bayer filter is omitted in order to increase 
the amount of light that reaches the sensor. Such a high-speed application is presented 
in Chapter 5. 
Monocular camera 
Even though modern cameras use complex optical lenses for focusing the incident 
light, the simple pinhole camera model [12] still applies to these cameras, with the 
difference that additional parameters are introduced, which model the distortions 
introduced by the lenses. A model of the pinhole camera can be seen in Fig. 2.5. 
 
Fig. 2.5 Coordinate systems of a monocular camera 
As can be seen in Fig. 2.5, a camera has two coordinate systems: an image 
coordinate system (u, v) having the origin in the upper left corner of the image and a 
camera coordinate system (x, y, z) having the origin in the optical center of the camera 
C. The distance between the center of the image plane and the optical center is called 
focal length f. The center of the image plane is the projection of the optical camera 
center on the image plane and is called principle point c. For any world point A, a 
projection point a on the image plane exists at the intersection of the ray AC with the 
image plane. However, as the image sensor surface has a limited size, projected points 
that lie outside the sensor surface will not appear on the resulting image. 
The relationship between the two coordinate systems of the camera is characterized 
































where (cu, cv) are the image coordinates of the principal point c and fu and fv represent 







ff   ,           (2.3) 
where pxwidth and pxheight represent the width and the height of a pixel, expressed in 
meters. Therefore, if the image pixels are rectangular, fu and fv are equal to each other. 
Usually, the origin of the world coordinate system is considered to be in the optical 
center of the camera. However, if the origin of the world coordinate system is at a 
different location the so-called extrinsic camera parameters characterize the rotation 
































t         (2.4) 
where R is the Direction Cosine Matrix (DCM) also known as rotation matrix and t is 
the translation vector giving the coordinates of the origin of the camera frame in the 
world frame. If the frame of the world coordinate system is identical to the frame of 
the camera, the rotation matrix is an identity matrix and the translation vector is the 
zero vector. 
Generally, the two-dimensional (2D) projection a(u, v) on the image plane of a 
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where P is the so-called projection matrix obtained by multiplying the intrinsic 





































|        (2.6) 




Additionally to the intrinsic and extrinsic camera parameters, four more parameters 
are often used. Two of them, namely k1 and k2, model the radial distortion, while the 
other two, p1 and p2, model the tangential distortion coefficients caused by the lens. 
Based on these four distortion coefficients the images can be transformed so that 
straight lines, which appear distorted in the original image, appear straight in the 
resulting image. This process is also called undistortion. The effect of undistortion can 
be seen in Fig. 2.6. 
  
a) b) 
Fig. 2.6 Effect of undistortion: a) Original distorted image and b) Resulting image after undistortion 
Camera calibration 
Many computer vision algorithms require a precise estimation of the intrinsic and 
extrinsic camera parameters. Even though the intrinsic camera parameters are often 
given in the camera datasheet, due to imperfections in the construction process, they 
might not be accurate enough, as required for some vision-based applications. The 
extrinsic parameters are always application dependent, as the origin of the world 
coordinate system might be different for each scenario. 
The estimation of the intrinsic and extrinsic camera parameters is done by the so-
called camera calibration, a process in which a known pattern is imaged multiple 
times from different viewpoints and based on the pattern’s geometrical properties a 
system of equations is solved in order to obtain the camera parameters. A widely used 
algorithm for camera calibration is Tsai’s calibration method [43]. 
One of the most common patterns used for camera calibration is a chessboard with 
alternating black and white squares, as illustrated in Fig. 2.7. Although the intrinsic 
camera parameters are determined only based on the ratio of the square’s sides, for 
estimating the extrinsic parameters the exact size of the chessboard is required. 
Further, the pattern should not be symmetrical along both the horizontal and the 




vertical axes, as in this situation the origin of the world coordinate system located on 
the board could not be uniquely identified. Asymmetrical chessboard patterns have an 
even number of rows and an odd number of columns or vice versa. 
 
Fig. 2.7 Example of chessboard pattern used for camera calibration 
For a chessboard calibration pattern the world origin is usually chosen to be on the 
chessboard plane and two of the axes are along the chessboard rows and the columns 
while the third axis is normal to the plane defined by the chessboard, as illustrated in 
Fig. 2.7. Knowing the size of the chessboard squares, the 3D location of the corners is 
computed with respect to the world origin. Afterwards the image points of the 
chessboard corners are detected and the 2D-3D corresponding points are used for 
solving a system of equations which give the camera parameters [43]. 
After estimating the intrinsic and extrinsic camera parameters it is important to test 
whether the accuracy of camera calibration is satisfactory, as the camera parameters 
play an important role in subsequent image processing algorithms. This is done by 
projecting the 3D chessboard corners onto the image as shown in (2.5) by using the 
projection matrix (2.6). Ideally the projected chessboard corners perfectly overlay on 
the detected chessboard corners. The distance for any pair of projected-detected 
corners is denoted as corner error. By computing statistical measures like average and 
standard deviation on the series of corner errors, the calibration accuracy is described. 
2.2 Image segmentation 
The goal of image segmentation is to simplify and/or change the representation of 
an image, so that the content appears more meaningful and is easier to analyze [12]. In 
other words, an image of a complex scene is transformed during the segmentation 
process in order to enhance the application-specific, relevant features and to suppress 
unimportant image details. Depending on the type of application and on the input 




image there are many different segmentation methods, such as threshold-based binary 
segmentation, color segmentation, etc. 
Many of the existing segmentation methods require some form of image pre-
processing in order to prepare the image for segmentation. Fig. 2.8 illustrates different 







Fig. 2.8 Original images and segmented images: a), b) Binary segmentation of background subtracted image, 
c), d) Color segmentation using the Hue channel of the HSV color space and 
e), f) Disparity map segmentation using connected components labeling and after convex hull fitting 
 




Fig. 2.8 a) and b) show an example of separation of foreground objects from the 
background by using background subtraction and binary segmentation, as will be 
shown in section 3.1. Fig. 2.8 c) and d) show a typical application of color 
segmentation, in which objects of a specific color are separated from the rest of the 
scene, using the Hue channel after converting the RGB image to the HSV color model. 
Fig. 2.8 e) and f) show an application for which the objects in the scene are separated 
from each other and from the background by computing a disparity map and 
segmenting it, as will be shown in section 3.2. 
2.3 Feature extraction  
Based on the application, certain features might be needed to describe the shape of 
the segmented objects for the purpose of classifying the object as belonging to a 
particular object class. Some of the most popular features are: size, volume, length of 
boundary and size of the bounding rectangle. Additionally, there are shape descriptors 
which are invariant to translation, rotation and scaling. A set of such invariant shape 
descriptors, that are widely used, are the so-called Hu moments [16]. Out of the seven 
Hu moments only the first three are used in this thesis as they provided the best results 
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cpq  ¦¦K         (2.8) 
where p and q represent the order of the moments, u and v are image coordinates and 
I(u, v) represents the pixel value at the given coordinates. These invariant moments are 
very useful for object classification, as they reduce the amount of data to be processed 
by describing the shape of the objects. 
2.4 Feature-based object classification 
Most applications require some form of classification for inferring to which class 
an object belongs to. Therefore, after segmenting the image, depending on the 
application, some or all of the features described above can be extracted for each 




segmented object. These features are then used for object classification. An overview 
of feature-based classification is given in Fig. 2.9.
 
Fig. 2.9 Illustration of feature-based classification 
In order to perform classification, a classifier is first trained using a set of objects, 
for which the class they belong to is known. During this training phase, also known as 
learning phase, some parameters of the classifier are adapted based on specific rules so 
that the probability to correctly classify an unseen object is maximized.
Minimum Distance Classifier 
The minimum distance classifier, often called Euclidian distance classifier is one of 
the simplest classifiers. Assuming k different classes to which an object can belong to, 
the classifier only requires the mean feature vectors mi of each class and a distance 
function like the Euclidian distance [39]. The learning process consists in computing 
the mean of the representative feature vectors for each class. For classification the 
distance between the new object x and each of these means is computed and the 
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where c is the class to which the object belongs to, ݂ҧ is the feature vector of the object 
x, mi are the means of the feature vectors representative for each class and k is the 
number of considered classes. 
Besides its simplicity, the minimum distance classifier has the advantage that its 
parameters can be easily interpreted and boundaries can be added to the mean feature 
vectors. These boundaries can be given for example by the standard deviation of the 
samples within a class and can be used to build a binary classifier even without having 
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by a series of samples of feature vectors, the minimum distance classifier can be 
trained to detect the membership to that class even without knowing the properties of 
objects that do not belong to that class. 
One of the disadvantages of this classifier is that it can only work well in simple 
feature spaces. As the feature space becomes more complex by adding more 
dimensions, the distance might not give enough information for properly determining 
the class an object belongs to and selecting proper boundaries can become a complex 
problem. 
Support Vector Machines 
Support vector machines (SVM) were originally designed for binary linear 
classification, which means that a hyper plane separates the two possible classes in the 
feature space. Although the linearity and the binary nature present clear limitations of 
this classifier, methods were developed for dealing with non-linear feature 
distributions by remapping the feature space to a higher-dimensional feature space in 
which the feature distribution is linear [37] [38]. Also, it is possible to build a 
multiclass support vector machine by combining multiple binary support vector 
machines. Two widely used approaches are the “one-versus-all” [37] and the “one-
versus-one” [38] approach. 
The one “one-versus-all” approach constructs k binary classifiers, where k is the 
number of classes. Each of these classifiers discriminates between the considered class 
and a group formed by all other classes. The final output is selected based on the 
highest outcome given by the k binary classifiers, similarly to how the minimum 
distance classifier analyzes the distances to each mean feature vector. 
The “one-versus-one” approach considers k(k-1)/2 binary classifiers, where each 
two classes are directly compared. Each of these classifiers casts a vote for a specific 
class and the class with the largest number of votes wins. 
The most important advantage of SVM is the automatic supervised learning 
process, in which a series of objects are presented to the classifier together with their 
class membership. The learning process consists in finding the hyper plane that best 
separates the two classes, meaning that the largest possible boundary is selected. An 
example of two linearly separable classes, c1 and c2, in a two-dimensional feature 
space together with the hyper plane and the boundaries can be seen in Fig. 2.10 a). 





a) Linear separation b) Non-linear separation 
Fig. 2.10 Examples of linear and non-linear separation of features
However, there are situations in which it is not possible to find a hyper plane to 
separate the two classes, like in the case presented in Fig. 2.10 b). There has been 
research on transforming the feature space to a higher-dimensional feature space in 
which the classes are linearly separable [37] [38], but this solution implies additional 
computation which differs depending on the application and might not always yield 
the best results. 
Neural Network Classifier 
An Artificial Neural Network (ANN), often called Neural Network (NN) is a 
mathematical model, which was inspired by biological neural networks. It consists on 
artificial neurons located on different layers, which are connected by artificial 
synapses, similar to biological neurons [17]. 
There are different types of neural networks, the simplest of which being the feed-
forward neural network, in which data only travels in one direction, as illustrated in 
Fig. 2.11. 
 































































In the presented example, there is one input layer, one output layer and one hidden 
layer. Clearly the number of neurons depends on the application as the input layer 
contains as many neurons as there are data inputs which should be used for 
classification (size of the feature vector ݂ҧ) and the output layer contains the same 
number of neurons as many object classes there are. Choosing the right number of 
hidden layers and neurons is a very complex problem, however it is commonly agreed 
that one hidden layer having a number of neurons equal to the mean between the 
number of neurons in the input and the output layer is fairly suitable in most situations. 
Numerical data is transmitted among neurons via synapses, which store a weight 
that controls how much the value of that particular input influences the output value of 
the neuron. Therefore the output of a neuron is a weighted sum of all its inputs. 
¦ j jji gwy                   (2.10) 
where yi is the output of neuron i, wj is the weight of the synapse on which the value gj 
is being received from the previous neuron. In many situations however yi is not 
directly the output of the neuron, but it is the input to an activation function like a 
sigmoid or a step function, whose output is used as the output of the neuron.  
The classification process for a neural network is therefore determined by all these 
weights and by the way the neurons are connected. During the learning process these 
weights are automatically adjusted so that the classification results for the training data 
are as good as possible. The most popular training algorithm is back propagation, in 
which the weights are randomly assigned and after presenting an object, the output 
error with respect to the desired output is propagated back to the input, adjusting the 
weights. If the input data is consistent, after the training phase the neural network 
should be able to correctly classify the training data. Further, if the training data was 
representative for the population, it should also perform well on new data, which has 
not been used for training. 
The biggest advantages of using neural networks for classification are the fact that 
it can deal with data that is not linearly separable, as illustrated in Fig. 2.10 b) and that 
the data distribution does not need to be known, as is the case for many other 
classifiers. Some of the disadvantages include a long training time until the weights 
converge and a higher complexity than the SVM and minimum distance classifier. 




2.5 Object tracking 
Object tracking is the process of locating one or more moving objects in a video 
sequence, which is a series of individual images also called frames. Depending on the 
application, these objects can be for example vehicles, various containers such as 
boxes or bottles or humans. However, common to all object tracking applications is 
that the goal of object tracking is to detect the object of interest in all frames of the 
video. In case of on-line applications, as presented in Chapter 5 and Chapter 6, object 
tracking has to be performed in real-time, which means that each captured frame has to 
be processed until the next frame is received.  
In object tracking applications the central role is played by the so-called tracker or 
tracking filter, which is the module responsible for establishing to which object in the 
previous frame the currently processed object in the current frame corresponds to. 
There are various approaches for object tracking, i.e. establishing the correspondences 
between objects in subsequent frames [11]. One of the most widely used methods is to 
use time consuming object recognition algorithms only for initializing the tracker, 
which then uses other types of features that can be computed very fast. The 
disadvantage of this method is that sometimes the tracker loses the object and it needs 
to be reinitialized by performing object recognition again. Another approach, on which 
the algorithms presented in Chapters 5 and 6 are based, uses an object recognition 
algorithm optimized for on-line use, which is able to process each incoming frame 
before the next frame is captured. Such optimization typically consists in using 
application dependent a priori knowledge and specific image segmentation algorithms, 
which can significantly reduce the overall computation time. 
The presented tracking methods can be improved by adding a motion filter to them, 
such as a Kalman filter [35]. The purpose of this filter is to interpolate among data 
samples as well as to predict future values in order to help the tracking process. The 
main limitation of the Kalman filter is that it can be successfully applied only for 
objects moving with constant speed or constant acceleration. This filter was used in 
this thesis for the application presented in Chapter 6 as the above mentioned 
conditions are met. 
2.6 Stereo camera vision-based 3D reconstruction 
The main disadvantage of monocular cameras is that due to the projection of the 
3D objects from the imaged scene on the 2D image surface the distance information to 
the objects is lost. However, this information can be recovered if two or more cameras 




are imaging the object of interest and if the relative positions of these cameras are 
known. A camera system that includes two monocular cameras is called stereo camera. 
Stereo camera 
A stereo camera is generally composed of two monocular cameras which are both 
imaging the scene that should be observed, similarly to how the human eyes are used 
for perceiving depth. In contrast to a monocular camera, the second perspective allows 
the 3D location of real-world points to be estimated based on the position of their 
projections on the two image planes. This process is also known as triangulation and is 
covered by the epipolar geometry [10]. 
Based on the orientation of the two cameras with respect to each other the stereo 
camera can be convergent if the optical axes intersect in front of the stereo camera (the 
cameras look to each other), divergent if the optical axes do not intersect in front of the 
stereo camera (the cameras look away from each other) or parallel if their optical axes 
are parallel. The parallel configuration additionally allows the construction of so-
called disparity maps, which are specific gray-scale images in which the pixel intensity 
is inversely proportional to the distance between the camera and the imaged point in 
the scene. However, the construction of disparity maps additionally requires the focal 
lengths of the two cameras to be identical, so that both image planes lie in the same 
geometric plane. More information on disparity maps is given later in this section. 
An example of convergent stereo camera can be seen in Fig. 2.12. For a stereo 
camera, each of the two cameras has two coordinate systems, as already shown for 
monocular cameras: an image coordinate system (u, v) and a camera coordinate system 
(x, y, z), which are usually denoted differently to indicate to which camera the 
coordinate applies. An additional parameter of the stereo camera is the distance 
between the two camera centers, which is known as base line b. The intersection of the 
base line with the two image planes generates the two epipoles, one in each image. 
 
Fig. 2.12 Illustration of relationships between the first camera, 
































The camera parameters already given for monocular cameras apply to each of the 
two stereo cameras and they are denoted differently as illustrated in Fig. 2.12. It can be 
observed that the two camera centers form a plane together with point A, which is the 
world point that is imaged. This plane is called epipolar plane and its intersection with 
the two image planes generates two epipolar lines, one on each image plane. It can be 
seen that the two corresponding points aL and aR of an imaged point A are constrained 
to lie on the epipolar lines. This property is used in Chapter 4 in order to improve the 
vision-based gait analysis system.  
In this thesis, the stereo camera with parallel optical axes is of particular interest for 
the applications presented in Chapters 5 and 6. Fig. 2.13 illustrates the coordinate 
systems of a stereo camera with parallel optical axes. The two cameras are denoted in 
this case as left camera L and right camera R. 
Fig. 2.13 Stereo camera system with parallel optical axis with the image 
and camera coordinate systems of the left and right camera 
For stereo cameras it is common to consider the origin of the stereo camera system 
in the optical center of the left camera. Stereo cameras with parallel optical axes have 





















































tR                 (2.12) 
where RL and tL are the rotation matrix and translation vector for the left camera and RR 

























b is exactly the distance for which the right camera is translated along the x axis, as 
can be seen in (2.12). 
As this ideal case is very unlikely to occur in real-world applications, the extrinsic 
parameters must be estimated along with the intrinsic parameters during the stereo 
camera calibration procedure, which is described next. 
Stereo camera calibration 
As already mentioned, the stereo camera contains two monocular cameras and 
therefore the camera parameters can be estimated as already described, including the 
estimation of the rotation matrix and the translation vector. These two extrinsic 
parameters can be inferred from the extrinsic parameters of each camera with respect 
to the world origin [10]. 
 In order to measure the accuracy of stereo camera calibration, the already 
described tests using the chessboard calibration pattern can be used. Additionally, the 
accuracy of estimating the rotation matrix and translation vector of one camera with 
respect to the other can be tested. This is done using epipolar geometry and the 
property that corresponding points must lie on epipolar lines. Therefore the chessboard 
corners from the left image are used to compute the corresponding epipolar lines in the 
right image. Next, the distance between each of the detected corners in the right image 
and the corresponding epipolar line is computed. The same operation is then also 
applied from the right to the left camera and by computing statistical measures like 
average and standard deviation on the series of distances, the stereo calibration 
accuracy is calculated. 
Stereo triangulation 
Generally, regardless of how the two cameras are oriented, the 3D location of the 
point A(x, y, z) can be obtained by stereo triangulation. For this operation the two 
projections of the point A in the two images are required, a(u, v) and a’(u’, v’), 
together with the two projection matrices P and P’. Triangulation implies solving the 
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where the generic terms TnP and '
T
nP refers the n-th row of the cameras’ projection 
matrices P and P’ respectively. 
Equations of the type Ax=0 can be solved either by Singular Value Decomposition 
(SVD) or by computing Eigenvectors. In order to assess how precise the result of each 
of the two methods is, the error e can be defined as the sum of absolute values 
obtained from multiplying the matrix A with the computed x: 
4321 RRRRe                   (2.14) 
where R1, R2, R3 and R4 are the four components of the error vector, which ideally 
should be equal to zero. 
Stereo rectification 
As previously mentioned, for stereo cameras with parallel optical axes, so-called 
disparity maps can be computed if their focal lengths are equal so that the two image 
planes lie in the same geometric plane. If this condition is not met, as is commonly the 
case due to mechanical misalignments of the cameras, the images must be stereo 
rectified. 
Stereo rectification is the process of transforming a pair of images obtained from a 
converging or diverging stereo camera. This results in images with the content as if 
they were captured by a pair of cameras with perfectly parallel optical axes and equal 
focal lengths. The result of stereo rectification is considerably improved if the actual 
camera setup is close to these ideal conditions. 
One of the most important properties of stereo rectified images is that the epipolar 
lines are parallel to the u axis of the image. Further, a pair of corresponding points, 
that is the two projections of the same 3D point on the two images, is located on the 
image line with the same v coordinate. Fig. 2.14 illustrates this property. 
In Fig. 2.14 a) two example chessboard corners were selected for the left image and 
for each of these corners a green line illustrates the v coordinate at which the 
corresponding corner points should lie in the right image. It can be seen that for both 
corners in the left image, the corresponding corners in the right image are located at a 
smaller v coordinate. 
In Fig. 2.14 b) the image pair after stereo rectification is shown. In contrast to the 
case of the original images, for the rectified image pair the corresponding corner points 
in the right image lie on the same v coordinate as the selected corners in the left image, 
as illustrated by the two green lines. 








Fig. 2.14 Example of stereo rectification: a) Original image pair and b) Stereo rectified image pair 
In order to perform stereo rectification, the intrinsic camera parameters are 
required, together with the rotation matrix and translation vector, which describe the 
rotation and translation of the right camera with respect to the left camera. These 
parameters can all be determined using camera calibration. 
Even though the location of the projected 3D point can be computed using 
triangulation for all stereo camera setups, the fact that for stereo rectified images the 
corresponding points lie on the same image line speeds up the searching process 
considerably. Due to this property disparity maps can be computed very fast by using 
adequate methods. 
Disparity map computation 
Stereo rectification of images enables the computation of so-called disparity maps. 
Disparity maps are images in which each pixel value encodes the distance between the 
camera and the 3D point projected on the left image at the same image coordinates. In 
other words, for each image point a(u, v) in the left image, the corresponding disparity 
value in the disparity map is d(u, v). For visualizing the disparity maps, they are most 
commonly represented either as grayscale image, for which the pixel intensity is 




inverse proportional to the distance, or as color image in which the distance is encoded 
with colors between red and blue, where red points are close to the camera (hot) and 
blue points are far (cold). Fig. 2.15 shows an example of a stereo rectified image pair, 






Fig. 2.15 Example of disparity map representations: a) Rectified left image, b) Rectified right image, 
c) Gray-scale representation and d) Colored representation 
One of the biggest problems faced in disparity map computation is finding 
corresponding points in the two images, a process also known as stereo matching. 
There are various ways for computing disparity maps, which can be mainly divided in 
three categories: local methods, which only use the close neighborhood of a pixel in 
the left image for finding its corresponding pixel in the right image; global methods 
which extract features from both full images and match them; and hybrid methods, 
which use a combination of the two. 
Usually, local methods are very fast compared to global methods. However they 
are not able to compute disparity values for objects that are occluded or if the 
difference in perspective between the two cameras is too big. The reason for this is that 
local methods only use a limited number of pixels in the selected pixel’s neighborhood 




for matching. Global methods, on the other hand, contain information almost over the 
whole disparity map, but are relatively slow due to the series of required optimizations 
and due to using all pixels for computing the disparity value for each selected pixel. 
Throughout this thesis the local disparity map computation method called block 
matching [44] is used due to the fair results obtained in most scenarios and especially 
due to the short computation time, which is critical for real-time applications.  
In block matching disparity map computation for each pixel in the left image an 
n x n block of pixels having the selected pixel in the center is compared to all blocks of 
pixels of the same size from the right image, where n is always an odd number. Due to 
the usage of stereo rectified images, two constraints are added, that speed up the 
matching process. The center pixel of a block in right image lies on the image line 
with the same v coordinate as the considered (reference) pixel in the left image. 
Additionally the u coordinate of the center pixel of a block in the right image is always 
smaller than that of the reference pixel in the left image. Having these constraints in 
mind, the best matching block is determined based on a cost function. The most 
commonly used cost function is the Sum of Absolute Differences (SAD) of pixel 
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where u and v are the coordinates of the pixel from the left image for which the 
disparity value is calculated, d is the current disparity value, n is the block size used 
for stereo matching and aL and aR represent the pixel values of the left and right image 
respectively. 
The above SAD value is computed for all possible disparity values ranging from 0 
to the maximum expected disparity value dmax. The best match for a pixel is found for 
the disparity value that generates the smallest sum: 
max..0,)),,((),( dddvuSADMINvud                  (2.16) 
If the minimal sum is too big with respect to a chosen threshold, no correspondence 
could be found (due to occlusions or difference in perspective). If two different sums, 
corresponding to two different disparity values, are similar, it means that more than 
one correspondence was found (due to lack of texture), so the correct match could not 




be uniquely identified. Certain post-processing steps are often applied in order to 
eliminate such regions with low texture or occlusions. 
After two corresponding image points aL(uL, vL) and aR(uR, vR) have been found, the 
disparity value is defined as: 
RL uud                     (2.17) 
where d is the disparity and uL and uR are coordinates of the corresponding points in 
the left and right image respectively. 
The size of the block used for matching plays an important role. A too small block 
does not overcome the problem of matching uncertainty which appears especially for 
image regions with low texture. On the other hand, a too big block can cause the 
selected regions of the two images to look too different due to the two different 
perspectives. This applies especially to objects which are close to the camera. The 
influence of the block size on the resulting disparity map can be seen in Fig. 2.16. 
  
a) b) 
   
c) d) e) 
Fig. 2.16 Example of disparity maps using block matching: a) Original left image, b) Original right image, 
c) Block size 9x9, d) Block size 15x15 and e) Block size 21x21 
The regions for which no correspondence was found are represented with black in 
the disparity maps c)-e) in Fig. 2.16. For smaller blocks the shape of objects is more 
accurately represented, but at the same time there are more regions without 




correspondence and more noise. In case of the bigger blocks there are fewer 
unmatched areas and less noise, but the shape of the object is altered due to the so-
called “thickening effect”, also known as “fattening effect” or “bleeding”, which is 
characteristic for large blocks. 
3D point reconstruction 
Knowing the disparity value d for a point aL(uL, vL), the 3D location of the original 
point A(x, y, z), with respect to the stereo camera coordinate system is given by: 
d
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where f is the focal length of the left camera, b is the base line of the stereo camera and 
c(ucL, vcL ) is the principal point of the left camera. 
2.7 Vision-based human detection and tracking 
Vision-based human detection and tracking is a particular case of vision-based 
object recognition in the sense that humans can be seen as objects of particular size 
and shape. Therefore, the typical block diagram of the image processing chain used for 
human detection and tracking, shown in Fig. 2.17, has certain similarities to the 
diagram of object recognition shown in Fig. 2.1. 
 
Fig. 2.17 Block diagram of vision-based human detection and tracking 
The image segmentation algorithms used for human detection and tracking are 
optimized either for static or dynamic camera setup, as can be seen in Fig. 2.17. In 
static setups the camera is fixed, like in the case of vision-based clinical gait analysis 
or video surveillance, while dynamic setups imply that the camera is moving, like for 
in-vehicle cameras used for pedestrian detection or on-board cameras used for 
navigation of robotic systems. Static setups are often used in indoor applications, while 
dynamic setups are often used outdoors. 
As image segmentation has a crucial impact on the reliability of subsequent human 





















literature is dedicated to this topic [28][50]. However, in spite of the number of 
published papers, there is still no general method for determining the segmentation 
parameters which will lead to reliable segmentation results in the presence of the 
numerous external influences that can arise in real-world human detection 
applications. 
As image segmentation is still an unsolved problem, researchers work on the 
development of new algorithms but also on new hardware to help human detection and 
tracking. Therefore, recently so-called RGBD cameras such as the Microsoft Kinect 
[76] and the Asus Xtion PRO LIVE [77] have been developed for indoor human 
detection and tracking. These cameras provide color information (RGB) like a 
traditional camera but also depth information (D), which gives information about the 
distance between the camera and particular regions of the scene, similarly to the 
information obtained from disparity maps. Structured infrared light is used for 
estimating the depth, which means that an infrared light pattern is projected on the 
scene and observed with a camera that is only sensitive to infrared illumination. Fig. 





Fig. 2.18 Sample images recorded with the Microsoft Kinect camera: a) RGB image, b) Infrared image and c) Depth image 
 




The RGBD cameras are usually calibrated by the manufacturer, so they can be used 
immediately after they are set up. One advantage of this technology is that no 
environment light is required for depth sensing, as this type of camera is an active 
sensor that projects all light that it needs on the scene. However, at the same time this 
light projection is also the biggest disadvantage, as natural light contains a significant 
amount of infrared light, so this technology cannot be used in direct sunlight, as the 
projected light cannot be distinguished from the natural light. As the goal of this thesis 
is to develop algorithms for both indoor and outdoor human tracking, traditional 
passive cameras are used, which perform well in both environments. 
Human Detection 
Vision-based human detection is the process of detecting the image region which 
contains a person. The output of this image processing step can be a rectangular region 
which bounds the person, also known as Region of Interest (ROI), but sometimes a 
more complex shape can better describe the region containing the human by including 
fewer background pixels. Such shape can be the contour of the person or a convex hull 
bounding the person’s contour. 
Depending on the nature of the application, images to be processed for human 
detection can be independent of each other (e.g. if they are taken in very large time 
intervals one after another and/or in different locations) or they can be part of a series 
of images, like in a video. Human detection can be performed on individual images, 
while for image series, the person has to be tracked, which means that the person is 
followed in all frames. This makes it possible to benefit from advantages like 
prediction of ROI, as will be shown in Chapter 6.  
Human Tracking 
The process of human tracking can be defined as locating the same person in a 
series of consecutive frames and the result of this process could be a series of ROIs. 
Clearly human tracking heavily depends on human detection since it is essential to 
detect the person before deducing whether the person detected in the current frame is 
the same person as in the previous frame, but at different image coordinates. In 
tracking, if human detection fails in one frame, values from previous frames can be 
used to estimate where the person is most likely to be located in the current frame. 
Further, the estimated location of the human can be used to improve the performance 
of the tracking algorithm. This additional information can help making the detection 
process faster (e.g. by using the previous location and/or size of the ROI as a starting 




point) and it can also increase the detection accuracy if a filtering and prediction 
algorithm is implemented. 
Human tracking algorithms can be divided mainly in two approaches. The first is to 
detect the person in each frame and to use the image coordinates of some of the 
person’s features for tracking, for example the location of the center of mass and the 
size of the human ROI. In the second approach the person is only detected in the first 
frame to initialize a low-level algorithm, which then tracks the region of the person 
based on low-level features such as distribution of pixel intensities within that region. 
In this second situation, the detection of the person can be performed again at regular 
intervals to update the model used for low-level tracking [11]. 
However, tracking also differs with respect to the types of required features. In the 
case of clinical gait analysis the extracted and tracked features are gait parameters such 
as the angles between body parts. For pedestrian detection the extracted and tracked 
feature is the center of mass of the ROI containing the human. In vision-based Human-
Robot Interaction (HRI), the extracted and tracked feature is the human position, but 
could also include body poses or gestures, which would enable the system to better 
understand what the human wishes to communicate to the robot. 
Indoor human detection and tracking 
There are many indoor applications for human detection and tracking such as 
surveillance, teleconferencing, clinical gait analysis and interactive video games. 
Indoor human tracking applications often include particularities such as constant 
artificial illumination and little to no influence of natural light in rooms with small 
windows or with no windows at all. Also indoor application are often characterized by 
fixed positions of the cameras, as they are often mounted on walls or supports and by 
relatively low scene dynamics due to the limited number of different objects that can 
be in the camera view. Nevertheless indoor human tracking is still a challenging topic 
as the appearance of humans can differ due to their size, skin color and clothing. In 
this thesis an indoor application of vision-based gait analysis is presented in Chapter 4. 
New algorithms for robust closed-loop segmentation of subtracted images and 
automatic extraction of gait parameters based on 3D reconstruction of virtual joints are 
presented along with a comparison between healthy and pathological gait patterns 
using the extracted gait features. 




Outdoor human detection and tracking 
Human detection and tracking is used in outdoor scenarios for different purposes 
such as surveillance, human-machine interaction and pedestrian detection for collision 
warning systems in the automotive industry. One of the most distinctive characteristics 
of outdoor applications is the natural light during day and its absence during night. 
Additionally, even though for outdoor applications the positions of the cameras can be 
fixed, such as in surveillance applications, for the majority of applications the cameras 
are moving. These characteristics are challenges that have to be addressed by vision-
based algorithms that are designed for outdoor human detection and tracking. In this 
thesis a typical outdoor application for pedestrian detection is presented in Chapter 5. 
A new algorithm for disparity map segmentation for human detection and tracking is 
presented, which enables real-time outdoor human tracking. 
2.8 Hardware acceleration of image processing algorithms 
Many image processing algorithms for the purpose of objects recognition and 
tracking (including humans) are very time consuming due to the large number of 
pixels of an image that have to be processed, even if only simple operations are 
applied to each individual pixel. Regular PCs usually have a single CPU (Central 
Processing Unit) which nowadays has 2-4 cores. However PCs often run multiple 
applications in the background, so not all resources are available for image processing. 
This often leads to applications in which the image processing algorithms are run 
sequentially on the input images, as illustrated in Fig. 2.19. 
 
Fig. 2.19 Illustration of sequential image processing 
It can be seen that each image processing algorithm is applied to the output of the 
previous algorithm as they are all part of a chain. However, the first step of acquiring a 




new image can only start again after the last step of the chain has finished if the PC 
does not offer enough computational power to run all steps in parallel. 
In order to overcome these limitations, different approaches have been developed, 
depending on the particular application and on the available physical system [18]. 
Dedicated hardware is often used for specialized image processing applications, two of 
the most popular solutions in state-of-the-art systems being the use of GPUs 
(Graphical Processing Units) and of FPGAs (Field Programmable Gate Arrays) as in 
the application presented in Chapter 5. Another approach is the use of distributed 
computing for which multiple PCs are working together, each of them running one or 
multiple algorithms, as in the application presented in Chapter 6. 
Depending on the particular image processing algorithm, sometimes multiple 
regions of the image can be processed in parallel to speed up the execution. This is 
particularly well supported by GPUs, as they have a large number of cores that can run 
the same instruction set in parallel on different image regions according to the SIMD 
(Single Instruction Multiple Data) principle [21]. 
Another way to speed up image processing is pipelining, which can be used almost 
every time when different algorithms are applied successively to a series of images, as 
illustrated in Fig. 2.20. This approach is particularly well supported by distributed 
computing, especially if a relatively small amount of data is exchanged between 
computers. 
 
Fig. 2.20 Illustration of the pipeline principle 
It is noticeable that even though individual algorithms do not necessarily run faster 
than in the sequential approach, pipelining allows them to run in parallel, which 
considerably reduces the processing time, therefore allowing more images to be 
processed in the same amount of time. 




The FPGA combines both of these advantages as it allows parallel processing 
within the image and also supports pipelining, but at the cost that algorithms are 
considerably more difficult to implement than on CPUs and GPUs. 
In order to evaluate the processing speed of an image processing chain that runs on 
a particular hardware system, two parameters can be defined: the processing time TP 
and the latency TL. The processing time is defined as the time interval between two 
consecutive outputs, while the latency is the time interval between image acquisition 
and output for the same frame. 
In the case of sequential processing, the processing time and the latency are 
identical and for the example given in Fig. 2.19 they are: 
 + T+ T+ T + T TTT OutPostMainPreAcqPL                  (2.19) 
where TAcq is the time required for acquiring an image, TPre is the time required by pre-
processing, TMain is the time needed by the main image processing algorithm to finish, 
TPost is the time required by post-processing and TOut is the time needed to compute and 
deliver the output to the subsystem requiring it. 
In the case of pipelining, the latency remains the same, as evidently each image has 
to pass through all steps, but the processing time is reduced to the time needed by the 
slowest step to finish processing. Hence in the example illustrated in Fig. 2.20, the 
processing time is: 
 TTTTT= MAXT OutPostMainPreAcqP ),,,,(                (2.20) 
It can be easily observed that pipelining does not bring any benefit if a single 
image is processed, as the operations still run sequentially on the same image. 
However if image sequences are processed, after the first frame passes through the 
pipeline all other frames are delivered at the interval TP. In (2.19) and (2.20), the 
transmission time between the modules is already included in each processing time. 
The transmission time is neglectable for CPU and GPU, as for CPU memory access is 
very fast and for GPU the input image is only once copied in the GPU memory, where 
all image processing algorithms are applied to it. However, in the case of distributed 
computing transmission times can play an important role, so it is important to properly 
choose which steps to distribute on which hardware platforms. 




Hardware acceleration using the Nvidia Tesla C1060 GPU 
Dedicated graphic cards became very popular in the last decade, as high end PC 
games started to demand advanced GPUs to support the CPU in efficiently rendering 
game scenes. GPUs are optimized for parallel processing by having a large number of 
cores that significantly contribute to increasing the system’s processing power. The 
fact that nowadays every high-end PC comes with a dedicated graphics card brought 
up the idea of enabling this dedicated hardware to also support other time-consuming 
operations besides the traditional game scene rendering, like the ones required by 
image processing systems. 
The Nvidia Tesla C1060 GPU is a high-end device with 30 multiprocessors (MP) 
of 8 cores each, summing up to 240 scalar processor cores (SP) [83]. Besides the large 
number of cores, the Tesla C1060 offers a so-called shared memory, which is basically 
a 16 KB cached memory for each MP, which is shared among the threads running on a 
particular MP. This local storage can highly improve the overall performance of an 
algorithm, as the access times to the shared memory are significantly shorter than to 
the global memory, making it suitable especially for repeatedly accessing the same 
memory locations, as is often the case for image processing algorithms. The Nvidia 
GPUs can be programmed using CUDA, which is an API (Application Programmable 
Interface) offered by Nvidia to make GPU programming simpler [84].  
The software architecture offered by CUDA version 1.3 consists of threads, which 
are somewhat similar to the threads of a CPU, but they are more light-weight, meaning 
that switching between them can be done very quickly without involving many 
operations, being therefore very efficient. Each thread is programmed to run a set of 
operations on a subset of image pixels. This set of operations is called kernel and each 
thread executes the same kernel, according to the SIMD (Single Instruction Multiple 
Data) principle [21], which only allows one algorithm to run at a time, so pipelining is 
not supported. Within each kernel the thread ID can be determined in order to know 
which image region to process. In this way image processing algorithms are speeded 
up by allowing different regions of the image to be processed at the same time. 
When executing the code, threads are grouped into blocks of up to 512 threads 
each, where each block will be executed on one MP. Therefore threads being part of 
the same block can use shared memory to improve the processing speed. A so-called 
warp, consisting of 32 threads, is physically executed on the Tesla C1060 in 4 clock 
cycles in the MP and a scheduler switches between warps. The warp is the smallest 
possible execution unit in CUDA. The maximum total number of threads is 65536. 




Having all these details in mind, it becomes clear that writing an efficient program 
for a GPU is fundamentally different from writing an efficient program for a CPU, as 
all these hardware and software details have to be known in order to write an efficient 
program. However, the major difference compared to CPU programming consists in 
rethinking each algorithm, so that as many regions of the image as possible are 
processed in parallel. 
Hardware acceleration using FPGAs 
In contrast to CPUs and GPUs, FPGAs have the ability to run the algorithms in a 
pipeline as various parts of the FPGA can be programmed to run different algorithms 
at the same time [18]. In this way, the first frame will be processed by the first 
algorithm and by the time the second algorithm starts processing the first frame, the 
next frame is already being processed by the first algorithm. Therefore, even though 
the total latency of the system is unavoidable, the processing time of one frame is 
considerably reduced, allowing more frames to be computed in the same amount of 
time, as can be seen in Fig. 2.20. 
FPGAs are often used in applications where low power consumption is critical, as 
they offer parallel processing and pipelining without the typical high energy 
consumption of PCs and particularly of GPUs. However, there is often no standard 
implementation of image processing algorithms offered for FPGAs and almost each 
solution has to be customized and implemented manually. This implies a big effort on 
the developing part but also bears potentially huge benefits for a mass product as 
FPGAs are low-cost chips.  
As both GPUs and FPGAs come with the possibility to highly parallelize image 
processing algorithms, the design of image processing algorithms is considerably 
different compared to CPU implementations, as CPUs typically have 2-4 cores, while 
GPUs often have hundreds or even thousands of them. FPGAs are fully customizable, 
so the programmer can decide how many processing units to use. 
Even though the principle of parallelizing image processing algorithms is the same 
for both GPUs and FPGAs, programming a GPU is pretty straight-forward compared 
to programming an FPGA. This is due to the fact that modern GPUs can be 
programmed by the same programming languages used for writing CPU programs, but 
by employing additional libraries and different paradigms and by having the hardware 
particularities in mind. This makes the GPU implementation a valuable step towards 
FPGA implementation by acting as a rapid prototyping environment for parallelizing 
time consuming image processing algorithms without the need of having deep 




knowledge about the architecture of particular FPGA chips, which is usually the case 
when porting algorithms to an FPGA. 
Hardware acceleration using distributed computing 
In applications where it is possible to use multiple PCs and high power 
consumption is not an issue, distributed computing can be used to accelerate image 
processing algorithms. In this case multiple computers are used and on each of them 
one or more steps from the image processing chain are running. The fact that different 
systems are used leads to the necessity to exchange data between them and efficient 
data exchange becomes imperative. Therefore considerable benefits can be obtained if 
the sum between the time needed to exchange data and the time needed for processing 
the data on the sub-system is much smaller than if the whole image processing chain 
would run on one system. 
The most important benefit of distributed computing is that it combines the 
advantages brought by GPU and FPGA over the CPU: the possibility to process 
different regions of the same image in parallel using a fast multi-core CPU or even a 
GPU, while at the same time the other systems run different steps of the image 
processing chain, creating therefore a pipeline. Similar benefits could be obtained by 
using multiple GPUs in one high-end PC. 
Distributed computing can be used beyond the scope of pure image processing 
systems, for example for robotic systems. In this case the very demanding image 
processing chain can run on a high-end PC that can be off-board, while other functions 
such as motor control can run on-board on low-power or embedded PCs, as is the case 





Robust image segmentation for object 
recognition  
It has been shown in Chapter 2 that image segmentation is one of the most 
important steps for object recognition including human detection. The reason for this 
is the fact that the subsequent feature extraction and feature-based classification 
heavily rely on segmented images of good quality. Depending on the particular 
application, the desired output of image segmentation can differ, but it generally 
concerns separating the objects of interest from each other and from the background.  
In this chapter two novel segmentation methods for object detection are presented, 
where human detection is considered as a particular case of general object detection. 
Hence, the first proposed method, robust closed-loop segmentation of subtracted 
images, is explained for the case of human body segmentation. This method is 
applicable for static camera positions as often used indoors. The second method, 
disparity map segmentation, is explained for the case of general object recognition 
including human detection. This method can be used both indoors and outdoors. As it 
will be shown, both methods are robust against variable scene illumination and against 
the various appearances of different objects including humans. 




3.1 Robust closed-loop segmentation of subtracted images 
In vision-based applications such as surveillance and human gait analysis, for 
which the camera position is fixed, human detection can be supported by background 
subtraction and by segmenting the subtracted image, as it will be shown in the 
following sections. 
Background subtraction 
The main idea behind background subtraction is to use an image of the background 
and to subtract images containing the person from it. An image containing only the 
background is known as background image b while the image with the person is 
known as foreground image f. The background subtraction operation is defined as: 
1..0,1..0,,,,,,,    imHeightvimWidthufbr cvucvucvu      (3.1) 
where u and v are the pixel image coordinates, imWidth is the image width and 
imHeight is the image height, c represents the color channel and r is the resulting 
subtracted image. The subtracted color image is then converted to gray-scale according 
to (2.1). Fig. 3.1 illustrates the process of background subtraction: Fig. 3.1 a) shows 
the background image, Fig. 3.1 b) shows the foreground image and Fig. 3.1 c) shows 
the result of background subtraction (3.1) after color to gray-scale conversion. 
   
a) b) c) 
Fig. 3.1 Example of background subtraction: a) Background image, b) Image with person and c) Subtracted gray-scale image 
Ideally, the image resulting from background subtraction should contain bright 
pixels only in regions belonging to the human body and all regions belonging to the 
background should be black. Such an image would be an “ideal” input to segmentation 
by simple thresholding [28]. The equation of simple threshold segmentation is: 

















          (3.2) 
where u and v are the image coordinates, s is the pixel value in the resulting segmented 
image, p is the pixel value in the input gray-scale image and Th is the threshold level. 
In (3.2) 0 denotes black pixels and 1 denotes white pixels 
The goal of simple thresholding is to obtain a binary image for which all pixels 
belonging to the human are white and all background pixels are black. However, the 
choice of the threshold level Th is a challenging task, as a too low value causes over 
segmentation as shown in Fig. 3.2 a) and a too high value causes under segmentation, 
as shown in Fig. 3.2 b). Only the optimal threshold value leads to a well segmented 
image, as shown in Fig. 3.2 c), for which the human can be properly detected. 
   
a) b) c) 
Fig. 3.2 Example of image segmented using various threshold values: a) Th=15, b) Th=100 and c) Th=33 
In real-world applications where natural light is present in the scene and no 
specially colored backgrounds are used, subtracted images often contain bright pixels 
in the background area besides the bright pixels in the region of the human body. This 
happens due to the fact that, in contrast to laboratory environments of rooms with only 
artificial light, the ability to control the experimental conditions, such as lighting 
conditions and background environment is very limited for real-world scenes. Because 
of this, the illumination of the background image can differ considerably from the 
illumination of the foreground image. The results of the corresponding background 
subtraction and segmentation are illustrated in Fig. 3.3 which represents a real-world 
application, in contrast to the laboratory environment shown in Fig. 3.1. 












Fig. 3.3 Two video frames of different quality due to different lighting conditions: a) and b) are original 
images, c) and d) are the corresponding subtracted images obtained by background subtraction and 
conversion to grayscale, e) and f) are the segmented images obtained by segmentation of the subtracted 
images using the same threshold and g) and h) are binary segmented images overlaid with the extracted 
stick figures 
 




Fig. 3.3 a) and b) show two example video frames of a person walking along the 
walking platform. The video was taken in the rehabilitation room of the “OT-Team” in 
Bremen [72]. As can be seen in Fig. 3.3 a) and b), in this video the walking platform is 
located directly in front of a large window. Such large windows create dynamic 
lighting conditions which may differ between the frames of the same video. Because 
of this, the images in Fig. 3.3 e) and f), obtained by thresholding of the subtracted 
images using the same segmentation parameter, are of significantly different quality. 
The segmented image in Fig. 3.3 e), which corresponds to the first considered 
frame, is of good quality since it contains a full and “well shaped” segmented human 
body represented by white pixels on a black background. This image is obtained by 
applying threshold segmentation to the image in Fig. 3.3 c) with the manually 
determined optimal threshold Th=36. However, the threshold value which is optimal 
for one image is not necessarily optimal for another image frame captured in 
potentially different illumination conditions. This is evident from the segmented image 
in Fig. 3.3 f), which is obtained by segmenting the image in Fig. 3.3 d) using the same 
threshold value Th=36. This segmented image is of poor quality since it contains a lot 
of noise (white segmented pixels in regions belonging to the background) and a 
“broken” segmented human body.  
If the segmented images are used for gait features extraction for human gait 
analysis, as will be shown in Chapter 4, the consequence of bad segmentation is a poor 
extraction of gait features as shown in Fig. 3.3 h) by the incorrectly extracted stick 
figure representing a simplified human body skeleton. In contrast to this, the 
segmented image of good quality shown in Fig. 3.3 e) enables the reliable feature 
extraction result shown in Fig. 3.3 g) by the stick figure which is correctly overlaid on 
the segmented human body. 
The quality of image segmentation can be improved in two ways. The first 
approach is to adapt the background image to the illumination condition of the current 
frame that has to be subtracted. The second approach is to automatically select the 
optimal segmentation threshold for each frame. Both approaches are explained in the 
following sections. However, these approaches complement each other, so using both 
approaches at the same time gives better results than using each approach individually. 
Adaptive background subtraction 
In order to compensate the illumination change, the following running average 
background adaptation algorithm is employed [46], where the background image is 
updated using background information obtained from the current frame: 

























        (3.3) 
where u and v are the image coordinates, c represents the color channel, b stands for 
background image, f is the foreground image (current frame), bprev is the background 
image before updating, s is the pixel value in the segmented image and D represents 
the adaptation rate. 
In order to update the background, all pixels of the foreground image are used 
which are assumed to not belong to the person image region. These pixels are black in 
the segmented image obtained after subtracting the current frame from the background 
image and segmenting it using the closed-loop segmentation method described later in 
this section. By using the background information from the current frame, the 
background image is updated to reflect the current scene illumination. The updated 
background image is then used for the next frame for improving the subtraction result. 
If the parameter D is large, sudden illumination changes are immediately 
compensated for in the background image. A smaller value prevents pixels of the 
person, which have not been successfully segmented, to significantly contribute to the 
new background image. Depending on particularities of the scene where the system is 
set up, this parameter might be adjusted in order to obtain the best possible results. 
Robust closed-loop segmentation 
After successfully subtracting the background from the current frame, an intelligent 
segmentation must be applied to the subtracted image in order to obtain an optimally 
segmented image. An optimally segmented image does not contain noise in contrast to 
an over segmented image, where not only human body pixels but also background 
pixels are segmented. Also, an optimally segmented image does not have “holes” in 
the segmented human body region in contrast to an under segmented image, where 
important information is lost due to missing human body parts. 
As already shown in Fig. 3.3, due to external influences, such as variable lighting 
conditions, the optimal threshold value is not the same for all the frames of a video 
sequence. In order to automatically select the appropriate threshold value for each 
frame and to make the operation robust against external influences, closed-loop 
segmentation is suggested in this thesis. 
As in traditional control theory, a closed-loop in image processing always includes 
an actuator variable which influences the controlled variable. The actuator variable, 
which is an input variable, in image processing influences the image quality. The 




measure of image quality is a controlled variable, which is an output variable. The 
chosen actuator variable for closed-loop segmentation is the threshold value, as it 
directly influences the segmented image characteristics. For the controlled variable the 
so-called two-dimensional (2D) entropy of segmented pixels introduced in [29] is 








ii ppS            (3.4) 
where p(1,i) is the relative frequency, that is, the estimate of the probability of 
occurrence of a pair (1,i) representing the segmented pixel 1 (white) surrounded with i 
segmented pixels in its 8-pixel neighborhood: 
 image  in the pixels segmented ofnumber 
pixels segmented with surroundedpixels segmentedofnumber 
),1(
ip i       (3.5) 
Based on (3.4) it can be seen that the value of the 2D entropy is high when the 
probabilities of occurrence of multiple pairs p(1,i), i=0..8 are high. This corresponds to 
image disorder, as many segmented pixels have a different number of directly 
connected segmented neighbors. In contrast to that, if the pixels are well connected, 
the majority of pixels will have exactly eight pixels in their neighborhood. This causes 
p(1,8) to be close to 1 and all other probabilities to be close to zero, so the 2D entropy 
value to be small. In other words, a high value of the 2D entropy corresponds to 
images having scattered segmented pixels (for Fig. 3.2 a) S = 0.37 and for Fig. 3.2 b) S 
= 0.27). A lower value of the 2D entropy corresponds to segmented images of good 
quality having well connected segmented pixels. For example for Fig. 3.2 c) S = 0.10. 
Because of this, the problem of finding the optimal threshold can be defined as the 
problem of finding the minimum 2D entropy. The input-output characteristic 
corresponding to the segmentation of the image in Fig. 3.1 c) is given in Fig. 3.4. This 
characteristic shows the values of the 2D entropy of the segmented images obtained 
using different threshold levels Th from the possible range of threshold levels, which is 
0-255 in the case of segmentation of gray-scale subtracted images. Fig. 3.4 also shows 
the number of segmented pixels in the image (scaled by dividing by 1.000.000) and the 
gradient of segmented pixels in the image (scaled by dividing by 100.000). 
It can be seen in Fig. 3.4 that the 2D entropy is zero or has small values for very 
small thresholds, as all the image pixels would be segmented in this case and they 
would appear connected. Such small 2D entropy corresponds also to high thresholds 




where only few grouped segmented pixels appear. The low values of 2D entropy for 
these two threshold regions indicate images that are not well segmented, as either all 
images pixels are segmented or no pixels are segmented at all. In order to overcome 
this shortcoming of the presented “searching for the minimum 2D entropy” approach, 
the number of segmented pixels and the gradient of the number of segmented pixels 
are used. 
 
Fig. 3.4 Input-output characteristic “threshold-2D entropy” corresponding 
to segmentation of the image in in Fig. 3.1 c) 
It can be observed that for the low threshold values, the total number of segmented 
pixels is reduced significantly between two consecutive threshold values. Therefore, in 
order to select the valid input region, the absolute value of the gradient of the number 
of segmented pixels is used to exclude threshold values that lead to a poorly 
segmented image. Multiple trials have shown that if the gradient of the number of 
segmented pixels is higher than 0.2% of the total number of pixels in the image, the 
segmentation result is poor. In Fig. 3.4 this excluded region appears darkened out and 
the optimal threshold value Thopt is found at the first local minimum of the 2D entropy 
within the valid region and is marked with a dotted vertical line. 
In order to find the optimal threshold, i.e. to find the first local minimum of the 2D 
entropy within the valid region, a control based on the gradient of the 2D entropy is 
employed. Extremum points can be detected by using the gradient of the 2D entropy, 
as the gradient equals to zero both for local minima and for local maxima. The sign of 
the gradient before and after the extremum point provides information of whether the 
extremum point is a local maximum or a local minimum. If the gradient turns from 
positive to negative values, the extremum point is a local maximum, otherwise it is a 
local minimum. Therefore the optimal threshold Thopt is found at the first transition 
from negative to positive values of the gradient of the 2D entropy within the valid 
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Fig. 3.5 Closed-loop segmentation of the gray-scale subtracted image 
By using the closed-loop control, the presented system is robust to illumination 
changes that often appear during a video sequence, as it finds the optimal threshold for 
each frame separately. 
The presented closed-loop segmentation works well if either the complete person 
region is brighter than the background or the other way around. However, it does not 
work well if only parts of the person are brighter than the background while other parts 
are darker. This is the case in the clinical setup at the Neurological Rehabilitation 
Centre Friedehorst in Bremen, Germany [73] where the experiments needed for the 
development of the vision-based gait analysis system presented in Chapter 4 were 
carried out. In this setup the wall in front of which the person walks has both bright 
and dark regions, as shown in Fig. 3.6. 
  
a) b) 
Fig. 3.6 Example of images taken in clinical setup: a) Background image and 
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Due to the bright and dark regions of the background, almost independent of the 
colors of the persons’ clothing, there will be parts of the person which are darker and 
parts that are brighter than the background. This leads to the fact that the absolute 
background subtraction in (3.1) introduces considerable noise, as illustrated in Fig. 3.7 
a) by the bright regions of the image, which do not belong to the person. Such noisy 
background subtracted image cannot be optimally segmented using a single threshold, 
as can be seen in Fig. 3.7 b) and c) as parts of the image are either over segmented or 
under segmented. 
   
a) b) c) 
Fig. 3.7 Example of: a) Absolute background subtraction and subtracted image segmentation using: b) Th = 18 and c) Th = 80 
In order to overcome this problem, instead of using the absolute background 
subtraction introduced in (3.1), two operations are proposed, resulting in two 
subtracted images: 
cvucvucvu fbr ,,,,,,1            (3.6) 
cvucvucvu bfr ,,,,,,2            (3.7) 
where u and v are the pixel image coordinates, c represents the color channel, b stands 
for the background image, f is the foreground image and r1 and r2 are the two 
resulting subtracted images shown in Fig. 3.8 a) and b) respectively. 
These two images are then segmented separately by finding the optimal thresholds 
Thopt1 and Thopt2 using the proposed closed-loop segmentation method. Finally the two 
segmented images are merged by the logical OR operation. The result after combining 
the two segmented images can be seen in Fig. 3.8 c). 





a) b) c) 
Fig. 3.8 Example of background subtraction: a) Background – Foreground (r1), b) Foreground – Background (r2) and
subtracted image segmentation using: c) Thopt1 = 80, Thopt2 = 18 
In order to automatically determine the two optimal threshold values Thopt1 and 
Thopt2, the presented closed-loop algorithm is applied individually on the two images. 
As in Fig. 3.4, the regions excluded with the help of the gradient of the number of 
segmented pixels appear darkened out in Fig. 3.9, so the optimal threshold value is 
found at the first local minimum of the 2D Entropy outside the excluded region.  
 
a) b)
Fig. 3.9 Input-output characteristic of the 2D entropy corresponding to segmentation of the 
images in: a) Fig. 3.7 b) (Thopt1=80) and b) Fig. 3.7 c) (Thopt2=18) 
The separate segmentation of the two images introduces additional robustness 
against variations in background colors and the persons’ clothes compared to 
segmenting the image obtained by absolute background subtraction. Therefore this 
method can also be applied for the previously shown scenario in which the background 
does not contain such different colors. However, computing two threshold values 
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3.2 Disparity map segmentation 
In vision-based applications where stereo cameras with parallel optical axes and 
equal focal lengths are used, disparity maps can be computed after performing stereo 
rectification on the stereo image pair, as described in section 2.6. In order to enable 
feature extraction for object recognition, the disparity map has to be segmented, which 
means that objects have to be separated from each other and from the background. 
This applies to human detection as well, as humans are considered to be a particular 
type of objects. 
In some applications such as automotive applications, which are the object of 
consideration in Chapter 5 of this thesis, there are mainly two directions of disparity 
map segmentation. One direction is to use the so called bird perspective [31], which 
presents the top view of the scene, as known from radar applications, where after 
removing the ground plane the pixels are grouped into objects. The second main 
direction is the so called U/V Disparity, which consists in two projection images of the 
disparity map. In these projections, the u respectively the v image axis is the axis on 
which the projection is applied while the other axis is the disparity value. The pixel 
intensity represents the number of pixels having a specific coordinate and a specific 
disparity value. The V Disparity is used to detect the road surface and obstacles lying 
on it as a surface in the disparity map is mapped to a line in the V Disparity [60][61]. 
Object detection under these circumstances however is not always reliable enough, so 
another approach helps segmentation by using pre-processed radar signals [59] in 
order to generate “masterpoints” that validate the result. These methods output a 
rectangular region of interest (ROI) for each object of the scene. 
In contrast to state-of-the-art methods, the novel segmentation algorithm presented 
in this thesis uses directly the disparity map, and does not depend on the image 
content. The method is based on the two-pass algorithm for blob detection in binary 
images introduced in [12] and improved in [23]. However, the method has been 
adapted in this thesis to segment gray-scale disparity maps. In the first pass the 
segmented pixels are labeled and an equivalence list is kept, while in the second pass 
this list is used to update the labels as final. 
The output of the algorithm is a labeled image containing separated objects, as it 
gives a different label for each object. This labeling is also known as blob detection 
and can be performed for 4-neighbors connectivity or for 8-neighbors connectivity. 
The number of considered neighbors influences the way pixels are grouped together. If 
4 neighbors are considered, the upper, lower, left and right neighbors of a pixel will 




bear the same label as the considered pixel. In the case of considering 8 neighbors, all 
neighbors of a pixel will get the same label. Fig. 3.10 illustrates the result of 4-
neighbors blob detection applied to a binary image, where, for better visualization, 
each label is represented by a color. 
  
a) b) 
Fig. 3.10 Illustration of blob detection: a) Binary image and b) Extracted blobs 
In the first pass of the 4-neighbors blob detection the input binary image is scanned 
row by row starting from the left upper image corner and only two already labeled 
neighboring pixels, left and upper, are checked when labeling the current pixel. The 



























,        (3.8) 
where lu,v is the current label and lu-1,v and lu,v-1 are the labels of the left and upper 
neighbor respectively. Besides the labeling, an equivalence table eq is kept in the first 
pass in order to memorize equivalent labels. This table is updated if the current pixel to 
be labeled has segmented left and upper neighbors with different labels. If so, the 
equivalence table eq will memorize the fact that the two different neighboring labels 
actually belong to the same region (are equivalent). 
In the second pass, each label gets the new value of its minimum equivalent 
according to the equivalence table: 
1..0,1..0]),[min( ,,    imHeightvimWidthuleql vuvu       (3.9) 
where lu,v is the label for the pixel located at the coordinates (u, v), imWidth is the 
image width and imHeight is the image height.  
The result of the two pass pixel labeling can be seen in Fig. 3.11. It can be easily 
seen that each label in Fig. 3.11 b) corresponds to a color in Fig. 3.10 b). 
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a) b) 
Fig. 3.11 Illustration of blob detection algorithm: a) Result of first pass and b) Result of second pass 
As previously mentioned, this algorithm was designed for binary images. However, 
disparity maps are gray-scale images, in which darker pixels correspond to objects 
which are further away, while brighter pixels correspond to objects which are closer to 
the camera. In order to segment disparity maps, the above described pixel labeling 
algorithm was adapted to group pixels together that belong to the same object, 
therefore assigning them the same label. 
 The main assumption for disparity map segmentation is that neighboring pixels in 
the disparity map belonging to the surface of an object, have similar disparity values, 
while on the edges of the object the difference in disparity value between the pixels of 
the object and of the background is large. These transitions in disparity values are used 
for the segmentation. Accordingly, the pixel labeling algorithm (3.8) was modified to 
consider neighboring pixels that have disparity values close to the current pixel as 
belonging to the same object. If the difference in disparity values is bigger than a set 
threshold Th, the current pixel will be considered to be part of a different object. The 




























         
(3.10) 
where pu,v are the pixel values and (pu-1,v AND pu,v-1 are ok) AND lu-1,v  0 AND lu,v-1  0 
is the shorter form of: pu,v– pu-1,v<Th AND pu,v– pu,v-1<Th AND lu-1,v  0 AND lu,v-1  0. 
The threshold Th varies from pixel to pixel and depends on the disparity value of the 
current pixel, being equal to 10% of the disparity value. For example, if the disparity 
value of the pixel is 10 then Th=1 and if the disparity value is 30 then Th=3. Therefore 
the nonlinear nature of the disparity values is accounted for. An illustrative example of 
the segmentation of a disparity map according to (3.10) is given in Fig. 3.12. 






   
c) d) e) 
Fig. 3.12 Illustration of disparity map segmentation and merging: a) Disparity map, b) Segmented 
disparity map, c) Disparity map, d) Segmented disparity map and e) Merged segmented disparity map 
Fig. 3.12 a) and c) show synthetic disparity maps that are to be segmented so that 
pixels belonging to the same object are grouped together. It can be observed in Fig. 
3.12 d) that after applying the proposed segmentation method, the vertical object is 
dividing the object behind it in two parts. However, after applying the segmentation in 
(3.10), the disparity values on the edges of the differently segmented objects are 
analyzed. This post-processing step reveals for instance that the right edge of the green 
object in Fig. 3.12 d) has the same disparity values as the left edge of the yellow object 
in Fig. 3.12 d), as can be seen in Fig. 3.12 c). This indicates the fact that these two 
parts belong to the same object and that they should bear the same label. The result of 
merging the two object parts is shown in Fig. 3.12 e). 
After segmentation and merging object parts, another post-processing step is 
applied to remove segmented objects having a smaller area than a given threshold. 
This post-processing step removes noise from the segmented image, as the objects of 
interest always have a known minimum size, which is chosen as threshold value. 
In order to evaluate the performance of the presented algorithm and to prove its 
generic nature the famous Tsukuba image from the Middlebury dataset [33] was used 
as benchmark. The results are shown in Fig. 3.13. 










Fig. 3.13 Disparity map segmentation for the Tsukuba image: a) Original left image, b) Original right image, c) Ideal disparity map, 
d) Disparity map computed using block matching, e) Segmented ideal disparity map, f) Segmentation of computed disparity map 
Fig. 3.13 a) and b) show the original left and right Tsukuba images. Fig. 3.13 c) 
shows the ground truth disparity map provided with the original images and Fig. 3.13 
d) shows a real disparity map computed using the block matching algorithm. Fig. 3.13 
e) and f) show the result of segmentation of the ideal and of the computed disparity 
maps using the proposed algorithm. It can be noticed that the ideal disparity map does 
not contain noise and therefore the resulted segmented image contains all objects 
pixels. The real disparity map contains small regions that are considered as noise and 
removed during segmentation due to their small size. In the Tsukuba image the 
difference in disparity values between the video camera and the background is the 




same as the difference between the regions of the statue. However, the threshold Th 
used for segmentation according to (3.10) is proportional to the disparity value, which 
is higher for the head statue. Therefore the video camera is not merged with the 
background, but the regions of the statue are merged. 
In real-world disparity maps pixels belonging to an object often have slightly 
different disparity values if the objects are not parallel to the image plane. This is often 
the case in service robotics applications, when the camera is tilted with respect to the 







Fig. 3.14 Examples of object detection for street scene: a) Original left image, c) Disparity map and e) Segmented disparity map and 
home (service robotics) scene: b) Original left image, d) Disparity map and f) Segmented disparity map 
 




Fig. 3.14 b) shows an image of a home scene captured with the stereo camera of a 
service robot. In this service robotics application, as described in [6] the goal is the 3D 
reconstruction of the objects on the table to be grasped by the robot. The 
corresponding computed disparity map, obtained using the block matching method is 
shown in Fig. 3.14 d). In contrast to service robotics applications, in automotive 
applications the objects are usually perpendicular to the ground and almost parallel to 
the camera as can be seen in Fig. 3.14 a). However, there are still different disparity 
values on the object’s surface if the object is not perfectly parallel to the camera plane, 
as is the case of the bicycles shown in Fig. 3.14 c). Even though the two scenarios are 
different, the algorithm presented in this thesis performs well in both scenarios, as 
illustrated by in Fig. 3.14 e) and f). 
It can be observed that for the Tsukuba image as well as for the two real-world 
scenes, after segmentation the objects are separated from each other and from the 
background. However, as explained in section 2.6, real-world disparity maps often 
contain regions without disparity information. This strongly influences the quality of 
the segmentation as can be seen in Fig. 3.15 a)-c) and Fig. 3.16 a)-e), where the 





a) Bike rider 1 b) Bike rider 2 c) Car 
  
 
d) Bike rider 1 e) Bike rider 2 f) Car 
  
 
g) Bike rider 1 h) Bike rider 2 i) Car 
Fig. 3.15 Result of segmentation for the street scene: a)-c) Segmentation of individual objects from the street scene, d)-f) 
Segmentation result after convex hull fitting, g)-i) Manually obtained ground truth 
 





    
 
a) Jar b) Box c) Bottle d) Glass e) Mug 
    
f) Jar g) Box h) Bottle i) Glass j) Mug 
    
k) Jar l) Box m) Bottle n) Glass o) Mug 
Fig. 3.16 Result of segmentation for the home scene: a)-e) Segmentation of individual objects from the home 
scene, f)-j) Segmentation result after convex hull fitting, k)-o) Manually obtained ground truth 
In order to improve the segmentation result by compensating for the missing 
regions, a convex hull is fitted on each of the segmented objects. The convex hull 
fitting is performed by finding points on the edge of the segmented object which, if 
consecutively connected with straight lines, generate a convex polygon [32]. The 
result of convex hull fitting on the objects shown in Fig. 3.15 a)-c) and Fig. 3.16 a)-e) 
is presented in Fig. 3.15 d) – f) and Fig. 3.16 f)-j). As evident, much larger portions of 
the object are segmented and the result is close to the manually extracted ground truth 
shown in Fig. 3.15 g) – i) and Fig. 3.16 k)-o). 
The fitted convex hulls define objects ROIs of irregular shape which fit the objects 
better than traditional rectangular bounding boxes. Such ROIs are appropriate inputs 
for reliable object features extraction as they contain mainly object pixels and less 
background pixels. A problem however appears with object occlusion as is the case of 
the box shown in Fig. 3.16 b): this object is partially occluded by two other objects. As 
shown in Fig. 3.16 g), after convex hull fitting, the object ROI includes two other 
objects. This problem can be solved by using the distance information encoded in the 
disparity map. Evidently objects further away from the camera are occluded by the 
ones closer to the camera. Having this in mind, the convex hulls of occluding objects 
are subtracted from the convex hull of the occluded object, as shown in Fig. 3.17 b).  








Fig. 3.17 Effects of occlusion handling: a) Convex hull result and b) Occlusion handling result 
It can be observed that after occlusion handling the result of convex hull fitting 
contains almost only object pixels and is therefore close to the manually extracted 
ground truth shown in Fig. 3.16 l). 
3D distance and size reconstruction for segmented objects 
After segmentation and convex hulls fitting, the distance from the left camera to 
each segmented object can be computed and the 3D size (width and height) of the 
objects can be reconstructed. For computing the distance, the image coordinates of 
each object’s closest point to the camera are computed and applied in equation (2.18). 
The result is a 3D point A(x, y, z) for each object, which describes the 3D position of 
the object’s closest point with respect to the left camera. 
Based on the computed 3D point, the distance between the camera and each object 
can be computed using this equation: 
222 zyxD                    (3.11) 
where D is the distance from the camera center to the object’s closest point and x, y, z 
are the 3D coordinates of the object’s closest point. 
Additionally to the distance, for each of the objects in Fig. 3.15 a)-c) and Fig. 3.16 
a)-e) the 3D width and height of the object were computed and compared to ground 
truth data in order to evaluate whether these features can be reliably used for 
classification. The 3D with W and height H of objects express the object size in meters 
and are independent of the distance between the object and the camera. In contrast to 
this, the 2D with w and height h of objects are expressed in image pixels and change 
depending on the distance between the object and the camera (distant objects appear 
smaller).  
As already explained, each segmented object is bounded by a convex hull that 
defines a ROI of irregular shape. Additionally, objects are bounded with a rectangular 
bounding box. For computing the object’s 2D width w and height h, firstly the left 
upper corner cLU(uLU, vLU) and the right bottom corner cRB(uRB, vRB) of the 2D bounding 




box are calculated. From these, the 3D coordinates of the left upper corner CLU(xLU, 
yLU, zLU) and right bottom corner CRB(xRB, yRB, zRB) are computed by applying (2.18). 
Subsequently the object’s 3D width W and height H in meters are computed using: 
RBLULURB yyHxxW   ,                 (3.12) 
Table 3.1 and Table 3.2 show the reconstructed sizes of the objects (width and 
height) and their distances to the camera. In this table the object sizes and distances 
extracted using the presented algorithm are denoted by “Vision” and the real-world 
values of object sizes and distances are denoted by “Ground Truth” (ground truth 
data). The ground truth distance was measured with a Bosch PLR 50 laser range finder 
[81], while the ground truth sizes were manually measured. In Table 3.1 and Table 3.2 
both the absolute and relative errors are given. 
Table 3.1 Distance and size for objects in the street scene 
Dimensions 
 Objects 
Bike 1 Bike 2 Car 
Width (m) 
Vision  2.12 1.94 4.41 
Ground Truth 2.05 2.05 4.21 
Error 0.07 (3%) 0.11 (5%) 0.20 (5%) 
Height (m) 
Vision 1.82 1.88 1.62 
Ground Truth 1.80 1.85 1.62 
Error 0.02 (1%) 0.03 (2%) 0.00 (0%) 
Distance (m) 
Vision 10.29 10.79 31.74 
Ground Truth 10.15 10.56 30.50 
Error 0.14 (1%) 0.23 (2%) 1.24 (4%) 
Table 3.2 Distance and size for objects in the home scene 
Dimensions 
 Objects 
Jar Box Bottle Glass Mug 
Width (m) 
Vision  0.11 0.23 0.09 0.10 0.09 
Ground Truth 0.10 0.20 0.08 0.08 0.09 
Error 0.01 (10%) 0.03 (15%) 0.01 (13%) 0.02 (25%) 0.00 (0%) 
Height (m) 
Vision 0.17 0.19 0.24 0.15 0.16 
Ground Truth 0.18 0.12 0.24 0.15 0.14 
Error 0.01 (6%) 0.07 (58%) 0.00 (0%) 0.00 (0%) 0.02 (14%) 
Distance (m) 
Vision 1.34 1.51 1.32 1.43 1.58 
Ground Truth 1.33 1.50 1.32 1.42 1.57 
Error 0.01 (1%) 0.01 (1%) 0.00 (0%) 0.01 (1%) 0.01 (1%) 
It can be seen that the accuracy of object feature extraction compared to the ground 
truth data is mostly below 5%, which indicates the accuracy of the proposed disparity 
map segmentation to separate objects from each other and from the background. 




However, for small objects large relative errors can occur (over 10%), which indicates 
that the presented method is not accurate enough for precise object reconstruction. 
In the presented scenes, the pixels of the dominant plane on which the objects to be 
segmented stand (road in the street scene and table in the home scene) did not appear 
in the disparity map because of the lack of texture and due to the property of the used 
block matching method of not being able to find correspondences for textureless 
surfaces. 
If the dominant plane is well textured or other algorithms than block matching are 
used, the disparity map may contain pixels of the dominant plane that could negatively 
influence the segmentation result. In this situation, the pixels belonging to the 
dominant plane have to be removed prior to applying the proposed disparity map 
segmentation. A simple but effective way for ground plane removal, which is the 
dominant plane for human tracking applications, is proposed in section 5.5.3. 
However, a more general approach can be found in [62], where values of the disparity 
map are processed using the so-called RANSAC method in order to estimate the 
equation of dominant plane. Subsequently, all pixels belonging to the estimated 





Indoor human tracking – application in 
clinical gait analysis 
Individuals who suffer from gait abnormalities, due to stroke, an orthopedic 
surgery, or other motor function or neurological disabilities, can benefit from 
supervised gait training in order to relearn independent walking. The gait rehabilitation 
is a complex and long lasting process. During this process medical experts and 
physiotherapists spend significant time and effort together with their patients to 
continuously monitor and correct the patients’ gait patterns. For the gait assessment 
observational gait analysis is traditionally used by clinicians who observe their patients 
during walking in order to deduce whether their gait has improved. However, there are 
several concerns regarding the limitations of observational gait analysis, as it is 
subjective and highly dependent on the experience and judgment of the clinician [24]. 
In order to get objective results, as necessary for successful gait rehabilitation, a 
variety of motion capture systems are used in the diagnosis and monitoring of gait 
irregularities [25]. In the last decades, gait rehabilitation has arisen as a growing 
application field for the reconstruction of human motion from image sequences 
[26][19]. 
Currently, the majority of commercially available visual systems used for motion 
analysis are marker-based, such as the Vicon system [71]. Marker-based solutions rely 




primarily on markers or sensors attached at key locations on the human body. 
Although they can accurately measure the gait parameters, existing marker-based 
motion capture systems have a number of disadvantages including high expense, 
complexity of setup, marker placement error and their invasive nature, which is a 
major disadvantage for patients already suffering of various gait disorders. In order to 
overcome these problems, significant effort has been made in recent years to develop 
markerless motion capture methods [45][47]. However state-of-the-art vision-based 
markerless motion analysis systems often require a carefully controlled environment 
for reliable functioning, including a specially colored background and specially 
colored patients’ clothes [48]. The reason for these constraints is the difficulty of 
image segmentation, which is the key component in the majority of current markerless 
vision-based motion analysis systems [47][48][49]. An approach that does not require 
a controlled environment is described in [50]. However, in this approach the human 
body has to be scanned using a 3D scanner before running the vision-based algorithm. 
4.1 Features required for gait analysis 
The human gait is a cyclical process that can be divided in two main phases: stance 
phase and swing phase [15]. During the stance phase the leg supports the person’s 
weight, while during the swing phase the leg is swung from back to front. These two 
phases are complementary for the two legs, as while one leg is in the stance phase the 
other leg is in the swing phase. Between these two phases there are double support 
phases, when both feet are on the ground. The gait cycle can also be divided in five 
phases: initial contact, loading response, terminal stance, initial swing and terminal 
swing. These five phases, exemplified for the right leg, are illustrated in Fig. 4.1. 
     
a) b) c) d) e) 
Fig. 4.1 Illustration of the five phases of the human gait, exemplified for the right leg: 
a) Initial contact, b) Loading response, c) Terminal stance, d) Initial swing, e) Terminal swing 
 




In clinical gait analysis images of the frontal and the sagittal plane of the patient 
are important as gait parameters from both planes are needed to effectively describe 
the gait. Also the combination of these views offers important visual information to the 
clinicians.  
According to physicians there are a series of gait parameters which are relevant for 
analyzing the gait during both the diagnosis and the rehabilitation process. These 
parameters are defined based on the gait phases and include step length, stride length, 
cadence, speed and angles between body parts like hip and knee angles. Gait 
parameters can be defined from the 2D or 3D human body model extracted from 
images as illustrated in Fig. 4.2 and Fig. 4.5. 
  
a) b) 
Fig. 4.2 Illustration of step length measurement during one gait cycle: a) 2D image with overlaid extracted human body model and 
b) 3D human body model in the form of a stickman and step length and stride length definition 
In order to measure step length, stride length, cadence and speed, the location 
where the foot sets on the ground must be detected in the image. Step and stride length 
can be measured by computing the distance between the ankle joint locations in three 
different gait phases, as illustrated in Fig. 4.2. These gait phases are: right initial 
contact, left initial contact and right initial contact again. 
After the step length has been determined, speed is computed as the distance 
walked during a known amount of time, while the cadence represents the number of 
steps walked per minute. Additional to these standard gait parameters, joint angle 
variations can be computed if the 3D model of the person shown in Fig. 4.3 is 
projected on the frontal (XY) and sagittal (YZ) plane, as illustrated in Fig. 4.4 a) and 
b). 
Step Right Step Left 
Full Step (Stride) 





Fig. 4.3 Example of 3D model of the human body 
For better visualization the two legs of the 3D model of the human body in the 
form of stick figure are represented with different colors. However, there is no 
convention which leg should be represented with which color. In the 3D model the 
joints are represented by spheres while the limbs are drawn as cylinders. 
  
a) b) 
Fig. 4.4 Example of back projected 3D model a) on the XY plane (frontal) and b) on the YZ plane (sagittal) 
In a number of published works it has been shown that joint angles in the frontal 
and sagittal plane are an effective means for characterizing human gait [14][15]. These 
angles, TFi and TSi where i=1..5 are illustrated in Fig. 4.5 a) and b) as the angles 
between the parts of the human body model in the form of stick figures. The indices 
i=1..5 denote the following angles: 
1 – torso angle; 
2, 4 – left and right thigh angles; 
3, 5 – left and right shank angles. 
Beside these angles it is of particular interest for gait analysis [14][15] to extract 
the knee angles TK1 and TK2 which are the angles between the thighs and shanks in the 
sagittal plane as shown in Fig. 4.5 b), as well as the hip ankles TH1 and TH2. 












a) b) c) d) 
Fig. 4.5 Illustration of extracted gait features: Original image of a person walking in a) frontal and
d) sagittal plane overlaid with stick figures; human body models in b) frontal and c) sagittal plane 
in the form of stick figures with the joint angles 
Even though angles between body parts can be extracted from single 2D images, 
they need to be compensated due to the perspective transformation applied by the 
camera when the scene is projected on the 2D image plane. The compensation is 
needed as perspective projections do not preserve angles. Additionally certain gait 
parameters such as step length and walking speed cannot be extracted from single 2D 
images, as there is no relationship between the step length in image coordinates and 
the step length in real-world coordinates, expressed in meters. This is due to the fact 
that the depth is lost when the scene is projected on the image sensor. 
For these reasons two cameras are used for imaging the walking person, which are 
placed orthogonal to each other, as illustrated in Fig. 4.6. This enables the 
reconstruction of the 3D location of individual points, particularly of joints, with the 
help of epipolar geometry, as will be shown in the following sections. These joints are 
then used to extract gait features such as step length in real-world coordinates. Also, 
angles extracted using 3D joints are already compensated for projective distortions. 
4.2 Vision system for markerless gait analysis 
The considered vision-based gait analysis system uses two Panasonic NV-GS 330 
camcorders, which are placed orthogonal to each other and a notebook on which the 
image processing algorithms run. In the following sections, the camera imaging the 
person from the front will be referred to as “frontal camera”, while the camera imaging 

















In order to ensure that the cameras are orthogonal to each other a special cubic 
calibration pattern is used, introduced in [8]. This pattern can be seen in Fig. 4.7 a). 
Depending on the position of the camera relative to the calibration pattern, the image 
of the calibration pattern can appear as the images shown in Fig. 4.7 b)-d). The 
appearance shown in Fig. 4.7 d) assists the user in properly placing the cameras as it 
ensures that each camera is parallel to one side of the calibration cube. Since the sides 
of the cube are orthogonal to each other this implicitly means that the cameras are 
orthogonal to each other. 
   
a)  b)  c)  d) 
Fig. 4.7 Camera calibration cube a) and camera views of the calibration pattern for different positions of the camera with respect 
to the calibration cube: b) camera places too low, c) camera is rotated to the left and d) camera is parallel to the calibration cube 
In order to actively help the clinician in placing the cameras, the angle between the 
image plane and the facing side of the calibration cube is continuously extracted with 
the help of chessboard corner detection and Tsai’s calibration method [14]. 
Information about the positioning of the cameras and how they should be adjusted in 
order to be parallel to the calibration pattern is given on the graphical user interface 
(GUI) as visual feedback. 
However, due to small mechanical misalignments, the cameras are unlikely to be 
placed perfectly orthogonal to each other. Nevertheless, the exact positioning of the 
 
Fig. 4.6 System layout for vision-based markerless clinical gait analysis 




cameras is not critical for the presented system, as their relative position is determined 
during calibration and corresponding compensations are done when extracting the 
features, as will be explained in the following sections. 
4.3 Markerless vision-based clinical gait analysis 
In order to reliably extract the required gait features, videos of the human are 
recorded for both the frontal and the sagittal plane. For each pair of frontal and sagittal 
images, in both images 2D joint features are extracted, which are then combined into a 
simplified 3D model of the imaged person. This model enables the computation of all 
required gait features, as presented in the previous section, which are then used for gait 
analysis. An overview of the proposed image processing chain for robust gait features 
extraction for the purpose of gait analysis is shown in Fig. 4.8.  
 
Fig. 4.8 Block-diagram of the proposed vision system for gait analysis 
The image processing system was designed having in mind the indoor nature of the 
application, so adaptive background subtraction is employed as described in section 
3.1. For the frontal video a background image without person is captured separately, 
while for the sagittal video the background is automatically extracted as will be shown 
in the following sections. For both the frontal and the sagittal videos, the adaptive 
background subtraction updates the background image to match the current 
illumination condition.
The subtracted images are then segmented using the closed-loop segmentation 
introduced in section 3.1. The result of the segmentation enables 2D joint feature 






































Automatic background extraction for human gait analysis 
The adaptive background subtraction algorithm presented in section 3.1 gives the 
best results if the initially used background image has the same illumination as the first 
frame of the video sequence, as in this case the pixels belonging to the human region 
are bright, while the pixels belonging to the background region are dark. Such a 
background image can be obtained by capturing a background image immediately 
before the human enters the scene. However, in practice it often proves to be difficult 
to capture both the frontal and the sagittal background images without the person, 
especially in small sized rooms. Also, gait analysis protocols exist for which only the 
sagittal video is recorded, as it contains more valuable information for clinicians than 
the frontal video [15]. It will be shown in following that for the sagittal image the 
background can be automatically extracted for already captured videos in which the 
human is visible in all frames and for which no background image is available.  
The solution to automatic background extraction from existing video sequences is 
the use of a temporal median filter [16]. The operation of the temporal median filter is 
similar to the widely used spatial median filter [16], which uses all pixels in a chosen 
neighborhood of a considered pixel and sorts them in ascending order. The output of 
the spatial median filter, the processed value of the considered pixel, is the value that 
lies in the middle of the sorted array. In contrast to this, the temporal median filter uses 
temporal neighboring pixels instead of spatially neighboring pixels, as can be seen in 
Fig. 4.9, where P(u, v) is the pixel intensity at the coordinates u and v. 
 
Fig. 4.9 Illustration of temporal median filtering 
In other words, in a video sequence the pixels from each frame that have the same 
coordinates are sorted in ascending order and the median value of the sorted array is 
copied to the background image.  
The main assumption for applying the temporal median filter is that as the human 
walks through the scene, for each image coordinate pair (u, v) the pixel P(u, v) will 
belong to the background in at least half of the frames. Therefore, at least half of the 
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sorted array will contain the background value for the considered pixel so that the 
value in the middle of the array will best describe the background.  
The result of temporal median filtering is considerably better than using a mean 
filter [16], which replaces the considered pixel with the mean of the pixels from all the 
video frames with the same coordinates as the considered pixel. This means that pixel 
values in frames with the person for pixels that have the same coordinates as 
background pixels in frames without the person will influence the output mean value. 
Therefore the resulted image will have a so-called ghost-like effect on the background 
image. Fig. 4.10 shows a comparison of the results obtained by using the two filters. 
  
a) b) 
Fig. 4.10 Comparison of outputs of automatic background extraction for: a) temporal mean filter and 
b) temporal median filter 
As in the case of clinical gait analysis the input videos are always cut to contain 
exactly one full gait cycle, the temporal median filter works well for most regions of 
the sagittal image. However, depending on the walking speed of the person, the feet of 
the person are sometimes still visible in the background image as they appear to be 
static for more than half of the video, as can be seen in Fig. 4.10 a). In order to 
overcome this problem a particular property of the human gait cycle is used, namely 
the fact that the feet appear to be static mostly between the first 30% and the last 30% 
of the frames of the gait cycle. The reason for this is that at the beginning and at the 
end of the gait cycle, the human is standing on both legs, while in the middle of the 
gait cycle one of the legs supports the weight, while the other leg is swung from back 
to front. For this reason only video frames outside of this interval are used. Fig. 4.11 a) 
shows the background extracted using all the frames of a gait cycle video and Fig. 4.11 
b) shows the background extracted using only the first 30% and the last 30% of the 
frames. It can be seen that the support legs are well visible in Fig. 4.11 a), which 
means that they appear to be static for more than half of the frames. In the background 




image shown in Fig. 4.11 b) this effect is diminished, but in particular cases the feet 
can remain visible in the extracted background image.
   
a) All frames used b) First 30% and last 30% used c) Additional filtering performed
Fig. 4.11 Results of the automatic background subtraction 
Additional post-processing solves the above mentioned problem and makes 
background extraction more accurate. This filtering can be done using two frames of 
the video, for which the background that is occluded in the first frame is completely 
visible in the second frame and vice versa. Given the fact that for gait analysis videos, 
the human is walking through the scene, the first frame and the last frame of the video 
are most likely to meet the above condition. 
The proposed additional filtering consists in using the currently obtained 
background, shown in Fig. 4.11 b), and performs background subtraction for the first 
and last frames, followed by the closed loop segmentation of the resulted image 
introduced section 3.1. Fig. 4.12 illustrates the result of this operation. The last step of 
the automatic background extraction is to update the current background using pixels 
from the original image that have the same coordinates as the segmented pixels that 
are outside the defined ROI. This operation is similar to the background adaptation 
shown in (3.3) with Į=1. The final result can be seen in Fig. 4.11 c). 
  
a) First frame b) Last frame 
Fig. 4.12 Additional background filtering 
 




For the frontal video this algorithm cannot be used, because there is always a large 
region of the background that will not be seen in any frame of the cut video due to the 
person that occludes it. Therefore a background frame, which does not contain the 
person, must be acquired separately. 
 Human joints extraction in 2D segmented images 4.3.1
After segmenting the subtracted image using the closed-loop segmentation method 
introduced in section 3.1, the person has to be detected and bounded by a rectangle 
which demarcates the ROI. As in the presented gait analysis scenario there is always 
only one person in the image, the ROI is defined as the rectangle bounding the largest 
region of connected segmented pixels in the segmented image, as can be seen in Fig. 
4.13 d). The ROI, which is the region of the segmented image which contains the 





Fig. 4.13 Overview of image results for the important steps of the proposed markerless gait analysis system: a) 
Original image, b) Subtracted gray-scale image, c) Segmented image obtained by closed-loop segmentation 
and d) Binary segmented images overlaid with the extracted ROI and stick figure 
An illustration of the process of joint detection is presented in Fig. 4.14. 
The graphs displaying the number of segmented (white) pixels in each row of the 
ROIs, known as horizontal projections, are shown in Fig. 4.14 at the left of the ROIs of 
segmented images.  






Fig. 4.14 Process of joints localization based on segmented images of the human body: 
a) Frontal plane and b) Sagittal plane 
The horizontal projections are used for determining the location of the first joint, 
the neck joint. The v image coordinate of the neck joint corresponds to the top located 
global minimum of the horizontal projection while the u coordinate corresponds to the 
middle point of the segmented region in the defined v row of the ROI of the segmented 
image. Additional to the horizontal projection, the frontal binary image of the ROI is 
accompanied with the graph displaying the number of segmented (white) pixels in 
each ROI column, known as the vertical projection. As illustrated in Fig. 4.14 a), the 
vertical projection is used for identifying arms regions in the segmented human body 
as arms correspond to the end left and right “hill” of the vertical projection. The 
locations of the other joints are determined by combining the segmented image data, 
the extracted location of the neck joint and, depending on the availability, either 
measured lengths of the particular person’s body parts or statistical anatomical 
measures of the human body segments. 
An overview of the statistical anatomical measures of the human body that can be 
found in [14] is illustrated in Fig. 4.15, where all body segment lengths are represented 
as a percentage of body height H. The person’s height in the image is considered to be 
equal to the height of the image ROI. Therefore, based on these human body ratios, the 
location of the human joints in image coordinates are extracted from the segmented 
image. For example, the hip joint is located at 0.53 of the total body height with 
respect to the ground. Therefore, the v coordinate of the hip joints is located at the ratio 
of 0.53 of the ROI height with respect to the lower boundary of the ROI. 
For the frontal plane, the hip width is equal to 0.191 of the human height, so the u 
coordinates of the left and right hip are located at half of this distance to the left and 




right of the vertical human symmetry axis (trunk). This axis is in the centre of the 
segmented body region after excluding the arms. For the sagittal plane, the v 
coordinate of the hip is detected in the same way as for the frontal plane, while the u 
coordinate is in the middle of the segmented human body at the already computed v 
coordinate. 
 
Fig. 4.15 Body segment lengths expressed as a fraction of body height H [14] 
The other joints are extracted by using biomechanical knowledge on the human 
joints, such as the fact that the hip and knee joint are spherical. Therefore the hip joints 
are considered centres of circles having radiuses equal to the thigh length, so the knee 
joints are defined as middle points of the arcs that represent the intersections of these 
circles and the two segmented body parts located below the hips, which are the legs. 
In the sagittal plane ankle joints are easily detectable as they lie on a circle with the 
radius equal to the shank length and with the centre in the corresponding knee. In this 
context correspondence means left knee-left ankle and right knee-right ankle. 
However, for the frontal plane an analogue detection is not possible, as the shank 
length as projected on the image plane, varies depending on how much the knee is 
bent. In this situation, as well as in the case when joints are occluded, the other view 
helps reconstructing the joint location, as described in the following section. 
 




 Improvement of 2D joint extraction based on epipolar geometry 4.3.2
Similarly to the case of converging cameras presented in Chapter 2, for each of the 
two cameras in the orthogonal setup of the presented vision system for gait analysis, 
two coordinate systems can be defined: an image coordinate system (u, v) and a 
camera coordinate system (x, y, z). The relationships between these coordinate systems 
are expressed by the intrinsic (2.2) and extrinsic (2.4) parameters. Fig. 4.16 illustrates 
how a 3D point is projected on the two orthogonal cameras and presents part of the 
camera parameters, which are the focal length f, the optical center c and the camera 
center C. These parameters are illustrated for both the frontal and sagittal camera, so 
they are denoted with the indices F and S. 
 
Fig. 4.16 Illustration of 3D point projection on the orthogonal cameras 
In epipolar geometry [10] for each pair of cameras a matrix can be defined which 
describes the relationship between pairs of corresponding points in the two images. 
This matrix, also known as fundamental matrix F, is defined as: 
0  STF aFa            (4.1) 
where aF and aS are corresponding points in homogenous coordinates, which are 
projections of the same 3D point onto the frontal and sagittal image respectively.  
According to the epipolar constraint, the corresponding point in the second image 
of an image pair lies on a special line known as epipolar line for a point in the first 
image and the other way around. The fundamental matrix allows epipolar lines to be 
computed using the following relationship: 
SF aFl              (4.2) 
where lF is the epipolar line in the frontal image, which corresponds to the image point 




























This information can be used to help detecting the corresponding point by reducing the 
search space to a single line, which means that the corresponding point aF lies on the 
line lF, therefore the following equation is satisfied: 
0  FTF la            (4.3) 
Analogue epipolar lines in the sagittal image can be computed based on image points 
in the frontal image. 
The epipolar lines can be used to help detecting joints that are visible in one view, 
but are occluded in other view. A typical example where the epipolar lines are useful is 
detecting the ankles in the frontal image. The fact that the ankle can be well detected 
in the sagittal image is used to help its detection in the frontal plane by computing its 




Fig. 4.17 Illustration of using the epipolar constraint for detecting the ankle joint 
in the frontal image: a) Frontal plane and b) Sagittal plane 
It can be observed that the two epipolar lines intersect the person’s legs and the 
ankles are detected as being located in the middle of the line segments that result from 
intersecting the epipolar lines with the segmented legs. 
The presented joint extraction algorithm for the frontal and the sagittal plane is 
applied separately to all frames of a video and an example can be seen in Fig. 4.18. 




       
a) Frame 1 b) Frame 6 c) Frame 11 d) Frame 16 e) Frame 21 f) Frame 26 g) Frame 32 
       
h) Frame 1 i) Frame 6 j) Frame 11 k) Frame 16 l) Frame 21 m) Frame 26 n) Frame 32 
Fig. 4.18 Examples of frames form a video of a walking person with overlaid stick figures: 
a) – g) Frontal plane and h) – n) Sagittal plane 
It can be seen that the presented algorithm performs well for both the frontal and 
the sagittal plane, as the stick figures are properly overlaid on the human body. The 
person shown in Fig. 4.18 is wearing shorts in order to allow precise placement of the 
electrogoniometer used for performance evaluation, as explained in the next section. 
 3D reconstruction of the human gait  4.3.3
After the 2D joints have been successfully detected in a pair of images, 3D joint 
reconstruction is performed. This enables features such as step length to be extracted 
in real-world coordinates. Additionally, using 3D points for computing the angles 
between body parts eliminates the effects of perspective projection that are introduced 
by the camera when capturing the scene, so the angles do not need to be compensated. 
Looking at (2.5), the relationship illustrating the projection of 3D world points on 
the image plane, it becomes clear that the original 3D point A cannot be obtained from 
a single image just by knowing the image coordinates of its projection a. This is due to 
the fact that the system is underdetermined, having three unknowns and only two 
equations. However, if two cameras are looking at the point A, the equation system 
composed of a total of four equations given by the two projections aF and aS is over 
determined and its solution is the 3D point A. This process is known as stereo 
triangulation and requires accurate calibration, including stereo calibration and the 
computation of the fundamental matrix. 




In epipolar geometry, two projections of the same 3D point on two different images 
are known as corresponding points. In the presented application however, a virtual 
point is reconstructed which is not seen by any of the two cameras, as it lies inside the 
human joint, as illustrated in Fig. 4.19 on the example of the knee joint. 
 
Fig. 4.19 3D reconstruction of a virtual point located 
in the knee joint 
It can be seen that each of the two cameras sees a projection of the 3D point inside 
the knee joint on the surface of the human body, but the reconstructed point lies inside 
the joint as it is in reality. The same applies for all other extracted joints. Other similar 
approaches for 3D reconstruction of joints in setups with two orthogonal cameras have 
been presented in [22] and [27]. However, the first method in [22] does not consider 
and thus does not compensate the effects of perspective projections and the second 
method in [27] attempts to reconstruct a point on the surface of the human body in 
contrast to the virtual point proposed in this thesis. 
After obtaining the two virtually corresponding points of one joint in both the 
frontal and the sagittal image as explained in section 4.3.1, the location of the virtual 
3D point can be obtained using triangulation [10][52]. This requires the following 
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where pF(uF, vF) and pS(uS, vS) are the two corresponding image points in the frontal 
and sagittal plane respectively, which are used for triangulation. PTnF is the n-th row of 




the frontal camera’s projection matrix PF and PTnS is the n-th row of the sagittal 
camera’s projection matrix PS. The resulting equation system is solved using Singular 
Value Decomposition (SVD) [10]. After obtaining the 3D coordinates of all joints, a 
3D model can be constructed for each frame, as exemplified in Fig. 4.20. 
 
Fig. 4.20 Example of 3D model of the human body 
The process of computing the 3D coordinates of the joints by using triangulation is 
repeated for each video frame and an animated 3D model is obtained by tracking the 
3D model in time. Some of the advantages of 3D reconstruction are the possibility to 
easily follow the joints of the same leg based on their 3D position and to extract gait 
parameters such as step length and walking speed. The obtained joints are the basis for 
extracting gait parameters as they are used to extract angles between body parts. 
In order to compute the required angles for the frontal and the sagittal plane, the 3D 
model is projected on the XY and YZ plane using orthographic projections. By using 
these projected angles instead of angles from the 2D images, the effects of perspective 
projection introduced by the camera are eliminated as previously mentioned. Other 
gait parameters such as step length and speed are extracted from the 3D model as well. 
One particular difficulty of this application is tracking the two legs during the 
whole gait cycle, having in mind that the legs get switched when viewed from the 
sagittal plane. However, using the 3D joint locations the two knees and the two ankles 
can be distinguished during the whole gait cycle, as their coordinate on the X axis does 
not get switched. 
Performance evaluation 
In order to test the proposed algorithm, 20 healthy subjects of different age, height 
and gender were imaged while walking. The subjects were wearing normal clothes and 
were walking in different natural indoor environments at different times of the day, as 
well as in laboratory environments with controlled illumination as shown in Fig. 4.21.  




      
a) b) c) d) e) f) 
Fig. 4.21 Examples of filmed persons walking in different environments, wearing different clothes and walking 
either left to right or right to left; the filmed persons are overlaid with back projected stick figures 
The processing time required by the complete presented vision-based gait analysis 
system to process one frame is about 30ms on a standard Dual-Core Desktop PC 
running at 2.4 GHz. This enables the system to be useful in clinical environments for 
supporting medical doctors in gait diagnosis and rehabilitation, as it delivers results 
shortly after the person’s gait was recorded. 
In order to evaluate the performance of the presented system, ground truth was 
necessary, which was provided by a Biometrics flexible electrogoniometer SG150 
[74]. The sensor accuracy is r3° according to the manufacturer’s data and results 
reported in [30]. During performance evaluation experiments the goniometer was 
attached to the subject's right leg, as shown in Fig. 4.22, as well as on the right hip. 
 
Fig. 4.22 Goniometer attached to the human leg at the right knee joint 
 
 




In order to increase the measurement accuracy, 10 out of the 20 healthy subjects 
were recorded with the goniometer placed directly on the skin. The angles measured 
with the goniometer were compared to the values of the knee and hip angles that were 
automatically extracted from each video frame. 
An example diagram showing the automatically extracted and the goniometer 





Fig. 4.23 Comparison of automatically extracted knee and hip angles from 
image sequences with a) knee angles and b) hip angles measured 
using the electrogoniometer for one subject 
It can be seen that the automatically extracted angle trajectories almost perfectly 
follow the curves obtained using the electrogoniometer. This indicates that the data 
obtained using the presented system is reliable. The shapes presented in Fig. 4.23 also 
correspond very closely to the shape of the reference knee and hip angle trajectory of a 
healthy walking subject that can be found in the reference literature [14][15][20]. 
Fig. 4.24 shows the knee joint angle change during a gait cycle, computed from the 
automatically extracted joints from the videos of 20 examined healthy subjects. The 
bold curve represents the mean knee joint angle across the twenty subjects. These knee 
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Fig. 4.24 Knee angles trajectories of 20 subjects during one gait cycle 
In order to illustrate the improvement achieved by extracting joint angles from the 
3D model with respect to extracting them from the 2D image features directly, Fig. 
4.25 shows the mean and standard deviation (bright gray) for features extracted from 
the 2D image, the same measurements obtained using the presented 3D model (dark 
gray) as well as a reference knee joint angle pattern presented in [14] (black). 
 
Fig. 4.25 Illustration of vision-based gait analysis performance improvement 
after extracting angles from 3D model rather than from 2D image features 
It can be observed that the results obtained using the 3D model follow the reference 
curve more closely and the smaller standard deviation indicates reliable results. The 
reason is that the 3D reconstruction eliminates the effects of perspective projection, 
which are introduced by the camera when capturing the scene on the image sensor. 
 
Fig. 4.26 Mean knee angle and standard deviation obtained using the proposed vision-based 


















































































In order to additionally validate the results, the mean and standard deviation for the 
knee angle trajectories obtained using the electrogoniometer were computed. Fig. 4.26 
presents the mean knee angle and standard deviation obtained using the proposed 
vision-based algorithm overlaid on the mean and standard deviation obtained using the 
goniometer. It can be seen that the result is close to the values obtained using the 
presented vision system. The performed tests indicate that the system extracts gait data 
reliably and can be used for gait analysis. 
 Human gait analysis for gait rehabilitation 4.3.4
The goal of the presented vision system for gait analysis is to assist clinicians in 
diagnosing gait disorders as well as for recording the progress of gait rehabilitation. In 
order to demonstrate the usefulness of the approach, videos of 20 patients have been 
recorded in the gait laboratory of the Neurological Rehabilitation Centre Friedehorst in 
Bremen, Germany [73]. 
A common cause for pathological gait is spastic cerebral palsy, which is a 
neurological impairment characterized by velocity dependent resistance to stretch of 
the muscles [20]. This reflects in the patients’ inability to fully stretch the legs, as can 
be seen in the diagram presented in Fig. 4.27 a). 
  
a) b) 
Fig. 4.27 Examples of clinical gait analysis: a) Knee angle illustration for a patient suffering of spastic cerebral palsy and 
b) Knee angle comparison for a patient with hemiparesis on the left side before and after putting an orthosis on the left leg 
It can be observed that neither the left nor the right leg is completely stretched at 
any moment during the entire gait cycle. The reference gait cycle, which illustrates the 
knee angle variation for a healthy person, contains a stance phase (40%) and a swing 
phase (60%). Between these phases the leg should be almost fully stretched, as shown 
by the reference knee angle trajectory, but spastic patients cannot fulfill this, as their 
flexor muscles are shortened. Fig. 4.28 a) shows a video frame of this patient. The fact 
that such impairments can be observed by looking at these diagrams illustrates the 






























































Depending on the diagnosis it can be particularly useful to compare the gait 
parameters from the left and the right side of a patient, as many types of gait disorders 
are characterized by asymmetric gait, e.g. in stroke patients. The proposed system can 
also assist clinicians in observing the process of gait rehabilitation by recording the 
patient prior and after applying some form of gait correction, like an orthosis. 
Fig. 4.27 b) shows the knee angle for a patient suffering of hemiparesis on the left 
side, before and after putting an orthosis on the left leg. Hemiparesis is the medical 
term for describing the paralysis of the arm and the leg on one side of the body. It can 
be observed that the knee cycle for the right leg is close to the reference knee cycle, 
but the swing phase starts and ends late. The left leg on the other hand is overstretched 
during the stance phase at over 15 degrees, as shown in Fig. 4.28 b) and the leg is not 
bent enough during the swing phase. After fitting the orthosis it can be observed that 
the left leg is less overstretched during the stance phase, as shown in Fig. 4.28 c), but 
also the swing phase of the right leg begins and ends earlier than before.  
   
a) b) c) 
Fig. 4.28 Illustration of pathological gait patterns: a) Patient suffering of cerebral palsy and 
b) Patient with hemiparesis on the left side 
Fig. 4.29 shows the knee angle for a patient suffering of hemiparesis on the right 
side, before and after putting an orthosis on the right leg. Initially the swing phase for 
the healthy leg (left leg) starts very late, similarly to the other patient suffering of 
hemiparesis. The right leg is neither stretched enough during the stance phase nor bent 
enough during the swing phase. After the orthosis was fitted, the gait significantly 
improved. This can be observed by looking at the swing phase for the left leg, which 
now starts and ends similarly to the healthy reference. Also the complete cycle for the 
right leg has improved by allowing the patient to stretch the leg completely during the 
stance phase and bend it more during the swing phase. 





Fig. 4.29 Knee angle improvement for a patient with hemiparesis on 
the right side 
Similarly to the extracted knee angle trajectories, all other extracted features can be 
used to draw such kind of curves. In the medical literature however, the knee angle is 
the most frequently used feature for describing the human gait. The progress of gait 
rehabilitation can also be recorded on a longer period, for example if the patient goes 
to physiotherapy. In this case it might be useful to record the patient’s gait for instance 
every week and to observe whether the applied therapy brings the expected results. 
Besides various angles between different body parts, additional features are 
extracted, which characterize the human gait. These features are: step length, stride 
length, cadence and speed. 
As illustrated in Fig. 4.2 b), the step length represents the distance between the two 
3D points where the two feet have consecutively touched the ground. The stride length 
represents the distance between the two 3D points where the same foot has touched the 
ground. In order to automatically determine the locations of these points in 3D space, 
the most natural way would be to detect the ground and to determine when and where 
the feet touch it. However the exact detection of the ground plane is not a simple task 
and even small errors in detection can introduce big errors in calculation, as the foot 
only lifts off the ground for a few centimeters. 
A far better solution is to analyze the speed of the ankles, as the speed is zero while 
the foot is on the ground and the person stands on it. Therefore it is proposed to 
analyze the speed along the Z axis and to store the 3D location of the ankles for the 
moments in which the speed of both ankles is zero. Fig. 4.30 shows an example of left 
and right ankle velocities along the Z axis for a right leg gait cycle. 
It can be seen in Fig. 4.30 that the speed of both ankles is zero (both feet are on the 





































Fig. 4.30 Example of left and right ankle speed along the Z axis 
As the gait cycle in the example begins and ends with the right initial contact, the 
step length of the right leg can be computed as the distance between the left ankle and 
the right ankle either at the beginning or at the end of the gait cycle. The step length of 
the left leg is computed as the distance between the left ankle and the right ankle in the 
middle of the gait cycle, as the velocities for both ankles equal to zero and therefore 
both legs are on the ground. 
The stride length can only be computed for the right leg in the given example as it 
contains a gait cycle of the right leg. The stride length equals to the distance between 
the right ankle position in the first and the last frame of the gait cycle. 
The speed of the person is defined by the distance walked in a certain amount of 
time. As the sampling rate is given by the video frame rate, it can be easily determined 
how long a person needs for walking one step. After determining the step length, the 
speed can be calculated. The cadence represents the number of steps walked by a 
person within a minute. Knowing how much time a person needed to walk a step, the 
cadence can be directly deduced. 
 Other applications of vision-based 3D gait reconstruction 4.3.5
Besides clinical gait analysis there are other applications for which the presented 
3D joint reconstruction can be used. One of these applications is the 3D modeling and 
simulation phase in the development of robot assisted gait rehabilitation systems. 
Motion data obtained with the presented system, namely joint angles, was used to 
drive the model of the human body which was attached to a platform in the simulation 
software MSC Adams [7]. Fig. 4.31 shows five frames of a video and the 





























Walking Cycle (Percent) 
Left Ankle
Right Ankle














Fig. 4.31 Animation of a human body model in MSC Adams using motion data obtained 
using the presented 3D gait reconstruction: a), c), e), g), i) Original frames with 
the human and b), d), f), h), j) Corresponding frames from simulation 




It can be observed that the pose of the modeled human body corresponds to the 
pose of the human in the video, indicating that the data extracted from the video can be 
used for simulating the motion of the human body. 
4.4 Clinical gait analysis using RGBD cameras 
As already mentioned in section 2.7, recently so-called RGBD cameras such as the 
Microsoft Kinect have been developed for indoor human detection and tracking. The 
depth information recorded with these cameras simplifies the process of detecting and 
tracking the human even in cluttered scenes. Additionally, open-source libraries such 
as OpenNI [78] exist, which allow certain joints of the human body to be tracked. 
However, these cameras have been developed mainly for interactive computer games 
and the corresponding libraries are designed for building Human-Machine Interfaces 
(HMI) by offering functionality such as finger tracking and gesture recognition. 
Therefore these cameras cannot be used “out-of-the-box” for human gait analysis. 
Even though most of the joints required by clinical gait analysis can be extracted 
from RGBD images with the OpenNI library, the joint detection accuracy is poor 
compared to marker-based systems and compared to the algorithms presented 
previously in this chapter. This holds especially if the person is imaged from the 
sagittal plane, as can be seen in Fig. 4.32 a)-e).  
     
a) Frame 1 b) Frame 7 c) Frame 22 d) Frame 35 e) Frame 45 
     
f) Frame 1 g) Frame 7 h) Frame 22 i) Frame 35 j) Frame 45 
Fig. 4.32 Examples of frames captured with a Kinect camera and processed with: 
a) – e) the OpenNI library and f) – j) the proposed joint extraction algorithm 
 




The reason for this is that the OpenNI library was designed to work well for the 
frontal plane, as the user usually faces the screen while playing or interacting with the 
computer. However, as imaging the sagittal plane is necessary for clinical gait 
analysis, joint extraction can be improved by refining the results obtained from 
OpenNI using the 2D joint extraction algorithm presented in section 4.3.1, as shown in 
Fig. 4.32 f)-j). 
As the RGBD camera provides depth images, the process of separating the human 
from the background is simplified compared to the case presented in section 3.1. Using 
the depth image, OpenNI provides a binary image containing the segmented human. 
Additionally, OpenNI provides 3D joint locations for the required joints. Considering 
the data provided by the OpenNI library, the gait analysis algorithm is changed 
compared to the one presented in Fig. 4.8, as can be seen in Fig. 4.33. 
 
Fig. 4.33 Block-diagram of the improved gait analysis system 
After acquiring an RGBD image, the OpenNI library is used for detecting the 
human in the image. The result of this operation is a binary image containing the 
segmented human body. OpenNI uses this binary image further as mask for the depth 
image and extracts the 3D locations of the joints. However, only the location of the 
neck joint extracted by OpenNI is reliable. Therefore the binary image is additionally 
used for 2D joint extraction as shown in section 4.3.1, with the difference that the neck 
joint provided by OpenNI is used as starting point. The final result of 2D joint 
extraction, overlaid on the original images, is shown in Fig. 4.32 f)-j). After all 2D 
joints are extracted, their image coordinates (u, v) and the pixel value in the depth 
image at the coordinates (u, v) are used as presented in section 2.6 for reconstructing 
the 3D location of the joints. These 3D joints are used for gait parameter extraction 
and human gait analysis in the same manner as presented earlier in this chapter. 
As already mentioned, the RGBD cameras provide on one hand RGB images that 
are useful for clinicians to observe the recorded gait and on the other hand depth 
images, which allow extraction of 3D positions of joints independently of the camera 
position. Even though both frontal and sagittal angles can be extracted from the 3D 


















respectively, if the camera images the frontal plane, the sagittal angles are inaccurate 
and vice-versa. Additionally, RGB images are only available either for the frontal or 
for the sagittal plane. Therefore, an RGBD camera cannot fully replace the images 
acquired by two cameras. Hence, in future two RGBD cameras could be used to image 
the patient from both the frontal and sagittal plane at the same time, as these cameras 
clearly help in making the human detection and tracking more robust against various 
external influences. Several performed tests have shown that the frontal and the 
sagittal RGBD cameras do influence each other due to the fact that their projected 







Fig. 4.34 Interference between two Kinect cameras: a) RGB image, b) Frontal infrared image and c) Frontal depth image 
without sagittal Kinect camera and d) Frontal infrared image and e) Frontal depth image when the sagittal Kinect camera is used 
 




Fig. 4.34 shows the RGB image and infrared and depth images recorded by a 
Kinect camera which is imaging the person from the front. At the same time, a second 
Kinect camera was imaging the sagittal plane of the person in order to evaluate the 
interference between the two cameras. In Fig. 4.34 d) the additional infrared light 
pattern projected by the sagittal Kinect camera can be seen, as the scene is brighter and 
the person casts a shadow in the left part of the image, compared to Fig. 4.34 b) where 
this shadow is not cast. In the depth image shown in Fig. 4.34 e) additional noise 
regions (black regions) are visible on the left shoulder of the person and on the wall on 
the left part of the image, compared to Fig. 4.34 c). These regions are caused by the 
overlapping patterns of the two cameras. However, these regions are relatively small 
compared to the whole scene and are unlikely to considerably influence the human 
tracking and the subsequent gait feature extraction. Therefore, multiple RGBD 
cameras could be used in future for gait analysis, as their interference in the presented 





Outdoor human tracking – application 
in pedestrian detection 
Advanced driving assistance systems (ADAS) are systems which are nowadays 
present in most personal vehicles and help the driver during the driving process by 
augmenting the driving capabilities. Their purpose is to increase driving safety and 
implicitly road safety. Some examples of commercially available ADAS systems are 
adaptive cruise control (ACC), lane departure assistant, lane change assistant, 
intelligent speed adaptation (ISA), collision warning and the well-known in-vehicle 
navigation system. 
Among advanced driving assistance systems, collision warning is one of the most 
discussed topics in the automotive industry. The purpose of collision warning systems 
is to autonomously observe the environment in front of the car and to warn the driver 
if the probability for a collision to occur is high. This could be the case if another 
vehicle, a pedestrian or a person on a bicycle is in front of the vehicle. 
Various systems for collision warning have been developed and tested, which make 
use of different types of on-board sensors. The approaches can be divided according to 
the types of used sensors. Some approaches use passive sensors, such as monocular 
cameras [53] and stereo cameras [54][55] while others use active sensors such as laser 
scanners [56][57] and radars [58]. The main difference between these types of sensors 




is that passive sensors sense naturally available energy, such as the reflected sunlight, 
while active sensors provide their own source of energy, which is reflected by objects 
in the vehicle environment. Since each sensor has advantages and disadvantages, 
authors have developed sensor fusion approaches to make use of the advantages of 
different sensors by merging the data obtained from the used sensors. Such an example 
is the fusion of stereo camera with radar [59]. 
Common to these approaches is that state-of-the-art collision warning systems 
mostly operate at a frequency of 15-30 Hz, which is only suitable for relatively low 
vehicle velocities (30-50 km/h) [41][63]. This detection rate is not sufficient for higher 
vehicle velocities as the braking distance exponentially increases with the vehicle 
speed and at high velocities the detection time would be too long for warning the 
driver on time for safely stopping the vehicle. More complex human tracking 
algorithms which are designed to deal with partial occlusions, such as [55], often only 
achieve a frequency of 10 Hz or less. 
In the system presented in this thesis a stereo camera is used for perceiving the 
environment as it does not require a special illumination source. This is of particular 
importance to the automotive industry, as many vehicles drive on the road facing each 
other so that active sensors such as Time-of-Flight cameras (ToF) [75] located on 
approaching vehicles might interfere with each other.  
Another particularity of vision-based automotive applications such as an ADAS 
vision system is that during the day the natural light existing in the environment 
contains a high amount of infrared light, especially on sunny days. This can interfere 
with active sensors like RGBD cameras which project a structured light pattern for 
sensing the depth of the scene [76]. 
An advantage of using cameras to sense the environment, compared to non-visual 
tracking systems such as radars, is that the complete scene is imaged. By using stereo 
cameras, as in the system presented in this thesis, three-dimensional (3D) data can be 
obtained, whereas radars provide only two-dimenstional (2D) information. This 3D 
data can be used to classify the sensed objects, as will be shown in this chapter. 
5.1 System requirements 
The system requirements have been defined in order to develop a vision-based 
collision warning system which will overcome the shortcomings of state-of-the-art 
systems. It is assumed that the proposed system will be installed in personal vehicles 
and that it will be used in various driving scenarios such as driving inside cities 




(vehicle speed up to 60 km/h) and driving on land roads (vehicle speed up to 90 km/h). 
It is also desired that the system works on highways during the day (vehicle speed up 
to 130 km/h) as well as during the night. For this purpose an operating frequency of 
100Hz is required, as will be explained in the following sections. However in low light 
conditions the operating frequency of the system is expected to be lower, as the stereo 
camera system would need longer exposure times than during the day for capturing an 
image pair. Therefore, during the night only a slower vehicle speed is supported. 
The system should be able to detect different obstacles on the road such as cars and 
motorcycles. However, the main objective is the detection of pedestrians and persons 
on bicycles, as they are easily overseen by the driver and can suddenly appear in front 
of the car, so that they represent the highest danger for collision. A frontal collision is 
defined as a contact between the front bumper of the car and another object. 
The safest action for avoiding a collision is braking, as it does not interfere with 
other vehicles’ paths. The total braking distance depends on the vehicle speed, the road 
surface condition and of course on the driver’s reaction time until hitting the brake. As 
the vehicle speed and the road surface condition cannot be influenced, the aim of 
collision warning systems is to reduce the driver’s reaction time by providing an alert 
as soon as a high probability for a collision to occur is detected, so that the braking 
process starts as early as possible. 
The German automobile club (ADAC) published a study on average braking 
distances with respect to the vehicle speed [82]. Table 5.3 presents the average braking 
distance on dry roads with respect to the driving speed together with the distance the 
vehicle is driving in 1 second (human reaction time), which corresponds to an obstacle 
detection system operating at 1 Hz. Travelled distances between two samples of 
obstacle detection systems operating at 15 Hz, 25 Hz and 100 Hz are provided as well.  








1 Hz (m) 
Inter-sample 
distance at 
15 Hz (m) 
Inter-sample 
distance at 
25 Hz (m) 
Inter-sample 
distance at 
100 Hz (m) 
30 km/h 4.34 8.33 0.56 0.33 0.08 
50 km/h 12.06 13.89 0.93 0.56 0.14 
60 km/h 17.36 16.67 1.11 0.67 0.17 
90 km/h 39.06 25.00 1.67 1.00 0.25 
100 km/h 48.23 27.78 1.85 1.11 0.28 
120 km/h 69.44 33.33 2.22 1.33 0.33 
130 km/h 81.50 36.11 2.41 1.44 0.36 
It can be seen that the vehicle travels four times longer distances between two 
samples in the case of an object detection system operating a 25 Hz and even more 




than six times longer for 15 Hz compared to the proposed operating frequency of 100 
Hz. For instance, at 60 km/h the traveled distance for the proposed frequency is 0.17 m 
between two samples, compared to 0.67 m for 25 Hz systems and 1.11 m for 15 Hz 
systems. Additionally, one should keep in mind that on wet or snow covered roads the 
braking distance is considerably longer. In case of car accidents, especially when 
pedestrians are involved, each gained meter is important as it could make the 
difference between being able to stop the vehicle before the impact or not. 
The main goal of the presented system is to warn the driver as fast as possible if 
there is a high probability for a collision to occur. For this reason the proposed system 
images the environment more frequent than the previously mentioned state-of-the-art 
systems, namely it captures images and processes them at 100Hz. Therefore the 
proposed system has the potential to detect obstacles and warn the driver significantly 
earlier than state-of-the-art systems. 
5.2 Vision system for outdoor human detection and tracking 
A stereo camera system with parallel optical axes was chosen for sensing the 
environment, as stereo cameras enable 3D reconstruction of object points and therefore 
the distance between the camera and the detected objects can be computed. This 
choice is justified by the fact that for collision warning it is at first necessary to detect 
objects in front of the vehicle, then to classify them as belonging to a particular object 
class and, at the end, to estimate the distance to the detected objects. As presented in 
section 2.6, a stereo camera system with parallel optical axes allows computing 
disparity maps after rectifying the stereo images, which can be used for object 
detection. 
The complete image processing system including the cameras and their setup has 
been introduced in [3] and [4]. In [3] a Point Grey Bumblebee XB3 camera was used 
[79], which could be bought off-the-shelf and whose images were already stereo 
rectified. However the XB3 camera was not sensitive enough for low-light conditions 
and did not support high-speed operation at 100 Hz, so a different stereo camera was 
used in [4]. The stereo camera system in [4] had two pco.1200s high speed cameras 
[80], as shown in Fig. 5.1 a) (courtesy of PCO AG, Kelheim, Germany), which capture 
frames at 100 Hz with a resolution of 1280x480 pixels and a pixel depth of 10 bit, 
monochrome. This high number of frames per second opens the possibility of reliably 
tracking the objects in consecutive frames, which enables the computation of the 
objects’ path and allows a more accurate estimation to be made of whether a collision 




is likely to occur. The cameras capture gray-scale images, so that more light reaches 
the sensor than if a Bayer filter would be used for capturing color images, as explained 
in section 2.1. This approach allows the camera to operate at high frequency even in 
low-light conditions. 
The cameras were placed behind the windscreen, as this location ensures good 
visibility for the cameras. The assumption is that the driver regularly cleans the 
windscreen in order to have a clean view while driving. Fig. 5.1 b) shows the 
positioning of the cameras on a special support behind the windscreen. 
The 10 bit dynamics of the cameras enable capturing images of good contrast in 
various illumination conditions such as sunny or cloudy days. The cameras’ exposure 
time is automatically adapted using the image histogram in each frame for ensuring a 
good exposure. The 10 bit images are then scaled to 8 bit for further processing. 
5.3 Vision-based human detection and tracking in street scenes 
Starting from a stereo image pair, there are two main approaches for detecting a 
person imaged with stereo cameras. The first approach is to find the person in both 
images, to extract the person feature points from both images and afterwards to use 
triangulation as shown in section 2.6 in order to calculate the distance to the person. 
The second approach is to compute a disparity map as shown in section 2.6, to 
segment the disparity map with the method presented in section 3.2 and to classify the 
segmented objects as belonging to a particular object class as shown in section 2.4. 
The biggest advantage of the second approach is that the objects can be easily 
separated from each other due to the depth information provided by the disparity map. 
This allows the shape of the object to be reliably extracted and the size of the object in 




Fig. 5.1 Stereo camera systems used for collision warning: a) pco.1200s camera and b) Camera placement inside the vehicle 




reliable. Additionally, this method can be used in clustered environments as it is often 
the case in outdoor scenes. The biggest shortcoming of this method is that the image
pair must be stereo rectified, which requires a reliable estimation of the camera 
parameters. On the other hand, this approach implies mostly simple operations that are 
suitable for hardware implementation and therefore for real-time operation. 
Taking all the presented facts into consideration, an image processing system has 
been developed, which is able to detect and track various objects including pedestrians 
and persons on bicycles based on the novel disparity map segmentation method 
introduced in section 3.2. Fig. 5.2 presents an overview of this image processing 
system.  
 
Fig. 5.2 Flow chart of the image processing system 
In short, the captured stereo image pair is rectified and a disparity map is 
computed. The disparity map is segmented and the segmented objects are classified 
and tracked before the collision warning module estimates whether a collision is likely 
to occur. 
 Disparity map computation and segmentation 5.3.1
As shown in Fig. 5.2, the image pair is stereo rectified and a disparity map is 
computed using the block matching algorithm [44] introduced in section 2.6. For 
stereo rectified images each object has the same size in both images and each pair of 
corresponding points lie on the same image line. For better visualization, Fig. 5.3 a) 
and b) show the original stereo image pair and Fig. 5.3 c) and d) present the stereo 
rectified images. 
It can be observed that in the original image pair, the bike is located considerably 
higher in the left image than in the right image, while in the rectified image pair the 
bike is on the same image line. The two rectified images are subsequently used to 
compute the disparity map using the block matching method with the following 
parameters: block size of 21x21 and a maximum disparity of 64. Afterwards the 
resulting disparity map shown in Fig. 5.3 e) is segmented using the novel method 
presented in section 3.2 and the result can be seen in Fig. 5.3 f).  
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Fig. 5.3 Illustration of object detection in a street scene: a) Original left image, b) Original right image, c) Stereo rectified left image 
d) Stereo rectified right image, e) Computed disparity map using block matching and f) Segmented disparity map 
The purpose of segmenting the disparity map is, on one hand, the separation of 
objects from each other and from the background and, on the other hand, noise 
filtering. 
 3D distance calculation 5.3.2
After object segmentation and convex hulls fitting, the distance from the camera to 
each object is computed, so that the probability of a collision to occur can be 
estimated. For this purpose the image coordinates of each object’s closest point to the 
camera is computed and applied in equation (2.18). The result is a 3D point A(x, y, z) 
for each object, which describes the 3D position of the object’s closest point with 
respect to the left camera. Based on the computed 3D point, the distance from the 
camera to each object is computed using (3.11). 
As described earlier, the camera is installed behind the windshield, so the vehicle 
coordinate system {V} and the camera coordinate system {C} are different. Therefore 
the relationship between the two coordinate systems must be calculated in order to 
allow reliable computation of the objects’ distances with respect to the front bumper of 
the car. Fig. 5.4 illustrates the two coordinate systems. 





Fig. 5.4 Relationship between the camera coordinate system and the vehicle coordinate system 
The translations between the camera coordinate system and the vehicle coordinate 
system are: Tx = -0.30m, Ty = -1.20m and Tz =1.65m, where Tx, Ty and Tz are 
translations along the x, y and z axes of the camera coordinate system. The axes 
orientations are: XC is parallel to YV, YC is parallel to ZV and ZC is parallel to YV. 
Performance evaluation 
The main outcome of the presented algorithm is the distance between the vehicle 
and each of the objects in front of it, including pedestrians and bicycles. Therefore, in 
order to evaluate the performance of the algorithm, the computed distances were 
compared to ground truth data measured using a Bosch PLR 50 laser range finder [81]. 
In this setup, a person was standing in front of the car at a certain distance, measured 
using the laser range finder. At the same time, the vision system calculated the 
distance to the person using the proposed algorithm. This process was repeated for 49 
distances ranging from 30m to 6m, with a step of 0.5m. Fig. 5.11 shows the distance 
results and the error between the measured distance and the data obtained using the 
proposed vision-based system. 
  
a) b) 
Fig. 5.5 Comparison between data obtained from the laser range finder and data obtained using the proposed stereo 
vision system a) and distance error b) 
It can be seen that the absolute error decreases as the distance gets smaller and the 


















































 Human detection and tracking 5.3.3
Even though the distance to each object in the scene in front of a vehicle can be 
very useful for collision warning, it is not sufficient for a reliable collision warning 
system. The simple distance of an object to the vehicle can give a hint on how likely a 
collision is to occur, but the object’s own speed can offer additional information for a 
more intelligent collision warning system. For this purpose each target object in the 
scene should be tracked among a series of consecutive frames in order to compute its 
speed and to analyze its behavior. In the presented application, pedestrians and persons 
on bikes are the particular objects which should be distinguished from other objects in 
the scene and whose speed should be determined. 
As already presented in section 2.4, various classifiers exist, which often use shape 
descriptors such as the Hu Moments for classifying objects in images. The purpose of 
using various features such as shape descriptors and the object’s size is to reduce the 
feature space in a meaningful way compared to using e.g. all pixels on the boundary of 
the segmented object [65]. In order to illustrate the usefulness of Hu Moments as 
shape descriptors, Fig. 5.6 shows different examples of pedestrians and bikes together 
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Fig. 5.6 First three Hu Moments as shape descriptors for the human in: a) Frame 350, b) Frame 375, 
c) Frame 399 and d) Frame 400 and two persons on bikes in e) and f) 
 




Fig. 5.6 a)-d) show four image regions containing a running person in different 
frames of the same video together with their corresponding first three Hu Moments. 
Fig. 5.6 e) and f) show two segmented persons on bikes from two different scenarios 
together with their corresponding first three Hu Moments. The corresponding original 




a) b) c) d) 
  
e) f) 
Fig. 5.7 ROIs of the original left image corresponding to the images in Fig. 5.6 
It can be observed that the values of the first three Hu Moments are similar within 
each of the object classes, but are different between pedestrians and bikes. This 
indicates that the combination of these three features can be used for object 
classification. Additionally, the 3D width and height of the objects, as estimated by the 
proposed vision system with the method explained in section 3.2, are used for a more 
robust classification. The 3D width and height of objects express the object size in 
meters and are independent of the distance between the object and the camera. In 
contrast to this, the 2D with and height of objects are expressed in image pixels and 
change depending on the distance between the object and the camera (distant objects 
appear smaller). 
Even though, on first sight, the object type might not seem important for the 
presented application, knowing to which class an object belongs to can help to better 
understand and predict its behavior and so to estimate its speed. For instance if an 
object is classified as person on a bike, the knowledge about its maximum speed can 
be used to estimate its most probable trajectory. On the other hand, if a human is 




detected, it would be evident that the speed is very slow, but on the other hand the 
walking direction could suddenly change, so the path prediction has to consider this. 
Minimum Distance Classifier 
The minimum distance classifier is considered as a basic linear classifier which, as 
described in Chapter 2, only requires positive samples of the classes and no negative 
samples. This means that it does not need to know how an object does not look like. In 
its original form the minimum distance classifier requires only the mean value of the 
feature vector. However using only the distance to the sample means would lead to 
classifying every sample into one of the defined classes, as no distance boundary is 
considered. Therefore, appropriate boundaries should be set in order to best represent 
the distribution of the samples. This is achieved by setting the size of the region based 
on the standard deviation of the sample. This enhancement is also known as 
parallelepiped classifier, as it defines parallelepipeds within which objects are 
classified as belonging to a certain class. 
A sample of 146 frames of pedestrians and 233 frames of bikes were used for 
establishing the mean and interval and 178 frames of pedestrians and 286 frames of 
bikes were used for testing. Even though the minimum distance classifier does not 
require negative samples for training, 100 frames of various objects like trees and 
bushes have been used to test how likely false positives would occur. 
Table 5.4 shows the mean and standard deviation of the first three Hu Moments 
and the 3D size for the classes Pedestrian and person on a bike, denoted as Bike. 
Table 5.4 Mean of the first three Hu Moments and size for the classes Pedestrian and Bike 




Hu Moment 1 
Mean 0.326 0.276 
Std. Dev. 0.045 0.066 
Hu Moment 2 
Mean 0.065 0.003 
Std. Dev. 0.030 0.006 
Hu Moment 3 
Mean 0.002 0.016 
Std. Dev. 0.002 0.017 
Height (m) 
Mean 1.80 1.82 
Std. Dev. 0.10 0.06 
Width (m) 
Mean 0.73 2.03 
Std. Dev. 0.07 0.15 
It can be seen that part of the feature values have overlapping intervals that can 
cause ambiguities during classification. However the combination of these five 
features has the potential to clearly differentiate between these two classes and also to 
separate them from “other” objects that could appear in the scene. In order to better 




illustrate the class separation, Fig. 5.8 shows the sample distribution considering the 
simple two-dimensional feature space consisting of the first two Hu Moments. 
 
Fig. 5.8 Sample distribution in a two-dimensional feature space 
It can be clearly seen that the Bike and the Pedestrian samples are well grouped. 
However, other random objects in the scene such as trees and bushes have similar 
values to the first two object classes, which underline the importance of using all five 
proposed features for classification. 
Looking at the sample distribution in Fig. 5.8 it becomes obvious that for the 
minimum distance classifier the interval size plays an important role, as a wider 
interval has a higher probability to include all correct matches. However, the 
probability to include false positives increases with the interval size. In order to find 
the most suitable interval Ii for of the five features, several tests have been performed. 
In these tests the interval was varied according to: 
5..1,  r ismI iii V           (5.1) 
where m and ı are the mean and the standard deviation for the five features according 
to Table 5.4 and s is the parameter that was changed to adjust the interval size. The 
values of s were chosen having in mind that for a normal distribution 99.7% of the 
samples would be included for s=3. The test results are presented in Table 5.5. 






















(%) Test setup Interval size 
Test 1 s = 1 78.41 0.00 76.27 0.00 4.00 
Test 2 s = 1.5 88.89 0.00 83.05 0.00 11.50 
Test 3 s = 2 91.61 0.00 87.29 0.00 15.50 























It can be observed that the higher the interval is the more false positives appear in 
the object class “other”. On the other hand, making the interval narrower also 
decreases the number of correct matches. This indicates that choosing the interval is 
not a trivial task. However, the best compromise in this situation appears to be the 
third test, as it has a relatively low number of false matches while still achieving a high 
number of correct matches. 
The slightly smaller number of correct matches for bikes can be explained by the 
various appearances depending on the viewing angle. This is due to the fact that the 
difference of a pedestrian’s appearance when viewed from the front and from the side 
is significantly smaller than for a person on a bike. 
The biggest advantage of using the minimum distance classifier with respect to 
other classifiers is that it is very simple to implement and also to set its parameters. 
However it only works well in simple scenarios and selecting the right interval is not 
always trivial, as could be seen in Table 5.5, as a too high value increases both the 
correct and the false matches and a low value decreases them both. 
Support Vector Machines 
Support vector machines (SVM) are more elaborate classifiers which can be 
trained with a large sample, even in multivariate feature spaces, but the basic 
implementation can only differentiate between two classes, as was explained in section 
2.4. The main benefit of using support vector machines is that the largest boundary 
between the two classes is automatically computed rather than the interval containing 
the samples, as is the case for the minimum distance classifier. However support 
vector machines need linearly separable feature distributions as well in the basic 
implementation, which limits the number of suitable applications. 
As could be seen in Fig. 5.8, the data is not linearly separable which indicates the 
possibility that standard SVM might not be able to perform well on this data set. In 
order to enable classification of the three classes, a “one-versus-one” approach was 
used, as explained in section 2.4. SVM attempts to find the hyper planes which best 
separate each of the two classes and leave the biggest possible buffer between them. In 
order to test the performance of the classifier, the same data used for the minimum 
distance classifier was used to train the SVM classifier as well. Fig. 5.9 illustrates the 
result of SVM hyper plane detection for a simplified two-dimensional feature space for 
the classes Pedestrian and Bike. 





Fig. 5.9 Illustration of the classification hyper plane generated by SVM for a 
simplified two-dimensional feature space for the classes Pedestrian and Bike 
The classification result was slightly improved compared to the minimum distance 
classifier. However, the linear nature of the classifier causes an important number of 
other objects to be classified as either being pedestrian or bike. A comparison of the 
performance of all tested classifiers is shown in Table 5.6. 
Neural Network Classifier 
The third classifier tested on the sample data is a back propagation neural network 
[36], which can directly classify between three classes and can deal with data that is 
not linearly separable. As introduced in Chapter 2, the network has been adapted in 
order to match the presented feature data. Accordingly, the network has five nodes in 
the input layer (one for each feature), three nodes in the output layer (one for each 
output class) and four nodes in the hidden layer. Fig. 5.10 illustrates the structure of 
the used neural network. 
 















































It can be seen that each of the five inputs is connected to a node in the input layer 
and the output layer contains nodes for the three possible outputs: pedestrian, bike and 
other. The purpose of the hidden layer is to offer a good performance on data which is 
not linearly separable, as is the case for this application. 
The nodes in the output layer work in a normed complementary way, meaning that 
the sum of all three nodes is always equal to one. Ideally, if an object is classified as 
belonging to one of the classes, the corresponding node’s output should be 1 and both 
other outputs should be 0. In practice the maximum of the three outputs determines to 
which class an object belongs. 
The training and testing of the network was performed using the same dataset that 
was used for the other two classifiers and the performance evaluation of all three 
methods can be seen in Table 5.6. 























Minimum Distance Classifier 91.61 0.00 87.29 0.00 15.50 
Support Vector Machines 92.33 0.00 88.54 0.00 9.85 
Neural Network Classifier 95.77 0.00 93.21 0.00 2.35 
The neural network classifier exhibits the best results, as it is able by its nature to 
deal with data which is not linearly separable. The biggest improvement with respect 
to the other two classifiers can be seen in the amount of falsely classified “other” 
objects. Only 2.35% of other objects were falsely classified either as pedestrian or as 
bike. All three classifiers were able to correctly distinguish between pedestrians and 
bikes, as neither of them falsely classified bikes as pedestrians or vice versa. 
Human tracking 
After the objects belonging to one of the two important classes (pedestrian or bike) 
were filtered out from the rest of the segmented objects, the final step is to track them 
in a series of consecutive frames and to compute their own speed. For this purpose a 
tracker filter is used. 
Basically a tracker is a low-pass filter, which is initialized with a region within a 
particular frame of a series of images, like a video or live stream and its goal is to 
detect the same region in the next frame. As described in section 2.7, there are 
different methods for object tracking in video sequences, which mainly differ in the 
way the data that is collected from the images and how they are processed.  




Since all objects of the scene are already separated from each other and from the 
background, the tracking process is reduced to matching objects detected in one frame 
to the objects already detected in previous frames. The five features that were used for 
classification, together with the 3D position of the objects are used for object tracking. 
Hereby for newly detected objects, which were classified either as pedestrian or as 
bike, a new tracker is initialized, while for existing objects the tracker should update 
the position of the object and predict their position in the next frame in order to ensure 
robustness against image processing failures, in the case where the object failed to be 
detected in a frame, but is afterwards detected again. 
The implemented tracker has two operation modes: initialization and tracking. 
During initialization the tracker is empty and all pedestrians and bikes detected in the 
first frame in which at least one object is classified as belonging to one of these classes 
are added to it. Afterwards the tracker switches to tracking mode until no object is 
tracked anymore, when it returns back to the initialization mode. During tracking there 
are three phases: tracking existing objects, adding new objects, removing out-of-range 
objects.  
For each new frame the tracker receives the list of objects belonging to either the 
class pedestrian or bike together with their shape descriptors (Hu 1, Hu 2, Hu 3) and 
3D size (Width, Height), as well as the 3D coordinates of the center of their bounding 
cuboid. The bounding cuboid is considered as the smallest cuboid that fits the 3D 
object. An example of bounding cuboid is shown in Fig. 5.11 b). 
The tracker compares the values of the shape descriptors and of the 3D coordinates 
to the values of each currently tracked object in order to check whether any of the 
objects from the new frame corresponds to a tracked one. Detected objects are 
considered to correspond to tracked objects if the differences for their shape 
descriptors values, their size and their position are smaller than the set threshold 
values. This operation is based on the nearest neighbor method [11]. If more than one 
object in the current frame corresponds to a tracked object, the most likely 
correspondence is used to update the position and speed of the tracked object along 
each of the three axes of the car’s coordinate system and the new object is removed 
from the list of new objects. After either all tracked objects have been updated or no 
correspondences are found anymore, all remaining objects in the list of objects from 
the new frame are added to the tracker as new objects to be tracked. 
When adding new objects, their shape descriptors and 3D coordinates of the 
bounding cuboid are stored. After at least three consecutive correspondences have 




been found, the mean speed among these three frames is computed and fed to the 
collision warning module. 
If for an object no correspondence could be found for a particular frame, the shape 
and size are presumed to stay constant, as it logically should be, since neither of them 
changes significantly between five consecutive frames. The 3D coordinates of the 
bounding cuboid, on the other hand, are updated based on the previously computed 
speed and considering that the speed remained constant. This prediction is performed 
for no more than five consecutive frames. If in the sixth frame still no correspondence 
is found, the object is removed from the list of objects to be tracked. 
5.4 Collision warning for automotive applications 
The final step of the presented application is to warn the driver whether a collision 
is likely to occur. For this purpose it is common in the automotive industry to define a 
so called driving tunnel, which represents a virtual corridor through which the vehicle 
has to pass in order to follow its course. A similar concept exists in aeronautics, where 
such a virtual corridor is used for ensuring that a plane has enough space for safe 
flying. In the presented application this driving tunnel is used to estimate possible 
collisions by detecting if any object either intersects this driving tunnel or is about to 
enter the driving tunnel closely to the vehicle. 
The collision warning algorithm is based on the previously computed objects 
positions and on the defined driving tunnel. Assuming the car is heading forward, the 
driving tunnel is defined as the space required by the car in order to safely pass and it 
is 50% wider and 50% higher than the car width and height respectively. An example 
of street scene with overlaid driving tunnel is shown in Fig. 5.11 b), which is the 
output of the algorithm for the scene shown in Fig. 5.3. Fig. 5.11 a) shows the result of 
the disparity map segmentation after convex hull fitting, overlaid on the rectified left 
image, which is used for classification and for detecting the closest object.  
  
a) b) 
Fig. 5.11 Result of disparity map segmentation overlaid on rectified left image: a) Segmented disparity map and 
b) Driving tunnel and bounding cuboid for the closest object 
 




The driving tunnel in Fig. 5.11 b) contains markings every 5 meters from the 
bumper, until a distance of 20 meters. Also a cuboid is displayed, which bounds the 
closest object: the bike. 
If an object is inside the driving tunnel or even close to it, the driver should be 
warned. For this, the distance between the front bumper of the car and the closest point 
of the object is used. The computed distance is shown in Fig. 5.11 b) in the upper left 
corner. If an object is inside the driving tunnel, based on its distance to the vehicle, the 















        (5.2) 
where D is the distance defined in (3.11). 
If more than one object is in the driving tunnel at a time, the severity level is given 
by the closest object. However, if the object is outside the tunnel and no object is 
inside the tunnel, the severity level is either medium or low, depending on the distance 
between the object and the tunnel. In Fig. 5.11 b) the bike is located at 7.89m with 
respect to the camera. The shift between the camera coordinate system C and the 
vehicle coordinate system V is 1.65m on the Z axis, so the distance from the front 
bumper to the bike is actually 6.24m. But because the bike is outside the tunnel the 
returned severity level WL is medium as depicted by the yellow colored bounding 
cuboid. In order to better illustrate the functionality of the collision warning system, 





Fig. 5.12 Illustration of the collision warning system for a bike driving across the driving tunnel: a) Bike outside driving tunnel, b) 
Bike on the edge of driving tunnel, c) Bike inside driving tunnel and d) Bike outside driving tunnel 
 




It can be seen that while the bike is outside the tunnel and far away from it, the 
severity is low, when it gets closer to the tunnel the severity level is medium and inside 
the tunnel due to the small distance to the car it is high. Later, as the bike exits the 
tunnel, the severity level is medium again as shown in Fig. 5.11 b) and finally it is low 
as the bike exits the scene. 
As could be seen, in the presented street scene the bike was entering the scene on 
the left side, crossing the street in front of the car and exiting on the right side. Another 





Fig. 5.13 Illustration of the collision warning system for a pedestrian running towards the car inside the driving tunnel: a) Pedestrian 
at far distance, b) Pedestrian at medium distance, c) Pedestrian at close distance and d) Pedestrian at very close distance 
Fig. 5.13 shows a pedestrian who is running in front of the car and runs towards it, 
while it only avoids the collision just in front of the car by running out of the driving 
tunnel to the left of the car. It can be observed that the image series from Fig. 5.13 
contains a more accurate augmented reality, as the person appears to really be inside 
the tunnel. This is achieved by using the result of the convex hull fitting to mask which 
image region should not be covered by the tunnel lines. 
5.5 Hardware acceleration of image processing algorithms 
In order to ensure that all presented algorithms run fast enough to maintain the 
desired 100Hz frequency, hardware acceleration is necessary, as CPUs can’t achieve 
the desired performance. Even though GPUs are not suitable for automotive 
applications due to the high power requirement, they are very helpful as fast 
prototyping platform for developing the parallelized algorithms for low-power FPGAs.  
As the GPU can only perform one operation at a time with all its kernels, according 
to the SIMD principle, the operations run sequentially, as already presented in Fig. 




2.19, exactly as is the case for CPUs if a single core is used. This means that the last 
algorithm in the chain has to finish processing a frame before the first algorithm can 
start processing the next frame. 
 Stereo rectification 5.5.1
As already shown, stereo-based image processing algorithms usually require each 
image pair to be stereo rectified. After calibration, knowing all intrinsic and extrinsic 
camera parameters, so-called rectification maps can be computed for both the left and 
right image and which encode the relationship between the pixels in the rectified 
image and the pixels in the original image. Fig. 5.14 shows a numerical example of 
image to be rectified and corresponding rectification maps obtained after calibration. 
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a) b) c) d) 
Fig. 5.14 Illustration of the stereo rectification process with bilinear interpolation: a) Original image 
b) Rectification map u c) Rectification map v d) Resulting image  
Numerical values of a small region of an image are presented in Fig. 5.14 a). The 
rectification maps required for stereo rectification are presented in Fig. 5.14 b) and c) 
for the u and v coordinates respectively. The resulting pixel r(u, v)of the rectified 
image depends on the two values from the rectification map at the specified 
coordinates (u, v). For example, r(130,180)=fb(104.4876, 153.1628), where fb is the 
bilinear interpolation function. 
It can be seen that r depends on floating point values of pixel addresses, which 
means that for each pixel its four neighboring pixels will be used. For the presented 
example these four pixels are presented in Fig. 5.14 a). If these pixel values are 
denoted left-right and top-bottom f00, f01, f10 and f11the following formula illustrates the 
bilinear interpolation function fb: 
yxy + f-x)(-y) + f(x-y) + f(-x)(r(u,v)= f  11011000 1111      (5.3) 
where x and y represent the fractional part given in the rectification map. In the given 
example, x=0.4876 and y=0.1628 and the final rounded result is r(130, 180)=123. 
The bilinear interpolation is performed sequentially on a CPU. If multiple cores are 
used, the transformation is speeded up since the computation of one pixel only 
depends on the four pixels specified by the rectification map. However, as GPUs were 
initially designed to be used in computer games, they allow 2D and 3D data structures 




to be loaded as so-called textures. A texture in computer graphics has the property that 
it can be addressed with floating point indices and the required bilinear interpolation is 
done in hardware and transparently to the user in order to allow quick modifications of 
the displayed scene, such as slightly changing the viewpoint. Stereo rectification 
transforms the original images by bilinear interpolation specified by the rectification 
maps. Therefore, using textures considerably speeds up the process, as the rectification 
is reduced to traversing the image once and directly reading the output value specified 
in the rectification map. 
 Disparity map computation 5.5.2
One of the more time consuming image processing algorithms is the disparity map 
computation based on block matching, which is specific for stereo vision and has been 
introduced in section 2.6. The basic idea is to find for each block of pixels in the left 
image the corresponding block of pixels in the right image that correlates best. These 
corresponding blocks are then used to compute the disparity value for the central pixel 
of the block, which can be later used for 3D reconstruction. In order to compute a 
disparity map, the input images must be stereo rectified as explained in section 2.6. 
The most commonly used cost function for block matching is the SAD (Sum of 
Absolute Differences) due to its computational simplicity and yet reliable results. 
Another widely used cost function is the Euclidean distance, but it implies squaring 
and calculating square roots, both of which are very time consuming compared to 
computing absolute differences and summing them. A third commonly used cost 
function is the SSD (Sum of Squared Differences), which is similar to the Euclidean 
distance, but without extracting the square root. However, squaring often leads to huge 
numbers which can lead to overflows especially when operating on integers, as is the 
case for many embedded systems. Even though SAD has a relatively low reliability 
when compared to the other two cost functions, it is still widely used due to its 
simplicity and execution speed. 
The basic principle of block matching using SAD is to iterate through each pixel in 
the left image, to extract a block having the considered pixel in the center, surrounded 
by a number of neighbors and to match this block to blocks of the same size in the 
right image with the help of SAD. Initially, the block in the right image contains pixels 
located at the same coordinates as in the left image and is later on shifted to the left 
pixel by pixel and the SAD value is computed again. This operation is repeated until 
all disparity levels have been analyzed, meaning the maximum distance on the v axis 
between the blocks in the left and in the right image has been reached. The best 




matched block generates the smallest SAD value and represents the most probable 
disparity value. Several post-processing steps refine this search by testing for the 
reliability of the result, by eliminating textureless regions and by adding sub-pixel 
accuracy. 
The pseudo code for CPU implementation considering the presented block 
matching algorithm with SAD and without post-processing can be seen below. 
FOR V = MIN_V to MAX_V  
    FOR U = MIN_U to MAX_U 
        IDX = V * IMG_WIDTH + U 
        MIN_SAD = MAXINT 
        DISP = 0 
        FOR D = MIN_D to MAX_D 
            UL = U 
            UR = U - D 
            CURR_SAD = computeSAD (UL, UR, V) 
            IF CURR_SAD < MIN_SAD 
               MIN_SAD = CURR_SAD 
               DISP = D 
            END IF 
        END FOR 
        DISP_IMG [IDX] = D 
    END FOR 
END FOR 
In order to obtain the U and V limits only pixels that have all required neighbors 
are considered, together with the maximum disparity and the size of the SAD window: 
MIN_U = MAX_DISP + SAD_SIZE/2 – 1 
MAX_U = IMG_WIDTH - SAD_SIZE/2 – 1       (5.4) 
MIN_V = SAD_SIZE/2 
MAX_V = IMG_HEIGHT - SAD_SIZE/2 – 1 
The minimum and maximum disparities are obtained from the application 
requirements as these limits depend on the distance for which objects are expected as 
well as on the camera parameters and image resolution. Typical values for the 
presented application are MIN_D = 20 and MAX_D = 64 as too far (small disparity 
values) as well as too close (large disparity values) objects can be ignored. The 
computeSAD function computes the sum of absolute differences for a pair of given 
blocks in the left and in the right image. It takes as an input the location of the pixels to 
be matched, which are in the center of the block to be matched. 




The simplest GPU implementation leads to slight changes to this pseudo code by 
letting each thread process only a few pixels, as can be seen below.  
V = THREAD_IDX 
U = BLOCK_IDX 
IDX = V * IMG_WIDTH + U 
MIN_SAD = MAXINT 
DISP = 0 
FOR D = MIN_D to MAX_D 
    UL = U 
    UR = U – D 
    CURR_SAD = computeSAD (UL, UR, V) 
    IF CURR_SAD < MIN_SAD 
       MIN_SAD = CURR_SAD 
       DISP = D 
    END IF 
END FOR 
DISP_IMG [IDX] = D 
In the presented pseudo code, the changes with respect to the CPU version are 
presented in bold and BLOCK_IDX and THREAD_IDX are values delivered by the 
CUDA API. The block ID is common to all threads running on an MP (and which can 
collaborate via the shared memory) and the thread ID is unique for each thread. It can 
be seen that the for loops have been replaced by block and thread indices, which 
indicate which thread of which block is currently accessing the function. Since the 
number of rows and columns of the image might be smaller than the number of used 
threads (multiple of 32) and blocks, the validity of the indices has to be checked within 
the computeSAD function. A more complex numerical example is given in [9]. 
It can be seen that the pseudo code for the GPU implementation is not very 
different from the pseudo code for the CPU implementation, but the operating 
principle, as well as the underlying hardware are considerably different. 
As could be seen, the disparity map computation can be parallelized very well, but 
this parallelization reduces the efficacy at the same time, as many mathematical 
operations have to be repeated. A novel method for parallelizing the disparity map 
computation introduced in [2] makes full use of the high number of cores of a GPU, 
keeping at the same time the number of redundant operations at a minimum. 
On a CPU the block matching algorithm runs sequentially if only one core is 
available. If multiple cores are used, the process can be fastened up as the Sum of 
Absolute differences (SAD) has to be computed only within a given window. If the 




SAD window has the size of n x n pixels and the maximum disparity is dM, for each 
pixel a window of n x (n+dM –1) has to be processed. While the window is moving, 
many of the summed values can be reused, as presented in [44], which leads to a big 
improvement compared to the straight-forward implementation. For each additional 
core the processing time is improved but not halved due to the fact that some of the 
calculations which could have been reused on a single core must be repeated by the 
second core in order to initialize the algorithm. 
This could lead to the idea that block matching is not suitable for GPU 
implementation, as the strongest attribute of the GPU is the multitude of cores. 
Another downside of SAD is that it contains two operations: sums and differences, 
while on a GPU the operations are performed according to the SIMD principle [21], 
where all cores perform the same operation on different datasets. 
In order to obtain significant improvement, for GPU implementation the processing 
steps of the algorithm have been redesigned and divided in three steps: 
x Computing the absolute differences 
x Computing the sums 
x Determining the disparity 
Computing the absolute differences 
Given the maximum expected disparity dM, the absolute difference is computed 
between the whole left and right images and afterwards the right image is shifted one 
pixel to the right and the process is repeated until the maximum expected disparity is 
reached. Fig. 5.15 shows the result of computing the differences between the left and 
right image at different disparities. 
    
a) b) c) d) 
Fig. 5.15 Absolute difference between the shifted right image and the left image for different disparities: 
a) d = 0, b) d = 10, c) d = 20 and d) d = 23 
It can be observed that in Fig. 5.15 a) the bike does not overlay at all, while it 
perfectly overlays in Fig. 5.15 d). A good overlay is characterized by regions where 
the resulting image is black. Thus the disparity value of the bike in this scene is d=23. 




Computing the sums 
In order to judge whether a region of the image has been well overlaid or not, a 
sum is computed for each pixel within the defined neighborhood window. For the CPU 
version optimizations can be done to reuse partial sums or to use integral images [64]. 
On a GPU, the task is split among the multitude of cores so that each core computes 
the sums for certain pixels. Hereby the tasks are performed in parallel and the 
summing is performed very fast. 
Determining the disparity 
The first two steps are repeated for all expected disparities resulting in an array of 
dM values for each pixel in the image. This array holds the Sum of Absolute 
Differences (SAD) for each potential window. At the minimum value of the array the 
best match is found and its index represents the most likely disparity value. 
The biggest advantage of the restructured algorithm is that a large number of cores 
bring a huge improvement by parallelizing the operations, including the subtracting 
and summing.  
Recent GPU boards and programming libraries allow individual cores to be 
assigned different functions. This feature could improve the benefits of using a GPU 
even more. 
 Disparity map segmentation 5.5.3
The novel disparity map segmentation algorithm presented in section 3.2 is by its 
nature a sequential algorithm, which cannot be parallelized, as each pixel depends on 
two previously computed neighboring pixels. However, by processing sub-regions of 
the image in parallel and merging them later, the real-time capabilities of the algorithm 
are improved without introducing a big overhead. 
Therefore, the challenging parallelization task was solved by splitting the image 
into many sub-images, as one core would always just process one sub-image. After all 
sub-images have been processed, they are merged by investigating the border pixels. If 
border pixels belong to the same region, both blobs from the two sub-images are 
merged in the second pass. For minimizing the ratio of border pixels to total number of 
pixels, ideally the sub-images should be square. For the example presented in section 
3.2, more precisely in Fig. 3.10 and Fig. 3.11 the image is split in (almost) square sub-
images in which blobs are detected in the first pass and joined in the second pass. Fig. 
5.16 a) and b) present numerical values after the two-pass segmentation algorithm has 
been applied to the image in Fig. 3.10 a) using a single core, and Fig. 5.16 c), d) and e) 




using two cores. It can be seen that even though the label numbers in Fig. 5.16 e) are 
not the same as in Fig. 5.16 b) due to the multi-core approach, the segmented regions 
are identical. 
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c) d) e) 
Fig. 5.16 Illustration of disparity map segmentation on one and two cores: a) First pass on single core, b) 
Second pass on single core, c) First pass on the first of two cores, d) First pass on the second of two cores 
and e) Second pass on both cores after merging 
The main advantage of this algorithm is that in the second pass it is already known 
to which blob every pixel belongs, so each GPU core can run in parallel for 
determining the final blobs. 
Similarly to this two-core example, the algorithm can be distributed to any number 
of cores having in mind that the distribution is efficient only if the number of border 
pixels is considerably smaller than the total number of pixels in each of the sub-
windows processed by individual cores. 
 Processing time comparison for CPU, GPU and FPGA implementation 5.5.4
On both the CPU and the GPU, due to the lack of pipeline abilities, the processing 
time for all algorithms is added up and the result for each frame is available after this 
time interval. However, the GPU allows all algorithms to run faster than on the CPU, 
as different image regions are processed in parallel. The FPGA enables algorithms to 
run faster as multiple processing units can be defined, but it also supports pipelining, 
achieving therefore even faster image processing. 
The big advantage of pipelining could be observed in Fig. 2.20. Even though the 
latency of the collision warning system implemented in FPGA is 9.5ms, the frame 
processing time for the FPGA is given by the most time consuming operation and is 
equal to 6.8ms, which means that 9.5ms after the first frame has been acquired, the 




corresponding collision warning output is available and every 6.8ms afterwards a new 
collision warning output is ready. As the image acquisition time is smaller than 0.5ms, 
it is neglected. Table 5.7 shows a comparison of average processing times required by 
CPU, GPU and FPGA to process individual frames of the same video sequences. 
Table 5.7 Comparison of processing time required by CPU, GPU and FPGA 
Operation CPU GPU FPGA 
Stereo rectification  3.5 ms 0.2 ms 1.0 ms 
Disparity map computation 16.7 ms 5.4 ms 6.8 ms 
Disparity map segmentation 14.1 ms 3.3 ms 1.4 ms 
Collision warning 3.1 ms 0.7 ms 0.3 ms 
Frame processing time 37.4 ms 9.6 ms 6.8 ms 
System latency  37.4 ms 9.6 ms 9.5 ms 
For both the CPU and GPU, the total processing time and the system latency are 
equal, since each frame has to be completely processed before the next frame can enter 
the system. It can be observed that computation on GPU is about 3 times faster than on 
CPU, but it is topped by the FPGA, which also requires less than 10W compared to the 
200W of the GPU. Distributed computing might have enabled even faster processing 
than the FPGA, but running multiple PCs in an automotive application is not an 
option. 
It can be seen that disparity map computation runs slower on the FPGA than on the 
GPU. The reason for this is the difference in the clock frequency of the two systems. 
While the GPU runs at 500 MHz, the used FPGA runs only at 125 MHz and no 
additional benefit is obtained by parallelization in FPGA, as the GPU already splits 
and processes the image very efficiently. Details on GPU and FPGA implementations 






Real-time human tracking for Human-
Robot Interaction (HRI) 
Nowadays a lot of effort is put to enable humans and robots to work together. 
Based on the algorithm presented in section 3.2, the vision system of an intelligent 
robot has been developed, with the goal to enable human-robot cooperation in 
investigation of hazardous environments. Hereby the robot should act as a mobile 
carrier platform for collected samples. For that the robot should detect and follow the 
human co-worker who is collecting samples and putting them onto the robot platform. 
In order to achieve this, the robot calculates the distance between the target person and 
itself using stereo vision and follows the person with the appropriate speed to keep the 
distance constant. After sensing the reduction in distance indicating the human’s 
intention to approach the robot, the robot has to stop and to allow the human to place 
the containers with the collected samples onto the robot’s mobile platform.  
The developed distributed system architecture was first introduced in [1] and 
enables real-time vision-based robot motion control by employing multiple computers 
to work together. It will be shown in this chapter that the performance boost obtained 
by this architecture is comparable to the improvements achieved by the previously 
shown hardware implementations with the help of GPU and FPGA. 




6.1 Real-time capabilities through distributed computing 
The time effectiveness is mainly achieved through the distributed processing that 
was implemented using ROS (Robot Operating System) [34], but also by making use 
of a Kalman filter [35] for predicting the most likely image ROI (Region of Interest) 
that contains the tracked human, hereby reducing the effective image data that has to 
be processed. 
In the presented scenario the vision-based system for human tracking has to be able 
to detect the human, to calculate the distance to the human and to track the human, 
similarly to how the pedestrian detection application in Chapter 5 is operating. 
However, in this scenario the 3D position of the human is used by the robot in order to 
keep a constant distance to him instead of warning the driver, as was the case in 
Chapter 5. An illustration of the visually controlled robotic system for human tracking 
is shown in Fig. 6.1. 
 
Fig. 6.1 Principal layout of the robotic system for following the human co-worker 
The presented robotic system has a Point Grey Bumblebee XB3 stereo camera 
system on board [79], as well as a Nexcom NISE 3500 P2 low-power industrial PC 
(Intel i7-620M @ 2.66 GHz, 4GB of RAM, 64 GB SSD, ~65 Watt) [86]. As the 
platform is intended to run on batteries in order to move independently of external 
power supplies, low power consumption of the on-board components is critical. 
Therefore, the on-board PC functionality is limited to capturing images from the stereo 
camera and sending them compressed over the wireless link to the off-board vision 
module as well as sending direct commands obtained from the robot control to the 
wheels controllers. 
In order to ensure that the control commands are sent at regular time intervals, the 
vision module and the robot control module run on different PCs as illustrated in Fig. 
6.1 with differently colored blocks. The computational expensive vision algorithms 





















Tesla C1060 GPU) with the goal of tracking the human co-worker in front of the robot 
and determining its 3D position with respect to the coordinate system of the left stereo 
camera, as depicted in Fig. 6.1. 
After obtaining the 3D position, it is sent to the robot control module located on a 
separate desktop PC (Intel E4700 @ 2.6 GHz, 2GB of RAM), which computes the 
required velocities for each wheel such that the robot keeps following the human. The 
velocities are sent at regular time intervals over the wireless link to the on-board PC, 
which sends direct commands to the wheels controllers. If the robot control module 
would run on the same PC as the vision module, it might happen that it would not be 
able to send the new velocities out in time due to the vision module blocking the CPU.  
The communication between the three computers is done via ROS [34], which is a 
widely used communication framework that, among other features, allows easily 
configuring multiple computers for cooperation in order to improve the time 
effectiveness of the system. This time effectiveness is achieved by splitting 
computationally expensive tasks into modules, which run on different computers. 
6.2 Vision-based human detection and tracking 
The image processing system is similar to the one presented in Fig. 5.2 and is 
shown in Fig. 6.2. The main difference is the ground plane removal applied on the 
disparity map before segmentation. This is necessary in order to enable the disparity 
map segmentation module to reliably work both indoors and outdoors, independently 
of whether the ground has a structured surface or not. Also, the Bumblebee XB3 
camera already provides stereo rectified images in contrast to the high-speed stereo 
camera system presented in Chapter 5, so stereo rectification is not required. In 
contrast to the pedestrian detection application, no high-speed cameras are required for 
the robotic follower application, as both the human speed and the robot speed are low. 
 
Fig. 6.2 Block diagram of the stereo-vision based human detection for robotic follower 
Similarly to the pedestrian detection application, a disparity map is obtained from 
the stereo image pair, which is afterwards segmented using the connected pixel 
labeling based method presented in section 3.2. The segmentation result for the 
Feature-based Object Classification Object Segmentation Image acquisition 




















considered human tracking robot scenario is shown in Fig. 6.3 c). Differently colored 
regions in the image in Fig. 6.3 c) represent different objects which are at different 
distances to the robot’s camera. As it can be seen the ground has been removed from 
the segmented image (represented by black color) in order to avoid merging with other 
objects, including the human, which are placed on the ground.  
   
a) b) c) 
Fig. 6.3 Example of human walking in front of the robot: a) Original image, b) Disparity map and c) Segmented disparity map 
The ground plane removal was achieved by detecting the regions in the lower part 
of the disparity map whose disparity values gradually change from dark to bright as 
the v coordinate of the pixel gets larger. This gradual change occurs for pixels 
belonging to the ground, as pixels having a smaller v coordinate in the disparity map 
are further away from the camera (are darker) compared to pixels having a larger v 
coordinate, which are closer to the camera (are brighter). For the ground removal a 
window of 11 rows and 1 column (11 x 1) was used to assess this vertical gradual 
change of disparity values for the central pixel of the window. In contrast to the 
ground plane pixels in the disparity map, pixels belonging to the regions of object 
surfaces have almost constant disparity values, so they are not removed. 
After segmenting the objects in the disparity map, 2D and 3D features are 
extracted, which enable the classifier to distinguish humans from other objects in the 
robot’s perceived environment. Similarly as in the pedestrian detection application the 
Hu Moments are extracted together with the objects’ 3D width W and height H 
according to (2.7) and (3.12).  
For classification the same classifier as in Chapter 5 was used, namely a Back-
propagation Neural Network with one hidden layer [36]. A set of 577 feature vectors 
(H1, H2, H3, H, W) were used for training the classifier. These feature vectors were 
extracted from segmented human regions in the disparity maps of stereo image pairs 
acquired indoor as well as outdoor. Another 423 feature vectors were used for testing 
the developed classifier. These test features were obtained by extraction from 
segmented regions of different objects including humans in disparity maps of stereo 




image pairs acquired indoor as well as outdoor. The obtained classification result on 
the training set was very good, as indicated by the fact that the classification 
performance rate was 96%. Misclassification happened in cases of significant human 
occlusion or segmentation of the human as connected to objects from its environment. 
After successfully detecting the human, the 2D coordinates of the human’s center 
of mass with respect to the camera are computed as average of all image coordinates 
of segmented pixels belonging to the human. After applying (2.18) to the 2D center of 
mass, the 3D coordinates of the center of mass are obtained. Additionally, the 3D 
coordinates of the corner points of the human bounding box were computed as 
explained in section 2.6, which are further used by the tracking module. 
The tracking module is based on the modified Kalman filter introduced in [1], 
which recursively predicts the estimates of the 3D coordinates of the corner points. For 
this purpose, the modified Kalman filter receives the 3D coordinates of the corner 
points obtained from the current frame. The filter then estimates the actual 3D 
coordinates, considering that the measurements were affected by noise. Additionally, 
the filter outputs the predicted 3D coordinates of the corner points for the next frame, 
considering that the human velocity is constant between two frames. Afterwards the 
predicted 3D corner points are projected back on the 2D image plane using (2.5), 
which enables the prediction of the position of the region of interest (ROI) in the 
robot’s camera images. The predicted position of the ROI enables human detection to 
be performed on the image region of interest rather than on the whole image, 
contributing to the cost effectiveness of the proposed human tracking algorithm. 
6.3 Performance evaluation 
The performance of the presented stereo-vision system for human tracking was 
tested within the working scenario of a mobile robot intended to follow a human co-
worker in indoor applications as well as in outdoor applications. 
Experiments were conducted where a human walking in front of the mobile robot 
was imaged by a Point Grey Bumblebee XB3 [79] stereo camera mounted on the 
robot. The image pairs were grabbed at full resolution (1280x960 pixels) at 12 fps 
(frames per second). Each pair of stereo frames was processed in order to extract the 
2D coordinates of the left upper corner and the bottom right corner of the bounding 
box with respect to the camera coordinate system, as explained in section 2.6. 
Examples of processed images with superimposed extracted bounding boxes of 
humans are shown in Fig. 6.4 and Fig. 6.5. 




   
a) Frame 14 b) Frame 26 c) Frame 31 
   
d) Frame 43 e) Frame 53 f) Frame 65 
Fig. 6.4 Human detection in sample frames of the videos captured indoor 
The result of human detection in 6 frames from a video captured indoor is shown in 
Fig. 6.4 a) – f). Fig. 6.5 a) – f) shows the result of human detection in 6 frames from a 
video captured outdoor. 
   
a) Frame 13 b) Frame 29 c) Frame 35 
   
d) Frame 58 e) Frame 77 f) Frame 88 
Fig. 6.5 Human detection in sample frames of the videos captured outdoor 
In the presented robotic follower application only a single person is intended to be 
detected and tracked by the vision system. However, a scene with more persons was 
recorded in order to evaluate the performance of the vision module to track multiple 
persons simultaneously. Fig. 6.6 shows frames of a video captured outdoor, in which 
multiple persons enter and exit the scene. 




   
a) Frame 27 b) Frame 59 c) Frame 92 
   
d) Frame 104 e) Frame 132 f) Frame 203 
Fig. 6.6 Human detection in sample frames of the videos captured outdoor, containing multiple persons 
It can be seen in Fig. 6.6 d) that even though one person occludes another, the 
tracker is still able to keep following the occluded person, which afterwards becomes 
visible again, as can be seen in Fig. 6.6 e). 
The presented application assumes only one human co-worker in the robot’s 
environment. However, the presented method is applicable also if there is more than 
one human in the robot’s environment. In that case, the human closest to the robot is 
selected during initialization as the person to be followed and is continuously tracked. 
In this way, even if other humans enter the scene, the robot is able to continue tracking 
the person selected for following in the initialization phase. In order to fulfill this task, 
the tracking system works under the assumption that the 3D position of the tracked 
person cannot suddenly change between two consecutive frames and therefore it is 
able to correctly locate the selected person in successive frames. This holds as long as 
the humans in the scene can be clearly distinguished from each other. 
However even if one of the humans temporarily occludes the human selected to be 
tracked and the person is not in the camera’s view anymore, the modified Kalman 
tracking filter still continues to estimate the person’s position as explained in [1].  
The performance of the presented human detection and tracking algorithm has been 
evaluated by comparing it to the Hog-Processing library [85], which is a Java 
implementation of the pedestrian detection based on the so-called Histogram of 
Oriented Gradients (HOG) presented in [66]. Human detection based on HOG is 
widely used for applications where monocular cameras are used. Therefore, the left 
image of the presented stereo camera system was used as input for the Hog-Processing 




library. The Hog-Processing library offers two methods for human detection. The first 
method divides the image into blocks of fixed size that partially overlap (with 
overlapping blocks), while the second method considers that these blocks do not 
overlap (no overlapping blocks). 
Table 6.1 illustrates the results obtained by both of these methods and manually 
obtained ground truth data for the videos shown in Fig. 6.4 (indoor), Fig. 6.5 (outdoor 
single person) and Fig. 6.6 (outdoor multiple persons). The third video contains many 
frames in which up to four persons are visible at the same time. In some of the frames 
the persons partially or fully occlude each other, as for example in frame 104 shown in 
Fig. 6.6 d). For comparison purposes, the raw output of the classifier was evaluated as 
well, besides the tracker output, as the Hog-Processing library only classifies and does 
not track humans. 
Table 6.1 Comparison of the novel human detection and tracking algorithm and the HOG-based pedestrian detection 
 Indoor single person 
(200 frames) 
Outdoor single person 
(400 frames) 















Ground truth   76 (100%) –  238 (100%) –  805 (100%) – 
Proposed classifier 69 (91%) 3 (2%) 175 (73%) 0 (0%) 549 (68%) 1 (0%) 
Proposed tracker 71 (93%) 0 (0%) 181 (76%) 0 (0%) 614 (76%) 0 (0%) 
HOG w. overl. bl. 45 (59%) 34 (17%) 102 (43%) 1 (0%) 283 (35%)     33 (11%) 
HOG no overl. bl. 63 (83%) 26 (13%) 165 (69%) 0 (0%) 267 (33%)   16 (5%) 
It can be seen that the proposed classifier performs better than both methods 
offered by the Hog-Processing library. This can be explained by the additional 
information obtained from the disparity map, which makes it considerably easier to 
separate humans from the rest of the image. The result is improved even more by using 
the presented Kalman-based tracker, compared to the raw output of the classifier. The 
tracker is particularly helpful in the video that contains multiple persons, as it helps to 
follow persons that partially or completely occlude each other and which the classifier 
could not detect. Another benefit of using the tracker compared to using only the 
classifier is the false positive rejection, as the location of false positives is mostly 
random, so they are eliminated as their position is not consistent among consecutive 
frames. 
In order to evaluate the performance of the system with respect to the accuracy of 
reconstruction of 3D coordinates of the person and so of the reconstruction of the 
robot’s distance to the person, the experimental results were compared with ground 
truth obtained in two ways. In the first experiment the ground truth distance to the 
person was obtained by a Bosch PLR 50 digital laser rangefinder [81]. In the second 




experiment a reference path to be followed by the person was drawn on the floor. 
During these experiments the robot was just observing the person without following, 
so that the errors possibly occurring in vision could be decoupled from possible errors 
introduced by robot control. In the first experiment, the distance from the output of the 
proposed stereo-vision based tracker is computed according to: 
222
HCHCHC zyxD            (6.1) 
where xHC, yHC and zHC are the three coordinates of the human’s center of mass. 
The computed distance was compared to the distance obtained by the digital laser 
rangefinder. According to the datasheet, the accuracy of this device is ± 2 mm 
regardless of distance. The system was tested on 1055 frames and the average error in 
distance was 2.38% at a standard deviation of 2.12 %. 
Fig. 6.7 shows the result of the second experiment where the reference path in form 
of a square of 2.3x2.3m is represented by the red line, while the output of the proposed 
stereo-vision based human detection without and with tracking filter (Kalman 
estimation and prediction) are represented by the blue and green line respectively. 
 
Fig. 6.7 Comparison of the reference human’s path and the human’s path reconstructed with 
the stereo-vision based tracker with and without tracking filter 
It can be observed that there is a region in the reconstructed path in the upper right 
corner where the proposed human detection gives no results. However, the Kalman 
filter estimates and predicts the 3D position of the human in these frames, so that at 
any moment the proposed tracker outputs valid data. This is very important for proper 
robot control to avoid random movement of the robot. Also, the proposed tracker 
makes the reconstructed path smoother, which helps robot control to avoid erratic 
movements of the robot platform. 





Besides providing reliable information for robot control, Kalman prediction 
enables human detection to be performed on the image region of interest contributing 
to the cost effectiveness of human tracking. The processing time saved is between 30% 
and 70% of the time required to process the whole frame, depending on the size of the 
predicted region. 
Besides the cost effective vision-based method, real-time robot control is supported 
with distributed computing. As mentioned before, the presented system acquires image 
pairs from the on-board stereo camera at a rate of 12 Hz. If image acquisition, the 
vision module and the robot control would all run on the on-board PC, due to the 
limited computational capabilities of the on-board low-power PC the vision module 
could run only at a rate of about 4 Hz and could interfere with robot control by 
constantly blocking the CPU with image processing tasks. In order to avoid CPU 





Fig. 6.8 Timing diagram in case: a) all operations run sequentially on one, low power computer and b) on different computers 
It can be observed that the total processing time of the system from image 
acquisition to sending speed values to the wheels is the sum of the three operations: 
321 TTTTP             (6.2) 
where T1, T2 and T3 represent the time periods required for each of the three operations 
to finish and they are 10ms, 250ms and 10ms respectively. Hence, if the operations 




would run sequentially the output rate of the robot control would be limited to less 
than 4 Hz, which could cause abrupt movements of the robot. 
In order to overcome these problems distributed computing was introduced in the 
presented system. This allowed using of a separate high-end PC for running the vision 
module and a desktop PC for running the control module. In this way each individual 
module fully uses all available cores of the CPU without the necessity of leaving free 
resources to concurrent modules, as they run on separate machines. Introducing such 
distributed computing resulted in reducing the processing time for both the vision 
module from 250ms to 75ms and the robot control module from 10ms to 4ms, as can 
be seen in Fig. 6.8 b). The processing time for image acquisition remains the same, 
10ms, as according to the given system specifications the same low power on-board 
PC has to be used for acquiring the images. 
In the presented distributed computing system the three modules use the ROS 
library for communication, which implements socket communication over TCP 
(Transmission Control Protocol) in a way that is transparent to the user and therefore 
easy to use, debug and deploy. 
Besides introducing distributed computing, the real-time system characteristics are 
supported by pipelining as the use of distributed computing allows the operations to be 
performed in a pipeline fashion, which means that a module which is upstream can 
already process new data while the downstream module processes the output of the 
upstream module. 
However, by using multiple computers additional transmission delays are 
introduced in the system, which are in average about 1 ms for cabled connections (T23) 
and 5 ms for wireless connections (T12 and T31). Fig. 6.8 b) shows an overview of the 
timing when distributed computing is used. Black bars illustrate times needed for 
processing of image acquisition, vision and robot control, while the gray colored bars 
illustrate transmission delays. As the operations now run in parallel, the total 
processing time of a frame is given by the slowest operation, to which the 
communication times from and to that module are added. 
FromToP TTTTTMAXT  ),,( 321          (6.3) 
where TTo and TFrom represent the transmission time required to send data from the 
previous module to the slowest module and from the slowest module to the next 
module in line. In Fig. 6.8 the slowest module is the vision module, to which the 
transport times from image acquisition (T12) and to robot control (T23) are added. In 




pipelined systems there is another measurement, the system latency, which describes 
the time required for the final output to be delivered for a specific input. This is the 
sum of all operations, including all communication times. 
312312321 TTTTTTTL           (6.4) 
In other words, after TL has passed and the pipeline is full, every other sample 
comes after a period T. Therefore, the pipelines are especially useful when all 
operations take approximately the same amount of time to be completed, since no 
module needs to waste PC resources by just waiting for the next input. 
It can be seen that while in the case of sequential processing, according to (6.1), the 
total processing time and implicitly the latency would be 270ms, reaching 3.7 Hz, after 
using distributed computing the processing time is 81 ms leading to a potential rate of 
12.34 Hz and a latency of 100 ms. Therefore the 12 Hz rate of the stereo camera can 
be maintained by all modules in the proposed system. Even though 12 Hz is a good 
rate for obtaining reference values for robot control, in order to ensure smooth 
movement of the robot, in the proposed architecture, the robot control additionally 
interpolates between two samples obtained from the vision module. 
The presented application illustrates a typical scenario of human-robot interaction. 
Due to the distributed computing architecture, the proposed vision-based human 
tracking system is able process the images captured by the stereo camera system in 
real-time and to reliably track the human co-worker. This in turn enables the presented 
robotic platform to follow the human co-worker at a given distance. Additionally, the 
robot can sense when the human is approaching to deposit collected samples, so it 





Conclusion and Outlook 
In this thesis novel approaches for vision-based real-time human detection and 
tracking were proposed and their usefulness has been demonstrated based on three 
different applications. Additionally, novel hardware-specific optimizations of the 
image processing algorithms were presented, which enable the proposed computer 
vision algorithms to run in real-time. 
As image segmentation plays a crucial role in many vision-based applications, 
novel robust segmentation methods for detection and tracking of objects, including 
humans as particular type of objects, were presented in Chapter 3. The usefulness of 
these algorithms was demonstrated for three different applications of vision-based 
human detection and tracking: clinical gait analysis, pedestrian detection and human-
robot interaction.  
In Chapter 4 it has been shown that robust markerless vision-based clinical gait 
analysis is achieved by using the novel closed-loop segmentation of background 
subtracted images introduced in the first part of Chapter 3, as it offers optimal input for 
gait feature extraction. The extracted gait features can be used to support medical 
experts in diagnosing gait related pathologies as well as in following the process of 
rehabilitation by offering an objective tool for analyzing and comparing relevant gait 
parameters of the patients. The usefulness of the system is underlined by the fact that it 




only requires about 30ms to process one frame, making it suitable for clinical 
environments, as it provides gait analysis results shortly after the person’s gait was 
recorded. It also has been shown in Chapter 4 that new technologies such as RGBD 
cameras are expected to improve in future the markerless gait analysis by simplifying 
the human detection and tracking process. However, one current shortcoming is that 
even though RGBD cameras enable reliable detection and tracking of humans, existing 
software libraries for RGBD image processing cannot reliably provide the specific gait 
features that are necessary for clinical gait analysis. Therefore, in the last section of 
Chapter 4 it has been shown that the required features can be extracted from images 
provided by the RGBD cameras using the gait feature extraction algorithms that were 
proposed in this thesis. 
Even though active sensors that are based on structured light like the RGBD 
cameras bear a huge potential for human tracking applications, they have limitations in 
applications where direct sunlight is encountered, such as in outdoor scenes. For this 
reason, in this thesis human detection and tracking algorithms were proposed that were 
designed to work both indoors and outdoors. This was achieved by using stereo 
cameras, which are passive sensors that do not need special illumination. In this 
context a novel disparity map segmentation algorithm was introduced in the second 
part of Chapter 3, which enables separating objects from each other and from the 
background. This algorithm was then further used for human tracking in images of 
stereo cameras as humans are considered to be a particular type of objects. The 
proposed disparity map segmentation algorithm has been shown to be useful for 
human tracking for pedestrian detection, for human-robot interaction as well as for 3D 
object reconstruction for service robotics. 
In Chapter 5 a stereo-vision based pedestrian detection application was presented. 
The pedestrian detection operates at 100Hz on GPU and FPGA, being therefore 
suitable for vehicle velocities above the 50km/h limit as currently supported by state-
of-the-art systems. In order to enable the developed algorithms to achieve real-time 
capabilities, novel hardware-specific implementations were introduced. These 
implementations allow either different image regions to be processed in parallel using 
the same algorithm or complete images to be processed in parallel by different 
algorithms in a pipeline fashion. For this purpose CPU and GPU implementations have 
been presented and compared to FPGA implementations. 
Human tracking for Human-Machine Interaction was presented in Chapter 6 on the 
example of a robotic co-worker that should detect and follow a human. The real-time 
capability of this system was achieved using distributed computing based on ROS 




(Robot Operating System), which is a communication framework enabling the 
distribution of software modules on multiple computers. It has been shown that the 
proposed human tracking algorithm performs well in tracking single persons or even 
multiple persons, so that the robot can reliably follow the human co-worker at a given 
distance. 
It is expected that vision-based real-time human detection and tracking will 
continue to be an important topic in image processing and computer vision. Therefore 
the algorithms presented in this thesis could build the basis for new methods that could 
be used in future applications, especially as new devices are being developed, in order 
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