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Abstract	
In the context of prediction science, the sources of uncertainty can be from the 
uncertainties of the experiments, modeling, model inputs, numerical analysis, etc. This 
study concentrates on quantifying the forecast uncertainty arising from the propagation 
of the uncertainties in the model inputs to the dynamical model. The uncertainties in the 
inputs include the randomness in (1) the initial conditions, (2) the forcing term 
(including both the external forcing and the boundary conditions), and (3) randomness 
in the parameters of the model. In order to quantify the uncertainties in the forecast, 
three uncertainty quantification (UQ) methods are studied, namely classical Monte 
Carlo (MC), polynomial chaos (PC) expansion and unscented transformation (UT). 
Using MC as the benchmark, two dynamical models are used in this study to examine 
the performance of PC expansion and UT. One is the low order (two components) 
spectral solution to the nonlinear advection equation, and the other one is the five-
variable mixed-layer model which is used to describe the return flow event over the 
Gulf of Mexico during the cool season (between November and March) every year. The 
experimental results and the comparisons with MC have shown that both PC and UT 
can provide good estimates on the statistical information relating to the forecast, for 
example, the mean, variation (or standard deviation), covariance. The approach of UT 
utilizes a set of deterministically chosen sigma points to propagate the uncertainties 
contained in the inputs through the dynamical model. Only the first two moments of the 
forecast can be estimated by UT. Different from UT, the PC expansion represents the 
stochastic process in the form of a series expression (hence a surrogate approximation) 
in terms of the orthogonal polynomials whose type depends on the probability 
xvi 
distribution of the random inputs.  Ensemble forecast can be achieved by sampling the 
random variable used in the PC expansion. Furthermore, the histogram of the forecast 
can be constructed using the ensemble forecast, and then one can estimate the 
probability density function (PDF) of the forecast.  What’s more, PC expansion can also 
give estimates on the statistics of higher order moments.  The application of PC and UT 
in quantifying the forecast uncertainties in large scale system, the combination with data 
assimilation techniques and its real applications, and the ability to deal with 
nonGaussian distributions will be some of the topics for future study.  
1 
Chapter 1 
Introduction 
Uncertainty Quantification (UQ) is a growing field motivated by the synthesis of 
modeling, large-scale simulations, numerical analysis and experiments together with the 
science of probability and statistics. In the meantime, it is also as old as the disciplines 
of probability and statistics. In the context of predictive science, UQ is defined as the 
science of identifying, quantifying and reducing uncertainties associated with modeling, 
numerical algorithms, experiments and outcomes of the prediction (Smith 2013). It tries 
to determine how likely certain outcomes are if some aspects of the system are not 
exactly known. Smith (2013) uses five large-scale applications to show that the 
predictions with quantified uncertainties are critical to understand and predict certain 
physical phenomena as well as make decisions and designs based on the predictions. 
The five applications are weather models, climate models, subsurface hydrology and 
geology models, nuclear reactor designs and models for biological phenomena. 
Uncertainties can arise from different sources, some of which are listed below: 
(1) Experiment uncertainties and limitations: in general, limited or incomplete data 
and limited sensor accuracy or resolution are two fundamental resources of 
uncertainties related to the experiment; 
(2) Model and input uncertainties: model uncertainties are the errors or 
discrepancies that are induced by the approximation or imprecise presentation of the 
process to be studied. As is known that models usually have some parameters or some 
models (e.g., models described by differential equations) may have initial conditions, 
boundary conditions or sometimes external forcing and uncertainties exist in these 
2 
inputs. Moreover, uncertainties become more complex when using coupled system to 
quantify multiscale or multiphysics phenomena; 
(3) Numerical errors and uncertainties: these are the uncertainties or errors related to 
numerical solution or algorithms. Some examples are errors in roundoff or 
discretization, etc.   
This study mainly focuses on the uncertainties that lie in the model inputs. And the 
aim of this study is to quantify the forecast uncertainty resulting from the input 
uncertainties being propagated through a dynamical forecast model, which is like 
uncertainty propagation. As stated above, the input uncertainties of a dynamical forecast 
model may include the randomness in the initial conditions, the forcing term (including 
both the external forcing and the boundary conditions), and randomness in the 
parameters of the model. In each of these cases, the solution of the model is a stochastic 
process. 
Generally, uncertainty quantification methods are classified into two groups: 
sampling-based and non-sampling techniques. The classical Monte Carlo (MC) and its 
variants, e.g., quasi-Monte Carlo (Fox 1999; Niederreiter 1992; Niederreiter et al. 1998) 
are the most commonly used sampling methods. In MC, independent samples (or 
realizations) of the random inputs are generated according to their prescribed 
probability distribution. Then for each realization, the problem becomes deterministic. 
After solving all realizations of the problem, an ensemble of the solutions are collected, 
which is called an ensemble forecast. The statistical information of the forecast (e.g., 
mean, variance, covariance, etc.) can then be calculated from the ensemble forecast. 
Although it is straightforward to apply MC, the statistics of the forecast converges 
3 
slowly. Therefore, typically a large number of executions are required, which means 
excessive computational burden especially for complex system that demands expensive 
computational resources even in its deterministic settings. Though the rapid 
development of the computation technology has released the burden to some extent, 
further efforts are still needed. 
The unscented transformation (UT) method is another example of sampling-based 
approach. It is developed based on the intuition that the approximation of a probability 
distribution is easier than that of an arbitrary nonlinear function or transformation 
(Julier et al. 1995; Julier and Uhlmann 1996, 1997a, 1997b). It uses a set of samples 
(called sigma points) to approximate the probability distribution of the random inputs 
and then propagates these samples through the nonlinear transformation (the dynamical 
model in this context), the statistics are computed afterwards using the transformed 
sigma points. In spite of using similar idea as MC, different selection strategy of the 
sigma points is used. The number of the sigma points in UT depends on the dimension 
of the random inputs and the points are generated through deterministic formulas, 
whereas the samples for MC are randomly chosen. 
In the non-sampling group, one representative is the polynomial chaos (PC) 
expansion. The earliest PC approach is the Wiener’s (1938) polynomial chaos (PC) 
expansion. It is known that the solution of a model with random inputs is a stochastic 
process. The Wiener’s PC expansion of the stochastic process is done by expressing the 
(unknown) solution of the model in an orthogonal expansion using a stochastic basis 
consisting of the set of all Hermite polynomials of the standard Gaussian random 
variable whose distribution is defined over the real line, where the coefficients (or the 
4 
strength of the modes) of the expansion are (unknown) deterministic functions of time. 
By exploiting the orthogonality property of the Hermite polynomial (with respect to the 
standard Gaussian as the weight function), the given model is reduced to a system of 
coupled nonlinear dynamics on the deterministic coefficient functions. By solving this 
reduced spectral dynamics numerically, one can then effectively reconstruct the 
stochastic solution of the original forecast model, based on which the probabilistic 
characterization of the model forecast can be provided. While this approach is quite 
similar in principle to the well-known Karhunen–Loève (K-L) expansion (Loève 1977), 
there is a major difference in the choice of the stochastic basis. In K-L expansion, the 
stochastic basis consists of the eigen functions of the known correlation function of the 
underlying stochastic process. In the case where the (stochastic) solution of the forecast 
model is unknown, let alone its underlying correlation structure, the more general 
approach based on Wiener’s PC expansion can be used. However, like everything else 
in life, there is a price to pay for this lack of knowledge about the solution, namely, the 
solution based on K-L expansion is inherently optimal but the solution based on the 
Wiener’s PC does not share this inherent optimality property (Loève 1977; Ghanem and 
Spanos 1991). 
A succinct account of the role of Wiener’s PC based approach in stochastic analysis 
is given in (Kallianpur 1980) and (Kuo 2006). Lototsky and Rozovskii (2006) develop a 
general framework for solving stochastic differential equations (Arnold 1974) using PC 
approach. Solution to the nonlinear filter (which is a general form of dynamic data 
assimilation for stochastic models) based on PC is developed in (Lototsky 2011). 
Mathematical generalization of Wiener’s PC to include Askey scheme (called gPC) is 
5 
developed in (Xiu and Karniadakis 2002a). The monograph by Xiu (2010) contains an 
elegant presentation of PC, gPC and their applications. 
Earliest application of Wiener’s PC based approach to quantify uncertainty in 
engineering problems is due to Ghanem and Spanos (1991). Since then there is a virtual 
explosion of literature in this area. The review paper by Ghanem (1999) provides a very 
good presentation of the PC methodology and a roadmap for applications. Two recent 
books by Le Maitre and Knio (2010) and Grigoriu (2012) provide excellent presentation 
of both the theory of PC and its multi-faceted applications. 
A note on the other non-sampling methods for quantifying the forecast uncertainty 
is in order. If the forecast uncertainty is only due to those in the initial condition, then 
the well-known partial differential equation known as the Liouville’s equation (Saaty 
1967) provides the complete solution by describing the evolution of the probability 
density function of the forecast with time. If the uncertainty in the forecast arises from 
two sources – those in the initial condition and in forcing, then the evolution of the 
probability density of the forecast is given by the celebrated Kolmogorov’s forward 
equation (Jazwinski 1970). Soong (1973) describes several special methods to handle 
the uncertainty in the parameters in an otherwise deterministic model. But, when the 
uncertainty arises from all the three sources (initial condition, forcing and parameters), 
as is considered in this chapter, to my knowledge, the Wiener’s polynomial chaos and 
its generalization are the only known approaches to quantify the model forecast 
uncertainty. 
The related theory of nonlinear and non-Gaussian dynamic data assimilation is 
embodied in the contemporary theory of nonlinear filtering that deals with combining 
6 
an uncertain nonlinear model forecast with noisy (nonlinear) observations in a Bayesian 
framework (Crisan and Rozovskii 2011). In this case, the evolution of the posterior 
density that describes the evolution of the uncertainty in the analysis is given by the 
well-known Kushner-Zakai equation, which is a stochastic partial differential equation 
(Kushner 1962; Zakai 1969). There is a natural nesting between the three well-known 
classes of partial differential equations mentioned above in the sense Kushner-Zakai 
becomes Kolmogorov’s forward equation when there is no noisy observation and the 
latter in turn becomes Liouville’s equation when there is no random forcing. Notice that 
this well-known hierarchy does not handle uncertainty in parameters. 
This study aims to study the effectiveness and efficiency of UT and PC methods in 
quantifying the uncertainty of the forecast due to random inputs. The ensemble forecast 
and the statistical information from the ensemble forecast using the classical Monte 
Carlo (MC) approach is the benchmark. Therefore, the performance of UT and PC are 
compared with MC in this research. Two meteorological models are used to study the 
methods in detail. One is the low order (two components) spectral solution to the 
nonlinear advection equation found in (Platzmon 1964). This two-variable model is 
used to demonstrate using the stochastic Galerkin projection to obtain the expansion 
coefficients in PC expansion and only random initial conditions are considered. And the 
other one is a five-variable mixed-layer model which is used to describe a large-scale 
process termed as “return flow” by Keith Henry, a professor of meteorology at Texas A 
& M University (Henry 1979a, 1979b). In the late fall and winter, a rhythmic cycle of 
cold air penetrates into the Gulf of Mexico (GoM), these penetrations are then generally 
followed by return of modified air to land in response to circulation around an eastward-
7 
moving cold anticyclone. Typically, 4–5 of these return-flow events (RFE’s) occur per 
month between November and March each year (Crisp and Lewis 1992). The latter one 
is used to show using stochastic Collocation to obtain expansion coefficients in PC 
expansion and the application of UT. Uncertainty in the forecast arising from both 
random initial condition and random parameters are considered in this example. 
The research is organized as follows: In Chapters 2 and 3, the mathematical 
background of polynomial chaos expansion and unscented transformation methods are 
presented respectively. The stochastic Galerkin approach using the two-variable model 
is demonstrated in Chapter 4. The description of the mixed-layer model and the 
application of PC with stochastic Collocation are followed in Chapter 5. In Chapter 6, 
UT is studied in the mixed-layer model. Finally in Chapter 7, PC and UT are compared 
with MC in quantifying the forecast uncertainty. A detailed discussion of these three 
methods and some conclusions are provided.  
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Chapter 2 
Polynomial Chaos Expansion 
As one of the most widely used non-sampling techniques, the polynomial chaos (PC) 
expansion approach offers a means of computing high-order information such as the 
mean, variance, and successive moments if the probability density function (PDF) of the 
input variable is well defined. The PC approach originates from Wiener’s homogeneous 
chaos theory (Wiener 1938). Ghanem and Spanos (1991) demonstrated that PC is a 
feasible computational tool for scientific and engineering studies. Xiu and Karniadakis 
(2002a) then expanded the work by Ghanem and Spanos for Hermite-chaos expansion 
(Ghanem and Spanos 1991) and the work by Ogura for Charlier-chaos expansion 
(Ogura 1972), generalized the concept and proposed the generalized polynomial chaos 
(gPC) expansion or Wiener-Askey polynomial chaos expansion by setting the 
expansion basis as the orthogonal polynomials from the Askey-scheme class. They 
further demonstrated that the Wiener-Askey polynomial chaos exhibit exponential 
convergence rate when the optimal polynomial expansion is chosen according to the 
probability distribution of the random input. If the optimal polynomial chaos is not 
chosen, convergence can be assured but the exponential rate is not retained for any 
given type of random input.  
This chapter first introduces the Hermite polynomial chaos expansion and the 
generalized polynomial chaos expansion of a random process. Then the framework of 
using polynomial chaos expansion to quantify the forecast uncertainty of a dynamical 
system is presented. To obtain the expansion coefficients in polynomial chaos 
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expansion, two approaches namely stochastic Galerkin (SG) and stochastic Collocation 
(SC) are illustrated in detail.  
2.1  The Hermite Polynomial Chaos 
The concept of homogeneous chaos expansion was originally proposed by Wiener 
(1938), in which the Hermite polynomials in terms of Gaussian random variables were 
employed. As homogeneous chaos expansion can approximate any functions in  
and converges in the  sense (Cameron and Martin 1947), Hermite polynomial 
chaos can be adopted to expand second-order random process in terms of orthogonal 
polynomials. A second-order random process is a process with finite variance. Most 
physical processes are second-order random processes. Let  be a general second-
order random process, it therefore can be represented as 
 
∑   
     ∑ ∑ ,   
                       ∑ ∑ ∑ , ,   
       ⋯,                                                                       (2.1) 
where , …  denotes the Hermite polynomial of order  in terms of the 
multi-dimensional standard Gaussian variable , …  with zero mean and 
unit variance.  is a vector consisting of  independent Gaussian variables , … . 
The above equation (2.1) is the discrete version of the original Wiener polynomial 
chaos expansion. For the continuous case, the summations in (2.1) will be replaced by 
the continuous integrals.  
For notational convenience, (2.1) can be rewritten as 
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∑| | ,               (2.2) 
where … 	 is a N-variate homogeneous Hermite polynomial. 
, , … , ) is defined as a multi-index. The order of  is defined as | |
⋯  and , , … , ) is called an additive partition for . For example, 
when 2 , there are 3 partitions, 2,0 , 1,1 , 0,2 	 for the order 2 . The 
general form of N-variate homogeneous Hermite polynomials of degree  with 
partition ( , , … , ) is given by 
H … 1 … .         (2.3) 
Define the inner product in the Hilbert space as   
〈 〉 ,                                 (2.4) 
with  as the Gaussian probability density function, i.e., 
.                                             (2.5) 
The Hermite polynomial basis  form a complete orthogonal polynomial basis, 
i.e., 
〈 〉 〈 〉 ,     (2.6) 
where  is the Kronecker delta function, i.e., 0, when , otherwise 1. Here, 
 means  for every 1, 2, … . 
More details on Hermite polynomials in univariate and multivariate case can be 
found in Appendices A and B.  
2.2  The Generalized Polynomial Chaos 
Even though the Hermite polynomial chaos expansion is effective in solving stochastic 
differential equation with Gaussian random inputs as well as some certain types of non-
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Gaussian inputs (Spanos and Ghanem 1989; Ghanem and Spanos 1991; Ghanem 1999; 
Xiu and Karniadakis 2003), the optimal convergence rate for general non-Gaussian 
random input is not obtained. In order to solve this problem, Xiu and Karniadakis 
(2002a) proposed the generalized polynomial chaos (gPC) expansion or Wiener-Askey 
polynomial chaos expansion by setting the expansion basis as the orthogonal 
polynomials from the Askey class. They have shown that the exponential convergence 
rate will be achieved if the optimal polynomials are selected in conjunction with the 
random distribution. Table 2.1 gives the correspondence between the random variables 
and the types of Wiener-Askey polynomial chaos. 
As stated before, the idea of gPC approach originates from the Wiener’s Hermite 
polynomial chaos expansion. The key idea of gPC approach is centered on the 
orthogonality of polynomials with respect to an inner product definition associated with 
a suitable weighting function. The PC approach lies in the fact that a second-order 
random process can be expressed as a series in terms of orthogonal polynomials (Xiu  
2010). That is, the random process  can be expressed in terms of gPC expansion as 
follows: 
Φ  
∑ Φ   
      ∑ ∑ Φ ,   
                       ∑ ∑ ∑ Φ , ,   
⋯,                                                                       (2.7) 
where Φ , …  denotes the Wiener-Askey polynomial chaos of order  in 
terms of the multi-dimensional random variable , …  with certain 
12 
distribution. Here, Φ , …  is not restricted to Hermite polynomial chaos, but 
rather any type of polynomials from the Askey scheme. The paper presented by Xiu and 
Karniadakis (2002a) gives more details about Wiener-Askey polynomials chaos. 
Table 2.1 The correspondence between the random variables and the types of 
Wiener-Askey polynomial chaos (Xiu and Karniadakis 2002a)  
 Random variable Wiener-Askey chaos Support 
Continuous 
Gaussian 
Gamma 
Beta 
Uniform 
Hermite-Chaos 
Laguerre-Chaos 
Jacobi-Chaos 
Legendre-Chaos 
∞,∞  
0,∞  
a, b  
a, b  
Discrete 
Poisson 
Binomial 
Negative Binomial 
hypergeometric 
Charlier-Chaos 
Krawtchouk-Chaos 
Meixner-Chaos 
Hahn-Chaos 
0, 1, 2, …  
0, 1, … , N  
0, 1, 2, …  
0, 1, … , N  
 
Likewise, equation (2.7) can be rewritten as 
∑ Φ| | .          (2.8) 
The definition of the inner product follows the inner product in the Hilbert space 
supported by the random variable , 
〈 〉 ,                                 (2.9) 
or in discrete case, 
〈 〉 ∑ ,                                 (2.10) 
where  is the weighting function. Usually for those orthogonal polynomials from 
the Wiener-Askey scheme, the weighting function is the same as the probability density 
function of corresponding distribution. More details can be found in (Xiu and 
Karniadakis 2002a).   
Based on the inner product defined in equations (2.9) and (2.10), the Wiener-Askey 
polynomial basis Φ  also have the orthogonality property, i.e., 
13 
〈Φ Φ 〉 〈Φ 〉 ,     (2.11) 
where  is the Kronecker delta function, i.e., 0, when , otherwise 1. 
2.3  Forecast Uncertainty Quantification Using Polynomial Chaos Expansion 
There are three main input uncertainty sources that can contribute to the uncertainty in 
the forecast from a dynamical model, i.e., the randomness in initial condition, the 
random forcing term (including both the external forcing and the boundary conditions), 
and the randomness exist in the parameters of the model. In this subsection, the 
application of polynomial chaos expansion approach for quantifying the forecast 
uncertainty based on a dynamic nonlinear forecast model is discussed.  
Let  denote the state of a discretized model at time 0  defined by a 
nonlinear stochastic difference equation 
1 , ,                                  (2.12) 
where : → 	is the one-step state transition map or simply model map, 
 is the random noise representing the model error, ∈  is a random parameter 
vector, and 0  is the random initial condition. It is further assumed that 0 ,  and 
 are stochastically independent. 
As discussed before, the random process 	 can be represented in terms of 
orthogonal polynomial basis as  
∑ Φ| | ,            (2.13) 
where , , … ,  is a vector consisting of  independent random variables 
, , … , , and Φ  are orthogonal polynomial basis selected from Askey scheme 
according to the distribution of the random input. , , … ,  is a multi-index 
with | | ⋯  as the degree (or order) of the corresponding polynomial 
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Φ , , , … , ) is called an additive partition for the degree | |, and  are 
called expansion coefficients at time . 
Based on the assumption that the components , , … ,  of the random variable  
are independent with each other, the -variate orthogonal polynomial basis Φ  are 
constructed as the products of  univariate polynomials	 , 1, … , , i.e., 
Φ ∏ ,                                           (2.14) 
Here, ϕ  are the th-order orthogonal polynomial basis in  dimension, which 
satisfy the following property of orthogonality with  the weighting function for 
random variable : 
〈 〉 〈 〉 , , 0,   (2.15) 
where  is the Kronecker delta function.  
According  to (2.15), the orthogonality of Φ  can be obtained: 
〈Φ Φ 〉 Φ Φ 〈Φ 〉 ,                  (2.16) 
where  is the weighting function of random vector  constructed as the tensor 
product of the weighting function for each random variable , 1,2, … , , and 
∏ .                                          (2.17) 
For computational convenience, approximation is made by truncating the expansion 
(Xiu 2009) in (2.13), e.g., the -th order PC approximation for  is expressed as  
∑ Φ| | .     (2.18) 
Likewise, the parameter and random forcing term are expressed as PC expansion in 
terms of the random variable . Hu et al. (2015) gives an introduction on uncertainty 
quantification by Wiener’s polynomial chaos expansion with single random variable. 
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      Let the -  order PC approximation for the parameter  is expressed as  
∑ Φ| | .              (2.19) 
The -  order PC approximation for the forcing term  is expressed as  
∑ Φ| | .                (2.20) 
The total number of polynomial chaos terms of  is .   
According to the classical approximation theory, approximations given in (2.18)-
(2.20) are the best approximations in ,	the linear space of -variate polynomials of 
degree up to  in the mean-square sense. 
When a sufficiently accurate PC approximation is available, all statistical 
information can be obtained in a straightforward manner. For example, the mean and 
covariance for  are 
, ∑| | ,                        (2.21) 
when the polynomials are normalized by their norms. 
Estimation of the expansion coefficients is the vital part of using polynomial chaos 
approach. Ideally, the coefficients  can be obtained through an orthogonal 
projection,  
, Φ , Φ .                   (2.22) 
However, in practice, the projection in (2.22) is not available because of the lack of the 
knowledge of the solution , . The stochastic Galerkin (SG) method and the 
stochastic Collocation (SC) method are two typical methods to numerically approximate 
the expansion coefficients, more details about these two methods are given in the 
following paragraphs:   
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2.3.1	Stochastic	Galerkin	Method	
The basic idea of stochastic Galerkin method is to seek approximations in the form of 
(2.18)–(2.20) which satisfy the model in (2.12) in a weak form, that is  
1 , .                             (2.23) 
Expanding (2.18)–(2.20), the resulted equation is a function of the coefficients and the 
polynomials. Galerkin projection of each polynomial Φ 	is then applied to the left 
and right sides of the resulted function. After calculation of the inner product defined in 
(2.16), a set of equations will be obtained. The resulting equations are usually a set of 
coupled deterministic functions for the coefficients , , and . Standard numerical 
techniques can be applied to solve these equations. SG method converges with the 
increased value of order (Xiu and Tartakovsky 2006).  
To illustrate the details of SG method, a simple scalar example is used. The model is 
given by a scalar 1  ordinary differential equation (ODE) 
, 0, 
0 ,                                                  (2.24) 
where the parameter  is assumed to be a random variable with certain distribution, and 
 is the initial condition. Even though the PC expansion is introduced in a discretized 
time dependent dynamic model in previous sections, nonetheless the framework works 
equally well in continuous time dependent dynamic model. 
The solution of  and parameter  are expressed by using gPC expansion as follows, 
∑ ,     ∑ .                           (2.25) 
These expressions are then substituted into the model equation (2.24),  
∑ ∑ ∑ ,                      (2.26) 
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which then can be simplified as  
∑ ∑ ∑ ,                             (2.27) 
where the random variable  is ignored just for the sake of clarity. 
Then Galerkin projection is applied, i.e., taking inner product with each polynomial 
basis , 0, … ,  to both sides of (2.27), according to the orthogonality of the 
polynomial basis, a set of coupled equations will be obtained 
∑ ∑ , 0,… , ,                          (2.28) 
where 〈 , 〉. 
The remaining task is to solve the coupled ODE functions with the initial condition	 . 
Though Galerkin method is effective and has been adopted in various applications 
(Ghanem and Spanos 1991; Xiu and Karniadakis 2002b, 2003; Babuska et al. 2004; Le 
Maıtre et al. 2004; Frauenfelder et al. 2005), there are some limitations to SG method. 
From the implementation perspective, the process of deriving gPC equations is 
sometimes tedious and challenging. When the governing equations take complicated 
forms, e.g., highly complex and nonlinear equations, it is difficult to derive the explicit 
equations for the gPC coefficients. To overcome the disadvantage of SG method, the 
stochastic Collocation (SC) method was investigated (Xiu 2007). The comparison of SG 
and SC in the context of complex dynamic system can be found in (Xiu 2009).  
2.3.2	Stochastic	Collocation	Method	
Stochastic Collocation method acts like sampling method. In SC methods, one attempts 
to find solutions ,  at certain prescribed points or nodes and then does some 
approximation according to different strategies. There are two typical SC approaches, 
one is Lagrange interpolation approach and the other one is pseudo-spectral approach.  
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2.3.2.1 Lagrange Interpolation 
Let Θ ∈ Γ be a set of (prescribed) nodes in the -dimensional random 
space Γ which the random variable  belongs to. The Lagrange interpolation approach 
(Xiu 2009) is to approximate the solution , 	  in the form 
, 	 ∑ ,                                       (2.29) 
where  are called Lagrange polynomials which satisfy 
, 1 , ,                                       (2.30) 
and	  are the values of solution  at nodes ∈ Θ . 
It can be seen that once those  points (realization of random vector ) are known, 
the approximation of , 	  can be calculated through (2.29). The only thing needs to 
be done is acquiring the values of the solution , 	  at each realization . And this 
work can be completed by solving the original governing equations. Therefore, the 
Lagrange interpolation approach is to some extent equivalent to solving  deterministic 
equations with realization  of the random variable 	 . A significant advantage of 
Lagrange interpolation approach is that no modification to the governing equations is 
required and any existing solvers to solve the original equations can be applied. This is 
in contrast to SG method, in which the original governing equations will be modified to 
a set of coupled equations with the expansion coefficients as unknowns.  
Once the Lagrange interpolation form in (2.29) is obtained, the evaluation of the 
statistics of the random solution is straightforward. For example, the expectation of the 
solution , 	  is approximated as  
, ∑ ,                          (2.31) 
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where  serves as the weights in discrete sum. 
In spite of the advantage of the Lagrange interpolation scheme, the selection of the 
points or nodes is nontrivial, especially in multi-dimensional spaces due to the lack of 
the theoretical aspects of Lagrange interpolation. Although there are some “rules” to 
choose those nodes in engineering field, most of them are ad hoc and have no control 
over the interpolation errors. What’s more, the manipulation of the multi-dimension 
case is not straightforward.      
2.3.2.2 Pseudo-spectral approach 
Another type of SC approach is the pseudo-spectral approach. Pseudo-spectral approach 
is an alternative approach to approximate the integration in (2.22) and gives the values 
of the gPC coefficients, the formula is given by 
, Φ ∑ , Φ ,          (2.32) 
where  and  are called collocation points and weights, respectively, while  
denotes the number of collocation points. ,   are the values of the solution to the 
governing equations at given collocation points . Similar to Lagrange interpolation 
method, no modification to the original system is needed and any existing solver can be 
used to solve the original governing equations.  
The key part is the selection of the points and weights to ensure the accuracy and 
efficiency of the approximation to the integration, especially for multi-dimensional 
problems. Many choices are available for one dimensional space, i.e., 1. For every 
single dimension 1,2, … , a set of nodes  
Θ ,… , ⊂ Γ , 1,2, … ,                                (2.33) 
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with weights , … , 	can be found to approximate the one-dimensional integration 
 as  based on a good one-dimensional rule 
 ∑ ∙ ≜ .              (2.34) 
One optimal choice is usually to use the Gaussian quadrature rules based on the 
orthogonal polynomials discussed in Chapter 2.  See Appendix C for details about 
Gaussian quadrature rule. 
The challenge lies in multi-dimensional space, i.e., 1 , especially for large 
dimension, i.e., ≫ 1. The aim is to find 	to approximate the multi-dimensional 
integration  given by 
.                                        (2.35) 
The point selection strategies for multi-dimensional space are discussed below.  
(1) Tensor product 
One choice is to use the tensor product of the nodes selected for one-dimensional space. 
The tensor product formula is given as follows 
⨂ ⋅⋅⋅ ⨂ ∑ ⋅⋅⋅ ∑ ,⋅⋅⋅, ⋅ ⨂ ⋅⋅⋅ ⨂ .   
(2.36) 
Clearly, the total number of points needed is  
∏ .                                                        (2.37) 
If the same number of points are used in each dimension, i.e., ⋅⋅⋅ , then 
the total number is . One problem for tensor product is that the total number of 
points grows quickly for high dimensions. For example, if three points (i.e., 3) are 
selected in each dimension, then the total would be  3  (e.g., 3 59049 for 
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10). Because of the rapid growth of the number of points with high dimensions, it 
is proper to use tensor product approach only in lower dimensional problems, e.g.,  
5. 
(2) Sparse Grid 
The N-dimensional sparse grid quadrature rule also combines univariate quadrature 
rules but in a different way as tensor product rule does. Compared to the exponential 
growth rate of the tensor product rule, the computational cost of sparse grid rule rises 
considerably slower. The basic idea of sparse grid quadrature originates from Smolyak 
rule (Smolyak 1963). The Smolyak algorithm is a linear combination of product 
formulas. The linear combination is chosen in a way to preserve an integration property 
for 1 and for 1 as much as possible (Xiu 2007). 
An N-dimensional sparse grid quadrature denoted as , 	has accuracy level , 
which means it is exact for complete polynomials of order up to 2 1, e.g., for all 
polynomials	 ∙∙∙ 	with ∑ 2 1 (Heiss and Winschel 2008; Jia et al. 
2012). The construction of ,  is defined as follows: 
Let , 1, … ,	be the univariate quadrature for -th dimension with level  (  
points), and 0. For each dimension, the difference of the approximation when 
increasing the accuracy level from 1 to  is defined as 
∆ , 1, … .                                        (2.38) 
By introducing an auxillary number , define 
, … , : 1	and	∑ 			 0
∅																																																																																									 0
.        (2.39) 
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As an example, 1,4 , 2,3 , 3,2 , 4,1 . ,  is then constructed based on the 
Smolyak rule as 
, ∑ ∑ ∆ ⨂ ⋅⋅⋅ ⨂∆∈ .                           (2.40) 
Instead of using the differences, ,  can be rewritten in the terms of the univariate 
quadrature rules (Wasilkowski and Wozniakowski 1995) as 
, ∑ 1
1
1 ∑ ⨂ ⋅⋅⋅ ⨂∈ .    (2.41) 
From (2.41), the rule is a weighted sum of product rules with different combination 
of accuracy levels , … , . Different combinations may have one same point, in 
this case the associated weight with the point will be the sum of the weights in all 
occurrences.  
2.4  Discussions 
In this chapter, the mathematical theories of Hermite polynomial chaos expansion and 
the generalized polynomial chaos expansion, and the framework of using polynomial 
chaos expansion to quantify the uncertainty in the forecast from a dynamical model 
with random inputs were introduced. To obtain the expansion coefficients in the 
expansion, two typical methods called stochastic Galerkin (SG) and stochastic 
Collocation (SC) were described in detail.  
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Chapter 3 
Unscented Transformation 
The unscented transformation (UT) is a method for calculating the statistics of a random 
variable which undergoes a nonlinear transformation (Julier and Uhlmann 1996, 1997a, 
1997b). It is developed based on the intuition that the approximation of a probability 
distribution is easier than that of an arbitrary nonlinear function or transformation 
(Julier et al. 1995). Similar to Monte Carlo approach, a set of samples are adopted to 
capture the prior probability distribution of the random inputs. These samples are then 
propagated through the dynamical model and the statistics of the posterior probability 
distribution are calculated using these transformed samples. However, different from 
MC, the samples called sigma points in UT are selected deterministically. In this 
chapter, the mathematical background of UT and an improved version scaled unscented 
transform (SUT) and their application in uncertainty quantification will be presented.  
3.1  The Basic Unscented Transformation 
To state the basic idea of UT, let ∈  be an n-dimensional random variable which 
has mean  and covariance , respectively. The m-dimensional random variable 
∈  is related to  by a non-linear transformation g, i.e., 
                                                            (3.1) 
The objective is to predict the mean 	and covariance 	of .  
Following the intuition, UT seeks help from a discrete distribution which has the 
same mean and covariance (and possibly higher moments) with the random input x and 
each point in the discrete approximation can be directly propagated through the non-
linear transformation. The mean and covariance of the transformed points are calculated 
24 
afterwards and treated as the estimate/approximation of the nonlinear transformation of 
the original distribution. The discrete distribution replacement is accomplished by 
selecting a set of points called sigma points to capture the mean and covariance of x. 
Though the idea of UT bears a superficial resemblance of Monte Carlo approach, the 
strategy is totally different. Instead of random sampling in Monte Carlo approach, the 
sampling in UT is deterministic. Besides, the distribution interpretation based on the 
sigma points is inconsistent with that for Monte Carlo method. For example, the 
weights put on the sigma points do not have to lie in the range [0, 1] and can be 
negative (Julier and Uhlmann 2004).  
In UT, a set of sigma points containing 1 vectors , 0, … ,  with associated 
weights  are selected. The weights can be positive and negative but must obey the 
condition 
∑ 1.                                                (3.2) 
They also assure the mean and covariance through    
∑ , 
∑ .                             (3.3) 
Each sigma point is then transformed through the nonlinear function g, 
, 0, … , .                                         (3.4) 
The mean and covariance of the transformed sigma points are calculated as 
∑ , 
∑ .                                (3.5) 
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One selection scheme (Julier and Uhlmann 1996) which satisfies the above 
requirement consists of  2 1 symmetric sigma points , 0, … ,2 , centered at the 
mean  and lies on the matrix square root is given as follows: 
, 
, 1, … , , 
, 1, … ,2 ,                          (3.6) 
where  is a scaling parameter and is the th column of matrix 
 which is the matrix square root of  and can be obtained 
through Cholesky factorization.  
The weights associated with the sigma points are given by   
⁄ , 
1 2⁄ ,	 1, … ,2 .                               (3.7) 
After propagating each sigma point through the nonlinear transformation g, 
, 0, … ,2 .                                     (3.8) 
The mean and covariance of the transformed sigma points are calculated as 
∑ , 
∑ .                                 (3.9) 
The estimates of the mean and covariance of the transformed vector obtained by 
equations in (3.9) are accurate to the second order of the Taylor series expansion for any 
nonlinear transformation . Errors are introduced in the third and higher order 
moments but are scaled by the choice of the parameter . Please refer to Appendix D 
for details of the accuracy.   
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3.2  The Scaled Unscented Transformation 
One problem which lies in the basic UT is that with the increase of the dimension 
of the state space, the radius of the sphere that bounds all the sigma points will 
increase as well (Julier 2002; Van Der Merwe et al., 2000). Even though the sigma 
points can still capture the mean and covariance of the prior distribution correctly, 
it does so at the cost of sampling non-local effects. The difficulties become 
significant for strong nonlinearities. The parameter  is a scaling parameter which 
is used to scale the sigma points towards or away from the mean of the prior 
distribution. As observed from the construction of the sigma points, the distance of 
ith sigma point 	(except for ) from the mean , i.e., | | is proportional to 
 . When 0, the distance is proportional to √ . When 0, the sigma 
points are scaled towards the mean and when 0, the sigma points are scaled 
further from the mean. As a special case, when 3 , the value of  has no 
influence on the distance. However, when 3 0, the weight 0, an 
non-positive semi-definite covariance matrix could be obtained. The scaled 
unscented transformation (SUT) developed in (Julier 2002) was to address this 
problem. SUT aims to overcome the dimensional scaling effects by using a set of 
scaled sigma points, 
,                                       (3.10) 
where  is a positive scaling parameter. The choice of  should guarantee the 
second order accuracy of the mean and covariance, and the positive semi-
definiteness of the covariance. It can be made arbitrarily small to minimize the high 
order effects. 
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3.2.1  The Auxillary Random Variable 
Before studying the mechanism of SUT, let’s first examine an auxillary random 
variable , which is related to the original function by 
.                             (3.11) 
The objective can be achieved by performing the original UT to this auxillary 
random transformation, i.e., propagating each sigma point (the unscaled sigma 
points) through (3.11),  
, 0, … , .                        (3.12) 
Then the mean 	and covariance  are approximated by  
∑ ,   
∑ .                          (3.13) 
It can be verified that the Taylor series expansions of 	and  agree with those of  
and  approximated by equation (3.5). The proof of the accuracy is given in 
Appendix E and refer to (Julier 2002) for more details. 
As seen from (3.12), all sigma points are propagated through the term 
, the scaling effect given by equation (3.10) is implicitly achieved.   
3.2.2 The Scaled Unscented Transform 
Although the auxillary form of the unscented transform is able to meet the 
requirements mentioned at the beginning in this section, it requires the change of 
the transformation. The SUT yields the same results as the auxillary random 
variable problem does, but without modifying the transformation. As mentioned 
before, a set of scaled sigma points constructed in (3.10) by a positive scaling 
parameter  will be used in SUT, with a new set of weights given by 
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1 , 
, 1, … , .                                      (3.14) 
Appendix E gives the details about the selection of the weights.  
With the new set of points (3.10) with weights (3.14), the SUT estimates the 
transformation and calculates its statistics as follows, 
, 
∑ , 
∑ 1 .    (3.15)                        
In Appendix E, it is shown that  and  for any sigma point distribution. 
In consequence, the SUT will carry all properties of the auxillary form. The mean 
and covariance estimated by (3.15) are accurate to the second order and the positive 
semi-definiteness of the covariance  is guaranteed if all the unscaled weights are 
positive. Besides, the numerical cost of SUT is the same as that for original UT. By 
comparing the covariance calculations in (3.5) and (3.15), the only difference is 
that a term 1  is added to the zeroth sigma point. It can be interpreted simply 
as, when 1 , the form of (3.15) becomes that of (3.5); when 0 , (3.15) 
becomes the modified covariance calculation as in Julier and Uhlmann (2000). 
Although the sigma points only capture the first two moments (the mean and 
covariance) accurate to the second order, the scaled unscented transform can be 
extended to include partial information of the higher order terms in the Taylor 
series expansion of the covariance. Adding an extra weighting parameter  to the 
zeroth sigma point, further higher order effects can be incorporated at no additional 
computational cost, the estimation of the covariance becomes 
29 
∑ 1 	 .    (3.16)                        
For a special case, when the input  is Gaussian distributed, the optimal choice for 
the parameter is 2 (Julier and Uhlmann 2004). 
Further, in order to reduce the number of calculations, the sigma point selection 
and scaling can be combined into one single step (Van Der Merwe et al. 2000; Van 
Der Merwe 2004). For example, corresponding to the sigma point selection scheme 
in (3.6) with weights in (3.7), the scaled sigma points with weights can be 
summarized as follows. 
Let  
.                                       (3.17) 
The 2 1  scaled sigma points , 0, … ,2 , and respective mean  and 
covariance ( ) weights , ∈ , , are selected as follows: 
, 
, 1, … , , 
, 1, … ,2 , 
⁄ , 
⁄ 1 , 
1 2 , 1, … ,2 , 
(3.18) 
where is the th column of matrix  (matrix square root, 
e.g., Cholesky factorization). , , and  are three parameters, 0 1 controls 
the spread of the sigma points and ideally should be small to avoid sampling non-
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local effects for strong nonlinearities, 0 incorporates knowledge of the higher 
order moments of the distribution and its optimal choice for a Gaussian distribution 
is 2 , and 0  is used to guarantee positive semi-definiteness of the 
covariance matrix and its value is not critical, e.g., usually 0.  
Consider the problem of propagating the random variable  through a nonlinear 
function  given in Equation (3.1), the complete procedure of the SUT is as 
follows (Van Der Merwe et al. 2000): 
(1) Choose values for parameters	 , , and .  
(2) Determine the sigma point set , W , 0, … ,2 , ∈ ,  according 
to equation (3.18). 
(3) Propagate every sigma point through the nonlinear transformation	 , i.e., 
, 0, … ,2 .                                            (3.19) 
(4) Calculate the mean and covariance of  as  
∑ ,                                                  (3.20) 
∑ .                                   (3.21) 
3.3  Discussions 
As an alternative sampling method to quantify the uncertainty in the forecast, the 
unscented transformation method uses a set of deterministically chosen samples (called 
sigma points) to represent and propagate the uncertainty through a dynamic forecast 
model. In this chapter, the theory and implementation details of UT and its improved 
version scaled unscented transformation (SUT) were presented. The accuracy was also 
discussed in this chapter. 
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Chapter 4 
Application of Stochastic Galerkin Method 
In this chapter, the ability of polynomial chaos expansion approach with expansion 
coefficients solved by stochastic Galerkin scheme will be studied. The dynamic model 
studied in (Lewis 2014) is used as an example to investigate its application and 
performance.  
4.1  The Two-variable Model 
The model is given as 
,                                                        (4.1) 
.                                                         (4.2) 
These two equations govern the truncated two-component spectral form of solution to 
the nonlinear advection equation 
0,                                                       (4.3) 
where ,  is the flow field and must be initialized in the spatial domain, 0
2 , at initial time. The spectral form of the solution is given in (Platzman 1964) as 
, ∑ .                                      (4.4) 
Equations (4.1) and (4.2) are the truncated two-mode spectral form of the solution 
for the longest waves ( 1, 2) which are referred to as the primary ( 1) and 
secondary wave ( 2). As stated in (Lewis 2014), an “energy conservation” principal 
is processed in the dynamical system and expressed as 
0,                                        (4.5) 
which is equivalent to  
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0 0 .                        (4.6) 
where 0  and 0  represent the initial conditions.  
Lewis (2014) gives the analytic solution to (4.1) and (4.2) as 
0 ,                                                   (4.7) 
,                                                         (4.8) 
where 
0 0 ,                                               (4.9) 
	.                                                        (4.10) 
And if the initial condition (IC) follows the bivariate normal distribution and the initial 
probability density function (PDF) is 0 , 0 , 0 , using Liouville’s equation the 
exact PDF at time  can be obtained as 
  , , 0 , 0 , 0 .                  (4.11)  
Same as the study in (Lewis 2014), the assumption of the experiment is that IC 
follows bivariate normal distribution with means and variances given by  
0 1.25, 0 0.35, 
0.09, 0.                                        (4.12) 
The remaining task in this chapter will be using PC approach to quantify the uncertainty 
lying in the forecast by the model of equations (4.1) and (4.2) starting from initial 
conditions given in (4.12).  
Let , , the aim is to find an approximation of  in the PC expansion 
form of 
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, ∑ Φ| | ,                                         (4.13) 
where , , , ∈  are the expansion coefficients,  is the number 
of random variable used in the expansion and  is the highest order of the polynomials. 
Since the initial condition is assumed to follow bivariate normal distribution, the 
optimal choice for Φ  in (4.13) will be the Hermite polynomials according to Table 
(2.1). In this section, both the univariate Hermite polynomial chaos expansion ( 1) 
and multivariate Hermite polynomial chaos expansion ( 2) are examined.  
4.2  Univariate Hermite Polynomial Chaos Expansion 
When ( 1), the equation (4.13) becomes  
, ∑ .                                            (4.14)         
Substitute equation (4.14) into the original equations (4.1) and (4.2), and obtain  
                          ∑ , ∑ , ∑ ,   
∑ ∑ , , ,          (4.15) 
                          ∑ , ∑ ,   
∑ ∑ , , .             (4.16) 
						For convenience,  and  are simplified as  and , respectively in 
following paragraphs. Then Galerkin projection (i.e., multiply both sides of each 
equation by , 0, … , ) is applied on equations (4.15) and (4.16), then the 
following equations are obtained 
∑ , 〈 , 〉		
∑ ∑ , , 〈 , 〉,																											(4.17)	
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∑ , 〈 , 〉		
∑ ∑ , , 〈 , 〉.                            (4.18) 
      It is assumed that the normalized Hermite polynomials are used in the expansion. 
According to the orthogonality property of Hermite polynomials, (2 +2) equations for 
the expansion coefficients are obtained as follows, 
, ∑ ∑ , , 〈 , 〉, 0, … , ,  
, ∑ ∑ , , 〈 , 〉 , 0, … , .                     (4.19) 
After computing the inner products 〈 , 〉, 0, … , , the explicit form of the 
equations will be obtained.  
The initial values for the expansion coefficients are easily derived from the initial 
condition in (4.12) as,     
0 0 , 0 1.25, 0.35 , 
0 √ , √ 0.3,0.3 , 
0 0,0 , 2, … , .                                       (4.20) 
The remaining task is to solve the equations given in (4.19) with the initial condition 
in (4.20) to obtain the expansion coefficients v , 0, … , , at different times. Once 
the coefficient values at time  are available, a surrogate in the form of (4.13) for the 
stochastic process (t) will be obtained. By sampling the random variable , an 
ensemble of forecast and the histogram will be generated. In addition, the statistics of 
the forecast can be calculated either through the coefficients (in theory) or through the 
samples afterwards. 
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As an example, Tables 4.1-4.7 show the inner products in (4.15) and (4.16) up to 
6. 
Table 4.1 Inner products 〈 , 〉 
        
 1 0 0 0 0 0 0 
 0 1 0 0 0 0 0 
 0 0 1 0 0 0 0 
 0 0 0 1 0 0 0 
 0 0 0 0 1 0 0 
 0 0 0 0 0 1 0 
 0 0 0 0 0 0 1 
 
Table 4.2 Inner products 〈 , 〉 
 	 	
	 0 1 0 0 0 0 0 
	 1 0 1.4142 0 0 0 0 
	 0 1.4142 0 1.7321 0 0 0 
	 0 0 1.7321 0  2 0 0 
	 0 0 0 2 0 2.2361 0 
	 0 0 0 0 2.2361 0 2.4495 
	 0 0 0 0 0 2.4495 0 
 
Table 4.3 Inner products 〈 , 〉 
 	 	
	 0 0 1 0 0 0 0 
	 0 1.4142 0 1.7321 0 0 0 
	 1 0 2.8284 0 2.4495 0 0 
	 0 1.7321 0 4.2426 0 3.1623 0 
	 0 0 2.4495 0 5.6569 0 3.8730 
	 0 0 0 3.1623 0 7.0711 0 
	 0 0 0 0 3.8730 0 8.4853 
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Table 4.4 Inner products 〈 , 〉 
 	 	
	 0 0 0 1 0 0 0 
	 0 0 1.7321 0 2 0 0 
	 0 1.7321 0 4.2426 0 3.1623 0 
	 1 0 4.2426 0 7.3485 0 4.4721 
	 0 2 0 7.3485 0 10.9545 0 
	 0 0 3.1623 0 10.9545 0 15 
	 0 0 0 4.4721 0 15 0 
 
Table 4.5 Inner products 〈 , 〉 
 	 	
	 0 0 0 0 1 0 0 
	 0 0 0 2 0 2.2361 0 
	 0 0 2.4495 0 5.6569 0 3.8730 
	 0 2 0 7.3485 0 10.9545 0 
	 1 0 5.6569 0 14.6969 0 17.8885 
	 0 2.2361 0 10.9545 0 24.4949 0 
	 0 0 3.8730 0 17.8885 0 36.74230
 
Table 4.6 Inner products 〈 , 〉 
 	 	
	 0 0 0 0 0 1 0 
	 0 0 0 0 2.2361 0 2.4495 
	 0 0 0 3.1623 0 7.0711 0 
	 0 0 3.1623 0 10.9545 0 15 
	 0 2.2361 0 10.9545 0 24.4949 0 
	 1 0 7.0711 0 24.4949 0 44.7214
	 0 2.4495 0 15 0 44.7214 0 
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Table 4.7 Inner products 〈 , 〉 
 	 	
	 0 0 0 0 0 0 1 
	 0 0 0 0 0 2.4495 0 
	 0 0 0 0 3.8730    0 8.4853 
	 0 0 0 4.4721    0 15 0 
	 0 0 3.8730    0 17.8885 0 36.7423
	 0 2.4495 0  15 0 44.7214 0 
	 1 0 8.4853 0 36.7423 0 89.4427
 
						For	 example,	 when	 4,	 define a new vector  by concatenating vectors 
(t),	 (t), …,	 (t) as  
, , … , , , … , ,                  (4.21) 
that is,  
, , , , … , , .                    (4.22) 
Then the resulting coefficient equations are:  
,	
,	
1.4142 1.4142 1.7321 1.7321
2 2 ,	
1.4142 1.4142 1.7321 1.7321
2 2 ,	
1.4142 1.7321 1.7321
2.8284 2.4495 2.4495 4.2426 5.6569 ,	
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1.4142 1.7321 1.7321 2.8284
2.4495 2.4495 4.2426 5.6569 ,	
1.7321 1.7321 2 2
4.2426 4.2426 7.3485 7.3485 ,	
1.7321 1.7321 2 2
4.2426 4.2426 7.3485 7.3485 ,	
2 2 2.4495 5.6569
5.6569 7.3485 14.6969 ,	
2 2 2.4495 5.6569
5.6569 7.3485 14.6969 ,	
	(4.23) 
and the initial condition is  
0 1.25 0.35 0.3 0.3 0 0 0 0 0 0 .    											(4.24)	
	
4.3  Multivariate Hermite Polynomial Chaos Expansion  
When ( 2), the equation (4.13) becomes  
, ∑ Φ| | .                                                (4.25) 
Substitute equation (4.25) into the original equations (4.1) and (4.2), and obtain 
∑ ,| | ∑ ,| | ∑ ,| | 		
∑ ∑ ,| | ,| | ,          (4.26)	
																							∑ ,| | ∑ ,| | 															
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		 ∑ ∑ ,| | ,| | .               (4.27)	
Similar to the univariate case,  and  are simplified as  and , 
respectively in following paragraphs. Then Galerkin projection (i.e., multiply both sides 
of each equation by , | | 0, … , ) is applied on both equations and obtain 
∑ , 〈 , 〉| | ∑ ∑ ,| | , 〈 , 〉| | ,               (4.28) 
∑ , 〈 , 〉| | ∑ ∑ ,| | , 〈 , 〉| | .                (4.29) 
For a degree | |, the selection of  should be all additive partitions of | | (same for 
 and ). Same as univariate case, after calculating the inner products in equations (4.28) 
and (4.29), a set of equations for the expansion coefficients will be obtained. And the 
initial values for the coefficients can be acquired by the initial condition in (4.12) as,     
, 0 0 , 0 1.25, 0.35 , 
, 0 √ , 0 0.3,0 , 
, 0 0, √ 0,0.3 , 
0 0,0 , | | 2, … , .                                       (4.30) 
Note that 0, 0  is the partition of | | 0, and 1, 0  and 0, 1  are partitions of | | 1. 
The remaining task is to solve the equations (4.28) and (4.29) with initial condition 
given in (4.30) to get expansion coefficients at different times and afterwards a 
surrogate of the stochastic process  is obtained.    
Tables 4.8-4.13 give the values of the inner products 〈 , 〉 for order up to 2. 
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Table 4.8 Inner products 〈 , , 〉 
 , 	 , , , , 	 ,
, 	 1 0 0 0 0 0 
, 	 0 1 0 0 0 0 
, 	 0 0 1 0 0 0 
, 	 0 0 0 1 0 0 
, 	 0 0 0 0 1 0 
, 	 0 0 0 0 0 1 
 
Table 4.9 Inner products 〈 , , 〉 
 , 	 , , , , 	 ,
, 	 0 1 0 0 0 0 
, 	 1 0 0 1.4142 0 0 
, 	 0 0 0 0 1 0 
, 	 0 1.4142 0 0 0 0 
, 	 0 0 1 0 0 0 
, 	 0 0 0 0 0 0 
 
Table 4.10 Inner products 〈 , , 〉 
 , 	 , , , , 	 ,
, 	 0 0 1 0 0 0 
, 	 0 0 0 0 1 0 
, 	 1 0 0 0 0 1.4142 
, 	 0 0 0 0 0 0 
, 	 0 1 0 0 0 0 
, 	 0 0 1.4142 0 0 0 
 
Table 4.11 Inner products 〈 , , 〉 
 , 	 , , , , 	 ,
, 	 0 0 0 1 0 0 
, 	 0 1.4142 0 0 0 0 
, 	 0 0 0 0 0 0 
, 	 1 0 0 2.8284 0 0 
, 	 0 0 0 0 1.4142 0 
, 	 0 0 0 0 0 1.3671e-11 
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Table 4.12 Inner products 〈 , , 〉 
 , 	 , , , , 	 ,
, 	 0 0 0 0 1 0 
, 	 0 0 1 0 0 0 
, 	 0 1 0 0 0 0 
, 	 0 0 0 0 1.4142 0 
, 	 1 0 0 1.4142 0 1.4142 
, 	 0 0 0 0 1.4142 0 
 
Table 4.13 Inner products 〈 , , 〉 
 , 	 , , , , 	 ,
, 	 0 0 0 0 0 1 
, 	 0 0 0 0 0 0 
, 	 0 0 1.4142 0 0 0 
, 	 0 0 0 0 0 1.3671e-11 
, 	 0 0 0 0 1.4142 0 
, 	 1 0 0 1.3671e-11 0 2.8284 
 
For example, when 2 , define a new vector  by concatenating vectors 
, (t),	 , (t), …,	 , (t) as  
, , , , , , , , , , , , , … , ,  
(4.31) 
that is, 
	 , , 	 , , …, 	 , .             (4.32) 
Then the resulting coefficient equations are 
, 
, 
1.4142 1.4142 , 
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1.4142 1.4142 , 
1.4142 1.4142 , 
1.4142 1.4142 , 
1.4142 2.8284 1.3671e 11
1.4142 , 
1.4142 2.8284 1.4142 1.3671e 11 , 
1.4142 1.4142 1.4142
1.4142 , 
1.4142 1.4142 1.4142
1.4142 , 
1.4142 1.4142 1.3671e 11
1.3671e 11 2.8284 , 
1.4142 1.4142 1.3671e 11
													 1.3671e 11 2.8284  ,                                   
       (4.33) 
and the initial condition is  
0 1.25 0.35 0.3 0 0 0.3 0 0 0 0 0 0 .          (4.34) 
      For comparison, classical Monte Carlo approach is also applied in this problem. 
The MC ensemble prediction is achieved by first creating a set of random samples of 
the initial condition given in (4.12). Each of the samples is propagated through the 
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dynamics presented in (4.7) and (4.8). The number of the samples is denoted as , 
which ranges from 8 to 800,000 in the study. The statistics obtained through PC 
expansion using SG method is compared with those from the MC method and the 
exact solution. Tables 4.14-4.16 show the values of the first three moments of the 
amplitude pair at time 2 acquired from three different methods.  
Table 4.14 First moments of PC, Exact and MC at  (two-variable model) 
 
SG 
Exact
MC 
 8/80/800/8000/80000/800000 
2	 1
2	 2	 4
	 0.7989 0.8283 0.8278 0.7988 0.8326/0.7867/0.7907/0.7980/0.7989/0.7987 
	 1.0188 0.9731 0.9733 1.0189 0.8999/1.0545/1.0256/1.0178/1.0160/1.0181 
 
Table 4.15 Second moments of PC, Exact and MC at  (two-variable model) 
 
SG 
Exact
MC 
 8/80/800/8000/80000/800000 
2 1 
2 2 4 
	 0.0234 0.0292 0.0291 0.0237 0.0232/0.0287/0.0225/0.0232/0.0237/0.0237 
	 0.1654 0.2027 0.2032 0.1652 0.2433/0.1260/0.1686/0.1651/0.1648/0.1647 
	 -0.0144 -0.0767 -0.0747 -0.0140 -0.0643/-0.0155/-0.0132/-0.0143/-0.0141/-0.0140 
	 -0.2314 -0.9965 -0.9722 -0.2244 -0.8554/-0.2575/-0.2140/-0.2310/-0.2259/-0.2236 
 
Table 4.16 Third moments of PC, Exact and MC at  (two-variable model) 
 
SG 
Exact
MC 
 8/80/800/8000/80000/800000 
2 1 
2 2 4 
	 0.0005 -0.0001 -0.00043 0.0010 -0.0021/0.0013/0.0008/0.0011/0.0011/0.0010 
	 -0.0011 -0.0014 -0.00003 -0.0019 0.0041/-0.0008/-0.0011/-0.0016/-0.0019/-0.0019 
	 -0.0050 0.0078 0.0045 -0.0052 -0.0012/-0.0013/-0.0089/-0.0049/-0.0051/-0.0052 
	 -0.0102 -0.0313 -0.0402 -0.0134 -0.0260/-0.0076/-0.0118/-0.0112/-0.0129/-0.0134 
    
From the tables, it can be verified that the performance of MC approach is improved 
when increasing the number of ensemble members. Compared to the exact values, MC 
ensemble forecast using 800 or fewer samples is not good. When using 8000 samples, 
relatively good approximations can be obtained. However, there is still some bias. 
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When using 80000 samples or even more, estimates that are very close to the exact 
values will be obtained.       
For the PC (denoted as SG here) method, when using one random variable (	
1 ) to represent the randomness of the initial condition and truncating the 
polynomial expression at second order ( 2), the estimates are far different from the 
exact values, especially the high order moments, e.g., the sign of the exact is 
negative, while the estimate is positive. Even when increasing the order of the 
polynomial to four ( 4), i.e., the PC expansion is truncated at fourth order, there is 
little improvement. In contrast, if two random variables ( 2) are used to represent 
the randomness of the initial condition and the truncation of PC expression is performed 
at second order ( 2), good estimates can be achieved even though there are still 
some differences from the exact values. One may improve further by increasing the 
order of the truncation. Here, the performance of two-variable second-order polynomial 
chaos expansion (denoted as SG-M2-P2) is examined further by comparing the statistics 
for the first three moments with those from the exact solution at different times, as 
shown in Tables (4.17) – (4.20).  
Table 4.17  Moments of SG-M2-P2 and Exact at  (two-variable model) 
 
             
Exact 1.1902 0.4927 0.0578 0.1478 0.0308 0.3337 -0.0026 -0.0039 -0.0026 0.0008 
SG-M2-P2 1.1903 0.4927 0.0577 0.1478 0.0308 0.3332 -0.0028 -0.0037 -0.0027 0.0018 
 
Table 4.18  Moments of SG-M2-P2 and Exact at  (two-variable model) 
 	 	 	 	
Exact 0.4618 1.2253 0.0176 0.1329 -0.0316 -0.6542 0.0015 -0.0016 0.0009 -0.0150 
SG-M2-
P2 
0.4620 1.2252 0.0174 0.1330 -0.0323 -0.6712 0.0012 -0.0013 0.0011 -0.0099 
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Table 4.19  Moments of SG-M2-P2 and Exact at  (two-variable model) 
    	 	 	 	
Exact 0.1422 1.3192 0.0066 0.0978 -0.0214 -0.8377 0.0008 -0.0017 0.0031 -0.0055 
SG-M2-P2 0.1425 1.3192 0.0065 0.0977 -0.0215 -0.8493 0.0007 -0.0014 0.0025 -0.0004 
 
Table 4.20  Moments of SG-M2-P2 and Exact at  (two-variable model) 
 	 	 	 	
Exact 0.0095 1.3330  0.0003 0.0879 -0.0033 -0.6826 0.00003 -0.0002 0.0011 -0.0001
SG-M2-P2 0.0094 1.3326 0.0002 0.0888 -0.0030   0.8163 0.000004 -0.0001 0.0007 0.0034 
 
From the tables, SG-M2-P2 has very good estimates at early times. It can be used as 
a surrogate of the dynamic model. When time evolves, the estimates becomes worse 
especially for higher order moments, for example at time 10, the sign of  is 
different from the exact value. However, they still have good estimates on the first two 
moments. Again, one may use a higher order polynomial expansion, or use the same 
order but more collocation points to capture the randomness (the SC method will be 
discussed in next chapter).  
In addition, ensemble forecast using MC approach with 800,000 or more samples 
has very close estimates to the exact values. The histograms using 800,000 samples 
from MC and PC (SG-M2-P2) approach have been examined further, as shown in 
Figures (4.1) to (4.4), with MC on the left and PC on the right. In consistence with the 
analysis from Tables (4.17) – (4.20), PC approach has good approximation at early 
times. There will be deviations when time evolves, for example when 5	or even 
larger 10, two variables  and  obtained from PC approach have different range 
and probability values from those of MC approach.  
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Figure 4.1 Histogram at   (two-variable model) (a) MC (b) PC 
 
 
Figure 4.2 Histogram at   (two-variable model) (a) MC (b) PC 
 
 
Figure 4.3 Histogram at  (two-variable model) (a) MC (b) PC 
47 
 
 
Figure 4.4 Histogram at  (two-variable model) (a) MC (b) PC 
 
 
Figure 4.5 Histogram at  (two-variable model) (a) MC (b) PC 
 
Figures (4.6) and (4.7) are the evolution of mean values and standard deviations of the 
amplitude pair derived from PC (SG-M2-P2) approach.  
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Figure 4.6 Evolution of mean values of the amplitude pair derived from PC (two-
variable model) (a)  (b)  
 
Figure 4.7 Evolution of second moments of the amplitude pair derived from PC 
(two-variable model) (a)  (b)  (c)  
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4.4  Discussions   
Using a two-variable model with bivariate normally distributed initial condition, this 
chapter studied the ability of PC approach in uncertainty quantification. Specifically, 
stochastic Galerkin projection was examined to obtain the expansion coefficients in PC 
expansion. In SG, the original governing equations need to be modified to a set of 
equations with the expansion coefficients as unknowns. For completeness, both the 
scalar Hermite polynomial chaos expansion and multivariate Hermite polynomial chaos 
expansion were studied, and they were compared to MC simulation and the exact 
solution. The results show that when truncating at the same order, two-variate PC 
expansion outperforms scalar PC expansion. Using scalar PC expansion, the 
improvement is negligible when increasing the truncation order from 2 to 4 in the 
example discussed in this chapter. The 2-variate second order PC expansion (SG-M2-
P2) was investigated further at different times in terms of first, second, third-order 
moments and the histograms. The results show that SG-M2-P2 gives very good 
estimates at early times. With time evolving, the performance becomes worse.   
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Chapter 5 
Application of Stochastic Collocation Method 
Using PC expansion to quantify the forecast uncertainty is studied further in this 
chapter. Other than SG method discussed in last chapter, the focus is put on using 
stochastic Collocation (SC) method to obtain the expansion coefficients in PC 
expansion. A relatively more complex model namely the five-variable mixed-layer 
model describing the return flow event over the Gulf of Mexico will be used in this 
chapter. Lewis et al. (2015) has performed a complete study on ensemble forecasting 
based on the classical Monte Carlo scheme. The input uncertainty includes (1) initial 
condition (IC) with Gaussian distribution, (2) boundary condition (BC) with Gaussian 
distribution and (3) parameters with uniform distribution. Four experiments focusing on 
different input uncertainties have been performed. These experiments are grouped as (1) 
IC only, which means only considering uncertainty in initial conditions, BC and 
parameter use their mean values separately; (2) BC only, which means only considering 
uncertainty in boundary conditions, IC and parameter use their mean values separately;  
(3) Parameter only, which means only considering uncertainty in parameters, IC and BC 
use their mean values separately; (4) FC (Full complement) which means considering 
uncertainty in all random inputs (including IC, BC and parameters). This study will 
show the performance of PC expansion (specifically using SC method to obtain the 
expansion coefficients in PC expansion) in comparison with MC using IC only and 
parameter only cases. 
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5.1  The Mixed-layer Model   
In each year, a rhythmic cycle of cold air penetrates into the Gulf of Mexico (GoM) 
during the cool season (late fall and winter). After warmed up by the sea surface, a 
return of modified air generally follows the penetrations to land in response to the 
circulation around an eastward-moving cold anticyclone.  This large-scale process is 
termed as “return flow” (Henry 1979a, 1979b). Typically, there are 4–5 return-flow 
events (RFE’s) taking place over the Gulf of Mexico each month between November 
and March (Crisp and Lewis 1992) every year. 
In 1988 and 1991 (Lewis et al. 1989), field exercises to study the RFE’s have been 
taken during the GUFMEX (Gulf of Mexico Experiment) project. The difficulties to 
forecast the water-vapor mixing ratio in RFE over the GoM have been well documented 
in the literature over the past several decades (e.g., Janish and Lyons 1992; Weiss 1992; 
Thompson et al. 1994; Edwards and Weiss 1995; Manikin et al. 2000, 2001, 2002).  The 
following factors have been conjectured to contribute to forecast errors: (1) absence of 
routine upper-air observations over the Gulf, (2) absence of dewpoint (moisture) 
measurements on tethered buoys over the Gulf’s shelf water, (3) errors in sea-surface 
temperature (SST) due to aged data in response to cloud cover, and (4) inaccuracy in the 
operational model parameterizations of moisture and heat fluxes at the sea-air interface.  
Bias, both positive and negative, has also plagued the operational numerical prediction 
of the mixing ratio and this aspect of the problem has been especially problematical for 
forecasters. The consequence of poor guidance is extreme where forecasts can range 
from sea fog and stratus cloud when vapor content is low, to shallow cumulus with light 
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showers for intermediate values of the moisture, to cumulonimbus and associated severe 
weather for large-magnitude vapor mixing ratios (Lewis et al. 2015).  
In this research, efforts have been made to uncover the sources of these forecast 
errors through use of Monte Carlo (MC), polynomial chaos (PC) expansion and 
unscented transformation (UT) methodologies with a dynamical model where elements 
of control (initial conditions, boundary conditions, and parameters) are randomly 
chosen. The forecast will be restricted to the “outflow phase” of the RFE where 
buoyancy at the sea–air interface drives the heating and moistening of the lower-
tropospheric layer. The classic mixed-layer model (Ball 1960; Lilly 1968, Carson 1973; 
Tennekes and Driedonks 1981) has been found to faithfully describe the airmass 
modification in those RFE situations in (Liu et al. 1992; Burk and Thompson 1992; 
Lewis and Crisp 1992; Lewis 2007).   
This dissertation studies a case which took place in late February 1988 during 
GUFMEX. It is a representative of deep penetrating RFE’s and an excellent set of 
upper-air observations are available during this period. The detailed description of the 
surface, upper-air and satellite observations associated with the RFE and the analysis of 
the single trajectory used in the study are from (Lewis et al. 2015). The main objective 
of this research is to compare the ability of quantifying the forecast uncertainty using 
PC (in this chapter) and UT (in next chapter) with that from MC. Therefore, it is 
assumed that the same observations and trajectory used for the ensemble forecast with 
MC in (Lewis et al 2015) are adopted in this research. Hu et al. (2015) presents some 
results for IC only case. The observations are given in Table 5.1. 
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Table 5.1 Upper-air Observations at ,  and  
Time    /  /  
0 14.50 0.90 0.50 4.50 -1.50 
6  16.50 1.50 — 6.50 — 
9  17.50 1.70 — 8.00 — 
 
The upper-air observations at initial time, i.e., 0 (1800 UTC Feb 21, 1988), are 
from U. S. Coast Guard ship Salvia and the observations at 6 	and 9  are from 
NOAA P-3 aircraft. No observations of  and  are obtained from the P-3 aircraft.  The 
reason is that there is evident presence of stable and dry layers in these P-3 profiles. It is 
difficult to detect jumps, let alone place values on them.  
Based on the observational evidences collected, a mixed-layer model which is 
driven by buoyancy in response to heat flux at the lower boundary can be justified to 
explore the development of a convective layer over the sea.  The atmospheric model 
consists of 3 layers: (1) a near-surface layer with a thermodynamically unstable 
structure (~50-100 m deep), (2) a deeper convective layer with nearly uniform 
distributions of the variables, and (3) a non-turbulent, stably stratified layer overlying 
the convective layer. A schematic diagram displaying processes in the atmospheric 
mixed layer is shown in Figure 5.1.  The tacit assumption is that the column of air 
remains intact as it moves over the sea surface, that is, differential speed and direction 
of the wind are sufficiently small such that the column remains erect. The description of 
the RFE and the mixed-layer model are parts from the joint paper (Lewis 2015). 
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Figure 5.1 A schematic diagram of the idealized mixed layer profiles of potential 
temperature and mixing ratio where basic variables are identified and symbolized 
(Lewis et al. 2015). 
 
The symbols in Figure 5.1 represent the following variables and parameters:  
Forecast variables:  
θ:  Potential temperature in the mixed layer 
h:  Height of the mixed layer 
σ:  Potential-temperature jump atop the mixed layer 
q:  Vapor mixing ratio in the mixed layer 
μ:  Mixing-ratio jump atop the mixed layer 
 
The physical and empirical parameters:  
w:  Large-scale subsidence 
we:  Turbulent (entrainment) velocity 
Cθ:  Bulk exchange coefficient for heat  
Cq:  Bulk exchange coefficient for moisture 
Vs:  Translation speed of the column 
γθ:  Lapse rate of potential temperature in the stable layer 
γq:  Lapse rate of vapor mixing ratio in the stable layer 
κ:  Entrainment coefficient 
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:  Transport of heat into the mixed layer from below 
:  Transport of moisture into the mixed layer from below 
Boundary conditions: 
 θs:  Potential temperature at the air-sea interface 
 qs:  Saturated vapor mixing ratio at the air-sea interface 
 
The governing equations for the mixed-layer model take the form:  
1 ,                                         (5.1)                         
,                                       (5.2)         
,  (5.3) 
,                         (5.4) 
.                                                    (5.5) 
The jumps σ and μ are classified as “secondary variables” since their evolution is 
dependent on  ,    and  . A detailed development of these equations can be found 
in (Lewis 2007) and the pioneering work can be found in (Lilly 1968, 1987) for the case 
of a cloud-free mixed layer.  
The control elements for the mixed-layer model consist of (1) initial condition (IC, 
the initial values for the forecast variables in the model, the initial time is 1800 UTC 21 
Feb, 1988), (2) several parameters in the model and (3) boundary conditions (BC, the 
potential temperature at the air-sea interface θs or denoted as SST and the saturated 
water-vapor mixing ratio qs at the air-sea interface). The dimension of the control vector 
for the mixed-layer model is 45:5 initial conditions, a total of 34 boundary conditions 
(17 θs s and 17 qss) and 6 parameters. Each element of the control vector is represented 
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by either a normal probability density function (IC’s and BC’s) or a uniform probability 
density function (parameters). The uniform distribution is used for parameters to avoid 
the random choice of physically unrealistic parameters, i.e., negative values for κ and 
, and positive values for w and γq.  The mean values as well as standard deviations for 
the IC’s and BC’s are found in Tables 5.2 and 5.4, respectively, and the means and 
ranges for the parameters are found in Table 5.3.  
Table 5.2 Mean values and standard deviations for mixed-layer model initial 
conditions 
    /  /  
Mean 14.5 0.90 0.50 4.50 -1.50 
Standard deviation 1.0 0.075 0.20 0.50 0.50 
 
Table 5.3 Mean values and ranges for mixed-layer model parameters 
Parameter Mean Values Range 
w (cm ) –0.50 (–0.10) – (– 0.90) 
 (non-dimensional) 0.25 0.20 – 0.30 
∙  1.25 10  1 10  – 1.5 10  
∙  1.25 10  1 10  – 1.5 10  
∙  6.0 5.0 – 7.0 
∙ ∙  –2 .0 (–1.0) – (–3.0) 
 
Table 5.4 Mean values and standard deviations for mixed-layer model boundary 
conditions 
Time :  model time (h) θs )( C
  )(
1kggqs  
1800 UTC Feb 21 0 20.8 14.92 
1900 UTC Feb 21 1 21.4 15.48 
2000 UTC Feb 21 2 22.0 16.06 
2100 UTC Feb 21 3 23.0 17.06 
0000 UTC Feb 22 6 24.0 18.12 
0300 UTC Feb 22 9 25.0 19.24 
0400 UTC Feb 22 10 26.0 20.42 
0500 UTC Feb 22 11 26.1 20.54 
0600 UTC Feb 22 12 26.1 20.54 
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1200 UTC Feb 22 18 24.2 18.34 
1800 UTC Feb 22 24 23.5 17.59 
0000 UTC Feb 23 30 24.2 18.34 
0600 UTC Feb 23 36 23.1 17.17 
1200 UTC Feb 23 42 23.1 17.17 
1800 UTC Feb 23 48 22.7 16.76 
0000 UTC Feb 24 54 22.2 16.26 
0300 UTC Feb24 57 22.0 16.06 
 Standard deviations: at all times, θs +/- 1 C
 , qs +/- 1
1kgg  
5.2  Initial Condition Only 
In initial condition (IC) only case, the initial conditions are assumed to follow Gaussian 
distribution with the mean and standard deviation values given in Table 5.2. There are 
five variables and they are assumed independent with each other. The parameters and 
boundary conditions use the mean values in Tables 5.3 and 5.4, respectively. As 
discussed in Chapter 2, Hermite polynomial is the best choice for Gaussian distribution.  
Let , , , , , the aim is to seek an approximation ,  of  in the 
form of PC expression  
 , ∑ Φ| | ,                                         (5.6) 
where , , … , , ∈  are the expansion coefficients.  is the 
number of random variables used in the expansion, and  is the highest order of the 
polynomials. Φ  will be the Hermite polynomials in this case. Appendix F shows the 
process of using SG projection to acquire the equations for the coefficients of PC 
expansion with univariate Hermite polynomials and it is seen that the process is tedious 
and the resulted equation is complicated especially for a complex system. Now let’s 
turn to SC method to obtain the coefficients without altering the original equations.  
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In the experiment, five-dimensional variable , … ,  is used in the PC 
expansion, i.e., 5 . The elements of  are independent with each other. As an 
example, the PC expansion is truncated at degree 2 , i.e., a second-order 
polynomial expression for  , and there are altogether 
!
! !
21 polynomial terms 
(shown in Table 5.5) in the expansion. Suppose the m-th order normalized scalar 
Hermite polynomial at random variable  is denoted as ξ , then ξ ,
0, 1, 2 are 1, ξ , and 
√
 separately.  
Table 5.5 Five-variable normalized Hermite polynomials (order no greater than 2) 
Degree 
 
Multi index 
	 	 	 	  
 
0 0 0 0 0 0 1  
1 
1 0 0 0 0   
0 1 0 0 0   
0 0 1 0 0   
0 0 0 1 0   
0 0 0 0 1   
2 
2 0 0 0 0 1 √2⁄   
1 1 0 0 0   
1 0 1 0 0   
1 0 0 1 0   
1 0 0 0 1   
0 2 0 0 0 1 √2⁄  
0 1 1 0 0   
0 1 0 1 0   
0 1 0 0 1   
0 0 2 0 0 1 √2⁄  
0 0 1 1 0   
0 0 1 0 1   
0 0 0 2	 0 1 √2⁄  
0 0 0 1 1   
0 0 0 0 2 1 √2⁄  
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Recall that the dimension of the state vector is five and the elements of the initial 
conditions are independent with each other. Since five independent random variables 
are used, each of which can represents the randomness at each dimension. According to 
the distribution of IC, the coefficients are easily obtained   
, , , , 0 14.5, 0.90, 0.50,4.50, 1.50 , 
, , , , 0 1.0, 0, 0,0,0 , 
, , , , 0 0, 0.075, 0,0,0 , 
, , , , 0 0, 0, 0.20,0,0 , 
, , , , 0 0, 0, 0,0.50,0 , 
, , , , 0 0, 0, 0,0,0.50 , 
0 0, 0, 0,0,0 , | | 2.                                      (5.7) 
Therefore the PC expansion for the initial condition is as follows: 
0
14.5
0.90
0.50
4.50
1.50
1.0 0 0 0 0
0 0.075 0 0 0
0 0 0.20 0 0
0 0 0 0.50 0
0 0 0 0 0.50
 .             (5.8) 
The expansion coefficients at any time  in this chapter are obtained through SC 
method. There are many ways to select collocation points and estimate the coefficients. 
In this study, the Gaussian-Hermite quadrature rule and sparse grid scheme discussed in 
Chapter 2 are used. In the experiment, when approximating the equation (2.32) through 
Gaussian-Hermite quadrature, the random variable follows the standard Gaussian 
distribution and the weight function is the weighting function for standard Gaussian 
distribution. As an example, when the exact level is 2, i.e., 2, the 11 collocation 
points and corresponding weights listed in Table 5.6 are used.  
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Table 5.6 Sparse collocation points with weights (dimension 5, exact level 2), 
Gaussian-Hermite quadrature rule 
No.      Weight 
1 -1.0000 0 0 0 0     0.5000 
2 0 -1.0000 0 0 0     0.5000 
3 0 0 -1.0000 0 0     0.5000 
4 0 0 0 -1.0000 0     0.5000 
5 0 0 0 0 -1.0000     0.5000 
6 0 0 0 0 0    -4.0000 
7 0 0 0 0 1.0000     0.5000 
8 0 0 0 1.0000 0     0.5000 
9 0 0 1.0000 0 0     0.5000 
10 0 1.0000 0 0 0     0.5000 
11 1.0000 0 0 0 0     0.5000 
 
When 3, there will be 61 collocation points which are listed in Table 5.7. 
Table 5.7 Sparse collocation points with weights (dimension 5, exact level 3), 
Gaussian-Hermite quadrature rule 
No.      Weight 
1  ‐1.7321  0  0  0  0  0.1667 
2  ‐1  ‐1  0  0  0  0.2500 
3  ‐1  0  ‐1  0  0  0.2500 
4  ‐1  0  0  ‐1  0  0.2500 
5  ‐1  0  0  0  ‐1  0.2500 
6  ‐1  0  0  0  0  -2.0000 
7  ‐1  0  0  0  1  0.2500 
8  ‐1  0  0  1  0  0.2500 
9  ‐1  0  1  0  0  0.2500 
10  ‐1  1  0  0  0  0.2500 
11  0  ‐1.7321  0  0  0  0.1667 
12  0  ‐1  ‐1  0  0  0.2500 
13  0  ‐1  0  ‐1  0  0.2500 
14  0  ‐1  0  0  ‐1  0.2500 
15  0  ‐1  0  0  0  -2.0000 
16  0  ‐1  0  0  1  0.2500 
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17  0  ‐1  0  1  0  0.2500 
18  0  ‐1  1  0  0  0.2500 
19  0  0  ‐1.7321  0  0  0.1667 
20  0  0  ‐1  ‐1  0  0.2500 
21  0  0  ‐1  0  ‐1  0.2500 
22  0  0  ‐1  0  0  -2.0000 
23  0  0  ‐1  0  1  0.2500 
24  0  0  ‐1  1  0  0.2500 
25  0  0  0  ‐1.7321  0  0.1667 
26  0  0  0  ‐1  ‐1  0.2500 
27  0  0  0  ‐1  0  -2.0000 
28  0  0  0  ‐1  1  0.2500 
29  0  0  0  0  ‐1.7321  0.1667 
30  0  0  0  0  ‐1  -2.0000 
31  0  0  0  0  0  9.3333 
32  0  0  0  0  1  -2.0000 
33  0  0  0  0  1.7321  0.1667 
34  0  0  0  1  ‐1  0.2500 
35  0  0  0  1  0  -2.0000 
36  0  0  0  1  1  0.2500 
37  0  0  0  1.7321  0  0.1667 
38  0  0  1  ‐1  0  0.2500 
39  0  0  1  0  ‐1  0.2500 
40  0  0  1  0  0  -2.0000 
41  0  0  1  0  1  0.2500 
42  0  0  1  1  0  0.2500 
43  0  0  1.7321  0  0  0.1667 
44  0  1  ‐1  0  0  0.2500 
45  0  1  0  ‐1  0  0.2500 
46  0  1  0  0  ‐1  0.2500 
47  0  1  0  0  0  -2.0000 
48  0  1  0  0  1  0.2500 
49  0  1  0  1  0  0.2500 
50  0  1  1  0  0  0.2500 
51  0  1.7321  0  0  0  0.1667 
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52  1  ‐1  0  0  0  0.2500 
53  1  0  ‐1  0  0  0.2500 
54  1  0  0  ‐1  0  0.2500 
55  1  0  0  0  ‐1  0.2500 
56  1  0  0  0  0  -2.0000 
57  1  0  0  0  1  0.2500 
58  1  0  0  1  0  0.2500 
59  1  0  1  0  0  0.2500 
60  1  1  0  0  0  0.2500 
61  1.7321  0  0  0  0  0.1667 
 
Using SC method, the initial values at selected collocation points need to be evaluated 
firstly by using expression (5.8), and then they are propagated through the dynamic 
model given by equations (5.1)-(5.5). Together with the corresponding weights at 
selected collocation points, the coefficients are then obtained through the approximation 
given by equation (2.32). 
     In order to examine the effectiveness of PC approach, the first two moments 
obtained through PC approach are compared with those from the classical Monte 
Carlo (MC) approach. The number of ensemble for MC approach is 20,000 from 
Lewis (2015), which is determined by the stableness of the method. Figures 5.2 and 
5.3 below show the evolution of mean values and standard deviations of the five 
variables (here the exact level 2, 11 collocation points) by using PC and MC 
approach separately. The solid line represents the simulation by MC approach and 
the dashed line is from PC approach. The plus signs represent the observations from 
Table 5.1. As can be seen from the figures, the differences of the mean values for 
the five variables from both methods are very little and they are hard to tell. There 
are some differences between standard deviations, but again, they are small. One 
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may reduce the difference by truncating the PC expansion at a higher order or add 
more collocation points. Some experiments have been conducted and the improvement 
is not so remarkable since a relatively good estimate has already achieved. Table (5.8) 
further presents the covariance matrices at some time slots. From the table, it is seen 
that PC expansion can approximate the covariance matrix very well, which means it 
does not only approximate the standard deviation (or variance of each variable) well 
which is shown from Figure 5.3, it can also make good estimates on the covariance 
between different variables. It is known that the background error covariance matrix 
plays a very important role in data assimilation procedure and is usually approximated 
at some degree for large scale system because of the computational cost. Therefore, the 
good estimate of the forecast covariance matrix through PC approach may provide an 
alternative selection for data assimilation.   
After solving the expansion coefficients, now a second order polynomial 
approximation for the stochastic state vector  in terms of the standard Gaussian 
random variable  is obtained. By drawing the samples of the random variable , one 
can readily generate the ensemble members of  at any time  and further the 
histogram can be constructed. In the experiment, 20,000 samples of  that correspond to 
the initial values in MC approach are used, i.e., both PC and MC start from the same 
initial conditions. Figures 5.4-5.12 show the histograms of ,  and  at time 
1 , 24 , 48  with MC on the left and PC on the right. Overall, both PC and MC 
produce similar histograms especially when 1 . With the time evolving, there is 
small difference appearing. For example, when 48 , the peak values of  for MC 
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are higher than those for PC, however, the overall distributions are similar to each other 
and the differences of the peak values are small.  
 
Figure 5.2 Evolution of the mean values, (mixed-layer model) IC only, PC vs. MC  
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Figure 5.3 Evolution of the standard deviations, (mixed-layer model) IC only, PC 
vs. MC 
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Table 5.8 Covariance matrix, (mixed-layer model) IC only, PC vs. MC 
 
(h)  MC PC 
1 
  0.8637   -0.0148   -0.0263    0.0280   -0.0006 
 -0.0148    0.0059    0.0007   -0.0027    0.0013 
 -0.0263    0.0007    0.0060    0.0010    0.0005 
  0.0280   -0.0027    0.0010    0.2293    0.0319 
 -0.0006    0.0013    0.0005    0.0319    0.1942 
 0.8948   -0.0154   -0.0277    0.0267   -0.0002 
-0.0154    0.0061    0.0005   -0.0027    0.0016 
-0.0277    0.0005    0.0061    0.0015    0.0005 
 0.0267   -0.0027    0.0015    0.2343    0.0341 
-0.0002    0.0016    0.0005    0.0341    0.2001 
3 
 0.7270   -0.0300   -0.0366    0.0647   -0.0134 
-0.0300    0.0062    0.0035   -0.0065    0.0038 
-0.0366    0.0035    0.0034   -0.0037    0.0022 
 0.0647   -0.0065   -0.0037    0.2161    0.0615 
-0.0134    0.0038    0.0022    0.0615    0.1520 
  0.7533   -0.0311   -0.0384    0.0646   -0.0133
 -0.0311    0.0065    0.0036   -0.0065    0.0040
 -0.0384    0.0036    0.0034   -0.0037    0.0023
  0.0646   -0.0065   -0.0037    0.2210    0.0647
 -0.0133    0.0040    0.0023    0.0647    0.1563
6 
 0.6042   -0.0422   -0.0441    0.1026   -0.0333 
-0.0422    0.0067    0.0056   -0.0104    0.0061 
-0.0441    0.0056    0.0051   -0.0093    0.0051 
 0.1026   -0.0104   -0.0093    0.2114    0.0794 
-0.0333    0.0061    0.0051    0.0794    0.1259 
  0.6266   -0.0436   -0.0457    0.1039   -0.0342
 -0.0436    0.0069    0.0058   -0.0105    0.0063
 -0.0457    0.0058    0.0052   -0.0094    0.0053
  0.1039   -0.0105   -0.0094    0.2163    0.0830
 -0.0342    0.0063    0.0053    0.0830    0.1295
12 
 0.4738   -0.0528   -0.0531    0.1413   -0.0572 
-0.0528    0.0079    0.0077   -0.0168    0.0091 
-0.0531    0.0077    0.0076   -0.0167    0.0089 
 0.1413   -0.0168   -0.0167    0.2151    0.0881 
-0.0572    0.0091    0.0089    0.0881    0.1135 
  0.5051   -0.0530   -0.0535    0.1473   -0.0655
 -0.0530    0.0083    0.0081   -0.0168    0.0089
 -0.0535    0.0081    0.0080   -0.0167    0.0088
  0.1473   -0.0168   -0.0167    0.2211    0.0907
 -0.0655    0.0089    0.0088    0.0907    0.1188
24 
 0.2955   -0.0586   -0.0572    0.1762   -0.0809 
-0.0586    0.0126    0.0123   -0.0350    0.0179 
-0.0572    0.0123    0.0121   -0.0342    0.0177 
 0.1762   -0.0350   -0.0342    0.2316    0.0690 
-0.0809    0.0179    0.0177    0.0690    0.1539 
  0.3116   -0.0601   -0.0585    0.1826   -0.0864
 -0.0601    0.0130    0.0127   -0.0356    0.0184
 -0.0585    0.0127    0.0125   -0.0346    0.0181
  0.1826   -0.0356   -0.0346    0.2370    0.0717
 -0.0864    0.0184    0.0181    0.0717    0.1590
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36 
 0.1807   -0.0559   -0.0532    0.1790   -0.0862 
-0.0559    0.0179    0.0171   -0.0555    0.0284 
-0.0532    0.0171    0.0164   -0.0527    0.0273 
 0.1790   -0.0555   -0.0527    0.2654    0.0301 
-0.0862    0.0284    0.0273    0.0301    0.2168 
  0.1909   -0.0578   -0.0549    0.1857   -0.0907
 -0.0578    0.0184    0.0176   -0.0566    0.0292
 -0.0549    0.0176    0.0169   -0.0537    0.0281
  0.1857   -0.0566   -0.0537    0.2703    0.0326
 -0.0907    0.0292    0.0281    0.0326    0.2229
48 
 0.0982   -0.0475   -0.0421    0.1609   -0.0805 
-0.0475    0.0236    0.0210   -0.0788    0.0411 
-0.0421    0.0210    0.0188   -0.0695    0.0368 
 0.1609   -0.0788   -0.0695    0.3216   -0.0299 
-0.0805    0.0411    0.0368   -0.0299    0.3003 
  0.1039   -0.0494   -0.0438    0.1671   -0.0844
 -0.0494    0.0243    0.0217   -0.0806    0.0422
 -0.0438    0.0217    0.0195   -0.0714    0.0380
  0.1671   -0.0806   -0.0714    0.3267   -0.0279
 -0.0844    0.0422    0.0380   -0.0279    0.3078
 
After studying the distribution of the forecast by examining the histograms at 
different times built from samples obtained through PC expansion and MC approach, 
the performance of PC approximation of a single simulation can also be investigated. 
Figure 5.13 shows its behavior at base state, i.e., the IC, BC and parameters all use their 
mean values in Tables 5.2-5.4, therefore  is a zero vector in PC expresion. The dashed 
line represents the simulation from PC approach, the solid line is the solution by solving 
the governing equations (5.1)-(5.5) using Runge-Kutta method, and the plus signs are 
the observations. As is obvious in the figure, the PC approach provides a good 
approximation of the mixed-layer model at base state. Its simulation on other samples 
can also be investigated.    
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Figure 5.4 Histogram of  at , (mixed-layer model)  IC only, (a) MC (b) PC 
 
Figure 5.5 Histogram of  at , (mixed-layer model)  IC only, (a) MC (b) PC 
 
Figure 5.6 Histogram of  at , (mixed-layer model)  IC only, (a) MC (b) PC 
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Figure 5.7 Histogram of  at , (mixed-layer model)  IC only, (a) MC (b) 
PC 
 
Figure 5.8 Histogram of  at , (mixed-layer model)  IC only, (a) MC (b) 
PC 
 
Figure 5.9 Histogram of  at , (mixed-layer model)  IC only, (a) MC (b) 
PC 
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Figure 5.10 Histogram of  at , (mixed-layer model)  IC only, (a) MC (b) 
PC 
 
Figure 5.11 Histogram of 	at , (mixed-layer model)  IC only, (a) MC (b) 
PC 
 
Figure 5.12 Histogram of  at , (mixed-layer model)  IC only, (a) MC (b) 
PC 
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Figure 5.13 The simulation of base state by PC, (mixed-layer model) IC only 
 
From above, polynomial chaos expansion has a good performance in IC only case, next 
it will be studied in parameter only case. 
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5.3  Parameter Only 
Different from initial conditions, the parameters can only use values within some range. 
For example, w and γq can only use negative values. Therefore, they are assumed to 
follow uniform distributions and independent with each other. According to Table 2.1, 
the optimal polynomial chaos should be Legendre-chaos for uniform distribution. Refer 
to Appendix G for details of Legendre polynomial chaos.  
     Again, let , , , , , the aim is to seek an approximation ,  of  
in the form of PC expression  
 , ∑ Φ| | ,                                             (5.9) 
where , , … , , ∈  are the expansion coefficients. In order to 
differentiate the randomness of the parameters from that of the IC,  is used instead of 
	 .  is the number of random variables used in the expansion and  is the highest 
order of the polynomials. Φ  will be the Legendre polynomials in this case. 
      There are six independent parameters, so six dimensional random variable 
, … , , i.e., 6 , is used in the experiment. The elements of the random 
variable  follows uniform distribution in range [-1, 1] and they are independent with 
each other. The PC expansion is also truncated at order 2, i.e., 2 . There are 
altogether 
!
! !
28  polynomial terms in the expansion. Suppose the m-th order 
normalized scalar Legendre polynomial at random variable  is denoted as , 
then , 0, 1, 2 are1, √3 , and 
√
 separately. Correspondingly, the 28 
Legendre polynomial terms are listed in Table 5.9. 
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Table 5.9 Six-variable normalized Legendre polynomials (order no greater than 2) 
Degree
 
Multi index 
 
 
0 0 0 0 0 0 0 1 
1 
1 0 0 0 0 0 √3  
0 1 0 0 0 0 √3  
0 0 1 0 0 0 √3  
0 0 0 1 0 0 √3  
0 0 0 0 1 0 √3  
0 0 0 0 0 1 √3  
2 
2 0 0 0 0 0 √5 3 1
2
1 1 0 0 0 0 3  
1 0 1 0 0 0 3  
1 0 0 1 0 0 3  
1 0 0 0 1 0 3  
1 0 0 0 0 1 3  
0 2 0 0 0 0 √5 3 1
8
0 1 1 0 0 0 3  
0 1 0 1 0 0 3  
0 1 0 0 1 0 3  
0 1 0 0 0 1 3  
0 0 2 0 0 0 √5 3 1
2
0 0 1 1 0 0 3  
0 0 1 0 1 0 3  
0 0 1 0 0 1 3  
0 0 0 2 0 0 √5 3 1
2
0 0 0 1 1 0 3  
0 0 0 1 0 1 3  
0 0 0 0 2 0 √5 3 1
2
0 0 0 0 1 1 3  
0 0 0 0 0 2 √5 3 1
2
 
The expansion coefficients at any time  are obtained through SC method. In 
parameter only case, the Gauss-Legendre quadrature rule and sparse grid scheme 
74 
discussed in Chapter 2 are used. The weight function is the weighting function for 
uniform distribution over [-1, 1] where the random variable is located in. Table 5.10 
shows the 13 collocation points and corresponding weights when the exact level is 2, 
i.e., 2. Table 5.11 shows the collocation points and corresponding weights when 
the exact level is 3, i.e., 3. 
Table 5.10 Sparse collocation points with weights (dimension 6, exact level 2), 
Gauss-Legendre quadrature rule 
No.       Weight 
1 -0.5774 0 0 0 0 0      0.5 
2 0 -0.5774 0 0 0 0      0.5 
3 0 0 -0.5774 0 0 0      0.5 
4 0 0 0 -0.5774 0 0      0.5 
5 0 0 0 0 -0.5774 0      0.5 
6 0 0 0 0 0 -0.5774      0.5 
7 0 0 0 0 0 0    -5.0 
8 0 0 0 0 0 0.5774      0.5 
9 0 0 0 0 0.5774 0      0.5 
10 0 0 0 0.5774 0 0      0.5 
11 0 0 0.5774 0 0 0      0.5 
12 0 0.5774 0 0 0 0      0.5 
13 0.5774 0 0 0 0 0      0.5 
 
Table 5.11 Sparse collocation points with weights (dimension 6, exact level 3), 
Gauss-Legendre quadrature rule 
No.       Weight 
1  -0.7746 0 0 0 0 0 0.2778 
2  -0.5774 -0.5774 0 0 0 0 0.25 
3  -0.5774 0 -0.5774 0 0 0 0.25 
4  -0.5774 0 0 -0.5774 0 0 0.25 
5  -0.5774 0 0 0 -0.5774 0 0.25 
6  -0.5774 0 0 0 0 -0.5774 0.25 
7  -0.5774 0 0 0 0 0 -2.50 
8  -0.5774 0 0 0 0 0.5774 0.25 
75 
9  -0.5774 0 0 0 0.5774 0 0.25 
10  -0.5774 0 0 0.5774 0 0 0.25 
11  -0.5774 0 0.5774 0 0 0 0.25 
12  -0.5774 0.5774 0 0 0 0 0.25 
13  0 -0.7746 0 0 0 0 0.2778 
14  0 -0.5774 -0.5774 0 0 0 0.25 
15  0 -0.5774 0 -0.5774 0 0 0.25 
16  0 -0.5774 0 0 -0.5774 0 0.25 
17  0 -0.5774 0 0 0 -0.5774 0.25 
18  0 -0.5774 0 0 0 0 -2.50 
19  0 -0.5774 0 0 0 0.5774 0.25 
20  0 -0.5774 0 0 0.5774 0 0.25 
21  0 -0.5774 0 0.5774 0 0 0.25 
22  0 -0.5774 0.5774 0 0 0 0.25 
23  0 0 -0.7746 0 0 0 0.2778 
24  0 0 -0.5774 -0.5774 0 0 0.25 
25  0 0 -0.5774 0 -0.5774 0 0.25 
26  0 0 -0.5774 0 0 -0.5774 0.25 
27  0 0 -0.5774 0 0 0 -2.50 
28  0 0 -0.5774 0 0 0.5774 0.25 
29  0 0 -0.5774 0 0.5774 0 0.25 
30  0 0 -0.5774 0.5774 0 0 0.25 
31  0 0 0 -0.7746 0 0 0.2778 
32  0 0 0 -0.5774 -0.5774 0 0.25 
33  0 0 0 -0.5774 0 -0.5774 0.25 
34  0 0 0 -0.5774 0 0 -2.50 
35  0 0 0 -0.5774 0 0.5774 0.25 
36  0 0 0 -0.5774 0.5774 0 0.25 
37  0 0 0 0 -0.7746 0 0.2778 
38  0 0 0 0 -0.5774 -0.5774 0.25 
39  0 0 0 0 -0.5774 0 -2.50 
40  0 0 0 0 -0.5774 0.5774 0.25 
41  0 0 0 0 0 -0.7746 0.2778 
42  0 0 0 0 0 -0.5774 -2.50 
43  0 0 0 0 0 0 12.6667 
76 
44  0 0 0 0 0 0.5774 -2.50 
45  0 0 0 0 0 0.7746 0.2778 
46  0 0 0 0 0.5774 -0.5774 0.25 
47  0 0 0 0 0.5774 0 -2.50 
48  0 0 0 0 0.5774 0.5774 0.25 
49  0 0 0 0 0.7746 0 0.2778 
50  0 0 0 0.5774 -0.5774 0 0.25 
51  0 0 0 0.5774 0 -0.5774 0.25 
52  0 0 0 0.5774 0 0 -2.50 
53  0 0 0 0.5774 0 0.5774 0.25 
54  0 0 0 0.5774 0.5774 0 0.25 
55  0 0 0 0.7746 0 0 0.2778 
56  0 0 0.5774 -0.5774 0 0 0.25 
57  0 0 0.5774 0 -0.5774 0 0.25 
58  0 0 0.5774 0 0 -0.5774 0.25 
59  0 0 0.5774 0 0 0 -2.50 
60  0 0 0.5774 0 0 0.5774 0.25 
61  0 0 0.5774 0 0.5774 0 0.25 
62  0 0 0.5774 0.5774 0 0 0.25 
63  0 0 0.7746 0 0 0 0.2778 
64  0 0.5774 -0.5774 0 0 0 0.25 
65  0 0.5774 0 -0.5774 0 0 0.25 
66  0 0.5774 0 0 -0.5774 0 0.25 
67  0 0.5774 0 0 0 -0.5774 0.25 
68  0 0.5774 0 0 0 0 -2.50 
69  0 0.5774 0 0 0 0.5774 0.25 
70  0 0.5774 0 0 0.5774 0 0.25 
71  0 0.5774 0 0.5774 0 0 0.25 
72  0 0.5774 0.5774 0 0 0 0.25 
73  0 0.7746 0 0 0 0 0.2778 
74  0.5774 -0.5774 0 0 0 0 0.25 
75  0.5774 0 -0.5774 0 0 0 0.25 
76  0.5774 0 0 -0.5774 0 0 0.25 
77  0.5774 0 0 0 -0.5774 0 0.25 
78  0.5774 0 0 0 0 -0.5774 0.25 
77 
79  0.5774 0 0 0 0 0 -2.50 
80  0.5774 0 0 0 0 0.5774 0.25 
81  0.5774 0 0 0 0.5774 0 0.25 
82  0.5774 0 0 0.5774 0 0 0.25 
83  0.5774 0 0.5774 0 0 0 0.25 
84  0.5774 0.5774 0 0 0 0 0.25 
85  0.7746 0 0 0 0 0 0.2778 
      
Again, the PC approach is compared with MC approach with 20,000 samples for the 
parameters. Figures 5.14 and 5.15 show the evolution of the mean values and standard 
deviations of five variables from time 0 to 48 . The solid line represents the 
simulation with MC, the dashed line is the simulation by PC approach with exact level 
2 and the plus signs are observations from Table 5.1. As can be seen from the 
figures, the PC approach can have very good estimate on mean values, which are very 
close to those obtained through MC ensemble approach. Though the differences on the 
standard deviations are larger than those for the mean values, they are within acceptable 
range. Using the approximation in (5.9) together with the obtained expansion 
coefficients, one can easily construct the ensemble members of the state vector by 
drawing samples of the standard random variable . One can further examine the 
distribution of each variable at time  by plotting the histograms of the ensemble 
samples at that time.  Figures 5.16 to 5.24 are the histogram plots of ,  and  at times 
1 , 24  and 48  with MC on the left and PC on the right. From the figures, overall, 
the histogram of PC has good resemblance with that of MC especially at the earlier 
times. However, with time increasing, there exhibits some differences. For example, at 
24 , the range and peak value of the temperature differ from each other. The 
situation becomes worse when 48 .  
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Figure 5.14 Evolution of mean values, (mixed-layer model) Parameter only, PC 
(exact level 2) vs. MC 
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Figure 5.15 Evolution of standard deviations, (mixed-layer model) Parameter only, 
PC (exact level 2) vs. MC 
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Figure 5.16 Histogram of  at , (mixed-layer model) Parameter only, (a) 
MC (b) PC (exact level 2) 
 
Figure 5.17 Histogram of 	at , (mixed-layer model) Parameter only, (a) 
MC (b) PC (exact level 2) 
  
 
Figure 5.18 Histogram of  at , (mixed-layer model)  Parameter only, (a) 
MC (b) PC (exact level 2) 
  
 
14.75 14.8 14.85 14.9 14.95 15
0
0.5
1
1.5
P
ro
b
a
b
il
it
y
 (
%
)
 (oC)
14.75 14.8 14.85 14.9 14.95 15
0
0.5
1
1.5
P
ro
b
a
b
il
it
y
 (
%
)
 (oC)
(a) (b)
0.94 0.96 0.98 1 1.02 1.04 1.06
0
0.5
1
1.5
2
2.5
P
ro
b
a
b
il
it
y
 (
%
)
h (km)
0.94 0.96 0.98 1 1.02 1.04 1.06
0
0.5
1
1.5
2
2.5
P
ro
b
a
b
il
it
y
 (
%
)
h (km)
(a) (b)
4.7 4.75 4.8 4.85 4.9 4.95
0
0.5
1
1.5
2
P
ro
b
a
b
il
it
y
 (
%
)
q (g/kg)
4.7 4.75 4.8 4.85 4.9 4.95
0
0.5
1
1.5
2
P
ro
b
a
b
il
it
y
 (
%
)
q (g/kg)
(a) (b)
81 
 
Figure 5.19 Histogram of  at , (mixed-layer model) Parameter only, (a) 
MC (b) PC (exact level 2) 
 
 
Figure 5.20 Histogram of	  at , (mixed-layer model) Parameter only, (a) 
MC (b) PC (exact level 2) 
  
 
Figure 5.21 Histogram of  at , (mixed-layer model) Parameter only, (a) 
MC (b) PC (exact level 2) 
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Figure 5.22 Histogram of  at , (mixed-layer model) Parameter only, (a) 
MC (b) PC (exact level 2) 
 
Figure 5.23 Histogram of  at , (mixed-layer model) Parameter only, (a) 
MC (b) PC (exact level 2) 
 
 
Figure 5.24 Histogram of  at , (mixed-layer model) Parameter only, (a) 
MC (b) PC (exact level 2) 
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The performance of PC approach may be improved by using more collocation 
points. In order to see the improvement, 85 points with weights given in Table 5.11 are 
used. Here, another second-order polynomial approximation of the state vector  is 
achieved. The evolution of mean values, standard deviations and the histograms 
constructed by sampling are evaluated with the comparison with those obtained using 
MC ensemble approach. Figures 5.25 and 5.26 are the evolution of the mean values and 
standard deviations. Since PC approach with 2 has already estimated the mean 
values very close to those from MC approach, one can hardly tell the improvement 
when setting  3 , which is obvious excellent estimate. The improvement in 
estimating the standard deviation is remarkable. Except for the standard deviation of the 
temperature	 , all other estimates are very close to those from MC approach, one can 
hardly tell the difference form the figures. In addition, let’s take a look at the histograms 
in Figures 5.27-5.35 (MC on the left and PC on the right). As can be seen from the 
figures, the differences between PC and MC approach become smaller. Overall, they 
have quite similar distributions especially for  and ,  though there still exists 
difference. In conclusion, by introducing more collocation points, one can improve the 
performance of PC approach. Like everything in life, this is obtained by spending more 
computation time. In real applications, balance is needed to take into consideration in 
terms of computation and accuracy. For completeness, the approximation of PC 
expansion at base state is also examined. The result is shown on Figure 5.36, it does 
give a good estimation even though it is not as good as that for IC only case.  
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Figure 5.25 Evolution of mean values, (mixed-layer model) Parameter only, PC 
(exact level 3) vs. MC  
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Figure 5.26 Evolution of standard deviations, (mixed-layer model) Parameter only, 
PC (exact level 3) vs. MC 
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Figure 5.27 Histogram of  at , (mixed-layer model) Parameter only, (a) 
MC (b) PC (exact level 3) 
 
Figure 5.28 Histogram of  at , (mixed-layer model) Parameter only, (a) 
MC (b) PC (exact level 3) 
  
 
Figure 5.29 Histogram of  at , (mixed-layer model) Parameter only, (a) 
MC (b) PC (exact level 3) 
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Figure 5.30 Histogram of  at , (mixed-layer model) Parameter only, (a) 
MC (b) PC (exact level 3) 
 
Figure 5.31 Histogram of  at , (mixed-layer model) Parameter only, (a) 
MC (b) PC (exact level 3) 
 
Figure 5.32 Histogram of  at , (mixed-layer model) Parameter only, (a) 
MC (b) PC (exact level 3) 
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Figure 5.33 Histogram of  at , (mixed-layer model) Parameter only, (a) 
MC (b) PC (exact level 3) 
 
 
Figure 5.34 Histogram of  at , (mixed-layer model) Parameter only, (a) 
MC (b) PC (exact level 3) 
  
 
Figure 5.35 Histogram of  at , (mixed-layer model) Parameter only, (a) 
MC (b) PC (exact level 3) 
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Figure 5.36 The simulation of base state by PC (exact level 3), (mixed-layer model) 
Parameter only 
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5.4  Discussions 
In this chapter, a mixed-layer model was used to study the ability of uncertainty 
quantification by using PC expansion, specifically using stochastic Collocation (SC) 
approach to obtain the expansion coefficients. According to the assumption of the 
uncertainty in initial condition and parameters, multivariate Hermite polynomial chaos 
expansion was used in IC only case and multivariate Legendre polynomial chaos 
expansion was adopted in parameter only case. The performance of PC expansion was 
compared with MC in both cases. It is shown that PC can have good estimates of mean, 
standard deviation, and covariance. The distribution represented by the histogram was 
also presented. Besides, the performance of PC expansion can further be improved by 
increasing the number of collocation points. Different from SG, no model modification 
is need in SC. Instead, the simulation of the original model on selected collocation 
points is necessary.   
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Chapter 6 
Application of Unscented Transformation Approach 
In the last two chapters, PC expansion was studied in quantifying the uncertainty in the 
forecast from a dynamical system. In this chapter, using the same five-variable mixed-
layer model which is used to describe the return flow event over the Gulf of Mexico, the 
effectiveness of unscented transformation (UT) method in uncertainty quantification 
will be studied. For consistency and completeness, both IC only and parameter only 
cases with the same distribution assumption as in Chapter 5 will be examined. 
     As introduced in Chapter 3, the UT method adopts a set of deterministic samples to 
propagate the uncertainty through a dynamic system. Specifically, the SUT scheme 
discussed in Chapter 3 is used in this chapter.  
6.1  Initial Condition Only 
In initial condition (IC) only case, the distribution of IC is described in Table 5.2. The 
mean values in Table 5.3-5.4 are used for parameters and BC, respectively. Therefore, 
the uncertainty in the forecast only comes from the randomness in the initial condition. 
Assume the initial vector is denoted as , , , , , according to Table 
5.2, the mean and covariance matrix for IC are 
14.5, 0.90, 0.50,4.50, 1.50  
and 
1.0 0 0 0 0
0 0.0056 0 0 0
0 0 0.04 0 0
0 0 0 0.25 0
0 0 0 0 0.25
, 
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respectively. The number (dimension) of initial values is 5, therefore 2 1 11 
samples (called sigma points in UT) that capture the mean and covariance matrix of the 
IC are used in SUT. In the experiment, the values for the three parameters , , and  
are chosen as  
 0.5, 2, and	 0.		                                          (6.1) 
So 3.75.  
     The 11 sigma points of the IC and corresponding weights for the mean and 
covariance are listed in Table 6.1. 
Table 6.1 Sigma points with weights used in UT, (mixed-layer model) IC only 
No.    /  /    
1 14.5 0.9 0.5 4.5 -1.5 -3.00 -0.25 
2 15.618 0.9 0.5 4.5 -1.5 0.40 0.40 
3 14.5 0.9839 0.5 4.5 -1.5 0.40 0.40 
4 14.5 0.9 0.7236 4.5 -1.5 0.40 0.40 
5 14.5 0.9 0.5 5.059 -1.5 0.40 0.40 
6 14.5 0.9 0.5 4.5 -0.941 0.40 0.40 
7 13.382 0.9 0.5 4.5 -1.5 0.40 0.40 
8 14.5 0.8161 0.5 4.5 -1.5 0.40 0.40 
9 14.5 0.9 0.2764 4.5 -1.5 0.40 0.40 
10 14.5 0.9 0.5 3.941 -1.5 0.40 0.40 
11 14.5 0.9 0.5 4.5 -2.059 0.40 0.40 
 
The process of UT is to propagate each sigma point (as initial value) through the 
dynamics in equations (5.1)-(5.5). At each time, there are 11 propagated sigma points 
and the mean and covariance matrix can be computed by using formulas (3.20) and 
(3.21) together with the weights given in Table 6.1. Figure 6.1 shows the ensemble 
forecast using these 11 sigma points. The bold solid line is the ensemble mean, the 
dashed lines are the 11 ensemble forecasts, and the plus signs are the observations at 
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time 0h, 6h and 12h, respectively. As seen from the figures, the forecast of the 
temperature  is very close to the observation, whereas there are some deviations for 
variables  and .   
 
Figure 6.1 Ensemble forecast using UT, (mixed-layer model) IC only 
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Figures 6.2 and 6.3 further show the evolution of the ensemble means and standard 
deviations of the five variables compared to those obtained from MC ensemble forecast. 
As is clear that both methods have very close estimates for the ensemble mean, and the 
difference is hard to tell. The estimates for the standard deviations are not as close as 
those for mean values. It can be seen that UT method produces slightly higher standard 
deviations than MC does. However, the difference between these two methods is small, 
e.g., the difference of 	is smaller than 0.05 , within acceptable range. In addition, 
the covariance matrices from both methods at different times are given in Table 6.2. 
From the numbers in the table, UT can have very good estimate on forecast covariance 
matrix using a small set of samples, here 11 deterministic samples. In contract to MC 
and PC, there are only 11 samples at each time and the weights are not exactly the 
normal “weights” which must be in the range [0, 1]. Therefore, the histogram cannot be 
provided by using UT. What’s more, there are no explicit expressions to compute the 
value of higher order moments by using the sigma points discussed in this study. Efforts 
can be made on developing point selection scheme to compute the statistics like higher-
order moments. Some studies have been done, for example, Julier and Uhlmann (2004) 
presents a general sigma point selection framework to incorporate any higher order 
information about the moments if this information is available; Tenne and Singh (2003) 
consider the problem of capturing higher order moments by using augmented sigma 
points without the assumption of symmetry. These higher-order UTs (HUT) usually use 
more sigma points than the standard UT discussed in Chapter 3 and are not within the 
scope of this study. They will be explored in future study. 
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Figure 6.2 Evolution of mean values, (mixed-layer model) IC only, UT vs. MC 
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Figure 6.3 Evolution of standard deviations, (mixed-layer model) IC only, UT vs. 
MC 
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Table 6.2 Covariance matrix, (mixed-layer model) IC only, UT vs. MC 
MC UT 
1 
 0.8637   -0.0148   -0.0263    0.0280   -0.0006 
-0.0148    0.0059    0.0007   -0.0027    0.0013 
-0.0263    0.0007    0.0060    0.0010    0.0005 
 0.0280   -0.0027    0.0010    0.2293    0.0319 
-0.0006    0.0013    0.0005    0.0319    0.1942 
 0.8948   -0.0154   -0.0277    0.0267   -0.0002 
-0.0154    0.0061    0.0006   -0.0027    0.0016 
-0.0277    0.0006    0.0063    0.0015    0.0004 
 0.0267   -0.0027    0.0015    0.2343    0.0341 
-0.0002    0.0016    0.0004    0.0341    0.2001 
3 
 0.7270   -0.0300   -0.0366    0.0647   -0.0134 
-0.0300    0.0062    0.0035   -0.0065    0.0038 
-0.0366    0.0035    0.0034   -0.0037    0.0022 
 0.0647   -0.0065   -0.0037    0.2161    0.0615 
-0.0134    0.0038    0.0022    0.0615    0.1520 
 0.7533   -0.0311   -0.0385    0.0646   -0.0133 
-0.0311    0.0065    0.0036   -0.0065    0.0040 
-0.0385    0.0036    0.0034   -0.0037    0.0023 
 0.0646   -0.0065   -0.0037    0.2210    0.0647 
-0.0133    0.0040    0.0023    0.0647    0.1563 
6 
 0.6042   -0.0422   -0.0441    0.1026   -0.0333 
-0.0422    0.0067    0.0056   -0.0104    0.0061 
-0.0441    0.0056    0.0051   -0.0093    0.0051 
 0.1026   -0.0104   -0.0093    0.2114    0.0794 
-0.0333    0.0061    0.0051    0.0794    0.1259 
 0.6265   -0.0436   -0.0457    0.1039   -0.0342 
-0.0436    0.0069    0.0058   -0.0105    0.0063 
-0.0457    0.0058    0.0052   -0.0094    0.0053 
 0.1039   -0.0105   -0.0094    0.2163    0.0830 
-0.0342    0.0063    0.0053    0.0830    0.1295 
12 
 0.4738   -0.0528   -0.0531    0.1413   -0.0572 
-0.0528    0.0079    0.0077   -0.0168    0.0091 
-0.0531    0.0077    0.0076   -0.0167    0.0089 
 0.1413   -0.0168   -0.0167    0.2151    0.0881 
-0.0572    0.0091    0.0089    0.0881    0.1135 
 0.5040   -0.0529   -0.0534    0.1468   -0.0652 
-0.0529    0.0083    0.0082   -0.0169    0.0088 
-0.0534    0.0082    0.0080   -0.0168    0.0087 
 0.1468   -0.0169   -0.0168    0.2210    0.0910 
-0.0652    0.0088    0.0087    0.0910    0.1186 
24 
 0.2955   -0.0586   -0.0572    0.1762   -0.0809 
-0.0586    0.0126    0.0123   -0.0350    0.0179 
-0.0572    0.0123    0.0121   -0.0342    0.0177 
 0.1762   -0.0350   -0.0342    0.2316    0.0690 
-0.0809    0.0179    0.0177    0.0690    0.1539 
 0.3111   -0.0601   -0.0585    0.1820   -0.0859 
-0.0601    0.0130    0.0128   -0.0357    0.0184 
-0.0585    0.0128    0.0125   -0.0347    0.0181 
 0.1820   -0.0357   -0.0347    0.2369    0.0719 
-0.0859    0.0184    0.0181    0.0719    0.1589 
98 
36 
 0.1807   -0.0559   -0.0532    0.1790   -0.0862 
-0.0559    0.0179    0.0171   -0.0555    0.0284 
-0.0532    0.0171    0.0164   -0.0527    0.0273 
 0.1790   -0.0555   -0.0527    0.2654    0.0301 
-0.0862    0.0284    0.0273    0.0301    0.2168 
 0.1905   -0.0577   -0.0548    0.1851   -0.0903 
-0.0577    0.0185    0.0177   -0.0567    0.0292 
-0.0548    0.0177    0.0170   -0.0538    0.0281 
 0.1851   -0.0567   -0.0538    0.2704    0.0327 
-0.0903    0.0292    0.0281    0.0327    0.2229 
48 
 0.0982   -0.0475   -0.0421    0.1609   -0.0805 
-0.0475    0.0236    0.0210   -0.0788    0.0411 
-0.0421    0.0210    0.0188   -0.0695    0.0368 
 0.1609   -0.0788   -0.0695    0.3216   -0.0299 
-0.0805    0.0411    0.0368   -0.0299    0.3003 
 0.1040   -0.0493   -0.0437    0.1665   -0.0840 
-0.0493    0.0243    0.0217   -0.0807    0.0423 
-0.0437    0.0217    0.0195   -0.0714    0.0380 
 0.1665   -0.0807   -0.0714    0.3271   -0.0281 
-0.0840    0.0423    0.0380   -0.0281    0.3079 
 
6.2  Parameter Only 
In parameter only case, the uncertainty of the forecast arises from the randomness in the 
parameters only, the distribution of which is presented in Table 5.3. Suppose the 
parameter vector is denoted as w, κ, , , , , according to the uniform 
distribution, the mean and covariance matrix (the units for the parameters are consistent 
with those from Table 5.3) of the parameter vector are  
– 0.50,0.25,1.25 10 , 1.25 10 , 6.0, 2.0  
and 
0.0533 0 0 0 0 0
0 8.3333 10 0 0 0 0
0 0 2.0833 10 0 0 0
0 0 0 2.0833 10 0 0
0 0 0 0 0.3333 0
0 0 0 0 0 0.3333
, 
respectively. There are six parameters in total, so a number of 13 deterministic sigma 
points that capture the mean and covariance matrix of the parameter vector are needed 
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for UT method. The values for three parameters , , and  in UT method are the same 
as those for the IC only case, i.e., the values from equation (6.1). The 13 sigma points of 
the parameter vector and corresponding weights for the mean and covariance are listed 
in Table 6.3. Note, when solving the original model numerically, the units of the 
variables should be consistent. Therefore, the units in Tables 6.3 for parameters w,  
and 	have been converted to km . 
Table 6.3 Sigma points with weights used in UT, (mixed-layer model) Parameter 
only 
No.         
/  /  /  /  / .  
1 -0.0180 0.250 0.0450 0.0450 6.0000 -2.0000 -3.000 -0.250 
2 -0.0078 0.250 0.0450 0.0450 6.0000 -2.0000 0.3333 0.3333 
3 -0.0180 0.285 0.0450 0.0450 6.0000 -2.0000 0.3333 0.3333 
4 -0.0180 0.250 0.0514 0.0450 6.0000 -2.0000 0.3333 0.3333 
5 -0.0180 0.250 0.0450 0.0514 6.0000 -2.0000 0.3333 0.3333 
6 -0.0180 0.250 0.0450 0.0450 6.7071 -2.0000 0.3333 0.3333 
7 -0.0180 0.250 0.0450 0.0450 6.0000 -1.2929 0.3333 0.3333 
8 -0.0282 0.250 0.0450 0.0450 6.0000 -2.0000 0.3333 0.3333 
9 -0.0180 0.214 0.0450 0.0450 6.0000 -2.0000 0.3333 0.3333 
10 -0.0180 0.250 0.0386 0.0450 6.0000 -2.0000 0.3333 0.3333 
11 -0.0180 0.250 0.0450 0.0386 6.0000 -2.0000 0.3333 0.3333 
12 -0.0180 0.250 0.0450 0.0450 5.2929 -2.0000 0.3333 0.3333 
13 -0.0180 0.250 0.0450 0.0450 6.0000 -2.7071 0.3333 0.3333 
       
Similar to IC only case, when the mean values of IC and BC are used, the process is 
a function of the parameter only. In UT, the sigma points are propagated through the 
dynamic system at each time and then the mean and covariance matrix are computed 
using the propagated sigma points. Figure 6.4 shows the propagation of the 13 sigma 
points (dashed lines) and their mean value (the solid line) with observations represented 
by plus signs. Figures 6.5 and 6.6 show the comparison of the mean values and standard 
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deviations with those from MC (using 20,000 samples) method. As seen from the 
figures, the UT approach has close approximations for the mean values and standard 
deviations with those from MC. Better than IC only case, the differences are hardly told 
from the figures.   
 
Figure 6.4 Ensemble forecast by UT, (mixed-layer model) Parameter only 
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Figure 6.5 Evolution of mean values, (mixed-layer model) Parameter only, UT vs. 
MC 
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Figure 6.6 Evolution of standard deviations, (mixed-layer model) Parameter only, 
UT vs. MC 
 
The estimates of the covariance matrices by UT at different times are given in Table 
6.4, compared to those from MC.  
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Table 6.4 Covariance matrix, (mixed-layer model) Parameter only, UT vs. MC 
MC UT 
1 
 0.0017    0.0005    0.0012   -0.0000   -0.0009 
 0.0005    0.0003    0.0005   -0.0002   -0.0002 
 0.0012    0.0005    0.0041   -0.0004   -0.0005 
-0.0000  -0.0002   -0.0004    0.0014   -0.0008 
-0.0009  -0.0002   -0.0005   -0.0008    0.0052 
 0.0017    0.0005    0.0012   -0.0000   -0.0009 
 0.0005    0.0003    0.0005   -0.0002   -0.0002 
 0.0012    0.0005    0.0042   -0.0004   -0.0005 
-0.0000  -0.0002   -0.0004    0.0014   -0.0008 
-0.0009  -0.0002   -0.0005   -0.0008    0.0051 
3 
 0.0115    0.0023    0.0048    0.0000   -0.0052 
 0.0023    0.0016    0.0013   -0.0012   -0.0007 
 0.0048    0.0013    0.0127   -0.0007   -0.0015 
 0.0000   -0.0012   -0.0007    0.0098   -0.0047 
-0.0052  -0.0007   -0.0015   -0.0047    0.0294 
 0.0115    0.0022    0.0048    0.0001   -0.0052 
 0.0022    0.0016    0.0013   -0.0012   -0.0007 
 0.0048    0.0013    0.0128   -0.0007   -0.0014 
 0.0001   -0.0012   -0.0007    0.0098   -0.0048 
-0.0052  -0.0007   -0.0014   -0.0048    0.0292 
6 
 0.0345    0.0046    0.0106    0.0022   -0.0152 
 0.0046    0.0050    0.0026   -0.0044   -0.0007 
 0.0106    0.0026    0.0229   -0.0001   -0.0031 
 0.0022   -0.0044   -0.0001    0.0311   -0.0103 
-0.0152  -0.0007   -0.0031   -0.0103    0.0811 
 0.0346    0.0045    0.0106    0.0023   -0.0152 
 0.0045    0.0049    0.0026   -0.0044   -0.0007 
 0.0106    0.0026    0.0231    0.0001   -0.0030 
 0.0023   -0.0044    0.0001    0.0310   -0.0104 
-0.0152  -0.0007   -0.0030   -0.0104    0.0805 
12 
 0.0916    0.0024    0.0190    0.0181   -0.0447 
 0.0024    0.0154    0.0076   -0.0144    0.0021 
 0.0190    0.0076    0.0394    0.0022   -0.0062 
 0.0181   -0.0144    0.0022    0.0903   -0.0146 
-0.0447    0.0021   -0.0062   -0.0146    0.2075 
 0.0938    0.0020    0.0199    0.0208   -0.0467 
 0.0020    0.0151    0.0074   -0.0143    0.0022 
 0.0199    0.0074    0.0400    0.0032   -0.0066 
 0.0208   -0.0143    0.0032    0.0922   -0.0168 
-0.0467    0.0022   -0.0066   -0.0168    0.2087 
24 
 0.1466   -0.0267    0.0109    0.0728   -0.0999 
-0.0267    0.0470    0.0239   -0.0454    0.0268 
 0.0109    0.0239    0.0613   -0.0021    0.0003 
 0.0728   -0.0454   -0.0021    0.2134   -0.0517 
-0.0999    0.0268    0.0003   -0.0517    0.4419 
 0.1476   -0.0266    0.0120    0.0750   -0.1009 
-0.0266    0.0466    0.0236   -0.0458    0.0268 
 0.0120    0.0236    0.0619   -0.0006   -0.0003 
 0.0750   -0.0458   -0.0006    0.2167   -0.0553 
-0.1009    0.0268   -0.0003   -0.0553    0.4420 
36  0.1562   -0.0698   -0.0152    0.1395   -0.1542  0.1565   -0.0692   -0.0136    0.1407   -0.1539 
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-0.0698    0.0981    0.0542   -0.1082    0.0861 
-0.0152    0.0542    0.0845   -0.0304    0.0309 
 0.1395   -0.1082   -0.0304    0.3526   -0.1469 
-0.1542    0.0861    0.0309   -0.1469    0.6739 
-0.0692    0.0976    0.0536   -0.1085    0.0854 
-0.0136    0.0536    0.0853   -0.0287    0.0302 
 0.1407   -0.1085   -0.0287    0.3539   -0.1489 
-0.1539    0.0854    0.0302   -0.1489    0.6711 
48 
 0.1205   -0.1012   -0.0338    0.1967   -0.1960 
-0.1012    0.1744    0.0932   -0.2378    0.2084 
-0.0338    0.0932    0.1066   -0.0932    0.0922 
 0.1967   -0.2378   -0.0932    0.5894   -0.3738 
-0.1960    0.2084    0.0922   -0.3738    0.9775 
 0.1215   -0.1006   -0.0320    0.1969   -0.1944 
-0.1006    0.1736    0.0927   -0.2358    0.2049 
-0.0320    0.0927    0.1073   -0.0930    0.0928 
 0.1969   -0.2358   -0.0930    0.5820   -0.3679 
-0.1944    0.2049    0.0928   -0.3679    0.9670 
 
As shown in Table 6.4, UT approach has very close approximations to those from 
MC. The differences between these two approaches are even smaller than those for IC 
only case. Same as IC only case, using the sigma point selection scheme studied in this 
chapter, the information of higher-order moments have not been estimated. 
6.3  Discussions 
Using the same model and assumption as in Chapter 5, the UT method was investigated 
in this chapter. It is shown from the experiments that UT can propagate the uncertainty 
in the input (mean and covariance in this chapter) through a nonlinear model well. 
However, using the sigma point selection scheme discussed in this study, neither 
histograms nor higher-order moments are provided by UT. Further efforts are needed on 
the study of HUTs in future. 
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Chapter 7 
Discussions and Conclusions 
In Chapter 2, polynomial chaos (PC) expansion approach was described from 
theoretical aspect. Then Chapters 4 and 5 demonstrated its application in quantifying 
the forecast uncertainty of a dynamical system. Once the polynomial basis is selected, 
the number of random variables and the highest order to truncate are decided, the 
remaining task is to solve for the expansion coefficients. There are two approaches to 
obtain the expansion coefficients, namely stochastic Galerkin (SG) and stochastic 
Collocation (SC) method, which are introduced in detail using an example in Chapter 4 
and Chapter 5, respectively. Similarly, the theory part of unscented transformation (UT) 
method was described in Chapter 3 and its application in quantifying the forecast 
uncertainty was demonstrated using an example in Chapter 6. Both methods were 
compared to the well-known classical Monte Carlo (MC) approach. In this chapter, 
these three methods are put together and compared systematically from the following 
aspects.  
1. Implementation 
The MC approach is the most straightforward method and easy to implement. The only 
task needed is to randomly generate a set of samples of the random input which 
contributes to the forecast uncertainty.  As discussed before, the random input could be 
initial condition, parameters and the forcing term which includes the external forcing or 
boundary conditions.   
PC approach seems the most complex one among all three methods. The optimal 
polynomial basis depends on the type of the distribution for the random input and the 
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correspondence is given in Table (2.1). If no specific distribution is indicated, one can 
use the Hermite polynomial basis even though the exponential convergence rate cannot 
be guaranteed.  Besides, the number of random variables and the truncation order are to 
be determined before using PC expansion. Once above elements are determined, the 
remaining task is to obtain the expansion coefficients using SG or SC method.  If using 
SG, the original dynamic system needs to be transformed to a system of the expansion 
coefficients by Galerkin projection and then numerical methods can be used to solve the 
equations and obtain the expansion coefficients. While the process is sometimes tedious 
and it is difficult or even impossible when the system is highly complex.  It is simpler to 
use SC, since there is no need to alter the original system. A set of collocation points are 
needed to run on the original system and then the coefficients are estimated by the 
model values on the collocation points. The key part is the selection of the collocation 
points according to some rules and the number of the points. This study uses the 
Gaussian quadrature rule together with sparse grid scheme to determine the collocation 
points. 
UT approach is also simple. The only task needed is to generate the sigma points. 
Different from MC approach, these points are deterministically selected to capture the 
mean and covariance of the input and the number of the points is also determined. Once 
the three parameters , , and  are chosen, the sigma points are defined.   
2. Computational cost 
The computation time of MC approach depends on the number of the ensemble 
member. If  members are used, then  model runs need to be performed on the original 
forecast model. Usually, a large number is needed to get a good estimate.  
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The computational time of PC approach depends on which method is used to solve 
the expansion coefficients. If using SG, the main task is to transform the original model 
to a system of equations for the expansion coefficients. It can be completed in advance 
and does not need computer time. Once the system for the expansion coefficients is 
obtained, the coefficients can be achieved by solving the system once, so the computer 
time needed is much less than MC does. Otherwise, if using SC, the computational time 
depends on the number of the collocation points. If the number of collocation points is 
, then the original forecast model needs to run  times. In the example, less than 100 
collocations were used when using multivariate polynomial basis and the performance 
of PC approach is good. The application of PC approach in high dimensional problems 
has not been tested in this study, so a conclusion for high dimensional problems cannot 
be reached yet. This will be one of the future research topics.   
The computational time of UT approach depends on the number of the random 
input. If 	 random inputs are included, then 2 1  sigma points are needed. 
Therefore, 2 1	model runs are needed. HUT might need more sigma points and 
hence  more time.  
Table 7.1 and 7.2 show the computer execution time for each method in the mixed-
layer model experiment. Table 7.1 is for initial condition (IC) only case and Table 7.2 is 
for parameter only case. The program was run on Matlab R2014a and the configuration 
of the computer is as follows: 
Processor: Inter® Core(TM) i7-3770 CPU @ 3.40GHz 3.40GHz 
Memory (RAM): 32.0 GB 
Operation System: Windows 7, 64-bit 
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Table 7.1 Computing time, (mixed-layer model) IC only 
Approach MC UT SC (K=2) 
Execution time (seconds) 1828.35 1.27 2.34 
 
Table 7.2 Computing time, (mixed-layer model) Parameter only 
Approach MC SC (K=2) SC (K=3) UT 
Execution time (seconds) 1868.15 2.69 9.25 1.45 
 
For example, in parameter only case, approximately 1868.15 seconds were needed 
to generate 20,000 random samples of the six parameters and simulate the model 20,000 
times to get an estimate of the forecast distribution. In contrast, when using PC 
expansion, if the exact level K=2 (i.e., 13 collocation points), the computing time to 
obtain the expansion coefficients was roughly 2.69 seconds; even when the exact level 
is increased to K=3 (i.e., 85 collocation points), the computing time increased to 9.25 
seconds, which is still much less than the time for MC approach. In the experiment, UT 
uses even less time (1.45 seconds) to have a good estimate on the mean and covariance 
of the forecast. From above discussions, compared to MC approach, both PC expansion 
and UT approach used much less time but gave quite similar estimates in the 
experiments studied in this dissertation.  
3. Ability in quantifying the uncertainty 
The performance of each method in quantifying the forecast uncertainty is examined 
based on statistical information including the mean value, covariance matrix, standard 
deviation, third moments, histogram, etc. Even though one of the examples studied has 
exact solution, which is the truth to be compared, most applications do not have exact 
solutions. It is widely accepted that the Monte Carlo ensemble forecast using large 
amount of samples can be treated as the “truth”.  In the experiments, the statistics 
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obtained through using PC and UT approach were compared with those from MC 
ensemble forecast using large number of samples.  Both PC and UT approaches give 
good estimates on the first and second order moments. Since PC approach provides a 
surrogate of the stochastic process in terms of polynomial expression, one can produce 
any number of samples by sampling the random variable used in the expansion. 
Therefore, a histogram can be constructed by using these samples and the probability 
density function can be estimated further. PC approach can also give estimates on 
higher-order moments. In contrast, UT with the sigma point selection scheme discussed 
in this study can only estimate the first and second order moments. One may estimate 
higher order moments by developing sigma point selection scheme in UT approach. UT 
cannot provide histograms. 
4. Impact in data assimilation 
Data assimilation is the process by which observations are incorporated into a dynamic 
forecast model. Applications of data assimilation arise in many fields of geosciences, 
perhaps most importantly in weather forecasting and hydrology. Different data 
assimilation techniques have been developed in the past decades. Lewis et al. (2006) 
provides a comprehensive summary of various approaches to dynamic data assimilation 
and refer to more literatures (e.g., Bishop and Toth 1999; Anderson 2001; Bishop et al. 
2001; Hamill 2002; Whitaker and Hamill 2002; Evensen 2003; Wang and Bishop 2003; 
Hunt et al. 2004; Ott et al. 2004; Evensen 2007; Wang et al. 2008a, 2008b; 
Lakshmivarahan and Stensrud 2009; Wang 2011, etc.) on the recent development of 
data assimilation. It is known that data assimilation can benefit from a good estimation 
of the background error covariance matrix. From the theory and experiments in the 
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study, it can be seen that both PC and UT approaches perform well in quantifying the 
forecast uncertainty, for example, the estimates on the mean values, covariance matrices 
and standard deviations.  So one question coming out immediately is that “can we use 
them in data assimilation”. The answer is “Yes”. PC approach with either SG or SC 
expansion solution has been introduced into an ensemble square root filter (EnSRF) by 
Li and Xiu (2009). In their application, they use PC approach to approximate the 
forecast model as a polynomial expression and then generate a large set of ensembles to 
propagate the forecast uncertainty. The observations at each data assimilation time are 
used to update the ensembles in which the mean and covariance matrix are updated in 
turn. Using some experiments, they also show that the data assimilation scheme works 
well.     
     Unscented Kalman filter (UKF) is the application of UT approach in data 
assimilation and many applications have shown its good performance. UKF has also 
been used in together with particle filter (PF) to improve the performance of PF.  
     To the best of my knowledge, neither PC nor UT has been tested on large scale data 
assimilation problems. For UT, it might be impractical since the number of sigma points 
depends on the dimension of the random input . If  is large, the number of sigma 
points is even larger. As stated before, it will be one of the future research interests to 
test PC approach in large scale problems. Besides, study on the ability to capture the 
non-Gaussian distribution will be also interesting.  
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Appendix A 
Hermite Polynomials 
This appendix provides a succinct characterization of the deterministic Hermite 
polynomials in single and multiple variables. 
1. Hermite Polynomial – Scalar Case 
The Hermite polynomial  of degree  in a scalar variable  is defined by (Kuo 
2006) 
1 .    (A.1) 
There are number of equivalent characterizations (Kuo 2006) of . In 
particular, the generating function for  is given by 
∑
!
.                                                  (A.2) 
In generating a polynomial for a specific degree	 , the following formula is useful, 
∑ 1 2 2 1 ‼ ,          (A.3) 
where  denotes the integer part of , 
2
!
2 ! 2 !
	, 
and ! is the usual factorial of   and 2 1 ‼ 1 ∙ 3 ∙ 5 ∙ … ∙ 2 1 . 
2. Orthogonality Property 
Let  
√
,          (A.4) 
denotes the standard Gaussian density function. 
For integers  and , define the inner product  
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〈 〉 .         (A.5) 
This inner product induces a norm ‖ ‖  of  defined by 
‖ ‖ .         (A.6) 
It can be verified that  
〈 〉 ‖ ‖ ,                   (A.7) 
where 0, if ; and 1, if . That is,  and  are orthogonal for 
. And 
‖ ‖ !.        (A.8) 
Consequently,  constitute an orthogonal system of polynomials and 
√ !
 constitute an orthonormal system. 
Examples of  for 0 4 are given in Table A.1. 
Table A.1 A list of ,  
Degree   ‖ ‖  
0 1 1 
1  1 
2 1 2 
3 3  3! 6 
4 6 3 4! 24 
 
3. Hermite Polynomials – Multivariate Case 
Let , , … , ∈  and define the n-variate weight function 
e ∏
√
∏ ,                      (A.9) 
where  is defined in (A.4). Let  
⋯  with 0 .               (A.10) 
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be an additive partition of the integer 0. Such a partition of  is defined as a -
turple , , … , . For example, when 2 , there are 3 partitions – 
2, 0 , 1, 1 , 0, 2 	of 2. 
Given  and one of its partitions ( , , … , ), define an -variate homogeneous 
Hermite polynomial of degree , 
… 1 … .         (A.11) 
Using (A.9) in (A.11), it can be verified that 
… ∏ 1 ∏ .																	 A.12 	
By combining the multiplicative decomposition of the multi-variate Hermite 
polynomials in terms of the univariate Hermite polynomials given in (A.1) and the 
orthogonality of the latter expressed in (A.5)-(A.7), the orthogonality of the multivariate 
Hermite polynomials can be readily inferred. 
Hence, if ⋯  and ⋯ , then 
〈 〉 0, (if )  
∏ . (if	 )        (A.13) 
Clearly, 
H … ∏ !.    (A.14) 
While there is a unique total ordering of singly indexed scalar Hermite polynomials 
 as shown in Table A.1, there are many ways of ordering the multi-indexed 
Hermite polynomials in (A.12). 
A useful ordering of this latter class of polynomials is called graded lexicographic 
ordering. In this ordering scheme, polynomials of lower total degree precede those of 
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higher degree. Among polynomials of same degree, the members are ordered according 
to the lexicographic order induced by the natural ordering of the indeterminates, that is 
⋯ . Thus, polynomials degree one precede those of degree two. For 
3,	 2, the lexicographic ordering of the two tuples is given by (3,0), (2,1), 
(1,2), (0,3). 
It can be verified that there are exactly 1   members in the lexicographic 
ordering of  tuples ( , , … , ), such that ∑ . Hence, there are this many 
linearly independent  -variate Hermite polynomials of degree . Further, it can be 
verified that the total number of linearly independent  -variate Hermite polynomials of 
degree less than or equal to  is given by . 
Table A.2 provides a list of the set of all 15 two variate 	 2  Hermite 
polynomials of degree less than or equal to 4. The last column in Table A.2 gives the 
norm term H , . 
4. Hilbert Space 
Let ,  denote the set of all square integrable functions on , that is  
L : → : ∞ ,																																		(A.15)	
where  is defined in (A.9). If , ∈ , then a natural inner product on  is defined 
by  
〈 , 〉 d .																																												(A.16)	
Hence, the norm ‖ ‖  is defined by 
‖ ‖ d .	 	 																													(A.17)	
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It is well known that  is a Hilbert space which is an infinite dimensional, 
complete, normal linear space where the norm is induced by the inner product. 
Table A.2 Two-variate Hermite polynomials, degree less than or equal to 4 
Degree 
 
Multi index 
 ,
  H ,
0 0 0 1 1 1 
1 
1 0   1 
0 1   1 
2 
2 0 1  2 
1 1   1 
0 2 1  2 
3 
3 0 3    6 
2 1    2 
1 2    2 
0 3 3    6 
4 
4 0 6 3   24 
3 1 3    6 
2 2 1    4 
1 3 3   6 
0 4 6 3  24 
 
5. Basis for  
Let P  denote the linear span of set of all the n-variate Hermite polynomials  
of degree . That is, 
P | ∑ ∑ , ,…, , ,…,⋯ , 
and 
 , , … , ∈ .                                                 (A.18) 
Since there are 	 linearly independent n-variate Hermite polynomials of 
degree less than or equal to , P  is a linear vector space of finite dimension. Let P  
denote the orthogonal complement of P . That is, members of P and P  are 
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mutually orthogonal. Now define the set of all homogeneous polynomials HP of degree 
exactly equal to  as 
HP P ∩ P  .                (A.19) 
It can be verified that members of HP  are mutually orthogonal to those in P . 
Define 
HP ⨁ HP .                  (A.20) 
The direct sum of homogeneous polynomials of degree 0. Clearly, for a fixed , 
|HP| lim → ∑
1 ∞.                (A.21) 
Now a number of properties are stated without proof. 
P1. Basis for  
HP ⊂ L  and HP constitutes a basis for L . Thus, any ∈ L  can be uniquely expressed 
as 
∑ ∑ , ,…, , ,…,⋯ ,           (A.22) 
where 
, ,…,
〈 , , ,…, 〉
, ,…,
.                (A.23) 
P2. Orthogonal Projection 
For any  finite, define 
Π ∑ ∑ , ,…, , ,…,⋯ .         (A.24) 
Then it can be verified that Π  is the orthogonal projection of  onto the 
subspace P .  
Define the error in the projection as 
ε 	 .                        (A.25) 
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Then, it can be verified that  
〈 , 〉 0 for each 0.           (A.26) 
P3. Mean Square Convergence 
It can be verified that 
lim → ‖ ‖ 0,                                 (A.27) 
i.e., the quality of the projection  improves as N grows large.  
Example A.1 From (A.2), it follows that 
∑
!
,                                    (A.28) 
and 
∑
!
1 .                            (A.29) 
Since  for  even and  for 	odd. By truncating 
the infinite sum in (A.28) and (A.29), a good family of approximation to  and  
can be obtained. Using these one can readily obtain approximation to , , 
etc. 
It would be a good exercise to compute the quality of these approximations for 
varying degree of truncation and ranges of values for . 
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Appendix B 
Hermite Polynomial Chaos 
Let Ω, , P  be a standard probability space where Ω represents the set of all elementary 
events,  denotes the σ  algebra of subsets of simple events and P is the probability 
measure defined on the members of . Let : Ω → R be a real valued random variable. 
Let  be the distribution induced by  and let  be the corresponding 
probability density function. Then, the properties of 	can be equivalently described 
using the triplet R, Β,  where Β denotes the Borel σ  algebra over R, and  
is the density of . 
Let 	and y be two real valued random variables with joint density , , . 
Define an inner product 
〈 , 〉 , , ,          (B.1) 
and the corresponding norm (second moment) 
‖ ‖ .           (B.2) 
Let Ω  denotes the set of all random variables with finite second moment, that is, 
Ω :Ω → R| ∞ .         (B.3) 
It can be verified Ω  is a Hilbert space. 
Let  be a Gaussian random variable with mean  and variance  . Then 
√
.    (B.4) 
A random variable is said to be centered if expectation is zero. Let x be a centered 
Gaussian random variable, that is, ~N 0, . Then it can be verified  
                                                0, (if  is odd) 
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            			 1 ∙ 3 ∙ 5 ∙∙∙ 1 . (if  is even)                         (B.5) 
Let G denotes the set of all centered Gaussian random variables (differing only in 
their variance). Clearly, G is an infinite set. Let G denotes the closure of the linear span 
of G. It can be verified G ⊂ L Ω  and is itself a Hilbert space, called the Gaussian 
Hilbert space. If , , … , ∈ G, then it is well known that 
… ∑∏ , ,                                        (B.6) 
where ,  runs through the pairwise distinct partition of 1,2, … ,  and the sum is 
over all such partitions. For example, 
.       (B.7) 
Recall, the probability density of a standard Gaussian random variable is given by  
√
.               (B.8) 
Since  in (B.8) is the same as  in (A.4), Appendix A, it is immediate that the 
properties of the Hermite polynomials  given in Appendix A directly carry over 
to  where  is a centered standard Gaussian random variable. 
The following properties of  can be easily verified:  
(1) Examples of  are obtained by replacing	  by  in Table A.1. 
(2) 0, if 0. 
(3)  are orthogonal, that is, 
〈 , 〉 0 if . 
(4) The norm of  is, 
〈 , 〉 ‖ ‖ !. 
(5) 
√ !
 form an orthonormal system of Hermite polynomials. 
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The above properties can be readily extended to multivariate Hermite polynomials 
over a set of  centered Gaussian random variables , , … , : 
(6) Let ⋯ , where 0  for 1 . Then 
, ,…, , , … , … . 
(7) , ,…, , , … , , ,…, , , … , ! ! … !. 
(8) The definitions of the sets P , HP  directly carry over to the case of Hermite 
polynomial over a finite set of centered Gaussian random variables. 
(9) The linear space HP 	are called 	order polynomial chaos in  centered Gaussian 
random variables. 
(10) The	P  is called homogeneous chaos in  centered Gaussian random variables. 
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Appendix C    
Gaussian Quadrature Rule 
Integration calculus is widely used throughout various engineering fields. However, 
sometimes it is difficult or even impossible to evaluate those expressions involving 
integrals analytically. For this reason, many numerical methods have been developed to 
simplify the integral. In this appendix, Gaussian quadrature rule is presented, please 
refer to (Embree 2010) for more details. The aim is to approximate one dimensional 
integrals in the form 
 ,                                                     (C.1) 
where  is called the integrand,  and  are the lower and upper limits of the 
integration, respectively. 
1. Trapezoid Rule 
It’s known that the trapezoid rule 
  ,                                          (C.2) 
is exact for any constant and linear functions, but not all quadratics. 
2. A Special Two-point Quadrature Rule 
Now let’s consider a more general two-point quadrature rule which is different from the 
trapezoid rule. Here, the two points are not predefined as  and , but as unknowns  
and . The integration in (C.1) is approximated as 
.                              (C.3) 
The four unknowns , 	 ,  and  are evaluated by assuming the above 
approximation gives exact value for a general three order polynomial.  
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In order to do this, it can be assumed that the expression is exact for 1 , 
,  and . The reason is that the linear combination of the above 
four integrands is a general three order polynomial. From the assumption, four 
equations will be given as follows 
1  , 
, 
, 
.                                   (C.4) 
These four equations can be solved to give a single acceptable solution  
, 
√ , 
√ .                                           (C.5) 
Hence, the two-point quadrature rule is  
√ √ .           (C.6) 
Notice that the two points  and  are in the interval [a, b]. If it were not the case, 
they could not be used as the quadrature nodes for the reason that  might not be 
defined outside [a, b]. Since two points are used here, so it’s called two-point 
quadrature rule. Next, the generalization in higher order case will be considered.  
3. Generalization of Quadrature Rule for Higher Orders  
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Now, using two ( 2) points, one can exactly integrate polynomials of degree up to 
three (2 1 ), one might anticipate using  points to integrate polynomials of 
degree up to 2 1.  
Here, the interest is in constructing a quadrature rule of the form  
∑ ,                                     (C.7) 
where  is a weight function, non-negative over [a, b] and takes the value of zero 
only on a set of measure zero. It is expected to use  points to exactly evaluate the 
integration in (C.7) for polynomials of degree up to 2 1 . That is, for 
arbitrary	 ∈ , 
∑ .                                     (C.7) 
Orthogonal polynomials such as Hermite polynomials relating to Gauss distribution 
and other polynomials with various distributions will play a prominent role. Let 
,  as the degree of polynomial, be a system of orthogonal polynomials with 
respect to the inner product defined as  
〈 , 〉 .                                    (C.8) 
Using polynomial division,   can be rewritten as  
,                                    (C.9) 
for some  and  with degree less than , which depend on . Then the 
integration of  becomes 
 .         (C.10) 
According to the fact that the orthogonal polynomial  is orthogonal to all 
polynomials with degree less than , that is,  
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0.                                           (C.11) 
Therefore 
.                                   (C.12) 
The task now is to pick the interpolation points 	and weights  and apply the 
quadrature rule to the integration given in (C.10) and according to (C.12), the following 
equation can be obtained 
∑ ∑ ∑ . 
(C.13) 
Recall that the quadrature rule is constructed so that it exactly integrates a degree 
1  polynomial interpolant to the integrand, here  is a degree 1  
polynomial (for example, interpolating 	with , 1, … , , one can then obtain the 
weights , it is exact for degree 1  polynomials), i.e., 
∑ .                                   (C.14) 
Hence, the agreement can be forced between   and  provided 
∑ 0.                                         (C.15) 
Assumptions about the polynomial  cannot be made since it changes with the 
polynomial , so the properties of  will be examined.  
Theorem (Roots of Orthogonal polynomials): Let be a system of 
orthogonal polynomials on [a, b] with weight function , then , 1, … , , 
has 	distinct real roots  with ∈ , . 
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Proof. Suppose  changes sign at  distinct roots  in the interval [a, b]. 
Then define  as  
∏ ∈ .                                      (C.16) 
 is a function which changes sign at exactly the same points as  does on [a, 
b]. Therefore,  does not change sign on [a, b]. As is known that 0 on 
[a, b],  does not change sign on [a, b]. However, as ∈  and 
, the following formula will hold 
0,                                         (C.17) 
based on the fact that the orthogonal polynomial  is orthogonal to all polynomials 
with degree less than . It’s obvious a contradiction here. Thus,  must have at least  
distinct roots on [a, b] and since it’s a polynomial with degree , it cannot have more 
than  roots. Therefore,  has  distinct roots in [a, b]. 
Based on the above theorem,  has  distinct real roots  with 
∈ , . If these  distinct values are picked, the equation (C.15) will hold, hence 
a quadrature rule that is exact for all polynomials with degree up to 2 1 will be 
achieved. 
Now comes to the Gaussian quadrature rule: for a general function , 
approximate the integration in (C.7) as the integration of a polynomial which 
interpolates  at the roots of the orthogonal polynomial . For simplicity, the  
distinct real roots of  are simplified as . That is, let  be the 
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interpolant of   at the roots of the orthogonal polynomial , then Gaussian 
quadrature rule is in the form  
.                              (C.18)                         
The implementation can be as follows: 
Using Lagrange interpolation method,  can be written in the Lagrange basis, 
∑ ,                                           (C.19) 
where the basis  is defined as 
∏ , .                                             (C.20) 
The integration of   can be written as 
∑ ∑ . (C.21) 
It is obvious that we can use the formula  
,                                           (C.22) 
to obtain the weights .   
Gaussian Quadrature Rule: 
∑ ,                           (C.23) 
where the points  are the  roots of a degree  orthogonal polynomial  on 
[a, b] with weight function , and the weights are calculated using (C.22).  is 
exact for all polynomials of degree less than or equal to 2 1. 
4. Examples of Gaussian Quadrature 
Gauss-Legendre Quadrature 
The best known Gaussian quadrature rule integrates functions on interval [-1, 1] with 
the weight function 1,	i.e., . However,  is used in the study 
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just to make it as the probability density function of a uniformly distributed random 
variable on interval [-1, 1]. As shown in Table 2.1, the corresponding orthogonal 
polynomials are Legendre polynomials.  
For the general case , one can change variables. Let 
 .                                                   (C.24) 
Then 
.                        (C.25) 
Similar ideas can be used for the general case with other Gaussian quadrature rules. 
Gauss-Chebyshev Quadrature 
Another popular class of Gaussian quadrature rules uses the roots of the Chebyshev 
polynomials as integration nodes. The degree  Chebyshev polynomial is defined as  
.                                          (C.26) 
They are orthogonal polynomials on [-1, 1], with weight function 
 
√
.                                                  (C.27) 
The Chebyshev polynomials are used to approximate integrals of the form 
  
√
.                                                   (C.28) 
Gauss-Hermite Quadrature 
The Hermite polynomials are used to approximate integrals of the form  
.                                                (C.29) 
Gauss-Laguerre Quadrature 
The Laguerre polynomials approximates integrals of the form  
.                                                   (C.30)
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Appendix D 
Performance of Unscented Transformation 
This appendix aims to show the performance of UT with respect to the Taylor series 
expansion of the nonlinear transformation. Refer to (Julier and Uhlmann 1996, 2000, 
2004) for more details. For the purpose of analysis, it is assumed that the nonlinear 
function  can be expresses as multidimensional Taylor series with an arbitrary 
number of terms. When the number of terms tends to infinity, the residual in the series 
tends to zero, i.e., the expansion converges to the true value. In fact, the implementation 
of UT algorithm does not need this restriction, which is set only for the purpose of 
examining the performance of UT especially when compared with the linearization. 
Let the prior variable  be expressed as the mean  plus a zero mean perturbation  
with covariance , i.e., 
.                                                           (D.1) 
The Taylor series expansion of the nonlinear function  is 
                                   
! ! !
⋯,                             (D.2) 
where  operator evaluates the total differential of ∙  when perturbed around a 
nominal value  by e. There are two ways to arrange the operator . First, it can be 
expressed as , where  is the Jacobian matrix of ∙  evaluated at  . Second, it can 
be written as the scalar operator as 
∑ |  .                                   (D.3) 
The ith term in the Taylor series for ∙  is given by 
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! !
∑ |                                   (D.4) 
where  is the jth component of e. Therefore, the ith term in the Taylor series is a sum 
of ith-order polynomials, each of which is the ith-order product of the components of e 
with the coefficient given by an ith-order partial derivatives of ∙  with respect to  
and evaluated at . 
Hence, the mean 	of the posterior variable  can be evaluated as 
                                           E  
E
! ! !
⋯ .                  (D.5) 
The term E
!
 is expanded as 
                                    E
!
E
!
∑ |  
!
⋯ .                           (D.6) 
From above discussions, 	 is the expectation of the ith-order product of the 
components of e, i.e., the ith-order moment of e. Therefore, if the mean is correctly 
estimated to the ith-order, both the derivatives of the function ∙  and the moments of e 
must be known up to the ith order. 
Let’s turn to the covariance  of the posterior variable .  is calculated as 
	E .                                         (D.7) 
From expansions for  and  in (D.2) and (D.5) 
 
! ! !
⋯ 	E
! ! !
⋯ .    (D.8) 
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Substituting (D.8) in (D.7), taking outer products and expectations and exploiting the 
symmetry of  which makes the odd terms all evaluate to zero, the covariance  
becomes 
                            	E  
E
3! 2! 2! 3!
 
E
!
E
!
⋯ .                                                              (D.9) 
The first term E  in (D.9) can be written as  
E E .                       (D.10) 
According to (D.9) and (D.10), the ith-order term in the covariance series is calculated 
correctly only if both the derivatives of the function ∙  and the moments of e are 
known up to the 2ith order.  
From the analysis above, if the derivatives and the moments are known to a given 
order, the order of the accuracy of the mean estimate is higher than that of the 
covariance estimate. 
Let’s go back to (D.5), the odd terms E  and E
!
 are zero and the term 
E
!
 can be written as 
E
!
E
!
E
!
E
! !
.       (D.11) 
The expansion for the mean becomes 
                                           E  
!
E
!
⋯ .                            (D.12) 
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Remark: Linearization truncates the Taylor series expansion at the first order and 
estimates the mean and covariance as  
,                                                        (D.13) 
and  
,                                               (D.14) 
respectively. 
     The estimate in (D.13) is accurate only if the expected values of the second and 
higher order terms in the series are zero. For a linear system, it is always true. However, 
for a general nonlinear system, the condition does not hold. Therefore the errors are 
introduced at the second order. Similarly, errors for the covariance estimate in (D.14) 
are introduced at the fourth order. 
1. Performance in Predicting the Mean of a Continuous Function 
Consider the sigma points with weights provided in (3.6), the Taylor series 
expansion for each transformed point is  
 
! ! !
⋯,                              (D.15) 
where . According to (3.9), the estimate for the mean  is 
1
2 2! 3! 4!
⋯  
∑
! ! !
⋯ .																										(D.16)	
Comparing (D.16) with the true series in (D.5), it is seen that different values will be 
obtained only if the moments of  and  are different. Here moment is a generalized 
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conception, which means the true moment only if the sigma points are for a probability 
function, i.e., 0. If 0, it is actually the weighted average of components raised 
to a particular power. As is known from the sigma points, the distribution of  is 
symmetric. So the odd terms are summed to zero. Recalling that 	are columns of the 
matrix square root , and the second order even terms can be written as  
! !
,																																																			(D.17)	
Then the estimation of the mean becomes  
!
	 ∑
!
⋯ .																								(D.18)	
Comparing the estimation in (D.18) with the theoretical value in (D.12), the estimation 
agrees with the true mean up to the third order and the errors are introduced in the 
fourth and higher order terms. One cannot say the estimation is more accurate than the 
linearization before examining the higher order terms in the series. Now the behavior of 
the higher order terms will be considered. 
In order to examine the high order errors, the random variable  is decoupled in 
terms of an uncorrelated random variable  with covariance  (where  is the identity 
matrix). The decoupling process is achieved by a linear transformation 
,                                                         (D.19) 
where  is a matrix square root of . Then the D operator in the series can 
be expressed as  
∑ ∑ .                                        (D.20) 
Similarly,  can be decoupled in terms of  where  is an uncorrelated random 
variable with covariance .  is related to  by 
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 	 .                                                      (D.21) 
Again, A is any matrix square root of . Rather than handling a correlated random 
vector, the only thing needed now is to consider the uncorrelated random vectors 	and 
. 
For Gaussian distribution, it can be verified that the fourth order moments (or 
kurtosis) are given as 
E 3, ∀  
E 1, ∀                                           (D.22) 
and all other fourth order moments are zero. For the sigma points, the kurtosis of the jth 
components are 
∑ σ , ∀ .                                  (D.23) 
And all other fourth order products are zero. 
The analysis above shows us the effect of parameter . Although the first three 
moments does not change with the selection of , it does affect the fourth and higher 
order moments of . If information about the predicted distribution is known, the 
information can be incorporated to choose proper value for parameter  to minimize the 
estimation error. However, if no information about the higher order terms of ∙  is 
known, the choice of  is usually made to ensure that the errors are smaller than those 
committed by linearization (Julier and Uhlmann 1996). 
Comparing the kurtosis for the true distribution in (D.22) and that for the sigma 
points in (D.23), two differences can be seen. First, the kurtosis of a single state for the 
Gaussian distribution is 3 but  for the sigma point distribution. Second, the cross 
kurtosis is zero for sigma point distribution (actually all higher order moments are zero) 
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but nonzero for the Gaussian distribution. Therefore, except for the one dimensional 
case in which there is indeed no cross kurtosis, the “shape” of the moments are 
different. If the value of  is chosen to satisfy the condition 3, then the kurtosis 
of the single states will be the same for both Gaussian distribution and the sigma point 
distribution. There will be no difference for the fourth order moments for single 
dimensional state space, which indicates that the errors are introduced in the sixth and 
higher order moments. For multidimensional state space, fourth order errors are 
introduced by the cross kurtosis terms. As seen from (D.13), the fourth order moments 
are assumed to be zero in linearization. Therefore, linearization introduces bigger 
absolute errors in the fourth order moments than UT does. 
Let’s consider the sixth and higher order moments. The values of the higher order 
moments for a Gaussian distribution grow factorially while the higher order moments 
for the sigma point distribution grow geometrically with common factor . 
Therefore, for any choice of parameter , it’s possible to select a large order such that 
the moments of the true series exceed those for the sigma point distribution. When 
3, the moments coincide at the fourth order. For higher orders, the moments of 
Gaussian distribution are larger in magnitude than those of sigma point distribution. As 
is known that all the higher order terms are enforced to be zero in linearization which 
means more errors are introduced by linearization. 
It can be seen that when  tends to zero, the kurtosis and higher order moments 
for the sigma points will tend to zero. As a result, the mean estimate will converge to  
lim 	→ ! 	,                                     (D.24) 
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which is equivalent to the well-known truncated second order filter. However, one thing 
needs to be pointed out is that no Jacobian and Hessian calculations are needed in this 
UT approach. 
From above, a simple conclusion that for all continuous nonlinear transformations, 
UT method can give more accurate estimates than linearization does, can be conducted. 
The performance is determined by the choice of parameter  as it scales the fourth and 
higher order moments of the distribution. When the information about the true 
conditional mean (e.g., through Monte Carlo simulation) is known, the value of   can 
be chosen to minimize the error. For most filtering applications, the first two terms (the 
first and second term) are dominant and  has a minimal effect on estimation 
performance.                   
2. Performance in Predicting the Covariance of a Continuous Function 
According to (D.15) and (D.16), the estimation  
 
! ! !
⋯ 
∑
! ! !
⋯ , 0,1, … ,2 .              (D.25) 
As discussed above, , 1,2, … ,2  are symmetric, the odd terms in the summation 
of (D.16) are zero. Besides, , then  
               
! ! !
⋯ 
∑
! !
⋯ , 1, … ,2 ,                         (D.26) 
∑
! !
⋯ .                             (D.27) 
And  
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∑ ∑ .    (D.28) 
According to (3.9) and (D.16), the estimate for the covariance  is 
∑   
																													 ∑
! ! ! !
  
!
	
!
	 ⋯.                                                 (D.29) 
Comparing (D.29) with the theoretical value (D.9), and according to (D.10) and (D.11), 
the estimation in (D.29) agrees with the series up to the second order terms. As 
discussed in the mean estimation, the kurtoses of the true distribution do not agree with 
those of the sigma point distribution, errors are introduced in the fourth and higher order 
terms. And similarly, the absolute error in the covariance estimation obtained by UT is 
smaller than that of linearization. However, if 0, the approximated covariance is 
not ensured to be positive semidefinite.   
The estimation of the covariance for a continuous function can be simply concluded. 
Though both UT and linearization approaches can estimate the covariance up to the 
second order, the absolute errors in the fourth and higher order terms for UT are 
smaller. However, UT cannot ensure the positive semi-definiteness of the covariance. 
An alternative method for covariance calculation has been proposed which ensures the 
semi-definiteness of the covariance in (Julier and Uhlmann 1996) and is still more 
accurate than linearization.  
3. Estimation of the Mean and Covariance for a Discontinuous Function 
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The analysis ahead is valid only if the transformation function is continuous across all 
possible values of the state estimates. However, in many practical applications, the 
model functions are discontinuous. 
Let’s consider the linearization approach first. Since the transformation function has 
a finite expected value, all discontinuities must include finite discontinuities in behavior 
of the function. Besides, if the transformation is piecewise by a number of continuous 
functions, each of which has its own Taylor series. The linearization exhibits two types 
of behaviors. If the estimate does not lie at a discontinuity, the estimates for the mean 
and covariance do not reflect the discontinuity at all. However, if it lies at a 
discontinuity, there are difficulties in applying linearization. Specifically, if the function 
is non-differentiable at that point, then it’s not possible to use linearization approach to 
predict the covariance.   
Contrast to linearization, UT approach does not require the condition that the 
transformation should be differentiable. However, the performance will be worse if the 
function is discontinuous. If the discontinuity does not occur within the covariance 
ellipse formed by the sigma points then the estimates of the mean and covariance do not 
acknowledge its existence (Julier and Uhlmann 1996). However, if it lies outside, it is 
unlikely to affect a significant proportion of the distribution. If it lies at a sigma point, 
generally it is not possible to make any comments about the performance. If a 
discontinuity lies within the sigma points, generally the odd terms in the summations of 
the Taylor series do not cancel out and first order errors will be introduced into the 
mean and covariance estimation. Although, the sigma points can represent the first 
moment correctly, it is scaled by 1 √⁄ . The error can be reduced by reducing the 
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value of  at the cost of distorting the higher order terms in the series. Further, when 
 tends to zero, the sigma points converge to one another and might miss the 
discontinuity. The error is significant only if the distribution is largely affected by the 
discontinuity.  
In general, let’s conclude UT with comparison to linearization as follows. When the 
transformation is continuous, the estimation form UT is accurate to the third order and 
the errors are introduced at the fourth order. Linearization can only give estimate which 
is accurate to the second order. In practice, lower terms are significant, so UT is more 
accurate. When the function is discontinuous, linearization only incorporates it when 
the discontinuity lies on the current state estimate. If the function is not differentiable at 
that point, the covariance cannot be calculated. UT uses a distribution of points and 
captures the discontinuity if the discontinuity affects a large portion of the distribution. 
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Appendix E 
Performance of Scaled Unscented Transformation 
1. The Auxillary Random Variable 
In this part, the aim is to show the Taylor series expansion for the mean and covariance 
of the auxillary random variable  in (3.11) agree with the expansion for the mean and 
covariance of random variable  in (3.1) up to the second order. 
      The Taylor series expansion of the auxillary transformation in (3.11) about  is 
                      
                        
! ! !
⋯ 
1
2! 3! 4!
⋯  
! ! !
⋯.                                       (E.1)       
Taking expectations, the estimate for the mean is  
E
! ! !
⋯			 .                          (E.2) 
The odd terms E  and E
!
 are zero due to the symmetry of , and the term 
E
!
 is equal to  
!
, the estimation (E.2) becomes  
!
E
!
⋯			 .                          (E.3) 
From (E.3) and (D.12), it is clear that , the expansion of the mean for the auxillary 
variable  agrees with that of   (i.e, ) up to the second order. The parameter  only 
affects the higher orders and its values can be chosen so that the scaling effects in the 
higher order terms are minimized.  
150 
Let’s consider the covariance now. Suppose the estimation of   is calculated as  
	 E .                                          (E.4) 
From expansions for  and  in (E.1) and (E.2), 
1
2! 3! 4!
⋯  
E
! ! !
⋯ .  
(E.5) 
Taking outer products and expectations and exploiting the symmetry of  which makes 
the odd terms all evaluate to zero, the covariance  will be expressed as 
	E  
E
3! 2! 2! 3!
 
E
!
E
!
⋯.                                                              (E.6) 
From (D.9) and (E.6), the expansion of 	agrees with the expansion of   up to the 
second order. The higher order terms are scaled with parameter .  
2. The Scaled Unscented Transformation  
This part of the appendix will show the estimates of the mean and covariance from the 
SUT scheme agree with those from the auxillary form of the unscented transform for 
any sigma point distribution. 
2.1 The Weight Selection 
First, let’s consider how the weights associated with the scaled sigma points are 
allocated as (3.14). The weights W , 0,1, … ,  are chosen to satisfy the following 
conditions: 
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∑ W 1, 
∑ W ,	
∑ W .																												 (E.7) 
From (3.10),  
.																																								(E.8)	
Comparing the expressions of  in (E.7) and (3.3), substituting (E.8) in (E.7) and using 
the fact that , it is easily to set 
 W , 1,… , .                                          (E.9) 
Since , let’s examine the weight on the zeroth sigma point from   
                                                     W 1  ∑ W  
1  ∑  
  1 1  
1 .                                            (E.10) 
The weight values (E.9) and (E.10) are exactly those given in (3.14) for SUT. 
2.2 The Estimation of the Mean 
From (3.12) and using the fact , 
                                           
 
                                               1  
1 .                                             (E.11) 
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After the substitution of (E.11) in (3.13) and using the fact in (3.2),  
                                          ∑ W  
W 1
1
 
∑ 1 .                          (E.12) 
After substitution of (E.9), (E.10) in (E.12),  becomes 
 ∑ W  
.                                                              (E.13) 
Now it has been shown that the estimation of the mean from SUT is the same as that 
from the auxillary of the UT. It holds for the covariance also, i.e., , which will 
be shown next. 
2.3 The Estimation of the Covariance 
From (E.11) and (E.13),  
1
1
 
                                                     1 1  
1 .           (E.14) 
Then from (3.13), 
W  
W
1
1
1
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1
1
1
 
∑ W
1
1 1
.     
(E.15) 
From (E.9) and (E.10), 
                     ∑ W  
∑ W 1 .       (E.16) 
Together with (3.2), 
                           ∑ W 1  
                       ∑ W 1  
                       ∑ W  
                       1 ∑ W ∑ W   
                       1 ∑ W 1  
                       1 1  
                       1 1 1  
.                                                      (E.17) 
Similarly, 
                   		 ∑ W 1  
                 1 ∑ W  
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               1 ∑ W ∑ W  
               1 ∑ W 1 ∑ W  
               1 1  
               1 1 1  
.              (E.18) 
∑ W 1   
                .                                             (E.19) 
Substitute (E.16) – (E.19) in (E.15) and obtain 
    ∑ W 1   
               
        ∑ W 1   
        ∑   
        ∑ 1   
∑ 1 .                (E.20) 
which is the same as the formula for  in (3.15), i.e., . 
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Appendix F 
Stochastic Galerkin for Mixed-layer Model 
Let , , , , , the aim is to seek a PC expansion of ,  in the following 
form  
, ∑ .					   (F.1) 
Here  is a scalar random variable with standard Gaussian distribution. ϵ , 
~N 0, 1 ,  are normalized Hermite polynomials. For simplicity,  is denoted 
as  and  is denoted as  in the following paragraphs. Denote 
, , , , ,         (F.2) 
∑ .                (F.3) 
Let 1  ,  and . 
Equation 1: 
Equation (5.1) can be written as 
.              (F.4) 
Using PC expansion, the following can be obtained  
∑ ∑ ∑ ,     (F.5) 
∑ , 	 ∑ .         (F.6) 
Taking inner product with both sides by 0,1, … , ,  
∑ , , 	 〈 〉 ∑ , .        (F.7) 
According to the orthogonality of the Hermite polynomials, the following equation can 
be obtained 
∑ , ,   
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	 , (if 0) 
						 . (if 1,2, … , )                           (F.8) 
Equation 2: 
Equation (5.2) can be written as 
.    (F.9) 
Using PC expansion, the following will be obtained  
∑ ∑ ∑ ,    (F.10) 
∑ , ∑ 	 ∑ .    (F.11) 
Taking inner product with both sides by 0,1, … , , 
∑ , , ∑ 〈 , 〉 	 〈 〉 ∑ , .
 (F.12) 
According to the orthogonality of the Hermite polynomials, the following equation can 
be obtained 
∑ , ,   
	 , (if 0) 
							 . (if 1,2, … ,           (F.13) 
Equation 3: 
Equation (5.3) can be written as 
.             (F.14) 
Using PC expansion, the following will be obtained 
∑ ∑ ∑ .          (F.15) 
Taking inner product with both sides by 0,1, … ,  and using the orthogonality 
of the Hermite polynomials, the following equation can be obtained 
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	 , (if 0) 
				 . (if	 1,2, … , )             (F.16) 
Equation 4: 
Equation (5.4) can be written as 
.    (F.17) 
Using PC expansion,  
∑ ∑ ∑ ∑ ∑
∑ ∑ ,                        (F.18) 
∑ , , 	 ∑ ∑ ,   
∑ ∑ , .    (F.19) 
Taking inner product with both sides by 0,1, … , ,  
∑ , , 〈 , 〉 	 ∑ 〈 , 〉 ∑ , 〈 , 〉  
∑ 〈 , 〉 ∑ , 〈 , 〉.    (F.20) 
According to the orthogonality of the Hermite polynomials, the following equation can 
be obtained 
∑ , , 〈 , 〉 	 ∑ , 〈 , 〉
∑ , 〈 , 〉, ( 0,1, … , )     (F.21) 
Equation 5: 
Equation (5.5) can be written as 
.             (F.22) 
Using PC expansion, the following will be obtained 
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∑ ∑ ∑ .          (F.23) 
Taking inner product with both sides by 0,1, … ,  and using the orthogonality 
of the Hermite polynomials, the following equation can be obtained 
 
, (if 0) 
				 , (if	 1,2, … , )      (F.24) 
 
For example, if 2, then  
, ∑ .					   (F.25) 
The unknowns are  
, , , , , 
, , , , , 
, , , , . 
(F.26) 
Denote  
, 〈 , 〉,	 , , 〈 , 〉, , , , 〈 , 〉. (F.27) 
The resulting equations are 
, , , , , , , , , , , ,
, , , , , ,  
, 
, , , , , , , , , , , ,
, , , , , ,  
, 
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, , , , , , , , , , , ,
, , , , , ,  
, 
, , , , , , , , , , , ,
, , , , , ,  
, 
, , , , , , , , , ,
, , , , , , , , . 
, 
, , , , , , , , , , , ,
, , , , , ,  
, 
	 , 
, 
, 
, , , , , , , , , , , ,
, , , , , , , , , , , ,
, , , , , , , , , , , ,
, , , , , , , , , , , ,
, , , , , , , , , , , ,
, , , , , , , , , , , ,
, , , , , , , , ,
	
160 
, , , , , , , , , ,
, , , , , , , , ,
, , , , , , , , , ,
, , , , , , , , , 
, , , , , , , , , , , ,
, , , , , , , , , , , ,
, , , , , , , , , , , ,
, , , , , , , , , , , ,
, , , , , , , , , , , ,
, , , , , , , , , , , ,
, , , , , , , , , 	 , ,
, , , , , , , , , ,
, , , , , , , , ,
, , , , , , , , , ,
, , , , , , , 
 
, , , , , , , , , , , ,
, , , , , , , , , , , ,
, , , , , , , , , , , ,
, , , , , , , , , , , ,
, , , , , , , , , , , ,
, , , , , , , , , , , ,
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, , , , , , , , ,
	
, , , , , , , , , ,
, , , , , , , , ,
, , , , , , , , , ,
, , , , , , , , , 
, 
, 
.                                             (F.28) 
After calculating the coefficients in (F.27) and substituting them into the above 
equations, the resulted equations become 
, 
√2 √2 , 
√2 2√2 , 
, 
√2 √2 , 
√2 2√2 , 
	 , 
, 
, 
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√2
√2 √2 2√2 	
, 
√2 √2
√2 3 √2 5 √2
√2 5 5 	 √2
√2 √2 , 
√2 2√2 √2
√2 5 5 2√2
5 2√2 15 	 √2
2√2 √2 2√2 , 
, 
, 
.                                            (F.29)
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Appendix G 
Legendre Polynomials 
This appendix provides a detailed introduction of Legendre polynomials and their 
properties in single and multiple variables. 
1. Legendre Polynomial – Scalar Case 
In mathematics, the Legendre functions of the first kind, sometimes called Legendre 
coefficients or zonal harmonics (Whittaker and Watson 1990) are solutions to the 
Legendre differential equation, 
1 2 1 0,                (G.1) 
which are possible only if  
1 ,  is a real number.                                 (G.2) 
The solutions of this equation are called Legendre Functions of degree . If  is a 
non-negative integer, i.e., 0, 1, 2, 3, …, the Legendre functions are often referred 
as Legendre polynomials .  
The Legendre polynomials  of degree  in a scalar variable  can be 
expressed by Rodrigues’ formula as 
!
1 , 0, 1, 2, ….              (G.3) 
One generating function of a Legendre Polynomial is  
√
∑ ,                                       (G.4) 
where  can be defined as the coefficients of the Taylor series expansion in (G.4). 
In generating a Legendre polynomial for a specific degree	 , the following formula 
is useful, 
164 
∑ 1 1   
∑ 1   
2 ∑ ,                    (G.5) 
where 
!
! !
	.                                                    (G.6) 
2. Orthogonality Property 
Let’s first define an inner product which is similar as that defined in Appendix A for 
Hermite Polynomials. For integers  and , the inner product of   and  is 
defined as 
〈 〉 ,           (G.7) 
where  is the weighting function. Here, in consistent with the definition for 
Hermite polynomials,  is defined as the weighting function for uniform 
distribution in range [-1, 1], i.e., 
.                  (G.8) 
This inner product induces a norm ‖ ‖  of  defined by 
‖ ‖ .         (G.9) 
It can be verified that  
〈 〉 ‖ ‖ ,                   (G.10) 
where 0  if , and 1  if . That is,  and  are orthogonal for 
, and the norm of  is 
‖ ‖
√
.            (G.11) 
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Consequently,  constitute an orthogonal system of polynomials and 
√2 1  constitute an orthonormal system. √2 1  are 
called normalized Legendre polynomials. 
As an example, the following Table G.1 gives a list of the first few Legendre 
polynomials (0 6) with their norms as defined in formula (G.9),  
Table G.1 A list of ,  
Degree   ‖ ‖  
0 1 
1 
1  
1
3
 
2 
1
2
3 1  
1
5
 
3 
1
2
5 3  
1
7
 
4 
1
8
35 30 3  
1
9
 
5 
1
8
63 70 15  
1
11
 
6 
1
16
231 315 105 5  
1
13
 
 
3. Legendre Polynomials – Multivariate Case 
Similar as the multivariate case for Hermite polynomials, let , , … , ∈  
be a n-variate random variable with weight function 
∏ ∏ ,                      (G.12) 
where  is defined in (G.8). 
Given  and one of its partitions ( , , … , ), define an -variate homogeneous 
Legendre polynomial of degree : 
… ∏ ∏ ! 1 .																	(G.13) 
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By combining the multiplicative decomposition of the multi-variate Legendre 
polynomials in terms of the univariate Legendre polynomials and using the 
orthogonality of the latter, the orthogonality of the multivariate Legendre polynomials 
can be readily inferred. Therefore, for ⋯  and ⋯
, then 
〈 〉 0, (if )  
∏ , (if	 												(G.14)	
Clearly, 
P … ∏ .        (G.15) 
It can be verified that there are exactly 1   linearly independent  -variate 
Legendre polynomials of degree . Further, it can be verified that the total number of 
linearly independent  -variate Legendre polynomials of degree less than or equal to  
is . 
Table G.2 provides a list of the set of all 15 two-variate 	 2  Legendre 
polynomials of degree less than or equal to 4. The last column in Table G.2 gives the 
norm , . 
4. Legendre Polynomials Chaos 
Similarly, the properties of the Legendre polynomials  can directly carry over to 
 where  is a uniform distributed random variable over [-1, 1]. 
The following properties of  can be easily verified.  
(1) Examples of  are obtained by replacing	  by  in Table G.1. 
(2) 0, if 0. 
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Table G.2 Two-variate (n=2) Legendre polynomials, degree less than or equal to 4 
Degree 
 
Multi index 
 ,
  ,
0 0    0 1 1 1 
1 
1    0   
1
3
 
0   1   
1
3
 
2 
2   0 
1
2
3 1   
1
5
 
1   1   
1
9
 
0   2 
1
2
3 1   
1
5
 
3 
3   0 
1
2
5 3   
1
7
 
2   1 3 1    
1
15
 
1   2 3 1    
1
15
 
0   3 
1
2
5 3   
1
7
 
4 
4   0 
1
8
35 30 3   
1
9
 
3   1 5 3    
1
21
 
2   2 3 1 3 1    
1
25
 
1   3 
1
2
5 3   
1
21
 
0   4 
1
8
35 30 3   
1
9
 
 
(3)  are orthogonal, that is, 
〈 , 〉 0 if . 
(4) The norm ‖ ‖ of  is defined by  
168 
〈 , 〉 ‖ ‖ , 
i.e., ‖ ‖
√
. 
(5) √2 1  form an orthonormal system of Legendre polynomials. 
The above properties can be readily extended to multivariate Legendre polynomials 
over a set of  standard uniform distributed random variables , , … ,  (independent 
with each other): 
(6) Let ⋯ , where 0  for 1 . Then 
, ,…, , , … , … . 
(7) , ,…, , , … , ∏ . 
 
