INTRODUCTION
============

The concept of an energy landscape is a powerful tool in providing a description of complex natural phenomena. In chemical kinetics, reaction profiles have long been used to qualitatively rationalize the outcomes of chemical reactions, casting light upon preferred mechanisms and the effects of catalysis ([@R1], [@R2]). In biology, energy landscapes are central to understanding the microscopic origins of processes, including protein folding ([@R3]--[@R8]) and selective transport through membrane channels ([@R9]--[@R14]). Elucidating the factors governing the dynamics of stochastic processes may be central to even more diverse problems, such as understanding electron transport ([@R15]) or the changing stock prices in financial markets ([@R16]--[@R18]). Despite this, quantitatively resolving the energy landscape that governs an arbitrary process is, in general, very difficult and requires measurements of transition path times ([@R3], [@R4], [@R19]--[@R21]). Hence, uncovering energy landscapes represents a fundamental problem in understanding complex systems.

The question of how a system explores a known energy landscape has been extensively debated, and multiple computational methods to evaluate the resulting dynamic properties have been proposed ([@R22], [@R23]). By contrast, the inverse problem---that of determining features of an unknown energy landscape, such as the depth of potential minima or number of intermediate states, from knowledge of the dynamic features of the system---is much more challenging. Recently, however, quantitative links between dynamics and the energy landscape have been proposed from theoretical analysis of complex networks of states ([@R24]) where the dynamics were quantified by the first-passage time distribution. Yet, to analyze systems with unknown energy landscapes, the applicability of these theoretical relationships must be tested experimentally. This can only be achieved with detailed knowledge of both the potential energy landscape and dynamics of the process to allow for the quantitative mapping between these two parameters to be probed. Such detailed information is often not available for molecular or nanoscale systems where only certain aspects of the dynamics can be obtained or where the energy landscape is unknown or can be assessed only indirectly. In contrast, mesoscale colloidal model systems represent an ideal test bed for understanding and developing these proposed fundamental connections. Here, it is possible to manipulate and control the free energy landscape ([@R25]--[@R30]) while resolving the dynamics with no unknown or hidden degrees of freedom.

In this work, we establish a powerful general method to reveal key details of energy landscapes in experimental systems ranging from the mesoscale to the microscale through quantitative analysis of first-passage time distributions. We first develop our method by studying the diffusion of colloidal particles in microfluidic channels with controlled potential energy landscapes. Here, we observe characteristic behavior in the short-time regime of the first-passage time distributions, which sensitively reflects the number and depth of potential minima crossed by a particle as it escapes the channel ([Fig. 1A](#F1){ref-type="fig"}), consistent with theory ([@R24]). We then demonstrate the wider relevance of our method by analyzing the dynamics of, first, the chemical ratcheting of a DNA oligonucleotide through a nanoscale pore ([@R31]) and, second, the folding and unfolding of DNA hairpins ([@R32]). Just as with our colloidal system, we find that, in both cases, the first-passage time distributions show a power-law regime with integer exponent at short times, from which it is possible to infer the number of intermediates associated with the process. Hence, we demonstrate that a purely dynamic measurement of the full first-passage time distribution can be used to uncover quantitative features of an underlying potential energy landscape.

![Transport in controlled potential landscapes.\
(**A**) Illustration of the proposed link between first-passage time distributions and a particle moving across a potential landscape. (**B**) Typical experimental image. (**C**) Experimental 2D probability distribution of particle positions for a channel with four optical traps. The color bar indicates the total number of times a particle is observed at a position within the channel. (**D**) 1D potential landscape, *U*(*x*), calculated from the probability distribution in (C) with potential minima depth Δ*U \~* 3 *k*~B~*T*. Channel exits are indicated by solid lines and the boundaries between minima as dashed lines. Minima labels L(R) 0 to 3 indicate the lowest number of minima that must be crossed to exit to the left (right) reservoir, for a particle starting in this minimum.](aaz4642-F1){#F1}

RESULTS
=======

First-passage time behavior in a colloidal system
-------------------------------------------------

Colloidal particles are loaded into microfluidic chips designed to include an array of channels linking two three-dimensional (3D) reservoirs. Channel dimensions are chosen to confine the colloidal particle to display quasi-1D diffusion, and the sample is imaged using a custom-built, inverted optical microscope (see [Fig. 1B](#F1){ref-type="fig"}). Holographic optical tweezers are used to modulate the potential landscape experienced by the particles by introducing into the channel multiple optical traps. These are designed to be sufficiently weak (depths of 2 to 5 *k*~B~*T*) to allow for escape of the particle from the associated potential minima in observable periods of time. Optical tweezers are also used to automate the data acquisition process ([@R28]). For each first-passage time measurement, a colloidal particle is trapped within the bulk, moved to the center of the channel, i.e., the boundary between L1 and L2 in [Fig. 1D](#F1){ref-type="fig"}, released, and allowed to diffuse over the applied potential landscape until it escapes the channel to either the left or right reservoir. This automation allows for the acquisition of large datasets (500 to 4000 trajectories corresponding to more than 10^5^ particle positions). Videos are recorded at 60 Hz, with particle trajectories extracted using standard image analysis techniques.

To quantify the imposed potential landscape, we first obtain the joint probability distribution of particle positions, *P*(*x*, *y*). In [Fig. 1C](#F1){ref-type="fig"}, *P*(*x*, *y*) is plotted in 2D for a system with four potential minima of depth Δ*U \~* 3 *k*~B~*T*. Here, the data show the enhanced probability of a particle residing in the four optical traps. The distribution of particle positions is directly related to the potential of mean force along the *x* axis, *U*(*x*), as *U*(*x*) *\~ -k*~B~*T* ln *P*(*x*), with *P*(*x*) the average over *y* of *P*(*x*, *y*). This resulting potential landscape for the same four-trap system is shown in [Fig. 1D](#F1){ref-type="fig"}.

For every position in a trajectory, *x*~i~ (*t*~i~), the first-passage time is calculated as *t*~FPT~ *= t*~exit~ *-- t*~i~, with *t*~exit~ the first time a particle attains a position outside of the channel. Hence, while at the start of every measurement the particle is positioned in the center of the channel, the distribution of times to exit from any position within the channel can be measured by assuming the motion of the particle to be Markovian and taking every subsequent position in the trajectory as a new starting point in the analysis. To probe the effect of exit from the channel by crossing an increasing number of intermediate minima, first-passage time distributions are determined for data split into subsets with starting positions, *x*~i~, in different regions of the potential landscape (see [Fig. 1D](#F1){ref-type="fig"}). Initially, separate distributions are obtained for particles exiting to the left (L) or right (R) reservoir before being combined into a single set of distribution functions. For example, in [Fig. 1D](#F1){ref-type="fig"}, combining data from L1 and R1 would form the full *m* = 1 distribution. The value of *m* indicates the lowest number of minima that must be crossed by the particle, from its initial position (a minimum in the channel) to its final position (a reservoir), i.e., *m* = 0 corresponds to crossing no intermediate minima or one boundary in [Fig. 1D](#F1){ref-type="fig"}, *m* = 1 to crossing one intermediate minimum or two boundaries, etc. Typical trajectories for *m* = 0, 1, 2, and 3 are shown in fig. S1. For all distributions, error bars are obtained via the bootstrap method.

[Figure 2 (A and B)](#F2){ref-type="fig"} shows the first-passage time distributions, *P*(*t*~FPT~), on a linear and log-log scale for colloidal particles diffusing across the potential landscape shown in [Fig. 1D](#F1){ref-type="fig"}. Distributions for *m* = 1, 2, and 3 are shown, corresponding to the particle starting from a minimum for which exit to a reservoir involves crossing at least 1, 2, or 3 intermediate minima of depth \~3 *k*~B~*T*, respectively. For clarity, we do not plot *P*(*t*~FPT~) for *m* = 0, which show only the expected exponential decay in all cases. On a linear scale, as *m* increases, the distributions exhibit the expected qualitative behavior for diffusion over increasingly large distances, namely, a broadening and a shift in the peak to larger times. When plotted on a log-log scale in Fig. 2B, however, the distributions display a distinct linear behavior at short times, with a slope that increases with increasing number of minima that must be crossed. The distributions in [Fig. 2B](#F2){ref-type="fig"} are qualitatively different to those of a system with no imposed potential minima (free diffusion), which lack this linear short-time regime (see fig. S2).

![First-passage time distributions of colloidal particles in imposed potential landscapes.\
Distributions in (**A**) and (**B**) show *P*(*t*~FPT~) on a linear and log-log scale for particles diffusing over a potential landscape with minima depth Δ*U \~ 3 k*~B~*T*. Dashed lines indicate the predicted power-law scaling according to [Eq. 1](#E1){ref-type="disp-formula"} and the value of *m* for each distribution corresponds to the number of minima crossed by the particle. (**C**) *P*(*t*~FPT~) for particles crossing two potential minima (*m* = 2) of different depths, Δ*U*, as indicated. Vertical dashed lines indicate the time scale over which the first-passage time (FPT) distributions exhibit a linear regime on a log-log scale, as defined by the black dashed lines. (**D**) The length of the power-law (linear) regime as a function of potential minima depth for all colloidal systems.](aaz4642-F2){#F2}

Theoretical results have suggested that the structure of a 1D network of discrete states can be coupled to a short-time scaling of the first-passage time distribution of events starting in a state *A* and finishing in a state *B* (*B* \> *A*) via$$\text{ln}~P(t_{\text{FPT}}) \simeq (B - A - 1)~\text{ln}~t_{\text{FPT}} + C$$where *C* is a system-dependent constant and the expression is asymptotically equal in the limit of short times ([@R24]). Here, this simple quantitative relation is valid because the short-time regime of the distribution for events starting at state *A* and finishing at state *B* is dominated by the shortest trajectories, i.e., those that move directly from *B* to *A* and that do not dwell in any one state for a prolonged time ([@R24]). If a minimum in our continuous landscape is mapped to a "state" in the network description, the linear distortion in the shape of the experimental distributions is exactly consistent with this prediction of a power-law scaling with increasing integer exponent---on a log scale, a linear regime with increasing integer slopes---at short times. To highlight this, dashed lines in [Fig. 2 (C and D)](#F2){ref-type="fig"} indicate the short-time *t^m^* behavior with, on a log-log scale, the linear regime exhibiting an integer increase in slope with increasing number of minima crossed, exactly as predicted by [Eq. 1](#E1){ref-type="disp-formula"}. We can therefore infer directly from the short-time regime of the first-passage time distribution the number of intermediate potential minima, or equivalently, the number of states, associated with the shortest pathway of the particle to the exit. Note that all experimental trajectories in a dataset are used to build each distribution; trajectories for which the particle has moved back and forth across the landscape fall in the long-time regime of the distribution and so do not affect the slope of the distribution at short times.

At very short times, however, clear deviations from the linear scaling are seen in *P*(*t*~FPT~) for *m* = 1 and 2 (light-colored points in [Fig. 2B](#F2){ref-type="fig"}). The time resolution in the colloidal experiment is \~16 ms, while the shortest events in the distributions in [Fig. 2B](#F2){ref-type="fig"} are \~ 0.2 s, corresponding to a shortest relevant trajectory of at least 10 positions. Hence, it is unlikely that this very short time deviation is due to our finite time resolution. Instead, the deviations arise from a small number of trajectories in which the particle moves directly toward the channel exit without a detectable effect on the trajectory from the potential minima. We discuss these results in more depth in section S4. To further explore the effect on the distributions of such details of a continuous landscape, [Fig. 2C](#F2){ref-type="fig"} shows *P*(*t*~FPT~) for *m* = 2 with varying minima depth, Δ*U*, as indicated. On a log-log scale, a linear fit is applied to the linear regime of each distribution and is shown as a dashed black line. In all cases, the slope is close to 2, consistent with the prediction of [Eq. 1](#E1){ref-type="disp-formula"} for particles that must cross at least two minima to exit the channel. As the potential minima become deeper, however, the linear power-law regime becomes increasingly pronounced, and we observe a reduction in the deviation from the linear regime at very short times. Our observation of fast trajectories in our colloidal system that lead to deviations from the linear regime at very short times indicates the importance of potential minima significant relative to *k*~B~*T* to observe a clear power-law regime. This is a consequence of the fact that the Markov jump model, implied by [Eq. 1](#E1){ref-type="disp-formula"}, is a good approximation to the dynamics in our experimental system only when there is a separation of time scales, with the time spent within minima much longer than the time necessary to move between them. We note, however, that even the distribution for a colloidal system with potential depth of \~2 *k*~B~*T* shows a change in the slope of the short-time regime when compared to the distribution for free diffusion (see fig. S2B.)

A comparison between the data and the linear fit in [Fig. 2C](#F2){ref-type="fig"} allows for determination of the length of the linear power-law regime, Δ*t*, as indicated by the vertical dashed lines. In [Fig. 2D](#F2){ref-type="fig"}, we plot this length of the power-law regime for *m* = 1, 2, and 3 as a function of Δ*U*. For all data, we observe that Δ*t* scales with exp(Δ*U*/*k*~B~*T*) with a gradient that increases with *m*. [Figure 2D](#F2){ref-type="fig"} thus shows that the short-time regime provides not only information on the number of underlying intermediate potential minima, from the slope of the linear regime, but also the depth of the minima, from Δ*t*. This behavior can be rationalized by considering the time necessary to move across the potential landscape (the Supplementary Materials).

Inferring molecular intermediates from first-passage times
----------------------------------------------------------

Turning to nanoscale and molecular systems, we now explore the general applicability of our findings to the more complex dynamic phenomena found at these length scales. In particular, we exploit the same analysis to understand two different dynamic processes: first, transport in a nanoscale pore---the "molecular hopper" system---and second, the folding and unfolding kinetics of DNA hairpins. Details of the molecular hopper system have been previously reported ([@R31]). Specifically, the small-molecule hopper carries a single-stranded DNA (ssDNA) cargo along a multicysteine track by consecutive thiol-disulfide interchanges. The track is built on a β strand facing the lumen of an α-hemolysin nanopore. Under an applied potential, the ionic current passing through the pore changes as the ssDNA is ratcheted from one cysteine foothold to another, from which the position of the hopper can be determined (see [Fig. 3B](#F3){ref-type="fig"}).

![First-passage time distributions from the mesoscale to the microscale.\
(**A**) *P*(*t*~FPT~) for the colloidal channel system. (**B**) *P*(*t*~FPT~) for the nanoscale, molecular hopper, system comprising a DNA oligonucleotide ratcheted through an α-hemolysin pore. *m* = 1 and *m* = 2 distributions are shown for crossing one or two states (making two or three hops, respectively). (**C**) *P*(*t*~FPT~) for the folding and unfolding dynamics of two DNA hairpin systems with different structures and thus energy landscapes.](aaz4642-F3){#F3}

To apply [Eq. 1](#E1){ref-type="disp-formula"}, we map each foothold, or possible position of the cargo, to a state in the discrete network description. First-passage time distributions are then calculated by identifying regions of the current trace in which the cargo has crossed one (*m* = 1) or two (*m* = 2) intermediate states equivalent to making two or three hops within the pore, respectively. For example, in [Fig. 3B](#F3){ref-type="fig"}, hopping from position 0 to position 2 involves crossing a single state (position 1) and would thus contribute to the *m* = 1 distribution. All positions within the pore are assumed to be equivalent, such that transitions between any pair of states that are separated by the correct number of intermediate states are combined into a single distribution. From this procedure, we obtain 161 realizations of the two-hop *m* = 1 process and 87 realizations of the three-hop *m* = 2 process. The resulting first-passage time distributions are shown in [Fig. 3B](#F3){ref-type="fig"}. These distributions exhibit a short-time linear regime on a log-log scale, with a slope very close to that predicted from [Eq. 1](#E1){ref-type="disp-formula"} for systems crossing one or two states. In contrast to the colloidal experiment, the hopper generally moves in only one direction, demonstrating the applicability of our approach to a system with more directed motion. Hence, we note that, for the hopper, the long-time regime of the distribution is made up of trajectories that have dwelled for longer in a relevant state before moving to the exit rather than those that have moved back and forth. While it is possible for the cargo to make the four hops required for the *m* = 3 distribution, there were only 35 available realizations of this process, and it was not possible to resolve this distribution with sufficient accuracy to unambiguously determine the initial slope. The length of the linear regime for the *m* = 2 state is approximately twice that of the *m* = 1 state, which agrees with our findings from the colloidal system. Furthermore, if the much shorter time and length scales inherent to the nanopore system are accounted for, then the scaling in [Fig. 2D](#F2){ref-type="fig"} can be used to obtain Δ*U \~* 17 *k*~B~*T* for the nanopore system (the Supplementary Materials). This is in good agreement with previous estimates ([@R31]). These results demonstrate that our approach is well suited to characterizing details of transport in nanopore systems.

Force spectroscopy measurements of DNA hairpin systems have also been previously described ([@R32], [@R33]). In these experiments, a molecule of interest is tethered to two beads that can be maneuvered using optical traps to unfold the DNA duplex into single strands. Here, a "hopping" or passive mode protocol is adopted. Changes in the positions of the beads with respect to fixed optical traps are monitored as a function of time. The relative change in bead positions can be directly related to changes in the force exerted upon the bead by the DNA hairpin, with the force exerted varying according to the precise structural configuration of the molecule. Each structural configuration of the hairpin corresponds to a different minimum, in the underlying energy landscape for the molecule. From this, the force serves as a proxy for the different structural configurations, linked to different energy minima, and different force values can thus be associated with the different "states" in [Eq. 1](#E1){ref-type="disp-formula"}. Notably, however, direct analysis of the force versus time trace using step fitting is more challenging because of the substantial fluctuations (see [Fig. 3C](#F3){ref-type="fig"}), which makes it less straightforward to directly determine the number of states, and their associated force ranges directly from the trace. These experimental systems thus test the applicability of our approach to molecular systems with lower signal-to-noise ratios, for example, processes that have a well-defined start and end point but where all intermediate states cannot be resolved.

As we can now only consider transitions between the extremes of high and low force, to probe passage over different numbers of states, we consider two different DNA hairpin structures that can adopt different numbers of intermediate configurations (intermediate force states) between the folded and unfolded states. To calculate the first-passage time distributions, we define a certain force range as the initial state (below the blue line in [Fig. 3C](#F3){ref-type="fig"}) and consider the time necessary to first reach a small percentage (\< 0.5%) of points in the trace at the opposite extreme of force (indicated by the orange line). The first-passage time distributions calculated in this way for the folding of the two different DNA hairpin molecules are shown in [Fig. 3C](#F3){ref-type="fig"}. Again, both distributions show a clear linear regime on a log-log scale at short times with (i) exhibiting a slope close to 1 and (ii) a slope close to 2.

Interpretation of the initial scaling of the distributions requires the structure of the two DNA hairpins to be considered. Data used to build the first-passage time distribution plotted in [Fig. 3C](#F3){ref-type="fig"}(i) is taken from a short (20 base pairs) DNA hairpin that can transition from a folded (high force) state to an unfolded (low force) state via one intermediate ([@R32]). In transitioning between the folded and unfolded states, the system therefore crosses only one intermediate state, i.e., it represents an *m* = 1 process, and this is consistent with our finding that the observed slope in the distribution is equal to 1. Data in (ii) is taken from a longer DNA hairpin with a more complex structure and thus free energy landscape designed to adopt four different configurational states: an initial configuration, final configuration, and two intermediates. Hence, in moving from the initial to final configurational state, two intermediate states will be crossed, resulting in an *m* = 2 distribution with initial slope equal to 2 in [Fig. 3C](#F3){ref-type="fig"}. This demonstrates that our analysis can distinguish between the different energy landscapes associated with the possible configurations of these two different DNA hairpins and demonstrates the ability of our approach to elucidate details of the energy landscape in a molecular system.

DISCUSSION
==========

We have established a powerful and general protocol that uncovers details of an underlying potential energy landscape by explicitly analyzing system dynamics as quantified by first-passage time distributions. Our approach was first rigorously explored in a mesoscale colloidal model system that allows for the resolution of detailed dynamic information in an experimentally controlled potential energy landscape. Here, we observe a characteristic power-law scaling with integer exponent in the short-time regime of the distribution that directly reflects the number and depth of potential minima experienced by the particle. This demonstrates the applicability of theoretical results for a discrete 1D network of states ([@R24]) to systems with well-defined but continuous potential energy landscapes with sufficiently deep minima.

Having fully detailed the applicability of this approach to our colloidal model system, we broadly applied our method to dynamic processes occurring in nanoscale and molecular systems. More specifically, we calculate the first-passage time distributions for both transport of a molecule through a nanoscale pore ([@R31]) and for the folding and unfolding of DNA hairpins ([@R32]). In both cases, the distributions show a power-law regime at short times from which it is possible to infer the number of intermediate minima in the energy landscapes associated with the process. Hence, our approach can be applied not only to systems from the mesoscale to the microscale but also to data acquired by a range of different experimental techniques.

The main finding of our work is the experimental exploration across multiple length scales of a simple, analytic relationship between the dynamics of a process and key underlying aspects of the free-energy landscape that drives it. Consequently, for phenomena where only dynamic information is accessible, calculation of the first-passage time distribution can be reliably used to reveal details of the underlying energy landscape. While we note that our method does not allow for a full restoration of the underlying landscape, the two features obtained from the distributions, namely, depth and number of potential minima, are those most important to understanding the dynamics of a process. Regarding the application of our approach to other experimental systems, the results presented here do indicate some practical requirements that must be satisfied by the data. First, to observe the linear regime, the system must have a fixed and well-defined potential landscape, i.e., one that does not vary in time, with potential minima that are significant compared to *k*~B~*T*. This is suggested by our findings for the colloidal system where deviations from the predicted scaling of the distribution at very short times become more significant as the potential minima become shallower. Hence, in observing a particular integer slope, this can be interpreted as the minimum number of states relevant to the process but does not exclude the possibility of additional much shallower minima in the landscape. Second, it is crucial that the time resolution of the experiment is sufficiently high that the first passage time distribution presents a maximum with a short time regime that can be well resolved. Furthermore, we note that, while observation of a power-law scaling allows for the determination of details of the landscape, the absence of a linear regime is rather more difficult to interpret. Here, while this may indicate that there are no intermediate states associated with the process, it could also be a consequence of phenomena with dynamics that are not well approximated by a Markov jump model, e.g., movement through complex potential landscapes composed of many shallow minima with no dominant shortest pathway through the landscape. However, theoretical predictions corresponding to those in this work exist for multidimensional networks of states ([@R24], [@R34], [@R35]), and this is discussed more extensively in the Supplementary Materials. It will now be important to explore processes with these more complex free-energy landscapes.

MATERIALS AND METHODS
=====================

Microfluidic chips are fabricated using replica molding in ﻿polydimethylsiloxane (PDMS), before plasma bonding of the PDMS component to a glass slide that has been cleaned with isopropanol. The microfluidic device is designed to include to 3D reservoirs with a depth of 12 μm connected by an array of channels with a length of \~4.8 μm and a width and height of \~0.9 μm. To fabricate the mold, focused ion beam deposition is used to create the negative of the channel array with standard photolithography used as a second step to produce the reservoirs. Colloidal suspensions consist of polystyrene particles with a diameter of \~510 nm (Polysciences Inc.) in a 5 mM solution of KCl. For data acquisition, the system is imaged at a rate of 60 fps using a Mikrotron MC1362 camera. Holographic optical tweezers are used both to impose potential landscapes and to automate the data acquisition as described in detail in ([@R28]). Full materials and methods for the molecular hopper are described in ([@R31]) and for the DNA hairpin system in ([@R32]), with the exception of the DNA sequence for the longer hairpin, which can be found in the Supplementary Materials.
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