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Representación computacional
del lenguaje natural escrito
Computational representation of
written natural language
Resumen
Cuando el ser humano lee o escucha una palabra, inmedia-
tamente la relaciona con un concepto. Esto es posible gracias
a la acumulación de información y a la posibilidad de filtrar,
procesar y relacionar dicha información. Para la máquina,
una expresión escrita en el lenguaje natural es una cadena de
bits que no aporta información por sí sola. Un computador
interpreta esta cadena de bits, modelando el proceso que
tiene lugar en la mente humana, estructurando y relacionado
la cadena con información previamente almacenada. En el
proceso, así como al momento de describir los resultados, el
texto es representado por estructuras formales que permi-
ten el procesamiento automático, la interpretación y la
comparación de la información. Este artículo presenta una
descripción detallada de estas estructuras.
Palabras claves: Procesamiento de lenguaje natural, es-
tructuras computacionales.
Abstract
When humans read, or hear, words, they immediately rela-
te them to a concept. This is possible due to the information
already stored in the brain and also to human’s ability to
select, process, and associate such information with words.
However, for a computer, natural language text is only a
sequence of bits that does not convey any meaning on its
own, unless properly processed. A computer interprets this
bit sequence by modeling the processing that takes place in
human minds, namely structuring and linking the text with
previously stored information. During this process, as well
as when describing its results, the text is represented using
various formal structures that permit automatic processing,
interpretation, and comparison of  information. In this paper,
we present a detailed description of  these structures.
Key words: Natural language processing, computational
structures.
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1. Introducción
La mayor parte de la información que posee la humanidad se encuentra almacenada
en forma de lenguaje natural. La gran necesidad de los usuarios de esta información es
gestionarla: almacenarla, consultarla, entenderla y actualizarla.
Para el ser humano una frase expresada en lenguaje natural leída, escuchada, hablada o
escrita adquiere inmediatamente un significado. Cada palabra o conjunto de palabras, se
asocia con un conjunto de experiencias e imágenes que al ser relacionadas y filtradas trae
a la mente exactamente el significado correcto. El hombre identifica de quien se habla, la
acción que realiza, el tiempo, los sinónimos, el dominio y todas las particularidades del
lenguaje natural. Para una máquina computacional, un texto escrito en lenguaje natural,
corresponde a una cadena de bits (símbolos) sin significado alguno. Para que una máqui-
na pueda  entender su significado, se debe recurrir a técnicas propias del procesamiento del
lenguaje natural (PLN) y de la lingüística computacional (LC) y a artificios computacionales
como el de estructurar la información de tal forma que esta pueda ser gestionada y
relacionada con algún significado. Significado que puede buscarse usualmente en ele-
mentos especializados para tal fin, tales como ontologías, tesauros, bases de conocimiento,
entre otros (ver Figura No 1).
Figura 1. Procesamiento del lenguaje
natural por el humano vs. la máquina (fuente: autores)
El proceso de estructurar el texto escrito en lenguaje natural o de representar la cadena
de símbolos en una estructura computacional como un vector, un árbol, una pila, un
modelo relacional, entre otras, permite que se pueda gestionar la cadena a través de
algoritmos computacionales. Para transformar de forma automática el texto a la estruc-
tura escogida se utilizan las partes de dicha cadena, es decir las palabras y sus interrelaciones
y de acuerdo a la estructura escogida, es deseable que, por un lado, dicha estructura
permita incluir la mayor cantidad de información —entendida información como aque-
lla que aporta al significado de la cadena—, y por el otro, que el proceso de transformar
la cadena a esta estructura sea factible de ser automatizado.
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Representación computacional del lenguaje natural escrito
En términos generales se podría afirmar que el PLN, es una disciplina que con apoyo
de la LC se encarga de proveer soluciones para la interpretación y gestión del lenguaje
natural. Dichas disciplinas se soportan en  técnicas y métodos propios de la estadística,
las matemáticas, la lingüística, la inteligencia artificial, entre otras. Lo correspondiente a la
generación de herramientas y aplicativos que incluyen la gestión del lenguaje natural se
puede enmarcar dentro de lo que se conoce como ingeniería lingüística.
En la actualidad ya no es solo el deseo de que las máquinas computacionales puedan
establecer una comunicación utilizando el lenguaje natural,  tal y como lo hacen las perso-
nas sino que se ha convertido en una exigencia. Es así que responder a un sinnúmero de
necesidades actuales como la utilización de la información almacenada a través de la
Web o de aplicativos ya sea para buscar información específica,  patrones de comporta-
miento o  predicciones han hecho que cada vez se busquen y optimicen alternativas para
que de alguna manera las máquinas interpreten el contenido de los documentos digitales
expresados en lenguaje natural. Consecuentemente, entre las aplicaciones más comunes
en las áreas en mención son la recuperación de información, la respuesta automática a
preguntas, la traducción automática y la clasificación de documentos.
En este artículo se presenta una revisión del primer aspecto mencionado, es decir de las
estructuras computacionales utilizadas para el procesamiento del lenguaje natural escrito.
El artículo está organizado como sigue. En la sección 2 se presenta brevemente la infor-
mación general sobre dichas estructuras. En la sección 3 se presentan las estructuras
básicas, las cuales no representan la semántica detallada. En la sección 4 se presentan
estructuras más avanzadas. En la sección 5 presenta detalles sobre las estructuras concep-
tuales que tienen un estándar claro para su construcción. Finalmente la sección 6 concluye
el artículo.
2. Estructuras computacionales en el PLN
Una gran variedad de formalismos estructurados han sido propuestos para represen-
tar los textos en el lenguaje natural. Estos formalismos van desde las representaciones
más simples como las vectoriales hasta las más complejas como los lenguajes estructurados,
estructuras conceptuales y formalismos matemáticos como los grafos. Los formalismos
más simples, en el sentido de que pueden capturar menos cantidad de elementos que
conduzcan a la interpretación del significado o semántica y su procesamiento, incluida la
transformación de la cadena de caracteres a dicha estructura requiere de una algoritmia.
Por su parte los formalismos más complejos, si bien permiten incluir más elementos que
pueden contribuir a la interpretación del significado inmerso dentro de la cadena, el
procesamiento —la transformación de lenguaje natural al formalismo y viceversa— es
más complicado y, lo más importante, mucho menos confiable con la tecnología actual.
En la sección 4 se amplia y detallan estas estructuras y se justifica del porqué se hacen tales
afirmaciones.
En las siguientes secciones se presenta una revisión de las estructuras computacionales,
empezando por las más básicas y continuando con más avanzadas.
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3. Estructuras básicas
Dentro de esta categoría se clasifican aquellas estructuras que se usan cuando no se
requiere mayor nivel de detalle, resultados aceptables y bajo costo computacional. Tanto
el proceso de convertir el texto en una estructura, como el de gestionar dicha estructura,
requiere de una algoritmia básica y por ende un  bajo costo computacional. Es de anotar
que estas estructuras también son la base para las estructuras más avanzadas.
3.1 Modelo de espacio vectorial
Teniendo en cuenta el conjunto de palabras que hacen parte de una sentencia, una
representación muy clásica es la propuesta por Salton [1], autor del trabajo pionero en
representar los documentos como un vector de frecuencias, donde cada entrada (coor-
denada) del vector corresponde a una determinada palabra dentro del documento y su
valor es la frecuencia de aparición de dicha palabra. Se puede decir que la mayoría de
trabajos de recuperación de información y clasificación utilizan dicha representación,
como en [2], [3] y [4].
Trabajar con las palabras que pertenecen a un lenguaje conlleva al manejo de un gran
número de variables y por ende el procesamiento de alta dimensionalidad. El procesar el
lenguaje a través de alguna estructura no elimina, por sí solo, la problemática de la
dimensionalidad, por lo que aparecen trabajos que estudian el comportamiento de las
palabras con análisis estadístico [5] y los que permiten asimilar las palabras a sus raíces
(stemming) como el presentado en [6] o el algoritmo propuesto por Porter, llamado Porter
stemmer [7].
Otra representación basada también en vectores, es aquella donde cada entrada del
vector significa la presencia o ausencia de una palabra en el documento, es decir que el
documento se representa como un vector de entradas binarias [8].
La representación de documentos con la estructura vectorial, puede darse a través de
tuplas como un conjunto de parejas (término, peso), donde el peso corresponde a un
valor dado de acuerdo a la parte del documento donde aparece la palabra —por ejem-
plo, un título tendrá mayor peso que un subtítulo.
La colección de palabras puede ser extraída  de todo el documento o de alguna parte
específica como de los títulos o el resumen: por ejemplo, en [9] las palabras se extraen
únicamente de los enlaces de un hipertexto, para así cumplir con un trabajo de clasifica-
ción.
Con esta representación se pueden utilizar diferentes técnicas en las tareas propias del
procesamiento del lenguaje natural. Por ejemplo, en los trabajos de recuperación de
información y de indexación se utilizan métodos de semántica latente que buscan visualizar
las relaciones ocultas que existen entre las palabras a través de la aplicación de vectores y
valores propios [10]. Estas técnicas se aplican sobre vectores de frecuencia o sobre
vectores cuyo contenido corresponde a valores binarios [11].
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3.2 Listas
Las colecciones de palabras representadas con estructuras básicas no solo se han teni-
do en cuenta de forma vectorial sino también como listas. Den-tro de esta clasificación
se pueden referenciar las estructuras utilizadas para indexar documentos a través de los
índices invertidos. Un índice invertido es una lista de términos acompañados por los
números o referencias de los documentos en los cuales aparecen dichos términos. El
contenido de dicha lista puede tener algunas variaciones como por ejemplo que a demás
de contener el documento, contenga las posiciones donde se encuentra la palabra dentro
del documento o la presentada en [12], donde cada documento se representa por medio
de una lista de tuplas (palabra, valor).
3.3 Grafos
Existen varios métodos para representar los documentos como grafos. En  [13], se
clasifican los  métodos en: estándares, simples, distancia n, distancia n-simple, frecuencia
absoluta y frecuencia relativa. Cada método se basa en examinar los términos en cada
documento y sus adyacencias. Al igual que en otros métodos, los términos se extraen del
documento y se realiza un  pre-procesamiento, que generalmente consiste en eliminar las
palabras que no aportan significado a los documentos (stop words) para así tratar de
disminuir la dimensionalidad. A continuación brevemente se expondrá en qué consiste
cada una de las representaciones.
• Estándar. Cada palabra corresponde a la etiqueta de un nodo y si una palabra a
inmediatamente precede a una palabra b en una sección s, entonces existe una arista
que comienza en a y termina en b etiquetada con s. En este caso se tiene en cuenta
la puntuación y las secciones propias de un documento como el título o resumen,
entre otros.
Simple. A diferencia de la estándar, no se etiquetan las aristas con las secciones y
no se tienen en cuenta todas las secciones sino  aquellas que sean más visibles.
• Distancia n. Se buscan las n palabras siguientes a partir de un término dado, y las
aristas se etiquetan con la distancia al punto inicial. El parámetro n es definido por
el usuario.
• Distancia simple. Es similar a la anterior, con la diferencia de que las aristas no
son etiquetadas y lo único que se sabe es que la distancia entre dos nodos conecta-
dos es menor que n.
• Frecuencia absoluta. Es similar a la representación simple, pero cada nodo y arista
son etiquetados con una medida de frecuencia. Para un nodo esto indica cuántas
veces los términos aparecen en el documento; para las aristas esto significa el número
de veces que dos términos conectados aparecen en el orden específico. Bajo esta
representación, el tamaño del grafo se define como la suma de las frecuencias de los
nodos más la suma de las frecuencias de las aristas.
• Frecuencia relativa. Es similar a la frecuencia absoluta con la diferencia de que
las frecuencias son normalizadas entre 0 y 1.  Los nodos se normalizan por el valor
máximo de frecuencia de los nodos y las aristas similarmente por el máximo valor
de frecuencia en las aristas.
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Varias propuestas utilizan la representación con grafos. Por ejemplo, en [6] se represen-
ta un documento por un grafo que tiene en cuenta la frecuencia de ocurrencia de las
palabras. En [14] se incluyen varias formas de representar los documentos a través de los
grafos. Además, en [6] se propone una metodología para la construcción de grafos: a
partir de análisis del dominio se presentan objetos o entidades que son agrupados dentro
de clases o tipos.
3.4 Estructuras estadísticas
Con base a la teoría de la información se han realizado investigaciones sobre el com-
portamiento de las palabras y la información que más aporta a un documento.
El primer modelo estadístico del lenguaje fue propuesto por Claude Shannon [39]. De
acuerdo a la teoría de la información, el lenguaje se modela como una fuente estadística
de información. La estadística se ha constituido en una herramienta fundamental para el
análisis de lenguaje natural. De igual forma se han propuesto estructuras que incluyen
funciones probabilísticas para representar el contenido de un texto. Dentro de estas
estructuras están, por ejemplo, los modelos de Markov, las gramáticas probabilísticas, los
analizadores probabilísticos [22]. En general, cualquier estructura (un vector, un grafo o
lista, entre otros) puede ser marcada con probabilidades o funciones de probabilidad.
En los modelos probabilísticos, se construyen distribuciones de los documentos que
pertenecen a una clase. En el caso de recuperación de información, por ejemplo, se
asume una distribución para los documentos relevantes y otra para los no relevantes. Se
establecen suposiciones sobre las distribuciones, como independencia, y se aplican pro-
cedimientos como el clasificador de Bayes simplificado (naïve Bayes) [22].  En los trabajos
como [18], la representación de los documentos se logra a través de funciones
probabilísticas, y se asume que un documento fue generado a partir de una función de
densidad. En dicha investigación, se utiliza un método de agrupamiento (clustering)
discriminativo distribucional para extractar las características relevantes de los documen-
tos y así representar los documentos como una distribución de probabilidad.
En otros trabajos se mezclan algunas de las técnicas previamente ya expuestas con
modelos del lenguaje. En [19], por ejemplo, se presenta un modelo probabilístico para
representar el grafo de un documento, con la esperanza de que en el marco de la recupe-
ración de información, un modelo de grafo pueda generar o estimar un grafo de la
consulta.
Los modelos estadísticos diferentes a los modelos probabilísticos incluyen las depen-
dencias directas que se presentan por la proximidad o adyacencia entre palabras como
en los bigramas y en general los n-gramas ([19], [21]).
4. Estructuras avanzadas
Para este documento se asumen como estructuras avanzadas aquellas que permiten
incluir elementos propios de la lingüística. Entendida la lingüística como el estudio de la
estructura de las lenguas naturales [52]. La ventaja de incluir más información propia del
lenguaje (mayor significado) se torna en desventaja a la hora de su procesamiento. La
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tarea para una máquina de entender que elemento debe ubicar, donde lo debe ubicar y con
quien lo debe relacionar, no es tan trivial como se quisiera. El proceso tanto de transfor-
mar de manera automática el texto a la estructura en cuestión como el de gestionar la
estructura puede llegar a requerir de métodos heurísticos propios de la inteligencia artifi-
cial, el aprendizaje estadístico, entre otros, que por su fundamentación teórica basada
generalmente en supuestos estadísticos, arrastran un margen de inexactitud.
Estas afirmaciones se hacen en virtud a que algunas de estas estructuras permiten
incluir elementos propios de la sintáctica y la semántica, entre otros, por lo que exige la
ubicación y la relación de elementos propios de la interpretación del lenguaje. Si se habla
de elementos sintácticos, se requiere de la ubicación, las interrelaciones y las dependencias
del verbo, el sustantivo, el predicado, entre otros. Si se habla de elementos semánticos, el
objeto, el actor, el recipiente, la herramienta, sus relaciones y dependencias, entre otros.
 El proceso de automatización de los anteriores elementos, exige de la interpretación
del lenguaje con todos los fenómenos propios, como por ejemplo, que una palabra
puede referirse a un sujeto que previamente o posteriormente se ha hecho referencia
(anáforas y catáforas), que dos palabras diferentes significan lo mismo (sinonimia), que
una palabra significa diferente dependiendo del contexto (homonimia), que un sustanti-
vo puede ejercer la función de adjetivo, que una palabra o conjunto de palabras hacen
referencia a un nombre propio (entidad nombrada).
Dentro de esta categoría se pueden ubicar las representaciones a través de las gramáti-
cas y a la lógica, así como los lenguajes orientados a objetos y aquellos usados para la
creación de repositorios de datos como el Lenguaje de Definición de Datos (DDL, por
sus siglas en inglés: Data Definition Language).
4.1 Representación Gramatical
Una forma que se podría utilizar para representar un documento es a través de la
descripción morfológica y sintáctica. La descripción morfológica establece la clase gra-
matical de cada una de las palabras del texto. Dicha clase se define de acuerdo a la
función gramatical en el proceso que se denomina etiquetamiento de categorías grama-
ticales (part of  speech tagging).
El análisis sintáctico se encarga de analizar la sentencia teniendo en cuenta tanto la
función que ejerce cada palabra así como las relaciones existentes entre las mismas. Para
dicho análisis se construyen estructuras sintácticas mediante las técnicas de constituyentes,
de dependencias o de enlaces, entre otras.
La técnica de análisis de constituyentes consiste en construir un árbol a partir de la
teoría de gramáticas generativas expuestas por Noam Chomsky [53] y de un proceso
iterativo de segmentación y clasificación gramatical de la oración, hasta que las partes
constituyentes sean indivisibles.
Desde el punto de vista de la teoría de las dependencias [36] se puede construir una
jerarquía —esquematizada en un árbol— de acuerdo al papel que ejercen las palabras
dentro de la frase como la cabeza o raíz del árbol, las subordinadas y rectoras [37]. Las
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relaciones se marcan con flechas y varias palabras pueden depender de una sola, aunque
cada palabra excepto la raíz depende de exactamente de otra palabra.
Las gramáticas de enlace (link grammars) introducidas en [40] se definen como un conjun-
to de palabras que requieren de un enlace. Una sucesión de palabras equivale a una frase del
lenguaje natural si existe una forma de dibujar los enlaces entre las palabras que la confor-
man. Dichos enlaces no se cruzan y satisfacen los requerimientos de cada palabra.
4.2 Lógica de primer orden y otros métodos basados en lógica
En la lógica de primer orden (FOL por sus siglas en inglés: First Order Logic), con
pocos símbolos básicos se pueden representar elementos del mundo real y a través de
predicados se pueden establecer las relaciones entre los elementos. Es así que usando
elementos, proposiciones y operadores simples se puede representar el texto [15].
La lógica del primer orden es un sistema deductivo formal usado en las matemáticas,
filosofía, lingüística e informática. Se conoce también como cálculo de predicados de
primer orden (FOPC por sus siglas en inglés: First Order Predicate Calculus), el más bajo
cálculo de predicados, el lenguaje lógico de primer orden o lógica de predicados.
Con esta técnica se pueden representar texto y por ende documentos. Por ejemplo, en
[16] un documento se presenta como una sentencia lógica proposicional de la forma
d = (recuperación ∧ información) ∨ (recuperación ∧ datos).
Siguiendo la representación a través de la lógica, se encuentran investigaciones como
[17], donde a través de la lógica difusa se representa el documento para implementar
posteriormente una forma de recuperación de documentos.
4.3 Lenguaje de representación de marcos
Los lenguajes de tipo FRL (por sus siglas en inglés: Frame Representation Language) clasi-
ficados bajo esta categoría, se definen como metalenguajes basados en el concepto de
marco (frame), orientado al reconocimiento y descripción de objetos y clases. La idea
principal del razonamiento basado en estos lenguajes es la simplificación, ya que la uni-
dad primaria de organización es el marco. Un marco tiene un nombre y puede tener
varios atributos. Cada atributo tiene a su vez un nombre y un valor. Los diferentes tipos
de valores pueden ser de una amplia variedad de acuerdo al sistema de marcos. Los
valores más comunes son las cadenas y los símbolos [41].
En los FRLs, la herencia es el mecanismo de inferencia central basado en la organiza-
ción jerárquica. Muchos sistemas que se basan en este lenguaje, permiten la herencia
múltiple, como los lenguajes de programación y en particular los orientados a objetos.
Los FRLs, contrario a las ontologías que buscan representar el conocimiento en detalle
[15], solo se ocupan de representar el conocimiento como objetos. Sin embargo, algunas
implementaciones y lenguajes basados en FRLs, pueden asumir un lenguaje ontológico.
Dentro de las implementaciones basadas en FRLs destacan los siguientes:
Protégé. Protégé [42] es una plataforma de desarrollo de ontologías definida en mar-
cos y bajo el estándar del lenguaje ontológico para la Web (OWL: Web Ontology Language),
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desarrollada en Java. Las ontologías definidas pueden ser exportadas en una amplia
variedad de formatos.
Capa de inferencia ontológica. La Capa de Inferencia Ontológica o lenguaje de
intercambio ontológico (OIL: Ontology Inference Layer o Ontology Interchange Language) [43]
se define como una estructura ontológica para la semántica en la Web.
Lógica de marcos. La lógica de marcos (Frame logic o F-logic) [44] es un lenguaje
ontológico que permite representar el conocimiento. Su estructura está basada tanto en
el FRL como en la orientación a objetos.
Sistema para representación de conocimiento. El sistema para representación de
conocimiento (Knowledge Representation One o KL-ONE) [45] es un lenguaje muy similar al
mismo FRL (aunque los marcos en este lenguaje se llaman conceptos) con la diferencia
de que se permite el manejo de subclase, superclase y múltiple herencia.
Lógica de descripciones. La lógica de descripciones (DL: Descriptions Logics) [46]
corresponde a una familia de lenguajes definidos para representar el conocimiento. Su
nombre se refiere por un lado a la descripción de conceptos para describir dominios y
por otro a la semántica basada en lógica de predicados de primer orden. Las DLs
fueron diseñadas como una extensión de los FRLs y las redes semánticas con el fin de
fortalecer la parte semántica formal.
La lógica descriptiva no solamente representa el conocimiento como objetos sino
justifica el proceso con un razonamiento estrictamente lógico basado en conceptos, roles
y relaciones. Los conceptos corresponden a clases de elementos y son tratados como
subconjuntos del universo. Las relaciones corresponden a vínculos entre elementos y son
tratados como relaciones binarias.
5. Estructuras conceptua-les estandarizadas
Las estructuras conceptuales para la representación de conocimiento son modelos
(artefactos) que representan una realidad percibida. Con base en técnicas como la inteli-
gencia artificial, estos modelos además de representar el conocimiento, pueden lograr
reconstruir conocimiento a través de métodos como la inferencia [23].
Dentro de esta clasificación se encuentran las redes semánticas, los grafos conceptuales,
el formato de intercambio de conocimiento (KIF: Knowledge Interchange Format) [47], el
lenguaje de descripción de recursos (RDF: Resource Description Framework) [48] del con-
sorcio World Wide Web Consortium (W3C) y los diferentes lenguajes ontológicos para la
Web (OWL: Web Ontology Language) propuestos por el W3C [24].
Otra estructura conceptual que se puede mencionar, es la Lógica Común (CL: Common
Logic) que no hace parte del grupo W3C pero se posiciona al lado de RDF y de OWL.
CL es un marco (framework) para una familia de lenguajes basados en lógica. La lógica de
primer orden tiene como objetivo el intercambio y la transmisión de información. El
objetivo de este framework es proveer la sintaxis y semántica abstracta de las sintácticas
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concretas o dialectos. El CL preserva el modelo teórico de primer orden, pero cuenta
con características muy particulares como la de permitir construcciones de orden supe-
rior tales como cuantificaciones sobre clases o relaciones.
5.1 Redes semánticas
Las redes semánticas aparecen a partir de trabajos lingüísticos presentados en el año
1968, y de ahí en adelante los diferentes aportes llevaron a que a finales de los años 70, se
puedan observar dos tendencias: por un lado, las redes estructuradas y los sistemas de
representación del conocimiento y por el otro, las multiredes orientadas a las ciencias
cognitivas.
De forma general se pude definir una red semántica como un modelo matemático
que consiste de una estructura conceptual formada por un conjunto de conceptos y
relaciones cognitivas entre éstos. Son representadas por un grafo generalizado donde los
conceptos corresponden a los nodos y las relaciones entre los conceptos corresponden
a los arcos [25] y, desde el punto de vista semántico, como una colección de las diferentes
relaciones que los conceptos tienen entre si [26]. Generalmente, la construcción de una
frase se logra con la ayuda de los analizadores sintácticos. Sin embargo, esto es aún un
problema para aquellos idiomas que no cuentan con un orden estricto de palabras,
como el español [27]. Las redes semánticas se catalogan en tres categorías [28]:
Red de relaciones es-un. Se construye desde los conceptos más generalizados hasta
más específicos, que se representan de forma jerárquica. Dado que la filosofía de estas
redes gira en torno a la herencia y la explicación de los conceptos mediante otros con-
ceptos, son generalmente complejas. Entre las investigaciones que utilicen una red semántica
del tipo red de relaciones es-un (is-a en inglés) se puede mencionar, por ejemplo [29],
donde se construye una red en forma de árbol; sus atributos y palabras se seleccionan a
través del método de entropía condicional.
Red de marcos. Este tipo de red se representa a través de estructuras de datos llama-
das marcos. Cada marco se corresponde a una clase o a una instancia. Las clases describen
los conceptos mediante un conjunto de propiedades y los marcos son las instancias de
las clases. Ellos describen objetos concretos y heredan propiedades de los marcos clase.
Los atributos y valores se esquematizan a través de ranuras (slots).
Grafos conceptuales. Durante los años 60 la representación semántica basada en
grafos fue popular tanto a nivel teórica como en la lingüística computacional. Esta repre-
sentación se conoce como grafo conceptual. Esta estructura, propuesta por Sowa [26],
está basada en los grafos existenciales de Pierce [32].
El estándar para los grafos conceptuales especifica la sintaxis, la semántica y la repre-
sentación de cadenas de caracteres en el formato de intercambio de grafos conceptuales
(CGIF: Conceptual graph interchange form). CGIF ha sido diseñado para intercambio de
información entre los sistemas que hacen parte del estándar “Formato para el
modelamiento de esquemas conceptuales” (CSMF: Conceptual Schema Modeling Facilities)
especificado por el estándar ISO/IEC 14481. El estándar de los GC provee una guía
para implementar sistemas que usan los grafos conceptuales en la representación interna
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o externa. Las representaciones externas se definen para la comunicación humano—
máquina, y la interna, para la comunicación entre las máquinas [33].
Los grafos conceptuales para representar texto fueron introducidos por Sowa [33].
Los grafos conceptuales manejan dos tipos de nodos: conceptos y relaciones conceptua-
les. Los conceptos tienen un tipo (clase de concepto) y un referente (la instancia de este
tipo de objeto). Las relaciones conceptuales señalan la manera en que los conceptos se
relacionan [34]. Cada relación conceptual tiene uno o más (usualmente dos) arcos, cada
uno de los cuales debe estar enlazado a un concepto [33].
Dado que la representación por medio de un grafo conceptual denota los términos
que contribuyen a la semántica de la sentencia y que cada término se escoge de acuerdo
a la posición dentro de la sentencia [35], los grafos conceptuales cuentan con una serie de
características que hacen que sean muy ricos semánticamente y se utilicen no solo para el
intercambio de información sino para la creación de bases de conocimiento y ontologías.
5.2 Formato de intercambio de conocimiento
El Formato de Intercambio de Conocimiento (KIF: Knowledge Interchange Format) se
basa en caracteres que pueden ser combinados en lexemas; los lexemas a su vez pueden
ser combinados en expresiones. La sintaxis del KIF [47] generalmente se presenta con
una modificación de la notación de las formas BNF (Backus-Naur forms).
El alfabeto de KIF consiste de seis bloques de datos para referenciar las mayúsculas, las
minúsculas, los dígitos, los caracteres alfa —caracteres específicos que se usan de la misma
forma que las letras—, los caracteres especiales y otros caracteres como el espacio.
El proceso de convertir los caracteres a lexemas se llama análisis léxico. Al proceso
entra una cadena de caracteres y se obtiene una cadena de lexemas. Este proceso es
cíclico: en este proceso se leen las cadenas de caracteres hasta que se encuentra un carácter
que no puede ser combinado con los caracteres previos y dentro del lexema actual.
Cuando esto ocurre, el proceso se vuelve a empezar con el nuevo carácter y otro lexema.
KIF maneja cinco clases de lexemas: lexemas especiales, palabras, referencias al carác-
ter, cadenas de caracteres y bloques de caracteres.
Los lexemas se forman de acuerdo a una serie de reglas. Se presentan tres tipos de
expresiones: términos, sentencias y definiciones. Los términos son usados para denotar
objetos, las sentencias para expresar hechos y las definiciones para definir constantes. Las
definiciones y las sentencias se llaman formas; una base de conocimiento es un conjunto
finito de formas.
La base de la semántica de KIF es la conceptualización del mundo en términos de
objetos y relaciones entre los objetos. El universo del discurso es el conjunto de todos los
objetos que hipotéticamente existen en el mundo. La noción de objeto es amplia. Los
objetos pueden ser concretos o abstractos, primitivos o compuestos y pueden ser de
ficción.
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Además de permitir incluir listas, el lenguaje permite incluir sentencias matemáticas, de
control, de relaciones y lógicas.
5.3 Infraestructura para la descripción de recursos
El leguaje RDF (Resource Description Framework) [48] ha sido definido para representar
información sobre recursos en la Web. En particular, intenta representar metadatos so-
bre los recursos de la Web como el título, el autor, fechas, derechos y en general cualquier
información relevante. Por otro lado, proporciona interoperabilidad entre las diferentes
aplicaciones que intercambian información en la Web. Su desarrollo se ha basado no
solo en las necesidades de la Web sino en los demás estándares que definen las diferentes
comunidades, tales como los presentados a continuación.
Lenguaje de metadatos para publicar hipertexto en Internet. El lenguaje HTML
(HyperText Markup Language) es estandarizado por el grupo W3C y es el más popular para
escribir las páginas Web. Permite describir la estructura y el contenido en forma de texto,
incluir imágenes, tablas, vínculos y muchos otros aspectos de presentación y diseño.
Plataforma para la selección de contenido en Internet. Esta especificación (PICS:
Plataform for Internet Content Selection) [49] habilita los metadatos que pueden ser asociados
con el contenido de Internet. PICS fue inicialmente diseñada para ayudar al control de
contenido que acceden los menores de edad en la Web; sin embargo actualmente es
ampliamente utilizada en los filtros. En general este estándar permite etiquetar el conteni-
do propio o relacionado, creando así el principal parámetro de control.
Lenguaje de marcado generalizado. El lenguaje SGML (Standard Generalized Markup
Language) se define como un sistema para la organización y etiquetado de documentos.
Al igual que el HTML, fue normalizado por la Organización Internacional de Estándares
(ISO) en 1986.
Lenguaje de marcado extensible. El Lenguaje de Marcado Extensible (XML: Ex-
tensible Markup Language) es un metalenguaje extensible de etiquetas desarrollado por el
W3C. Es una simplificación y adaptación del SGML. Permite definir la gramática de
lenguajes específicos, como HTML. En general XML no es un lenguaje en particular,
sino una manera de definir lenguajes para diferentes necesidades. XML estandariza el
intercambio de información estructurado entre las diferentes plataformas computacionales.
5.4 Lenguaje ontológico
El Lenguaje de Ontologías para la Web (OWL: Web Ontology Language) [50] es un lenguaje
de marcado desarrollado por el grupo W3C para publicar y compartir ontologías en la
Web. Fue desarrollado como una extensión del RDF y del lenguaje de marcado semántico
para recursos en la Web DAML+OIL fusión de los lenguajes (DARPA1 Agent Markup
Language) DAML y (Ontology Inference Layer or Ontology Interchange Language) OIL [43].
1 Defense Advanced Research Projects Agency (DARPA)
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Una ontología OWL es un grafo RDF que permite expresar relaciones complejas
entre las diferentes clases de RDFs. Provee los recursos para determinar propiedades y
elementos y para construir nuevas clases a partir de otra u otras.
5.5 Lógica común
Lógica Común (CL: Common Logic) es una estructura definida para una familia de lengua-
jes lógicos basados en lógica de primer orden. Define estándares para el intercambio de
información basados en formas sintácticas llamadas dialectos. Un dialecto puede usar cual-
quier sintaxis que conforme una semántica abstracta CL. Todos los dialectos son equivalentes,
es decir que pueden automáticamente ser traducidos entre ellos aunque algunos pueden ser
más expresivos que otros, en cuyo caso se pueden traducir solo a menos expresivos. El
estándar ISO 24707 para la Lógica Común especifica tres tipos de dialectos:
• Formato de Intercambio de Lógica Común (CLIF: Common Logic Interchange Format),
• Formato de Intercambio de Grafos Conceptuales (CGIF: Conceptual Graph Interchange
Format),
• Notación basada en XML para la Lógica Común (XCL: XML based notation for Common
Logic).
Son muchos los lenguajes que hereden de una sintaxis abstracta de la CL, entre los
cuales destaca el que se presenta en [30].
Lenguajes naturales controlados. Los lenguajes naturales controladas son
subconjuntos de los lenguajes naturales restringidos en la gramática y el vocabulario con
el fin de reducir o eliminar la ambigüedad y la complejidad [31]. Los lenguajes controla-
dos pueden ser desarrollados con dos objetivos: aquellos que mejoran la legibilidad para
los lectores humanos y aquellos que permiten el análisis semántico automático confiable
del texto. Dentro de estos lenguajes están el inglés, el chino y el español controlados [30].
Diagramas FLIPP (Format for Logical Information Planning and Presentation). Se conocen
como una representación lógica conceptual que no hace uso de texto ni símbolos. Cada
diagrama consiste en un conjunto de bloques dependientes a nivel jerárquico [54]. El
diagrama total represente un grafo acíclico. Cada sub-bloque puede contener informa-
ción en lenguaje declarativo, natural o matemático.
Mapas de tópicos y mapas conceptuales. Los mapas conceptuales son artefactos
para la organización y representación del conocimiento. Tienen su origen en teorías so-
bre psicología [51]. El objetivo de estos mapas es de representar relaciones entre conceptos
en forma de proposiciones. Los conceptos están incluidos en cajas o círculos, mientras
que las relaciones entre ellos se explicitan mediante líneas que unen las cajas respectivas.
Las líneas, a su vez, tienen palabras asociadas que describen la naturaleza de la relación
que liga los conceptos.
Lenguaje de modelamiento unificado2. Es un lenguaje de modelado de software
(UML: Unified Modeling Language). Su estándar es definido por el grupo Object Management
2 Ver http://www.omg.org
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Group (OMG). El estándar define el modelo estático y dinámico de todos los compo-
nentes que pueden hacer parte de un sistema de software incluidos los referentes a las
ontologías para la representación, manejo e interoperabilidad y aplicaciones para la se-
mántica de los negocios.
Otros lenguajes. El lenguaje de consulta estructurado (SQL: Structured Query Language3)
es un lenguaje declarativo que permite recuperar información estructurada de las bases
de datos relacionales. El lenguaje de restricción de objetos (OCL: Object Constraint
Language4) definido por el grupo OMG, para describir las reglas que aplican al UML.
Prolog5 es un lenguaje de programación lógico e interpretativo. Datalog, una derivación
del Prolog, es un lenguaje de consulta para bases de datos deductivas. Esquema RDF,
una extensión semántica de RDF, es un lenguaje primitivo para la descripción de vocabu-
lario ontológico.
6.  Conclusiones
La búsqueda de nuevas alternativas para la representación y procesamiento del lengua-
je natural que permitan no solo la inclusión de la semántica propia del lenguaje sino que
faciliten operaciones que lleven a la inferencia del conocimiento, es un tema que aún está
en espera de mostrar resultados.
Como se puede concluir de la revisión presentada, si bien existen muchas estructuras,
a mayor cantidad de elementos semánticos que se pueden incluir, mayor es su dificultad
para el procesamiento. Gran parte del camino a recorrer con estas estructuras aún esta
por explorar, no solo en lo que se refiere a la representación del lenguaje natural, sino
igualmente, a la creación de ontologías y bases de conocimiento.
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