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Abstract-The application of the recent techniques of the design of algebraic algorithms to the sequential 
and parallel evaluation of the roots of a polynomial and to other numerical problems is considered. Some 
estimates for the computational complexity of the resulting sequential and parallel algorithms are pre- 
sented. 
I. INTRODUCTION 
The design of fast algorithms for the evaluation of the roots of a polynomial 
p,(2) = E.” - c,_,P-’ - * * * - CJ. - c 0 (1.1) 
recently became again an area of active research[ 1 , 10, 1 1,13-l 61. 
The recent algorithms for that problem (as well as the older one@]) have inherently 
sequential character and are not readily adjustable to the parallel computation with several 
processors. In this paper we will examine the eigenvalue approach to rootfinding that leads to 
effective parallel algorithms. The potential power of that approach has been substantially en- 
hanced recently due to some general techniques of the design of algebraic algorithms that 
appeared in [6,2,12] and that have not been applied to rootfinding yet. Such an increase of the 
efficiency of the method might eventually lead to the increase of its popularity also for the 
sequential evaluation of the roots of polynomials, so we will consider both parallel and sequential 
computational schemes. We will supply some initial estimates for the complexity of that method 
in terms of the number of arithmetical operations involved. We hope that our work will stimulate 
further study of that approach. It is particularly important to estimate (i) the complexity of 
obtaining the initial approximations to the roots and of the proximity tests (particularly in the 
cases where the roots occur as “clusters”) and (ii) the number of bit operations required in 
order to approximate to the roots with a prescribed precision. The latter subject is particularly 
important because the eigenvalue approach may involve the numbers of larger magnitudes and 
then it would be required to use multiprecision arithmetic. However, such a complication wil! 
not be crucial if the saving in the numbers of arithmetical operations and of parallel steps 
overcompensates us for operating with longer binary numbers. 
We will use the following order of presentation. In the next section we will recall the 
eigenvalue method as a general approach to the problem of computing the roots of a polynomial. 
In Sec. 3 we will estimate the arithmetical complexity of sequential and parallel algorithms that 
rely on such an approach and use the techniques of [6,2,12]. In Sec. 4 we will apply the 
techniques of [6] to the design of algorithms for the evaluation of matrix polynomials and will 
estimate the sequential and parallel computational complexity of such algorithms. 
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2. APPLICATION OF THE POWER METHOD 
AND OF THE INVERSE POWER METHOD 
TO THE EVALUATION OF THE ROOTS OF A POLYNOMIAL 
At first we recall that the roots of the polynomial p,,(i) of ( 1. I) coincide with the eigenvalues 
of the companion matrix C of p,,(i.), 
C= 
0 0 ... 0 c,, 
1 0 ... 0 c, 
0 1 ... 0 c2 
: : : : . , . . 
0 0 .** 1 c,, I. (2.1) 
The power method[ 171, which is the most popular method for the approximate evaluation 
of the absolutely largest eigenvalue E., of a matrix X, relies on the evaluation of the quotient 
2: = uTxK+ ‘vluTX”v (2.2) 
where normalized coordinate vectors or normalized random vectors can be chosen for ur and 
v and where K is a sufficiently large integer. if iz is the second largest eigenvalues of X. then 
I j.7 - j.,/ = O(li.,/i.,lK) (2.3) 
for almost all triplets u, v, X[ 171. 
The eigenvalue i., of X that is the closest to a given number i.* can be approximately 
computed applying a variant of this algorithm (called the shifted inverse power method), which 
is customarily used for the refinement of a computed approximation i.* to such an eigenvalue 
E.; of X. In that variant (X - %*I)-’ substitutes for X in (2.2), so that 
2 = uT(X - ;.*I)- K-‘VIU’(X - )."I)-"v (2.4) 
is computed. Here I denotes the identity matrix. If i* is an approximation to i.,, then 
12 - ;.,I = @(Ii.* - i.,l/li* - i.,l)K) (2.5) 
for almost all triplets u, v, X. Here E., denotes the eigenvalue of X that is the second closest to 
i.* (see [17]). 
In particular, we may choose X = C. see (2.1) and evaluate an approximation to the 
absolutely largest root of p,Ji.) by (2.2). Similarly we may use (2.4) in order to approximate 
to the root p,,(L) that is the closest to a given number L*. [We may consider this as a refinement 
of an available rough approximation i.” to a root of p,,(i.).] Furthermore. we may apply (2.4) 
implicitly and avoid the explicit inversion of C - i*l if we replace L by the new variable, 
p = I/(>. - i.*). (2.6) 
p,,(i) = p,,(E.* + lip) 
= c’y,*(p 1/PI’ 
= (.(/yI - (.,;_, p-’ - . . . - ‘.; p - qpp”, (2.7) 
where c = p,,(i.*) is a constant factor, so it is sufficient to evaluate the coefficients 
(‘0. ’ CL,..., c,:_, of the manic polynomial (/,,(/I) and to apply the power method (2.2) in the 
case where X is the companion matrix of y,,(X). 
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We should decide what value of K should be chosen in (2.2). (2.4) in order to assure that 
the error of the computed approximations to a root will become less than a prescribed tolerance 
E > 0. Equations (2.3) and (2.5) imply that this occurs already for 
K = O(log s/log(l - A)), (2.8) 
where 1 - A = liz/i.,l if the power method (2.2) has been applied and where 
I - A = Ii.* - i,]/min{li* - i,l. j # i} (2.9) 
if the shifted inverse power method (2.4) has been applied. We will see in the sequel that 
increasing K will not imply involving too much additional computational work, see Remark 
3.2, so we need only rough estimates of A. Furthermore we may compute 1.7 or j. for certain 
value of K. roughly estimate the error of such a computed approximation to a root. (see [8], 
[ 17]), and use that estimate in order to decide if and how much K should be increased. In a 
sequential algorithm we may successively compute the approximations by the formulae (2.2) 
or (2.4) for K = K(j), 
K(j) = 21, j = 0, I, . . . k, 
until (for K = 2”) the error of such a computed approximation becomes small enough. We will 
see that the costs of sequential computing of i.T or 2 by (2.2) or (2.4) for the single value 
K = 2” and for the k + 1 values K = 2J, j = 0, 1, . . , k. differ only within a constant 
factor. 
If we need to compute several or all of the roots of p,,(i.) and if we are initially given their 
rough approximations, then surely we may apply the latter algorithm several times setting i.* 
equal to each of the given approximations. We may also apply the power method with deflation, 
see [ 171, or we may successively deflate the polynomial p,,(l.) via the divisions by i. - I.,, 
pi(i) = p,+,(i.)l(i - i,,_,), 
i=n-1, 12 - 2, . . , 1. (2. IO) 
Here i,, i?, . , i.,, denote the roots of p,,(i.) numbered in the order in which they have been 
computed. see [8]. [ 171. 
The eigenvalue approach can be easily combined with other methods for the evaluation of 
the roots of polynomials (see the book [8] and the cited earlier papers). Those methods can be 
used in order to choose the initial approximation i. * for the shifted power method, to test the 
computed approximations for their proximity to the roots and to refine the approximations 
further. On the other hand, in the case of the shifted inverse power method, the initial approx- 
imation i* to a root j., must satisfy only a rather mild requirement of being closer to i, than to 
all other roots of p,,(i). Thus even the brute force search of the initial approximation may turn 
to be successful. For instance. if we are seeking the roots in the interval i’ 5 i. 5 i.” and do 
not have any additional information about their loration, we may choose a reasonably large N 
and apply the shifted inverse power method in order to test the initial approximations i* at the 
points i’ + h(i” - i’)lN. h = 0, I, . . . . N. 
3. THE COMPLEXITY OF ALGORITHMS OF SEC. 2 
In this section we will assume that we are given the coefficients of p,,(i). an initial 
approximation j.+ to a root of p,,(i). and a natural K. Then we will estimate the number N(IZ, 
K) of arithmetical operations involved in the evaluation of J. by (2.4) by sequential algorithms 
and the numbers S(II. K) and p(/z, K) of parallel steps and processors involved in parallel 
computation of ;. respectively. We will also estimate the arithmetical computational complexity 
of the sequential and parallel evaluation of all of the roots of p,,(i). 
We will assume hereafter that we compute over the fields of complex constants: so we 
may apply the fast Fourier transform algorithm (FFT) (see [3]. ch. 4). 
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We will first estimate the complexity of the evaluation of the coefficients c;, c;. . , 
c:-, of q”(p) provided that the coefficients of p,(j.) are given, see (2.6) and (2.7). We may 
compute CA, c;, . . . , c:_ , by the customary algorithm for nested multiplication, see [5], pp. 
33-34, which involves_2ni arithmetic;1 !perations. Alternatively we may compute p,(i.) at 
n + 1 distinct points I,, A,, . . . , A”, A, Z i.* for all i; then we may easily evaluate the 
polynomials q,,(p) = pJl)p”lc = pn(l* + li~)fl”lc at the n + 1 distinct points 
pi = I& - i.*), i = 0, 1, . . . , n; 
finally we may obtain the coefficients of q.(p) by interpolation. In that way the total number 
of arithmetical operations a’(n) can be reduced to 
a’(n) = O(n log2 n), (3.1) 
see [3], ch. 4. Choosing 
pi = co’, x, = 1* + cl-‘, i = 0, 1, . . . , n, 
o being a primitive root of 1, we may interpolate using FFT and involving O(log n) parallel 
steps and O(n) processors. We also may easily evaluate p,,(lJ for all i, i = 0, 1, . . . , n, 
involving O(log n) parallel steps and O(n’> processors (see [3], Corollary 6.1.5, p. 128). This 
way we may arrive at the bounds 
s’(n) = O(log n), p’(n) = O(n2) (3.2) 
on the numbers of parallel steps and processors, respectively, required for computing the 
coefficients of q&f) in parallel. 
Next we will estimate the complexity of computing 1.;” by (2.2) that is clearly dominated 
by the complexity of the evaluation of CKv in both sequential and parallel computational schemes. 
Let us first consider the case of sequential computation. The two straightforward algorithms 
that use the successive evaluation of c”‘v = C(C’v) for i = 0, 1, . . . , K - 1 and repeated 
squarings, C”+’ = (C2’)2, i = 0, 1, . . . , involve O(nK) and O(n’ log K) arithmetical opera- 
tions, respectively. (In the former algorithms we exploit the sparseness of C.) The above bounds 
have been drastically reduced to O(n log n log K) arithmetical operations in [6]. Combining 
the latter estimate and (3.1) implies the bound 
a@, K) = O(n log n log(K)) (3.3) 
on the total arithmetical complexity of the approximate evaluation of a root of p,,(i) by the 
shifted inverse power method. 
Remark 3.1. If we compute the absolutely largest root of p,,(i.) by the power method, we 
do not need to compute the coefficients of the new polynomial q,,(p); so we arrive at the bound 
a@, K) = O(n log n log K). (3.4) 
Remark 3.2. Equations (3.3) and (3.4) imply that we may substantially increase K [and 
thus we may assure a higher precision of the approximation 1 to a root of p,(%)] with little 
increase of the running time of the algorithm. 
We may apply the same algorithm to the evaluation of all of the n roots of p,,(J) and obtain 
the bound 
A(n, K) = 0(n2 log n log(nK)) (3.5) 
on the total number A(n, K) of arithmetical operations involved. 
If we apply the power method with successive deflation of p,,(i.) by (2.10) we may reduce 
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that bound. We will recall the following basic result of [6], which will be used also for deriving 
our subsequent estimates for s(n, K) and p(n, K), that is, for the complexity of the parallel 
computation. Stating that result of [6], we will refer to the one-to-one correspondence between 
all n-dimensional vectors v = [v,, i = 0, 1, . . . , n = I] and all polynomials of degrees at 
most n - 1, v(J) = v0 + v,i. + * - . + v,_Jn-‘. 
PROPOSITION 3.1. 
For any n-dimensional vector v and for any polynomial u(E.), the vector u(C)v is equal to 
the coefficient vector of the polynominal u(i.)v(E.) modulo p,,(E.) where p,(J) and C are defined 
by (1.1) and (2.1). 
Let us also recall how the bound O(n log n log K) was deduced from Proposition 3.1 in 
[6]. Proposition 3.1 immediately implies that the vector CKv is the coefficient vector of the 
polynomial A%(%) mod p,(d). Fiduccia suggests evaluating the coefficients of the (n - 1)th 
degree polynomial 
r,,_,(I.) = E.K mod p,(%) (3.6) 
by performing repeated squarings of the powers J2’ modulo p,(A) for i = 0, 1, . . . , k - 1. 
Each squaring module p,(A) can be performed using FFT and the reduction of polynomial 
division to polynomial multiplication (see [3], ch. 4) and involving O(n log n) arithmetical 
operations. Summing all arithmetical operations involved in all of the k squarings and adding 
O(n log n) arithmetical operations [that are sufficient in order to multiply the computed power 
l.K modulo p,(I.> by v(J,) modulo p,(E.)], we arrive at the desired bound O(n log n log K). 
Remark 3.3. Alternatively, we may obtain the polynomial r,_,(E.), see (3.6), as the 
remainder of the division of i.K by p,(l.) involving O(K log K) arithmetical operations. This 
would lead to the bound 
a(n, K) = O(n log? n + K log K), 
which is weaker than the bound (3.3) unless n log n is larger than K. Similarly we may deduce 
the estimate 
a(n, K) = O(n log n + K log K) 
in the case where we compute by the power method (2.2). 
Now we can show how to reduce the upper bound (3.5) on A@, K). Apply the power 
method (2.2) with successive deflation of p,(%) by (2.10). Note that p,(k) divides pi+,(A) for 
all i, i = n - 1, n - 2, . . . , 1, see (2. IO). Therefore, 
r,_,(%) = %K mod pi(A) = (%K mod pi+ ,(I.)) mod pi(A) 
= ri(n) mod pi(l.). 
Consequently the complexity of the evaluation of the coefficients of r,_ ,(E.) is only O(i) provided 
that the coefficients of ~~0.) have been already computed. Thus we need only 
A(n, K) = O(n log n log(n K) + n*) 
arithmetical operations in order to compute the approximations to all of the n roots of p,(E.) 
using the power method (2.2) with the same choice of K for all roots and with successive 
deflation of p,(J) by (2.10). We may easily extend the latter estimate for A(n, K) to the case 
where we compute by (2.4) and use the same K and the same shift R* computing all roots of 
p,(i.). 
Finally we will supply the bounds on the parallel complexity of the evaluation of CKv, 
which is dominated by the complexity of the evaluation of the coefficients of r,_ ,(i.), see (3.6) 
and Proposition 3.1. We may evaluate the coefficients of r,_ ,(%) in O(log(K - n)) parallel 
steps with O(nK) processors applying the algorithms of [2] (see [ 121 for an alternative approach). 
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Furthermore. we may compute the coefficients of the remainder I’,,_,(;.) of the division of ih 
by p,,(i) with any prescribed precision involving C&log (K - n)) parallel steps and only O(K) 
processors[2]. (Note that the algorithms for solving triangular Toeplitz systems of linear equa- 
tions presented in [2] are exactly what we need for the division of polynomials (compare the 
introduction to (41). 
Combining the latter bounds with (3.2). we arrive at the following estimates for the 
complexity of the approximate evaluation of a root of p,,(i.) by parallel algorithms. 
s(tz, K) = O(log II) + C&log (K - II)), 
p(n, K) = O(max {&. K}). 
We only need to increase the number of processors by the factor II in order to evaluate all 
of the roots of p,,(i). 
4. SOME FURTHER APPLICATIONS OF FIDUCCIA’S APPROACH 
Surely we may apply the considered approach to the evaluation of the eigenvalues of an 
arbitrary matrix because such eigenvalues are equal to the roots of the characteristic polynomial 
of that matrix. Of course, we must start with computing the coefficients of the characteristic 
polynomial in that case (see [7], p. 225, and (91 about the algorithms for the latter problem). 
Proposition 3.1 may also be applied in order to design the algorithms for the evaluation 
of a polynomial u(X) of a matrix X. (This may have further applications to the approximate 
evaluation of the power series in a matrix X.) Using the similarity transformation 
Y = T-1 XT, (4.1) 
where T can be any nonsingular matrix, we may reduce the problem of the evaluation of u(X) 
to the two matrix multiplications (by T-’ and by T) and to the evaluation of the polynomial 
u(Y). [Indeed, we may easily deduce from (4.1) that u(X) = T-‘u(Y)T.] 
Let us assume that we have found matrix T such that Y = T-‘XT is the companion matrix 
C of the characteristic polynomial of X, compare (2. I). In many cases finding such a matrix T 
seems to be computationally easier than the reduction of X to a triangular form by a similarity 
transformation (4.1) (compare [7,9].) We arrive at the problem of the evaluation of the matrix 
u(Y) = u(C). We may rewrite u(C) as u(C)/ where I is the identity matrix. This reduces the 
problem to the evaluation of the n column vectors u(C)i(j), j = 0, I, . . , n - I where i(j) 
denotes the jth column of 1. Therefore, by the virtue of Proposition 3. I, the n column vectors 
of the matrix u(C) coincide with the coefficient vectors of the n following polynomials of degrees 
at most n - 1, 
r,_,,,(A) = u(i.)J.’ modulo P,,(E.), i = 0, 1, . . . , n - 1. 
Here p,,(E.) is the characteristic polynomial of the companion matrix Y = C. We may first 
evaluate the coefficients of 
r,!_ ,.,(I.) = u(E.) mod p,,(J) 
by the algorithm for polynomial division (see [3], ch. 4), and then we may successively evaluate 
the coefficients of r,-,,,(2) for i = 1, 2, . . , n = 1 using the equations 
r,,_,.,.,(i.) = u(E.)E.‘+’ mod p,,(i.) 
= (u(E.)i’ mod p,,(i.))i. mod p,,(L) 
= r,,_,.,(i.)i. mod p&i.). 
Let K designate the degree of u(A). Then the evaluation of the coefficients of r,,1 ,,,(E.) involves 
O(K log K) arithmetical operations and the subsequent evaluation of the coefficients of all 
r,,_,,,(E.) for i = I, 2, . . . , tl - I involves O(6) arithmetical operations. This leads to the 
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estimate O(K log K + 17~) for the total cost of the evaluation of ut Y). The simultaneous parallel 
evaluation of the coefficients of I’,,_ Ji) for all i. i = 0. I. , 17 - I. defines u(Y) and 
can be performed in O(log K) parallel steps with O(K77) processors if we apply the algorithm 
of 121. 
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