The paper examines the singular value decomposition (SVD) for estimation ' of harmonics in signals, in 
I. Introduction
Modern frequency power converters generate wiide spectrum of harmonic components [I] , which deteriorate the quality of the dellivered energy, increase the energy losses as well as decrease the reliability of a power system. In some cases, large converter systems generate not only characteristic harmonics typical for the ideal converter operation, but also a considerable amount of non characteristic harmonics and interharmonics which may strongly deteriorate the quality of the power supply voltage [2, 3] . Interharmonics are defined as non-integer harmonics of the main fundamental under consideration.
Estimation of the components is very important for control and protection tasks. The design of harmonics filters relies on the measurement of harmonic distortion in both current and voltage waveforms. There are many different approaches of measurements of the harmonics, like FFT, application of adaptive filters, artificial neural networks, etc 24-81. However, most of them can operate adequately only in the narrow range of frequencies at moderate noise and very often require the prior knowledge of the number of harmonics existing in the system. Special techniques are required to discover remote harmonics. The location of far distant harmonics creates the same problems of locating the frequencies as very closely spaced sinusoidal signals. 'The singular value decomposition (SVD) approaches are ideal tools for such cases [9, 10, 11] . The SVD technique is a highly reliable, computationally stable mathematical tool to solve the rectangular overdetermined system of equation. The method can also be applied for frequency estimation of the fundamental component of very distorted periodical signals. The known non-linear least square methods [ 12, 131 are developed and investigated for pericodic signals, without interharmonics, and seems to be efficient for the nar'row range of harmonics frequencies. In some cases, the proposed method can be used for calculating starting values for the maximum likelihood solution. To investigate the ability of the methods several experiments have been performed. We have investigated simulated waveforms as well as real current waveforms at the output of a three-phase frequency converter supplying an induction motor. I is the order of predicted AR model of (Nll<n-N/2). The vector h is composed of the coefficients of the impulse response of this model
The solution for vector h of (2) is possible in least square (LS) sense that is by minimising the summed squared error between the left and right hand sides of the equation. The objective function to be minimised may be expressed in the norm -2 vector notation form as
For solution the most suitable method seems to be the application of singular value decomposition. In this approach we represent the rectangular matrix A as the product of three matrices
where U and V are orthogonal matrices of the dimension nxn and 1x1 respectively, while S is the quasidiagonal nxl descending way, i.e. s12s2 2...2sP2O. The essential information of the system is contained in the first nonzero singular values and first p singular vectors, forming the orthogonal matrices U and V. Cutting the appropriate matrices to this size and denoting them by U,, S,, and V,, respectively, we get the solution of the (2) 
On the basis of the determined coefficients h the zeros of polynomial (3) can be found. The phases of the roots, closest to the unit circle denote the angular frequencies of the sinusoids forming the waveform (1). These frequencies can also be determined on the basis of the frequency characteristics of the model (3). They correspond to the frequencies in the range -0.5 l f10.5 for which the magnitude response I H(e'*"1 I is equal or closest to zero.
Experiments with Simulated Waveforms
To investigate the ability of the proposed approach we have performed several experiments with the signal waveform described by (8) (Fig. 1) and different values of the noise coefficient k,, (8) 
where e(t) -a white noise of zero mean and variance equal to 1.
The signal waveform contains the basic component ( e 4 0 Hz), the higher harmonics (f-1000 Hz and 760 Hz) and one interharmonic (f =2 17 Hz).
The sample period was 0.4 ms and the number of samples n as well as the order I of the system were dependent on the signal-to-noise ratio. The lower the The SVD method enables us to detect all the harmonics and interharmonics of the signal (Fig.%e) . Moreover, the method makes it possible to estimate the frequency of the basic component -40 Hz (Fig.2~) . When using the FA we obtain an erroneous frequency close to 32 Hz. 
IV. Simulation of a Frequency Converter
In the recent years, simulation programs for complex electrical circuits and control systems have been improved essentially. The simulation of characteristic transient phenomena concerning the electrical quantities becomes feasible without any arrangement of hardware. Beside of lot of disposable simulation programs, the EMTP -ATP [14] as a Fortran based and to DOS/Windows adapted program serves for modelling complex 1-and 3-phase networks occurring in drive, control and energy systems.
In the paper we show investigation results of a 3 kVA -PWM -converter with a modulation frequency of 1 kHz supplying a 2-pole, 1 kW asynchronous motor (U=380V, 1=2.8A). The simulated converter can change the output frequency within a range 0.1 f 150 Hz. 
V. Industrial Frequency Converter
The investigated drive represents a typical configuration of industrial drives, consisting of threephases asynchronous motor and a power converter composed by a single-phase half-controlled bridge rectifier and a voltage source inverter. The waveforms of the inverter output current under normal conditions Using the SVD method with 1= 70, n= 80 we can detect the following harmonics ( Fig.6a) : 7th, 13th, 23rd, 25th and 35th. The FFT method is unable to detect them (Fig.6b) . It is also possible to estimate the frequency of the fimdamental component (-40 Hz), while the FFT method shows more than 50 IHz (Fig.7 a, b) . In this case we have applied Z=70, n=100. Estimation of the main component frequency enables us to choose an appropriate sampling window for the FFT. For exact estimation of the frequency of distant harmonics we have also applied a higher number of samples, n = 100 (Fig.7 c, d) . 
IV. Conclusions
The linear least square method for harmonics detection in a power system has been investigated in the paper using the singular value decomposition (SVD). It has been shown that the location of far distant harmonics creates the same problem as very closely spaced sinusoidal signals. The proposed method has been investigated at different conditions and found to be very variable and efficient tool for detection and location all higher harmonics existing in the system. It makes also possible the estimation of interharmonics. The comparison to the standard FFT technique has proved superiority of the approach for signals burried in noise.
