Extrapolation of rating curves by hydraulic modelling, with application to flood frequency analysis. Hydrol. Sci. J. 55(6), 883-898. Abstract This paper illustrates the importance of taking into account the potential errors in discharge estimation in the assessment of extreme floods. First, a summary of the main difficulties encountered in extrapolating rating curves for flood discharge is provided. Then a sensitivity analysis is carried out using a hydraulic modelling approach, applied to eight Mediterranean catchments, and yielding an envelope curve for the stage-discharge relationship, Q(H). To assess the influence of errors in the flood discharge on the uncertainty in estimating extreme floods, a Bayesian framework including a multiplicative error on the rating curve was applied. Its application on two catchments for which historical data are available for the period shows that ignoring the rating curve errors may lead to an unduly optimistic reduction in the final uncertainty in estimation of flood discharge quantiles. Moreover, the quantile values are also affected by taking into account the rating curve errors.
INTRODUCTION
Assessing the accuracy and precision of discharge measurements/estimates is of primary importance, for example, in flood forecasting, design flood assessment or trend detection. Misleading results can be obtained when errors affecting discharge data series are ignored. The accuracy of extreme flood discharge estimates is lower than that of average flows for several reasons. The main reason is that in most cases direct measurements are not available owing to practical constraints: high flow velocities, danger for staff and equipment, operational difficulties in being on the spot during the flood peak etc. In addition, during large floods, it is very difficult for standard stream gauging stations to record extreme runoff -they may be inundated, damaged by flood waters or even totally destroyed, resulting in gaps in the flood record. Therefore, discharge values for the largest floods are often post-event indirect estimates. Extrapolation of the rating curve is then a fundamental step for discharge estimation and can introduce substantial errors. This paper investigates the quantification of rating curve uncertainty and its impact on flood frequency analysis, in line with the objectives of the "Court of Miracles" workshop (Andréassian et al., 2010) . Section 2 of the paper outlines the difficulties in extrapolating rating curves to estimate extreme flood discharge. In Section 3, we propose a methodology based on hydraulic modelling to guide rating curve extrapolation. This approach is applied to eight gauging stations, with a comparison of the current relationship between flood stage and discharge to the values computed by a hydraulic model. In Section 4, a case study illustrates the impact of rating curve errors on flood quantiles estimated using historical data. Conclusions are summarized in Section 5.
DIFFICULTIES RELATED TO THE EXTRAPOLATION OF RATING CURVES FOR THE ESTIMATION OF FLOOD DISCHARGE

Requirements for an appropriate stage-discharge relationship for floods
The standard way to continuously estimate the discharge Q of a river is to combine a continuous series of observed water stage H with a stage-discharge relationship (denoted Q(H)), referred to as the rating curve. The location of the water stage sensor is important when estimating sub-critical flows in order to avoid the backwater effect. The best configuration corresponds to a stage measured just upstream of a natural waterfall or an artificial concrete structure where critical flow occurs. The stability of the geometry of such station control ensures an unequivocal relationship between water stage and discharge. Without such downstream control, different combinations of discharge and downstream conditions can produce the same water stage at the station. For example, this situation occurs near the coast due to the tidal influence, or when the river flows into a larger river or a reservoir. Fortunately, roughness control (i.e. uniform flow conditions within a sufficiently long river section) yields a downstream condition equal to the normal depth, which is in one-to-one relationship with discharge.
The second important parameter is the sensitivity of the hydraulic control: a 1-cm variation in water stage should induce a small variation in discharge (ΔQ/Q , 4-5%). This holds for river sections with a narrow width and significant water height. In contrast, a few dozen centimetres of water stage in a large river (10-50 m) induce large uncertainties in the estimated discharge, as high velocity may yield an insensitive Q(H) relationship.
Existing methods for extrapolating a stage-discharge relationship
The standard methods to build a Q(H) relationship have been used for over a century and have been largely developed by the US Geological Survey (Rantz, 1982) and through international standards (WMO, 1980; ISO, 1998) . Graphical methods based on logarithmic paper or regression methods such as the power regression model are the simplest ways to establish Q(H) relationships (Herschy, 1993) . Extrapolation of the rating curve is usually based on hydraulic considerations: the equation
b is indeed the usual form of a multi-segmented rating curve (Lambie, 1978; ISO, 1998) . Venetis (1970) derived a statistical framework to estimate discharge uncertainties associated with such a power Q(H) relationship.
However, specific hydraulic conditions during a flood event should be kept in mind when extrapolating rating curves. The following factors can lead to considerable extrapolation errors when ignored:
(a) The Q(H) relationship may abruptly change above some threshold stage, due to: -a change in the shape of the flow section when the water stage rises (e.g. overflowing into the flood plain; overflowing of additional arches under a bridge); -a change in the downstream control (e.g. backwater effect from a hydraulic structure or overbank flow; supercritical flow producing a hydraulic jump near the gauging station); -a change in the roughness (e.g. flowing through vegetation in the flood plain); -a change in the hydraulic behaviour of a flow structure (pressure flow or overtopping of a bridge or culvert); -secondary circulations in the river section resulting in energy losses; and -by-passing flow occurring upstream of the gauging station not accounted for in the rating extrapolation. (b) A non-unique Q(H) relationship may be induced by hydrodynamic effects, as Q is also a function of the longitudinal water surface gradient, and inertial forces at the section (hysteresis effect, Perumal et al., 2004) . (c) A temporal change may occur in the hydraulic conditions during flood, caused by: -change in the cross-section geometry due to erosion or sediment deposit; -ice build-up during cold periods; or -vegetation and wood debris blocked by a bridge.
While (a) and (b) can be accounted for by hydraulic models, factor (c) remains difficult to address in the absence of information on the temporal changes. Jarrett (1987) listed the main factors affecting the assessment of peak discharge in mountainous streams (which remain valid in general): roughness coefficient, scour, expansion and contraction losses, viscosity, unsteady flow, number of cross-sections, state of flow and stream slope. Amongst these factors, Kirby (1987) stressed that the presence of scour is of extreme importance. Quick (1991) argued that, during floods with large sediment transport, one-third of the channel slope is required for moving the sediment, so that only two-thirds of the slope is available for transporting the water. Burnham & Davis (1990) investigated the impact of survey accuracy (with various survey methods, e.g. field survey, aerial photogrammetry, hydrographic survey) on the accuracy of the water surface profile computed by a hydraulic model under steady flow conditions. They proposed regression equations for the estimation of computed steady-flow profile errors, according to the survey methods, survey accuracy specification, reliability of Manning's value and stream hydraulic variables.
The upper part of the rating curve remains difficult to extrapolate since in most cases no or few gauging values are available for calibration. It is therefore recommended to include hydraulic expertise, taking into account the underlying physics of open-channel flows (Schmidt & Garcia, 2003) and its impact on roughness coefficients (Kean & Smith, 2005) . Empirical methods such as the velocity-area and the conveyance-area methods (WMO, 1980; Rantz et al., 1982) yield acceptable extrapolations, but assume steady and uniform flows, which may prove restrictive. Two studies used simple hydraulic equations based on channel control (Leonard et al., 2000) and critical control (Petersen-Overleir, 2006 ). The models were objectively calibrated using the available stagedischarge measurements and the measured channel topography. Franchini et al. (1999) proposed to use the simplified Muskingum-Cunge hydraulic model to transfer information from a reliable rating curve to other stations. Dose et al. (2002) compared graphical and empirical methods with hydraulic modelling for 1-D water surface computation. They concluded that hydraulic modelling improves the extrapolation of the rating curves by accounting for hydraulic conditions downstream of the gauging station.
Degree of extrapolation of French rating curves
The estimation of discharge values far beyond the highest gauged value is the rule rather than the exception given the practical constraints explained in Section 1. Renouf et al. (2005) assessed the degree of extrapolation of French rating curves, based on 325 gauging stations located mainly in the Rhone catchment (southeast France). The return period, T, of the highest gauged discharge, Q g , was computed from a Gumbel distribution (whose parameters were estimated based on annual maxima). The Q g values lower than the Gumbel location parameter (T , 1 year) were compared with the mean annual discharge, Q A , which roughly corresponds to the 0.3-quantile of the flow duration curve for this data set. Other Q g values were ranked into four classes, corresponding to the standard flood scale used in France (Lang & Claudet, 2005) : small flood (T , 2 years), intermediate flood (2 T , 10 years), large flood (10 T , 100 years) and extreme flood (T ! 100 years). Table 1 shows that more than 60% of the stations have not been gauged beyond the 2-year flood (classes 0 and 1), and that less than 10% (classes 3 and 4) have a gauged value greater than the 10-year flood. Subsequent rows of Table 1 show that large catchments have more gauging information, presumably because the flood duration is large enough (between one and several days) to anticipate and manage field discharge measurements.
Perret (personal communication, 2008) found similar results based on 87 gauging stations from the French National Electricity hydrometric network, mostly located in mountainous areas of the French Alps and the Cévennes. Only 12% of stations have been gauged beyond the 10-year flood, and the median value of Q g is about half of the 10-year flood.
Such a large degree of extrapolation may appear surprising. However, it is related to the flood dynamics in southern France, where flash floods are difficult to anticipate and measure. In Wisconsin, USA, Potter & Walker (1985) proposed a measure of the uncertainty of the largest observed peak discharge at 46 gauging stations. The median ratio Q g /Q maxofrecord of the largest gauged discharge to the largest observed peak discharge is equal to 0.72, with only 10% of the ratios below 0.43.
In the future, new measurement techniques such as the Acoustic Doppler Current Profiler (ISO, 2005) or the monitoring of river surface velocities using image processing approaches (Jodeau et al., 2008) are promising avenues to supplement data collection during floods. Likewise, improvement of flood forecasts may help gauging crews to be on-the-spot during flood peaks.
An example of misleading hydrological diagnosis due to rating curve errors
As a consequence of geo-morphological changes or river engineering works, the Q(H) relationship rarely remains stable over several decades. Hydrometric network managers report each new gauging on the Q(H) graph and check its coherence with the current rating curve. They decide to establish a new rating curve when recent gaugings consistently suggest that a new relationship holds, with preferably a physical explanation to this change. Sometimes, a new gauging for a large flood leads to modifying the rating curve extrapolation: this raises the delicate issue of re-computing past discharges with this new extrapolation over possibly several decades, or alternatively applying the new extrapolation to future data only. Moreover, past errors related to a previous manager or an old change of sensor may have been forgotten by the current hydrometric manager who gives priority to the review of the present data. Figure 1 provides an example of a misleading diagnosis due to rating curve errors. It arises from a trend analysis of French floods and droughts (Lang et al., 2006b; Renard, 2006) based on 195 long discharge series. In a first analysis ( Fig. 1(a) ), a significant trend in the annual maximum series was found for 18% of the sites (likelihood ratio test based on the generalized extreme value distribution, 5% error level). However, the lack of spatial coherence suggested that this result should be considered with caution. In a second step, the possible causes of these changes were thoroughly investigated in cooperation with hydrometric services. About 40% of the detected changes turned out to be explained by measurement problems (in many cases, the estimated date of change corresponded to a change in the extrapolation of the rating curve), and 9% were related to hydrological issues (e.g. impact of a hydraulic structure).
Removing such artefacts led to a new reduced data set of 124 stations. The analysis of this reduced data set revealed fewer changes ( Fig. 1(b) ), which were found to be non-significant by Renard et al. (2008) . It is stressed that, in addition to the example above, inadequate changes in rating curve extrapolation may have many other consequences. For instance, estimates of flood quantiles based on past data may be invalidated (Guganesharajah et al., 2006) , with possible consequences on the dimensioning of hydraulic structures. Alternatively, the calibration of hydrological models may become inadequate, with possible consequences on the operation of dams or flood forecasting systems.
EXTRAPOLATION OF RATING CURVES USING HYDRAULIC MODELLING
Methodology
Considering the necessity of evaluating the extrapolation of rating curves with hydraulic models, the following steps were followed.
3.1.1 Morphological and hydrometric data collection Morphological data include the main channel and flood-plain topographies, and the topography of all hydraulic structures within the studied reach. Specific cross-sections, whose spacing depends on the river heterogeneity, are needed for the main channel, and for the flood plain when the spatial resolution of survey maps is too low. Hydrometric data include: stream gaugings for model calibration, the rating curves to be evaluated, the highest observed water stage in order to assess the degree of extrapolation of the rating curve, and flood or waterline marks for model validation.
Choice of a hydraulic model
Onedimensional (1-D) models for free-surface flows, based on Saint Venant (SV) equations (Chow, 1960) , may suffice for the purpose of this study. The model should be able to solve the hydraulic equations, for both sub-critical and super-critical flows, under unsteady conditions. Specific cases with complex two-dimensional flows may require 2-D models. Alternatively, rivers affected by geomorphological changes may require compound models (hydraulic flow and river bed deformation). In both cases, additional data are required (flood hydrograph, detailed survey maps, morphological information), in the absence of which additional uncertainties will apply.
Boundary condition
The downstream condition can be given by the normal depth when the studied reach is long enough to avoid any downstream influence. If a backwater effect is observed, a fictitious reach is added, using similar slope and river profile to those of the initial reach. This restricts the sensitivity to the downstream condition. If a hydraulic structure placed downstream of the water stage sensor controls the water line at the gauging station, it is not necessary to add such a fictitious reach.
Calibration of the model
The (H i , Q i ) gauging values are used to calibrate the Strickler coefficient of the main channel (K mc ¼ 1/n, n being the Manning roughness coefficient). Low flow gaugings (a few centimetres of water stage) have to be excluded because the SV equations are no longer valid when the diameter of bed material is large compared with the water stage (Smart et al., 2002) . Similarly, gaugings made at the main channel conveyance (i.e. when water is just overflowing the main channel) are not representative of the roughness coefficient of the main channel, because turbulence and specific exchange of mass between the main channel and the flood plain induce hydraulic discontinuities (Shiono & Muto, 1998; Proust et al., 2006 Proust et al., , 2010 . The remaining gaugings lead to a set of K mc coefficients, which were found to be similar and were therefore averaged. The Strickler coefficient of the flood plain K fp was estimated from the Ven te Chow tables (http://wwwrcamnl.wr.usgs.gov/sws/ fieldmethods/Indirects/nvalues/index.htm), because no gauging value was available for flood-plain flows.
3.1.5 Sensitivity analysis Calibration of the hydraulic model is based on gauging values affected by measurement errors. In order to assess the impact of such errors, it was assumed that water stage, H, can be affected by an additive error of AE5 cm, while discharge, Q, can be affected by a multiplicative error of AE10%. Such errors can be found pessimistic: usually, accuracy of about AE1 cm is sought for water stage, while the precision of a good discharge measurement is about AE5% (Pelletier, 1988) . However, additional uncertainties apply during flood events with extremely turbulent water surface. In any case, it is acknowledged that those values are casespecific, and that specific configurations may require more complex error models, e.g. with errors varying with water stage or discharge.
An envelope curve for the Q(H) relationship can be computed based on the above-mentioned stagedischarge precision estimates. The choice of a hydraulic model is a trade-off between the physical relevance of the model and its parsimony compared with available data. Whenever it was suited to the case study, we used a 1-D hydraulic model with a permanent condition (peak discharge). In such cases, the calibration of the roughness coefficient may be affected by the inaccuracy of the hydraulic model, so that the total uncertainty is not only due to the sole errors on Strickler coefficients, K mc and K fp . Hydraulic expertise remains necessary to validate the choice of the hydraulic model.
Case study on eight Mediterranean catchments
A preliminary application of this methodology is described by Lang et al. (2006a) and Renouf et al. (2005) . The case study presented in this paper uses eight Mediterranean catchments selected for the InondHis project (Neppel et al., 2007) on historical floods, and the European Hydrate project (Pobanz, /s) and the available flood marks. We stress that without hydraulic modelling, a simple empirical extrapolation of the rating curve from the available gauging values would have been virtually impossible. Table 3 summarizes the main findings for the eight studied catchments. Calibration problems were encountered at sites 2 (missing topographic data), 3 (a single non-representative high flow gauging, corresponding to a bankfull discharge), 5 and 6 (no gauging), 7 (hydraulic jump) and 8 (hydrological uncertainty due to an ephemeral tributary). The validation of the hydraulic model was possible at sites 1, 2, 3, 6 and 7. The Gardon d'Anduze station (site no. 7) is of particular interest because flood marks are available along a long reach. As shown in Fig. 4 , the "observed" flood mark near the gauging station (7.6 m above the zero scale; which has an elevation of 123.87 m) is higher than the simulated one (5.6 m). However, the 10 other flood marks are in excellent agreement with the simulated water line. As the water line has a complex profile across the bridge of Anduze, the most likely explanation is that the flood mark was mistakenly claimed to be located at the hydrometric scale and sensor location (just downstream of the bridge), whereas it was actually observed at the upstream part of the bridge.
In the next section an application of this hydraulic study is presented, with the aim of accounting for errors affecting post-flood indirect estimates in the estimation of flood quantiles.
HISTORICAL FLOOD FREQUENCY ANALYSIS WITH RATING CURVE ERRORS
Methods for including historical information into flood frequency analysis have been studied extensively over the years (e.g. Stedinger & Cohn, 1986; Parent & Bernier, 2003; Naulet et al., 2005) . In particular, recent research focused on the uncertainty affecting historical data and its impact on quantile estimates (e.g. O'Connell et al., 2002; Reis & Stedinger, 2005; Neppel et al., 2010) . Here, we present a case study based on the two catchments studied in Section 3. A complete description of the methodological flood frequency analysis framework can be found in Neppel et al. (2010) . The objective of this case study is to illustrate the impact of rating curve errors on quantile estimates.
Data
Two catchments are considered in this study: the Gardon d'Anduze River (site no. 7) and its tributary the Gardon de Saint-Jean (site no. 5). Daily water stages are available from 1892 (corresponding to the creation of the Flood Warning Service) to 2004, while additional but non-exhaustive water stage marks are available between 1741 and 1891. The latter information stems from the collection of historical data from archives (see Neppel et al., 2007 , for more details). These water stage series are then transformed into discharge using the rating curves derived by hydraulic modelling, as described in Section 3. As geomorphological information gives evidence of a river bed incision at both sites, two different rating curves have been used at each site. The change of rating curve occurs in 1985 for the Anduze catchment and in 1959 for the Saint Jean catchment.
Annual maxima (AM) are then extracted from the discharge series, as shown in Fig. 5 . The obtained series contains two data types: (i) point-values (circles) correspond to water stage data known with high precision; and (ii) intervals correspond to flood events known with limited accuracy, the available information consisting of lower and upper bounds for the water stage reached during the flood. In this paper, data of type (ii) are mostly historical data for which no precise estimate of the stage reached during the flood is available. For instance, this may correspond to historical information of the form "building A was flooded but (higher) building B was not." However, this type of uncertainty may also affect recent events: this is the case for the 2002 event at Anduze station, due to the uncertainty affecting the exact location of the observed water stage (see Section 3.2). More generally, unsteady flow effects or large stage measurement imprecision may result in this type of uncertainty. In addition, the perception threshold (horizontal line in Fig. 5 ) corresponds to the water stage ensuring the exhaustiveness of historical data collection: one can ensure that all flood events exceeding this threshold have been recorded during the historical data collection. In contrast, some flood events may have been missed below this threshold, i.e. the only usable information for those years with no available water stage mark is that the discharge was lower than the perception threshold. In statistical terms, the perception threshold is a censoring threshold. Importantly, the information represented in Fig. 5 is affected by an additional uncertainty (not represented in Fig. 5 ) stemming from the transformation from water stage to discharge by the rating curve. The objective of this study is to evaluate the impact of this uncertainty on the flood quantile estimates.
Bayesian framework
4.2.1 Models It is assumed that the (unknown) "true" AM discharge X t is a realization from a generalized extreme value distribution GEV(μ, λ, ξ), where μ, λ and ξ are, respectively, the location, scale and shape parameters. The observed dischargeX ðkÞ t is then assumed to be corrupted by a multiplicative error γ k stemming from the transformation by the kth rating curve:
The error model of the rating curve (1) corresponds to the assumption of a systematic error, i.e. all discharge data included in the period of validity of the kth rating curve (k ¼ 1, . . ., N c ) are affected by the same multiplicative error γ k . This error model is a particular case of the rating curve error model proposed by Kuczera (1996) . The error term γ k is treated as an unknown quantity that needs to be inferred along with the GEV parameters μ, λ and ξ. A Bayesian approach is used in this study.
Likelihood
Under these hypotheses, and further assuming that AM discharges are independent and identically distributed, the likelihood of observations is (see Neppel et al., 2010 , for a detailed derivation):
where S k is the set of years included in the period of validity of the kth rating curve for which an observation is available, while n k years correspond to censored data (i.e. the annual maximum flood did not exceed the perception threshold u k ). Although the detailed derivation of this likelihood is not presented in this paper, its composition remains very intuitive. The likelihood is made up of two components. The first component, Fðu k jμ=γ k ; λ=γ k ; ξÞ
where F is the cdf of a GEV distribution, carries the information of the n k censored data. The sole information for censored data is that the discharge is smaller than the threshold u k , which explains the use of the cdf evaluated at the threshold value. Moreover, the distribution of observations depends on the rating curve errors through the location and scale parameters, consistently with the multiplicative error model (1).
The second component, pðx ðkÞ t jμ; λ; ξ; γ k Þ, carries the information of an observationx ðkÞ t . Two distinct cases can be distinguished:
-Ifx ðkÞ t is point-valued, then its contribution to the likelihood is simply equal to the pdf evaluated at x ðkÞ t :
where f is the pdf of a GEV distribution. -Ifx ðkÞ t is contained in the interval ½x -t ; x þ t , then its contribution to the likelihood is computed using the cdf evaluated at the interval bounds:
Note that when xt tends to x 
Priors
Prior specification offers the opportunity to use the information arising from the hydraulic sensitivity analysis of Section 3.2. More accurately, a triangular prior distribution is used for the rating curve error terms γ k . The mode of such a triangular distribution is set at γ ¼ 1 (i.e. no error), while the base expands between values min and max. These values are determined in order to roughly match the bounds of the envelope curve (i.e. lower and upper rating curves based on Strickler coefficients (Kmc , Kfp ) and (K þ mc , K þ fp )). Independent priors are used for different rating curves because the hydraulic sensitivity analysis of different rating curves is based on independent data (available gaugings and topography).
For the GEV parameters, a prior distribution corresponding to vague prior knowledge on μ and λ (uniform distributions), and some degree of prior knowledge for ξ (normal distribution) is used: p μ; λ; ξ ð Þ¼f U μ À10 000; 10 000 j ð Þ f U λ 0; 10 000
The Gaussian distribution used for the shape parameter is similar to the "geophysical prior" used by Martins & Stedinger (2000) .
Results
The posterior distribution resulting from this Bayesian framework is explored using a Markov Chain Monte Carlo (MCMC) sampler described in details by Renard et al. (2006) . The quantile curves (posterior medians) and 90% posterior intervals are shown in The Bayesian framework is applied as described in Section 4.2 (thick lines in Fig. 6 ), but also in a degraded version where rating curve errors are ignored, which is equivalent to assigning a Dirac prior distribution at γ k ¼ 1 (thin line and shaded area in Fig. 6 ). Several observations can be made from these results:
-Rating curve errors have little effect on the quantile curve estimated using few data (1980 Fig. 6(a) ). This suggests that sampling uncertainty is prevailing with short record lengths. -A similar conclusion holds for the longer period 1892-2004, although a zoom on smaller return periods shows a more important effect of rating curve errors (e.g. the width of the 90% credibility interval decreases by about 25% when rating curve errors are ignored for the ten-year flood in Anduze, see zoom box in Fig. 6 ). -Rating curve errors have a stronger effect when the whole period 1741-2004 is considered, which suggests that rating curve errors significantly impact censored data through the perception threshold (first term in equation (2)). In particular, ignoring rating curve errors significantly (and most likely unduly) decreases the width of credibility intervals, and significantly modifies quantiles estimates (central curves in Fig. 6 ). -Reading Fig. 6 vertically yields insights on the benefit of using incomplete and possibly imprecise historical information in order to augment the observation period. For instance, in the case of the Anduze catchment, including old but censored and imprecise data (third row) does not reduce the credibility interval compared to the sole use of systematic data (second row). Interestingly, ignoring rating curve errors leads to a different conclusion, with a strong and undue reduction of the credibility interval.
Further insights can be gained by examining the posterior distributions of GEV parameters (Fig. 7 , corresponding to marginal MCMC samples smoothed with a Gaussian kernel) and of rating curve errors (Fig. 8): -Ignoring rating curve errors leads to virtually no change in parameter estimates when solely using data from the recent period ( Fig. 7(a) ). However, the parameter posterior distributions are very wide, due to the short record length: this confirms the prominent role played by sampling uncertainty when short records are used. -Ignoring rating curve errors with a longer record period (1892 ) leads to virtually no change for the Saint Jean catchment. However, posterior distributions of the location and scale parameters are modified when rating curve errors are ignored for the Anduze catchment (in particular, their variances are smaller). Since the shape parameter remains similar, this explains why the resulting change in terms of quantiles mainly affects moderate return periods. The differences between Anduze and Saint Jean may appear surprising: indeed, rating curve errors are more precisely identified for Saint Jean than for Anduze ( Fig. 8(b) ), yet the latter appears more sensitive to rating curve errors. The reasons for this are still unclear at this stage. -Parameter estimates become strongly sensitive to the treatment of rating curve errors when historical information is included (Fig. 7(c) ). In particular, the shape parameter is significantly affected by the treatment of rating curve errors for the Anduze catchment. Interestingly, this was not the case in the absence of historical information, although similar rating curve errors are identified in both cases ( Fig. 8(b) and (c)). The reasons for the increased sensitivity of estimates with historical data are still unclear at this stage and may be multiple: inclusion of very large values in the analysis, censoring mechanism, etc. 
Discussion
Although the Anduze and Saint Jean catchments behave in a similar manner, the conclusions drawn from this case study should not be considered as general. Indeed, the impact of rating curve errors is likely site-specific, and depends on the relative durations of the systematic and historical periods, the perception threshold stage, the number of censored data, etc. Moreover, the statistical framework used in this study could be improved in several ways:
-The multiplicative error model (1) might be too simplistic. In particular, γ k might depend on the water stage, because different errors may affect flows in the main channel or overflowing into the flood plain. -Further study is also needed to improve prior specification. Firstly, the choice of a triangular prior distribution is arbitrary, and the sensitivity of the results to the choice of the prior has to be evaluated. Moreover, translating a hydraulic sensitivity analysis into a prior distribution is challenging, since a sensitivity analysis cannot be considered as a probabilistic assessment of hydraulic uncertainty.
-When several rating curves are used due to changes in the river topography, it might be difficult to define the date of the change with precision. The periods of validity of the different rating curves are therefore affected by uncertainty, which might be an important part of the total uncertainty. -The choice of a probabilistic model might also play an important role, especially for high quantiles. Although the choice of a GEV distribution has some theoretical basis (it stems from extreme value theory, e.g. Jenkinson, 1955) , alternative models cannot be definitely excluded because extreme value theory only holds asymptotically, and moreover assumptions are made that might be too restrictive for daily hydrological series. It would therefore be interesting to assess whether the conclusions of this case study would also hold with an alternative probabilistic model.
Although this case study could be improved in several ways, we stress that it still demonstrates the sensitivity of flood quantile estimates to rating curve errors when historical information is used. This calls for further research on the definition and specification of more realistic rating curve error models. 
CONCLUSION
The validation of rating curve extrapolation plays a prominent role in assessment of extreme floods. As shown on a set of 300 French gauging stations, gauging values are unfortunately rarely available beyond a 2-year flood. An active policy of data measurement during flood events, including gaugings and recording of flood marks, will both reduce the extent of the extrapolation and provide information for hydraulic model calibration.
Multidisciplinary approaches are recommended in order to understand the physical mechanisms during floods in more depth. Extrapolation of rating curves can hardly be considered as a simple extrapolation of a curve fitted to some gauging data, because discontinuities in the Q(H) relationship may occur during floods beyond the range of gauged values. Hydraulic modelling provides a promising framework to predict such changes, taking into account the spatial environment around the gauging station.
It is therefore recommended to investigate uncertainties in discharge estimates and to include them in statistical or hydrological models. The present paper can be viewed as a tentative illustration of how a mixed approach, using both hydraulic modelling and an adequate statistical description of hydrological data, can be beneficial for analysis of extreme floods. Hydraulic modelling can be used to derive prior information on rating curve errors, which can then be used in a Bayesian framework. However, the hydraulic model was calibrated manually in this paper, which is not in line with the requirement of a formal inference framework to estimate extreme flood quantiles, while accounting for uncertainties affecting runoff data. Further developments are needed, as already pointed out in the precursory study of Potter & Walker (1981) . More advanced papers can be found on the hydraulic modelling of rating curves (Abril & Knight, 2004; Lang et al., 2004; Naulet et al., 2005) and the assessment of related uncertainties (Petersen-Overleir & Reitan, 2005; Reitan & Petersen-Overleir, 2008 Di Baldassare & Montanari, 2009) , or on the incorporation of rating curve errors in flood frequency analysis (Kuczera, 1992 (Kuczera, , 1996 . 
