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Abstract
The main aim of the present paper is to prove the existence of a phase transition in
quantum Markov chain (QMC) scheme for the Ising type models on a Cayley tree. Note
that this kind of models do not have one-dimensional analogous, i.e. the considered model
persists only on trees. In this paper, we provide a more general construction of forward
QMC. In that construction, a QMC is defined as a weak limit of finite volume states with
boundary conditions, i.e. QMC depends on the boundary conditions. Our main result
states the existence of a phase transition for the Ising model with competing interactions
on a Cayley tree of order two. By the phase transition we mean the existence of two distinct
QMC which are not quasi-equivalent and their supports do not overlap. We also study some
algebraic property of the disordered phase of the model, which is a new phenomena even
in a classical setting.
Mathematics Subject Classification: 46L53, 60J99, 46L60, 60G50, 82B10, 81Q10, 94A17.
Key words: Quantum Markov chain; Cayley tree; Ising type model; competing interaction,
phase transition, quasi-equivalence, disordered phase.
1 Introduction
One of the basic open problems in quantum probability is the construction of a theory of
quantum Markov fields, that are quantum processes with multi-dimensional index set. This
program concerns the generalization of the theory of Markov fields (see [24],[32])) to a non-
commutative setting, naturally arising in quantum statistical mechanics and quantum field
theory.
The quantum analogues of Markov chains were first constructed in [1], where the notion of
quantum Markov chain (QMC) on infinite tensor product algebras was introduced. The reader
is referred to [15, 26, 34, 38, 44] and the references cited therein, for recent developments of
the theory and the applications.
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The main aim of the present paper is to prove the existence of phase transitions for a
class of quantum Markov chains associated with Ising type models on a Cayley tree. This
paper deals with two problems: The construction of quantum Markov fields on homogeneous
(Cayley) trees; the existence of a phase transition for special models of such fields. Both
problems are non-trivial and, to a large extent, open. In fact, even if several definitions of
quantum Markov fields on trees (and more generally on graphs) have been proposed, a really
satisfactory, general theory is still missing and physically interesting examples of such fields in
dimension d ≥ 2 are very few. In this paper, from QMC perspective, we are going to establish
the phase transition for the classical Ising model with competing interactions on a Cayley
tree. Note that the phase transition notion is based on the quasi-equivalence of QMC which
differs from the classical one (in the classical setting, to establish the phase transition for the
considered model, it is sufficient to prove the existence of at least two different solutions of
associated renormalized equations (see [31, 50])). Therefore, such a phase transition is purely
noncommutative, and even for classical models, to check the existence of the phase transition
is not a trivial problem (we point out that the quasi-equivalence of product states, which
correspond to the classical models without interactions, was considered in [48]).
We notice that first attempts to construct a quantum analogue of classical Markov fields
have been done in [3]-[6],[9, 33, 27, 36]. In these papers the notion of quantum Markov state,
introduced in [8], extended to fields as a sub-class of the quantum Markov chains. In [7] a more
general definition of quantum Markov states and chains, including all the presently known ex-
amples, have been extended. Note that in the mentioned papers quantum Markov fields were
considered over multidimensional integer lattice Z. This lattice has so-called amenability prop-
erty. Moreover, analytical solutions (for example, critical temperature)does not exist on such
lattice. But investigations of phase transitions of spin models on hierarchical lattices showed
that there are exact calculations of various physical quantities (see for example, [19, 47]). Such
studies on the hierarchical lattices begun with the development of the Migdal-Kadanoff renor-
malization group method where the lattices emerged as approximants of the ordinary crystal
ones. On the other hand, the study of exactly solved models deserves some general interest
in statistical mechanics [19]. Therefore, it is natural to investigate quantum Markov fields
over hierarchical lattices. For example, a Cayley tree is the simplest hierarchical lattice with
non-amenable graph structure [45]. This means that the ratio of the number of boundary
sites to the number of interior sites of the Cayley tree tends to a nonzero constant in the
thermodynamic limit of a large system. Nevertheless, the Cayley tree is not a realistic lattice,
however, its amazing topology makes the exact calculations of various quantities possible. First
attempts to investigate QMC over such trees was done in [16], such studies were related to the
investigation of thermodynamic limit of valence-bond-solid models on a Cayley tree [25] (see
also [14]).
The phase transition phenomena is crucial for quantum models over multi dimensional
lattices [20],[28],[52, 23]. In [17] it was considered quantum phase transition for the two-
dimensional Ising model using C∗-algebra approach. In [25] the VBS-model was considered on
the Cayley tree. It was established the existence of the phase transition, for the model in terms
of finitely correlated states, which describes ground states of the model. Note that more general
structure of finitely correlated states was studied in [26]. We stress that finitely correlated
states can be considered as quantum Markov chains. In [30, 39, 40, 42, 43] noncommutative
extensions of classical Markov fields, associated with Ising and Potts models on a Cayley
tree, were investigated. In the classical case, Markov fields on trees are also considered in
[49, 50],[53]-[56].
There are several methods to investigate phase transition from mathematical point of view.
Roughly speaking, for a given Hamiltonian on a quasi local algebra, to establish the existence
of a phase transition it is necessary to find at least two different KMS-states associated with a
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model (see for details [23]). In [25] it was proposed to study the phase transition in the class
of finitely correlated states. In the present paper, for a given Hamiltonian we provide a more
general construction (than [10, 11]) of QMC associated with the Hamiltonian. Namely, in this
construction, the Hamiltonian exhibits nearest-neighbor and next-nearest-neighbor interactions
(in the previous papers [11] the Hamiltonian contained only nearest-neighbor interactions), and
the corresponding QMC is defined as a weak limit of finite volume states (which depend on
the Hamiltonian) with boundary conditions, i.e. QMC depends on the boundary conditions.
We remark that in this construction, one can observe some similarities with Gibbs measures.
We stress that all previous considered examples (in the literature) of QMC are related to
Hamiltonians with nearest-neighbor interactions. A main aim of the present paper is to prove
the existence of the phase transition in the class of QMC when the Hamiltonian contains both
kinds (nearest-neighbor and next-nearest-neighbor) of interactions at the same time. Note
that this kind of models do not have one-dimensional analogous, i.e. the considered model
persists only on trees. In classical setting, this kind of model was called the Ising model with
competing interactions, and has been rigorously investigated in many papers (see for example
[31, 42, 43, 46, 50, 51]. Our main result is the following theorem
Theorem 1.1. For the Ising model with competing interactions (23), (25), J > 0, β > 0 on
the Cayley tree of order two, the following statements hold:
(i) if ∆(θ) ≤ 0, then there is a unique QMC;
(ii) if ∆(θ) > 0, then there occurs a phase transition.
Here ∆(θ) = θJ(θ2 − 3)− 2θ, θ = e2β .
By the phase transition we mean the existence of two distinct QMC for the given family
of interaction operators {K<x,y>}, {L>x,y<} (see (23), (25)). Moreover, these states should be
not quasi-equivalent and their supports do not overlap. Note that in our earlier papers (see
[12, 13]) we have proved only non quasi-equivalence of the states. In this paper, we additionally
prove that the corresponding states do not have overlapping supports. Hence, the main result
of the present paper recover a main result of [13] as a particular case (J = 0). To prove the
main result of the paper, we first establish that the model exhibits three translation-invariant
QMC ϕα, ϕ1 and ϕ2, and we study several properties of the states ϕ1 and ϕ2.
We notice that the state ϕα corresponds to the disordered phase of the model. In [21, 35]
it was established that the disordered phase of the Ising model on the Cayley tree of order
k ≥ 2 is extremal if and only if θ < 1/√k. But for the Ising model with competing interactions
this kind of result still is unknown. In the present paper, we find sheds some light into this
question. Namely, we will prove the following result.
Theorem 1.2. The states ϕα and ϕ1 are not quasi-equivalent.
This result shows how the states relate to each other, which is even a new phenomena in
the classical setting.
Let us outline the organization of the paper. After preliminary information (see Section
2), in Section 3 we provide a general construction of quantum Markov chains on Cayley tree.
This construction is more general than considered in [12]. Moreover, in this section we give the
definition of the phase transition. Using the provided construction, in Section 4 we consider
the Ising model with competing interactions on the Cayley tree of order two. Section 5 is
devoted to the existence of the three translation-invariant QMC ϕα, ϕ1 and ϕ1 corresponding
to the model. Section 6 contains the proof of Theorem 1.1, namely, we first prove that states
ϕ1 and ϕ2 do not have overlapping supports, and they are not quasi-equivalent. We stress
that the states ϕ1 and ϕ2 are not product states, and therefore, their non quasi equivalence is
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Figure 1: The first levels of Γ2+
independent of interest from operator algebras point of view. In fact, in the case of product
states, many papers were devoted to the study of quasi-equivalence [18, 37, 48]. In the final
Section 7, we prove Theorem 1.2.
2 Preliminaries
Let Γk+ = (L,E) be a semi-infinite Cayley tree of order k ≥ 1 with the root x0 (i.e. each vertex
of Γk+ has exactly k + 1 edges, except for the root x
0, which has k edges). Here L is the set
of vertices and E is the set of edges. The vertices x and y are called nearest neighbors and
they are denoted by l =< x, y > if there exists an edge connecting them. A collection of the
pairs < x, x1 >, . . . , < xd−1, y > is called a path from the point x to the point y. The distance
d(x, y), x, y ∈ V , on the Cayley tree, is the length of the shortest path from x to y.
Recall a coordinate structure in Γk+: every vertex x (except for x
0) of Γk+ has coordinates
(i1, . . . , in), here im ∈ {1, . . . , k}, 1 ≤ m ≤ n and for the vertex x0 we put (0). Namely, the
symbol (0) constitutes level 0, and the sites (i1, . . . , in) form level n (i.e. d(x
0, x) = n) of the
lattice (see Fig. 1).
Let us set
Wn = {x ∈ L : d(x, x0) = n}, Λn =
n⋃
k=0
Wk, Λ[n,m] =
m⋃
k=n
Wk, (n < m)
En =
{
< x, y >∈ E : x, y ∈ Λn
}
, Λcn =
∞⋃
k=n
Wk
For x ∈ Γk+, x = (i1, . . . , in) denote
S(x) = {(x, i) : 1 ≤ i ≤ k}.
Here (x, i) means that (i1, . . . , in, i). This set is called a set of direct successors of x.
Two vertices x, y ∈ V is called one level next-nearest-neighbor vertices if there is a vertex
z ∈ V such that x, y ∈ S(z), and they are denoted by > x, y <. In this case the vertices x, z, y
was called ternary and denoted by < x, z, y >.
Let us define on Γk+ a binary operation ◦ : Γk+× Γk+ → Γk+ as follows: for any two elements
x = (i1, . . . , in) and y = (j1, . . . , jm) put
x ◦ y = (i1, . . . , in) ◦ (j1, . . . , jm) = (i1, . . . , in, j1, . . . , jm) (1)
and
x ◦ x0 = x0 ◦ x = (i1, . . . , in) ◦ (0) = (i1, . . . , in). (2)
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By means of the defined operation Γk+ becomes a noncommutative semigroup with a unit.
Using this semigroup structure one defines translations τg : Γ
k
+ → Γk+, g ∈ Γk+ by
τg(x) = g ◦ x. (3)
It is clear that τ(0) = id.
The algebra of observables Bx for any single site x ∈ L will be taken as the algebra Md of
the complex d × d matrices. The algebra of observables localized in the finite volume Λ ⊂ L
is then given by BΛ =
⊗
x∈Λ
Bx. As usual if Λ1 ⊂ Λ2 ⊂ L, then BΛ1 is identified as a subalgebra
of BΛ2 by tensoring with unit matrices on the sites x ∈ Λ2 \ Λ1. Note that, in the sequel, by
BΛ,+ we denote the set of all positive elements of BΛ (note that an element is positive if its
spectrum is located in R+). The full algebra BL of the tree is obtained in the usual manner
by an inductive limit
BL =
⋃
Λn
BΛn .
In what follows, by S(BΛ) we will denote the set of all states defined on the algebra BΛ.
Consider a triplet C ⊂ B ⊂ A of unital C∗-algebras. Recall [2] that a quasi-conditional
expectation with respect to the given triplet is a completely positive (CP) linear map E : A→ B
such that E(ca) = cE(a), for all a ∈ A, c ∈ C.
Definition 2.1 ([14]). A state ϕ on BL is called a forward quantum Markov chain (QMC),
associated to {Λn}, if for each Λn, there exist a quasi-conditional expectation EΛcn with respect
to the triplet
BΛcn+1 ⊆ BΛcn ⊆ BΛcn−1 (4)
and a state ϕˆΛcn ∈ S(BΛcn) such that for any n ∈ N one has
ϕˆΛcn |BΛn+1\Λn = ϕˆΛcn+1 ◦ EΛcn+1 |BΛn+1\Λn (5)
and
ϕ = lim
n→∞ ϕˆΛ
c
n
◦ EΛcn ◦ EΛcn−1 ◦ · · · ◦ EΛc1 (6)
in the weak-* topology.
Note that (5) is an analogue of the DRL equation from classical statistical mechanics
[24, 32], and QMC is thus the counterpart of the infinite-volume Gibbs measure.
3 Construction of Quantum Markov Chains on Cayley tree
In this section we are going to provide a construction of a forward quantum Markov chain
which contain competing interactions. Note that in our construction generalizes our previous
works [11, 12].
Let us rewrite the elements of Wn in the following order, i.e.
−→
Wn :=
(
x
(1)
Wn
, x
(2)
Wn
, · · · , x(|Wn|)Wn
)
,
←−
Wn :=
(
x
(|Wn|)
Wn
, x
(|Wn|−1)
Wn
, · · · , x(1)Wn
)
.
Note that |Wn| = kn. Vertices x(1)Wn , x
(2)
Wn
, · · · , x(|Wn|)Wn of Wn can be represented in terms of the
coordinate system as follows
x
(1)
Wn
= (1, 1, · · · , 1, 1), x(2)Wn = (1, 1, · · · , 1, 2), · · · x
(k)
Wn
= (1, 1, · · · , 1, k, ), (7)
x
(k+1)
Wn
= (1, 1, · · · , 2, 1), x(2)Wn = (1, 1, · · · , 2, 2), · · · x
(2k)
Wn
= (1, 1, · · · , 2, k),
5
...
x
(|Wn|−k+1)
Wn
= (k, k, , · · · , k, 1), x(|Wn|−k+2)Wn = (k, k, · · · , k, 2), · · · x
|Wn|
Wn
= (k, k, · · · , k, k).
Analogously, for a given vertex x, we shall use the following notation for the set of direct
successors of x:
−−→
S(x) := ((x, 1), (x, 2), · · · (x, k)) , ←−−S(x) := ((x, k), (x, k − 1), · · · (x, 1)) .
In what follows, by ◦
∏
we denote an ordered product, i.e.
◦
n∏
k=1
ak = a1a2 · · · an,
where elements {ak} ⊂ BL are multiplied in the indicated order. This means that we are not
allowed to change this order.
Notice that each vertex x ∈ L has interacting vertices {x, (x, 1), . . . , (x, k)}. Assume that
each edges < x, (x, i) > (i = 1, . . . , k) operatorsK<x,(x,i)> ∈ Bx⊗B(x,i) is assigned, respectively.
Moreover, for each competing vertices > (x, i), (x, i + 1) < and < x, (x, i), (x, i + 1) > (i =
1, . . . , k) the following operators are assigned:
L>(x,i),(x,i+1)< ∈ B(x,i) ⊗ B(x,i+1), M(x,(x,i),(x,i+1)) ∈ Bx ⊗ B(x,i) ⊗ B(x,i+1).
We would like to define a state on BΛn with boundary conditions ω0 ∈ B(0),+ and {hx ∈
Bx,+ : x ∈ L}. Note that the boundary conditions have similar interpretations like classical
ones (i.e. having boundary spins parallel either all up or all down) but in more general setting.
For example, if we consider an Ising model on a Cayley tree, then the boundary conditions for
this model are defined by functions {hx}x∈V , which in our setting correspond to {exp(hx)}x∈V .
For this reason, we are considering positive elements hx ∈ Bx,+ as the boundary condition. For
more information about the boundary conditions related to classical models we refer [29, 50].
For each n ∈N denote
Ax,(x,1),...,(x,k) =
(◦ k∏
i=1
Kx,(x,i)
)(◦ k∏
i=1
L>(x,i),(x,i+1)<
)(◦ k∏
i=1
M(x,(x,i),(x,i+1))
)
, (8)
K[m,m+1] :=
∏
x∈−→Wm
Ax,(x,1),...,(x,k), 1 ≤ m ≤ n, (9)
h1/2n :=
∏
x∈−→Wn
(hx)1/2, hn = h
1/2
n (h
1/2
n )
∗ (10)
Kn := ω
1/2
0
n−1∏
m=1
K[m,m+1]h
1/2
n (11)
Wn] := KnK∗n (12)
One can see that Wn] is positive.
In what follows, by TrΛ : BL → BΛ we mean normalized partial trace (i.e. TrΛ(1IL) = 1IΛ,
here 1IΛ =
⊗
y∈Λ
1I), for any Λ ⊆fin L. For the sake of shortness we put Trn] := TrΛn .
Let us define a positive functional ϕ
(n)
w0,h
on BΛn by
ϕ
(n)
w0,h
(a) = Tr(Wn+1](a⊗ 1IWn+1)), (13)
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for every a ∈ BΛn . Note that here, Tr is a normalized trace on BL (i.e. Tr(1IL) = 1).
To get an infinite-volume state ϕ on BL such that ϕ⌈BΛn= ϕ
(n)
w0,h
, we need to impose some
constrains to the boundary conditions
{
w0,h
}
so that the functionals {ϕ(n)w0,h} satisfy the
compatibility condition, i.e.
ϕ
(n+1)
w0,h
⌈BΛn= ϕ
(n)
w0,h
. (14)
In the following we need an auxiliary fact.
Lemma 3.1. Let Λ ⊆ Λ′ ⊆fin L, then for any A ∈ BΛ, B ∈ BΛ′ one has Tr(AB) =
Tr[ATrBΛ(B)].
Theorem 3.2. Assume that for every x ∈ L and triple {x, (x, i), (x, i + 1)} (i = 1, . . . , k − 1)
the operators K<x,(x,i)>, L>(x,i),(x,i+1)<, M(x,(x,i),(x,i+1)) are given as above. Let the boundary
conditions w0 ∈ B(0),+ and h = {hx ∈ Bx,+}x∈L satisfy the following conditions:
Tr(ω0h
(0)) = 1, (15)
Trx]
(
Ax,(x,1),...,(x,k)
◦
k∏
i=1
h(x,i)A∗x,(x,1),...,(x,k)
)
= hx, for every x ∈ L, (16)
where as before Ax,(x,1),...,(x,k) is given by (8). Then the functionals {ϕ(n)w0,h} satisfy the com-
patibility condition (14). Moreover, there is a unique forward quantum Markov chain ϕw0,h on
BL such that ϕw0,h = w − limn→∞ϕ
(n)
w0,h
.
Proof. We first show that a sequence {Wn]} is projective with respect to Trn], i.e.
Trn−1](Wn]) =Wn−1], ∀n ∈ N. (17)
It is known [8] that the projectivity implies the compatibility condition.
Now let us check the equality (17). From (8)-(12) one has
Wn] = w1/20
( n−1∏
m=1
K[m−1,m]
)
K[n−1,n]hnK∗[n−1,n]
( n−1∏
m=1
K[m−1,m]
)∗
w
1/2
0 .
One can see that for different x and x′ taken from Wn−1 the algebras Bx∪S(x) and Bx′∪S(x′)
are commuting, therefore from (10) one finds
K[n−1,n]hnK∗[n−1,n] =
∏
x∈−→Wn−1
(
Ax,(x,1),...,(x,k)
◦
k∏
i=1
h(x,i)A∗x,(x,1),...,(x,k)
)
Hence, from the last equality with (16) we get
Trn−1](Wn]) = w1/20
( n−1∏
m=1
K[m−1,m]
)
×
∏
x∈−→Wn−1
Trx]
(
Ax,(x,1),...,(x,k)
◦
k∏
i=1
h(x,i)A∗x,(x,1),...,(x,k)
)
×
( n−1∏
m=1
K[m−1,m]
)∗
w
1/2
0
= w
1/2
0
( n−1∏
m=1
K[m−1,m]
) ∏
x∈−→Wn−1
hx
( n−1∏
m=1
K[m−1,m]
)∗
w
1/2
0
= Wn−1].
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From the above argument and (15), one can show that Wn] is density operator, i.e.
Tr(Wn]) = 1.
Let us show that the defined state ϕw0,h is a forward QMC. Indeed, define quasi-conditional
expectations EΛcn as follows:
EˆΛc1(x[0) = Tr[1(K[0,1]w
1/2
0 x[0w
1/2
0 K
∗
[0,1]), x[0 ∈ BΛc0 (18)
EΛc
k
(x[k−1) = Tr[n(K[k−1,k]x[k−1K∗[k−1,k]), x[k−1 ∈ BΛck−1 , k = 1, 2, . . . , n+ 1, (19)
here Tr[n = TrΛcn . Then for any monomial aΛ1 ⊗ aW2 ⊗ · · · ⊗ aWn ⊗ 1IWn+1 , where aΛ1 ∈
BΛ1 , aWk ∈ BWk , (k = 2, . . . , n), we have
ϕ
(n)
w0,h
(aΛ1 ⊗ aW2 ⊗ · · · ⊗ aWn) = Tr
(
hn+1K
∗
[n,n+1] · · ·K∗[0,1]w1/20 (aΛ1 ⊗ aW2 ⊗ · · · ⊗ aWn)
w
1/2
0 K[0,1] · · ·K[n,n+1]
)
= Tr[1
(
hn+1K
∗
[n,n+1] · · ·K∗[1,2]EˆΛc1(aΛ1)aW2K[1,2]
· · · aWnK[n,n+1]
)
= Tr[n+1
(
hn+1EΛcn+1 ◦ EΛcn ◦ · · ·
EΛc2 ◦ EˆΛc1(aΛ1 ⊗ aW2 ⊗ · · · ⊗ aWn)
)
. (20)
Hence, for any a ∈ Λ ⊂ Λn+1 from (13) with (9),(10), (18)-(20) one can see that
ϕ
(n)
w0,h
(a) = Tr[n+1
(
hn+1EΛcn+1 ◦ EΛcn ◦ · · · EΛc2 ◦ EˆΛc1(a)
)
. (21)
The projectivity of Wn] yields the equality (5) for ϕ(n)w0,h, therefore, from (21) we conclude that
ϕw0,h is a forward QMC.
Corollary 3.3. If (15),(16) are satisfied then one has ϕ
(n)
w0,h
(a) = Tr(Wn](a)) for any a ∈ BΛn.
Remark 3.4. If one takes L>(x,i),(x,i+1)< = 1I, M(x,(x,i),(x,i+1)) = 1I for all x ∈ L, then we
get a QMC constructed in [11]. Therefore, the provided construction extensions ones given in
[11, 12].
Our goal in this paper is to establish the existence of phase transition for the given family
of operators. Heuristically, the phase transition means the existence of two distinct QMC. Let
us provide a more exact definition.
Definition 3.5. We say that there exists a phase transition for a family of operators {K<x,(x,i)>},
{L>(x,i),(x,i+1)<}, {M(x,(x,i),(x,i+1))} if the following conditions are satisfied:
(a) existence: The equations (15), (16) have at least two (u0, {hx}x∈L) and (v0, {sx}x∈L)
solutions;
(c) not overlapping supports: there is a projector P ∈ BL such that ϕu0,h(P ) < ε and
ϕv0,s(P ) > 1− ε, for some ε > 0.
(b) non quasi-equivalence: the corresponding quantum Markov chains ϕu0,h and ϕv0,s
are not quasi equivalent1.
1Recall that a representation pi1 of a C
∗-algebra A is normal w.r.t. another representation pi2, if there is a
normal ∗- epimorphism ρ : pi2(A)
′′
→ pi1(A)
′′ such that ρ ◦ pi2 = pi1. Two representations pi1 and pi2 are called
quasi-equivalent if pi1 is normal w.r.t. pi2, and conversely, pi2 is normal w.r.t. pi1. This means that there is an
isomorphism α : pi1(A)
′′
→ pi2(A)
′′ such that α ◦ pi1 = pi2. Two states ϕ and ψ of A are said be quasi-equivalent
if the GNS representations piϕ and piψ are quasi-equivalent [22].
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Otherwise, we say there is no phase transition.
Remark 3.6. We stress that in [12] we have first introduced a notion of the phase transition
quantum Markov chains. That definition is contained only (a) and (b) conditions. After some
discussions it was observed that these two conditions are not sufficient for the existence of the
phase transition. Since, the non quasi equivalence of the states does not imply that the states
are different. Namely, it might happen that one of the states could be absolutely continuous
to another one. In general, to have a phase transition the states should not be absolutely
continuous to each other. Therefore, the third condition (c) is imposed in the present definition.
4 QMC associated with Ising model with competing interac-
tions
In this section, we define the model and formulate the main results of the paper. In what follows
we consider a semi-infinite Cayley tree Γ2+ = (L,E) of order two. Our starting C
∗-algebra is
the same BL but with Bx =M2(C) for all x ∈ L. Denote
1I(u) =
(
1 0
0 1
)
, σ(u) =
(
1 0
0 −1
)
. (22)
For every vertices (x, (x, 1), (x, 2)) we put
K<x,(x,i)> = exp{βHx,(x,i)>}, i = 1, 2, β > 0, (23)
L>(x,1),(x,2)< = exp{JβH>(x,1),(x,2)<}, J > 0, (24)
where
H<x,(x,i)> =
1
2
(
1Ix)1I(x,i) + σ(x)σ(x,i)
)
, (25)
H>(x,1),(x,2)< =
1
2
(
1I(x,1)1I(x,2) + σ(x,1)σ(x,2)
)
. (26)
Furthermore, we assume that M(x,(x,i),(x,i+1)) = 1I (i = 1, 2, . . . , k) for all x ∈ L.
The defined model is called the Ising model with competing interactions per vertices (x, (x, 1), (x, 2)).
Remark 4.1. Note that if we take J = 0, then one gets the Ising model on Cayley tree which
has been studied in [13]. In [41] we have studied the classical Ising model with competing
interactions in comparison with quantum analogous.
One can calculate that
Hm<u,v> = H<u,v> =
1
2
(
1I(u)1I(v) + σ(u)σ(v)
)
, (27)
Hm>x,y< = H>x,y< =
1
2
(
1I(x)1I(y) + σ(x)σ(y)
)
. (28)
Therefore, one finds
K<u,v> = K01I
(u)1I(v) +K3σ
(u)σ(v), (29)
L>u,v< = R01I
(u)1I(v) +R3σ
(u)σ(v), (30)
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where
K0 =
exp β + 1
2
, K3 =
exp β − 1
2
,
R0 =
exp (Jβ) + 1
2
, R3 =
exp (Jβ)− 1
2
.
Hence, from (8) for each x ∈ L we obtain
A(x,(x,1),(x,2)) = γ1I
(x) ⊗ 1I(x,1) ⊗ 1I(x,2) + δσ(x) ⊗ σ(x,1) ⊗ 1I(x,2)
+δσ(x) ⊗ 1I(x,1) ⊗ σ(x,2) + η1I(x) ⊗ σ(x,1) ⊗ σ(x,2), (31)
where 

γ = K20R0 +K
2
3 .R3 =
1
4 [exp (J + 2)β + exp Jβ + 2exp β],
δ = K0K3(R0 +R3) =
1
4 exp Jβ[exp 2β − 1],
η = K20R3 +K
2
3R0 =
1
4 [exp (J + 2)β + exp Jβ − 2 exp β].
(32)
Recall that a function {hx} is called translation-invariant if one has hx = hτg(x), for all
x, g ∈ Γ2+. Clearly, this is equivalent to hx = hy for all x, y ∈ L.
In what follows, we restrict ourselves to the description of translation-invariant solutions
of (15),(16). Therefore, we assume that: hx = h for all x ∈ L, where
h =
(
h11 h12
h21 h22
)
.
Then we have
A(x,(x,1),(x,2)) × [1I(x) ⊗ h(x,1) ⊗ h(x,2)]×A(x,(x,1),(x,2))
=
[
γ21I⊗ h⊗ h+ δ21I⊗ σhσ ⊗ h+ δ21I⊗ h⊗ σhσ + η21I⊗ σhσ ⊗ σhσ]
+
[
γη1I⊗ hσ ⊗ hσ + γη1I⊗ σh⊗ σh+ δ21I⊗ σh⊗ hσ + δ21I⊗ hσ ⊗ σh]
+
[
γδσ ⊗ hσ ⊗ h+ γδσ ⊗ h⊗ hσ + γδσ ⊗ h⊗ σh+ γδσ ⊗ σh⊗ h]
+
[
δησ ⊗ σhσ ⊗ hσ + δησ ⊗ hσ ⊗ σhσ + δησ ⊗ σhσ ⊗ σh+ δησ ⊗ σh⊗ σhσ].
Hence, from the last equality we can rewrite (16) as follows
h = Trx]A(x,(x,1),(x,2))[1I
(x) ⊗ h⊗ h]A∗(x,(x,1),(x,2))
= τ1Tr(h)
2 + τ2Tr(σh)
21I(x) + τ3Tr(h)Tr(σh)σ
(x). (33)
Here θ = exp 2β > 0 and

τ1 := γ
2 + 2δ2 + η2 = 14 [θ
J(θ2 + 1) + 2θ],
τ2 := 2(γη + δ
2) = 14 [θ
J(θ2 + 1)− 2θ],
τ3 := 4δ(γ + η) =
1
2θ
J(θ2 − 1),
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Now taking into account
Tr(h) =
h11 + h22
2
, Tr(σh) =
h11 − h22
2
the equation (33) is reduced to the following one

Tr(h) = τ1Tr(h)
2 + τ2Tr(σh)
2,
Tr(σh) = τ3Tr(h)Tr(σh),
h21 = 0, h12 = 0.
(34)
The obtained equation implies that a solution h is diagonal, and ω0 could be also chosen
diagonal, through the equation. In what follows, we always assume that h21 = 0, h12 = 0. In
the next sections we are going to examine (34).
5 Existence of QMC associated with the model.
In this section we are going to solve (34), which yields the existence of QMC associated with
the model.
5.1 Case h11 = h22 and associate QMC
Assume that h1,1 = h2,2 , then (34) is reduced to
h11 = h22 =
1
τ1
.
Then putting α = 1τ1 we get
hα =
(
α 0
0 α
)
(35)
Proposition 5.1. The pair (ω0, {hx = hα|x ∈ L}) with ω0 = 1α1I, hx = hα,∀x ∈ L, is solution
of (15),(16). Moreover the associated QMC can be written on the local algebra BL,loc by:
ϕα(a) = α
2n−1Tr
(
a
n−1∏
i=0
K[i,i+1]K
∗
[i,i+1]
)
, ∀a ∈ BΛn . (36)
Proof. Let n ∈N, a ∈ BΛn then using Lemma 3.1 one finds
ϕα(a) = Tr
(
ω0hn
( n−1∏
m=0
K[m,m+1]K
∗
[m,m+1]
)
a
)
= α|Wn|−1Tr
(
a
n−1∏
m=0
K[m,m+1]K
∗
[m,m+1]
)
= α2
n−1Tr
(
a
n−1∏
i=0
K[i,i+1]K
∗
[i,i+1]
)
.
This completes the proof.
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5.2 Case h11 6= h22 and associate QMC
Assume that h11 6= h22, then (34) is reduced to{
h11 + h22 =
1
τ2
,
(h11 − h22)2 = τ3−τ1τ2.τ23 ,
(37)
Let
∆(θ) := 4(τ3 − τ1) = θJ(θ2 − 3)− 2θ
One can see that the last system has a solution iff τ3 > τ1, i.e. whenever ∆(θ) > 0.
Proposition 5.2. Assume that τ3 > τ1. Then the equation (34) has two solutions given by:
h = ξ01I + ξ3σ, (38)
h′ = ξ01I− ξ3σ, (39)
where
ξ0 =
1
τ3
=
2
θJ(θ2 − 1) , ξ3 =
√
τ3 − τ1
τ3
√
τ2
=
2
θJ(θ2 − 1)
√
∆(θ)
θJ(θ2 + 1)− 2θ (40)
Proof. Assume that ∆(θ) > 0. Then one can conclude that (37) is equivalent to the following
system {
h1,1 + h2,2 = 2ξ0,
h1,1 − h2,2 = ±2ξ3
It is easy to see that h1,1 = ξ0 − ξ3, h2,2 = ξ0 + ξ3. Hence, we get (38),(39).
From (15) we find that ω0 =
1
ξ0
1I ∈ B+s. Therefore, the pairs (ω0, {h(x) = h, x ∈ L})
and
(
ω0, {h(x) = h′, x ∈ L}
)
define two solutions of (15),(16). Hence, they define two QMC
ϕ1 and ϕ2, respectively. Namely, for every a ∈ BΛn one has
ϕ1(a) = Tr
(
ω0K[0,1] · · ·K[n−1,n]hnK∗[n−1,n] · · ·K∗[0,1]a
)
(41)
ϕ2(a) = Tr
(
ω0K[0,1] · · ·K[n−1,n]h′nK∗[n−1,n] · · ·K∗[0,1]a
)
. (42)
Hence, we have proved the following
Theorem 5.3. Let θ > 1. Then the following statements hold:
(i) if ∆(θ) ≤ 0, then there is a unique translation invariant QMC ϕα;
(ii) if ∆(θ) > 0, then there are at least three translati0n invariant QMC ϕα, ϕ1 and ϕ2.
We point out that the critical line ∆(θ) = 0 is first observed in [31] for the classical Ising
model with competing interactions.
Now let us consider some particular values of θ.
(i) Let J = 1, then one has ∆(θ) = θ3 − 5θ. So,
• if 1 < θ ≤ √5, there is a unique QMC;
• if θ > √5, there exist three QMC.
(ii) Let J = 2, then ∆(θ) = θ(θ + 1)(θ − 1−
√
5
2 )(θ − 1+
√
5
2 ). Hence,
• if 1 < θ ≤ 1+
√
5
2 , there is a unique QMC;
• if θ > 1+
√
5
2 , there exist three QMC.
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6 Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1. To realize it, we first show not overlapping
supports of the states ϕ1 and ϕ2. Then we will show that they are not quasi-equivalent.
6.1 Not overlapping supports of ϕ1 and ϕ2
As usual we put
e11 =
(
1 0
0 0
)
, e22 =
(
0 0
0 1
)
.
Now for each n ∈ N denote
pn :=
( ⊗
x∈Λn
e
(x)
11
)
⊗ 1I, qn :=
( ⊗
x∈Λn
e
(x)
22
)
⊗ 1I.
Lemma 6.1. For every n ∈ N one has
(i) ϕ1(pn) = ϕ2(qn) =
1
ξ0
(ξ0 + ξ3)
2n ( τ1+τ2+τ3
4
)2n−1
,
(ii) ϕ1(qn) = ϕ2(pn) =
1
ξ0
(ξ0 − ξ3)2
n ( τ1+τ2+τ3
4
)2n−1
.
Proof. (i). From (41) we find
ϕ1(pn) = Tr
[
ω0K[0,1] · · ·K[n−2,n−1] · Trn−1]
(
(K[n−1,n]hnpnK∗[n−1,n]
) ·K∗[n−2,n−1] · · ·K∗[0,1]]
Now using the fact that: he11 = (ξ0 + ξ3)e11 and (31) one gets
Trn−1]K[n−1,n]hnpnK∗[n−1,n] = pn−2 ⊗
∏
x∈−→Wn−1
A(x,(x,1),(x,2))e
(x)
11 ⊗ he(x,1)11 ⊗ he(x,2)11 A(x,(x,1),(x,2))
= (ξ0 + ξ3)
2|Wn−1]|
(
τ1 + τ2 + τ3
4
)|Wn−1|
pn−1.
Hence,
ϕ1(pn) = (ξ0 + ξ3)
|Wn|
(
τ1 + τ2 + τ3
4
)|Wn−1|
Tr
[
ω0K[0,1] · · ·K[n−2,n−1]pn−1K∗[n−2,n−1] · · ·K∗[0,1]
]
.
.
.
= (ξ0 + ξ3)
|Wn|
(
τ1 + τ2 + τ3
4
)|Wn−1|+...+|W0|
.Tr [ω0p0]
= (ξ0 + ξ3)
|Wn|
(
τ1 + τ2 + τ3
4
)|Λn−1|
Tr [ω0p0]
=
1
ξ0
(ξ0 + ξ3)
2n
(
τ1 + τ2 + τ3
4
)2n−1( 1
ξ0
+
1
ξ3
)
.
Analogously, using the fact that: h′e22 = (ξ0 + ξ3)e22 we obtain
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Trn−1]K[n−1,n]h′nqnK
∗
[n−1,n] = qn−2 ⊗
∏
x∈Wn−1]
A(x,(x,1),(x,2))e
(x)
2,2 ⊗ h′e(x,1)2,2 ⊗ h′e(x,2)22 A(x,(x,1),(x,2))
= (ξ0 + ξ3)
2|Wn−1]|
(
τ1 + τ2 + τ3
4
)|Wn−1]|
qn−1.
which yields
ϕ2(qn) =
1
ξ0
(ξ0 + ξ3)
2n
(
τ1 + τ2 + τ3
4
)2n−1( 1
ξ0
+
1
ξ3
)
.
(ii) Now from he22 = (ξ0 − ξ3)e22 and h′e11 = (ξ0 − ξ3)e11. One can find.
Trn−1]K[n−1,n]hnqnK∗[n−1,n] = (ξ0 − ξ3)2|Wn−1|
(
τ1 + τ2 + τ3
4
)|Wn−1|
qn−1.
Trn−1]K[n−1,n]h′npnK
∗
[n−1,n] = (ξ0 − ξ3)2|Wn−1|
(
τ1 + τ2 + τ3
4
)|Wn−1|
pn−1.
The same argument as above implies (ii). This completes the proof.
Theorem 6.2. For n ∈N fixed, one has
ϕ1(pn)→ 1, ϕ2(qn)→ 1 as β → +∞.
Proof. We know that θ = exp(2β)→ +∞ as β → +∞. Hence, one finds
1
ξ0
=
θJ(θ2 − 1)
2
∼ θ
J+2
2
, as θ → +∞
(ξ0 + ξ3)
2n =
(
2
θJ(θ2 − 1)(1 +
√
θJ(θ2 − 3)− 2θ
θJ(θ2 + 1)− 2θ )
)2n
∼
(
4
θJ+2
)2n
, as θ → +∞
(
τ1 + τ2 + τ3
4
)2n−1
=
(
θJ+2
4
)2n−1
.
Hence, we obtain
ϕ1(pn) = ϕ2(qn) ∼ θ
J+2
4
(
4
θJ+2
)2n (θJ+2
4
)2n−1
= 1.
So,
lim
θ→∞
ϕ1(pn) = lim
θ→∞
ϕ2(qn) = 1.
This completes the proof.
Remark 6.3. We note that from pn ≤ 1− qn one gets
lim
θ→∞
ϕ1(qn) = lim
θ→∞
ϕ2(pn) = 0.
This implies that the states ϕ1 and ϕ2 have not overlapping supports.
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6.2 Non quasi equivalence of ϕ1 and ϕ2
In this subsection we are going to proof that the state ϕ1 and ϕ2 are not quasi equivalent.
First note that from the construction of the states ϕ1 and ϕ2 one can see that they are
translation invariant, i.e. ϕiτg = ϕi (i = 1, 2) (see (3)) for all g ∈ Γ2+. Moreover, using the
same argument as in [54] one can show that states ϕ1 and ϕ2 satisfy mixing property, i.e.
lim
|g|→∞
ϕi(τg(x)y) = ϕi(x)ϕi(y), i = 1, 2.
This means that they are factor states.
To establish the non-quasi equivalence, we are going to use the following result (see [22,
Corollary 2.6.11]).
Theorem 6.4. Let ϕ1, ϕ2 be two factor states on a quasi-local algebra A = ∪ΛAΛ. The states
ϕ1, ϕ2 are quasi-equivalent if and only if for any given ε > 0 there exists a finite volume Λ ⊂ L
such that ‖ϕ1(a)− ϕ2(a)‖ < ε‖a‖ for all a ∈ BΛ′ with Λ
′ ∩ Λ = ∅.
Let us define an element of BΛn as follows:
EΛn := e
x
(1)
Wn
11 ⊗
( ⊗
y∈Λn\{x(1)Wn}
1Iy
)
,
where x
(1)
Wn
is defined in (7).
Now we are going to calculate ϕ1(EΛn) and ϕ2(EΛn), respectively.
First consider the state ϕ1, then we know that this state is defined by ω0 = τ31I and
hx = h = ξ01I + ξ3σ. Define two elements of BWn by
hˆn := 1I
x
(1)
Wn ⊗
⊗
x∈Wn\{x(1)Wn}
h(x)
hˇn := σ
x
(1)
Wn ⊗
⊗
x∈Wn\{x(1)Wn}
h(x)
Lemma 6.5. Let
ψˆn := Trn−1]
[
ω0K[0,1] · · ·K[n−1,n]hˆnK∗[n−1,n] · · ·K∗[0,1]
]
ψˇn := Trn−1]
[
ω0K[0,1] · · ·K[n−1,n]hˇnK∗[n−1,n] · · ·K∗[0,1]
]
Then there are two pairs of reals (ρˆ1, ρˆ2) and (ρˇ1, ρˇ2) depending on θ such that

ψˆn = ρˆ1 + ρˆ2(
τ1
τ3
− 1)n,
ψˇn = ρˇ1 + ρˇ2(
τ1
τ3
− 1)n
Proof. One can see that

 ψˆn
ψˇn

 =

 Trn]
[
ω0K[0,1] · · ·K[n−2,n−1]Trn−1][K[n−1,n]hˆnK∗[n−1,n]]K∗[n−2,n−1] · · ·K∗[0,1]
]
,
Trn]
[
ω0K[0,1] · · ·K[n−2,n−1]Trn−1][K[n−1,n]hˇnK∗[n−1,n]]K∗[n−2,n−1] · · ·K∗[0,1]
]

 .
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After small calculations, we find

Trx]
[
A(x,(x,1),(x,2))
(
1I(x) ⊗ 1I(x,1) ⊗ h(x,2))A(x,(x,1),(x,2))] = τ1ξ01I(x) + 12τ3ξ3σ(x)
Trx]
[
A(x,(x,1),(x,2))
(
1I(x) ⊗ σ(x,1) ⊗ h(x,2)(ξ0,ξ3)
)
A(x,(x,1),(x,2))
]
= τ2ξ31I
(x) + 12σ
(x)
Hence, one gets

Trn−1]K[n−1,n]hˆnK∗[n−1,n] = τ1ξ0hˆn−1 +
1
2τ3ξ3hˇn−1,
Trn−1]K[n−1,n]hˇnK∗[n−1,n] = τ2ξ3hˆn−1 +
1
2 hˇn−1.
Therefore, (
ψˆn
ψˇn
)
=
(
τ1ξ0ψˆn−1 + 12τ3ξ3ψˇn−1
τ2ξ3ψˆn−1 + 12 ψˇn−1
)
=
(
τ1ξ0
1
2τ3ξ3
τ2ξ3
1
2
)(
ψˆn−1
ψˇn−1
)
...
=
(
τ1ξ0
1
2τ3ξ3
τ2ξ3
1
2
)n(
ψˆ0
ψˇ0
)
,
where {
ψˆ0 = Tr(ω0) =
1
ξ0
ψˇ0 = Tr(ω0.σ) = 0
The matrix
N :=
(
τ1ξ0
1
2τ3ξ3
τ2ξ3
1
2
)
can be written in diagonal form by:
N = P
(
1 0
0 τ1τ3 − 12
)
P−1
where
P =
(
τ3
2τ2
− ξ3ξ0
ξ3
ξ0
1
)
, det(P ) =
3τ3 − 2τ1
2τ2
So,
(
ψˆn
ψˇn
)
= P
(
1 0
0 ( τ1τ3 − 12)n
)
P−1

 1ξ0
0


=
(
ρˆ1 + ρˆ2(
τ1
τ3
− 12 )n
ρˇ1 + ρˇ2(
τ1
τ3
− 12 )n
)
.
where
ρˆ1 =
2τ23
3τ3 − 2τ1 , ρˆ2 =
2τ3(τ3 − τ1)
3τ3 − 2τ1 , (43)
ρˇ1 =
2τ2τ
2
3 ξ3
3τ3 − 2τ2 , ρˇ2 = −
2τ2τ
2
3 ξ3
3τ3 − 2τ2 . (44)
This completes the proof.
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Proposition 6.6. For each n ∈ N one has
ϕ1(EΛn) =
1
2
[
(ξ0 + ξ3)(ξ0τ2 + ξ3τ2)ρˆ1 +
τ3
2
(ξ0 + ξ3)
2ρˇ1
]
+
1
2
[
(ξ0 + ξ3)(ξ0τ1 + ξ3τ2)ρˆ2 +
1
2
τ3(ξ0 + ξ3)
2ρˇ2
](
τ1
τ3
− 1
2
)n−1
.
Proof. From (41) we have
ϕ1(EΛn) = Tr
[
ω0K[0,1] · · ·K[n−2,n−1]Trn−1](K[n−1,n]hnEΛnK∗[n−1,n]) · · ·K∗[0,1]
]
.
One can calculate that
Trn−1](K[n−1,n]hnEΛnK
∗
[n−1,n]) = Trx(1)
Wn−1
]
(
A
(x
(1)
Wn−1
,x
(1)
Wn
,x
(2)
Wn
)
(
1I
x
(1)
Wn−1 ⊗ e1,1hx
(1)
Wn ⊗ hx(2)Wn )
A∗
(x
(1)
Wn−1
,x
(1)
Wn
,x
(2)
Wn
)
)
⊗
⊗
x∈Wn−1\{x(1)Wn}
h(x)
=
1
2
[
(ξ0 + ξ3)(τ1ξ0 + τ2ξ3)hˆn−1 +
τ3
2
(ξ0 + ξ3)
2hˇn−1
]
.
Hence,
ϕ1(EΛn) =
1
2
(ξ0 + ξ3)(τ1ξ0 + τ2ξ3)Tr
[
ω0K[0,1] · · ·K[n−2,n−1]hˆn−1K∗[n−2,n−1] · · ·K∗[0,1]
]
+τ3
(
ξ0 + ξ3
2
)2
Tr
[
ω0K[0,1] · · ·K[n−2,n−1]hˇn−1K∗[n−2,n−1] · · ·K∗[0,1]
]
.
=
1
2
[
(ξ0 + ξ3)(τ1ξ0 + τ2ξ3)ψˆn−1 +
τ3
2
(ξ0 + ξ3)
2ψˇn−1
]
.
Now using the values of ψˆn−1 and ψˇn−1 given by the previous lemma we obtain the result.
Now we consider the state ϕ2. Recall that this state is defined by ω0 =
1
ξ0
1I and hx = h′ =
ξ01I− ξ3σ. Define two elements of BWn by
hˆ′n := 1Ix
(1)
Wn ⊗
⊗
x∈Wn\{x(1)Wn}
h′(x)
hˇ′n := σx
(1)
Wn ⊗
⊗
x∈Wn\{x(1)Wn}
h′(x)
Using the same argument like in the proof of Lemma 6.5 we can prove the following auxiliary
fact.
Lemma 6.7. Let
φˆn := Trn−1]
[
ω0.K[0,1] · · ·K[n−1,n]hˆ′nK∗[n−1,n] · · ·K∗[0,1]
]
φˇn := Trn−1]
[
ω0K[0,1] · · ·K[n−1,n]hˇ′nK∗[n−1,n] · · ·K∗[0,1]
]
Then there are two pairs of reals (pˆi1, pˆi2) and (pˇi1, pˇi2) depending on θ such that{
φˆn = pˆi1 + pˆi2(
τ1
τ3
− 12 )n,
φˇn = pˇi1 + pˇi2(
τ1
τ3
− 12 )n
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where
pˆi1 =
τ23
3τ3 − 2τ1 , pˆi2 =
2τ3(τ3 − τ1)
3τ3 − 2τ2 ,
pˇi1 = − 2τ2τ
2
3 ξ3
3τ3 − 2τ1 , pˇi2 =
2τ2τ
2
3 ξ3
3τ3 − 2τ1 .
Proposition 6.8. For each n ∈ N one has
ϕ2(EΛn) =
1
2
[
(ξ0 − ξ3)(ξ0τ1 − ξ3τ2)pˆi1 + τ3
2
(ξ0 − ξ3)2pˇi1
]
+
1
2
[
(ξ0 − ξ3)(ξ0τ1 − ξ3τ2)pˆi2 + τ3
2
(ξ0 − ξ3)2pˇi2
](τ1
τ3
− 1
2
)n−1
.
Proof. From (42) we find
ϕ2(EΛn) = Tr
[
ω0K[0,1] · · ·K[n−2,n−1]Trn−1](K[n−1,n]h′nEΛnK∗[n−1,n]) · · ·K∗[0,1]
]
. (45)
We easily calculate that
Trn−1](K[n−1,n]h′naΛnK
∗
[n−1,n]) =
1
2
(ξ0 − ξ3)(τ1ξ0 − τ2ξ3)hˆ′n−1 + τ3
(
ξ0 − ξ3
2
)2
hˇ′n−1.
Hence, from (45) one gets
ϕ2(EΛn) =
1
2
[
(ξ0 − ξ3)(τ1ξ0 − τ2ξ3)φˆn−1 + τ3
2
(ξ0 − ξ3)2φˇn−1
]
.
Using the values of φˆn−1 and φˇn−1 given in Lemma 6.7, we obtain the desired assertion.
Theorem 6.9. The two QMC ϕ1 and ϕ2 are not quasi-equivalent.
Proof. For any ∀n ∈ N it is clear that EΛn ∈ BΛn \ BΛn−1 . Therefore, for any finite subset
Λ ∈ L, there exists n0 ∈ N such that Λ ⊂ Λn0 . Then for all n > n0 one has EΛn ∈ BΛn \ BΛ.
It is clear that
‖EΛn‖ = ‖e
x
(1)
Wn
1,1
⊗
y∈L\{x(1)
Wn
}
1Iy‖ = ‖e1,1‖ = 1
2
.
From Propositions 6.6 and 6.8 we obtain
|ϕ1(EΛn)− ϕ1(EΛn)| =
1
2
∣∣∣∣[(ξ0 + ξ3)(ξ0τ1 + ξ3τ2)ρˆ1 + τ3(ξ0 + ξ3)2ρˇ1]
−[(ξ0 − ξ3)(ξ0τ1 − ξ3τ2)pˆi1 + τ3(ξ0 − ξ3)2pˇi1]
+
([
(ξ0 + ξ3)(ξ0τ2 + ξ3τ2)ρˆ2 + τ3(ξ0 + ξ3)
2ρˇ2
]
−[(ξ0 − ξ3)(ξ0τ2 − ξ3τ2)pˆi2 + τ3(ξ0 − ξ3)2pˇi2]
)(
τ1
τ3
− 1
2
)n−1 ∣∣∣∣
≥ I1 − I2
∣∣∣∣τ1τ3 −
1
2
∣∣∣∣
n−1
18
where
I1 =
1
2
∣∣∣∣[(ξ0 + ξ3)(ξ0τ1 + ξ3τ2)ρˆ1 + τ3(ξ0 + ξ3)2ρˇ1]
−[(ξ0 − ξ3)(ξ0τ1 − ξ3τ2)pˆi1 + τ3(ξ0 − ξ3)2pˇi1]
∣∣∣∣
I2 =
1
2
∣∣∣∣[(ξ0 + ξ3)(ξ0τ2 + ξ3τ2)ρˆ2 + τ3(ξ0 + ξ3)2ρˇ2]
−[(ξ0 − ξ3)(ξ0τ2 − ξ3τ2)pˆi2 + τ3(ξ0 − ξ3)2pˇi2]
∣∣∣∣.
Due to β > 0, θ = exp 2β > 1, τ1 > 0,τ3 > 0, ξ0 >, ξ3 > 0, one can find that
I1 =
τ3ξ3(2τ2 + τ3)
3τ3 − 2τ1 > 0.
Now keeping in mind 0 < τ1 ≤ τ3 we have∣∣∣∣τ1τ3 −
1
2
∣∣∣∣ ≤ 12
which yields
I2
∣∣∣∣τ1τ3 −
1
2
∣∣∣∣
n−1
→ 0 as n→ +∞.
Then there exists n1 ∈ N such that ∀n ≥ n0 one has
I2
∣∣∣∣τ1τ3 −
1
2
∣∣∣∣
n
≤ ε1
2
.
Hence, for all n ≥ n1 we obtain
|ϕ1(EΛn)− ϕ1(EΛn)| ≥
ε1
2
= ε1‖EΛn‖.
This, according to Theorem 6.4, means that the states φ1 and φ2 are not quasi-equivalent. The
proof is complete.
Now Theorems 5.3,6.2 and 6.9 imply Theorem 1.1.
7 Proof of Theorem 1.2
In this section we prove Theorem 1.2. In this section we assume that ∆(θ) > 0 which ensures
the existence of the state ϕ1 (see Theorem 5.3).
For each n ∈ N let us define the following element:
aΛnσ = σ
(Wn+1(1)). (46)
Clearly, one has aΛnσ ∈ BΛn .
Proposition 7.1. Let ϕα be the QMC associate to the pair (ωα, hα). Then one has
ϕα(a
Λn
σ ) = 0.
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Proof. According to Proposition 5.1 we have
ϕα(a
Λn
σ ) = Trω0K[0,1] · · ·K[n−2,n−1]Trn−1]
[
K[n−1,n]a
Λn
σ hα,nK
∗
[n−1,n]
]
K∗[n−2,n−1] · · ·K∗[0,1]. (47)
One can calculate that
Trn]
[
K[n−1,n]aΛnσ K
∗
[n−1,n]
]
= Tr
Wn(1)
][A(x,(x,1),(x,2))(σh(x,1)α ⊗ h(x,2)α )A∗(x,(x,1),(x,2))]
⊗
⊗
x∈Wn\Wn(1)
Trx]
[
A(x,(x,1),(x,2))h
(x,1)
α ⊗ h(x,2)α )A∗(x,(x,1),(x,2))
]
=
1
2
τ3ασ
Wn−1(1)hα,n−1
=
1
2
τ3αa
Λn−1
σ hα,n−1
Therefore, from (47) with the last equality we obtain
ϕα(a
Λn
σ ) =
τ3α
2
ϕα(a
Λn−1
σ )
...
= (
τ3α
2
)nϕα,0(a
Λ0
σ )
= (
τ3α
2
)nTr(ω0σ) = 0.
This completes the proof.
Now using the same argument as in the proof of Proposition 6.6 one can prove the following
Proposition 7.2. For each n ∈ N one has
ϕ1(a
Λn+1
σ ) =
[
(τ1 + τ2) ξ0ξ3ρˆ1 +
τ3
2
(
ξ20 + ξ
2
3
)
ρˇ1
]
+
[
(τ1 + τ2) ξ0ξ3ρˆ2 +
τ3
2
(
ξ20 + ξ
2
3
)
ρˇ2
](τ1
τ3
− 1
2
)n
Now we are ready to prove Theorem 1.2.
Proof. First note that the state ϕα is a factor state, since it also satisfies the mixing property
like the state ϕ1.
Now from 0 < τ1 < τ3 one finds | τ1τ3 − 1| < 12 which yields(
τ1
τ3
− 1
)n
→ 0.
Due to Propositions 7.1 and 7.2 we get
|ϕα(aΛn+1σ )− ϕ1(aΛn+1σ )| = |ϕ1(aΛn+1σ )|
= |[(τ1 + τ2)ξ0ξ3ρˆ1 + 1
2
τ3(ξ
2
0 + ξ
2
3)ρˇ1]
+[(τ1 + τ2)ξ0ξ3ρˆ2 +
1
2
τ3(ξ
2
0 + ξ
2
3)ρˇ2](
τ1
τ3
− 1
2
)n|
≥ |(τ1 + τ2)ξ0ξ3ρˆ1 + 1
2
τ3(ξ
2
0 + ξ
2
3)ρˇ1|
−
∣∣∣∣(τ1 + τ2)ξ0ξ3ρˆ2 + 12τ3(ξ20 + ξ23)ρˇ2
(
τ1
τ3
− 1
2
)n ∣∣∣∣, (48)
here ρˆ1, ρˆ2 and ρˇ1, ρˇ2 are defined by (43),(44), respectively.
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We can check that ε0 :=
[
(τ1 + τ2)ξ0ξ3ρˆ1 +
1
2τ3(ξ
2
0 + ξ
2
3)ρˇ1
]
> 0. Therefore, we have
|(τ1 + τ2)ξ0ξ3ρˆ2 + 1
2
τ3(ξ
2
0 + ξ
2
3)ρˇ2
(
τ1
τ3
− 1
2
)n
| → 0.
This means that there is n0 ∈ N such that for all n ≥ n0 one gets∣∣∣∣(τ1 + τ2)ξ0ξ3ρˆ2 + 12τ3(ξ20 + ξ23)ρˇ2
(
τ1
τ3
− 1
2
)n ∣∣∣∣ ≤ ε0/2.
This due to (48) implies
|ϕα(aΛn+1σ )− ϕ1(aΛn+1σ )| ≥
ε0
2
for all n ≥ n0.
For ε = ε02 , and Λ ⊂fin L, there exists n1 ∈ N such that Λ ⊂ Λn1
|ϕα(aΛn+1σ )− ϕ1(aΛn+1σ )| ≥ ε
for all n ≥ max{n0, n1}. This from Theorem 6.4 gets the desired statement.
Acknowledgments
The authors are grateful to professors L. Accardi and F. Fidaleo for their fruitful discussions
and useful suggestions on the definition of the phase transition. The authors also thank referees
whose valuable comments and remarks improved the presentation of this paper.
References
[1] Accardi L., On the noncommutative Markov property, Funct. Anal. Appl., 9 (1975) 1–8.
[2] Accardi L., Cecchini C., Conditional expectations in von Neumann algebras and a Theo-
rem of Takesaki, J. Funct. Anal. 45 (1982), 245–273.
[3] Accardi L., Fidaleo F., Entangled Markov chains. Annali di Matematica Pura e Applicata,
184(2005), 327–346.
[4] Accardi L., Fidaleo F., Quantum Markov fields, Inf. Dim. Analysis, Quantum Probab.
Related Topics 6 (2003) 123–138.
[5] Accardi L., Fidaleo F., Non homogeneous quantum Markov states and quantum Markov
fields, J. Funct. Anal. 200 (2003), 324-347.
[6] Accardi L., Fidaleo F., On the structure of quantum Markov fields, Proceedings Burg
Conference 15–20 March 2001, W. Freudenberg (ed.), World Scientific, QP–PQ Series 15
(2003) 1–20
[7] Accardi L., Fidaleo F. Mukhamedov, F., Markov states and chains on the CAR algebra,
Inf. Dim. Analysis, Quantum Probab. Related Topics 10 (2007), 165–183.
[8] Accardi L., Frigerio A., Markovian cocycles, Proc. Royal Irish Acad. 83A (1983) 251-263.
[9] Accardi L., Liebscher V., Markovian KMS-states for one-dimensional spin chains, Infin.
Dimens. Anal. Quantum Probab. Relat. Top., 2(1999) 645-661.
21
[10] Accardi L, Mukhamedov F., Saburov M., Uniqueness of quantum Markov chains associ-
ated with an XY -model on the Cayley tree of order 2, Math. Notes 90 (2011), 8–20.
[11] Accardi L., Mukhamedov F. Saburov M. On Quantum Markov Chains on Cayley tree I:
uniqueness of the associated chain with XY -model on the Cayley tree of order two, Inf.
Dim. Analysis, Quantum Probab. Related Topics 14(2011), 443–463.
[12] Accardi L., Mukhamedov F. Saburov M. On Quantum Markov Chains on Cayley tree II:
Phase transitions for the associated chain with XY -model on the Cayley tree of order
three, Ann. Henri Poincare 12(2011), 1109–1144.
[13] Accardi L., Mukhamedov F. Saburov M. On Quantum Markov Chains on Cayley tree III:
Ising model, Jour. Statis. Phys. 157 (2014), 303-329.
[14] Accardi L., Ohno, H., Mukhamedov F., Quantum Markov fields on graphs, Inf. Dim.
Analysis, Quantum Probab. Related Topics 13(2010), 165–189.
[15] Accardi L., Watson G.S., Markov states of the quantum electromagnetic field, Phys. Rev.
A 35(1987), 1275–1283.
[16] Affleck L, Kennedy E., Lieb E.H., Tasaki H., Valence bond ground states in isortopic
quantum antiferromagnets, Commun. Math. Phys. 115 (1988), 477–528.
[17] Araki H., Evans D. A C∗-algebra approach to phase transition in the two-dimensional
Ising model, Commun. Math. Phys. 91 (1983), 489–503.
[18] Baker B.M., Powers R.T. Product states of certain group-invariant AF-algebras, J. Oper.
Theor. 16(1986), 3–50.
[19] Baxter R. J. Exactly Solved Models in Statistical Mechanics, London/New York: Aca-
demic, 1982.
[20] Biskup M., Chayes L., Starr Sh. Quantum spin systems at positive temperature, Commun.
Math. Phys. , 269(2007) 611–657.
[21] Bleher P.M., Extremity of the disordered phase in the Ising model on the Bethe lattice
Communications in Mathematical Physics, 128 (1990), 411–419.
[22] Bratteli O., Robinson D.W., Operator algebras and quantum statistical mechanics I,
Springer-Verlag, New York, 1987.
[23] Bratteli O., Robinson D.W., Operator algebras and quantum statistical mechanics II,
Springer-Verlag, New York, 1987.
[24] Dobrushin R.L., Description of Gibbsian Random Fields by means of conditional proba-
bilities, Probability Theory and Applications 13(1968) 201–229
[25] Fannes M., Nachtergaele B. Werner R. F., Ground states of VBS models on Cayley trees,
J. Stat. Phys. 66 (1992) 939–973.
[26] Fannes M., Nachtergaele B. Werner R. F., Finitely correlated states on quantum spin
chains, Commun. Math. Phys. 144 (1992) 443–490.
[27] Fidaleo F., Mukhamedov F., Diagonalizability of non homogeneous quantum Markov
states and associated von Neumann algebras, Probab. Math. Stat. 24 (2004), 401–418.
22
[28] Fro¨hlich J., Israel R., Lieb, E., Simon B. Phase Transitions and Reflection Positivity. I.
General Theory and Long Range Lattice Models, Commun. Math. Phys. , 62(1978) 1–34.
[29] Gandolfo D., Rakhmatullaev M., Rozikov U. Boundary conditions for translation-invariant
Gibbs measures of the Potts model on Cayley trees, arXiv:1504.01265.
[30] Ganikhodzhaev N. N., Mukhamedov F. M., On some properties of a class of diagonalizable
states of von Neumann algebras. Math. Notes 76(2004), 329–338.
[31] Ganikhodjaev N.N., Pah C.H., Wahiddin M.R.B., Exact solution of an Ising model with
competing interactions on a Cayley tree, J. Phys. A: Math. Gen. 36 (2003), 4283
[32] Georgi H.-O. Gibbs measures and phase transitions, de Gruyter Studies in Mathematics
vol. 9, Walter de Gruyter, Berlin, 1988.
[33] Golodets V.Y., Zholtkevich G.N. Markovian KMS states, Theor. Math. Phys. 56(1983),
686–690.
[34] Ibinson B,, Linden N., Winter A. Robustness of quantum Markov chains. Comm. Math.
Phys. 277 (2008) 289–304.
[35] Ioffe D., On the Extremality of the Disordered State for the Ising Model on the Bethe
Lattice, Lett. Math. Phys. 37 (1996), 137–143.
[36] Liebscher V., Markovianity of quantum random fields, Proceedings Burg Conference 15–20
March 2001, W. Freudenberg (ed.), World Scientific, QP–PQ Series 15 (2003) 151–159
[37] Matsui T. On quasi-equivalence of quasifree states of gauge invariant CAR algebars, J.
Oper. Theor. 17(1987), 281–290.
[38] Matsui, T., A characterization of pure nitely correlated states, Infin. Dimens. Anal. Quan-
tum Probab. Relat. Top. 1 (1998) 647–661.
[39] Mukhamedov F.M. On factor associated with the unordered phase of λ-model on a Cayley
tree. Rep. Math. Phys. 53(2004) 1–18.
[40] Mukhamedov F.M., Von Neumann algebras generated by translation-invariant Gibbs
states of the Ising model on a Bethe lattice. Theor. Math. Phys. 123(2000), 489–493.
[41] Mukhamedov F., Barhoumi A., Souissi A., On an algebraic property of the disordered
phase of the Ising model with competing interactions on a Cayley tree, (submitted).
[42] Mukhamedov F.M., Rozikov U.A., On Gibbs measures of models with competing ternary
and binary interactions on a Cayley tree and corresponding von Neumann algebras. Jour.
Stat. Phys. 114(2004),825–848.
[43] Mukhamedov F.M., Rozikov U.A. On Gibbs measures of models with competing ternary
and binary interactions on a Cayley tree and corresponding von Neumann algebras II. J.
Stat. Phys. 119(2005), 427–446
[44] Ohya M., Petz D., Quantum entropy and its use, Springer, BerlinHeidelbergNew York,
1993.
[45] Ostilli M., Cayley Trees and Bethe Lattices: A concise analysis for mathematicians and
physicists, Physica A, 391 (2012) 3417–3423.
23
[46] Ostilli M., Mukhamedov F., Mendes J.F.F. Phase diagram of an Ising model with compet-
itive interactions on a Husimi tree and its disordered counterpart, Physica A, 387 (2008)
2777–2792.
[47] Peruggi F, Probability measures and Hamiltonian models on Bethe lattices. I, II. 25 (1984)
J. Math. Phys 3303; 25 (1984) J. Math. Phys 3316
[48] Powers R., Stormer E., Free states of the canonical anticommutation relations, Commum.
Math. Phys. 16(1970), 1–33.
[49] Preston C., Gibbs states on countable sets, Cambridge University Press, London, 1974.
[50] Rozikov U.A. Gibbs measures on Cayley trees, World Scientific, Singappore, 2013.
[51] Rozikov, U. A., Rakhmatullaev, M. M. Weakly periodic ground states and Gibbs measures
for the Ising model with competing interactions on a Cayley tree. Theor. Math. Phys.
160 (2009), 1292-1300.
[52] Sachdev S., Quantum Phase Transitions, Cambridge Univ. Press, 2011.
[53] Spataru A., Construction of a Markov field on an infinite tree, Advances in Math 81(1990),
105–116.
[54] Spitzer F., Markov random fields on an infinite tree, Ann. Prob. 3 (1975) 387-398.
[55] Zachary S., Countable state space Markov random fields and Markov chains on trees,
Ann. Prob. 11 (1983) 894–903.
[56] Zachary S., Bounded attractive and repulsive Markov specifications on trees and on the
one-dimensional lattice, Stochastic Process. Appl. 20 (1985) 247–256.
24
