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Abst rac t - - In  this paper, we establish the equivalence between the generalized nonlinear varia- 
tional inequalities and the generalized Wiener-Hopf equations. This equivalence is used to suggest 
and analyze a number of iterative algorithms for solving generalized variational inequalities. We also 
discuss the convergence analysis of the proposed algorithms. As a special case, we obtain various 
known results from our results. 
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1. INTRODUCTION 
In recent years, variational inequality theory has emerged as an interesting branch of applicable 
mathematics. Variational inequality techniques are being used to study a wide class of linear 
and nonlinear problems arising in pure and applied sciences in a general and unified framework. 
For applications, motivation, physical formulation, and numerical methods, see [1-24] and the 
references therein. 
This theory has been generalized and extended in many directions using novel and innovative 
techniques. In recent years, considerable interest has been shown in developing various classes 
of variational inequalities both for its own sake and for its applications. There are significant 
recent developments in this theory related to multivalued operators, nonconvex optimization, 
iterative methods, Wiener-Hopf equations, and structural analysis. Motivated and inspired by 
the recent research going on in this field, Verma [24] introduced a class of variational inequalities, 
which is called the generalized nonlinear variational inequality. This class is the most general 
and includes many classes of variational inequalities and complementarity problems as special 
cases. Panagiotopoulos and Stavroulakis [17] have shown that if the nonsmooth and nonconvex 
super potential of the structure is quasidifferentiable, then these problems can be characterized by 
certain multivalued variational inequalities, which can be considered as special cases of generalized 
nonlinear variational inequalities. 
Equally important is the study of the equations known as the Wiener-Hopf equations or normal 
maps, which were introduced and studied by Shi [21] in 1991, and Robinson [19] in 1992, indepen- 
dently in different areas. Using different echniques, Shi [21] and Robinson [19] established the 
equivalence between the variational inequalities and the Wiener-Hopf equations. This equivalence 
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plays an important part in developing efficient numerical methods including iterative methods 
and homotopy methods for solving variational inequalities and complementarity problems. This 
technique has been refined and developed by Noor [6-14] to suggest some iterative methods for 
solving different classes of variational inequalities and complementarity problems. The Wiener- 
Hopf equations techniques are simpler and easy to implement for developing efficient numerical 
techniques. In this paper, we introduce and study a new class of the Wiener-Hopf equations, 
which is called the generalized Wiener-Hopf equations. This class is the most general and unify- 
ing one. Using the projection techniques, we establish the equivalence between the generalized 
nonlinear variational inequalities and the generalized Wiener-Hopf equations. This equivalence 
allows us to suggest a number of iterative algorithms for solving variational inequalities. We also 
discuss the convergence analysis of the proposed algorithms. The results obtained in this paper 
are very general and include many known results as special cases. 
In Section 2, we formulate the generalized nonlinear variational inequalities and the generalized 
Wiener-Hopf equations and review some basic facts. The equivalence between these problems is 
established in Section 3. A number of iterative algorithms are suggested by using this equivalence. 
In Section 4, convergence riteria is considered. 
2. PREL IMINARIES  
Let H be a real Hilbert space whose inner product and norm are denoted by (., .) and [[.tl, 
respectively. Let K be a closed convex set in H. Let C(H) be the family of nonempty compact 
subset of H. 
For given multivalued operators T, A : H ~ C(H) and a single-valued operator g : H --* H, 
we consider the problem of finding u 6 H, w E T(u), y 6 A(u) such that g(u) 6 K and 
(g(u) - (g(y) - w) ,v - g(u)) > 0, for all v 6 K. (2.1) 
The problem (2.1) is called the generalized nonlinear variational inequality problem, which is a 
variant form of the problem proposed by Verma [24]. 
EXAMPLE 2. I. To illustrate the applications and importance of the multivalued variational in- 
equality (2.1), we consider a elastoplasticity problem, which is mainly due to Panagiotopoulos 
and Stavroulakis [17]. For simplicity, it is assumed that a general hyperelastic material law holds 
for the elastic behaviour of the elastoplastic material under consideration. Moreover, a nonconvex 
yield function a --* F(a) is introduced for the plasticity. For the basic definitions and concepts, 
see [17]. Let us assume the decomposition 
E = E e + E p, (2.2) 
where E" denotes the elastic, and E p the plastic deformation of the three-dimensional elasto- 
plastic body. We write the complementary virtual work expression for the body in the form 
(E e, r - a) + (E p, r - a) = (f, r - a),  for all r 6 Z. (2.3) 
Here, we have assumed that the body on a part Fu of its boundary has given displacements, hat 
is, #i = U~ on Fu, and that on the rest of its boundary FF = F -Fu ,  the boundary tractions are 
given, that is, Si = Fi on FF, where 
f 
(E, a) =/~ e~a~j dn, (2.4) 
(f, a) = [ U~S~ dF, (2.5) 
J r  u 
Z= {r:%,~ +f~=O onn, i,j=l,2,S,T~=F, onr;,i=l,2,3}, (2.6) 
is the set of statically admissible stresses and f/is the structure of the body. 
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Let us assume that the material of the structure ~l is hyperelastic such that 
(E  ~, 7" - a) < (W:n(a), ~" - a) , for all -r • # ,  (2.7) 
where Wm is the superpotential which produces the constitutive law of the hyperelastic material 
and is assumed to be quasidifferentiable [17], that is, there exist convex and compact subsets 
c~Wm and O~Wm such that 
(Wi re (a) ,  T -- a )  = max (W~,  T -- a )  + min (W~, v - a ) .  (2.8) 
w~o,w, ,  w~w, , ,  
We also introduce the generally nonconvex yield function P C Z, which is defined by means of 
the general quasidifferentiable function F(a), that is, 
P = {a • Z ;F (a )  <_ 0}. (2.9) 
Here Wm is a generally nonconvex and nonsmooth, but quasidifferentiable function for the case of 
plasticity with convex yield surface and hyperelasticity. Combining (2.2)-(2.9), Panagiotopoulos 
and Stavroulakis [17] have obtained the following multivalued variational inequality problem. 
Find a • P such that W~ • ~_.Wm(a), W~ • 07Win(a), and 
+ - _> (i, - ,,), for all • P, 
which is exactly the problem (2.1), with u - (y - w) = u - W~ -t- W~, 
T(u)  = ~__Wm(a), A(u) = o'-TWm(a), K -- P and g - I the identity operator. 
In a similar way, one can show that many problems in structural engineering can be studied 
in the general framework of the multivalued variational inequalities (2.1) following the ideas and 
techniques of quasidifferentiability, see [17]. 
If A -- I, the identity operator, then problem (2.1) collapses to finding u • H, w • T(u), 
g(u) • K such that 
(w, v - g(u)) >_ O, for all v • K, (2.10) 
which is called the generalized variational inequality studied by Noor [11]. 
If A = I, and T : H --+ H is a single-valued operator, then problem (2.1) is equivalent to 
finding u • H,  g(u) • K such that 
(Tu, v - g(u)) > O, for all v • K, (2.11) 
which is called the general variational inequality. The inequality (2.11) was introduced by Noor [6] 
in 1988, where the projection technique was used to suggest an iterative method for computing 
the approximate solution of (2.11). For related work, applications and generalizations, see [9,10]. 
If A -= g = I and T : H --+ H is a single-valued operator, then problem (2.1) reduces to finding 
u E K such that 
(Tu, v - u) >_ O, for all v e K. (2.12) 
The inequality of the type (2.12) is known as the classical variational inequality, which was 
originally introduced and studied by Stampacchia [23] in 1964. For recent applications, ensitivity 
analysis, numerical methods, and generalizations, see [1-24] and the references therein. 
We now consider the problem of finding z • H, u • H,  w • T(u),  y • A(u) such that 
g(u) 4" p - IQKz  -~ g(y) - w. (2.13) 
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Here p > 0 is a constant and QK -- I - PK, where I is the identity operator and PK is the 
projection of H onto K. The problem (2.13) is called the generalized Wiener-Hopf equations. 
If A -- I the identity operator, then the Wiener-Hopf equations (2.13) reduces to finding 
u, z E H, w E T(u) such that 
w + p- lQKz  = 0, (2.14) 
which are known as the generalized Wiener-Hopf equations introduced and studied by Noor [6]. 
Using the projection technique, Noor [6] has established the equivalence between the prob- 
lems (2.10) and (2.14). This equivalence was used to suggest and analyze a number of iterative 
methods for solving generalized variational inequalities (2.10). 
If A ~- I and T : H ~ H is a single-valued operator, then problem (2.13) collapses to finding 
z E H such that 
Tg- I  pKz  + p - lQgz  = 0, (2.15) 
which are called the general Wiener-Hopf equations. For the equivalence between the prob- 
lems (2.11) and (2.15), see [8,15,16]. 
If A,g  - I, and T : H ~ H is a single-valued operator, then problem (2.13) is equivalent to 
finding z E H such that 
TPKz  + p - IQKz  = O. (2.16) 
The equations (2.16) are called the Wiener-Hopf equations (normal maps), which were introduced 
and studied by Shi [21] and Robinson [19]. These equations were extended and generalized by 
Noor [6-14] to suggest some iterative algorithm for solving variational inequalities. It is worth 
mentioning that Robinson [20] and Noor [13,14] used the Wiener-Hopf equations technique to 
study the sensitivity analysis of the variational inequalities from different points of view. 
We note that if K* = {u E H : (u, v) _> 0, for all v E K} is a polar cone of the convex cone K 
in H, then one can easily show that the problem (2.1) is equivalent to finding u E H, w E T(u), 
y e A(u) such that g(u) E K ,  
g(u) - (g(y) - w) E K* and (g(u) - (g(y) - w) ,g(u))  = O, (2.17) 
which is called the generalized nonlinear complementarity problem and appears to be a new one. 
For appropriate and suitable choice of the operators T, A, g, and the convex set K, one can 
obtain a number of new and known classes of variational inequalities, Wiener-Hopf equations and 
complementarity problems from problems (2.1), (2.13), and (2.17) as special cases. This clearly 
shows that the problems (2.1), (2.11), (2.17) are more general and unifying ones and has many 
applications in pure and applied sciences. 
We need the following well-known [1] result, which plays an important part in obtaining the 
main results. 
LEMMA 2.1. For a given z E H, u E K satisfies the inequality 
<u - z, v - u) >_ O, for all v E K, 
i f  and only if  
u = PKZ, 
where PK is the projection of H onto K. Furthermore, PK is nonexpansive, that is, for all 
v, u E H, 
IIPKu - PKvll <-- I lu - -  v i i .  
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3. EQUIVALENCE AND ITERAT IVE  ALGORITHMS 
In this section, we use the projection technique to establish the equivalence between prob- 
lems (2.1) and (2.13). This alternate formulation enables us to suggest a number of iterative 
algorithms for variational inequalities (2.1) and complementarity problems (2.17). For this pur- 
pose, we need the following result, which can be proved by invoking Lemma 2.1. 
LEMMA 3.1. Let K be a closed convex set in H. Then (u, v, w) is a solution of (2.1) if and only 
ff (u, v, w) satisfies the relation 
g(u) = PK [(1 -- p)g(u) + p (g(y) -- w)], (3.1) 
where p > 0 is a constant and PK is the projection of H onto K.  
From Lemma 3.1, we conclude that the generalized nonlinear variational inequality (2.1) is 
equivalent to the fixed point problem of the type (3.1). 
The equation (3.1) can be written as 
u = u - g(u) + PK [(1 -- p)g(u) + p (g(y) -- w)], 
from which it follows that 
u = (1 - A)u + A {u - g(u) + PK [(1 -- p)a(u) + p (g(y) - w)]}, 
where 0 < A < 1 is a parameter. This formulation is used to suggest he following iterative 
algorithm. 
ALGORITHM 3.1. Assume that T, A : H ---* C(H) are multivalued operators, and g : H --* H is 
a single-valued operator, and K is a closed convex set in H. For given u0 • H, let wo • T(uo), 
Yo • A(uo), g(uo) • K such that 
U 1 -~- (1 --  ,~)U 0 "~ ~ {U 0 --  g (U0)  "~- PK [(1 - p)g(uo) + P(g(YO) - w0)]} • 
Since Wo • T(uo), Yo • A(uo), there exist Wl • T(Ul), Yl • A(Ul) such that 
[[wl - wo[[ _< M(T(Ul ) ,T (uo) ) ,  
HYl - Y0H -< M (A(Ul), A(uo)), 
where M(., .) is the Hausdorff metric on C(H). Let 
u2 = (1 - A)ul + A {ui - g(ul) -b PK [(1 - p)g(ul) + P(g(Yl) - Wl)]} • 
Continuing this way, we can obtain the sequences {un}, {wn}, and {Yn} such that 
wn • T(un):  [[wn+t -wai l  <_ M(T(un+I ) ,T (un) ) ,  
Yn • A(un): [[Yn+l -Yn[[ _< M(A(u ,+I ) ,A (u~)) ,  
Un+l = (1-A)un+A {un-g(un)  + PK [(1--p)g(un)+p (g(yn)--Wn)]}, n = O, 1, 2, . . . .  
If T, A : H ---* C(H) are multivalued operators and g _= I, the identity operator, then Algo- 
rithm 3.1 reduces to the following algorithm. 
ALGORITHM 3.2. For given uo • K,  wo • T(uo), Yo • A(uo), compute the sequences {un}, 
{wn}, and {Yn} from the iterative schemes 
wn • T(un) : [[wn+l -wn[[ __ M (T(un+I),T(un)),  
Yn • A(un): [lYn+l -YaH-< g(A(Un+l ) ,A (un) ) ,  
Un+l ----(1--,~)Un-t-,~Ptc[(1--p)un +p(g(yn) - -wn) ] ,  n---- 0 ,1 ,2 , . . . .  
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If A, g - I, the identity operators and T : H - ,  H is a single-valued operator, then Al- 
gorithm 3.1 reduces to the classical projection method of Sibony [22] for variational inequal- 
ity (2.12). 
ALGORITHM 3.3. For given u0 E K, compute the sequence {un} from the iterative scheme 
Un+l = (1 -- A)un + APK [un -- pTun],  n = O, 1 ,2 , . . . ,  
with 0 < p < 2a//32, where a > 0 is the strongly monotonicity constant and 13 > 0 is the Lipschitz 
continuity constant of T. 
We now establish the equivalence between problem (2.1) and (2.13) using essentially Lemma 2.1 
and techniques of [6-14,21], and this is the prime motivation of our next result. 
THEOREM 3.1. The generalized nonlinear variational inequality (2.1) has a solution u E H,  
w E T(u) ,  y E A(u)  such that g(u) E K f fand only ffthe generalized Wiener-Hopfequat ion (2.13) 
has a solution z E H,  u E H,  w E T(u) ,  y E A(u),  where 
g(u)=PKZ (3.2) 
and 
z = (1 - p )g (u)  + p (g (y )  - ~) .  (3.3) 
PROOF. Let u E H such that w E T(u) ,  y E A(u),  g(u) E K be a solution of (2.1). Using the 
fact that Qg -= I - PK and the equation (3.1), we obtain 
QK [(1 - p)g(u) + p (g(y) - w)]  = (1 - p)g(u) + p (g(y) - w)  
- PK  [(1 - p)g(u) + p (g(y) - w)]  
= -pg(u)  + p (g(y) - ~) ,  
from the above equation and (3.3), it follows that 
g(u) + p - lQKz  -- g(y) - w. 
Conversely, let z E H, u E H, w E T(u), y E A(u) be a solution of (2.13), then 
--p (g(y) -- W) + pg(u) = -QKz  = PKZ - z. (3.4) 
Now from Lemma 2.1 and (3.4), for all v E K, we have 
o <_ (PKz  - z, v - PKz )  = p (g(u) - (g(y) - w) ,  v - PKz ) ,  
which implies that 
(g(u) - (g(y) - w) , v - PKz) >_ O. 
Thus (z, u, w, y), where u = g-lPl,:Z is a solution of (2.1), the required result. 1 
Theorem 3.1 implies that problems (2.1) and (2.13) are equivalent. This alternate formulation 
is very important from numerical and approximation points of view, and plays a significant part in 
the study of the existence theory and in suggesting new iterative algorithms for solving variational 
inequalities and complementarity problems. These iterative methods are reasonably easy to use 
for computational purpose, see [18]. For a suitable rearrangement of he generalized Wiener-Hopf 
equations (2.13), we can suggest a number of iterative methods. 
METHOD I. The equation (2.13) can be written as 
QKz = p (gCy) - ~)  - pgCu), 
from which it follows that 
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z = (1 - p)g(u) + p (9(y) - w) ,  using (3.2). (3.5) 
This fixed point formulation enables us to suggest he following iterative schemes. 
ALGORITHM 3.4. For given zo e H, u0 E H, w0 E T(uo), Y0 E A(u0), compute the sequences 
{zn}, {Un}, {Wn}, and {Yn} by the iterative schemes 
g(u,,) = PKz,,, 
wn e T(un) : [[Wn+l -w. ] ]  ~ M (T(un+a),T(un)), 
Yn e A(un) : [[Y~+I-Y.[[-< M (A(un+I),A(un)), 
zn+l =(1-p)9(Un)+p(g(yn) -wn) ,  n = 0,1,2, . . . .  
(3.6) 
(3.~) 
(3.8) 
(3.9) 
For simplicity and to compare the results of this paper with the existing results, we discuss 
several special cases of Algorithm 3.4. 
If A - I, the identity operator, then Algorithm 3.4 reduces to the following algorithm. 
ALGORITHM 3.5. (See [6].) For given Zo E H,  uo E H, wo E T(uo), compute the sequences {zn}, 
{un}, and {wn} by the iterative schemes 
g(u,,) = p~z,,, 
w. e T(u.) :  [[w.+a- w.ll ~ M (T(un+l),T(un)),  
Zn+l  = g(Un)  --  p'Wn, n = O, 1,2, . . . .  
If A,g  - I,  and T : H ---, H is a single-valued operator, then Algorithm 3.1 collapses to the 
following algorithm. 
ALGORITHM 3.6. For given Zo E H, compute the sequences (zn} by the iterative scheme 
un = Pgzn,  
Wn e T(un)  : I[Wn+l -Wn[[ <_ M (T(Un+l), T (un) ) ,  
Zn+l = Un - pTun, n = 0 ,1 ,2 , . . . .  
If A, g - I ,  and T : H ~ C(H)  is a multivalued operator, then from Algorithm 3.1, we have 
the following algorithm. 
ALGORITHM 3.7. For given zo E H, uo E H, wo E T(uo), compute the sequences {z~}, {un}, 
and {wn} by the iterative schemes 
un = PKzn, 
wn e T(un):  [[Wn+l- wn[[ <_ M(T(un+x) ,T (un) ) ,  
Zn+z = un - pwn, n = 0, 1, 2, . . . .  
METHOD II. The equation (2.13) may be written as 
QKz = (1 - p-Z) QKz - w + g(y) - g(u), 
which implies that 
z = (1 - p - i )  QKz - w + g(y), using (3.2). 
Using this fixed point formulation, we can suggest he following iterative method. 
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ALGORITHM 3.8. For given zo • H, uo • H, wo • T(uo), Yo • A(uo), compute the sequences 
{zn}, {un}, {wn}, and {Yn} by the iterative schemes 
g(Un) = PKZ,~, 
Wn • T(un):  llwn+, -wn l l  ~ M(T(un+I),T(un)), 
Yn • A(u~): [[Yn+l -Y~[[ <- M(A(un+I),A(u,)) ,  
zn+x =g(y ,~)-w,~+(1-p-1)QKZn,  n = 0,1,2, . . . .  
For a suitable and appropriate choice of operators T, A, g, and the convex set K, one can 
obtain a number of iterative algorithms for solving various classes of variational inequalities and 
complementarity problems as special cases from Algorithms 3.1-3.8. This clearly shows that the 
iterative algorithms uggested in this paper are more general and unifying ones. 
4. CONVERGENCE ANALYSIS 
In this section, we study the convergence analysis of the algorithms suggested in Section 3. For 
this purpose, we define the following concepts. 
DEFINITION 4.1. For all Ul, u2 • H, the multivalued operator T : H --. C(H) is said to be 
(a) s t rong ly  monotone  ff there exists a constant a > 0 such that 
<w~ -w2 ,u~ -u2) > allUl -u2[I ~, forallWl aT(u1), w2•T(u2);  
(b) M-L ipschitz  cont inuous ff there exists a constant/3 > 0 such that 
M (T(ul), T(u2)) <_ ~ [[Ul - u2[[, 
where M(., .) is the Hausdorff metric on C(H). 
We now study the convergence criteria of Algorithm 3.4. In a similar way, one may study the 
convergence of the approximate solution obtained from Algorithms 3.1-3.3 and 3.5-3.8. 
THEOREM 4.1. Let the operator T : H - ,  C(H) be strongly monotone with constant a > 0 
and M-Lipschitz continuous with constant ~ > O. Let the single valued operator g : H -* H be 
strongly monotone with constant a > 0 and Lipschitz continuous with constant 6 > O. Assume 
that the operator A : H -* C(H) is M-Lipschitz continuous with constant ~ > O. If 
a - (1 - k)~/ ~/[a - (1 - k)'y] 2 - (f12 _ 3,2) k(2 - k) 
~ :_-~ < f~2 _ ~/2 , (4.1) P 
a > (1 - k)~/+ V/(/32 - ~/2) k(2 - k), (4.2) 
P7 < 1 - k, (4 .3)  
k = 2~/1 - 2a + 62, (4.4) 
7 = df(1 + ~), (4.5) 
then there exist z e H such that (3.2) and (3.3) hold, u • H, w • T(u), y • A(u) satisfying the 
generalized Wiener-Hopf equation (2.13) and the sequences { z. }, { u.  }, { w. }, and { y.  } generated 
by Algorithm 3.4 converge to z, u, w, and y strongly in H, respectively. 
PROOF. From Algorithm 3.4, we have 
I l z , ,+ l  - z, , l l  = I1(1 - p)  (g(~,, , )  - gCu , , -1 ) )  - p (w, ,  - Wn_l) "{" P (9 (Yn)  - -  9 (u , , - , ) ) l l  
<_ I lu,, - un -1  - -  ( ,q ( ' t / ,n )  - -  gCu, , -1 ) ) l l  + I1~,, - u , ,_~ - p (~, ,  - wn-1) l l  (4 .6 )  
+ p 119(u,~) - 9 (u , , - , ) l l  + p 119(u,,) - 9 (y , , -d l l  • 
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Since 9 : H -* H is strongly monotone with constant a > 0 and Lipschitz continuous with 
constant 6 > 0, so 
I1~., - ~ , , -x  - (g (u . )  - g (u , . , _ l ) )  l[ 2 = I lu , ,  - u , , - z l l  2 - 2 (~, ,  - u . _a ,  g (~)  - g(tt, n_ l ) )  
+ I I g (u , , )  - g(u . , -~) l l  2 (4 .7)  
_< (1 - 20. + ~)  I lu .  - U . - l l l  ~ 
Using the strong monotonicity and M-Lipschitz continuity of the multivalued operator 7' : H --, 
C(H), we have 
I1~. - ~ . -1  - p (~.  - ~ . -1 )112 = I1~. - ~. -111 ~ - 2p(~.  - ~ . -1 ,~.  - ~ . -1 )  
+ p2 I1~. - ~- -1112 
_< I lu, ,  - u ,~- l l l  2 - 2pa I1~',, - u , . , - l l l  2 (4 .8)  
+ p2 {M (T(u.), T(un_I))} 2 
< (1 - 2~ + p2Z~) I1~. - ~. -1112 • 
Since g is Lipschitz continuous and A is M-Lipschitz continuous with constant ~ > 0, we have 
I Ig(Yn)-g(Y.-I)I I  <611yn-Y. - l l l  <_~M(A(un),A(u._I))  ~6¢lltl, n -un_ l l  I . (4.9) 
Combining (4.6)-(4.9), we obtain 
IIZn+l -- Znl I ___~ { ~/1 -- 20" -~- 65 -~- ~/1 -- 2/:K~ -~- p2/~2 + ~(1  -[- ~)~ IIt/,n Un-IH 
(4.10) 
= { k + P7 + t(p)} Ilun - Un-lll, using (4.4) and (4.5). 
From (3.6) and (4.5), we obtain 
Ilu. - u~,-ll[ < Ilu. - Un-1 - -  (g(un) - -  g(u.-1))[I -I- [ [PKZ.  -- PKZ, , - l l l  
<_ (k) llu._u,~_lll + llz,,_ z,,_l,l, (4.11) 
I l u .  - u . -~ l l  
which implies that 
Thus, from (4.10) and (4.11), we have 
where 
1 
1 - (k /2 )  I Iz,, - ~ . -111  • 
HZn'F1 - -  ~-II <_ { (k/2)1 -+ (k/2) ~ + t(p) } I1~- - z , . , - z l [  
= o IIz,, - z , , - l l l ,  
(4.12) 
I ly .+x - y. I I  -< M(a(un+l),a(un)) <_ ~ I l u .+ l  - ~11,  
e = {(k12) + ~ + tCp)} 
1 - (~12) 
Using (4.1)-(4.3), we see that e < 1, and consequently, from (4.12), it follows that {zn} is a 
Cauehy sequence in H, that is, zn+x --* z E H as n -* oo. From (4.11), we know that {un} is 
also a Cauchy sequence in H, that is, un+x --* u E H as n --* oo. Also, from (3.8), we have 
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which implies that the sequence {Yn} is also a Cauchy sequence in H, so that there exists a y • H 
such that Yn+l "-" Y. Similarly, using (3.7), one can show that the sequence {wn} is also a Cauchy 
sequence in H, that is, Wn+x "* w • H. Now by using the continuity of the operators T, A, g, 
PK, and Theorem 3.1, we have 
z -- (1 - p)g(u) + p (g(y) - w) • H. 
Now we shall prove that y • A(u). In fact, 
d(y,A(u)) < I l Y -  Ynll +d(yn,A(u)) 
IlY - Y II + M(A(un),A(u)) 
-< IlY - Y-II + ¢ Ilu - u.II - *  0, as ~2---, oo, 
where d(y,A(u)) = inf {lly - t l l : t  • A(u)}, we have d(y,A(u)) = 0. This implies that y • A(u), 
since A(u) • C(H). Similarly, one can show that w • T(w). Invoking Theorem 3.1, we see 
that z • H, u • H, w • T(u), y • A(u) satisfy the generalized Wiener-Hopf equation (2.13), 
and consequently, zn --" z, Un "-' U, Wn -" W, and Yn -'* Y strongly in H. This completes the 
proof. | 
For A = I, the identity operator, then Theorem 4.1 collapses to the following corollary. 
COROLLARY 4.1. Let T, g be the same as in Theorem 4.1. I f  
I ~/a 2 - ~2k(2 - a )  
p - l < ' 
> k) ,  
then there exists z E H such that g(u) = PKZ, z = g(u) - pw, u E H, w E T(u) satisfying 
the generalized Wiener-Hopf equations (2.14) and the sequences {zn }, {Un }, {Wn } generated by 
Algorithm 3.5 converge to z, u, and w strongly in H, respectively. 
For A, g -= I, and T : H --* H is a single-valued operator, then from Theorem 4.1, we obtain 
the following. 
COROLLARY 4.2. Let T : H --, H be strongly monotone with constant a > 0 and Lipschitz 
continuous with constant f~ > O. IfO < p < 2(c~/f~2), then there exists z E H such that u = PKZ, 
z = u - pTu satisfying the Wiener-Hopf equations (2.16) and the sequences {zn} generated by 
Algorithm 3.6 converges to z strongly in H. 
REMARK 4.1. These iterative methods are very convenient and are reasonably easy to use for 
the computations. Pitonyak, Shi and Shillor [18] have presented some numerical examples of 
solutions to obstacle problems for the membrane and the elastic string using Algorithm 3.6. In 
particular, for g = I, it has been shown in [18] that the conditions (4.1)-(4.5) can be satisfied. 
The development and implementation f these iterative methods deserve future research efforts. 
The comparison of these iterative methods with the standard methods for solving variational 
inequalities i an open problem. 
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