Sufficient conditions are established for the oscillation of the linear two-dimensional difference system ∆x n = p n y n ,
Introduction
Consider the system ∆x n = p n y n , ∆y n−1 = −q n x n , n ∈ N (n 0 ) = {n 0 , n 0 + 1, . . .},
where n 0 ∈ N = {1, 2, . . .}, { p n }, {q n } are real sequences and p n ≥ 0, q n ≥ 0. The difference system (1) is the discrete analogue of the differential system
which has been investigated by [1] . In [1] , the author obtained some interesting sufficient conditions for the system (2) to be oscillatory. When p n = 0, the system (1) can written as ∆ 1 p n−1 ∆x n−1 + q n x n = 0,
A special form of the Eq. (3) is the following second order difference equation:
The Eqs. (3) and (4) are the subject of many investigations, and a variety of related results have been obtained; we refer to [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] .
In this paper, we obtain some sufficient conditions for the oscillation of the system (1); they are the discrete forms of the corresponding results in [1] .
This paper is organized as follows: In Section 2, we give some auxiliary lemmas. The main results are proved in Section 3. In Section 4, we give an example and some remarks.
Some auxiliary lemmas
From now on, we will always assume that
We recall that a solution ({x n , y n }) is said to be nonoscillatory if both {x n } and {y n } are either eventually positive or eventually negative. Otherwise, it is said to be oscillatory. The difference system (1) will be called oscillatory if all its solutions are oscillatory. For the sake of convenience, from now on, we adopt the notation
For λ < 1,
then each solution of (1) is oscillatory.
Proof. Let ({x n , y n }) is a nonoscillatory solution. Without loss of generality, we may assume that x n > 0; by Lemma 4 of Li [11] , we have y n > 0, ∆y n < 0, and ∆x n > 0 eventually. There exists a constant c > 0 and N ∈ N (n 0 ) such that x n ≥ c for n ≥ N . Summing the second equation of (1), we obtain
and this contradicts (6) .
By Li [11, Theorem 6, 7, or 8] , we have
then system (1) is nonoscillatory.
According to Lemmas 1 and 2, we will assume that either ∞ s=n 0 p s = ∞, and
or ∞ s=n 0 p s < ∞, and
It is easily seen that if ({x n , y n }) is an oscillatory solution of (1), then ({x n , y n }) = ({y n , −x n }) is an oscillatory solution of the system ∆x n = q n y n ,
In view of this fact, we will restrict our attention to the case (8).
Lemma 3. Assume that (8) holds and λ ∈ [0, 1). If
then there exists an n 1 ≥ n 0 such that for any > 0 and n ≥ n 1
Proof. By the mean value theorem, there exist
and
By (12) and (13), we have
By (9), there exists an n ≥ n 1 ≥ n 0 such that for any > 0,
Hence, by (8), we have
We define
It follows that
Hence, we have
Hence (11) holds. The proof is complete.
and for some λ < 1
Proof. Assume that ({x n }, {y n }) is a nonoscillatory solution of (1); without loss of generality, we may assume that x n > 0 for n ≥ n 0 . In view of (14), by Lemma 4 [11] , we have y n > 0, ∆y n < 0 eventually. Let w n = y n x n . Then w n > 0 and ∆w n = x n ∆y n − y n ∆x n x n x n+1 = −q n+1 x n+1 x n − y n p n y n x n x n+1 ≤ − p n w n w n+1 − q n+1 ≤ 0, n ≥ n 0 .
From (16), we have − ∆w n w n w n+1 ≥ q n+1 w n w n+1 + p n ≥ p n for n ≥ n 0 .
Summing this inequality from n 0 to n − 1, we obtain
By the mean value theorem, we have ∆ f λ k < λ f
In view of 0 < f k w k+1 < f k w k < 1, there exists a positive constant c such that
Hence, by Lemma 3, we have
Therefore,
This is a contradiction. The proof is complete.
By Lemma 4, we will furthermore restrict our attentions to the case:
Lemma 5. Let (9) and (19) be fulfilled, and suppose the system (1) has a nonoscillatory solution ({x n }, {y n }). Then
where { f k } is defined by (5) and w n = y n x n .
Proof. Introduce the notation
By (18) and (19), we have
From (17), we obtain
Hence we find that
Multiplying (17) by f 2 k and summing from n 1 to n − 1, we obtain
Which implies that
In view of 0
By Stolz's theorem and using (9), we have
From (26) and (27), we have
Now suppose that g * (0) = 0 and g * (2) = 0 (otherwise, estimates (20) and (21) follow from (25) and (28)). Let 0 < < min{g * (0), g * (2)}. Choose n 2 > n 1 so that r − < f n w n < R + , for n ≥ n 2 .
From (24) and (26), we have
These inequalities readily imply
Therefore
Thus the lemma is proved.
Main results
Theorem 1. Let (9) be fulfilled. If
then every solution of (1) is oscillatory.
Proof. Suppose not. Let ({x n }, {y n }) be a nonoscillatory solution of (1) such that x n > 0 for n > n 0 . Let r = lim inf n→∞ f n w n , R = lim sup n→∞ f n w n . By Lemma 5, we have
This contradicts (30) and (31), so the proof is complete.
Theorem 2. Let g * (2) ≤ 1 4 and (9) be fulfilled. Assume further that there exists λ ∈ [0, 1) such that
Then every solution of (1) oscillates.
Proof. Suppose not. Let ({x n }, {y n }) be a nonoscillatory solution of (1) such that x n > 0 for n > n 0 . By (17) and (29), we have
(34) implies that
Multiplying (33) by f λ n , and summing it from n + 1 to ∞, we obtain
By (35), (36) and Lemma 3, we have
This contradicts (32). The proof is complete. 
Then every solution of (1) oscillates. 
and g * (λ) > g * (0)
Proof. Suppose not. Let ({x n }, {y n }) be a nonoscillatory solution of (1) such that x n > 0 for n ≥ n 0 . By Lemma 5, we have
and g * (0) ≤ r − r 2 and g * (2) ≤ R − R 
