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1 INTRODUCTION 
The field of Computer Graphics encompasses a myriad of issues both in the hardware 
and software domain. But the original goal of creating a photo-realistic synthetic image 
to be displayed on a computer console, still remains one of the central areas of Com­
puter Graphics. Keeping pace with the advance of computer technology, the methods 
employed for image synthesis have progressively developed from simplistic algorithms to 
complex ones. Subsequently, the visual quality of the synthesised images is progressively 
approaching the quality of a photograph. 
The computation of a synthetic image involves the simulation of light transport, the 
interaction of light with matter. The visual realism of the computed image is largely 
determined by the reflection model or shading model, the model used to simulate the 
interaction of light with matter. The simplistic empirical shading models used in early 
attempts have been progressively replaced by more complex physically based models, 
incorporating much of the physics involved in light transport. 
Within the Computer Graphics community, computation of synthetic images is re­
ferred to as rendering. Various rendering algorithms have been developed which attempt 
to compute images using various reflection models and approximations. 
Rendering Techniques 
Some of the terms used in describing the basis of various rendering techniques de­
rive largely from Radiometry, which is the science of measurement of the production 
and propagation of electromagnetic radiation. Before proceeding to discuss rendering 
algorithms, it would be wise to go over the definitions of some of the radiometric terms. 
Radiometric Definitions 
The fundamental physical quaxitity which is in some sense the primitive concept in 
Radiometry, is the radiant flux. 
Radiant flux is the amount of radiant energy flowing across a given surface in unit 
time. In other words, it is the power flow across a given surface. 
Irradiance is the ajea density of the radiant flux and hence has the dimensions of 
power per area. 
Radiance is an important concept in Radiometry and is closely related to the sensa­
tion of brightness as perceived by the human eye when visual attention is focussed in 
a particulgu: direction. It is the power per area per solid angle incident normally on a 
surface. 
Since the rendering problem is one of computing the radiance, the reflection model 
typically is faced with the problem of computing the reflected radiance as a function of 
the incident radiant flux. The often encountered term BRDF conceptualizes this. 
BRDF or Bidirectional Reflectance Distribution function is the ratio of the reflected 
radiance in any given direction to the flux density (irradiance) incident on to the surface 
at a given direction. It is a function of the incident and reflected directions and symmetric 
with respect to each, hence the term bidirectional. 
The distinctions between some radiometric terms are geometrical, distinguished from 
each other by the particular geometry channelling the flow of radiant energy, that a 
particular term describes. The term intensity is ubiquitous in the literature and has 
been cause for much confusion. Authoritative texts [25, 6] use the term in place of 
the radiance. Often the term is loosely used to represent quantities that are more 
appropriately related to the irradiance. 
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The accepted radiometric definition for the term radiant intensity of a point is the 
amount of radieint flux passing through the point per unit solid angle around a specified 
direction. When a surface is considered, the only appropriate interpretation seems to 
be synonymous with the definition of radiance. Both Kajiya [23] ajid Foley et al. [13] 
adopt this definition i.e., as synonymous with radiance. 
The significance of the definition of radiance is that the radiance at any point due to 
the radiation emitted by a point depends only on the relative orientation of the points 
and not on the distance between them. (A point appeaxs equally bright no matter how 
far away the eye is from that point.) In Figure 1.1, $ is the radiant flux emitted by the 
differential axea element dA at x within a differential solid angle dVl around the direction 
indicated in the figure. The radiance emitted by x in the specified direction is given by 
(l.I) 
The fundamental problem of rendering is the computation of the radiance emitted by 
every point comprising the scene. This is the quantity that the eye is sensitive to. The 
general solution to this problem is a function of the positional coordinates of the point, 
the reflection properties of the surface on which the point lies and the angle at which the 
point is viewed. Further, the radiance emitted by a point depends on the illumination 
incident at the point. In reality, every object receives light from not only the light sources 
but also from other objects in the scene due to multiple reflections and other phenomena 
like fluorescence. A complete solution would yield the correct radiance values for any 
point in the scene, for any viewing angle. Various aJgorithms have been developed , that 
provide approximate solutions to the problem, some of which are view-dependent i.e., 
compute the solution for a given viewing direction, while others are view-independent. 
Solutions are cdso classified based on how the illumination is modelled. The computation 
of the amount of light incident at a point is governed by the illumination model. Solutions 
employing illumination models which compute the illumination considering all objects 
Figure 1.1 Definition of radiance 
in the scene are termed global illumination solutions. 
The Rendering Equation 
In 1986, James Kajiya [23] introduced the Rendering Equation which generalizes 
the various algorithms that attempt to solve the rendering problem, also providing a 
mathematical statement of the rendering problem. The equation as stated by Kajiya, is 
given by 
/(x,x') = ^ (x,x') [e(x,x') + y p(x,x',x")/(x',x")^^x" (1.2) 
where: 
/(x, x') is related to the intensity of light passing from point x' to x 
^(x,x') is a "geometry term" 
e(x, x') is related to the intensity of light emitted from x' to x 
p(x ,  x', x") is related to the intensity of light scattered from x" to x through x' 
S  is the set of ail surfaces in the scene 
The geometry term f f ( x ,  x') accounts for the visibility of x from x'; it has a value of 
1 if X is visible from x' and 0 if not. /(x,x') is the transport intensity defined by Kajiya 
as the energy of radiation per unit time per unit area of source (at x) per unit area of 
target (at x'). 
All rendering algorithms can be viewed as solutions to this equation using various 
approximation schemes [23]. 
Immel [19] also proposed an equation at around the same time that Kajiya did. 
Immel's equation is expressed in terms of the radiance emitted by the various surfaces. 
Z,out(x, fi) = Z-e(x, f2) + f p{x,Q\Q)Lin{x.,Q')cos9'dn' (1.3) 
Jn' 
f2 is a direction which is represented in spherical polar coordinates eis (0, (p) 
Z.ou((x, fi) is the radiance leaving point x along direction Q 
L{„(x,Q') is the radiance incident at point x along direction Q' 
Le (x ,Q)  is the radiance emitted by point x along Q; this term in non-zero only for 
luminaires, surfaces that generate light by themselves 
p(x ,  Q ,  f l ' )  i s  t he  BRDF 
Both forms essentially represent the same statement of energy conservation. The 
Rendering Equation is essentially a time-averaged reformulation of the energy balance 
in the radiatiative transfer of energy. The wavelength and polaxization dependence are 
implicit in the equation, but all phase information is time-averaged out. 
The two most prominent approaches which are used in rendering are raytracing and 
radiosity. 
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Raytracing 
Raytracing as the name suggests, involves tracing the path of light rays as they are 
scattered ajroimd the scene. Conceptually, it is intuitive and straight forward. Starting 
from the light sources, the path of light can be traced as it is reflected off the various 
surfaces in the scene. But this process is computationally burdensome, since only a 
fraction of such light rays emerge in any given viewing direction. To get around this 
problem, one can trace the rays backward from the view-point, instead of from the light 
sources. 
Raytracing from the view-point (Figure 1.2), as introduced by Appel [1] and further 
developed by Whitted [35] is one of the most popular methods employed for image 
synthesis. The basic algorithm consists of sending a ray from the viewpoint through 
every pixel in the viewing plane and for each such ray, determining the point of closest 
intersection and computing the radiance for that point using a shading model. The 
shading model is usually an extended variant of Whitted's model. The radiance at the 
closest intersection point is calculated using the following equation 
where 
la is the ambient light intensity 
Ig is the intensity of light reflected specularly 
It is the intensity of light transmitted 
Kd is the diffuse reflection coeflScient 
Ka is the specular reflection coefficient 
Kt is the transmission coefficient 
Lj is the light vector for light source j 
and the summation is over all the light sources in the scene. 
(1-4) 
I 
Light source 
View-point 
View Plane Li 
N 
Figure 1.2 Raytracing 
Most implementations use Fresnel's equations to compute the specular reflection and 
transmission terms and assume uniform diffuse reflection, relying on empirical formula­
tions to obtain specular highlights on diffuse surfaces, one of the popular models being 
the Phong model [21]. 
Radiosity 
The term radiosity is defined as the total power leaving a point on a surface, per unit 
area on the surface. It is related to the radiance as 
5(x) = f L{x,Q,)cos0dQ, (1.5) 
Je  
The radiosity method was adapted to Computer Graphics from methods used in energy 
balance simulations in radiative heat transfer. As opposed to view-dependent raytracing, 
radiosity provide a global-illumination solution, since the method accounts for energy 
interactions between the various surfaces of the scene. The method is better understood 
8 
in terms of Immel's formulation of the Rendering Equation. Equation (1.3) is simplified 
by making the assumption that all surfaces in the scene, including luminaires are ideal 
Lambertian. For Lambertian surfaces, the radiance is uniform in all directions and 
independent of the direction of incident radiation. This enables the BRDF to be taken 
outside the integral. The equation reduces to 
^oiit(x) = ie(x) +/9(x) /" Lin{x,Q')cos6'dQ,' (1.6) 
Jn' 
and the radiosity is given by 
B(x) = L(x) f cos 9dQ 
Jo 
n'K /•2'K 
= Z/(x) / cos0sin^<f0 I dip 
Jo Jo 
=  I T L { X )  (1.7) 
As seen before, the radiance at a point due to another point depends only on the 
relative orientation between the two points. The term L,n(x, fl'), which is the radiance 
at X due to the radiation coming in along 17', can equally well be represented as the 
radiance at some other point y along the direction implied by Q'. Since the radiation 
has to essentially be coming from another surface, the point y can be chosen on the 
surface intersected by the direction vector implied by Q'. Figure 1.3 illustrates this 
concept. The radiance at point y would then correspond to the outgoing radiance from 
y on that surface. Since all surfaces are assumed to be Lambertian, this radiance is of 
the form 
= Loutiy) (l.S) 
From the definition of the solid angle, the differential solid angle dQ' which is subtended 
at point X by the differential area element dy at y is given by 
= (1,9) 
9 
Figure 1.3 Invaxiance of radiance along line of sight. 
Using this, the integral in (1.6) can be expressed as a surface integral over all the 
surfaces in the scene that are visible from x. This can be formally expressed as 
^ouf(x) = Le(x)-l-p(x) /" V { x , y ) d y  (1.10) 
JycS ^ 
where V(x,y) is the visibility factor which is 1 if x and y are mutually visible and 0 
otherwise. Using (1.7), the equation can be expressed in terms of radiosity as 
B(x) = ^(x) + p(x) /* V { x , y ) d y  (1.11) 
Jy(S 
There is no general analytic solution available for the above integral equation. The 
radiosity method consists of breaking down the surfaces in the scene into patches within 
which the radiosity is assimied constant. The bidirectional reflectance of a patch is also 
assumed to be constant. The constant value of radiosity within a patch Pi is computed 
as 
= -^ f B {x. ) d x  (1-12) 
JxeP, 
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where .4,- is the axea of the patch P, . Equation (1.11) now becomes 
V { ^ , y ) d y d x  (1.13) 
which is written concisely as 
B{  = Ei  + Pi  ^  Ei jB j  (1.14) 
where 
cos 6 cos 6' 
V { x , y ) d y d x  (1.15) 
(1.14) is known as the radiosity equation and the factor Fij is known as the form factor. 
Computation of the form factors is the most diflBcult task in the radiosity method. The 
radiosity equation for all the patches can be written in matrix form as 
Once the form factors are computed, the radiosity values for all the patches can be solved 
for using matrix methods. 
While the radiosity method provides a global illumination solution, due to the in­
herent assumptions of the method, only diffuse surfaces can be simulated. Mirrors and 
glossy surfaces cannot be handled by radiosity methods. Raytracers on the other hand, 
can handle mirrors and other specular effects very well but cannot simulate diffuse sur­
faces effectively. 
Polarization effects are typically related to specular reflection of light. There appear 
to have been two previous efforts in incorporating the treatment of polarization in ren­
dering. In 1990, Wolff and Kurlander [36] rendered scenes with polarizing filters. More 
recently in 1994, Tannebaum et al. [31] simulated the phenomenon of birefringence. 
Both attempts were formulated using the Coherency matrix representation of polarized 
B = E + />FB 
=4' (1 — pF)B = E (1.16) 
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light, which is a 4 x 4 matrix formulation whose elements contain complex numbers. 
The conclusions axe moot, since both efforts were implemented in backward raytracers 
which are inherently unphysical. 
Dissertation Structure 
This dissertation addresses the issue of incorporating polarization as  an integral part 
of the representation of light in rendering algorithms. In particular, the dissertation 
presents the development and incorporation of polarization in the model used in a global 
illumination aJgorithm called Photon. 
Chapter 2 presents the general theory of electromagnetic waves. The definition of po­
larization and descriptions of polarized light are presented. This chapter eilso introduces 
the representation of polaxized light using the Stokes parameters. 
Mueller matrices, which are mathematical representations used in association with 
the Stokes parameters, are introduced in Chapter 3. The effect of various polarizing 
elements are described within the frame-work of the Mueller matrices. 
The phenomenon of reflection of light is described in Chapter 4 with specific relevance 
to polarization. Fresnei's equations are formulated in matrix form using the Mueller 
matrices with the Stokes vectors describing the light. 
The rest of the chapters deal with Photon, a global illumination algorithm and the 
reflection model used in the algorithm. Chapter 5 begins with some introductory mate­
rial on Monte Carlo methods and then proceeds to the description of Photon. Chapter 
6 presents the development of the reflection model for Photon. The theory of rough sur­
face scattering is discussed in detail. The implementation of the model is discussed at 
length in Chapter 7, after a brief introduction to random variate generation algorithms. 
Chapter 8 presents the results, summarises the conclusions and points toward future 
directions. 
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2 POLARIZATION OF LIGHT 
Light is chaxacterized by its amplitude, wavelength and polarization. While the 
human visual system is highly sensitive to the ampUtude and the wavelength of light, it 
is almost completely insensitive to the polarization state of light. Therefore, what we see 
is not directly affected by the polarization of the illuminating light. But the intensity of 
light impinging on the eye, after multiple interactions with various surfaces in the scene 
is dependent on the polarization state of the light. The intensity of light reflected by a 
surface, is a function of the polarization state of the incident light and the reflected light 
in general has apolarization state different from that of the incident light. To obtain 
the correct intensity of light which undergoes more than one reflection, the polarization 
state of the light caimot be ignored. 
Historical Background 
While the phenomenon of polarization has been known for a long time, theoretical 
foundations for a complete imderstanding were set in only during the mid-nineteenth 
century. By the late 1800's the wave theory of light as developed by Fresnel (1788-1827), 
Arago (1786-1853) and others was well established. Young's (1773-1829) interference 
experiments exposed the transverse nature of light and Fresnel's attempts at formulating 
the results mathematically were confounded as he realized to his frustration that he was 
unable to describe polarized light mathematically. He never did succeed in this attempt 
and it remained incomplete for a few decades after his death in 1827. 
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In 1852, Sir George Gabriel Stokes (1819-1903) published two papers, the first of 
which is now considered one of the great papers of classical optics. In this paper, enti­
tled "On the Composition and Resolution of Streams of Polarized Light from Different 
Sources", he provides the mathematical foundation for describing any state of polariza­
tion of light. His success was due to his novel approach of formulating the description 
based on an experimentally measure-able quantity, namely the intensity. At that time 
the concept of observables, which is an importajit concept in Quantxmi Mechanics, was 
not strongly rooted. His paper does not seem to have attracted much attention at that 
time, since the title seemed far removed from the Fresnel-Arago laws. Stokes himself was 
interested in the phenomenon of fluorescence and he did not go through and complete 
the mathematical formulation of the Fresnel-Arago laws. He devoted the rest of his life 
to explain the basis for the law of fluorescence that he put forth, but did not succeed. 
He died in 1903. Two years later in 1905, Albert Einstein published a paper explaining 
Stokes's law of fluorescence on the basis of Max Planck's quantum hypothesis. Stokes 
had unknowingly stumbled on to the quantum nature of things. His law is now believed 
to be the first law ever associated with quantum phenomena, 
Stokes's paper was practically forgotten and lay buried in the scientific literature 
for almost a century, imtil its importance was finally recognized in the 1940s by the 
Nobel laureate Subrahmanyam Chandrasekhar, who discovered it and used the Stokes 
parameters in his work on radiative transfer. 
The Wave Equation 
The mathematical equation describing electromagnetic radiation is given by the Wave 
equation as 
72  _  1  d^u{r , t )  V'u(r , f )  =  
dt^ 
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where 
is the Laplacian operator, which in the Cartesian representation is given by 
V72 — 1 1 3v^ Q? 
u{r , t )  is the optical disturbance that is propagating, 
c is the speed of propagation (speed of light), 
r is the spatiai coordinate and 
t is the time. 
The plaJie-wave solutions in Cartesian coordinates are given by 
t) = Eqx cos{ujt + (2.1a) 
Ey{z ,  t )  =  Eoy  cos{u t  + 5y) (2.1b) 
Eliminating 
El , El E, E, 
+ —2—^-^cos^  =  sin^  (2 .2)  
El El ~Eo.Eoy 
where 5 = Sy — 
The Polarization Ellipse 
Physically, what (2.2) implies is that the locus described by the tip of the electric field 
vector as the wave propagates in time, is a rotated ellipse referred to as the polarization 
ellipse. This is illustrated in Figure 2.1. 
Degenerate Forms 
For specific values of Eqx, Eoy and S, the ellipse degenerates to simpler forms. 
• For Eqx = 0, the ellipse reduces to a line along the y-axis, and the light is said to 
be linear vertically polarized . 
• Similarly, for Eoy = 0, the light is said to be linear horizontally polarized. 
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y 
y' 
Figure 2.1 Poleirization ellipse 
• When (J = 0 or TT, the light is said to be linear ±45° polarized^ respectively. 
• When Eqx =• Eoy = Eq and 6  =  ~ /2  o i  5  =  37r/2, the ellipse reduces to a circle, 
and the light is said to be right or left circularly polarized^ respectively. 
The Stokes Parameters 
For electromagnetic radiation which is not monochromatic, the electric field is de­
scribed by 
t )  =  Eox{ t )  cos{u j t  + Sx{t)) (2.3a) 
Ey{z ,  t )  =  Eoy{ t )  cos (u t  + Sy{t)) (2.3b) 
Equation (2.2) becomes 
EUt )  ^E A t )  E M  
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The polarization ellipse represented by (2.3c) is aji instantaneous description: the shape 
of the ellipse continuously changes with time. The polarization ellipse is not a physical 
observable. 
For monochromatic radiation, the phases and amplitudes remain constant with time. 
But the fields themselves implicitly depend on time. Equation (2.2) reduces to 
= ,-2.4, 
•^Or ^Oy  ^Ox  t jQy  
In order to convert to a representation in terms of observables, we take a time average 
of the field components. 
{E iW}  (EIW)  JE4 t ) )E , ( t )  
—=3— + —^ 2—= —cos(S = sm 4 (2.o) 
^Ox ^Oy ^Ox l^Oy 
The averages are calculated over one period. Using (2.1) 
{BUt} )  = i£|, (2.6) 
(£?(')> = (2.7) 
(£ , ( ( )£ , ( ' ) )  =  ^ EcxEoy  COS S  (2.8) 
Substituting in (2.5) 
2ElEl + 2El,El - {2EoxEoy cos 5)' = {2Eo,E^ sin Sf (2.9) 
-Adding and subtracting Eq^ + E^ to the L.H.S 
- £1,)^ + (El, - Elf - (2E^.E^cosSf = (2E^Eo, sinSf (2.10) 
=>Si-S; -Si  =  Si  (2 .11)  
=>5| = 5f + 5| + 5| (2.12) 
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where 
(2.13d) 
(2.13b) 
(2.13a) 
(2.13c) 
The set of four quantities in (2.13) are the Stokes paxameters of a monochromatic plane 
wave. 
While the above procedure provides a mathematical derivation of the Stokes pa­
rameters of a plane-wave, the definition of the parameters is based on experimentally 
measurable quantities. The parameter is the total intensity of the light. The pa­
rameter Si is a measure of the amount of linear horizontal or vertical polarization. The 
parameter ^2 describes the amount of linear +45° or —45° polarization, and the pa­
rameter S3 is a measure of the right or left circular polarization of the light. All four 
parameters are intensities which can be measured experimentally. 
Properties of the Stokes Parameters 
For any state of polarization, the Stokes parameters satisfy the relation 
The equality applies for completely polarized light, and the inequality, for partially 
polarized or unpolarized light. 
The degree of polarization P is given by 
> S^ + Si + Si (2.14) 
/pof_  (52+ 51-^52)1/2  
0 < P < 1 (2.15) 
Itot So 
IS 
For unpolarized light, P = 0 and from above equation 
5 o > 0  
51  =0  
52 = 0 
53 = 0 
For completely polarized light, P = I 
S = 
(2.16) 
(2.17) 
(2.18) 
(2.19) 
(2.20) 52 = 5^ + 51 + 51 
The Stokes parameters can be written as a column matrix as 
50 
51 
52 
53 
The above is usually referred to as the Stokes vector, although it is not a vector mathe­
matically. It is usually written normalized a^ follows 
5 = /o 
1 
S i / Io  
S2 / I0  
S3 / I0  
The Stokes vector for some specific states of polarization are as follow. 
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Linear Horizontally Polarized Light (LHP) 
Eoy = 0 [q = E, Ox 
S = I o  
Linear Vertically Polarized Light (LVP) 
Eo^ = Q Iq = E? Oy 
S = Io 
1 
- 1  
0 
0 
Linear +45° Polarized Light (L+4o) 
Eoy = Eo^=Eo S = 0° Io = 2El 
1 
5=/o  
Linear —45° Polarized Light (L—45) 
Eoy — Eqx —EQ S — 180° IQ — 2EQ 
1 
S = Io 
0 
-1 
0 
(2.21) 
(2.22) 
(2.23) 
(2.24) 
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Right Circularly Polarized Light (RCP) 
Eoy — Eqx —EQ 5 = 90° /q = 2Eq 
1 
S = IQ 
Left Circularly Polarized Light (LCP) 
Eoy = Eor = Eo J = 270(or-90°) Iq = 2EI 
1 
5 = /o 
1 
0 
- 1  
(2.25) 
(2.26) 
The set of Stokes parameters 5 of a light beam composed of two beams each of which 
is characterized by its own set of Stokes parameters and respectively, is obtained 
by adding their Stokes parameters. 
5-0 
S\ SI 
=: + 
S\ SI 
_53_ 
=i> 5 = s ^ + 52 
(2.27) 
Following the above property, it can be seen that impolarized light can be represented 
cis a combination of two beajns of opposite polarization. As a specific case, unpolaxized 
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light caji be expressed as a superpositioa of linear and circular polarized beams as follows. 
/o 
/o 
lo 
1 1 
1 
0 
_ -^0 
2 
1 
4 
-1 
0 0 0 
C o
 
1 0 0 
1 1 1 
0 
-k 
2 
0 0 
0 1 -1 
0 0 0 
1 1 1 
0 
0 
- b .  
2 
0 
0 4 
0 
0 
1 • 1 -1 
(2.28) 
(2.29) 
(2.30) 
Partially polarized light can be represented as a superposition of unpolarized light 
cind completely polarized light as follows 
S = 
5-0 5o 
0 
= (1-P) + p 
52 0 
A 0 A 
0 < P < 1 (2.31) 
where P is the degree of polarization of the partially polarized light. An alternate repre­
sentation is decomposition into two beams of completely polaxized light, with opposite 
polarization. 
5 = 
5o 
1 1 r Co 1 
l + P Si 1 -p -Si 
52 2P S2 2P -S2 
_53_ _ S 3 ^  -S3_ 
0 < P < 1 (2.32) 
There axe many other properties of the Stokes pareimeters which makes this formalism 
a valuable tool in the treatment of polarized light. The reader is referred to authoritative 
texts on the subject for a more detailed discussion. 
3 POLARIZING ELEMENTS 
In nature, when light interacts with matter, its polaxization state almost always 
changes. The change can be in the orthogonal ainplitudes of the field, the phase relation 
between them, or the direction of the orthogonal components. An optical element that 
changes the ratio of the orthogonal amplitudes is called a polarizer. An element that 
introduces a phase shift between the orthogonal components is called a phase-shifter. 
and one that rotates the orthogonal components through an angle is called a rotator. 
Mueller Matrices 
Figure 3.1 depicts the interaction of light with a polarizing element. The incident 
beam is chaxacterized by its Stokes vector S and the emerging beam is characterized by 
its Stokes vector S'. The Stokes parameters of the emerging beam can be expressed as 
a linear combination of the Stokes parameters of the incident beam. 
S'q = moo'S'o + 7710151 + mo2'S'2 + tuo^S z 
= mioSo + rriQiSi + moiSi + mozSz 
5*2 = m2oSo + moiSi + mo2S2 + tuq^SS 
5*3 = THSOSQ + TUQISI + 1710282 + (3.1d) 
(3.1b) 
(3.1a) 
(3.1c) 
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Ey 
Figure 3.1 Polaxizing element 
The above equation can be written in terms of the Stokes vector as 
_ 1 
^2 
~ 2 
•1 
Co 
(3.2) 
JTloo 'TZoi T^Q2 
rriio mil ^12 ^13 
mjo ^21 ^22 ^23 
^30 TUsi 17132 ^33 
The 4x4 matrix in (3.2) is known as the Mueller matrix, after H. Mueller, who 
first introduced it in the early 1940s. The form of the Mueller matrices for different 
polarizing elements are described in the following sections. 
1 
S2 
A 
Mueller Matrix of a Polarizer 
A polarizer attenuates the amplitudes of the orthogonal components of the optical 
field. If the components of the incident field are represented by Ex and Ey, and those 
of the emerging field are represented by E'j. and E'^ (and the ajces are parallel to the 
originaJ axes), the fields are related by 
E'^  - p^ Er 0 < Pr < 1 
K = Py^y 0 < Pv ^ J-
The Stokes vectors of the emerging and incident beaxas are related by 
S[ 
S'2 
Sk 
1 
9 
P l + f y  P I - P I  
P I - P I  P I  +  P I  
0 
0 
0 
0 
^ M = -
pl + py P I- P I 
P I - P I  P I - ^ P I  
0 
0 
0 
0 
0 
0 
ip^py 
0 
0 
2pxPv 
0 
0 
0 
2prPy 
0 
0 
0 
2prpy 
50 
51 
S3 
0 < Pr,Py < 1 
(3.3a) 
(3.3b) 
(3.4) 
(3.5) 
where M is the Mueller matrix, Px and py are the attenuation coefficients of the polarizer. 
Mueller Matrix of a Phase Shifter 
A phase shifter (retaxder) introduces a phase shift ((> between the orthogonal com­
ponents of the optical field. It actually produces a phase shift of +0/2 along the .x-axis 
and ~4>/2 along the y-axis. The emerging and incident fields are related by 
E'^  = e-'^"'Ey 
(3.6a) 
(3.6b) 
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The Stokes paxameters of the emerging and incident beams are related by 
S'o = So 
S[ = 5i 
•?2 ~ -^2 COS 0 — 53 sin 0 
S2 = S2 sin 0+53 cos 0 
(3.7a) 
(3.7b) 
(3.7c) 
(3.7d) 
In matrix form 
1 0 
S[ 0 1 
5  ^ 0 0 
0 0 
0 
0 
0 
0 
5o 
5i 
S2 
(3.8) 
From (3.8), the Mueller matrix of a phase shifter with a phase shift of 0 is given by 
M = (3.9) 
1 0  0  0  
0  1 0  0  
0 0 COS0 — sin0 
0 0 sin 0 cos 0 
For 0 = 90° ajid 0 = 180°, incident light with linear +45° or —45° polarization is 
transformed to right or left circularly polarized light. Such phase-shifters are known as 
quarter-wave (0 = 90°) retarders and half-wave retaxders (0 = 180°), respectively. From 
(3), for a quarter-wave retarder (0 = 90°), the Mueller matrix is given by 
M = 
1 0  0  0  
0  1 0  0  
0 0  0  -1  
0  0  1 0  
(3.10) 
The Stokes vector for linearly polarized ±45° light of intensity Iq is given by 
S = Io 
1 
0 
±1 
0 
(3.11) 
The Stokes vector of the emerging light is given by 
10 0 0 1 1 
0 10 0 0 0 
5' = MS = lo = /o 
o
 
o
 
o
 
±1 0 
0 0 10 0 ±1 
(3.12) 
which is the Stokes vector for right (left) circularly polarized light. 
If the incident light is circularly polaxized, the Stokes vector of the emerging light is 
given by 
S'=Io 
1 0  0  0  1  1  
0  1 0  0  0  0  
0  0  0  - 1  0  ± 1  
0  0  1 0  ± 1  0  
(3.13) 
which is the Stokes vector for linear ±45° polarized light. Hence the quarter-wave 
retaxder also transforms circularly polarized light to linear ±45° polarized light. 
Mueller Matrix of a Rotator 
A rotator, as the name implies, rotates the orthogonal field components through an 
aJigle 9. The rotator is characterized by the angle 9. To derive the relationship between 
the rotated field components and the incident field components, consider Figure 3.2. 
The rotated components of the emerging field are related to the incident components by 
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E' y 
E  ^
A A 
E'x Er 
Figure 3.2 Rotation of the field components by a rotator 
E'j. = Ex cos 9 Ey sin 6 
E' = — £'J: sin ^  + E,, cos 9 
(3.14a) 
(3.14b) 
To derive the Stokes parajneters for the incident and emerging beams, it is easier to 
work with the complex-domain representation of the fields. The fields components can 
be expressed as 
Ex — Eqxg'^^ 
Sy = 
Ex = Re{Ex} 
E y  =  R e { S y }  
(3.15a) 
(3.15b) 
(3.15c) 
(.3.15d) 
Expressed in terms of the complex fields, the Stokes parajneters for a plane wave (2.13) 
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can be rewritten as 
•5^0 = (3.16a) 
51 = SxS; - SyS; (3.i6b) 
52 = (.3.16c) 
Sz = i{e^s;-eyEl) (3.i6d) 
Using (3.16) and (3.14), the Stokes paxaxneters for the emerging light axe derived as 
follows 
= El^ cos^ d + Ely sin^ 6 + EoxEoy cos 5sin 29 (3.17) 
E[E'y = El^sin^ 0 + Ely cos^ 9 - £'ox£'oy cos 8sin 29 (3.18) 
E'^E'y = -El^ sin 0 cos ^  + Ely sin 0 cos 0 + EoxEoy cos' 9e~'^ - Eo^Eoy sin^ 9e'^ (3.19) 
E'j.E'y = -£^oi sin 0 cos ^  + Ely sin 9cos9 + Eo^Eoy cos^ de'^ — EoxEoy sin^ 9e~'^ (3.20) 
Substituting in (3.16) 
So = E'^E'J + EyEy = (cos^ 9 + sin^ 9){El^ + Ely) = Sq (3.21) 
5; = E',E'; - E'yE'y' = (cos^ 9 - sin^ 9){El^ - Ely) + 2EoxEoy cos 5sin 29 
= cos29Si + sin 29S2 (3.22) 
5^ = E'.E'y- + E'yE'; = sin 29{Ely - El,) + 2EoxEoy cos ^ (cos' 9 - sin' 9) 
= —sin29Si + cos 2^52 (3.23) 
^3 = i{E',Ey — E'yE^) = i{—2iEQxEQy sin ^ )(cos' 9 + sin' 9) = 2EorEoy sin 5 
= ^3 (3.24) 
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In matrix form, in terms of Stokes vectors 
10 0 0 5o 
0 COS 29 sin 29 0 51 
^2 0 —sin20 cos20 0 52 
*^3 0 0 0 1 53 
(3.25) 
Therefore, the Mueller matrix for a rotator, chaxacterized by the angle of rotation 9, is 
given by 
iV/ = 
1 0  0  0  
0 cos 26 sin 29 0 
0 — sin 29 cos 29 0 
0 0 0 1 
(3.26) 
Mueller Matrices for Rotated Elements 
In all the cases considered earlier, it was cissumed that the axes of the polarizing 
element were in alignment with the orthogonal field components. We now derive the 
Mueller matrix of a polarizing element rotated through an angle 0, so that the axes are 
no longer aligned with those of the field, as shown in Figure 3.3. 
The components of the incident field along the axes of the element are related to the 
incident axes by 
E' = cos 9 Ex + sin OE-u 
E 'y = — sin 9  E x  + cos 9 E y  
(3.27a) 
(3.27b) 
Comparing with (3.14), it is seen that the incident Stokes parameters as seen by the 
element is given by 
S "  =  M r { 2 9 )  •  S  (3.28) 
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Ey 
Figure 3.3 Rotated polaxizing element 
where Mr{29) is the Mueller matrix of a rotator of angle given by (3.26). The Stokes 
vector of the emerging beam is given by 
S'" = MS" = M • Mr{2e) - S (3.29) 
We now need to align the axes of the emerging beam to the original incident axes, which 
is done by a rotation of —6 
S' = Mr{-26) • S'" = Mr{-2d) • M • Mr{2e) • S (3.30) 
=j>Mr(20) = Mr{-2e) • M • Mr{29) (3.31) 
where Mr{26) is the Mueller matrix of an element rotated through an angle 9. 
The Mueller matrices prove to be a convenient tool in performing computations 
involving the interaction of light with materials which are sensitive to the polarization 
state of light. With the formalism developed in this chapter and the previous, the 
suceeding chapters proceed to the development of the theory of light reflection within 
the framework of the Stokes parameters and the Mueller matrices. 
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4 REFLECTION OF LIGHT AT AN AIR-DIELECTRIC 
INTERFACE 
The behaviour of light at an ciir-glass interface has been a standard topic of discussion 
in the study of optics. The fact that unpolajized light becomes polarized after reflection 
from glass, was discovered accidently by E. MaJus around 1808. It was D. Brewster who. 
after further investigatioa, proposed his law relating the polarization of the reflected 
light and the refractive index of the glass to the angle of incidence known by his name 
(Brewster angle). 
Fresnel's Equations for an Air-dielectric Interface 
For an air-dielectric interface, the relation between the reflected field amplitudes and 
the incident field amplitudes is given by Fresnel's equations for reflection. The axes 
s and p represent the directions perpendicular and parallel to the plane of incidence, 
respectively, as illustrated in Figure 4.1. The notation derives from the German words 
for parallel (parallel) and perpendicular (senkrecht). The reflected field amplitudes are 
given by 
rj cos I — cos r 
rj cos i + cos r (4.1) 
' COS t + ri cos r ' 
cos i — T] COS r • 
1. (4.2) 
Figure 4,1 Specular reflectioa 
The Stokes parameters for the iacideot and reflected light are givea by 
S5 = cos«i(£;i;;- + £'i£;-) (4.3) 
5-=cos«.(£;£;--£;£••) (4.4) 
5; = cos«.(£;;£;^+ £•£;•) (4.5) 
5 ' =  i c o s « , ( £ ; £ ; ' - - £ ; £ ; - )  ( 4 . 6 )  
5; = cos «,(£;£;• + E;E;-) (4.7) 
s r  =  c o s « , • ( £ ; £ ; • ( 4 . 8 )  
5; = cos«,.(£;£';-+ £;£;•) (4.9) 
s ;  =  i c o s s , -  £ ; £ . " )  ( 4 . 1 0 )  
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The Stokes vectors are found to be related by 
2 \ sin Q+ / :  
cos^ a_ + cos^ a+ cos^ a_ — cos^ 
cos^ a_ — cos^ Q+ cos^ a_ + cos^ q+ 
0 
0 
0 
0 
0 
5' (4.11) 
0  0 — 2  c o s  a +  c o s  
0 0 0 —2 cos q:+ cos q:_ 
Comparing with (3.1), it is seen that the Mueller matrix for reflection hzis the same form 
as that of a polarizer. For incident unpolaxized light, (4.11) yields 
S*" = -1 /tanQ_\2 
2 V sm Q+ 
The degree of polarization P is given by 
5i P = 
5o 
cos^ a- + cos^ a+ 
cos^ a_ — cos^ a+ 
0 
0 
cos^ Q_ — cos^ a+ 
(4.12) 
(4.13) 
cos^ a_ + cos^ a+ 
By inspecting (4.13), it is seen that P = 1 when COSQ+ = 0, indicating that the 
reflected light is completely polaxized under this condition.^ Figure 4.2 shows a plot of 
the degree of polarization versus the incident angle. 
Thus, staj-ting with unpolaxized light, one can, with a single reflection, obtain light 
polarized to any desired degree. As seen above, the condition for the reflected light to 
be completely polarized is given by 
cos a+ = 0 
cos(5,- 4- 0j) = 0 
di-\-dt = - (4.14) 
'This was discovered by E. Malus around 1808. Prior to his discovery, the only known way of 
obtaining completely polarized light was using a CaJcite crystal. 
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P vs. 9i 
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Figure 4.2 Plot of degree of polaxization vs. incident angle for reflection of 
unpolarized light incident on glass of refractive index 1.4. 
The angle of incidence at which the above condition is satisfied caji be obtained as 
follows 
TT 
Using Snell's law 
sin Qt = — ^i) = cos 9i (4.15) 
— sin 9i = cos di 
9i = tan~^{rj) 
(4.16) 
(4.17) 
This angle of incidence is known as the Brewster angle, after Sir David Brewster who 
first discovered this in 1812. WTien light is incident at the Brewster angle, the reflected 
light is completely polarized in the s direction. The Mueller matrix for reflection reduces 
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to 
1  n - r f \ ^  
2 V l  + 7 7 2 /  
1 1 0  0  
1 1 0  0  
0 0 0 0 
0 0 0 0 
(4.18) 
and the Stokes paxameters for the reflected light are given by 
S' = 
2 VI +772; (4.19) 
It is to be noted that the above Stokes vector indicates the polarization state of the 
reflected light with respect to the plane of incidence defined by the plane containing the 
incident direction and the reflected direction. If the reflected light undergoes another 
reflection in a plane perpendicular to the current plane of incidence , the Stokes vector 
of the reflected light (which is now the incident light for the second reflection) is given 
by (3.28) 
5(2^' = M,(7r)5'-
10 0 0 1 1 
0 - 1 0 0  1 -1 
0  0 - 1 0  0 0 
0 0 0 1 0 0 
(4.20) 
i.e., the light is polarized || w.r.t the second plane of incidence, which is to be expected, 
since the second plane of incidence is perpendicular to the first. Further, if this light 
is incident at the Brewster angle of the second reflection surface (for simplicity, we will 
assume that the second surface has the same refractive index as the first, so the Brewster 
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angle is the same), the Stokes vector of the emerging light is given by 
= 
4 V 1  +  n 2 y  
1 1 0  0  1 0 
1 1 0  0  -1 
_  l / l -r/^y 0 
0 0 0 0 0 4  V 1  +7/2/  0 
0 0 0 0 0 0 
= 0 (4.21) 
i.e., there is no emerging light; an observation that will be completely missed in a 
treatment which ignores polarization. 
In a real scene, the light which contributes to our visual sensation undergoes many 
reflections and even if the light is unpolaxized at the source, at the very first reflection 
the light becomes polarized either partially or completely. Under certain situations, the 
visual difference between a rendering which ignores polarization and one that does not, 
can be significant. 
Non-specular Reflection 
It has been implicitly assumed so far that the reflecting surface is smooth and hence 
the reflection is speculax or mirror-like i.e., the incident direction, the reflected direction 
and the surface-normal lie on a plane and the angle of reflection is equal to the angle of 
incidence. Few surfaces in a real scene axe perfectly smooth ajid the behaviour of light 
reflected off these surfaces is far different from what has been described thus far. The 
theory of diffuse reflection is developed later on in succeeding chapters. 
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5 PHOTON 
Most integral equations encountered in the various fields of science and engineering 
are not amenable to analytic solutions. Numerical and statistical methods have proven 
to be quite powerful in obtaining solutions to such equations. Finite Element Analysis 
and Monte Carlo methods are often the only viable solution in many such problems. 
Photon is a Monte Carlo algorithm which solves the rendering equation by simulating 
light transport. This chapter introduces Photon, following a brief introduction to Monte 
Carlo methods. 
Monte Carlo Methods 
Monte Carlo methods are used widely in many areas such as Computational sci­
ence, Statistics, and also Computer Graphics. Any method involving the use of random 
numbers is termed as a Monte Carlo method. In general, the method is used either 
to simulate some process {Monte Carlo simulation), or to evaluate an integral {Monte 
Carlo integration). 
Some Definitions from Probability Theory and Statistics 
A random variable is a variable that takes on certain vaiues with certain probabil­
ities. The values may be discrete or continuous. The current discussion will focus on 
continuous variables. A continuous random variable is characterized by its probability 
density function p{x) and the the interval (a,fc) which contains all possible values that 
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the variable can take on. The probability that ^ takes on a vaJue in the neighbourhood 
of X is given by 
P{^ = x±:dx) = p{x)dx (5.1) 
The probability that ^ takes on a value in the interval (a', 6') which lies within ( a , b )  is 
given by 
rb' 
P{a' < ^ < 6') = / p{x)dx (5.2) 
J a'  
The probability density function or p.d.f has the following properties: 
The Junction is positive in the interval (a, 6) 
p { x )  >0 a  <  X  <  b  (5.3) 
The function integrates to 1 on the interval (a, 6) 
f  p { x ) d x  = 1 (5.4) 
J a 
The integral of the p.d.f is called the distribution function 
D { x )  = f p{x')dx' (5.5) 
J a 
By definition, D { x )  takes on values from 0 to 1. The probability that ^ is less than or 
equal to x is given by 
P(e < x )  =  D { x )  (5.6) 
The uniform density corresponds to a p.d.f which is constant ie. p{x) = • —  and the 
variable set to a rajidom value is referred to as a random number. For a non-uniform 
density, the variable set to a random value is referred to as a random variate. 
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Monte Carlo Integration 
Using (5.1) and basic probability theory, the expectation value of some function /(if) 
is given by 
i f i O )  =  f f { x ) p { x ) d x  (5.7) 
J a 
which can be discretized as 
I (/(0> - 7^ /(^.O (o.S) 
1 
where the x, are sampled from an ensemble of values distributed according to p(j:). The 
basis of Monte Carlo integration is essentially the recognition of the fact that the R.H.S 
of (5.8) can be viewed as an approximate evaluation of the integral in the R.H.S of (5.7). 
Stated mathematically 
1 
where y { x )  =  f { x ) p { x ) .  
What the above implies is that an integral of some function y of a continuous variable x 
(not a random variable) can be approximately evaluated as above by finding a suitable 
p{x) possessing the required properties of a p.d.f. and treating x as a random variable 
with p{x) as its p.d.f. 
Monte Carlo Simulation 
Some physical processes inherently possess some random nature . A simple example 
is the tossing of a coin. The outcome of the toss cannot be predicted deterministically. 
But it is known that the outcome is either a head or a tail and each outcome is equally 
probable. This can be modelled by using a discrete random variable to represent the 
/ J a f i x ) p i x ) d x  (5.9) 
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outcome and setting its value by sampling randomly from a set of two values mapped 
respectively to a head and a tail. Monte Carlo simulation is used in many situations to 
model complex processes which are extremely diflBcult or impossible to model analyti­
cally, but can be modelled statistically. Primarily, the difference between Monte Carlo 
integration and Monte Carlo simulation is that in the former case, the problem is one 
of reformulating an integral into a Monte Carlo problem, whereas in the latter, it is one 
of casting a process as a Monte Carlo problem. Typically, a Monte Carlo simulation 
will require random numbers which determine the flow of the algorithm, besides random 
variates, while Monte Carlo integration will only require random variates, the flow of 
the basic algorithm being essentially deterministic. 
Monte Carlo Methods in Computer Graphics 
The Rendering Equation (1.2) is evidently not solvable analytically. Consequently, 
many researches have turned to Monte Carlo methods seeking a solution. Most attempts 
have been aimed at evaluating the BRDF integral. Methods like those of SiUion et al. [26, 
24] solve the problem by following a view-independent extended radiosity pass by a 
view-dependent raytracing pass on a meshed environment. The BRDF integrals in the 
energy-balance equation, cire estimated at each vertex and the results axe stored for 
further processing which yields the solution. Instead of approaching the problem from 
the rendering equation, one could directly simulate the process of light transport, and 
decouple the problem of displaying the scene from the problem of computing the radiance. 
This is the approach used by Photon^ a global illumination algorithm developed by Ames 
Laboratory researchers, John Gustafson and Quinn SneU. A few other researchers have 
aJso been working on such an approach. The density-estimation method of Shirley 
et al. [24] is one such, but it uses a multi-pass strategy, and displaying specular effects 
can be done accurately only after a final view-dependent pass. Unlike such methods. 
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Photon is an iterative method which converges to the correct solution without resorting 
to any kind of multi-pass strategy. Parallelization efforts have shown that the algorithm 
proves to be superior in terms of scalability and memory requirements as compared to 
other methods. The reader is referred to Quinn Snell's doctoral dissertation [28] for 
details. 
Wliat Photon attempts to do is to subdivide the scene into domains which appear 
to have a uniform radiance. A domain is characterized by not only its position but also 
the direction at which it is viewed (Figure 5.1). The physical basis of the algorithm is 
outlined below. 
The power reflected by an infinitesimaJ area dA at (x, y) into a differential solid angle 
dfl ajound the direction (^, v') is given by 
d p  =  [ { x . y , 6 , 4 > ) d A d Q .  (-5-11) 
where / is the reflected unprojected intensity (flux density per unit solid angle). It is 
related to the intensity (radiance) as 
(5.12) dA'd^ cose ^ ^ 
where A' is the projected area of the reflecting surface normal to the direction of reflec­
tion. The term unprojected intensity will henceforth be used to refer to the flux density 
per unit solid angle. 
For an infinitesimal element within a domain characterized by (xo, yo, do, 00, Pi). 
since the radiance is imiform, the unprojected intensity has to be of the form 
/(x, y, 4>) = LQ COS Q 
where LQ is the constant radicince. The total power reflected by the domain is given by 
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/
rn ry\  rSi  ro i  
d P  =  1 1 1 1  L Q cos 6 dx dy cos 9d9do (5.15) 
J xq yo J 9q J 
= LQ{XI - xo)(yi — yQ){siTi^9i - sin^9Q){(f>i - 0o) (5.16) 
P 
^ ° (ii - Xo)(yi - yo){siri^9x - sin^eo){(f>i - (^) 
Hence, once the domains have been identified, the radiance of each domain can be 
X-*-
Figure 5.1 Photon: Domain definition 
computed as above. To identify the domains, Photon starts with the assumption that 
each polygon defining the scene, over the entire hemispherical solid angle, constitutes a 
domain. The domain definitions are stored in data structures called bins. Photons are 
then emitted from light sources with directions sampled from the distributions specified 
for the light sources. First, a light source from which a photon is emitted is picked 
randomly based on the relative intensities of the light sources in the scene and then the 
point from which the photon is emitted from the light source is picked randomly. The 
direction of the photon is generated according to the distribution specified for the light 
source. Intersection tests are done to determine the point of closest intersection of the 
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photon with a polygon in the scene . Upon intersection, the photon is probabilistically 
absorbed or reflected based on the properties of the polygon. If reflected, the direction 
is generated by the reflection model, which takes into account the roughness and opti­
cal properties of the polygon. In each bin, a count is maintained of the total photons 
reflected off the patch corresponding to the bin. Also, difference counts are maintained 
for each of the parameters in (5.17), which are used to detect non-uniformity within a 
domain. If non-uniformity w.r.t any parameter is detected, the bin is sub-divided into 
two and the whole process continues. As the algorithm proceeds, the entire scene is 
progressively subdivided into finer domains within which the radiance is constant. For 
an ideal Lambertian surface the domains are divided only by geometry; for general non-
ambient illumination incident on non-Lambertian reflecting surfaces, the domains are 
divided both by geometry and direction. The algorithm is presented below in pseudo­
code. 
Algorithm:Photon 
for iphot =1 to nphot do 
Generat ePhoton() 
UpdateBinO 
absorbed = FALSE 
while(not absorbed) 
DeterminelntersectionO 
if( Reflect() == TRUE) 
UpdateBinO 
if(NeedSplit() ==TRUE) 
SplitC) 
else 
absorbed = TRUE 
end if 
Figure 5.2 Photon rendering: Harpsichord room 
end if 
end while 
end for 
A detailed discussion of the algorithm can be obtained from [28]. 
Figure 5.2 depicts a rendering of a scene composed of 99 polygons, processed by 
Photon. The renderer was developed by Charles Shorb. Details regarding the Tenderer 
can also be obtained from [2S]. 
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6 SURFACE REFLECTION MODEL FOR PHOTON 
Over the years, the reflection models used in Computer graphics have evolved from 
simplistic empirical models to complex ones. The models developed by Cook, Torrance, 
Sparrow et al. [9] axe based on geometric optics, but empirically incorporate specular 
highlights on diffuse surfaces thereby increasing the visual realism. The model of Bahar 
and Chakrabarti [3] is based on physical optics but is applicable only for metallic surfaces. 
The work of He et al. [17] of the Program of Computer Graphics at Cornell University 
appears to have been the first attempt at formulating the work of Beckman [5] and 
others, as a model suitable for Computer Graphics. 
This chapter describes in detail the analytic model of rough-surface scattering and the 
Monte Carlo implementation of the model as used in Photon. The model is formulated 
to take into account the polarization state of light. Wolff and Kurlander [36], who appear 
to have made the first attempt addressing this issue, incorporated polarization into the 
Torrance-Sparrow model [9, 32], using the Coherence matrix^ representation. But the 
conclusions of the effort are moot since the model was implemented in a backward ray-
tracer and hence fundamentally unphysical. 
The derivation of expressions for the asymptotic scattered field as originally carried 
out by Stogryn, which is reproduced by He et al. [17], besides using dyads^ in the 
formulation, implicitly assumes completely polarized light. While He et al. claim that 
the model presented can handle any state of polarization, it is not clear how, since they 
Metails on this representation can be obtained from [8]. 
"dyad notation is no longer in vogue; nevertheless details on dyads can be found in the literature[7] 
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use complex coeflBcients (equivalent to the Jones vector^) to represent the polarization 
state. Unlike the Stokes paranaeters, the Jones vector is an amplitude formulation and 
can only represent completely polarized light. 
Rough Surface Scattering 
While specular and Lambertian reflection axe well understood and can be modelled 
quite easily, non-Lambertian diffuse reflection resulting from scattering of light from 
rough surfaces, is not so straight-forward. Scattering of electromagnetic waves from 
rough surfaces, has long been an ajea of active research in Radio Science & Engineering. 
While the primary purpose of rendering is far from the objective of this research, much 
of it is relevant, since light is fundamentally electromagnetic radiation. Most of the 
ground-work in this area appears to have been laid during the 1960's, when statistical 
descriptions of rough surfaces were formulated and the so called Kirchoff approximation 
was applied, thereby converting the scattering problem into a diffraction problem. While 
newer and more powerful methods have been developed [33], the Kirchoff approximation 
is relatively simpler and fairly accurate and presents a suitable starting point for deriving 
a reflection model for rendering. 
This section derives the expression for the electric field scattered by a rough sur­
face using the Kirchoff approximation. The scattering problem is treated as a reflection 
process followed by diffraction due to the irregularities of the surface. The approach of 
Stogryn, which is reproduced in [17], starts with the electric field explicitly decomposed 
into horizontal and vertical components represented using complex coefficients and the 
Kirchoff diffraction integral is evaluated within this representation. The following deriva­
tion treats the electric field as a vector, leaving the polarization state implicit within the 
vector. 
^refer to [8] for details on the Jones Calculus 
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Figure 6.1 Geometry for KirchofF diffraction integral 
Using the vectorial form of KirchofF's diffraction theory [20], the asymptotic scattered 
field is given by 
E = ^ y [/!:(n x Bs) + k x (n x Es) - k(n • Es)] da (6.1) 
where Eg and Bg are the fields at the surface element da and n is the surface normal at 
da (Figure 6.1). 
Using Maxwell's equations 
1 
V X Es = (6.2) 
c at 
=» Bg = ^ ®s) (6.3) 
and 
V - E s  =  0  
k • Eg = 0 
(6.4) 
(6.5) 
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substituting for Bg in the integrand of (6.1) 
k { n x  - ^ (V x Eg)) + k x (n x Eg) — k(n • Eg) (6.6) 
= —m X (V X Eg) + k X (n X Eg) — k(n • Eg) (6.7) 
= —mx(ik X Eg) + ic X (n X Eg) — k(n • Eg) (6.8) 
= n x (k x Eg) + k x (n x Eg) — k(n • Eg) (6.9) 
Using the identity a x (b x c) = b(a • c) — c(a • b) 
k(n • Es) — Es(n • k) + n(k • Eg) — Es(k • n) — k(n • Eg) (6.10) 
=-2Eg(n • k) + ri(k • 4) (6.11) 
= -2(n • k)Eg (6.12) 
Going back to (6.1) 
E = / e-'^(fi • k)Eg<fa (6.13) 
27rr J 
The solid angle subtended at the asymptotic point by the reflecting surface can be 
approximately evaluated as shown in Figure 6.2. Since |Ep is the flux density in the 
direction of propagation, the radiance is given by 
^<1 y e-»"(n • k)E.<iaP) (6.15) 
I r r . £)e,.e-^) (e.ie) 
I cos u Jg 111 ' Z J^ II2 • Z 
A cos 9 
1 
~ 47r2A 
The unprojected intensity is therefore 
^ f f • k)(fi2 • k)KiEU) (6.17) 47r A J^ 111 • z Jg n2 • z 
Figure 6.2 Approximate evaluation of solid angle 
Making the change of variables 
X =  Xi  — X2 U = X2 (6.18) 
y  =  y \ - y 2  u  =  y 2  ( 6 . 1 9 )  
the unprojected intensity is given by 
=> / = -Arr f f dxdy • EsiE;2) (6-20) 
47r^A J J ni • 2 n2 • z 
Stogryn [30] evaluates the integral over dudv to yield A, the total area of the level 
surface, but a better approximation would be to use the shadowing factor computed by 
Beckman [4], which yields the fraction S of the area which is not self-shadowed. 
^  I  =  ~  ( d x d y  (e-*-' ^  ^  (6.21) 
47r^ J nx • z nj • z 
Before proceeding further, the roughness of the surface needs to formalized. 
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Statistical Description of a Normally Rough Surface 
Most rough surfaces can be modelled statistically by a stationary random isotropic 
surface whose height above the meaji has a normal (Gaussian) distribution. The prob­
ability density for the height 2 is given by 
P(^) = (^•22) 
The autocorrelation length r specifies the correlation of heights between two points 
=  0 2 / 1  C { r )  = (6.2.3) 
27ro-5-v/l - C(r)2 
where P(zi,z'2) is the joint probability density for the height at any two points on the 
s u r f a c e .  C ( r )  i s  t h e  c o r r e l a t i o n  c o e f l B c i e n t ,  w h e r e  r  =  ( x 2  —  +  ( t / 2  —  y i ) ^ -
The parameters ctq and r completely characterize the surface, ctq is the R.M.S height 
of the irregularities and cToIt gives the R.M.S value of the roughness slope. 
For such a surface, the factor S as computed by Beckman [4] is given by 
5 = S{di) • S[er) (6.24) 
where 
1 rcot^ 
1 - -^eTfc{-—) 
S{e) = ^ (6.25) 
2 2(7q ypK T cot d 
Proceeding with the derivation, let the surface characterized by the parameters aO 
and r, be described by 
2 = C(^,y) (6.26) 
We now need to evaluate the integral in (6.21) 
I = / f dxdy {e-^ " • E.1E-2) (6.27) 
J J Hi • z n2 • z 
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Figure 6.3 Non-specular reflection 
Introducing the notation kr for the wave vector of the scattered field ajid ki for that of 
the incident field (Figure 6.3), after some algebraic manipulation 
X =  j j d x  d y  T { n x , n 2 ) )  (6.2S) 
where 
J^(ni,n2) = (6.29) 
111 • Z 112 • Z 
For brevity, we set the following notation 
V = kr - ici (6.30) 
Vxy = U:cX + UyX (6.31) 
p = XX + j/y (6.32) 
Ci=C(ari,yi) (6.33) 
C2 = C(aJ2,y2) (6.34) 
1 = 1 J dxdye-'''-y^{e-''''^<'-<'^J^{ni,h2)) (6.35) 
Stogryn [30] has shown that the above can be approximated as 
r = :r(nb,nb)y j  (6.36) 
where fib is the normal to the plane which would speculaxly reflect the incident direction 
ki to the scattered direction kr 
icr — ki fib = ^ 6.37) 
| k r - k i |  
The approximation is valid if either of the following is true: 
a) The surface is extremely rough ^1). 
b) The roughness slopes are gentle {ajr <C 1). 
The expectation value of is given by 
^ J jdz,dz2P{zuZ2)e-''''^^^-<'^ (6.38) 
The R.H.S of the above equation is recognized as the two-dimensional characteristic 
function of the density P{zi,z2). Using Beckman's results [4, 5] 
where a is the effective surface roughness given by 
O- = (6.40) 
where zq is the root of the following equation 
4" 
,2 
CqKC'^ (6.41) 
K = Ki + Kr 
1 T 
Ki = - tan 6i • erfc(^— cot 6i) 
I T 
Kr = 7 tan Or • erfc(-— cot 6r) 
4 zcq 
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Expanding tiie R.H.S of (6.-39) in a power series, Beckman [5] evaluated the double 
integral in (6.36) as 
^ ^ ^TTLG—3 „2 ^ 
= e~® • A • sinc^{vj:Lj:)sinc^{vyLy) + ttt^ —; e 
' m! • m m=l 
(6.42) 
where 
g = (xhl (6.43) 
sinc(x) = (6.44) 
X 
and Lx, Ly are the dimensions of the rough surface. 
For ;§> A and Ly^X^X being the wavelength of the incident light, the first term is 
recognized as the specular reflection term. 
.4 • sinc^(y3,£x)sinc^(t;yL5,) -)• (^)^^(kr - ki) = ^^5{kr - ki) (6.4-5) 
where cJO is the Dirac delta function. 
The largest contribution to the infinite sum in the second term comes from the term 
m ~ For 5^ 3> 1, the infinite sum can be approximated by just the largest term. 
g"^e ^ 1  ^ e -"s 
g 
,2 ^ 
e <m ~ 1— . e <9 = 
ml • m a Qi m=l ^ ^ E g g ^ • ... 
Egg m! • TTT > —: e 4m ~ 7rr l • m m=:l 
= —5-5- (6.46) 
vta^ 
Representing the vector v in spherical polar coordinates as (u,(5,<^) 
2 g"^e~^ -Zlalf. e ^ ^  tt 
2-r m' . m * ^ ~ ^ »2 roc2 X 
00 
where a = — 
r 
For jg <C 1, the infinite sum can be approximated by the leading term. 
^ 2 -o -ditll 5 •> •> _,-?2 zi y —; e~ •«"» ~;rr irr a vle * (6.48) 
'  m l  •  m  
m=l 
= 7rr^<T^u^ cos^ (6.49) 
We now turn to the evaluation of the ^ term. Using (6.29) 
^•(6b,fib) = (?5-^)=|B.f (6.50) 
Hb • Z 
Eg is the field at the surface, which in the Kirchoff approximation is taken to be the 
field at the surface in the absence of the diffracting irregidarities. Hence Eg is obtained 
as the field specularly reflected into the scattered direction by the surface implied by the 
normal fib- This is computed using the Mueller matrix for reflection; the So component 
of the Stokes parameters of the reflected field yields |Esp. The details are presented in 
the succeeding chapter. The factor is simplified as shown below. 
Using (6.37) 
fib • kp ^ (kr—kil ^ (kf ki) • kr ^2 1 • kj-
Hb • Z /JCr^x 
Mkr-kir (kr -  ki) • z 
J"(nb,nb) = k'^  (1_ kj:kr)^l^^|2 
u? 
(6.51) 
(6.52) 
We have 
= k\kr - ki) • (icr - ki) = 2^:2(1 - k^ • ki) 
=> jr(n^,nb) = ^\E.? = 
Avt 4cos2d 
(6.53) 
(6.54) 
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Putting everything together, the unprojected intensity is given by 
I  = 5|E,p{-3 - ki) + " T • e-TSr-} (6.00) 
4k^ cos^ o 167r cos^ o ' m! • m 
m.=l 
where 
u = (kr - kil (6.06) 
For specular reflection, = 0 and v = 2k cos 9i 
^ 1 = - k.) + V 02 . (6.57) 
IGtt cos^ 8 ^  m\-m m=l 
The asymptotic expressions are 
For ^ 1 
/ = 5|E.lMe-^'S(tr - k|) + (6.38) 
ibTTOL^ 
For vlcr"^ 1 
I  = 5|E,p{e-»i(k, - fci) + (6.59) 
iOTT 
The expressions presented above form the basis of the reflection model used in Pho­
ton. A detailed description of the implementation of the model follows in the succeeding 
chapter. 
0 1  
7 MONTE CARLO IMPLEMENTATION OF THE 
REFLECTION MODEL 
Photon being a simulation of light transport, the analytic results presented in the 
previous chapter need to be formulated into a Monte Carlo method. This chapter starts 
with a brief introduction to techniques of random-variate generation and then proceeds 
to the implementation of the reflection model. 
Random Variate Generation 
.A.ny Monte Caxlo implementation requires the use of random vaxiates and random 
numbers i.e., values which can be assigned to random variables according to appropriate 
probability density functions. Finding suitable p.d.fs and generating variates distributed 
accordingly prove to be the major tasks in most Monte Carlo implementations. Random 
variate generation is a subject of active research in statistics. Most modern computing 
platforms have built-in algorithms for generation of random numbers or uniform ran­
dom variates. The reader is referred to texts devoted to this topic for discussions on 
such algorithms. The current discussion focuses on non-uniform random variates. The 
theory of non-uniform random variate generation is built upon the assumption of the 
a priori availability of uniform random variates; an assumption well justified in modern 
computing. The development of the theory is based on obtaining non-uniform variates 
by appropriate transformations of uniform variates. Various algorithms have been de­
veloped by such techniques. The inverse transform method and the rejection method for 
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D { x )  
1.0 
X = D-\U) 0 
Figiire 7.1 Inverse transform method 
the generation of non-uniform univariates are briefly presented here. 
Inverse Transform Method 
This method is based on the following observation. If ^7 is a uniform [0,1] random 
variable, D~^{U) has the distribution function D. This can be seen as follows. Using 
(5.6) 
P i D - ' { U ) < x )  =  P { U  < D { x ) )  =  D { x )  (7.1) 
Now, if X is a random variable with distribution function D 
P { D { X )  < u )  =  P { X  <  D - \ u ) )  =  D { D - \ u ) )  =  u  (7.2) 
ie. D { X )  is uniformly distributed. 
Given a p.d.f, if the distribution function D and its inverse can be explicitly 
computed, random variates can be generated using the above properties as follows. 
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Algorithm .-Inverse Transform 
Generate a uniform variate U in [0,1] 
Return X  < —  D ~ ^ { U )  
This method is fairly straight-forward and intuitive, but it requires one to know the 
inverse of the distribution function explicitly. Unfortunately, not all commonly encoun­
tered p.d.fs are integrable. Even if the p.d.f caji be integrated analytically, inverting 
the integrated function is often not an easy task. The algorithm can still be used if the 
inversion can be done nvunerically, but other methods like the rejection method may 
prove to be more efficient. 
Rejection Method 
The rejection method in general can be used to generate vaxiates for any bounded 
univariate density. The basic method assumes the existence of a density g and a constant 
c > 1 such that 
p{^) < cg{x) (7.3) 
where p  is the given density. Variates for the density p  can be generated as follows. 
Algorithm: Rejection 
Repeat 
Generate two independent vairiates X  (with density g )  
aind U( with uniform density on [0,1]). 
Until U  < T  
Return X  
The choice of g  is crucial in this method, since a variate from g  needs to be generated. 
Generally, g is chosen from a set of "easy" densities, variates for which can be generated 
easily by the inverse transform or other methods. Examples for "easy" densities include 
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the uniform density, triangular densities and other such densities. For the algorithm to 
be efficient, the form of g should closely follow that of p and the vadue of the constant c 
should be close to 1. 
Reflection Model 
Within Photon, the reflection model comes into play when a photon has hit a sur­
face. For the algorithm to proceed further, a decision has to be made as to whether the 
photon is absorbed or reflected; if reflected, the direction of reflection is to be deter­
mined. Depending on the surface-properties, the reflection may be ideal-specular, ideal 
Lambertian or non-ideal diffuse reflection. Hence, what is required is a set of coefficients 
of reflection, and conditional probability densities for the reflected direction, for a given 
incident direction. 
The analytic model model developed in the previous chapter does not account for Lam­
bertian reflection. Therefore the coefficient of Lambertian reflection has to be specified 
empirically. The conditional density for the reflected direction given an incident direc­
tion, is easily derivable for Lambertian and specular reflection. In the case of specular 
reflection, the problem is trivially solved and for Lambertian reflection, the reflected 
direction is totally independent of the incident direction. 
The physical quantity of interest is the reflected unprojected intensity, since this is 
the quantity which lends itself to the interpretation of the weighted probability density 
for the reflected direction. Rather than the BRDF, what is relevant for the reflection 
model in Photon is the ratio of the reflected flux density per solid angle (unprojected 
intensity) in any given direction to the flux density incident at a particular direction. 
The ratio is interpreted as the conditional probability density for the reflected direction, 
given that a photon has arrived in the incident direction with probability 1. For lack of 
a defined term for such a ratio, the term unprojected bidirectional reflectance function 
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or UBRDF will be used henceforth. It differs from the BRDF by the area projection 
factor of cos 6r as 
U B R D F  =  B R D F  c o s O r  (7.4) 
Turning to the problem at hand, for Lambertian reflection, the UBRDF is easily deriv­
able. For a Lambertian surface the perceived radiance L is a constant independent of 
direction. Hence the reflected unprojected intensity / is given by 
—^ = L 
cos 6 
^  I  =  L c o s O  (7.5) 
Therefore, the reflected direction can be treated as a random vector with the p.d.f 
p(kr) = /?cos5 (7.6) 
Z ) ( k r )  =  J  R c o s O d Q  (7.7) 
0' 
R cos 0 sin 0 d9 d(f (7.S) =/7 
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where R is the normalization constant. From the form of the distribution function, it 
is apparent that sepaxation of variables can be used to obtain independent univariate 
p.d.fs for the polar vaxiables 0 and which define the direction kr. 
p(0) = 2cos0sin^ (7.9) 
P(V) = ^  (7-10) 
Using the inverse transform method, variates for 6 and (f are obtained as 
9 = sm-\y/^) (7.11) 
(^ = 27re2 (7.12) 
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where and fa axe uniform vaxiates in [0,1]. The Caxtesian representation of the 
direction can be obtained as 
z  =  V l - 6  ( 7 . 1 3 )  
X = v^cos 27r^2 (7.14) 
y=V^sin27rf2 (7.15) 
Alternatively, one could start with the Cartesian representation and evaluate the distri­
bution function for the direction vector using Cartesian variables. The Jacobian for the 
transformation (0, ip) —)• (x, y) is given by 
dx Qy 
ae  ee  Qx Qy Qip  Qi f i  
1 (7.16) 
= s\n 9do dip =^-dxdy (7.17) 
The distribution function is evaluated as 
Z?(f)) = j 2 cos OdO. (7.1S) 
D { C l )  =  f f 2 z — d x d y  (7.19) 
Jo  Jo  -
= 2 / I  d x d y  (7.20) 
Jo  Jo  
As evident from above, the marginal densities for x  and y  are uniform, but x  and y  are 
not independent; they are subject to the constraint < 1. Hence vaxiates can be 
generated by accepting uniform vaxiates which satisfy the constraint. 
x = 6 (7.21) 
y = 6 (7.22) 
- = (7.23) 
where and ^2 are uniform in [0,1] and satisfy + ^ 2 ^ 
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As Quinn Snell [28] has shown, the latter method is faster than the inversion using 
spherical polar variables, since there axe no trigonometric function calls involved. But 
if both the spherical polar and Cairtesiaji representation are required to be computed, 
as in Photon, neither method is advantageous over the other, since whatever is saved in 
generating the variates would be spent in the conversion of variables or vice-versa. 
For non-Lambertian reflection, the problem is not quite so simple since the reflected 
direction is dependent on the incident direction. The UBRDF can be obtained from the 
expressions derived analytically in the previous chapter as follows. Using (6.57) 
= 5|&P{e-»i(fc - kO + (7.24) 
IGTT COS2 D ^ M! • M ^ 
m=l 
The incident flux density (irradiance) is given by 
Li cos 9idQ = |^,|^cos0,- (7.25) 
Therefore, the UBRDF is 
U fep e-' - - ^ re-' .%1, 
^ Li COS Bidfl |Eip cos 9i ^ ' IGTT cos 5,-cos^ ^ m! • m 
(7.26) 
The above is interpreted as a weighted mixture of conditional probability densities for 
the reflected direction. The term S is treated as the overall probability of reflection, 
while the term within the curly braces is the weighted admixture of p.d.fs for the reflected 
direction, given a photon incident at a particular direction. 
P{k)  =  + Pw(kr)} (7.27) 
|Ei|2 
Pspec iK)  = - ki) = - 9i)5{ipr -  fi)  (7.28) 
cos tfi COS OI 
Pdi f f i^v )  =  77  a  T1  51  ~ i  ^  IGTT COS 0,- COS'^ O ml • m 
m=l 
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Specular Term 
The direction of the reflected photon is trivially generated as  implied by the Dirac 
delta functions. The totaJ probability of specular reflection can be evaluated 
Psp.c= -^6{0r-e i )  COS Order (7.30) 
JO JO COS U{ 
Diffuse Term 
From the form of the p.d.f for diffuse reflection, it is clear that separation of variables 
is not possible. There are no general methods available that are applicable to multi­
variate densities; endeavouring to generate variates for the diffuse term is bound to be 
a formidable task. We now turn to the asymptotic forms in the hope of being able to 
simplify the problem. 
For » 1 
The dependence on 6r and ipr is implicit through the difference vector v = (u, J, 9). 
While the expression becomes quite complex if expressed in terms of dr and ifri the form 
of the density suggests that the problem is relatively simpler if represented in terms of 
the vector v. In other words, transforming variables from (0r,<Pr) to (S,cp) may lead to 
a p.d.f which is amenable to separation of variables. 
The distribution function is given by 
Ddiff{kr) = J Pdiff(kr)dQr (7.32) 
/-«!• r'r 
=  /  /  P d i f f 0 < r ) c O s 6 r d 9 r d ( p r  (7.33) 
Jo  Jo  
The Jacobian for the transformation (0r, <^r) is given by 
^ ^  2v sin 5 
QQr cos Qr (7.34) 
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where v  is given by 
V = 2(cos 5 cos 6i + sin 5 sin 5,- cos 9) (7.35) 
but 5 and are not independent variables. 
Transforming variables 
rS' rv' 
Ddiffikr)= / / pdiffikr)2vs'mSdSd(p (7.36) 
Jo Jo 
1 f'^'sec'^5 . j-jrj /-7 o-x 
e 4a2 V sin SdS dip (7.3 o 
- ^ 1 : 1  cos 6i 
I I —e (cos 5 cos + sin 5 sin 0,- cos (^) sin S dS dip 
J o  J o  " i  4ira'^  .„ . _ 
(7.38) 
We see that in the above form, the integrals over the variables 5 and i/? cannot be sepa­
rated. But due to the presence of the exponential term in the integrand, the contribution 
from large values of S is negligible. For small values of S, sin S <C cos S and hence 
cos 5 cos 9i + sin 6 sin 0,- cos ~ cos 5 cos 0,- (7.39) 
^ d i / / ( i < r }  —  X  /  /  C O S  S C O S  0 i  s i n  S d S  d ( p  (7.40) 
4;ra2 Jg Jq  cos 9i 
S '  
- 1 f f 
47ra2 Jo Jq  
S 
tantS^e sec SdSd^p (7.41) 
We see that univariate densities for the variables 5 and v? can be identified as 
1 2 ^ 
p((f) = tanSsec^S (7.42) 
2ct^  
P i f )  = ^ (^-43) 
We need to keep in mind that the variables 5 and (p are not independent; the value of one 
of the variables limits the sampling range of the other. We will proceed by generating a 
variate for 5, and then appropriately generate a variate for (/?. 
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Variates for S can be generated using the inverse transform method. The distribution 
function for S is given by 
.<5 
D{ S )  =  f piS') d5' 
J o  
setting y = 
—  ^ I e *0  ^ tan 5'sec^ 5'dS = 2 / ye~^dy (7-45) 
2Q! Jo JO 
= —^ f e tan S'sec^ S'dS' (7.44) 
J o  
tan S 
tag^  S  D { 5 )  = 1 - e"^ (7.46) 
D  ^(x) = tan"^(2a-y— log(l — x ) )  ("-47) 
Given the incident angle the range of values that 5 can take on is given by 
0<tan<J<ii^^ (7.4S) 
cos 9i 
Hence, variates for 5 can be generated using the inverse transform method as follows 
5 = tan~^(2a-\/— log(l — f')) (7.49) 
^' = (1 _ e-(l+2secftanJ)j^ 
and f is a uniform variate in [0,1] 
Given Oi and the range of ip is restricted. For 5 < tan~^ ip can range from 
—IT to TT, but for S > tan"^ , the range of </? is given by 
0 < |<^| < cos~^(—cot0, cot2^) (7.51) 
Variates for <p caji be generated as follows. 
For ^ < tan-^i^^) 
(^ = TTf (7.52) 
F o r < f > t a n - H ^ )  
(^ = ^cos~^(—cot5,cot2(f) (7.53) 
where ^ is a uniform variate in [—1,1] 
The treatment so far has been for the case cr^v^ 1. For cr^v^ 1, the probability 
that the incoming photon is specularly reflected is given by (7.30) 
Pspec = ~ 1 (7.54) 
Hence, most of the photons are reflected specularly and the accuracy of the diffuse 
reflection model is not very critical. Therefore the model developed for the case of 
o'^vl ^ 1 can be used for cr^v^ 1, with very little loss of accuracy. 
The overall model used in Photon is presented below. 
^(k,) = a(A)cos«, + - ki) + (7.55) |Ej| COS0,- IDTTQ^COS^,-
The model is fairly accurate for a < 1. a(A) is an empirical factor which determines 
the Lambertian nature of the surface. 
Computational Issues 
Effective Roughness Factor 
The roughness factor CT to be used in the above model is given by (6.40). The factor 
2-0 is obtained by nmnerical solution of (6.41). The equation is transformed to the form 
xe^ = k (7.56) 
where A: is a constant. This equation can be solved numerically using Newton's method. 
But a faster method is provided by Fritsch et al. [14]. 
The constant K in (6.41) depends on both the incident and the reflected directions. 
Since the reflected direction is not known beforehand, it is assumed to be the specularly 
reflected direction. 
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The Fresnel Term 
The overall probability of reflectioa is givea by (7.26) 
p = o— ('^•0' ) 
|Ei|2 
The shadowing term is computed as indicated by (6.25). The other term is the Fresnel 
term evaluated at the bisecting angle as indicated by (6.37). This term can be computed 
using the Mueller matrix formalism. 
The photon data structure contains fields to store the normalized Stokes parameters. 
In the normalized representation, 5o = 1 and is not stored. The s-axis of the reference 
frame relative to which the Stokes parameters axe represented is also stored. 
The Mueller matrix for reflection as given by (4.11) is valid only when the Stokes 
vectors are represented in the reference frame in which the xz plane contains the ray 
direction and the normal to the surface. This will be referred to as the normal reference 
frame for convenience. The incident Stokes vector has to be appropriately transformed 
to be represented in this frame. The required transformation is essentially a rotation 
around the direction of propagation of the photon, which defines the z-axis for both 
frames of reference, as Figure 7.2 illustrates. If the incident Stokes vector is Si and the 
s-axis of the associated reference frame is Si, using the results obtained in Section 3.3. 
the reflected Stokes vector Sr can be obtained as 
Sr = MfiMr{2d)Si (7.58) 
where Mr is the MueUer matrix for reflection, Mr is the Mueller matrix of a rotator and 
9 is the angle between the s-axis of the incident reference frame and that of the normal 
reference frame. The s-axis s? of the normal reference frame is computed as 
i," = 1^  (7.59) |k X Ubl 
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The angle 9 is computed as 
^ = cos"'Si • s° (7.60) 
where Si is obtained from the incoming photon data structure. If the photon is eventually 
reflected, the the field containing si is replaced with s° and the appropriate Stokes 
parameters are also replaced. 
Pi 
Figure 7.2 Computation of the Fresnel term 
The two matrices in (7.58) are clubbed together and the resulting matrix is computed. 
The matrix is given by 
M  =  M R M r { 2 e )  
(cos^ Q_+cos'a+ cos2fl(cos^ or——cos^ a+) sin2fl(cos^ or——cos^ ct+) 0 cos^ o_—cos^ a+ cos25(cos'at_+cos^ a+) sin25(cos^ a_+cos® a(+) 0 0 0 2 sin 2d cos a^. cos a— —2 cos 20 cos cos a— 
0 0 0 —2coscr+cosor— 
.A. second rotation to transform the reflected Stokes vector to the generic coordinate 
system, is not necessary since the reflected direction is necessarily the incident direct for 
the next reflection. 
The elegance of the Mueller matrix formulation will become quite evident when 
one compares this with the expressions presented by He et al. [17], which follow the 
(7.61) 
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original work of Stogryn [30]. Unlike the Coherency matrix representation used by Wolf 
et al. [36, 31], no complex numbers are involved in the computation. .A.lso, most hardware 
graphics pipelines are optimized for matrix on vector operations and hence the above 
computations can be implemented in hardware without much additional optimization 
efforts. The Stokes parameters and the associated Mueller matrix formalism provide an 
efficient and elegant basis for the treatment of polarization in Computer Graphics. 
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8 CONCLUSIONS AND FUTURE DIRECTIONS 
A fairly accurate model of light reflection has been developed which takes into ac­
count the polarization of light. The Stokes parameters provide an excellent basis for 
the representation of polarized light to model light transport in global illumination al­
gorithms. 
Figure 8.1 which shows renderings of scenes computed by Photon, illustrates the 
potential enhancement of visual realism and physical accuracy that can result from 
computations incorporating polarization in light transport. The scene consists of a 
room with coloured wails containing a cuboid. One of the sides of the cuboid is fairly 
smooth while the other sides are Lambertian. The floor of the room is also fairly smooth 
while the walls and roof are Lambertian. Evening sunlight is simulated by a directional 
light source emitting light that is incident on the floor of the room at a glancing angle. 
Figure 8.1(a) was computed without taking into accoimt the polarization state of 
light. The extended highlight on the back-waU which is visible in this figure, is almost 
absent in Figure 8.1(b) which is a rendering of the same scene, taking into account 
the polarization state of light. The highlight occurs due to the light reflected off the 
floor onto the cuboid which is then reflected onto the back-wall. Both, the floor and 
the cuboid surface are mildly rough surfaces with refractive index 10. The light is 
incident from a directional light source at a glancing angle on the floor, the angle being 
the Brewster angle for refractive index of 10. Hence the light reflecting off the floor 
is polarized to a high degree. This light is now incident on the cuboid's surface, also 
at the Brewster angle. Since the plane of incidence is almost perpendicular to the 
(a) Polarization turned off 
(b) Polarization turned on 
Figure S.l Renderings for polarization comparison 
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previous reflectioa plane, very little of this light is reflected by the cuboid's surface. 
This is correctly accounted for in the polaxization computation, but the computation 
with polarization turned off, naively reflects these photons onto the back-wall, thereby 
causing the extended highlight seen on that rendering. 
Photon is a relatively new algorithm and there is a lot more work to be done. The 
convergence for non-Lambertian surfaces is currently quite slow and acceleration tech­
niques need to be developed. Photon currently uses the RGB colour model. A more 
accurate method would be to sample the spectrum at more wavelengths. There are 
many subtle visual effects that our vision perceives in the real world of light and matter. 
Polarization effects often lead to colour shifts due to the wavelength dependence of the 
refractive index of the medium. Such effects caxi only be simulated if the spectrum is 
sampled more broadly. 
Simulation of transmission phenomena, which is a rather straight-forward extension 
of the current model, needs to be implemented. The implementation of the reflection 
model in itself can be improved upon. Table methods and also possibly the Metropolis 
algorithm can be investigated for a more accurate method of generating random direction 
variates. It would be worthwhile pursuing this when BRDFs for many characteristic 
surfaces are available. The Program of Computer Graphics at Cornell University is 
currently conducting research aimed at measuring BRDFs of various surfaces in the 
hope of providing a library of surfaces with known BRDFs. 
The phenomenon of fluorescence is not currently considered in most global illumina­
tion algorithms. With the advent of virtual reality, there has been a growing interest in 
enhancing the accuracy of light transport models. Volume effects like fog and the atten­
uation of intensity with distance and many other such issues which affect the physical 
realism of any rendering are all at the forefront of research. With computing technology 
advancing at the pace governed by Moore's law, rendered environments are soon to reach 
the goal of being "virtually real" environments. 
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