Abstract: By reversing paradigms that normally utilize mathematical models as the basis for nonlinear adaptive controllers, this article describes using the controller to serve as a novel computational approach for mathematical system identification. System identification usually begins with the dynamics, and then seeks to parameterize the mathematical model in an optimization relationship that produces estimates of the parameters that minimize a designated cost function. The proposed methodology uses a DC motor with a minimum-phase mathematical model controlled by a self-tuning regulator without model pole cancelation. The normal system identification process is briefly articulated by parameterizing the system for least squares estimation that includes an allowance for exponential forgetting to deal with time-varying plants. Next, towards the proposed approach, the Diophantine equation is derived for an indirect self-tuner where feedforward and feedback controls are both parameterized in terms of the motor's math model. As the controller seeks to nullify tracking errors, the assumed plant parameters are adapted and quickly converge on the correct parameters of the motor's math model. Next, a more challenging non-minimum phase system is investigated, and the earlier implemented technique is modified utilizing a direct self-tuner with an increased pole excess. The nominal method experiences control chattering (an undesirable characteristic that could potentially damage the motor during testing), while the increased pole excess eliminates the control chattering, yet maintains effective mathematical system identification. This novel approach permits algorithms normally used for control to instead be used effectively for mathematical system identification.
Introduction

Background
Nonlinear adaptive controllers, as described in [1] , utilize an assumed mathematical structure of the plant to be controlled. Self-tuning regulators that either directly or indirectly parameterize the control in terms of the assumed plan math model are introduced with the goal of improving the tracking performance of the controller. The feedback is parameterized in a Diophantine equation [2] , also referred to in the literature as a Bezout identity [3] , or, alternatively, as an Aryabhatta equation [4] . Without saying it, this description describes a method of system identification where the identified system parameters are the time-varying terms in a nonlinear adaptive controller. Since the plant's mathematical model derives from first principles, the plant's mathematical equation can instead be considered the output of such algorithms, assuming the algorithm demonstrates parameter convergence.
Figure 1.
A Wiener-Hammerstein system with process noise: the red blocks represent linear timeinvariant dynamics, while the blue block represents a static nonlinearity [7] .
The Bouc-Wen System [8, 9] has been intensively exploited during the last decades to represent hysteretic effects in mechanical engineering, especially in the case of random vibrations. A Parallel Wiener-Hammerstein system [10] is obtained by connecting multiple Wiener-Hammerstein systems in parallel. Each parallel branch contains a static nonlinearity that is sandwiched in between two linear time-invariant (LTI) blocks. The presence of the two LTI blocks and the parallel branches results in a problem that is harder to identify. The Silverbox system [11] can be seen as an electronic implementation of the Duffing oscillator (a nonlinear oscillator with a potential energy with both quadratic and cubic terms). It is built as a second-order linear time-invariant system with a thirddegree polynomial static nonlinearity around it in feedback. This type of dynamic is, for instance, often encountered in mechanical systems. The standard paradigm involves using the proper method to identify the system being controlled [12] [13] [14] [15] [16] [17] , and parameterizing the controller in terms of the identified variables [18] [19] [20] . Instead, we consider starting at the controller which is parameterized in terms of the system variables, and investigate the utility of the nonlinear adaptive controller to perform system identification.
Formulation of the Problem of Interest for This Investigation
Problem formulation is articulated in Section 2, beginning by expressing the mathematical model in linear regression parameterization that permits investigation of exponential forgetting. An indirect self-tuning regulator (including both feedforward and feedback) is then designed without pole excess where a desired closed-loop system response is used to estimate the system parameters. Next, a more challenging non-minimum phase mathematical model is investigated, where the direct self-tuning regulator is used and is permitted pole excess that is presumed to be unknown.
Contribution of This Study
This study starts at the controller, which is parameterized in terms of the system variables, and investigates the utility of the nonlinear adaptive controller to perform system identification. References [18, 19] utilize a continuous implementation of this approach with extended least squares, while this paper articulates a discrete implementation with least squares applied to both minimum phase and non-minimum phase plants. A Wiener-Hammerstein system with process noise: the red blocks represent linear time-invariant dynamics, while the blue block represents a static nonlinearity [7] .
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Formulation of the Problem of Interest for This Investigation
Contribution of This Study
This study starts at the controller, which is parameterized in terms of the system variables, and investigates the utility of the nonlinear adaptive controller to perform system identification. References [18, 19] utilize a continuous implementation of this approach with extended least squares, while this paper articulates a discrete implementation with least squares applied to both minimum phase and non-minimum phase plants. 
Organization of the Paper
With the context of the literature review above in Section 1.2, Section 2 includes a detailed problem formulation described briefly in Section 1.3, and also includes the results that confirm the contribution described in Section 1.4. Finally, Section 3 includes a brief discussion of the results to remind the reader of the qualitative nature of implementation of the methods utilized and results achieved in Section 2.
Materials and Methods
The methods in this study stem from methods and problem formulation in [1] , whose most recent expressions in the literature in [18, 19] implement a continuous form, with excursions to exponential forgetting and posterior residuals in a regression formulation that includes extended least squares, but does not include non-minimum phase plants or discretized system equations. The immediately following sections will establish the discrete parameterized expressions in the same general form as [1, 18, 19] , permitting extension to exponential forgetting, posterior residuals, and extended least squares with implementations on both minimum phase and non-minimum phase plants, where both direct and indirect self-tuning regulator schemes are used as the nominal controller models.
Minimum Phase System
Parameterization
A DC motor with a plant given in the Laplace domain (indicated by variable s) is represented in Equation (1), which was discretized as Equation (2) . This is indicated by the discrete time-shift operator variable q, where t indicates time (shifted in discrete steps (i.e., 1, 2, . . . , n)) used on the output y side of the equation, and where the pole excess d 0 is written in terms of the time-shift operator, requiring a separate index m used on the control u side of the equation. To allow least squares estimation procedures, the discrete process model may be written as Equation ( 3) (parameterized in Equations (4) and (5)). The parameters are organized into a column-vector θ in Equation (4) , and the variables are similarly organized as φ in Equation (5), permitting the system to be expressed in a standard regression format whose recursive evaluation is shown in Equation (6) , where the estimation error ε (also known as the innovations) is used with time-varying gain terms K(t) written in the form of the error covariance P(t). The estimates of the parameters are denoted byθ.
0.1065q + 0.0902
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The least squares with exponential forgetting algorithm (Equation (6)) is coded per [1] , but note that the forgetting factor λ = 1 was used (initially); thus, exponential forgetting was not implemented to permit an initial understanding of the re-parameterization of the DC motor. ε(t) is often referred to as "the innovations".θ
Least squares estimation results in estimates of polynomials A and B containing the 'a' and 'b' coefficients of Equation (3) and placed in-sequence in Equation (4).
Indirect Self-Tuner Feedback Control
Referencing Figure 2 , next we use the desired closed-loop system response defined by the user in A m and B m to determine the coefficients of controller polynomials R, S, and T for a general linear controller: Ru(t) = Tu c (t) − Sy(t). The negative feedback control transfer operator −S/R is solved via the Diophantine equation [2] : AR + BS = A c , also referred to as the Bezout identity [3] and the Aryabhatta equation [4] . For a model without zero cancellation of the plant, the Diophantine equation reduces to Equation (7) . Putting q = −b 1 /b 0 and solving for 'r' yields Equation (8) , which can also be written as Equation (9) . Equating the coefficients in the reduced Diophantine equation yields expressions for s 0 and s 1 per Equations (10) and (11) .
The least squares with exponential forgetting algorithm (Equation (6)) is coded per [1] , but note that the forgetting factor λ = 1 was used (initially); thus, exponential forgetting was not implemented to permit an initial understanding of the re-parameterization of the DC motor. ε(t) is often referred to as "the innovations". 
Referencing Figure 2 , next we use the desired closed-loop system response defined by the user in Am and Bm to determine the coefficients of controller polynomials R, S, and T for a general linear controller: Ru(t) = Tuc(t) − Sy(t). The negative feedback control transfer operator −S/R is solved via the Diophantine equation [2] : AR + BS = Ac, also referred to as the Bezout identity [3] and the Aryabhatta equation [4] . For a model without zero cancellation of the plant, the Diophantine equation reduces to Equation (7) . Putting q = −b1/b0 and solving for 'r' yields Equation (8) , which can also be written as Equation (9) . Equating the coefficients in the reduced Diophantine equation yields expressions for s0 and s1 per Equations (10) and (11). (q
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2.1.3. Indirect Self-Tuner Feedforward Control
Next, the feedforward control T may be calculated using the following model via [1] (Equation (3.12) on page 95), producing Equation (12) . The desired closed-loop is specified in Equation (13) as the plant that generated the data, where Equation (14) results in unity steady-state gain. Also note that no cancellation of system zero is required to achieve this desired closed-loop system. This model satisfied the compatibility conditions (degS < degR; degT < degR) because it has the same pole excess as the process and the process zero is stable (although poorly damped). The min degree (unique) solution to the Diophantine equation results from degR = degA c − degA. From the compatibility condition, it follows that degA 0 = 1 (noting this difference from [1] ). With no zero cancellation, B+ = 1, and B− = B = b 0 q + b 1 . Results following a square wave input are in Figure 3 with parameter identification in Figure 4 . Demonstration of steady state unity gain is in Figure 5 .
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Next, the feedforward control T may be calculated using the following model via [1] (Equation (3.12) on page 95), producing Equation (12) . The desired closed-loop is specified in Equation (13) as the plant that generated the data, where Equation (14) results in unity steady-state gain. Also note that no cancellation of system zero is required to achieve this desired closed-loop system. This model satisfied the compatibility conditions (degS < degR; degT < degR) because it has the same pole excess as the process and the process zero is stable (although poorly damped). The min degree (unique) solution to the Diophantine equation results from degR = degAc − degA. From the compatibility condition, it follows that degA0 = 1 (noting this difference from [1] ). With no zero cancellation, B+ = 1, and B− = B = b0q + b1. Results following a square wave input are in Figure 3 with parameter identification in Figure 4 . Demonstration of steady state unity gain is in Figure 5 . 
Non-Minimum Phase Plant Model
Using development identical to that in Section 2.1, we modify the true plant model. Specifically, we change the plant model given in Equation (2) to the non-minimum phase plant in Equation (14) . 
Using development identical to that in Section 2.1, we modify the true plant model. Specifically, we change the plant model given in Equation (2) to the non-minimum phase plant in Equation (14) .
Figures 6 and 7 reveal that the controller effectively controls the plant after an initial startup transient, de-emphasized in the display to emphasize steady state controllability, since the emphasis of this article is the system identification displayed in Figure 8 with the steady-state controllability of this article is the system identification displayed in Figure 8 with the steady-state controllability emphasized in Figures 6 and 7 . In particular, notice that the larger error occurring during the transient more quickly forces the parameter estimate convergence in Figure 8 . of this article is the system identification displayed in Figure 8 with the steady-state controllability emphasized in Figures 6 and 7 . In particular, notice that the larger error occurring during the transient more quickly forces the parameter estimate convergence in Figure 8 . 
Direct Self-Tuner with Increased Plant Pole Excess (d0 = 2)
In the derivation of the direct algorithm, the parameter d0 was the pole excess of the plant. Considering a non-minimum phase system, assume the pole excess is not known.
Modified Plant Model
Direct self-tuners result in extremely simple algorithms as we write control laws directly from the measurements (sacrificing the direct display of plant changes). The model is often parameterized in a manner that is vulnerable to noise amplification. Assuming a linear model in Equation (16) and a desired response according to the model in Equation (17) , the process is re-parameterized in terms of the controller starting with the Diophantine equation in Equation (18) .
R′ is the term(s) left over after we have factored B + (Equation (19)). B − is gain and any term(s)
we cannot cancel in Equation (20) . A0 implies that it is found by an estimator. Matrix S is the output polynomial of the controller, and Matrix A is the process denominator. This results in Equation (21) .
A A y t R'Ay t B Sy t R'Bu t B Sy t
Since R = R′B + , we have R′B = R′B + B − = RB − . This produces an equation with knowns on one side and unknowns on the other side, which we may consider to form a new process model that is parameterized in terms of coefficients of B − , R, and S per Equation (22) . 
Direct Self-Tuner with Increased Plant Pole Excess (d 0 = 2)
In the derivation of the direct algorithm, the parameter d 0 was the pole excess of the plant. Considering a non-minimum phase system, assume the pole excess is not known.
Modified Plant Model
R is the term(s) left over after we have factored B + (Equation (19)). B − is gain and any term(s) we cannot cancel in Equation (20) . A 0 implies that it is found by an estimator. Matrix S is the output polynomial of the controller, and Matrix A is the process denominator. This results in Equation (21) .
Since R = R B + , we have R B = R B + B − = RB − . This produces an equation with knowns on one side and unknowns on the other side, which we may consider to form a new process model that is parameterized in terms of coefficients of B − , R, and S per Equation (22) .
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These nonlinear dynamics are simplified by the assumption for non-minimum phase systems that B − = b 0 is constant.
Direct Self-Tuning Regulators
In the algorithm, we first use recursive least squares to estimate the coefficients of R and S for the assumed model. For recursive least squares, the input becomes Equation (23) . The output becomes Equation (24) . We can counter this noise amplification by filtering via an assumed process model in Equation (25) .
. . .
A 0
The subscript f denotes filtered signals that are premultiplied by Equation (26) in order to reduce the noise that is generated by the mathematical operation Equation (27) which appears in the denominator. Since our recursive least squares algorithm is estimating control coefficients directly, the algorithm is just that simple! Of particular note is the fact that the algorithm output is dramatically dependent on the initial coefficient guesses. Results following a square wave input are in Figure 9 with pole excess increase in Figure 10 to eliminate control chattering. Normalized parameter estimates are in Figure 11 . These nonlinear dynamics are simplified by the assumption for non-minimum phase systems that B − = b0 is constant.
In the algorithm, we first use recursive least squares to estimate the coefficients of R and S for the assumed model. For recursive least squares, the input becomes Equation (23) . The output becomes Equation (24) . We can counter this noise amplification by filtering via an assumed process model in Equation (25) . 
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The subscript f denotes filtered signals that are premultiplied by Equation (26) in order to reduce the noise that is generated by the mathematical operation Equation (27) which appears in the denominator. Since our recursive least squares algorithm is estimating control coefficients directly, the algorithm is just that simple! Of particular note is the fact that the algorithm output is dramatically dependent on the initial coefficient guesses. Results following a square wave input are in Figure 9 with pole excess increase in Figure 10 to eliminate control chattering. Normalized parameter estimates are in Figure 11 . 
Brief Discussion of Results
The Diophantine equation was derived for an indirect self-tuner where feedforward and feedback controls were both parameterized in terms of the motor's math model. As the controller sought to nullify tracking errors, the assumed plant parameters were adapted and quickly converged on the correct parameters of the motor's math model. Next, a more challenging non-minimum phase system was investigated, and the earlier implemented technique was modified utilizing a direct self-tuner with an increased pole excess. The nominal method experienced control chattering (an undesirable characteristic that could potentially damage the motor during testing), while the increased pole 
The Diophantine equation was derived for an indirect self-tuner where feedforward and feedback controls were both parameterized in terms of the motor's math model. As the controller sought to nullify tracking errors, the assumed plant parameters were adapted and quickly converged on the correct parameters of the motor's math model. Next, a more challenging non-minimum phase system was investigated, and the earlier implemented technique was modified utilizing a direct self-tuner with an increased pole excess. The nominal method experienced control chattering (an undesirable characteristic that could potentially damage the motor during testing), while the increased pole excess eliminated the control chattering, yet maintained effective mathematical system identification. This novel approach permits algorithms normally used for control to instead be used effectively for mathematical system identification.
Summary and Conclusions
System identification and system control are closely intertwined [21] [22] [23] [24] [25] [26] [27] . This article begins with a standard problem formulation [2, [12] [13] [14] [15] [16] [17] [18] [19] [20] and ends with very rapid system identification with complementary well-controlled systems. The results here are significant, since system identification of mathematical models is quite often a ubiquitous prerequisite for control engineers. The methods above permit researchers to formulate their problems (including challenging non-minimum phase systems) in such a manner to yield de facto online system identification while maintaining acceptable control even under strenuous trajectory commands (the square wave was used here). Discontinuities present physically unrealizable trajectories to systems being controlled, and the square wave presents repeated time discontinuities.
The methods presented here can use the engineer's control strategy itself to output the mathematical model of the plant being controlled, and is demonstrated to converge to the correct equation very quickly. In this article, challenging controls with discontinuous steps were utilized to highlight the control recovery from such discontinuities, but also to reveal that they do not degrade parameter convergence, and, therefore, the approach may be generalized to such command inputs (e.g., step, square wave, etc.) without concern for smooth trajectory generation.
The standard problem formulation allows control engineers to account for time-varying systems by simply increasing the forgetting factor that more heavily weights recent inputs, and, furthermore, permits quick implementation of extended least squares and posterior residuals in instances where system bias is suspected.
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