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Abstract        
This thesis presents a novel Synchronous/Asynchronous Integrated collaboration 
system design for the Internet and associated multimedia transmission technologies. 
Motivated by the requirement to support international medical collaboration activities in 
the field of maxillofacial surgeries; carried out among Japan, Sri Lanka and other 
countries in Asia, the novel group collaboration system is prototyped. This thesis 
identifies the problems that inhibit the use of existing collaboration systems to support 
heterogeneous groups over the Internet, in multimedia handling and multimedia 
transmission perspectives.  Towards realizing of Internet collaboration among 
heterogeneous network points, this thesis mainly contribute through the following: (a) a 
Motion-Jpeg streaming algorithm is devised to support synchronous video 
communication by adapting to varying network channel bandwidth and end-host 
performance; (b) an Internet collaboration system is prototyped to support peer-to-peer 
collaboration; and (c) design of an integrated synchronous/asynchronous collaboration 
system that implements  persistent data sharing and network efficient group 
communication via an application level multicast (ALM) overlay.  
In a bandwidth-restricted environment, optimum video delivery is a demanding but a 
technically challenging issue. Exploiting the trade-off between the image-quality and 
the frame-rate in adapting to varying channel bandwidth is an attractive solution for 
some collaborative applications like telemedicine, targeted in this thesis. The 
application level adaptive Motion-JPEG delivery method contributed by this thesis is 
highly promising to transmit video information over a wide range of network channels 
using TCP. Moreover, the algorithm adapts to CPU usage of the end-hosts to determine 
the maximum frame-rate, and a rate-balancing technique is used to avoid fast senders 
overwhelming the slower receivers.  
The peer-to-peer Internet collaboration system is a simple design that addresses the 
requirements for International telemedicine between two participants geographically 
apart.  The design involves capturing high-resolution digital images, transmission of 
Motion-JPEG encoded images, rate-adaptive image transmission to serve from narrow-
band to broad-band networks, implementing functional strategies for interactive real-
time collaborations, and design of a user friendly GUI. A shared-workspace is 
facilitated to enhance interaction in synchronous sessions. Several end-to-end 
transmission strategies are used to overcome the limitations through narrow band 
channels. This system has been successfully deployed in realizing medical collaboration 
between Saga University, Japan and University of Peradeniya in Sri Lanka. 
To extend international medical collaboration activities carried between Japan and 
Sri Lanka to several other countries in Asia, a novel group collaboration system is 
proposed that incorporates synchronous and asynchronous collaboration paradigms 
through network-effective persistent information sharing. The designed system 
facilitates synchronous collaborative work on maxillofacial cases through real-time 
xiii 
high-quality image delivery and by bringing the system database objects to a shared 
workspace. The asynchronous activities are supported through a web based 
collaborative environment that enables both activity-centric and object-centric 
navigation of collaboration contents incorporated with email notifications of the system 
updates. Multimedia records of synchronous sessions are posted to the system database 
for later reviewing. Geographically dispersed groups experiencing different scales of 
network heterogeneities are served by a distributed application level multicast overlay 
and adaptive multimedia delivery mechanism. The designed collaboration system also 
features several useful collaboration tools, user friendly GUI and ubiquitous 
connectivity. 
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Chapter 1 
 
Introduction   
Collaboration is a group work with shared vision, mission and goals blended with 
trust. Computer Supported Cooperative Work (CSCW) systems are promising for 
people to collaborate even when they are separated in both geographical space and time 
space [1]. Internet collaboration has shown a tremendous growth in its potential as well 
as scope for the past decade with the advancement of network speeds, computer 
performance and other supported imaging equipment [2]. This has enabled collaborative 
groups separated in both space and time to engage in cooperative activities efficiently 
and effectively, to jointly solve a broad range of problems. The conventional style of 
email and telephone based remote collaboration has been revolutionized far up to the so 
called virtual reality collaboration rooms. However, this development has to be taken 
with a pinch of salt in view of facilitating a useful and efficient remote collaborative 
environment for groups with different network heterogeneities, thus CSCW design has a 
long way ahead its journey.  
Medical collaboration is a CSCW application with timely significance. Its goal is to 
provide solutions to address health-problems through collective efforts. International 
medical collaboration is an immerging method of international cooperation during the 
past two decades that bridges medical communities around the world to work for the 
mutual betterment of the global health, in that medical experts and trainees interact over 
the Internet sharing a large amount of multimedia information that needs QoS guarantee. 
Achieving this QoS guarantee requires overcoming the problems arising in 
heterogeneous environments that mainly dictated by the underline multimedia 
transmission technologies. Moreover, tailoring the CSCW systems for the collaboration 
process is necessary for its successful deployment. This thesis addresses these problems 
through an Integrated Synchronous/Asynchronous Collaboration system and presents 
the author’s experience in deploying the designed prototyped system for international 
telemedicine. 
1.1 Background  
The Department of Oral & Maxillofacial Surgery of Faculty of Dental Science, 
University of Peradeniya in Sri Lanka has been engaged in surgical care, training and 
research in the fields of oral cancer, maxillofacial deformities and maxillofacial trauma. 
Japan International Cooperation Agency (JICA) has been supporting this work since 
2000, through provision of a modern dental hospital, provision of materials and dispatch 
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of medical experts to Peradeniya as trainers. The Oral & Maxillofacial unit in 
University of Peradeniya has been recently endorsed as a center of excellence for 
training by the International Association of Oral & Maxillofacial Surgeons (IAOMS). 
Subsequently, international training programs such as JICA Third Country Training, 
and collaborative programs with overseas institutions such as Japanese Society of Oral 
& Maxillofacial Surgeons (JSOMS) and Asian Fight against Oral Cancer (AFOC) are 
continuing as annual events. The former program absorbs junior clinicians as trainees 
from developing countries in Asia and Africa. The latter program is aimed for acquiring 
expertise from skilled surgeons from Japan, Asia and Europe. 
Medical experts of Saga University, Japan and other overseas resource centers have 
been visiting Peradeniya periodically to conduct expert training programs in Sri Lanka. 
The local surgeons in Peradeniya were facing many challenges in managing 
maxillofacial problems, mainly due to lack of experience. Most of these treatment 
modalities are fairly new and need to have a constant contact with high level of 
expertise. Geographical locations of Saga and Peradeniya are shown in Figure 1-1. 
 
Figure 1-1 Locations of the collaborating centers:  Saga and Peradeniya 
Having identified the need of a telemedicine system to support the above mentioned 
telemedicine activities; a peer to peer synchronous collaboration system has been 
developed at Dept. of Information science in Saga University [3] for which the author 
has mainly contributed for system development as well as its successful deployment. 
Combining occasional Japanese expert visits with frequent multimedia collaboration 
sessions, Sri Lankan clinicians could acquire the required proficiency for practicing the 
above discipline. Inspired by the success of this collaborative work, a third country 
medical training project has been formed  in which University of Peradeniya offers oral 
and maxillofacial training to several developing countries in Asia with the assistance of 
foreign medical experts. This evolution has been a strong motivation for the author to 
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propose a novel group collaboration system to facilitate International telemedicine. This 
design addresses the problems associated with the heterogeneities of networks and end-
systems, where resource scarcity is overcome through an Integrated synchronous/ 
asynchronous persistent data handling. 
The themes in medical collaboration activities discussed above are centered in 
imparting hands on training in clinical skills to untrained surgeons on various aspects of 
specialties of Dental Surgery. Therefore such programs demand a strong interaction 
between the training centers and resource personnel as well as with the trainee 
participants in planning, conducting and review of various courses. The intended 
medical collaboration activities are presently rooted on the process that maxillofacial 
experts visit recipient countries (mainly to give practical training for the local surgeons 
by conducting surgeries on some pre-selected problem cases) or the recipients undergo 
training in overseas expert centers getting exposure to novel surgical methods.  
1.2 Requirements of Internet Collaboration  
In order to facilitate a useful collaborative environment, synchronous collaboration 
techniques should be introduced. To realize this situation, it is required to conduct real-
time interactive multimedia conversations with high-quality face images, over the 
Internet between the two countries as visualized in Figure 1-2.  
 
Figure 1-2 Illustration of multimedia medical collaboration over the Internet 
Supporting International telemedicine through Internet collaboration is inherently 
connected with technical barriers [4] such as different scales of network heterogeneities, 
heterogeneities in computer performance, persistent traffic congestion due to shifts in 
time zones, institutional logistics such as network security, and other infrastructural 
problems in developing countries. Maxillofacial activities further aggravate these 
barriers by requiring a high-quality and real-time patient image transmission facility. 
Moreover, medical collaboration necessitates both synchronous and asynchronous 
collaboration framework with persistent information sharing among the two paradigms. 
For real-time discussions based on patients’ images, synchronous collaboration is 
essential. The physicians must be able to talk with each other and discuss things while 
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observing the patient images in real time. In the mean time the medical collaborators 
require to participate the collaboration process asynchronously due to mismatch of 
working schedules in the time space as well as invariable time shifts in different time 
zones. In realizing this system, following features are significantly important for 
effective medical collaboration, especially in the field of maxillofacial surgery. 
(a) Real-time or Quasi-real-time high quality image delivery: In medical 
collaboration related to patients’ facial problems, it is highly important that the 
medical surgeons see the patients’ images with high quality. This helps the 
medical surgeons to observe the symptoms and diagnose the problems correctly. In 
addition to real-time images of patients, it is also required to observe different 
clinical information through scanned images (e.g. X-ray). Such images should also 
be sent to the remote expert when required.    
(b) Interactive voice: The main source of information between the experts and local 
surgeons is the voice communication. Interactivity of voice is significantly 
important to conduct medical collaboration effectively.  
(c) Support for interactive discussions: Mere transaction of patient’s images will not 
completely sufficient unless facilities for interactive discussions are available. The 
medical surgeons require discussing the patient’s details in a shared workspace. 
This is extremely helpful towards collective decisions.  
(d) Persistent database: It is essential to maintain a database of the documents used 
in past and future collaboration purposes that incorporates an efficient document 
browsing mechanism. 
(e) Support for both synchronous and asynchronous collaboration: Considering 
the time shifts due to geographical separation and more importantly to the 
mismatch in working schedules, the experts and trainees are to work in a non-real-
time fashion as well, in addition to the real-time sessions.  
(f) User-friendliness: The collaboration system should be easily operable by the 
medical staff. This requires the software to be user-friendly, and the equipment 
setup to be easily configurable. Operational procedures that require technical 
knowledge should be embedded to the system to operate autonomously, as far as 
possible.  
1.3 Literature Review on Collaboration System Design 
In this section a literature review on existing collaboration systems and their 
underlying technologies are presented. The authors attempt in this chapter is not to 
present an exhaustive survey of the existing collaboration technologies and systems, but 
to give the reader some understanding on the most popular collaborative systems and 
technologies used currently.  
The available systems could be classified under different criteria such as client 
server vs. peer-to-peer, web based vs. non web based, unicast vs. multicast etc. based on 
the underlying technologies. However, as the author’s effort is mainly to prepare a 
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preliminary background that helps understand the principles of an integrated 
collaboration environment, the collaboration systems are described by dividing in to 
three categories according to the functional capabilities. 
1.3.1 Internet Messaging and Audio/Video Conferencing Tools 
This category of tools generally caters for the basic requirement in face to face 
meetings—audio/video chat.  Currently, these kinds of tools [1] are deployed as Internet 
chat applications. A textual chat facility, real-time voice communication augmented by 
real-time video fulfills the functional requirements of Internet chat tools. Integration of 
file transmission support to these tools has been the current trend in most of the 
commercial systems.  
(a) Yahoo Messenger: This is a popular instant messaging client provided by Yahoo!. 
This service provides a full set of chat/instant messaging features, with numerous 
options for customizing the start-up and login appearances. It features chat privacy, 
file transfer, and alerts. Multiple users can chat through the conferencing feature; 
and a range of capabilities is included for inviting, controlling, and blocking chat 
participants. Other useful features include file transfer, archiving, and webcam 
integration. Yahoo Messenger is the only tool reviewed in this category to date, 
with a built-in archiving feature of the chat sessions (only text based recording).  
(b) AOL Messenger: This tool is an ad-supported instant messaging tool. AOL 
Messenger provides a full set of chat and instant messaging features, with 
numerous options for customizing the log-in settings and look-and-feel, chat, 
privacy of groups, alerts, and file transfer. Multiple persons can chat through the 
“buddies list,” which allows audio communication. More options are available in 
the audio feature (mute, pause, disconnect, meters, hands-free) than with Yahoo 
Messenger, though the clarity is similar. Text messages can be archived by 
copying and pasting from the chat window only. Webcam integration is not 
available. AOL Messenger is popular with the general online public, and is well 
supported. 
(c) MSN Messenger: The Microsoft's instant messaging client for Windows 
computers aimed toward the home users. This tool provides some basic chat 
features, and features audio communication. It is generally easy to use and 
provides a standard text area for messages. It contains limited start-up options and 
minimal user control of participants. Users cannot send and receive files nor does 
archive chat. 
(d) GnomeMeeting: GnomeMeeting is an open source H323 application for Linux 
based on the OpenH323 platform. It supports H.245 tunneling, fast start, auto-
answering of incoming calls, and inter-works with gatekeepers using H.235 
authentication. It provides the H.261 video codec, and a number of audio codecs. 
(e) Skype: It is a peer-to-peer VoIP client developed by KaZaa in 2003. Skype [5] 
claims that it can work almost seamlessly across NATs and firewalls and has better 
voice quality than the MSN and Yahoo IM applications. It encrypts calls end-to-
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end, and stores user information in a decentralized fashion. Skype also supports 
instant messaging and conferencing. Skype claims to have implemented a ‘3G 
P2P’ or ‘Global Index’ technology, which is guaranteed to find a user if that user 
has logged in the Skype network in the last 72 hours. Skype uses wideband codecs 
which allows it to maintain reasonable call quality at an available bandwidth of 32 
kb/s. It uses TCP for signaling, and both UDP and TCP for transporting media 
traffic so that voice communication could be established through most firewalls. 
Skype also integrates interface to PSTN on paid basis. 
(f) CU-SeeME: CU-SeeMe is an application that enables videoconferencing over NB-
ISDN links. The software was developed by Cornell University and White Pine as 
an endeavor to create affordable and workable desktop videoconferencing.  
(g) DVTS: DVTS (Digital Video Transport System) [6] is an application for sending 
and receiving DV (Digital Video) streams in RTP over IPv4 and IPv6. IEEE-1394 
(Fire-wire) cables are used for connecting DV devices. DVTS has been tested from 
Japan to a number of sites including USA. The first user community for this 
application comprises the WP5 partners, mainly for testing the application. 
Additionally, the application will be advertised to the population of 
6NETconnected users. DVTS gives superior quality of video images and sound 
but this technology is only applicable to very high-speed networks with capacities 
above 35Mbps. Moreover, DVTS requires an additional device (i.e. a VCR with 
IEEE-1394 input) increasing the cost of the setup and making image handling 
more complex and costly.    
1.3.2 Synchronous Collaboration Systems 
The frameworks and tools discussed in this category provide additional support for 
conducting collaboration other than limiting the synchronous activities to mere 
audio/video conferencing (to go beyond being there as discussed in Section 2). File and 
application sharing, shared board integration and session management are some 
augmented functionalities that these systems provide. 
(a) MBONE Tools: The informally named MBone tool suite [7][8] is a group of IP-
multicast-based media applications. The suite includes VIC for video, VAT, RAT, 
and FPhone for audio, WB for the whiteboard and NTE for organized text 
communication. Used together, these separate tools create a scattered environment 
for distributed teamwork and net-based learning. The advantage of creating a 
software environment from separate tools is that users can easily incorporate new 
media or tools. Disadvantages are that the separately created tools lack a uniform 
user interface, and their separate designs complicate reuse of the components. 
Additionally, for situations where IPv6 multicast-support is not available, use of 
MBONE tools are very much demotivated. 
(b) Meeting Central: This is a synchronous collaboration groupware that is focused 
on improving the effectiveness of distributed meetings among two or more people 
in different locations using any form of communication. The Meeting Central [9] 
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console is a Java application that users can execute on their desktops. It provides 
the mechanism for searching for and organizing individual contacts and meetings.  
A main objective of meeting central is to avoid the troublesome session 
management and handle it through socially mediation. This tool provides 
document based collaboration support augmented with voice and textual chat.  
(c) JASMINE: JASMINE (Java Application Sharing in Multi-user Interactive 
Environment) [10] is a framework designed to transparently share Java 
applications and applets without any modification to them. It also supports JMF 
player to share audio and video through the Internet and Intranet. Other than these, 
it has latecomer support to allow latecomers to get the updated states of Java 
applications, applets and JMF supported video and audio files. JASMINE uses a 
client-server approach. The server is responsible for receiving events and 
distributing them to other users. The communication module is implemented on 
top of TCP because reliability is critical in a collaborative system. This approach 
makes the system structure more clear and simple, but the scalability becomes a 
major problem. Therefore, JASMINE is suitable for small to medium size group 
collaborative sessions. 
(d) Microsoft® Netmeeting: Microsoft NetMeeting [11] is one of the general widely 
used multimedia communication applications accompanied with the Windows 
Operating System. A shared board is provided to carry out collaborative work 
while real-time video and real-time voice is available for conversation. Microsoft 
developed NetMeeting audio and video conferencing features based on the H.323 
infrastructure, which allows NetMeeting to interoperate with other H.323 
standards-based products. Interoperability with other codecs by negotiating 
number of codec formats such as H.263, G.723, H.261 and G.711, depending on 
the requirements of peer entities.  
(e) Conference XP: ConferenceXP [12] is an interactive collaboration environment 
that takes advantage of multicasting and the Internet2.  ConferenceXP is designed 
to connect multiple participants with a seamless high speed internet 
connection.  The main difference with ConferenceXP to other commercial 
products is that it is free, open source software that is constantly being changed 
and improved.  ConferenceXP takes advantage of some .NET components such as 
XML Web Services and C# managed code.  It also takes advantage of some new 
technologies in Windows XP such as Windows Media, DirectShow, and DirectX. 
ConferenceXP includes three different software; ConferenceXP Venue Service, 
ConferenceXP for Windows Messenger, and Classroom Presenter.  
(f) mStar: mStar [13][14] defines a general framework for synchronous collaboration 
application design, introducing reusable agents to replace scattered MBONE 
applications. The Java-based shared software environment of mStar provides an 
integrated solution for generating, presenting, storing, and editing media in 
collaborative applications. It uses IPv6 multicast to enable the scalable distribution 
of real-time media and data among many simultaneous users. The powerful agent 
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architecture that underlies the mStar environment simplifies the creation of new 
applications and encourages reuse. mStar enhances both net-based learning 
(distance education) and collaborative teamwork by presenting a uniform user 
interface for real-time audio and video, a shared whiteboard, chat, voting, and 
distributed Web-based presentations. The system also supports on-demand 
recording and session playback. It also introduces media getaways to handle 
adaptive delivery. However, this design is heavily dependent on IP multicast and 
could not be practically realized in absence of IPv6 to achieve most of its 
objectives. 
1.3.3 Synchronous/Asynchronous Mixed Collaboration Systems  
For the last decade, the research in CSCW has been focusing on synchronous 
collaboration that requires the participants involved in common tasks to remotely share 
computer display workspaces simultaneously, without leaving their workplaces. 
However, to support truly global cooperative work, asynchronous collaboration is 
equally prominent. This facilitates later reviewing for the participants who may not be 
available for the synchronous CSCW session due to colliding working schedules as well 
as invariable time differences in different time zones. 
 A number of collaborative systems that make use of both synchronous and 
asynchronous collaboration paradigms have been proposed in the literature. These 
systems are biased either to synchronous or asynchronous collaboration with some 
augment support from the other. The asynchronous systems with synchronous support 
augmentation are basically document oriented. These systems progresses with 
asynchronous contribution of collaborators along the time line with minimum real-time 
interaction through provisions such as Internet Messaging. On the other hand, the 
synchronous systems with asynchronous support basically engage in collaboration 
activities using real-time multimedia and shared-work spaces, but only require 
minimum asynchronous interaction such as emails and file uploading. A third form, 
more promising collaboration systems that mutually integrates the collaboration process 
rather than augmenting the one from the other, are also wading through. 
(a) Groove: Groove Shared Workspace [15] provided by Groove Networks Inc. is 
designed for desktop collaboration. This peer-to-peer collaboration software 
combines popular functionality such as home and corporate video conferencing, 
music trading, video and photo files, and instant messaging and chat. Groove 
creates a shared space on a computer for files that can be shared with other people 
using Groove over a corporate network or across the Internet. Businesses or 
consumers can get to this data collaboratively while working on projects in real 
time via chat, video conferencing, instant messaging, or other Groove features. 
The solution is not server-based. Instead of sending data through a gatekeeper 
server, Groove applications update other clients directly. Changes made offline are 
stored on another server for later synchronization. Groove runs on all major 
versions of Windows and some UNIX versions.  
(b) Lotus Notes: IBM® Lotus Notes [16], the premier integrated client option for 
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IBM Lotus Domino® server, delivers e-mail, calendar and scheduling capabilities, 
integrated instant messaging, personal information management (PIM) tools, 
discussion forums, team rooms and reference databases with basic workflow along 
with a powerful desktop platform for collaborative applications. Lotus Notes is 
available in two offerings: Lotus Notes for messaging (access to messaging 
functions) and Lotus Notes for Collaboration (both messaging and applications). 
Collaboration systems like have been designed uses the Lotus Notes system core 
for document handling. 
(c) WebDav+Lotus Sametime: WebDav and IBM Lotus SameTime are two 
independent software tools used for document/application sharing and Internet 
conferencing respectively. The mixed use of these tools in one application as in 
[17] can be used as fully functional collaboration system. In this full-function 
collaboration environment, the document centric asynchronous collaboration 
activities [18], e.g., collaborative document authoring, collaborative document 
management, etc., are handled by a WebDAV-based groupware system. All 
synchronous collaboration activities, e.g., team awareness, instant messaging, 
shared whiteboard, IP audio & video conferencing, etc., are managed by 
SameTime. On the other hand, all synchronous collaboration activities can be 
started or accomplished through a uniform user interface. 
(d) MRAS: MRAS (Microsoft Research Annotation System) [19] is designed to 
support how asynchronous environments can enjoy many of the benefits of the 
question-and-answer and discussion that occurs in “live” classrooms implementing 
multimedia annotations. MRAS uses a fine-grained access control structure and 
close integration with email. The MRAS prototype system is designed to support 
annotation of multimedia content on the web. When a user accesses a web page 
containing video, the web browser contacts the web server to get the HTML page 
and the video server to get the video content. Annotations associated with the 
video on the web page can be retrieved by the client from the Annotation Server. 
The Annotation Server manages the Annotation Meta Data Store and the Native 
Annotation Content Store, and communicates with clients via HTTP. Meta data 
about multimedia content are keyed on the content’s URL. The MRAS Server 
communicates with Email Servers via SMTP, and can send and receive 
annotations in email 
(e) UARC: The Upper Atmospheric Research Collaboratory [20] is an Internet-based 
system that gives space scientists a virtual shared workspace for conducting real-
time experiments as well as various asynchronous collaborations from 
geographically dispersed facilities. The UARC system claims that it provides tools 
for seamless transitions between synchronous and synchronous collaboration. 
UARC is basically a document based collaboratory with synchronous audio and 
chat support. A session manager and room base collaboration facility is available 
for multiple group collaboration. An archiving server is used to manage the 
persistent database and to offer user oriented adaptive quality of documents.  
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1.4 Motivation and Contribution of the Thesis 
1.4.1 Motivation 
Supporting International telemedicine through Internet collaboration is inherently 
connected with technical barriers such as different scales of network heterogeneities, 
heterogeneities in computer performance, persistent traffic congestion due to shifts in 
time zones, and other infrastructural problems in developing countries. Medical 
collaboration further aggravates these barriers through requiring high quality real-time 
video conferencing facility and other institutional logistics such as network security. 
Despite a large number of commercial and academic applications available for group 
collaboration, it is difficult to find a collaboration tool that is adoptable to support the 
medical collaboration activity described above. Use of mere delay sensitive streaming 
technologies (not quality oriented or adaptive), non-existence or apparent disassociation 
of asynchronous collaboration support, inadequate collaboration functions and lack of 
user friendliness are the main flaws of the exiting systems  that hinders their active 
deployment for international telemedicine. As a worst case scenario, the network path 
between Saga and Peradeniya is an 18-hop channel with average round-trip-time (RTT) 
greater than 350 ms, and an average available bandwidth less than 40kbps. On the other 
extreme, most of the universities in Japan are connected through very high-speed 
Gigabit links. Providing real-time audio and real-time (or quasi-real-time) high-quality 
patient images with required collaboration functions to this broad range of recipients is 
extremely challenging, especially in multipoint to multipoint collaboration scenarios.  
These are the main motivations for the author to propose a novel collaboration system to 
support cooperate activities among heterogeneous groups with particular emphasis to 
international medical collaboration.  
1.4.2 Contribution of this Thesis 
Towards designing of a novel system for facilitating international medical 
collaboration, following are the major contributions presented in this thesis. 
(a) Design and implementation of a peer-to-peer synchronous collaboration 
system [21]: Design of a peer-to-peer synchronous collaboration system and 
successfully deploy it for international telemedicine is the initial contribution. A 
collaboration system for point-to-point collaboration has been developed with 
required artifacts for medical collaboration. The designed prototype has been 
successfully deployed in telemedicine between Sri Lanka and Japan.   
(b) Application level adaptive M-Jpeg algorithm for real-time streaming [22]: An 
application level control algorithm for adaptive motion-Jpeg delivery over varying 
channel bandwidths and end host performance is devised. This exploits the trade 
off between image-quality and frame-rate to adapt to its environment.  
(c) Design of a synchronous/asynchronous integrated group collaboration system  
[23]: A prototype design of a synchronous/asynchronous integrated group 
collaboration system that features persistent data sharing and application level 
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multicast transport is presented. This system provides a fully functional 
collaborating environment in both synchronous and asynchronous domains 
overcoming the resource limitations.   
1.5 A Preview: Outline of the Thesis 
Chapter 1 gave an introduction to this thesis, first by presenting the background of 
telemedicine activities conducted between the two countries and emphasized the need 
for a multimedia collaboration system. Then, a brief overview of some of the existing 
multimedia collaboration systems were discussed to give the reader some understanding 
of the state of the art to date. In Section 1.4.2, the contribution of thesis was emphasized.     
Chapter 2- General Principles of CSCW system design 
This Chapter provides a basic understanding on the CSCW technologies. It discusses  
the motivations for CSCW applications and issues concerned with tailoring such 
systems to target work. Next, some architectural considerations for groupware systems 
are reviewed and finally underlying design issues are discussed. 
Chapter 3- Peer-to-Peer Multimedia Collaboration System over the Internet 
This Chapter presents the design and implementation of a peer-to-peer multimedia 
collaboration tool [21] for the Internet. The design involves capturing high-resolution 
digital images, transmission of JPEG encoded images, rate-adaptive image transmission 
to serve from narrow band to wide band networks, implementing functional strategies 
for interactive real-time collaborations and design of a user friendly GUI. Several 
strategies are used to exploit narrow band channels, and a shared-board is used to 
enhance interaction in live dialogues. In order to overcome practical problems due to 
firewalls, a server based method is also discussed. 
Chapter 4- Application-Level Adaptive Motion Jpeg Transmission Algorithm for  
                   Real-time Streaming  
This Chapter covers the design rationale of the adaptive Motion Jpeg streaming 
algorithm [22] implemented in the collaboration system. This presents the trade-off 
between the image-quality and the frame-rate based on user’s utility as an attractive 
solution in adapting to varying channel bandwidth. Features of M-JPEG is viewed here 
as a good candidate for video transmission for applications that require reliable and 
high-quality individual images at a fair rate rather than unreliable and low-quality 
smooth video. TCP’s potential to transport M-JPEG is also discussed in detail. Two 
modes of adaptive streaming, rate-adaptive and quality-adaptive, are presented. 
Chapter 5- A System for International Telemedicine through Integrated  
                   Synchronous/asynchronous collaboration 
This Chapter details on the design rationale of an integrated synchronous and 
asynchronous collaboration system [23] to support international medical collaboration 
activities carried out among Japan, Sri Lanka and several other countries in Asia. First 
the system distributed system architecture is explained. Next, design issues of 
synchronous and asynchronous systems discussed in detail. Finally, integration methods 
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of synchronous and asynchronous data transmission and the collaboration scenarios are 
discussed.  
Chapter 6- Conclusion 
Concluding remarks will appear in this section that summarizes work covered by 
this thesis. Contributions of this thesis are reviewed and the importance of adaptive 
Motion-Jpeg streaming and synchronous/asynchronous collaboration integration is 
emphasized.  It concludes that this thesis would provide solutions to overcome problems 
in creating collaborative applications for groups connected through Internet channels 
with different heterogeneities. 
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Chapter 2 
 
General Principles of  
CSCW System Design   
Recent advancements in computer and communication technologies have 
revolutionized how computers are used. One of the application domains gaining 
increasing usage and visibility is computer-supported cooperative work or CSCW. What 
exactly does “collaboration” mean? The oxford dictionary defines it as: “Work jointly at 
literary or artistic production; cooperate traitorously with the enemy”. Like most 
dictionary definitions, this definition is recursive with the use of synonym, “work 
jointly” and often subject to interpretation. The CSCW system in the scope of this thesis 
is confined to systems that allow users to effectively collaborate on common goals using 
networked computer systems. The motivation is to enable users to work together across 
geographical and time boundaries. For this CSCW provides computer-based work 
environment, in which collaborators can exchange messages, share data, and collaborate, 
even when they cannot physically get together at the same place and/or at the same time. 
As a result, CSCW dramatically increases opportunities for group work and provides 
readily access to resources needed for such work. 
The computer systems designed to support collaboration are commonly known as 
groupware or collaborative systems. The examples of groupware systems include 
electronic bulletin boards, shared boards, and chat rooms found on the Internet. The 
popularity of the CSCW technology is also evidenced by an increasing number of 
commercial products discussed in Chapter 1. Many of these systems have been 
successfully used, usually in small groups, to facilitate data sharing among distributed 
participants. In this chapter, design principals and some of the issues in the design of 
groupware CSCW for emerging applications such as telemedicine are discussed. In such 
applications, potentially several groups of geographically dispersed people with 
different areas of expertise jointly work on multiple shared data artifacts. This 
specifically involves several critical data management issues that arise in the design of 
groupware systems to support collaborations, regardless of its scale and underlying 
network infrastructure.   
14 
2.1 CSCW Basics 
2.1.1 Motivations for Collaborative Applications 
Collaborative applications enable Computer Supported Cooperative Work (CSCW). 
The CSCW system in the scope of this thesis is confined to systems that allow users to 
effectively collaborate on common goals using networked computer systems. The goal 
of CSCW is to enable users to work together across geographical and time boundaries. 
In that, following are the main technical as well as social motivating factors [1], 
regardless of the nature of collaboration. 
(a) Being There: Computer tools can simulate face-to-face meetings among 
distributed users, giving them the illusion of “being there”. For instance a video-
conferencing and whiteboard application can together simulate a face-to-face 
meeting conducted using a physical whiteboard. Today, this is considered perhaps 
the biggest motivation for CSCW. 
(b) Beyond Being There: If all collaborative applications are only limited to 
simulating being there, they would always support meetings that are inferior to the 
real-time face-to-face meetings, and thus be considered necessary evils by users 
who cannot be physically co-located. In fact, these applications can allow us to go 
“beyond being there,” offering number of benefits provided by computers. We can 
acquire the resources in our local environment, be in several meetings at the same 
time, form subgroups without disturbing others, comment and vote with 
anonymity, be automatically forced to follow meeting protocols, rely on the 
computer to keep a log of the meeting and save state information, and do our 
private work when an item being discussed is not of interest to us. It can be argued 
that collaborative applications will not be truly successful unless people use them 
to collaborate with each other even when the choice of face-to-face meetings could 
be realized. For that to happen, people must prefer the benefits “beyond being 
there” over the drawbacks of not actually being in a real face-to-face meeting. 
(c) Sharing of Computer State: Collaborative applications must also allow users to 
view and manipulate information shared over the collaborating parties. For 
instance, a remote desktop artifact is necessary to allow remote uses to get the real 
experience of the partner’s desktop. A software development team that 
collaborates would like to have a shared debugger. Without collaborative 
applications, users wishing to jointly manipulate information using the computer 
would be forced to huddle around a workstation, sharing a single physical set of 
input and output devices, which is however the method in practice nowadays. 
While these are well-argued reasons and strong motivations for potential 
applications of CSCW, they have to be taken with a pinch of salt, since this area is still 
at the research stage and collaborative applications have not yet been deployed and 
tested extensively. Hence, there is much left to be done in the field of CSCW system 
design to enable real collaborative experience. 
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2.1.2 Tailoring CSCW Systems 
Design of all-in-one CSCW to suit whole universe of collaboration requirements is 
not technically viable. Hence, customizing of CSCW systems [24][1] is essential for the 
success of such systems for collaborative tasks. In identifying proper tailoring 
requirements for CSCW systems, following multiple and overlapping views on the 
collaboration process are important: 
(a)  Nature of Problem: What are the problems that collaborative applications can 
solve and what kind of features are needed to solve these problems? This view 
ensures we are building systems that solve real problems and allows us to develop 
specialized solution for a problem. 
(b) Technical Issues: What are the independent technical issues that must be resolved 
by these systems and in what ways? This is perhaps the purest approach in that it 
eliminates repetition of technical issues and allows us go in-depth into each of 
these issues. It corresponds, for instance, network channel capacities, available 
computer performance, scalability issues and related multimedia requirements. 
(c) Available Systems: Which collaboration systems (applications and infrastructures) 
have been built and what are their properties? Most systems are collections of 
carefully integrated features, and this view allows us to understand specific 
collaboration constructs in the context of complete systems. For instance, could a 
multimedia application be coupled with an asynchronous document distributing 
facility? How, asynchronous emails can be used to support synchronous 
collaboration activities etc.  
(d) Design Disciplines: Which existing CS areas/disciplines adopted and in what 
ways? This view allows us to understand new collaboration constructs in relation 
to existing concepts, thereby ensuring that the knowledge and insight from 
traditional developments is inherited. For example, the flexibility for tailoring 
offered by a web-based design may be different to a stand-alone design. 
Development platform may provide insight in tailoring CSCW applications as well. 
2.1.3 CSCW Design Primitives 
As identifies by many contributions in the literature [25][26],   the following 
requirements are based upon building a large number of collaborative systems of 
various scales and are found to be critical to the success of these systems: 
(a) High performance in interactive response time and latency: Users expect 
groupware tools they use, e.g., group editors and whiteboards, to have a similar 
response time as single-user applications. Collaboration with other users should 
have minimal effects on the fluidity of users’ interactions with their applications.  
(b) Synchronization: The shared data in collaboration should be consistently 
synchronized during the entire collaboration. Furthermore, collaborators should be 
allowed to access and modify the shared state concurrently without disrupting each 
other’s work. 
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(c) Persistence: A collaborative activity may be both synchronous and asynchronous. 
It is often the case that collaborators may not accomplish all their goals in a single 
session; they may have to adjourn a session and reconvene at a later time. In such 
cases, it may be necessary to persistently save a part or all of shared data used in a 
collaboration to allow retrieval in a later session.  
(d) Predictable performance for latecomers: In a synchronous collaboration, 
participants may join an ongoing collaboration activity. A latecomer should be 
able to receive a consistent state of collaboration in a predictable amount of time 
largely independent of client failures or of bandwidths to other clients in the 
system. Furthermore, existing collaborators should be able to continue their work 
while latecomers are joining. 
(e) Robust collaboration: A collaboration session should be robust. It should tolerate 
various failures of collaborators host machines and network connections and 
continue to support the work of non-faulty collaborators. 
2.2 Architectural Considerations for Groupware Systems  
2.2.1 Synchronous vs. Asynchronous and Full vs. Partial Coupling 
Groupware can be conceived to help a group that is distributed over many locations, 
where the interaction among the group may take place synchronously (real-time) or 
asynchronously (non real-time). These situations require the groupware system to be 
more concerned with two categories of groupware systems, synchronous and 
asynchronous.  
Synchronous CSCW systems are required to focus on facilitating synchronous 
artifacts for real-time meetings. Provision of shared-workspace is another key 
importance. Due to the synchronous interaction of members with the collaborative 
consent, synchronization and consistency control issues are becoming more complex 
with the group size. On the other hand, asynchronous collaboration systems are focused 
on persistent data manipulation. This requires systematic data storage and convenient 
browsing facilities. Provision of annotation [27] services for the documents as well as 
an efficient notification [28] system is also a prime importance.  
Coupling is the event granularity at which the two peer collaborating artifacts are 
synchronized. The coupling between the users is synchronous in that the user who 
enters the input sees the output at the same time as other users (via modulo networking 
displays). Asynchronous coupling would allow users to see the output at different times. 
On the other hand, the spatial granularities at which the two artifacts are coupled 
measures degree of coupling, close-coupling or loose coupling. The meaning of 
coupling is completely dictated by the nature of the collaborating event. For example 
consider a collaborative drawing artifact as shown in Figure 2-1. Only the marked line 
is coupled while the selection of symbol is not coupled. The line itself is subject to 
coupling, line-wise coupling or point-wise coupling. What part of the state should be 
shared with another user, and when it should be shared is a user-interface design issue 
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related to coupling. A collaborative design infrastructure should be flexible in how it 
answers these two questions. 
 
Figure 2-1 Coupling in a shared drawing artifact   
2.2.2 Centralized vs. Replicated  
In general, there exist two approaches to managing shared data in groupware 
systems: centralized and replicated. With a centralized approach, there exists only a 
single copy of the shared data. A well-known process, often called the server, controls 
access to it. Many approaches to centralizing shared data exist. Application sharing 
systems, such as Microsoft NetMeeting, are inherently centralized because only a single 
instance of the application runs, but its GUI display goes to multiple users. User input to 
the application, such as mouse-clicks, is sent to the application process for processing, 
and the resulting changes to the interface of the application are propagated to client sites. 
When the application is shared, the application objects remain at the server site, and 
only the user interface objects are replicated at client sites.  
With a replicated approach, collaborating processes manage shared data among 
themselves; the processes have their own copies of shared data and coordinate 
concurrent accesses in order to keep the state of the replicas consistent. Most group 
editors adopt a replicated approach in which text buffers are replicated at each site, and 
editor processes run a synchronization algorithm among themselves in order to maintain 
the consistency of the replicated buffer. For example, the DOPT algorithm of Grove 
[15] uses an optimistic strategy in that it locally transforms remote operations based on 
the state of the local copy of the buffer; no locks are required. The advantages and 
disadvantages of centralized and replicated approaches are well documented in the 
literature.  
(a) Robustness: A replicated approach has an advantage over a centralized 
counterpart where the issues of robustness and user responsiveness are concerned. 
Because each collaborating process equally assumes the administrative 
responsibilities of managing shared data, failures of one or more processes are 
unlikely to bring down the entire collaboration.  
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(b) Interaction: The user of a process can directly interact with the local copy of the 
shared data of the process, hence increasing the opportunities for providing 
performance in interactive responsiveness close to that of single-user application.   
(c) Synchronization: Because there are multiple copies of shared data in a replicated 
architecture, however, it is generally expensive to keep the state of shared data 
replicas synchronized. The synchronization algorithms in Grove take advantage of 
characteristics specific to the application domain of editing and hence can be 
difficult to use in a general class of applications. Algorithms based on the 
distributed transactions semantics are expensive to implement and may incur 
significant processing overheads, degrading response times. Indeed, the main 
advantage of a centralized approach is its ease of synchronization of shared data. 
Because there is only a single copy of the shared data, concurrent accesses can be 
easily serialized by the server process. 
(d) Late-comer support: Accommodating latecomers to collaboration is easier with a 
centralized architecture than with a replicated counterpart in which a complex 
group membership synchronization protocol needs to be run among all the keepers 
of replicated data whenever a latecomer is introduced. Furthermore, the system 
may have to ensure that group members agree on the group membership in order 
to maintain the state of shared data consistent. Of course, replication strategy, 
though more difficult to implement, has the potential advantage of providing better 
response time and fault-tolerance.  
2.3 General Design Issues in CSCW Systems 
2.3.1  Multimedia Handling  
In order to conduct multimedia communication among geographically dispersed 
locations, the Internet channels should meet the minimum specification requirements 
[29] to transmit the required information. These specifications significantly depend on 
the application requirements imposed by the collaboration context. In this section, some 
general specification requirements are provided as guidelines for deciding whether the 
existing network is capable of facilitating the required activities to support international 
cooperation.  
• Audio communication 
Audio communication is a key to real-time conversations over the Internet, and the 
network should meet the real-time delivery specifications. Minimum bandwidth 
requirement for an interactive audio communication facility with satisfactory voice 
quality (e.g. 8-bit resolution/ mono/ GSM encoded) is around 13kbps. However, high 
quality conversations (e.g. for observing voice disorders) may require a higher 
bandwidth whereas low quality more compressed schemes such as LPC-10 requires a 
lesser. In interactive audio conversations, transmission delay is another constraint apart 
from the bandwidth requirement. Transmission delay less than 500ms is typically 
acceptable for interactive audio communication (similar to delay in international 
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telephone via satellites). Table 2-1 presents some typical compression schemes with 
their data rates. Most suitable compression scheme must be chosen manually or with 
adaptive support of the collaboration software to exploit the available channel capacities.  
Table 2-1 Audio compression rates 
Audio format MPEG-1 MPEG-2 MPEG-3 GSM LPC LPC-10 
Data rate 
(8bit, 
stereo,8Khz) 
32kbps 21kbps 13.2kbps 13.2kbps 10.6kbps 6.4kbps 
Data rate 
(8bit, 
stereo,44Khz) 
176kbps 115kbps 72.6kbps -- -- -- 
Compression  4:1 6:1 10:1 10:1 12:1 20:1 
• Video communication 
Internet bandwidth required for video communication depends on the video 
parameters such as image resolution, frame rate, and compression quality. Today, due to 
the advances of video compression technology, near TV quality (640*480 size, 
25frames/s, and MPEG4 compression) can be accommodated in an Internet channel 
with 7Mbps capacity. On the other hand, a live video conversation with mere facial 
visibility can be accommodated even through modem connections (56kbps). Through 
motion JPEG technology, it is possible to transmit images at varying size and quality 
trade-offs as required by the application. According to the author’s experience in video 
transmission for international cooperation, sometimes channel bandwidth as low as 
20kbps can be used for video transmission effectively [21]. Table 2-2 summaries 
bandwidth requirements of some selected video transmission technologies as guideline 
for manual or adaptive tuning. It can be seen that M-JPEG is a promising technology to 
support Internet collaboration over low bandwidth channels (given that low frame rates 
are applicable to the collaborative context). 
Table 2-2  Transmission rate of different video coding schemes 
Video 
format 
MPEG-2 MPEG-1 H. 263 H. 263 M-JPEG
(50%)  
M-JPEG 
(50%)  
M-JPEG
(50%)  
Frame 
rate 
30 fps 30 fps 15 fps 15 fps n fps n fps n fps 
Frame 
size 
720x480 352x240 352x288 176x144 720x480 360x240 180x120 
Data rate 7.5Mbps 1.5Mbps 500kbps 56kbps 240n kbps 88n kbps 32n kbps 
Frame 
Quality 
Visually 
lossless 
VHS 
quality 
High quality 
conferencing 
Video 
telephony 
Visually 
lossless 
VHS 
quality 
Better 
than video 
telephony 
Smoothness Perfectly 
smooth 
Perfectly 
smooth 
Visually 
smooth 
Visually 
smooth 
Depends 
on (n) 
Depends 
on (n) 
Depends 
on (n) 
• Protocols 
In order to communicate effectively, a common language between the two (or more) 
participants must be chosen. Networks of computers, are built on standards and 
protocols, selected so applications that are dependent upon the network can exist and 
operate at their fullest capabilities. There are several organizations that work to develop 
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standards, both formal and ad hoc, across a variety of fields such as (International 
Telecommunications Union) ITU. Following are some ITU standard protocols [29] for 
multimedia collaboration.  
(a) H.32X: The ITU H.32x family of standards handles multimedia communications. 
This family includes H.320 (communication over ISDN -integrated services digital 
networks) and H.324 (communication over SCN -switched circuit network, better 
known as traditional phone services). H.323 is a communication standard 
produced by the ITU, initiated in late 1996, and aimed at the emerging area of 
multimedia communication over LAN's (local area networks). It is an outgrowth of 
the traditional H.320 technology but optimized instead for the Internet. H.323 has 
since been revised to include voice-over IP and IP telephony, as well as 
gatekeeper-to-gatekeeper communications and other data communications that 
involve packet-based networks. These networks include IP-based networks like the 
Internet, LAN's, and WAN's. H.323 is widely supported by many commercial 
vendors and used throughout the world in commercial and educational markets. 
The H.323 standard specifies a great deal of information about the properties and 
components that interact within an H.323 environment.   
(b) VRVS: VRVS is a web oriented system for videoconferencing and collaborative 
work over IP networks. The Virtual Room Videoconferencing System (VRVS) 
provides a low cost, bandwidth-efficient, extensible means of videoconferencing 
and remote collaboration over networks. VRVS, which went into production 
service in early 1997, was initially used primarily within the High Energy and 
Nuclear Physics (HENP) communities but recently the service has been extended 
in to other academic and research groups. VRVS provides versatile collaboration 
tools: MBone (UCL vic/rat, OM vic/vat), H.323 (Polycom, NetMeeting, 
Gnomemeeting), QuickTime, Desktop/Application sharing and Chat on various 
platforms. Recent and ongoing developments include support for MPEG2, MPEG4, 
and SIP-based videoconferencing, shared collaborative environments, and QoS 
over networks. The goal is to support a set of new and essential tools that are 
required for rapid data exchange, and a high level of interactivity in large-scale 
scientific collaborations.  
(c) MPEG: MPEG videoconferencing is one of the higher quality forms of 
videoconferencing. Some systems are PC based with dedicated MPEG video 
cards) MPEG-1, MPEG-2, MPEG-4) for encoding and decoding, while other 
systems are purely hardware-based designs. After a quick handshake and some call 
signaling, the conference is established and both ends begin sending and receiving. 
Streams can be sent at different sizes, ranging from 1.5Mbps up to 15Mbps.  
(d) Session Initiation Protocol (SIP): SIP stands for Session Initiation Protocol, and 
is an Internet Engineering Task Force (IETF) standard (RFC 3261, 2002.) SIP is a 
signaling protocol for establishing calls and conferences over IP networks. The 
session setup, change or tear down is independent of the type of media or 
application that will be used in the call. A session may include almost any type of 
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data: audio and video, and files of any type. SIP may turn out to have an impact as 
significant as the HTTP protocol which is the technology behind web pages that 
allows a single page with clickable links to connect you to text, audio, video, and 
other web pages. SIP has also received rapid adoption as a standard for presence-
based communications--presence means the application's awareness of the 
computers location and availability.  
(e) Motion JPEG (MJPEG): MJPEG is an encoding technique that simply JPEG-
compresses each video frame before transmission. There are several advantages to 
utilizing this technology, as well as disadvantages. The main advantage of MJPEG 
is that JPEG-compression is very cheap to do in hardware and it supports almost 
any size video frame you want to transmit. Moreover, modern high speed CPUs 
are capable of live streaming real-time MJPEG at full (25fps) frame rates. The 
quality of the image will vary greatly based on the speed and quality of the codec 
as well as the availability of bandwidth for transmission. The biggest drawbacks of 
MJPEG are the lack of products that use it and interoperability issues that surround 
a technology that has few adherents.   
2.3.2 Sharing of State 
The objective of “being there”, a principal motivation of CSCW design, essentially 
requires to share the sate of each collaborator. Here, one could arguer that audio and 
video exchange from one another is a main element of sharing the state, but in this 
thesis, this is considered separately to shared-objects category. Hence, the definition of 
shared object is an element that appears same in everybody’s space and a set of shared-
objects define the shared state of a collaboration activity. As explained in a previous 
section, there exist mainly two approaches to managing shared data in groupware 
systems: centralized and replicated.  
Collaboration tools, such as shared whiteboards and group editors, inherently allow 
their internal state to be shared, i.e., accessed and/or modified, by multiple users. The 
size of shared state refers to the amount of shared application data, and depending on 
collaboration semantics, it may range from the entire application state to a small subset. 
Following issues related to shared-state are key design consideration in CSCW systems 
[25]. 
(a) Size of shared state: This is a major reason for mounting the communication 
overhead and administration complexity. The size of shared-state is decided by the 
nature of coupling (close or loose), and size the state to be coupled.  For example, 
the shared-whiteboard artifact may have larger shared space if all the events such 
as symbol placement, toolbar selection, menu selection, etc. are to be shared. On 
the other hand, the sharing of mere symbol changes (addition, deletion and 
modifications) will lead to a smaller state. The size of a single event such as a 
change of a high resolution image will also contribute to the size of the shared 
state significantly.   
(b) Synchronization granularity: Despite the size of the state, if each single event at 
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the source site is required to be shared, the performance burden will mount up. For 
example synchronizing the mouse move events at lowest human perceivable 
granularity may not be required for most of shared-workspaces. Similarly, all the 
event related to an image placement process that might includes a series of 
selection and deselecting steps may cause a significant transmission as well as 
processing burden if all the events to be synchronized. Identifying the most 
appropriate time-domain granularity for each type of event has significant 
performance gains in managing the shared state.  
(c) Persistency: Whether the shared state to transient determines the amount of past 
date to be stored. To put it simple, the number of shared events that should be 
stored in a shared-state without overwriting the buffers matters. Some shared-
states may be transient in that the occurrence of new events overwrites the finite 
size shared state. On the contrary, some shared states pertaining to progressive 
series of activities may require to store the past state in an accumulating state size.  
2.3.3 Access Control 
Proper access control is critical to the successful adaptation of the CSCW 
technology [30]. There are two main goals of employing access controlling CSCW: (a) 
avoiding unauthorized members accessing the system (b) Collaborators should be able 
to work without unauthorized users prying into their interactions, and their physical as 
well as intellectual properties should be protected from unauthorized access. Further 
more, doing so should not incur excessive overhead.  
In the asynchronous paradigm, there is no concurrent interaction among the 
members of the collaborating group so that the issue of access controlling can be 
handled through general methods (e.g. form based authorization in popular web servers, 
use of security keys etc.). Possible concurrent asynchronous access of a certain piece of 
data is viewed here as an issue of consistency control and will be discussed separately to 
this section. On the contrast, synchronous collaboration that involves members 
accessing same information recourse or artifacts concurrently  
(a) User-based access control (UBAC): Traditional approaches of access control 
typically bind user names to a set of data objects through a set of access rights. An 
access control list, for example, associates a set of tuples (S, R) to a given object, 
O, where S is a list of user names, and R is a list of access rights, each of which 
specifies the access right of the corresponding user in S on O. However, an open 
issue is whether traditional approaches are adequate for collaborative systems. 
Effective collaboration is often accomplished by collaborators spontaneously 
reacting to each other’s actions.  
(b) Role-based access control (RBAC): The basic concept of RBAC is that 
permissions are associated with roles, and users are assigned to appropriate roles. 
Roles correspond to job characteristics in an organization and users are given roles 
according to their responsibilities and qualifications. Access authorization on 
objects can then be specified for roles without the need for specifying each user’s 
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access to the objects. Examples of roles in literature include author, commenter, 
principal, and observer. Because roles are assumed to have semantics well 
understood in collaborators’ communities or organizations, the collaboration 
context can be deduced from the participant roles present in collaboration.  
    However, the participants in a collaborative activity should not be restricted to a 
single role, as doing so would limit their contributions. For example, if a user is 
limited to a role of observer in a meeting, the user would/could not express his or 
her ideas at appropriate moments. Hence, facilitating dynamic role behavior would 
be more appropriate for such environments. 
(c) Time-Based access control (TBAC): In TDAC the permission for accessing 
certain object or a set ob objects is controlled by time based scheduling. This 
scheduling could be a rotating access key in equally spaced time slots or a polling 
and locking mechanism such as Round robin. 
(d) Object-based access control (OBAC): In OBAC a certain shared object is 
allocated for a certain user. For example, dividing a shared-board in to multiple 
square segments (objects) and authorizing permission for different users to access 
none overlapping regions is effective than TBAC method. However, identifying 
non-overlapping regions may require complex signaling methods.  
2.3.4 Consistency Control 
Consistency controlling is inherently connected with the shared-state of a 
collaboration artifact through two main functions [31][32], interactivity and data 
integrity. These could be characterized by the following: 
(a) Causality: This is the well known “happening before” relationship between 
sequences of events.  
(b) Simultaneity: Simultaneity is achieved if the occurrence of events is simultaneous 
in all receiving member interfaces. If a certain member perceives an event at time t, 
all other members feel the same event in the neighborhood of time t.  
(c) Instantaneity: Instantaneity is achieved when a certain occurrence of event is 
event appears in other member windows with an unperceivable time separation.  
(d) Concurrency: Concurrency is the issue of handling simultaneous access of same 
shared object from two different places. Concurrency controlling is essential to 
maintain data integrity over the system. 
2.3.5 Collaboration Awareness 
Collaboration awareness refers to information that enables collaborators to know 
what others are doing. The awareness information makes collaboration more efficient 
by allowing participants to avoid the duplication of work and reduce conflicts. 
Providing adequate facilities for the awareness information is essential to effective 
computer supported collaboration, as failing to do so may have users guessing what 
others are doing, leading to wasting their time on unproductive tasks. Awareness is 
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concerned with various aspects of collaboration [33]. In particular, it can provide 
information about participants as well as the progress of work in collaboration. 
Depending on whether the nature of collaboration is synchronous or asynchronous, the 
methods of providing awareness differ significantly. 
Synchronous collaborative systems basically display a list of users in collaboration 
and update the list as the users join or leave the collaboration. In addition this 
concurrent awareness information there may be persistent awareness on the members 
such as their names contact information from their business cards etc. The method of 
awareness is strictly bound with the type of artifact involved in the system. For example 
awareness in multiple video conferencing would be different to awareness provided in a 
shared-board session. The former would provide awareness by displaying each 
member’s video on the screen while the latter would provide awareness by showing the 
shared-board updates at a higher granularity. Moreover, awareness provided through the 
dominant artifact being used at a certain time slot (direct-awareness) would be different 
to the awareness provided by the other artifacts of the system (peripheral-awareness) 
but currently not being used.  Direct-awareness is an integral part of the system 
functionality whereas the peripheral awareness supplements the main collaboration 
work by extra means of information that conveys who is doing what elsewhere. The 
earlier example of the video conferencing and shared board session can be used to 
explain this concept clearly. If the shared-board is the principal activity it is more likely 
that the members involved in this activity have maximized the share-board on their 
screen. In this case, direct-awareness of how other members interact with the shared-
board is more important and this could be provided at various time granularities 
depending on the level of coupling. The peripheral awareness on the other hand 
provided through the means of video is supplementary and could be provided as low 
quality, low-frame rate video.  
2.3.6 Reducing Cognitive Overhead 
In the above section it was discussed that n facilitating collaboration to multiple 
groups of users who have different goals and need to perform a wide range of activities, 
it invariably necessitates a certain degree of customization. In doing so, it is also 
required to reduce the cognitive overload on users by delegating some intelligent task to 
the system. As CSCW systems are scaled up to share a large amount of data or to handle 
a large number of users, reducing cognitive overload on users becomes more and more 
important. A large amount of data can be potentially available to group members, and 
the shared data can frequently change due to updates by group members or external 
sources. Being in collaboration does not necessarily mean that users want to be notified 
of all updates or provided with all the shared data. For example, the subscription to a 
particular news group does not mean that a user is interested in all the posted articles. 
Reducing cognitive load on users by better organizing coordination activity, by filtering 
unnecessary information, and by delivering key information can greatly increase the 
effectiveness of CSCW systems. This reduction of cognitive burden could be achieved 
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by facilitating the following as applied to both synchronous and asynchronous 
collaboration systems. 
(a) Avoiding information deficiency: It is generally acceptable that the individuals 
or groups that collaborate need to remember every bit of information that they 
used in the past activities on the subject as well as similar subjects. Neither, it is 
required to consider the collaborators to totally fresh and get the system to 
replenish every bit of past information to its users once they log in. A good CSCW 
design must facilitate what ever the information required by the user quickly and 
provide an interface to access such information easily. This feature is a main 
design issue in customizing CSCW to its target collaboration process. For example, 
consider a telemedicine system that has an asynchronous interface and containing 
a persistent database of all the patient records related to past collaboration 
activities. Providing a query falsity with multiple keywords would be sufficient to 
search any record quickly, but the cognitive process in accurately inserting the 
keywords is at some considerable cost. In this case, the user might prefer an 
intelligent interface that provides accessible links to the information sought.  
(b) Reduce Information overload: A group of users should ideally be presented only 
with information relevant to their work. Any other information should be “hidden” 
from the group’s view of the system, unless otherwise needed. Blindly presenting 
all the data in the system (such as desktop sharing as a general solution), 
irrespective of the needs of different groups or individuals, would unnecessarily 
overwhelm users and degrade the usefulness of the system for conduct targeted 
collaboration activities. The basic approach to solving the problem of information 
overload is to first evaluate incoming streams of information against users’ needs 
before delivery from a peer system or a server. Then unwanted information may be 
filtered out and/or the information that does reach users may get prioritized 
according to users’ specifications. Many approaches are possible to specifying 
filtering criteria. For example, a user may specify keywords or phrases to look for 
in information contents [34], extract the required profile from emails, disable 
information handling in inactive/hidden windows, user oriented explicit controls 
and controlling by session managers etc.  The amount of information controlled in 
this manner could any form of information that the collaborator interacts 
synchronously and/or asynchronously. For example proper selection of video 
channels to view, muting of unwanted audio channels, displaying only the Region 
of Interest (ROI) of an Image, and writing only required information to a web page 
etc. may be considered as such information. By attending to this issue not only the 
collaborators receive target information but also the system recourses could be 
utilized at maximum efficiency by eliminating the transaction of unwanted 
information.  
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Chapter 3 
 
Design and Implementation of a 
Peer-to-Peer Multimedia 
Collaboration System 
 over the Internet 
To realize telemedicine between Sri Lanka and Japan over the Internet, a novel peer-
to-peer multimedia collaboration system prototype was successfully designed and 
implemented in the Dept. of Information Science of Saga University, Japan. This 
system mainly considered facilitating Pre-observation, and Post-evaluation which had 
been the vital requirement for the medical collaboration activities between the two 
countries. The designed system includes a facility for synchronous sessions to observe 
patient’s face images in real-time and perform discussions on a shared-workspace. 
Additionally, asynchronous file uploading mechanism is integrated into the system to 
overcome some low bandwidth limitations in real-time communication. In this section, 
the design rationally and implementation aspects of this system are discussed in detail. 
3.1 Design Rationale 
3.1.1 Software Architecture of the Designed System 
The architecture of the peer-to-peer collaboration system is as illustrated in Figure 
3-1. Basically this involves transmission of multimedia information between two 
computers connected to the Internet. This involves several software artifacts to 
accommodate multimedia information and delivery of such information over the 
Internet.  
(a) Communication over the Internet: Targeting Internet as the communication 
infrastructure claims a significant importance in this architecture. Unlike dedicated 
networks, general Internet does not allow any QoS guarantee. Hence, it requires to 
device strategies to address heterogeneous network conditions that makes the 
design complex. However, the cost of complexity is not in vain as geographically 
apart heterogeneous groups are facilitated by this design allowing them to perform 
collaboration from any network access point at no running cost. The addition befits 
of using Internet for collaboration are also well understood [1]. 
(b) Facility for Multimedia Conferencing: To conduct medical collaboration 
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multimedia communication in real-time is a must. This requires providing 
interface to use available video sources such as DV camcorders (through 
IEEE1394 high-speed interface), USB cameras, and other capturing boards etc. To 
accommodate sending and receiving of real-time video fames, two artifact on the 
system are essential, hence the requirement for transmit-window and receive-
window shown in Figure 3-1. Additionally, facility for audio input and output are 
also required.  
 
 
Figure 3-1 Software architecture of the collaboration system 
(c) Shared workspace: Other than the multimedia conferencing, it is required to 
perform elaborative discussions related to patient images, problem cases and 
treatment planning. This could be accomplished by having a common workspace 
where collaborators are able to access concurrently. On this shared-workspace it 
could be possible to place still images on the video frames being transmitted, 
images stored in a special shared-folder (SF) in the local hard drives or any other 
information located at a public URL on the Internet. To facilitate this shared-
workspace two artifacts namely, shared-board and shared-web-browser are 
provided. 
(d) Support for late reviewing: Support for late comers and absentees as well as new 
members to easily follow a collaboration session, is also an important 
consideration to be made at the design stage. In this design, support for late comers 
is de-motivated with the assumption that medical collaboration sessions are well-
organized and experts and trainees will participate punctually. However, it is 
reasonably a must to provide some persistent session records for later reviewing, 
thus requiring a session recording functionality to be integrated. 
(e) Software model: It is possible to implement multiple functions using a single 
application as well as to implement multiple functions through an integration of a 
collection of different applications. The former is technically called MASF model 
(Multi-Applications with Single Function model) and the latter is called MFSA 
model (Multi-Functions on Single Application model). Both these models are 
realistic to construct the target collaboration system, but a hybrid model that is a 
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mixture of the above is adopted in this design. For example in the designed system, 
video transmission and receiving is handled by one single application whereas the 
shared-workspace is provided by combining two different applications. Adoption 
of this hybrid model is the convenience in development and also the flexibility in 
adaptation to different situation (e.g. decouple voice quality from video quality, 
shared-board without shared-web-browser etc).  
3.1.2 Choice of Multimedia Codecs 
In the collaboration system to be designed, different coding and decoding 
technologies are required to enable multimedia transmission and reception. At the 
design stage of the system, the need for three compulsory codecs is understood.  
(a) Real-time video codec: Dictated by the requirement of facilitating high-quality 
real-time or quasi real-time delivery of patients’ face images, a Motion-JPEG [21] 
codec is best suitable. As captured images carry patients’ face details, each image 
frame is very important for the surgeons. Moreover, these image frames must 
reach the observer without distortions and be able to travel even through channels 
with bandwidths ranging from low speed links (speeds as low as 20kbps) to high 
speed LANs and WANs. The advantages of using M-JPEG technology are 
discussed in detail in Section 4. 
(b) Real-time audio codec: To enable uninterrupted full duplex voice communication 
facility through a broad range of Internet channels it is required to chose from 
different qualities of voice streams. This design provides multiple codec options 
for voice select from poor qualities to very high qualities. During a collaboration 
session it will be a requirement to reduce voice quality level to give way for video 
transfer and also to enhance the voice quality for audio therapy etc. This system 
essentially supports low-quality GSM audio codec, and many optional high-quality 
MPEG voice codecs.  
(c) Session recording codec: A combined codec to record MJPEG video frames and 
GSM or MPEG quality audio is also required. As multiple streams (in this case 
four streams) are preferred to be stored in one single file,  a novel session codec is 
required to record and playback synchronous sessions. This codec should 
essentially provide flexibility for adding extra multimedia streams such as shared-
board activity and shared-web-browser events in future extensions. 
3.1.3 Choice of Transport Protocols 
(a) TCP for M-JPEG streaming: For applications like telemedicine, an image must 
reach the destination in the same way it appears at the sender’s screen, which is 
more important than the need of receiving an image with minimum possible delay. 
In the literature few techniques can be found in addressing this reliable image 
delivery [35][36]. However, the techniques implementing loss compensation and 
Forward Error correction (FEC- both reactive and preemptive) are not 
transmission efficient at heavy loss conditions. Use of FEC inherently connected 
with extra CPU performance burden and hence introduces some additional latency. 
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TCP on the other hand, is a reliable protocol and promising in heavy loss situations 
as well as low loss conditions. By properly controlling TCP buffers (see Section 4), 
M-JPEG over TCP could be brought close to best effort viewing experience. 
Hence, by adopting TCP, it is able to serve a wide range of network channels to 
provide guaranteed and real-time or quasi-real-time delivery.  
(b) UDP for audio streaming: Maintaining an interactive full-duplex voice has 
paramount importance too. In this case, UDP is more appropriate than TCP, since 
minimum latency is more important than the guaranteed and accurate delivery of 
voice packets. The voice should be compressed to suit the network and be sampled 
in smaller intervals to realize interactivity. 
(c) TCP for transmission of other reliable information: Transmitted data contains 
not only the image data, but also additional important data required to control the 
operations at both sides. Moreover, imagery and non-imagery information related 
to shared-workspace must also to be transmitted reliably. TCP is the only choice 
for these cases.   
3.1.4 Other Provisions to Facilitate Effective Collaboration  
(a) Easy to use: This mainly involves the collaboration system setup and the user 
friendliness of the GUI. The GUI is designed to be user friendly to the surgeons, 
who operate the software. It is generally assumed that the surgeons who use this 
system possess some basic computer skills such as opening and saving files, 
browsing through the hard disk etc. Even if they are capable of elaborate computer 
operations, they should devote attention to diagnose patients, rather than worrying 
about dealing with computer procedures.   
(b) Interactive: For effective real-time collaboration, it is required that the speaker in 
one end is able to deliver some explanation and the listener in the other end is able 
to follow it with interactive feedback at any stage. A shared workspace and an 
image marking facility are implemented to enhance interactivity.  
(c) Wide applicability: The system needs to support a wide heterogeneity of network 
conditions (low bandwidth, firewalls, dynamic IP addresses etc). On the other 
hand, the system could also be used as a general conversation tool besides medical 
collaboration.  
3.2 System Implementation 
The system is developed targeting the windows platform as most of the current 
collaborator population being limited to Windows operating systems.  This development 
has been mainly done in Borland C++ builder version 6.0 development environments 
with additional component and code development in Boland Delphi and Microsoft 
Visual Studio. DirectShow component libraries, Borland C++ builder components and 
Microsoft SDK APIs (e.g. Winsock [37]) have been extensively used for multimedia 
handling, network communication and GUI development.  
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3.2.1 Real-time Image Delivery 
Real-time motion JPEG streaming involves image capturing from the source, image 
compression, transmission and reception over the Internet, decompression and 
displaying on the receivers’ window. Each of those steps involved are described in 
detail in this section. 
• Image capturing 
The main source of information transmitted in medical collaboration is medical 
images. These images are particularly medical images of patients. Besides medical 
images, images of the surgeons’ faces are also involved during conversation. In our 
design, images are captured from a high-quality digital video camcorder through IEEE-
1394 interface. If DV camcorders are not affordable, analog cameras can also be used 
combined with a video capturing device (e.g. USB webcams, ATI wonder capture card).  
All image capturing routings are implemented using Microsoft DirectShow components. 
Functional blocks of image capturing are shown in Figure 3-2. When the system starts, 
default camera assigned by the OS is selected. In the run-time, the user can change the 
imaging device and capture resolution.  
device enumeration
( select  the specified device)
set capture properties
(resolution)
initialize
COM library
enable preview pin;
enable capture pin
initialize DirectShow components
set preview window
RUN
default settings
device index=0
resolution =
360*240
user settings
device index
resolution
set capture window
Capture
capture routing start
Sytem start
STOP
change capture
settings
 
Figure 3-2 Block diagram of image capturing  
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• Image encoding and decoding 
Since the captured images are generally in raw bitmap format, there is a lot of 
redundant information, which can be eliminated by lossless compression. If necessary, 
the size of images can be further reduced using lossy compression methods. In this 
implementation we adopted two different image compression techniques, JPEG as the 
dominant compression format and Motion JPEG as a supplementary compression 
format. JPEG encoding and decoding is realized by using the TJPEGImage component 
built-in to the Borland C++ Builder package. Since the Borland package does not have 
any facility to encode JPEG-2000 format, the source code of JASPER [38] software was 
directly for realizing JPEG-2000 codec. The compression process is as shown in Figure 
3-3. 
 
Figure 3-3 JPEG and JPEG-2000 encoding and decoding 
• Image transmission and reception 
Transmitted information involves both imagery and non-imagery information. These 
data are transmitted through a reliable TCP connection. Two TCP sockets are formed to 
realize a peer-to-peer transmission model as shown in Figure 3-4. Unidirectional data 
transfer is a client server model, where the TCP client transmits data to the server and 
receives ACK information from the server. Socket handling functions are coded in the 
software using Microsoft WINSOCK APIs. A major motivation for using WINSOCK is 
the fact that it is easier to make thread-safe. This peer-to-peer socket model is not 
feasible if the firewall blocks one host or both acting as servers. In such situations, an 
administration server based communication is a priori to socket configuration, as 
discussed in Section 3.2.8.   
TCP client (A)
TCP server (B)
port 11000
TCP server (A)
port 11000
TCP client (B)
Host BHost A
images+ other data
ACK
images+ other data
ACK
 
Figure 3-4 Peer-to-peer socket configuration 
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3.2.2 Interactive Voice Communication and Text Chat 
Interactive full duplex voice communication facility is also as important as the real-
time image delivery. A supplementary but useful textual chat facility is provided to use 
in situations where audio communication fails (e.g. poor audio quality due to network 
congestion, for precise communication such as prescriptions that audio communication 
is not reliable enough etc.). Audio communication facility is implemented the as a 
separate piece of software (IPhone) since voice communication often requires 
independent operations. Since interactive voice flow should not be affected by the 
image data flow, the priority of the voice communication processes has been elevated to 
the real-time state, which is two levels above the priority of the image transmission 
application (in windows system configuration). Voice is captured from the microphone 
in 50ms blocks and encoded to GSM format before transmission. Figure 3-5 illustrates 
the important functional blocks of the voice communication software. In this 
implementation voice compression methodology has been derived from the source code 
of “Speak-freely” [39] application. GSM compressed voice packets are then transmitted 
through a peer-to-peer arrangement of UDP sockets. In order to maintain the real-time 
voice packet flow, delayed voice packets are ignored both at the input queue and the 
output queue. This functionally handled by the queue management blocks in the figure. 
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Figure 3-5 Functional blocks in voice communication  
The functional block tagged as the ‘input queue management’ gives priority to  
newly captured voice blocks for processing and removes outdated blocks that are not 
yet transmitted. This deadline is decided when a rotating 10 block (200ms) buffer is 
overflow. Similarly, at the receiving side also the ‘output queue management’ 
functional block performs accepting or rejection of sound blocks that are stored in the 
rotating output buffer. The length of the output buffer is T (T adjustable and default to 1 
sec) second equivalent and if this buffer goes overflow earliest T/2 sec length of audio 
blocks are deleted allowing the latest to come in. 
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3.2.3 Transmission Modes 
To transport the multimedia information with QoS guarantee as well as network 
effectively, this design involves a combination of synchronous and asynchronous 
transmission strategies.   
• Synchronous transmission 
Synchronous image transmission is necessary for delivering real-time images, real-
time voice and other control information. Additionally, images and documents located 
in the local hard disk or any other public URL are also required to transmit 
synchronously. Showing a patient image in the hard disk or browsing a web page on the 
shared-work space is two examples. Synchronous transmission adopts the frame format 
shown in Figure 3-6. Synchronous transmission mode is indicated by setting the image 
size field to the actual size of the image (i.e. if this value is zero virtual transmission is 
indicated). The name of the image and the image data then follow. The image 
destination sub-field indicates the destination of the image (i.e. receive- window, 
shared-board).  
IFL
(1 Byte)
Image Name
(27 Bytes)
Image
dest.
(1 Byte)
image size
(4 Bytes)
Image Data (optional)
 
Figure 3-6 Format of image information field 
In our design, the data frame and response frames are completely decoupled for 
implementation convenience and for issuing fast response. Hence only the response 
frames are sent in the opposite direction using the back connection of the TCP socket; 
data frames in the opposite direction are sent via another TCP socket. The response 
frame has a simple format as shown in. The ACK field acknowledges the receipt of the 
received data frame. The VT_ID field indicates the most recent virtual transmission 
sequence number received and the HIT/MISS field indicates whether the corresponding 
virtual transmission is a success or failure (virtual transmission is explained in the next 
section). The last field, miss-rate indicates the amount of image frames the receiver is 
losing due to too high transmission rates, and that will be covered in detail in Section 
4.3. 
 ACK
(1 Byte)
VT_ID
(1 Byte)
HIT/MISS
(1 Byte)
miss-rate
(1 Byte)
 
Figure 3-7 Response frame format 
• Asynchronous image transmission 
This mode of transmission is not directly implemented as a function of the software, 
but it is facilitated by configuring the environment of the user computers. Each user 
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machine is configured as a web server using Internet Information Server (IIS) 
configuration in Windows platforms (Windows 2000 and windows XP). A dedicated 
folder “shared-folder (SF)” is configured as a web folder with suitable security profile. 
Any documents can be stored in this folder of the both computers through means such 
as http uploading/downloading, ftp uploading/downloading and email attachments. The 
methods of FTP uploading and downloading are restricted by the firewalls problems due 
to dynamic or local IP address. If both sided could not be explicitly accessed due to 
above network logistics, the only choice is email attachments or using an external 
shared server with global access. 
• Virtual image transmission  
In virtual image transmission no actual image is transmitted; only the name of the 
image is transmitted instead. If the receiving side finds a name-hit, the image stored in 
the Shared-Folder (SF) of the local hard disk can be re-used. Otherwise it requests the 
sender to retransmit the image. This concept is illustrated in Figure 3-8. Firstly, virtual-
transmission is used for reusing images that are once transmitted over the system in a 
particular session. For example, some length of transmitted/received images and all 
shared-board images are stored in the local cache. These images could be reused 
through virtual-transmission if needed for the second time.  Secondly, images already 
stored in the shared-folder (SF) of the hard disk by asynchronous transmission, such as 
large images and other documents such as PPT files, could be used in real-time as if 
they are being transmitted over a very high-speed channel.   
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Figure 3-8 Illustration of transmission strategies 
  Table 3-1 shows how the relevant fields of the transmission frame are changed 
according to the type of transmission method used. In asynchronous transmission, only 
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the name of the image is transmitted setting the image size field value zero. The 
receiving host searches its local storage (cache and specified directory on the hard disk) 
and indicates its state to the sender as shown in Table 3-2. If there is an image hit, the 
HIT/MISS field is set to 1 whereas a miss is set as 0. On receiving the response, the 
sender will retransmit the full image in case of a miss. If there is a hit, the receiver 
reuses the image from the local storage. In image transmission, by setting the image-
size sub-field value to zero, virtual transmission is indicated. In virtual transmission the 
location to search for the image is indicated in the image data field.  
Table 3-1 Selected field values at transmission 
Transmitted data type 
 
image field 
length 
image size image 
name 
image 
data 
No image is transmitted 0 0 - - 
Synchronous 
transmission 
33 y 27 bytes y bytes 
Virtual transmission 33 0 27 bytes - 
     
Table 3-2 Selected field values in the response packet 
Data type of the response 
 
ACK last VT (id) HIT/MISS 
Synchronous transmission at SEQ no p  P+1 0 0 
Virtual transmission at SEQ no j (hit) P+1 j 1 
Virtual transmission at SEQ no j (miss) P+1 j 0 
3.2.4 Data Naming and Storage Policy 
• File naming format 
To enable the image-reusing scenario described above, each document should be 
given a unique and name. In this case, once a document is named, the same name is 
bound to the image in all of its further references. This can be achieved by using a date 
& time stamp based naming format as shown in Figure 3-9. Each document is bound to 
a generating center ID (e.g. SAGA) and a patient or case ID (for documents with 
general involvement ‘000000’ null could be used).  
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Figure 3-9 Image naming format 
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• Data storing policy and cache management 
To realize image reuse effectively, it essentially requires that the images are stored 
in the local storages of both sides. In addition to asynchronous image transmission and 
manual image saving at the receiving site, all the images transactions are temporarily 
cached at both sides as illustrated in Figure 3-10  and Table 3-3.  
 
 
Figure 3-10 Cache storage and permanent storage of images 
Table 3-3 Storage policy and search locations 
Type of information Cache storage policy Permanent storagepolicy
Search location for file
hit or miss
Send images
Saved in send cache
30 images in FIFO
discipline
Saved in a selected folder
by the user
Receive cache   (on
image loop-back)
Receive images
Saved in receive cache
30 images in FIFO
discipline
Saved in a selected folder
by the user
Search location specified
in the image data options
Shared-board images
All images are saved in
the shared-board cache
Saved in a selected sub-
folder by the user
(within the folder SB)
Search location specified
in the image data options
asynchronous images none
All files are saved in a
selected sub-folder within
the folders SB or WEB
none
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3.2.5 Shared Board  
The shared-board is a key feature for interactive discussions. Both participants can 
place images on the shared board, place new symbols, and annotate the symbols. This 
interactivity is illustrated in Figure 3-11.  
 
Figure 3-11 User interaction with the shared board 
• Images and Symbol manipulation and transmission 
As long as the image in the shared-board is unchanged, only the annotations are 
transmitted. When the image on the shared-board is updated, it will be transmitted only 
if the probe for image reuse is negatively acknowledged. The symbols (markers) are 
transmitted in the symbol information block as illustrated in Figure 3-12. If the 
transmitted data frame contains a symbol, SFL is set to the length of the symbol 
information block where as SFL is set to zero when there are no symbols. The meaning 
of the each field is covered in detail in the Appendix C. 
SFL
(1 Byte)
symbol
type
(1 Byte)
Symbol
code
(1 Byte)
Symbol
ID
(1 Byte)
Symbol
control
(1 Byte)
symbol
position
(X)
(2 Bytes)
symbol
position
(Y)
(2 Bytes)
Pen color
(1 Byte)
Pen width
(1 Byte)
Brush
color
(1 Byte)
extra parameters (optional)
 
Figure 3-12 Symbol information data format 
• Shared-board synchronization and awareness 
The process of synchronizing each and every step of placing a symbol creates an 
unnecessary network overhead. For example, placing a symbol on the sending image at 
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some position may be preceded by a sequence of changes to its position and color, 
which involves several steps. Not all of these steps are really necessary to synchronize 
the shared-boards, but only the final item and location is sufficient. This especially 
makes sense when the network speed is very low. 
The notification delay of updating the shared-board (i.e. the time duration between 
one party updating the shared-board and reception of an indication that the shared-board 
at the other end has been updated accordingly) can lead to a lot of misinterpretations in 
placing images and symbols. This design has adopted a simple technique to indicate the 
point of synchronization using different textures for the symbols and images. Once the 
shared-board is synchronized, it can be identified by the change in the texture of the 
item. This enables the users to have an understanding whether the other party has seen 
the updated symbols yet, and to proceed with the communication accordingly.  
To avoid occurrence of interlocks and collisions in the process of accessing the 
shared- board objects, a key arbitration mechanism is used to control the access 
permission to the users. It is always required to hold the access key to modify existing 
symbols. However, placing of new symbols is freely possible. Changing of the shared-
board background is only possible after locking the shared board completely.  
3.2.6 Shared Web Browser 
Web browsing is a feature provided for shared access of a URL resource. This 
resource pointed by a unique URL address can be a document in A’s shared-folder, 
document in B’s shared-folder or any other document in the Internet. Either user A or 
user B can access an URL address and synchronize with the web-browser at the remote 
end. Figure 3-13 illustrates the functionality of the shared-web-browser artifact. The 
synchronization process is simply the transmission of the URL address to the other side. 
To explain this scenario, A1, B1 be two URLs pointing documents in A’s and B’s 
shared-folder respectively. Let O1 be another document anywhere on the Internet. 
Generally, the data in the shared-folder is synchronized by asynchronous methods and it 
is mostly probable that the duplicates of A1 and B1 reside in the other end as A1B and 
B1A. On URL synchronization request the copy can be used if exists, otherwise a direct 
HTTP or GET method is called to the global URL address given.   
 
Figure 3-13 Web-browser implementation architecture 
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3.2.7 Session Recording 
The purpose of session recording is to give the late reviewers to experience the 
actual session to the maximum possible. Hence, recording of real-time audio and video 
with the shared workspace activity is essential. In this case, the multimedia component 
from both sides must be recorded with their time preserved. The session recorder takes 
the timestamp of each multimedia block as perceived by the receiver to generate timing 
of the recording. 
The MJPEG codec [40] for session recording is a custom design to accommodated 
multimedia formats used in this system as illustrated in Figure 3-14. Hence, the 
recorded Motion Jpeg clip with the proposed extension (*.mjg) is a custom file that 
requires the exact codec for playback. However, for compatibility a transcoder for 
MPEG-4 format has also been designed and the resulting files could be played using 
commonly available multimedia players such as Windows Media Player. As current 
MPEG-4 format does not provide a flexible multi streaming facility, it is not 
straightforwardly possible to transcode the multiple streams separately. Thus, the 
trancoded output is forced to have only one video stream in which all the sub-streams 
are embedded.  
 
Figure 3-14  Outline of the collaboration session recording 
3.2.8 Overcoming Practical Problems due to Network Logistics 
Besides the implementation details covered so far, there are several practical 
problems arose due to different network logistics. These problems arose due to 
independent or combined influence of following issues: 
(a) Dynamic IP address:  When the IP is not fixed (static IP), different IP’s are 
assigned after a computer restarts. In the client server scenario, this is imprested as 
a problem where the server IP is not permanent and client is required to know it in 
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order to connect to the server. The solution is straight forward that the client can 
refer to an external administration server who knows the server IP.     
(b) Firewalls: The serious problem is the firewalls that inhibit accessing a computer 
from outside on security reasons. The firewalls can be simply a set of access rules 
operating on a global IP framework or a local IP address framework that associates 
NAT (Network address translation) servers. Generally, most firewalls stick to the 
rule that all the outgoing ports are permitted and their corresponding backward 
sockets are also made available once forward connection is established [41]. Some 
firewalls only open few authorized ports such as http (port 80) and https (port 443) 
in which cases a web based approach is required to communicate between the 
external worlds 
• Reconfigurable socket model 
In the peer-to-peer collaboration system design, the issues on network logistics is 
handled by initially configuring the sockets as shown in Figure 3-15. The figure 
illustrates the socket configuration for two cases, namely (a) no firewall and (b) one-
sided firewall.  Both sided firewall situation cannot be supported without the support 
of an external server. This socket configuration is done at the application startup 
process identifying the nature of the firewall. 
 
Figure 3-15 Socket configuration to get through firewalls 
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3.2.9 Server-Based Design 
 
Figure 3-16 Server based communication architecture 
 
Figure 3-17 Server-based signaling pipeline  
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In order to keep the connection establishment phase simple, we have designed a 
connection client “Telemed Explorer” that communicates with a server for exchanging 
IP address information. The server is located at a globally accessible location with a 
fixed URL address. By using the server based method it is possible to keep the IP 
address information transparent to the user and also to cater for firewall situations 
through server based forwarding.  Figure 3-16 illustrates the server based 
communication architecture and Figure 3-17 illustrates the connection management task 
pipeline. Initially the connection establishment phase is a series of signaling messages 
forwarded through the server. Subsequent port scan report enables the server to judge 
whether server forwarding is required [42].  
 
3.3 GUI Snapshots of the Peer-to-Peer System  
Few GUI snapshots of the peer-to-peer system are appearing below to give a brief 
understanding as to how the system is used in practice.  Figure 3-18 illustrates the initial 
messenger for contacting the participant for multimedia conferencing. After selecting 
the partner to communicate from the list, the administration server detects the firewall 
behavior and instructs the two end hosts to connect appropriately.  
 
Figure 3-18 Telemed Explorer – the messenger for contacting collaborative partner 
 
Figure 3-19 Snapshot of IPhone: the artifact for peer to peer voice communication 
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After success full socket connection establishment through peer-to-peer access or 
server-based access, the IPhone application is started automatically, as shown in Figure 
3-19. The uses can initially talk to each other and start the image transmission 
application when they are ready with the video equipment setup.  Figure 3-20 illustrates 
the GUI snapshot of the image transmission artifact.  
 
Figure 3-20 ImageTrans application with the default GUI 
After each image is transmitted, it appears on the transmit-window (Figure 3-21). 
Image transmission can be temporally halted using the “Stop/Continue” control on the 
pop-up window. Moreover, images being transmitted can be saved to the hard disk, and 
sent to shared-board and marked with symbols. In addition to real-time image 
transmission, images stored in the hard disk can also be transmitted by loading onto the 
transmit-window. 
 
Figure 3-21 Snap-shot of the transmit-window, with pop-up menu invoked 
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The received images are displayed on the receive-window (Figure 3-22). These 
images can be looped-back to the sender, placed on the shared-board or saved onto the 
hard disk when necessary.  
 
Figure 3-22 Snap-shot of receive-window, with pop-up menu invoked 
Images can be placed on the shared- board by several methods. Images on had-disk, 
transmit-window, receive-window, or shared-web-browser can be placed on the shared 
board.   Figure 3-23 illustrates the use of the tool-palette to mark symbols on the shared-
board for interactive discussions. 
 
 
Figure 3-23 Using symbols on the shared-board                        
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Chapter 4 
 
Application-Level Adaptive Motion 
Jpeg Transmissions Algorithm for 
Real-time Streaming 
Providing QoS requirements in a bandwidth-restricted environment is a demanding 
but technically challenging issue. In addition to efficient data handling in the network, 
realizing of strict application QoS requirements is necessary in answering this problem. 
Exploiting the tradeoff between image-quality and frame-rate based on user’s utility is a 
very attractive means in adapting to varying channel bandwidth. For example, medical 
collaboration essentially requires good image quality, but can be resilient to a low image 
frame-rate in certain cases. On the other hand, there may be situations that require a 
stable and high frame-rate for delivering real-time live video, but may not be very much 
concerned on the fluctuations in image quality.   
Real-time video is the most significant form of multimedia communication. While 
delivering the information in imagery form to the user, video communication consumes 
most of the available channel bandwidth, considerable amount of CPU power and 
memory. Moreover, it can adversely affect the other traffic flowing in the channel, if not 
well controlled. Hence, transmission of quality video within the resource budget while 
being friendly to the other form of traffic is a non trivial issue. Addressing this issue 
involves the selection of video compression technique, method of transmission and 
adaptive control strategies to match the image parameters to the link bandwidth and 
being friendly to other traffic. This section presents in detail an application-level 
adaptive algorithm for real-time motion-JPEG streaming, which is adopted in the peer-
to-peer collaboration system design.  
4.1 Motion Jpeg over TCP 
4.1.1 M-JPEG Potential for Real-Time Video Streaming 
Motion-JPEG is an immerging form of video in multimedia communication [29]. It 
is different to the conventional forms of video compression technologies such as 
MPEG-1, H.261/H.263, etc., that it involves a stream of independently compressed 
JPEG images instead of continuous video streams. M-JPEG is especially good in 
situations, where it is required to adjust the image size, quality and frame rate to suit a 
given network channel or user desires. Others have stringent requirements to be 
complied with BW, CPU speed and external device support. Motion JPEG can be 
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operated using a given bandwidth using a general speed computer with optional external 
hardware support. M-JPEG has the following advantages over conventional streaming 
[22]: 
(a) M-JPEG does not impose stringent requirements on network bandwidth. The 
frame-size, compression-quality, and frame-rate of M-JPEG images can be 
controlled flexibly to suit a given network capacity. Hence, M-JPEG is the choice 
of applications like maxillofacial telemedicine, which require high quality images 
frames at an acceptable frame-rate allowed by the channel. 
(b) Due to the inherent frame independent nature, M-JPEG does not impose any 
stringent requirement of the CPU power as well. Hence, it is very handy for 
software based generation of real-time video at different frame rates depending on 
the CPU performance. As JPEG compression is not as time taking as other popular 
encoding techniques such as MPEG, DV quality (720pix*480pix*24bit) full 
motion (30 fps) M-JPEG can be realized by the high performance PC available 
nowadays. 
(c) Due the interface independence, M-JPEG can be transmitted as independent blocks 
over a packet switching network. This enables M-JPEG to be transmitted over 
Transmission Control Protocol (TCP) to cater for applications that entertains 
reliable as well as real-time or quasi real-time video delivery.  
(d) If the image frame-size could be reduced to a limited number of MTU of the 
transmitting channel (e.g. few multiples of 1500 Bytes for current Ethernet based 
systems), then the transmission could be successfully realized over best effort 
transport maintaining strict real-time deadlines as well. This provision motivates 
the newly emerging high-gain compression techniques such as JPEG-2000. 
(e) Adoption of motion JPEG eases the timing synchronization with continuous audio. 
This flexibility allows M-JPEG to be transmitted at different frame rates while 
allowing continuous audio to be transmitted separately and synchronized perfectly 
at the receiver. 
(f) Moreover, M-JPEG is very convenient to implement efficient video editing with 
dropping and inserting of video frames and audio blocks. This flexibility provides 
a conducing environment for using MJPEG for session recording as well, 
combining multiple different images, audio and other event streams on the 
collaboration workspace. 
4.1.2 Use of TCP for Transporting M-JPEG 
The selection of transport protocol for multimedia transmission is another important 
aspect. It is generally, accepted that UDP is more suitable for real-time streaming than 
the use of TCP since TCP cannot provide the timeliness requirements multimedia 
streams in most cases. In 4.1.1, the provisions of M-Jpeg for transport over TCP are 
pointed out. There are several other issues which favor the use of TCP for video 
streaming [43] [44] as shown below: 
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(a) TCP is reliable; therefore, it is ideal for applications that prefer reliable quasi real-
time image delivery to real-time smooth deliver.  
(b) TCP implements an inherent congestion control mechanisms to react to network 
congestion. Therefore, the application need not be responsible in congestion 
controlling and fairness issues to other traffic. 
(c) Although, TCP is labeled as a slow protocol to handle multimedia, TCP can be 
tuned to transport M-JPEG effectively through both high speed and low speed 
channels. The emerging high-speed TCP versions will handle this more efficiently 
through high-speed channels. Moreover, M-JPEG over TCP is the only choice 
currently available for real-time transmission of high quality images over ultra low 
bandwidth channels.  
4.2 An Outline of Application Level Adaptive Controlling 
Although TCP has an inbuilt algorithm for error handling and congestion control, 
there are several application level aspects, which are not considered by TCP [22]. (e.g. 
sender side CPU and memory usage, whether receiver application receives the data 
correctly, etc.). Such controlling can be attended from the sender and receiver peer 
applications that use TCP. In fact, the application level controlling issues are commonly 
applicable for both TCP and other non-TCP transport protocols. The different is that the 
non-TCP protocols must implement their own built-in mechanisms for congestion 
control and error handling. In this thesis, the application layer control algorithms are 
discussed only for TCP. 
4.2.1 Objectives of Application Level M-JPEG Streaming 
The application level adaptive delivery mechanism used in this system overcomes 
several potential technical problems in M-JPEG streaming. It involves the controlling of 
the image transmission parameters automatically, according to the variations in 
available channel bandwidth, sender side CPU power usage and receiver’s ability to 
correctly receive the images. The objective of application level adaptive M-Jpeg 
steraming is as discussed below. 
•  Be adaptive to the network bandwidth: It is required to set the transmission rate 
(Bytes/sec) according to the variations in the available bandwidth. This can be done by 
changing the image frame size, compression-quality and number of frames per second. 
It is also required to sense the network congestion via the interface. Theses kind of 
application semantics must be handled by application layer of the system at both 
sending and receiving hosts. 
• Maximize the goodput and ensure real-time delivery: When TCP is used as a 
transport mechanism to handle real-time multimedia, extreme care has to be taken to 
ensure the following:  
(a) Synchronize the image capturing and image transmission in order to transmit at the 
maximum possible rate while maintaining the real time nature as much as possible. 
This requires to understand the buffer availability at the transmission side, and to 
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control the ingress of new mage frames appropriately.  
(b) Ensure that the receiver can decode all the image frames transmitted by the sender. 
Though TCP is a reliable transport mechanism, it does not extend its reliability 
guarantee up to the destination application. This means some packets may not read 
correctly by the application due to problem like CPU overloading and improper 
use of process threads. Further, though the receiver application can read the data 
completely, they may be problems at frame decoding stage (identify header etc). In 
that case, the whole frame of data will be useless until the next sync header is 
captured by the application thus resulting decline in the goodput. Therefore, it is 
essential to establish application level negotiation on top of TCP delivery.     
• Prevent CPU overloading: CPU power is heavily consumed for capturing images 
from the camera and for subsequent compression. Therefore, with the image 
transmission rate, the CPU power consumption will increase monotonically, and 
ultimately deciding the maximum possible rate when the CPU reaches 100% usage. 
Running the CPU at fullest capacity is not stable and additionally, the sending PC may 
hardly responds to other applications at this stage. Therefore, it is essential to limit the 
CPU power that can be used for the image transmission application so that application 
software itself is stable and some CPU power will be available for background and 
secondary applications (e. g. For voice communication, some word processing activity). 
• Balancing of bi-directional frame rates: When it comes to bi-directional image 
transmission and reception, equal transmission rates will be always required (given that 
the maximum rate is bottleneck at CPU power, not by the channel capacity). In general, 
what happens is that sender with the larger CPU power will overwhelm the receiver and 
the sending rate in the opposite direction will be reduced. To maintain equal image 
frame rates, a rate balancing correction must be added for the controlling algorithm at 
both sides.  
4.2.2 Monitoring Parameters 
Following parameters are subject to continuous monitoring in implementing the 
adaptive controlling algorithm. 
(a) CPU usage: Percentage CPU usage can be polled periodically by accessing the 
appropriate memory register (or registers for multiple CPU boards). A predefined 
upper bound for CPU usage restricts the maximum image frame-rate for a given 
frame-size.  
(b) Available channel capacity: Knowledge of the available channel capacity is 
essential for determining the suitable frame-rate and quality for M-JPEG streaming. 
This knowledge is obtained either implicitly or explicitly from the status 
information from the underlying transport protocol. For example, TCP provides 
this information by issuing error status when its transmission queue is full, and 
returns a message to the application with the identifier FD_WRITE, when there is 
space available in the transmission queue.  
(c) Receiver status: Receiver status can be interpreted differently for reliable and 
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non-reliable transport. For reliable transport, the receiver performance must be 
checked by monitoring the sequence numbers of the correctly received image 
frames. For non-reliable transport, in addition to the above information, signal to 
noise ratio of the images must also be considered [36]. In our implementation, the 
receiver sends the frame miss_rate (number of images not correctly received 
during the last one second period) as feedback from the receiver. 
(d) Opposite sending rate: The opposite sending rate (OSR) is the frame-rate in the 
opposite direction. This is obtained by tracking the receiving sequence numbers or 
by the feedback received from the source.  
4.2.3 Controlling Parameters 
• Image-size: The physical dimension of the captured image (in pixels) is expressed as 
the size of the image. From a modern DV camcorder any arbitrary image size 
(maximally bounded to 720*480) can be captured. For implementation convenience, the 
designed system uses four image sizes i.e. (1) large: 720*480, (2) normal: 360*240, (3) 
small: 180*120, and (4) mini: 90*60.   
• Image-quality: Figure 4-1 illustrates the relationship among the image-size, 
compression-quality, and frame-size. Through heuristic observations, it can be 
concluded that the reduction of JPEG compression quality below 20% drastically 
deteriorates the image-quality, but reduces the file size very trivially (region B). On the 
other hand, increasing the compression quality beyond 80% drastically increases the file 
size, but the quality improvement is very trivial (region C). Hence, the compression 
quality is varied only in the operating region (A). 
 
Figure 4-1 JPEG image-size vs. compression-quality 
• Frame-rate: The number of frames per second is upper-bounded by the CPU power 
availability, by the channel bandwidth, and/or by the receiver performance.  
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4.3 Adaptive MJPEG Streaming Algorithm 
In this section, implementation aspects of the application level control algorithm are 
presented in detail. This algorithm is practically implemented in the Windows operating 
system environment, but the basic argument applies to non-Windows systems as well. 
For optimal operation, the application level controlling requires TCP to be properly 
tuned to yield the maximum throughput. The TCP enhancements: (a) TCP high-
performance extensions (RFC-1323) [45], (b) TCP SACK option (RFC-2018) [46], (c) 
Path MTU discovery (RFC1191) [47] are assumed to enabled in the TCP stack for 
optimum performance. 
4.3.1 Control Model and Notations 
The simplified application level control model is illustrated in Figure 4-2. The 
decision logic makes use of the monitoring parameters and outputs the appropriate 
controlling parameters for adaptive M-JPEG streaming.   
 
Figure 4-2 Simplified adaptive control model 
In discussing the adaptive rate controlling algorithm, following notations are used: 
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4.3.2 Image Transmission 
Image transmission can be implemented in two modes, stop-and-wait and continuous. 
The stop-and-wait controls the flow at the granularity of packets where as the 
continuous transmission mode does it at the granularity of the TCP segments.   In stop-
and-wait flow control images are sent only when the ACK for the previous image is 
received. An interesting feature of this method of flow control is that it is self-clocking. 
Images are sent at a rate of the arriving ACKs. The faster the response of ACKs, the 
faster the image transmission rate is. Hence, this method adaptively maintains the image 
rate to suit the receiver’s receiving conditions. On the other hand the continuous 
transmission method transmits the images without considering the pending 
acknowledgements, but with an idea of link bandwidth that is sensed by TCP buffer 
availability. Figure 4-3 illustrates the stop-and-wait transmission on the left and 
continuous transmission on the left. 
 
Figure 4-3 Stop-and-wait and continuous image transmission 
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Figure 4-4 Image transmission algorithm 
In continuous transmission, transmission of each image is triggered by elapse of a 
timer (Figure 4-4). The time at which this timer to be elapsed is determined by the 
current frame-rate and network channel availability. The channel bandwidth can be 
inferred from the availability of transmission buffer of the sending TCP socket. 
Unavailability of buffer for a transmission attempt (judged from the success or failure of 
the transmit request to the socket API) indicates that the transmission pipe is full. In this 
case, the application waits until the buffer availability is notified by the FD_WRITE 
event as explained a later section. Based on the total time taken for the current 
transmission cycle time, the next point of trigger is determined. 
4.3.3 Image Reception and Sending Feedback 
Image reception operation at the receiver is comparatively simple. The receiving 
TCP socket drivers returns a message with the identifier FD_READ, when new data is 
available for reading. The receiving process, after detecting the header, reads the 
number of bytes required to complete the current image. For each received image the 
receiver sends feedback indicating receiving status. This process will cycle for each new 
image.       
The receiving application sends feed back information to the sending application 
indicating two parameters: (1) Opposite sending rate (OSR), (2) Image miss-rate. OSR 
is the sending image frame rate of the receiver through the backward channel. Image 
miss-rate indicates the number of image frames the receiver could not correctly decoded 
due to its problem in receiving performance. The receiver sends feedback packets to the 
source in each one second periodically using the format shown in Figure 4-5. 
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Opposite sending rate (OSR)
(1 Byte) 
miss-rate
(1 Byte)
 
Figure 4-5 Feedback packet format 
The OSR value is the image-sending rate in the opposite direction. If the receiver is 
not transmitting images in the opposite direction OSR is set to 255. Otherwise, the 
actual sending arte is recorded in the OSR field. The vale miss_rate is calculated 
considering the CPU usage at the receiver and the gaps in the sequence numbers in the 
received images. If the CPU power is greater than a set value (usually 90%) miss_rate 
will be set to one. If the receiver does not received correctly received some image 
frames during the last one-second period, then the miss_rate is set to the number of lost 
images. Otherwise, miss_rate is set to zero. 
4.3.4 Adaptation Basics 
The control algorithm for adaptive M-JPEG streaming involves basically two forms 
of adaptation: (1) adaptation to end-host performance and (2) adaptation to the available 
channel capacity. The former type of adaptation is performed by changing the image 
frame-rate according the CPU usage at the sender and the performance at the receiver. 
Controlling of the image-quality has little impact in adapting to the end-host limitations. 
Based on the user’s utility, the latter type of adaptation operates in one of the two 
control modes: (1) rate–adaptive and (2) quality-adaptive. In rate-adaptive mode of 
control, the image-quality is kept constant while the frame-rate is adaptively changed. In 
the quality-adaptive mode of control, the frame-rate is kept constant while the image-
quality is adaptively changed.  
• Buffer management 
In Windows NT and Windows 2000, the transport protocols do not talk to the 
applications directly, but through a general API called transport interface driver (TID). 
In this case, the transmit buffer (also referred as tx_buffer occasionally) must be large 
enough to accommodate a JPEG frame completely. Otherwise, the Winsock drivers will 
transmit the image frame partly, requiring the application to take care of the rest [48]. 
On the other hand, if the transmit buffer is too large; several images will fit into the 
buffer and will stay longer before transmission. In order to preserve real-time delivery 
(for non-blocking TCP sockets), the send buffer in TID is set according to the following 
algorithm: 
          
if ( ) ( ( 1) )  
    then set ( 0.5)
tx_buffer n imageSize or tx_buffer n imageSize
tx_buffer n imageSize
< × > + ×= + ×  (4-1) 
The condition of Eqn. (4-1) assures that the tx_buffer size is always higher than the 
number of frames that could be accommodated in the channel, but not higher than its 
successor. 
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• Adaptation to end host performance 
CPU usage at the sending host is polled periodically at every second and compared 
with a pre-set upper bound value (In our implementation we have defined the upper 
bound of CPU usage as 90%). The receiver feedback, miss-rate and OSR are also used 
to estimate the sending rate.  When the CPU usage rises above the upper bound the 
frame rate is decremented by one frames/sec. 
                    1).,1r(r90Ps −=′> maxsetif  (4-2) 
On receiving the feedback from the receiver, the value miss_rate is used to adjust the 
frame rate as follows: 
                   1).,miss_rater(r −=′ maxset  (4-3) 
The sender implements the balancing correction as: 
                  OSRr1)OSR(r =′+> setif  (4-4) 
Finally, the timer interval is calculated as: 
                    0 TTt ′−=  (4-5) 
4.3.5 Rate-Adaptive Control 
In this case, the user sets the compression-quality and frame-size to desired values 
(e.g., c =50 and s= 1, i.e., 720*480 pix). Using the algorithm shown below, the value t0 
varies depending on the time taken for image preparation and transmission. If TID 
buffer overflows, the transmission process is delayed until buffer becomes available. 
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A safety margin of at least δ=5ms is essential for t0 to absorb potential instabilities 
in a multi-process environment. The rate decrease is immediate, but the rate increase 
occurs only after a stable period of at least one-second.   
 
4.3.6 Quality-Adaptive Control 
In this case, the user sets the desired frame-rate and let the system adapt to the 
channel variation by controlling the compression-quality and frame-size. The quality-
adaptation algorithm executes the following code similar to the rate-adaptive case. 
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Increasing and decreasing the image compression-quality is carried out according to 
the behavior of JPEG file-size with frame-size and quality as illustrated in Figure 4-6.  
The JPEG images pertaining to two-frame sizes at different compression-quality levels 
are shown in Figure 4-7 and Figure 4-8. It is interesting to observe that the file-size is 
virtually continuous with the frame-size when compression-quality lies within the 
operating range. The following code describes the compression-quality adjustment 
procedure. As a correction for curve nonliterary, the increment or decrement of 
compression-quality is calculated based on the current value. 
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Figure 4-6 JPEG image-size vs. frame-size and quality 
 
Figure 4-7 JPEG at different compression qualities (180 pix X 120 pix) 
 
Figure 4-8  JPEG at different compression qualities (360 pix X 240 pix) 
57 
4.4 Experimental Results 
Some experimental results that verify the adaptive Motion-Jpeg streaming algorithm 
are shown below. A detailed version of the computer and network performance of the 
designed collaboration system is available in [49].  
4.4.1 Adapting to CPU Power Availability 
Experiments conducted by limiting the CPU power to 90% (Figure 4-9) produced an 
average frame rate of 10fps of 360*240 pix images at 1.1GHz Pentium III CPU. This 
saved approximately 10% of CPU power allowing the GUI operations (on Microsoft 
Windows platforms) to take place without problems. The method without this CPU 
correction, though achieved a similar frame-rate, almost freezes the mouse pointer and 
blocked user operations. 
 
Figure 4-9 Effect of CPU usage correction 
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4.4.2 Rate Balancing Correction 
Using the balancing and receiver performance correction, our rate adaptation 
algorithm could maintain equal bi-directional frame-rates as shown in Figure 4-10 
(Between two CPUs at 1.1GHz and 2.2 GHz). 
 
Figure 4-10 Equal bi-directional rates  
4.4.3 Rate-Adaptive Streaming 
In order to evaluate the rate adaptive performance, images were transmitted using a 
PC with dual 2.2GHz CPU, over ADSL (downlink 1.5Mbps) channel. During the image 
transmission, 660KB and 2.6MB files were transmitted through FTP to throttle the 
channel.  Figure 4-11 illustrates this rate-adaptation over the varying channel bandwidth.    
 
Figure 4-11 Illustration of rate adaptation 
4.4.4 Quality-Adaptive Streaming 
Fig. 8 illustrates quality-adaptation of M-JPEG over a varying bandwidth channel. 
The transmission environment was similar to that of Figure 4-12. A data file (660KB) 
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was sent by FTP to throttle the link, during the image transmission. It can be seen that 
the image compression-quality decreases and ultimately switch the frame-size to 
maintain the set rate. Once the bandwidth is available the frame-size is re-switched. The 
sudden switchover of compression-quality corresponds to this frame-size switching.  
 
Figure 4-12 Illustration of quality adaptation 
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Chapter 5 
 
A System for International 
Telemedicine through Integrated 
Synchronous/Asynchronous 
Collaboration 
In view of realizing the telemedicine goals in the broad-sense of international 
telemedicine, a novel system has been designed. This designed system essentially 
provides a fully integrated system with necessary software artifacts to conduct 
collaborative activities effectively in both synchronous and asynchronous collaboration 
domains.  
5.1 An Overview of the Designed Group Collaboration System 
5.1.1 Design Goals 
Combining the goals of the peer-to-peer telemedicine system, the followings are the 
major telemedicine goals to be realized using the designed system: 
(a) Pre-observation: Specialists in donor countries, who plan to go to recipient 
countries for teaching through surgeries and other training programs, can get 
accustomed to the situation (patients, instruments available etc.) in the recipient 
country, enabling proper planning before leaving to recipient countries. 
(b)  Post-observation: After returning to the home country having completed the 
mission, the medical experts can observe the patients operated and prescribe 
necessary treatment and advice, remotely. 
(c) Trainee evaluation and remote lecturing: The trainees in recipient countries can 
present their performance to the experts through PowerPoint presentations, video 
recording and showing actual patients they operated. On the other hand, the 
experts can arrange Internet training sessions in a regular basis for trainee 
evaluation and thereby assure sustainable and quality clinical output in the 
recipient countries. 
(d)  Remote medical expert services: The surgeons in recipient countries are able to 
acquire expert services to solve problems in exigency situations. The experts can 
offer their service from convenient locations at convenient times due to the 
integrated framework.  
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(e) Social relationship development: Besides the medical collaboration activities, 
this collaboration system will be immensely helpful to build up personal 
acquaintance and relationships, leading to an environment with high-spirited 
groups motivated for development of health of the global community. 
5.1.2 Features of the System 
In view of realizing the above telemedicine goals, the newly designed group 
collaboration system provides number of unique functional features that were not 
available in the former peer-to-peer system. The whole set of features contributed by the 
novel collaboration system prototype for international telemedicine are as follows: 
(a) It is a fully functional collaboration environment that facilitates an enhanced 
interaction between synchronous and asynchronous collaboration paradigms in a 
network efficient way through persistent information sharing.  
(b) The system integrates transmission strategies capable of adapting from 
narrowband to broadband access channels while preserving high-quality real-time 
image delivery, which is absolutely necessary for discussing maxillofacial cases.  
(c) The synchronous collaboration system provides a set of integrated functions such 
as real-time audio and video rendering, shared-board, graphically pointing on the 
patient’s images, shared web-browser and collaboration session recording to 
accomplish a versatile online collaborative environment. 
(d) The asynchronous collaboration system permits both activity centric and object 
centric access, enabling collaborating partners to upload, annotate and browse the 
collaboration objects effectively and efficiently. 
(e) While practically realizing network efficient delivery through an application level 
multicast overlay, our system provides ubiquitous connectivity to the synchronous 
group members overcoming most problems in dynamic IP addresses, existence of 
firewalls and local web proxies. 
5.1.3 Design Architecture 
The designed collaboration system is essentially a distributed system, as shown in 
Figure 5-1, where web application servers and application level multicast servers 
(ALM) are connected over an ALM overlay network. The distributed architecture 
enables collaborative groups connected through heterogeneous network channels to 
experience virtually high network access speeds, both synchronously and 
asynchronously. 
 In this architecture, to overcome bandwidth scarcity and high latency, each 
geographically separated group (currently each country is considered as one group) is 
assigned a pair of persistent servers (not mandatory) for accessing asynchronous 
database and for handling multicasting. A central administration server is used to 
establish a lightweight signaling mechanism for all clients and servers to support overall 
collaboration by performing membership management, providing awareness and 
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dynamic configuration of multicast overlays etc. Each client can join a synchronous 
session associated with real-time multimedia or can connect to the system database 
asynchronously. Thus, experts and recipients are provided an interactive collaborative 
environment in both synchronous and asynchronous domains with persistent data 
sharing. Web application servers host persistent database and also implements access 
and annotation methods to the database over a web based interface. The local clients 
access their web application server through fairly high speed links while the subsequent 
database synchronization with other servers is carried out over the ALM facility. 
 
Figure 5-1 Distributed server architecture of the integrated collaboration system 
 
5.2 Synchronous Collaboration System 
5.2.1 Synchronous Collaboration System Architecture 
The architecture of the synchronous collaboration system is illustrated in Figure 5-2. 
In this architecture, to overcome bandwidth scarcity and high latency, each 
geographically separated group is assigned a store and forward server for handling 
multicasting. A central administration server is positioned at a globally accessible 
network point (essentially through web based access) and it communicated through 
lightweight signaling mechanism with  all clients and servers to support overall 
collaboration by performing membership management, providing awareness and 
dynamic configuration of multicast overlays etc.  
Each client can join a synchronous session by coupling through a set of artifacts as 
shown in the figure below. A synchronous client handles multimedia information 
through audio/video transceiver facility and a through a shared workspace.  Internet 
connectivity provides access to the network-nearest multicast server as well as to 
preferred public URLs. In case of two collaborating members, the configuration is 
reduced to a simple peer to peer communication model bypassing the forwarding 
servers.  
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Figure 5-2 Synchronous collaboration system architecture 
In synchronous collaboration full-duplex real-time images (Motion JPEG) and voice 
(GSM/MP3) can be transmitted. Additionally a shared workspace is provided through 
two collaboration artifacts; a shared-board for interactive discussions using illustrative 
markers and a shared-web-browser for browsing URL resources in a common 
workspace. While it is always attempted to provide sufficient awareness for the 
collaborators through audio and shared-board updates, visual awareness is augmented 
by a showing thumbnail sized small images of each collaborator on the group sub-panel.  
5.2.2 Synchronous Sessions Definition and Membership Terminology 
Prior to an exact definition of a synchronous session, what does the term 
synchronous communication mean? Definitions for synchronous communication found 
in the www resources includes: (1) A type of two-way communication with virtually no 
time delay, allowing participants to respond in real time, (2) any type of communication 
in which the parties communicating are "live" or present in the same space and time, (3) 
communication that occurs simultaneously between individuals with instant access to 
information and an opportunity for feedback, and many more. It can be seen that the 
term synchronous is dictated by the terms real-time, simultaneous, low latency etc. that 
all have application specific interpretations. Leaving such interpretations to the 
application a synchronous session is roughly viewed as a continuous and real-time 
collaboration activity among two or more members simultaneously. This definition is 
definitely too vague and so much the problems that would arise unless a session is 
precisely defined. 
A synchronous session is defined by its main components; how it is formed, what 
kind of information use, how the information flow is controlled, and finally how the 
collaboration process is terminated. Session initiation and termination are generally 
called admission control whereas the rest of the components are called session 
management. Before, going into individual detailing of admission control and session 
management, it is worthwhile to define a synchronous session more precisely. 
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• Membership terminology 
Following membership terminologies are applied to the synchronous session 
definition adopted in this thesis: 
 
o Member: A member is any network point with a computer terminal that has 
authority to access the synchronous session.  
o Active member: An active member is any member with permission to both 
transmit and receive audio/video and to interfere with the shared-workspace 
by both viewing and contributing with own manipulations.  
o Passive member: A passive member is a member that has permission for only 
viewing and hearing what is received to the self computer terminal. All 
interaction in the forms of audio, video, and shared-workspace involvement 
are inhibited.   
o Leader: One active member is initially configured as the session leader at the 
beginning of the session. The leader’s role is to synchronize the session by 
appointing a speaker from time to time as the session contents (i.e. session 
titles) change.  
o Speaker: Speaker is the active member appointed by the session leader as the 
principal participant of the session. In a synchronous session, there are two 
principal participants at any given time, the leader and the speaker.  
Multimedia flow pertaining to each member is illustrated in Figure 5-3. 
 
Figure 5-3 Multimedia information flow among collaborating members 
• Session terminology 
To define a synchronous session, following additional following session specific 
terminologies are also involved: 
 
o A synchronous Session: A synchronous session covers the duration of a 
continuous real-time collaboration activity under the control of only one 
leader. Essential features that uniquely identifies a synchronous session are (a) 
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leaders name (b) start time and date (c) session name. For example a session 
of leader Prof. X on 2005- December- 10th on the topic Trainee Evaluation 
will identify it from other sessions uniquely. 
o Session titles: Session titles are important sub-topics within a session. This 
goes with the analogy of number of song titles in a single music CD. A 
session topic identifies the case under discussion. The leader may re-appoint 
the speaker as the session titles changes. The session title is entered by the 
leader or the speaker, as necessary. For example, in the former example 
session of Prof. X, there may be several session titles like patient A, patient B, 
future plans, tea-break etc. 
5.2.3 Synchronous Session Management 
Session management includes access control to the system and controlling of 
membership roles and flow of information in the system. Members participate a session 
after negotiating the date and time, usually following an email based session notification 
priori. Joining the session requires to go through a user authentication process using 
login name and passwords, allocated at the initial user registration process.  
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Figure 5-4 Multimedia information flow in a synchronous session   
A successful login connects each client to the group using the connection 
information obtained through web based signaling with the central administration server. 
A member can be either passive member (receiver only) or an active member (both 
transmit and receive). Essentially, one active member is assigned as the leader of a 
particular session who is given authority to synchronize the state of all other members. 
During a session, the leader dynamically selects a speaker for direct communication and 
synchronizes the viewing state of all other members to that of the speaker. Figure 5-4 
illustrates the multimedia flow during a session. The multimedia components involved 
in the session can be denoted as vector {S1, R1, R2, SB, SWB, Audio, thumbnails}, 
where S1 is the sending images; R1 and R2 are the receiving images; and other 
components for shared-board, shared-web-browser, audio and awareness respectively. 
Leader and Speaker are the principal participants. Only Leader and the speaker are 
permitted to transmit M-JPEG frames bidirectional whereas all the other members only 
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receive the two images transmitted by the leader and the speaker. However, audio 
channel is always bi-directional except for passive-members. Shared-board interaction 
is also permitted to all the members. Additionally, a light weight thumbnail-sized 
awareness images frames are transmitted from all the members to all the other members, 
except for passive members. The passive members in this case are simply observes 
5.2.4 Application Level Multicast 
Inter-group communication is performed via an application level multicast (ALM) 
overlay architecture. The authors were de-motivated to use IPv6 multicast [50] in this 
scenario due to several technical reasons [51]. Lack of ubiquity of IPv6 multicast 
routers, need of application level serves to facilitate reliable multicast even IPv6 is 
widely available, problem with firewalls, and inadequate network supported for member 
awareness are some of the reasons.  
In ALM, the synchronous clients, asynchronous clients and web application servers 
are assigned their network-nearest multicast servers, while the multicast servers 
autonomously configure into a sterner tree overlay.  This is achieved through an 
algorithm similar to Narada protocol [52] implemented based on global network 
knowledge seen by the central administrator. Since the signaling is lightweight, and the 
intended collaboration population is small (few tens of members per session and few 
concurrent sessions), scalability issues are not considered in this design.  
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Figure 5-5 ALM overlay tree 
5.2.5 Real-Time Audio Delivery over ALM Overlay 
A synchronous client transmits and receives audio and image streams using reliable 
and non-reliable transport methods. Audio is subject to non-reliable datagram transport. 
Each host captures audio (stereo/mono, 8000~44000 sampling rates) in 50ms short 
samples and forward to the multicast servers as GSM encoded (for narrow-band 
channels) or MP3 encoded (for broad-band channels) signals. The multicast server 
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mixes the audio packets as illustrated in Figure 5-6 and forwards to the end hosts or 
other multicast servers on the overlay. All the members can hear the audio coming from 
all the active members. As the number of audio channels increases, the quality will 
degrade requiring either to increase audio sampling rate or to mute unwanted audio 
channels. 
∑
 
Figure 5-6 Audio mixing and forwarding 
5.2.6 Real-Time Adaptive Motion Jpeg Multicast over ALM Overlay 
In medical collaboration, mostly, the quality of real-time video information that 
carries patient facial images is more prominent than its smoothness. We have realized 
this using M-JPEG (captured preferably from a DV camcorder) streaming that is fully 
flexible to exploit the quality-smoothness tradeoff. The images that need to be 
transmitted to the group in high-quality are delivered using reliable multicast, extending 
the adaptive M-Jpeg streaming algorithm to suit the available channel bandwidths, as 
illustrated in Figure 5-7. The image streams (in thumbnail form) transmitted to indicate 
mere group awareness is delivered through non-reliable multicast.  
 
Figure 5-7  Adaptive Motion Jpeg streaming over ALM 
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Unlike audio, images can not be mixed, but need to be delivered separately. All 
small-size thumbnail images are transmitted through best-effort UDP transport to all the 
recipients. A thumbnail image is transmitted as [90pix*60pix] JPEG with header 
compression. Image quality will be reduced if the thumbnail size is too large to fit in to 
a single UDP segment (1400Bytes). On the other hand, high-quality M-JPEG and data 
files are transported reliably to the group through TCP forwarding (application level 
TCP-split). The basics of adaptation process are similar to that discussed in Section 4. 
However in multicast scenario, the multicast server acts as an interface between the end 
hosts, integrating feed back information and performing forwarding to each individual 
channel.   
Figure 5-8 explains the ALM forwarding scenario for M-JPEG frames. ALM server   
needs forward an incoming M-Jpeg stream to all the participants. In a synchronous 
session, there are two principal participants: leader and the speaker. Thus for an N 
member system, the ALM server handles in 2*N-1 streams where the performance 
burden is proportional to N as well as the frame rates. In case of bandwidth deficiencies 
of outgoing channels, an additional burden is imposed due to application level frame 
reshaping to be done before putting in to the lower-bandwidth channel.  
 
Figure 5-8 Application level forwarding of multimedia components 
5.2.7 Shared Workspace 
The synchronous collaboration facilitates a shared workspace with two main 
artifacts: shared-board and the shared-web-browser. Shared board is basically meant 
for conducting elaborate discussions through graphical marking and sketching.  Shared 
web-browser brings web resources (identified by a URL address) to a shared workspace 
for group discussion. In the group communication scenario, access controlling and 
synchronization issues of the shared-workspace are not trivial. In the designed system, 
this complexity is addressed through a simple modification to the shared-workspace in 
the peer-to-peer system. The shared-workspace access is available to the principal 
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participants, leader and speaker at higher priority. Other members are only allowed to 
access the shared-workspace when the principal participants are not using it. 
5.2.8 Session Recording 
Synchronous session recording in peer-to-peer collaboration explain in Section 3 can 
be modified to record group collaboration sessions.  All the multiple audio streams are 
handled as a mixed single stream. As the image streams, received by member, are 
limited to two streams under the leader speaker scenario, no changes are required. 
However, the thumbnail images received from different members are to be stored with 
unique source id.  For maintaining consistency, session recording is usually done at the 
leaders host and subsequently uploaded to the session folder in the database 
automatically. The operations of the session recording codec and the recorded file 
format are shown in Figure 5-9. 
 
Figure 5-9 Operation of the synchronous session recording codec  
5.3 Asynchronous Collaboration System 
5.3.1 Asynchronous Collaboration System Architecture and Features 
Asynchronous system is composed of a set of web application servers that are 
connected through the multicast overlay as shown in Figure 5-10. Each asynchronous 
client connects to the network-nearest web application server as guided by the central 
administration server, and can access and/or update the collaboration contents. Changes 
to any local database will be immediately indexed in all other databases followed by the 
corresponding data synchronization process. 
 
Figure 5-10 Asynchronous communication model 
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• Features of the asynchronous collaboration system  
The designed system features the following to facilitate asynchronous collaboration 
effectively. 
(a) Facilitates basic functions required for asynchronous collaboration  
o Secure authentication 
o Document uploading and downloading 
o Commenting on documents 
o Online image editing 
o Hierarchical browsing of the file store through a GUI based web artifact. 
o Search facilities 
(b) Semantic-link based navigation support  
o Shared access of documents from multiple access points 
o Provide access links centered on activities as well as object properties 
o Customizable layout with multiple hierarchies  
(c) Support for synchronous sessions 
o Provisioning of persistent database of all past records. 
o Referencing materials for synchronous sessions. 
o Storing all the external documents involved in a synchronous session through 
automatic linking. 
(d) Distributed system usage and synchronization 
o Ability to upload documents to the network-nearest database 
o Ability to access the synchronized copies from the network-nearest database.  
(e) Asynchronous email notifications 
o Email notifications on new member registration 
o Email notifications on document uploading to interested members. 
o Email notifications on commenting of documents to the interested members. 
5.3.2 Web Application Server Design 
The asynchronous collaboration system is housed in a web application server driven 
by a Tomcat/Servlet Container Engine, as shown in Figure 5-11. An apache Server is 
positioned in the system front end considering security and load sharing.  
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Figure 5-11 Asynchronous collaboration system architecture 
Basically the system provides a File store and an SQL data base with records 
corresponding to each document stored in the file store. Applets, serve lets and reusable 
beans have been used to implement the system on the NetBeans development 
environment. File uploading, commenting, online image editing, document linking, 
intelligent browsing and primary search functions are provided. 
5.3.3 Object-Centric vs. Activity Centric Browsing 
The objects are interlinked to support both activity-centric and object-centric 
navigation [18], enabling collaborating partners to upload, annotate and browse the 
objects effectively and efficiently. A progressive collection of collaboration objects 
pertaining to a certain task is handled as an activity-thread where sub-threads may 
emerge within the main-thread. This activity-centric approach is essential to keep track 
on the ongoing activities easily. Updates to the collaboration contents are informed to 
the corresponding collaborating members through course grain email notifications 
(activity and timer based triggering), providing a summary of the recent changes in the 
activity threads. Figure 5-12 illustrates a schematic of the object linkage in the 
asynchronous system and shows entry points to the system for asynchronous as well as 
for synchronous clients. Although the entry point to a certain ongoing collaboration task 
is mostly email notification based, a collaborator’s subsequent actions may require 
accessing the objects outside the current thread. For example, a medical expert editing a 
surgical sketch of a patient’s face-image may need to acquire information such as 
patient’s medical history, contents of synchronous sessions regarding this case, similar 
cases from the patient archive and published literature covering the problem etc. This 
form of information navigation is facilitated by semantic-links among the files updated 
[53]. 
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Figure 5-12 Schematic of object linkage and access scenarios 
5.4 Synchronous/Asynchronous Integration 
 
 
Figure 5-13  Integration of synchronous & asynchronous collaboration systems 
Provision of an integrated collaboration environment that mutually supports the 
synchronous and asynchronous paradigms is an essential feature of this design [23]. 
This integration links the synchronous sessions to the persistent information in the 
database and also allows the members to access synchronous session records (both past 
and future planned) effectively. Thus, collaborators are able to actively engage in the 
collaboration tasks by participation synchronous sessions and/or reviewing, modifying 
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and commenting the collaboration contents asynchronously. This integration is achieved 
through following provisions as illustrated in Figure 5-13 
(a) Collaboration contents (i.e. high resolution still face images, pictures of study 
models, radiographs, PowerPoint files, voice clips, scanned printed documents 
etc.) generated by asynchronous sessions are stored in the persistent system 
database and readily accessible during subsequent synchronous sessions without 
overloading the network. Conventionally, data sharing has been practiced through 
simultaneous web-based access which is highly inefficient due to network 
overloading and server implosions. The new system addresses this issue through 
ALM. Database objects in perfect consistency can be accessed from network-
nearest databases and delivered locally to the group, whereas unsynchronized 
objects are accessed by a multicast server form the original source followed by 
immediate group multicast. Besides synchronous data handling, ALM overlay 
handles server mirroring as well.   
(b) Access to the system database during synchronous sessions is facilitated through 
shared-web-browser which is an integrated artifact of the system. This enables the 
group members to automatically direct to the correct session recording folder that 
contains all the prepared data. Additionally, the collaborators are able to navigate 
through the system database or access any public URL in a common workspace.  
(c) Synchronous sessions are recorded using a multi-stream Motion-Jpeg codec 
developed by the authors.  These session records are automatically posted to the 
system database, as separate clips based on the session title. In order to serve 
compatibility for standard web browsers an MPEG-4 transcoder is also integrated 
to the system. To maintain consistency, session recordings are posted to the system 
database (automated posting) from the session leader’s PC. Besides the session 
recording, all the data does not contained in the particular session folder, but 
accessed during the session from any other outside URL are also saved 
permanently in the session folder.  
(d) Provision of a formal asynchronous email based procedure for notifying proposed 
future sessions to the potential participants are another important point of 
integration. Conventional de-motivations raised by tedious session initiation 
process due to unstructured emails, need of IP address negotiation are successfully 
rectified in our system. 
5.5 Collaboration Scenarios 
The designed group collaboration system presented in this thesis consists of 
synchronous and asynchronous collaboration systems, which are integrated to form a 
fully functional collaboration environment. The synchronous collaboration system is 
designed for Windows clients while the asynchronous system facilitates access to the 
clients of all platforms. The current synchronous collaborator population being limited 
to Windows systems and practical implementation convenience in handling multimedia 
are the bias for restricting the synchronous system for windows clients. We recommend 
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a client side computer with CPU power not less than 2GHz (Pentium IV) and RAM not 
less than 512MB for 10 frames per second high quality (720*480 frame size) video 
communication. A Digital Video camcorder with IEEE1394 interface is the currently 
recommended video source. As the offline clients may use the system using whatever 
computer terminal readily accessible, asynchronous system is a web based design. 
Using the designed group collaboration system, medical experts provide expert 
assistance and training to the recipients in other countries through synchronous and 
asynchronous collaboration activities over the Internet. The intended medical 
collaboration activities are presently rooted on the process that maxillofacial experts 
visit recipient countries to give practical training for the local surgeons by conducting 
surgeries on some pre-selected problem cases, or the recipients undergo training in 
overseas expert centers getting exposure to novel surgical methods.  
5.5.1 Synchronous Collaboration Scenario 
Notification of a synchronous session to the group members is an asynchronous 
pipelined process as shown in Figure 5-14. A collaborator initiates a session invitation 
object and subsequently the members are register to the session by replying the email 
notification and an acceptance notification is received. This acceptance email could be 
used to register a given PC to a particular session.  
 
Figure 5-14 Session initiation action pipe line 
The Figure 5-15 illustrates the GUI of the collaboration tool used for realizing 
synchronous sessions. IPhone window shown in the bottom of the snapshot provides the 
interface to session join/leave actions. Joining to a session requires entering username 
and password. As the session leadership is already decided at the email based session 
notification process (i.e. the one who initiates a session notification email is the leader). 
For an example, a local physician takes the session leadership when he/she requires 
contacting several experts related to a particular problem case. On the other hand, when 
an expert requires to hold an evaluation session or to conduct a lecture, the expert may 
hold the session leader ship and appoint speakers from time to time. The IPhone 
application shows the list of participants indicating passive members in fainted letters.  
75 
 
Figure 5-15 GUI snapshot of a synchronous session   
The GUI shown is a snapshot of a eight-member collaboration session ( a model)  
contributed by 5 active members and 3 session members. In this case, a local sergeant at 
Peradeniya in Sri Lanka is showing a patient to Japanese experts as well his colleagues 
in different locations. Three passive members are participating as observes. Dr. 
Wijekoon at Peradeniya is assigned as the leader for this session and in this snapshot, 
Prof. Goto is appointed as the speaker.  
The control panel and main menu shown on the top of above figure contains controls 
for software operations such as connection/disconnection, image quality/frame-rate 
control etc. Other windows below the control panel accommodates transmit image, 
received image, shared board and share web browser. All these windows can be 
manipulated easily using a three button mouse with a wheel.  
The session leader at Peradeniya shows a patient to the speaker in Saga where the 
other active members are participating from their different locations are synchronized 
the view shown in the GUI. While audio is received by the whole group, visual 
awareness is provided by the thumbnail size images. The team has accessed the system 
database through the shared web browser and has placed an image of interest on the 
shared board for detailed discussion.  All the members are permitted to manipulate the 
shared workspace as and when necessary.  
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5.5.2 Asynchronous Collaboration Scenario 
Asynchronous collaboration is facilitated through a web-based interface that 
provides context aware data representation. Figure 5-16 illustrates a sample view of 
particular patient data page stored in the system.  
 
Figure 5-16 A sample of a customized page view accessed by an asynchronous client  
The elliptical shapes represent file objects whereas boxed shapes represent 
subfolders which group a collection of other objects. Still images are displayed as 
thumbnails on a configurable horizontal or vertical layout for easy comparison. 
Provisions are given for searching, sorting and customizing the view to client’s 
preferences. The interface for adding new threads, editing and updating images, adding 
comments, and navigation through the database is self explanatory. Collaborators who 
already have some knowledge of the problem cases can share their knowledge 
suggesting solutions and sometimes inviting for a synchronous session to observe the 
patient in real-time.   
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Chapter 6 
 
Conclusions  
This thesis presented the problems and design issues in realizing multimedia 
collaboration over the internet, with particular emphasis to international telemedicine. 
To this end, a software prototype for international medical collaboration has been 
developed at Department of Information Science of Saga University.  For multimedia 
streaming through a wide range of network channels an adaptive M-JPEG algorithm is 
devised. In order to support group collaboration, the design rationale of a 
synchronous/asynchronous integrated collaboration system was presented.  
Through the practical deployment of the peer-to-peer collaboration system in 
international telemedicine between Sri Lanka and Japan, the effectiveness of the system 
to support real-time high-quality images over low bandwidth channels is well 
understood. Experiments through LAN and WAN networks conclude that real-time M-
JPEG streaming performance could realize full motion video using a high performance 
PC available nowadays. Moreover, for collaboration purposes low frame-rate high 
resolution images are adequate and this could be realized by using a computer with 
moderate CPU power around 2GHz and 256MB memory. The Motion-JPEG streaming 
methodology adopted in the design make the system smarter in view of addressing 
heterogeneities in network channels and end-host performance. Combined with the 
multimedia streaming capabilities and collaborative functions, the designed peer-to-peer 
system offered the best support to current telemedicine activities that could not be 
realized by the other existing systems tested.  
In view of supporting multiple groups geographically apart, the design rationale of 
an integrated collaboration system for group collaboration was discussed and its 
deployment scenarios were presented giving practical examples. Provision of a 
persistent database and mutual integration of the synchronous and asynchronous 
paradigms pave the way to fruitful collaborative workspace irrespective of the underline 
technologies or network resource issues. Through structured email based session 
notification and centralized server based user authentication, collaborators are kept 
away from issues related to network logistics such as IP addresses and firewalls. 
This thesis would provide solutions to overcome problems in creating collaborative 
applications for groups connected through Internet channels with different 
heterogeneities. The author believes that asynchronous data posting to local servers and 
subsequent global synchronization is the only effective solution available to overcome 
bandwidth resource scarcity for collaborative work. It is anticipated that the proposed 
group collaboration system will provide an environment conducive towards expanding 
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of cooperative activities to groups with low-bandwidth internet facilities, and also to 
harness Internet collaborative activities among groups with access to the fast Internet. 
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