In this paper, we analyze the stochastic properties of some large size (area) polyominoe's perimeter such that the directed column-convex polyomino, the column-convex polyomino, the directed diagonally-convex polyomino, the staircase (or parallelogram) polyomino, the escalier polyomino, the wall (or bargraph) polyomino. All polyominoes considered here are made of contiguous, not-empty columns, without holes, such that each column must be adjacent to some cell of the previous column. We compute the asymptotic (for large size n) Gaussian distribution of the perimeter, including the corresponding Markov property of the chain of columns, and the convergence to classical Brownian motions of the perimeter seen as a trajectory according to the successive columns. All polyominoes of size n are considered as equiprobable.
Introduction
In this paper, a polyomino is a set of cells on a square lattice such that every cell of the polyomino can be reached from any other cell by a sequence of cells of the polyomino. The (bond) perimeter ( the length of the border) has been the subject of a large litterature. We will not provide all references, we refer to the rather complete bibliography given in BousquetMélou [4] , [5] , Bousquet-Mélou and Brak [6] . Let us also add Feretić and Svrtan [9] , Feretić [8] , Delest and Fédou [7] , Blecher et al. [3] , Louchard [19] .
In this paper, we analyze the stochastic properties of some large size (area) polyominoe's perimeter such that (precise definitions are given in the text) the directed column-convex polyomino (dcc), the column-convex polyomino (cc), the directed diagonally-convex polyomino (dc), the staircase (or parallelogram) polyomino (st), the escalier polyomino (es), the wall (or bargraph) polyomino (wa). All polyominoes considered here are made of contiguous, not-empty columns, without holes, such that each column (of size j) must be adjacent to some cell of the previous column (of size k). We will denote by U (k, j) (characterizing each polyomino) the possibility function giving the number of ways of gluing the two columns together. We compute the asymptotic (for large size n) Gaussian distribution of the perimeter, including the corresponding Markov property of the chain of columns, and the convergence to classical Brownian motions of the perimeter seen as a trajectory according to the successive columns. This confirms the "filament silhouette" of the structures, that had been observed by previous simulations. As said in Flajolet and Sedgewick [10, p.662] ,"a random parallelogram is most likely to resemble a slanted stack of fairly short segments". This is proved here for all our polyominoes. All polyominoes of size n are considered as equiprobable. The first five ones are treated with similar methods, the bargraph is analyzed with a different technique.
The dcc perimeter
A directed column convex polyomino (dcc) is made of contiguous columns such that the base cell of each column must be adjacent to some cell of the previous column. We have partially considered this polyomino in [16] . In this section, besides the perimeter's analysis, we refine the polyomino stochastic description with another technique, that we will use in all other polyominoes. So we explain it in great detail in this section and provide all necessary notations and computations we use in the sequel.
For dcc, the gluing function is given by U (k, j) = k. Note that it depends only on k, this will not be the case for our next polyominoes. In this paper, we denote by φ(w, θ, z) the three-dimension generating function (GF) where z marks the polyomino's size n (area) , w marks the number m of columns (width) and θ marks the size j of the last column. All other interesting parameters and stochastic distributions are related to φ(w, θ, z). In the next subsections, we will first consider φ(w, θ, z) and its derived properties, then the Markov chain corresponding to the dcc, next the perimeter conditioned on the number of columns m and finally the perimeter conditioned on the size n. Asymptotic relations always means when n → ∞.
The generating functions
To compute the generating functions we will use the "adding of a slice" technique, initiated by Temperley [21] , popularized by many combinatorists (see for instance Bousquet-Mélou [5] ) and summarized in Flajolet and Sedgewick [10, p.366] . The analysis we apply here to dcc has already been initialized in [17] for cc, but for the sake of completeness, we present it again here, with some complements.
We denote by T (m, n, j, ) the total number of dcc with area n, width m, last column size j and first column size (similar notations for partially parametrized T ().
For any function g(θ, ..), set:
g (θ, ..) : . = ∂ θ g(θ, ..).
When we use the symbol . = (and similarly for . ∼), this corresponds to a relation valid for all polyominoes, otherwize, the usual := corresponds to the particular polyomino under consideration. Denote by ϕ(m, j, z) the GF corresponding to polyominoes with m columns, last column of size j and any first column's size. We have .
We obtain
To obtain D 1 , D 2 , we compute
Solving, we get
, and setting ξ = zw, this gives
The root of smallest module of h(1, ρ) = 0 is given by
f 0 (θ, z) corresponds of course to the first column. In order not to burden the notations, we use indifferently F (ξ), F (w), where ξ = zw, clearly depending on the context. Note that we recover ρ, already computed in [16] , in a simple way.
If we set θ = 1 in φ, we have D 1 (w, z). When w = 1, this gives the GF of the total number T (., n) of size n dcc. By classical singularity singularity analysis, this leads to
But we get more. By Bender's theorems 1 and 3 in [1] , (see also Flajolet and Sedgewick, [10, Thm.IX.9]) we derive the asymptotic distribution of the width M , given area n. Let F z mean differentiation of F w.r.t. z, and similarly for other notations. Set
.
Then Bender's theorems lead to
Theorem 2.1 The width M of a dcc of large given area n is asymptotically Gaussian:
also a local limit theorem holds:
The verification of condition (V) of bender's Theorem 3 (which is essential to go from a central limit theorem to a local limit theorem) is easy: the function h(w, z) has the following property: h(e s , z) is analytic and bounded for |z| ≤ |r( (s))|(1 + δ) and ε ≤ | (s)| ≤ π for some ε > 0, δ > 0, where r(s) is the suitable solution of the equation h(e s , r(s)) = 0 (i.e. with r(0) = ρ). This will be valid for all functions h(w, z) used in the next sections. Now if we fix m and consider n as a variable (there are, of course, an infinite number of dcc for a given m), we can obtain another asymptotic expression for T (m, n). The conditioned distribution is given by
For z = 1, the dominant singularity of D 1 (w, ρ) is w = 1. With
We derive the following theorem Theorem 2.2 For a large given width m, T (m, n) is asymptotically given by
Let us now turn to the asymptotic GF G(θ) of the last column size. We first compute
uniformly for θ in some complex neighbourhood of the origin. This may be checked by the method of singularity analysis of Flajolet and Odlyzko, as used in Flajolet and Soria [11] . Normalizing by T (., n), this leads to the following theorem
But multiplying (1), (2) by h(w, z) and letting w → 1, z → ρ, we have
Let us analyze the asymptotic distribution of the last column size in a dcc of large area n and width m. Again Bender's theorems lead to the following GF (the notation is clear here)
We now turn to the case where the first column possesses i cells. This leads to (note that h(w, z) remains the same, independently of i)
Note that C 2 (j) is exponentially decreasing with j. This will be the case for all next polyominoes.
But we also check that G(θ) is independent of i (which is probabilistically obvious): equ. (4) is still valid and shows that
The Markov chain (MC)
We consider two successive columns m 1 , m 1 +1, of size k, j, such that their distances from the first and the last column are of order O(n). Let Ξ(m, n, m 1 , k, j) denote the total number of dcc with area n, width m, column m 1 of size k, column m 1 +1 of size j and set m 2 := m−m 1 . Theorem 2.2 leads to
Hence the asymptotic stationary distribution of two intermediate successive columns is given by
This leads to the asymptotic stationary distribution π 2 (k) and to the MC transition matrix Π(k, j):
Eq. (5) confirms that π 2 (k) is the stationary distribution of Π(k, j). This shows that the thickness of the polyomino is O(1). This will be the case for all next polyominoes. A question we could ask is: is the chain reversible, i.e. is the following relation true?
This is satisfied here. The chain is irreducible and ergodic. Moreover, it is clear that the successive columns are independent and identically distributed (iid). Mean and variance of the stationary distribution π 2 (k) are given by
, by independence of successive columns.
We recover Sec.2.1 results. Several other interesting relations can be derived. We have
Π(k, j) decreases exponentially with j as well as π 2 (k) and [Π] (k, j) converges exponentially fast to π 2 (j). The process is ϕ-mixing (see Billingsley [2, p.168ff] ). We will have the same properties for the next polyominoes. Also 
the total perimeter P m , the asymptotic vertical perimeter Q M , the asymptotic total perimeter R m are given by
We compute now the first probability densities
Figure 1: Two columns of a dcc polyomino and their related parameters.
The successive moments we need are computed as follows. The mean and variance of T d will be denoted by µ 3 , σ 2 3 ,
:
Finally, we obtain
The covariance and correlation coefficient are computed as follows. Let
js,
The perimeter conditioned on the area n
In this subsection, we obtain convergence to Brownian motions of X( νt ), Q( νt ), and we compute asymptotic mean and variance of R conditioned on n, denoted by R(n). First of all we fix the width to m. By the function central limit theorem for dependent random variables (RV) and by the mixing property (see, for instance, Billingsley [2, p.168ff], we obtain the following conditioned on m convergences (where B . (t) are standard Brownian motions), and these convergences will be valid for the next polyminoes,
the convergence of Q is due to the fact that T d depends only on
and the mixing property still holds. Therefore
By equ. (3), we derive
and setting θ . = θ/ √ n, we finally obtain the following result
Note that, in some cases (here and in the wall polyomino case) our technique leads to exact values for µ 4 , σ 2 4 . We have made extensive simulations to check our results. We first construct T s = 400 times a MC X(d), d = 1..m based on Π(k, j) with m = 400 steps. This allows to check the values µ 2 , σ 2 2 . The fit is excellent. Next we extend ( or contract) each MC such that X(m * ) = n, with n = m/µ 1 . Based on each MC, we build on each column d a vertical perimeter T d following the distribution of Sec. 2.3. We then compare the observed distribution of the vertical perimeter Q(m * ) with the theoretical parameters µ * 4 , σ * 2 4 , where
Indeed, we don't take the 2m horizontal perimeter into account. The fit is quite good. Let us finally make four remarks
• Actually, we can use Bender's theorems in another way: it is possible to derive large deviations results for all our convergence to Gaussian variables theorems: see for instance Louchard [17] . We will not detail these applications here.
• If we compare exact distributions with the Gaussian limits, we observe a bias, for instance for n = 30. [17] .
• The maximum thickness of the polyomino can also be analyzed. See for instance Louchard [18] .
• The trajectories of the polyomino (upper and lower trajectories) lead themselves to Brownian motions: see [16] for dcc and [18] for cc, dc. The polyomino can be seen as a Brownian motion with some thickness. A more detailed analysis will be the object of a future report.
A comparison with known GF
In some cases, we know the joint GF of n and R n . For instance, for dcc, this is given in Bousquet-Mélou [5, (10) ]. If we set q = z, y = 1, x = v in the denominator of (10), we get we recover of course h(w, z), leading to the root ρ. If we set q = z, y = x = v, we obtain 1
This corresponds to the half-perimeter R n /2. Using again Bender's theorems, we obtain
∼ N (0, 1), and 2µ 4 = 1.736656315 . . . , 4σ 3 The cc perimeter
The generating functions
A column-convex polyomino (cc), is made of contiguous columns such that at least one cell of each column must be adjacent to some cell of the previous column. We first recall from [17] the main expressions we need: starting with any first column's size, and with the same notations as in the previous section, 
Starting with a column of size i,
We have two relations:
The Markov chain
We have here
P (k, j) is symmetric, hence the chain is reversible ,
3.3 The perimeter conditioned on m and n 
The moments are computed as follows 
For the case j > k, we set
For the case j ≤ k, we set E m , A = k − j + i, m is here related to the case j ≤ k, and not to the width
note that we have some symmetry here:
(j, k). For y denoting a random variable depending on k, j with mean E y (k, j), we set
for f (k, j) denoting a function depending on k, j, we set E(f )
we compute
Generalizing some results from [17] , and setting y 1,i . = random variable depending only on x i−1 = k, x i = j, with mean E(y 1,i ) . = F 1 (k, j), y 2,i . = random variable depending only on
we derive
The Markov property leads to compute
Starting with a first column of size i, we set
Note that, in order to simplify the limits, we have divided our expressions by w.
Set now w = 1 − ε, this leads to
We must first dispense from the singularity. But
and the singularity is removed. Set
This relation will also be used in some next polyominoes. Note that, in our previous expressions, we can use
We now obtain
, this has been explicitly checked,
Again, we have made extensive simulations to check our results. The fit is quite good. Let us illustrate our results by a few figures. We have chosen the cc polyomino as it shows a Markov property (the dcc polyomino is characterized by iid columns). In Fig.3 , we show a simulation of
, v = 1..1000, In Fig.4 , we show a simulation of
, v = 1..1000. The trajectories are strongly oscillating, a classical property of Brownian motions. Fig.5 shows a typical polyomino, with its "filament silhouette". Fig.6 gives a zoom on this polyomino: its width is clearly O(1). 
A comparison with known GF
Here, we use Bousquet-Mélou [5, (29) ]. If we set q = z, x = w, we obtain
The denominator of
which is exactly h(w, z).
If we set q = z, y = x = v, we obtain
The denominator of y(1 − y)X 1 + W + yX gives a function F (v, z) which leads exactly, by Bender's theorems to µ 4 , σ 2 4 .
The dc perimeter 4.1 The generating functions
A directed diagonally-convex polyomino (dc) is made of diagonals such that all cells on a diagonal are contiguous and each cell is adjacent to one cell of the previous diagonal. By a rotation of 45 • , this leads to a lattice where the dc is made of contiguous columns such that each cell of each column must be diagonally adjacent to some cell of the previous column. Note carefully that we don't have here an horizontal perimeter contribution. Note also that this polyomino is different from the directed and convex polyomino described in BousquetMélou [5] 
, with the following q-analog Bessel functions
This leads to the following expressions in the j summations is quite fast. Usually 6 or 7 terms are sufficient. To be sure that ρ is the dominant singularity, we can use the principle of the argument of Henrici [12] : the number of solutions of an equation f (z) = 0 that lie inside a simple closed curve Γ, with f (z) analytic inside and on Γ, is equal to the variation of the argument of f (z) along Γ, a quantity also equal to the winding number of the transformed curve f (Γ) around the origin. See the application in [17] .
Let us now start with the case a first column of i cells, which was not developed in [17] ∆
we write this as
Iterating and setting θ = 1 leads to
φ(w, θ, z, i) = θψ(wz, θ, z, i), note that we have no ξ factor here in front of ψ
We set θ = 1 and rewrite ψ (ξ, θ, z, i)
, independent of i.
The perimeter conditioned on n
For dc, we have the following possibilities: see Fig.7 , The possibility function is given by U (k, j)
we note that, if we add a cell at the upper or lower previous cell position of column d − 1, we increase the perimeter by 2, otherwize, the perimeter doesn't change.
Hence the first moments are computed as
Finally, we apply the results from previous sections with (note that we divide again by w)
and we obtain Again, we have made extensive simulations to check our results. The fit is quite good.
The staircase perimeter
A staircase (or parallelogram) polyomino (st), is made of contiguous columns such that the base cell of each column must be adjacent to some cell of the previous column and the top cell of each column must be adjacent to some cell of the next column.
The generating functions
We proceed as in the previous sections. Starting with a first column of size i, we have
The preliminary relations are
We obtain 
The Markov chain
if j ≤ k, we denote by F m (k, j) any function F (k, j) and by F p (k, j) otherwise, this gives , 
The perimeter conditioned on n
The necessary moments are computed as follows 
We use the previous relations as follows: As previously, we have made extensive simulations to check our results. The fit is quite good.
A comparison with known GF
Now we use Bousquet-Mélou [5, Thm. 3.2]. If we set q = z, y = 1, x = w in the denominator J 0 (1), we obtain a function
which is another form of h(w, z) = 1 −B 1 (ξ, z).
If we set q = z, y = x = v, we obtain 
The generating functions and Markov chain
For es, we have the following typical example: see Fig.9 ,
Starting with a first column of size i,
This polyomino is quite different from other polyominoes and our usual techniques do not work anymore. The presence of θ in the denominator of f 1 (θ, z) excludes a direct iteration procedure. We must turn to another approach. We are indebted to H.Prodinger and S.Wagner for providing a new analysis: [20] . First of all, let us change the notations. Starting with a first column of size 1, we have
F (x, zy, z).
Let F (x, y, z) be the unique function that is analytic in x and y around (0, 0) and satisfies
It turns out that we have
where K is the continued fraction (−1) j z j 2 x j (z; z) j (so that K = P/Q), we also have
which ultimately yields
and h(w, z) = Q(w, z).
In particular, 
The perimeter conditioned on n
We use the notations: This polyomino is obviously equivalent to a composition of an integer n. In [13] , it was proved that it asymptotically corresponds to a sequence of iid Geometric(1/2) RV. We prove it again here, with a different method, more in the spirit of the present paper.
The generating functions
We have φ(w, z) =
