On k-edge-ordered graphs  by Chebikin, Denis
Discrete Mathematics 281 (2004) 115–128
www.elsevier.com/locate/disc
On k-edge-ordered graphs
Denis Chebikin
Department of Mathematics, Massachusetts Institute of Technology, Cambridge, MA 02139, USA
Received 15 August 2002; received in revised form 22 April 2003; accepted 15 September 2003
Abstract
A graph is k-ordered if, for any sequence of k vertices, there is a cycle containing these
vertices in the given order. A graph is k-edge-ordered if, for any sequence of k edges, there is a
tour containing these edges in the given order. Finally, a graph is strongly k-edge-ordered if for
any sequence of k oriented edges, there is a tour containing these edges in the given order and
in the given orientations. In this paper, we prove that every 2k-ordered (resp. (2k +1)-ordered)
graph is k-edge-ordered (resp. strongly k-edge-ordered). We also examine degree conditions and
connectivity for k-edge-ordered graphs, and state results on k-edge-ordered Eulerian graphs.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The concepts of k-ordered and k-ordered Hamiltonian graphs were 8rst introduced
by Ng and Schultz [3]. For k6 n, a simple graph G with n vertices is k-ordered
(resp. k-ordered Hamiltonian) if, for any sequence S = (v1; v2; : : : ; vk) of k vertices
of G, there is a cycle (resp. a Hamiltonian cycle) in G containing the vertices in
S in the given order. The most signi8cant results in this subject concern minimum
degree and forbidden subgraph conditions that imply a graph is k-ordered or k-ordered
Hamiltonian. A survey of these results can be found in [2].
It is natural to explore an analogous notion of k-edge-ordered graphs. First, recall that
a tour is a closed trail that may contain repeated vertices but does not contain repeated
edges. An Eulerian tour is a tour containing every edge of the graph. An Eulerian
graph is a graph that has an Eulerian tour. For k6 n, a simple graph G with n edges is
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k-edge-ordered (resp. k-edge-ordered Eulerian) if, for any sequence T =(e1; e2; : : : ; ek)
of k edges of G, there is a tour (resp. an Eulerian tour) in G containing the edges
of T in the given order. Also of interest is the following more restrictive concept:
for k6 n, a simple graph G with n edges is strongly k-edge-ordered (resp. strongly
k-edge-ordered Eulerian) if, for any sequence T =(e1; e2; : : : ; ek) of k edges of G, with
an orientation of each edge in T speci8ed, there is a tour (resp. an Eulerian tour) in
G that contains the edges of T in the given order and in the speci8ed orientations.
In this paper, we prove several general results on k-edge-ordered and strongly
k-edge-ordered graphs. In Sections 2 and 3, we consider vertex degree conditions and
connectivity for k-edge-ordered graphs. In Section 4, we state conditions that imply a
graph is k-edge-ordered. Section 5 is devoted to k-edge-ordered Eulerian graphs. We
also pose several questions related to our results.
2. Vertex degrees of k-edge-ordered graphs
All graphs considered in this paper are 8nite simple graphs. The degree of a vertex
v in a graph G is denoted by dG(v). Let (G) (resp. ′(G)) denote the largest integer
 (resp. ′) for which a graph G is -ordered (resp. ′-edge-ordered). We also denote
by ′(G) the largest integer ′ for which G is strongly ′-edge-ordered.
We proceed by giving upper bounds on ′(G) and ′(G) that involve degrees of
vertices of G.
Proposition 2.1. For every vertex v of a connected graph G, the following inequality
holds:
′(G)6
{
d(v)− 1 if d(v) is odd;
d(v) + 1 if d(v) is even:
Proof. Suppose d(v) is odd. Every tour in G contains an even number of edges incident
to any particular vertex, therefore there is no tour in G containing all edges incident
to v. Hence, in this case, G is not d(v)-edge-ordered, and ′(G)6d(v)− 1.
Now suppose that d = d(v) is even. If G has fewer than d + 2 edges, then G is
not (d+ 2)-edge-ordered. Otherwise, let e1; e2; : : : ; ed be the edges incident to v. Let a
and b be edges not incident to v. Suppose there is a tour L in G containing the edges
a; e1; b; e2; e3; : : : ; ed in the given order. The part of L between a and b contains the edge
e1 and hence the vertex v, therefore it must contain at least two edges incident to v.
However, e1 is the only such edge contained in this part of L, which is a contradiction.
It follows that G is not (d+ 2)-edge-ordered, and ′(G)6d(v) + 1.
Proposition 2.2. Let G be a connected graph, and let (G) denote the smallest degree
of a vertex of G. Then
′(G)6
⌊
(G)
2
⌋
:
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Proof. Let v be a vertex of G with d(v)=(G)=d. Let k=d=2+1, so that 2k ¿d.
Let v1, v2; : : : ; vk be k vertices adjacent to v. Finally, let T = ((v; v1); (v; v2); : : : ; (v; vk))
be a sequence of k oriented edges of G.
Suppose that G is strongly k-edge-ordered; then there exists a tour L that contains
the edges of T in the given order and the given orientations. Let m denote the number
of times the tour L contains the vertex v. Then L must contain 2m edges having v
as an endpoint, m of which are used to “enter” v, while the other m are used to
“exit” v. All edges in T are of the second type, hence we must have m¿ k and
d(v)¿ 2m¿ 2k, which is a contradiction. Thus, G is not strongly k-edge-ordered, and
therefore ′(G)6 k − 1 = d=2.
The bounds given in Propositions 2.1 and 2.2 are in fact sharp. We will show this in
the following example. Let Mk be the graph obtained from the complete graph K4k+5
by adding an extra vertex v and k edges (v; v1), (v; v2); : : : ; (v; vk), where v1, v2; : : : ; vk
are k vertices of the K4k+5 (see Fig. 1).
Proposition 2.3. For the graph Mk described above, we have (Mk) = k + 1 and
′(Mk) = k=2. We also have ′(Mk) = k + 1 for even k and ′(Mk) = k − 1 for
odd k.
Proof. It is not hard to show that Mk is (k + 1)-ordered Hamiltonian but not (k +
2)-ordered, so (Mk) = k + 1. Let us prove that Mk is strongly k=2-edge-ordered.
Let d = k=2, and let T = (e1; e2; : : : ; ed) be a sequence of d oriented edges of
Mk . Let A = {(v; v1); (v; v2); : : : ; (v; vk)}. Since k¿ 2d, we can choose distinct edges
e′1, e
′
2; : : : ; e
′
d ∈A \ T . Let S be the set of endpoints of e1, e′1, e2, e′2; : : : ; ed, e′d. Since
|S|6 2k, we can choose a set X of k vertices of the K4k+5 such that X ∩ S = ∅, and
we can also choose a vertex t ∈ X ∪ S ∪ {v}.
Fig. 1. The graph Mk .
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Let u1, u2; : : : ; ud, w1, w2; : : : ; wd be 2d distinct vertices in X . For each ei=(ri; si) ∈ A,
let Li be the cycle tuirisiwit. For each ei = (v; si)∈A, let us denote e′i = (v; s′i)∈A, and
let Li be the cycle tuis′ivsiwit. Thus Li contains ei and no other edge of T . Traversing
the cycles L1, L2; : : : ; Ld in the given order and in the appropriate directions results in
a tour L that contains the edges of T in the given order and in the given orientations.
It follows that Mk is strongly k=2-edge-ordered. By Proposition 2.2, the graph Mk is
not strongly (k=2+ 1)-edge-ordered.
Next, we show that Mk is (k−1)-edge-ordered if k is odd and (k+1)-edge-ordered if
k is even. Let T=(e1; e2; : : : ; ek±1) be a sequence of edges of Mk so that |T |=k−1 if k
is odd and |T |=k+1 if k is even. As before, denote A={(v; v1); (v; v2); : : : ; (v; vk)}. We
say that a subsequence B=(ei; ei+1; : : : ; ej) of T is a block if B ⊂ A and ei−1; ej+1 ∈ A
(all indices taken modulo |T |). We also say that the entire sequence T is a block if
T ⊂ A. Thus all elements of A in T are partitioned into blocks.
Let m be the number of blocks of odd length, and let p = |A \ T |. Let us show
that p¿m. If T ⊂ A, then |T |= k − 1, so we have m6 1 = p. If T ⊂ A, then there
are at least m blocks and at least m elements in T \ A separating these blocks, so
|T ∩ A|6 |T | − m. If |T |= k − 1, then
p= |A \ T |= |A| − |T ∩ A|¿ |A| − |T |+ m= m+ 1:
Similarly, if |T |= k + 1, then p¿m− 1. But in this case |A|= k is even, and since
m has the same parity as |T ∩ A|, the equation p= |A| − |T ∩ A| implies that p and m
have the same parity. Therefore we have p¿m in this case, too.
Since p¿m, we can choose m distinct edges in A\T and insert one of them at the
end of each odd length block, obtaining a new sequence T ′, in which all blocks have
even length. Let S be the set of vertices of the K4k+5 that are endpoints of edges in
T ′. The edges in T ′ \ A have at most 2 |T ′ \ A|= 2 |T \ A| distinct endpoints, and the
edges of a block of T ′ ∩ A of length l have l distinct endpoints in the K4k+5. Thus
|S|6 2 |T \ A|+ |T ′ ∩ A|= 2 |T \ A|+ |T ∩ A|+ m6 2 |T |6 2k + 2
(we have m6 |T ∩A|). Hence we can choose a set X of 2k+2 vertices of the K4k+5 as
well as a vertex t of the K4k+5 such that X ∩ S = ∅ and t ∈ X ∪ S. Let u1, u2; : : : ; uk+1,
w1; w2; : : : ; wk+1 be the vertices of X .
For each edge ei = (ri; si)∈T \ A, let Lei be the cycle tuirisiwit. For each block
B={ei; ei+1; : : : ; ej} of T ′, let us denote eq=(v; sq), and let LB be the loop tz1sivsi+1z2si+2
vsi+3z3 · · · z(1=2)( j−i+1)sj−1vsjz(1=2)( j−i+3)t, where z1, z2; : : : is the sequence ui, wi, ui+1,
wi+1; : : : . Each of the cycles we have constructed contains either a single edge of T ′ or
a subsequence of edges of T ′. Traversing these cycles in the appropriate order results
in a tour L that contains the edges of T ′, and hence the edges of T , in the given order.
It follows that Mk is (k − 1)-edge-ordered if k is odd and (k + 1)-edge-ordered if k
is even. By Proposition 2.1 the graph Mk is not k-edge-ordered if k is odd and not
(k + 2)-edge-ordered if k is even.
The graph Mk will be useful in other sections as well.
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3. Connectivity of k-edge-ordered graphs
The following proposition on the connectivity of k-ordered graphs is proved in [3].
Proposition 3.1. If a graph G is k-ordered, then it is (k − 1)-connected.
In this section, we explore the edge-connectivity of (strongly) k-edge-ordered graphs.
Proposition 3.2. Let d= %′(G) be the edge-connectivity of G. Then
′(G)6
{
d− 1 if d is odd;
d+ 1 if d is even:
Proof. Let e1, e2; : : : ; ed be d edges such that removing these edges disconnects the
graph G. Notice that removing one edge from a graph either does not change the
number of connected components or increases the number of components by one.
Thus removing e1, e2; : : : ; ed produces exactly two connected components since the
graph stays connected after removing e1, e2; : : : ; ed−1. Let us denote these components
by H1 and H2. Also notice that every edge ei has one endpoint in H1 and the other in
H2, otherwise one could disconnect G by removing d− 1 edges.
First, we show that ′(G)6d+1. If either of H1 or H2 consists of a single vertex
v, then by Proposition 2.1, ′(G)6d(v)+1=d+1. Now instead suppose that f1 and
f2 are edges in H1 and H2, respectively. There is no tour in G that contains the edges
e1, e2; : : : ; ed, f1, f2 in the given order since the part of such a tour between f1 and
f2 must contain ei for some i (edges f1 and f2 are in diJerent connected components
of G − {e1; : : : ; ed}). It follows that G is not (d+ 2)-edge-ordered, so ′(G)6d+ 1.
Now suppose that d is odd. There is no tour in G that visits the edges e1, e2; : : : ; ed
in the given order since the tour must contain an even number of edges in the above
sequence (the tour must begin and end in the same component of G − {e1; : : : ; ed}).
Thus G is not d-edge-ordered, hence ′(G)6d− 1.
Thus we have ′(G)6d+ 1, with ′(G)6d− 1 for odd d, as desired.
As a corollary of the above proposition, we obtain the following result similar to
Proposition 3.1.
Corollary 3.3. If a connected graph G is k-edge-ordered, then it is (k − 1)-edge-
connected. Furthermore, if k is even, then G is k-edge-connected.
Proof. It follows from Proposition 3.2 that %′(G)¿ ′(G)− 1¿ k − 1. If both k and
%′(G) are even, then the above inequality implies that %′(G)¿k − 1. If k is even and
%′(G) is odd, then by Proposition 3.2 we have %′(G)¿ ′(G)+1¿ k+1. In any case,
we obtain %′(G)¿ k − 1, with %′(G)¿ k for even k.
Next, we relate ′(G) and the edge-connectivity of G.
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Proposition 3.4. Let d= %′(G) be the edge-connectivity of G. Then
′(G)6
⌊
d
2
⌋
:
Proof. Let e1, e2; : : : ; ed, H1, H2 be de8ned as in the proof of Proposition 3.2. Let b=
d=2+1. Let e1, e2; : : : ; eb be oriented from H1 to H2. There is no tour in G containing
the edges e1, e2; : : : ; eb in the given order and with the given orientations. Otherwise,
such a tour must contain 2m edges in {e1; : : : ; ed}, m of which are oriented from H1
to H2, with the other m oriented from H2 to H1 (under the orientation determined
by the orientations of e1; : : : ; ed). We conclude that b6m, so 2b6 2m6d, which is
a contradiction. Thus G is not strongly b-edge-ordered, which implies that ′(G)6
b− 1 = d=2, as desired.
Corollary 3.5. If a connected graph G is strongly k-edge-ordered, then it is 2k-edge-
connected.
Proof. Proposition 3.4 implies %′(G)¿ 2 · %′(G)=2¿ 2′(G)¿ 2k, as desired.
Note that Corollaries 3.3 and 3.5 are equivalent to Propositions 3.2 and 3.4, respec-
tively. Both corollaries are sharp. Indeed, if k is odd, then the graph Mk−1 de8ned
in Section 2 is k-edge-ordered but not k-edge-connected, and if k is even, then the
graph Mk is k-edge-ordered but not (k + 1)-edge-connected. Also, M2k is strongly
k-edge-ordered but not (2k + 1)-edge-connected.
We conclude the section by noticing that for k-edge-ordered graphs, we can say
little about their vertex-connectivity; in particular, a strongly k-edge-ordered graph is
not necessarily 2-connected.
Proposition 3.6. The graph G consisting of two complete graphs K4k+1 sharing one
vertex is strongly k-edge-ordered but not 2-connected.
Proof. Let K and K ′ denote the two copies of K4k+1, and let v denote the vertex
common to K and K ′. Let T = (e1; e2; : : : ; ek) be a sequence of k oriented edges of
G, and let S be the set of endpoints of e1; : : : ; ek . Since |S|6 2k, we can choose
sets X and X ′ consisting of 2k vertices of K − v and K ′ − v, respectively, such that
X ∩ S = X ′ ∩ S = ∅. Let u1, u2; : : : ; uk , w1, w2; : : : ; wk be the vertices in X , and let u′1,
u′2; : : : ; u
′
k , w
′
1, w
′
2; : : : ; w
′
k be the vertices in X
′.
For each ei =(ri; si) that does not have v as one of its endpoints, let Li be the cycle
vuirisiwiv if ei is an edge of K , or the cycle vu′irisiw
′
i v if ei is an edge of K
′. For each
ei = (v; si) that has v as one of its endpoints, let Li be the cycle vsiuiv if ei is in K ,
or the cycle vsiu′iv if ei is in K
′. Each cycle Li contains ei and no other edge of T ,
so traversing the cycles L1, L2; : : : ; Lk in the appropriate directions results in a tour L
that contains the edges of T in the given order and in the given orientations. Thus G
is strongly k-edge-ordered.
It is also clear that G is not 2-connected since G − v is not connected.
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4. Relations between (G ), ′(G ), and ′(G )
The next two results relate (G) to ′(G) and ′(G). Given a sequence {ai} =
a1; a2; : : : ; am we will say that aj is an instance of a in {ai} if aj = a. An element aj
will be called a single element of {ai} if only one element of {ai} is equal to aj, and
a multiple element of {ai} otherwise.
Theorem 4.1. If a graph G is 2k-ordered, then it is k-edge-ordered.
We will use the following two lemmas to prove Theorem 4.1.
Lemma 4.2. Given a sequence H = (u1; v1; u2; v2; : : : ; uq; vq), there is a way to mark
one instance for every multiple element of H so that no pair (ui; vi) contains two
marked elements.
Proof. We prove the lemma by induction on q. The assertion is true if q= 1 since at
most one element needs to be marked.
Now, assume the lemma is true for sequences of at most q − 1 pairs of ele-
ments. We can view H as a general graph whose vertices are the distinct elements of
u1; v1; u2; v2; : : : ; uq; vq and whose edges are the pairs (u1; v1), (u2; v2); : : : ; (uq; vq).
First, consider the case where dH (w) = 2 for every vertex w of H . In this case,
H is a union of vertex-disjoint cycles. For each connected component of H with
edges (w1; w2), (w2; w3); : : : ; (wm; w1), mark the instance of w1 in the pair (w1; w2), the
instance of w2 in the pair (w2; w3), etc. Clearly, the condition of the lemma is satis8ed.
Now, without loss of generality, suppose that dH (uq) = 2. Using the induction
hypothesis, apply the lemma to H − (uq; vq), marking one instance for every multiple
element of the sequence u1; v1, u2, v2; : : : ; uq−1, vq−1, so that no pair in H − (uq; vq)
contains two marked elements. If dH (uq) = 1, then uq is a single element, and if
dH (uq)¿ 3, then we have already marked an instance of uq in a pair in H − (uq; vq),
so we do not have to mark uq. Similarly, we do not have to mark vq unless dH (vq)=2,
in which case we mark the instance of vq in the pair (uq; vq). This completes the proof
of Lemma 4.2.
Lemma 4.3. Let k¿ 2. Given a sequence T = (e1; e2; : : : ; ek) of edges of G, there
is a way to choose an orientation ei = (ri; si) of every edge of T and to mark one
instance of every vertex in r1; : : : ; rk ; s1; : : : ; sk so that if si and ri+1 are the endpoints of
ej ∈T for some i and j, then at most one of si, ri+1 is marked (all indices taken
modulo k).
Proof. First we consider the special case when every edge in T contains a common
endpoint v. We choose the orientations e1 = (v; s1), e2 = (v; s2); : : : ; ek−1 = (v; sk−1),
and ek = (rk ; v), and mark the instance of v in e1 as well as all the single endpoints
s1; s2; : : : ; sk−1; rk . It is easy to see that the condition of the lemma is satis8ed.
Suppose that no vertex belongs to all edges in T . Let ri and si be the endpoints of ei.
Apply Lemma 4.2 and mark one instance for every multiple element of the sequence
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(r1, s1, r2, s2; : : : ; rk , sk) so that each pair (ri; si) contains at most one marked element.
For each i such that si is marked, change the orientation of ei by swapping the values
of ri and si and transfering the mark from si to ri. As a result all marked elements are
now among r1, r2; : : : ; rk . Also, mark all single elements of r1; : : : ; rk ; s1; : : : ; sk .
Clearly, a pair (si; ri+1) does not contain two marked multiple elements, and if si
and ri+1 are single elements, then they cannot be the endpoints of an edge (rj; sj)∈T .
Suppose that a pair (si; ri+1) consists of a single element si and a marked multiple
element ri+1. The only edge in T whose endpoints can be si and ri+1 is the edge
ei = (ri; si), hence we must have ri = ri+1. Unmark ri+1 and mark ri instead. If si−1 is
a single element, and si−1 and ri are the endpoints of ei−1, then unmark ri and mark
ri−1 instead, etc. Note that this process does not aJect the property that all marked
multiple elements of r1; : : : ; rk ; s1; : : : ; sk are among r1; r2; : : : ; rk , and also note that the
process eventually stops since r1; r2; : : : ; rk are not all equal to each other by assumption.
Thus we can eliminate all pairs (si; ri+1) consisting of a single element and a marked
multiple element that contain both endpoints of an edge in T . This completes the proof
of Lemma 4.3.
Proof of Theorem 4.1. First, suppose that k =1. Given an edge e= (r; s), a tour in G
containing e can be obtained from a cycle C in G containing r and s by replacing a
part of C between r and s with the edge e. From now on let us assume that k¿ 2.
Given a sequence T = (e1; e2; : : : ; ek) of k edges, choose orientations ei = (ri; si) and
mark one instance of every vertex in r1; r2; : : : ; rk , s1; s2; : : : ; sk so that the conditions
of Lemma 4.3 are satis8ed.
Let R = (r1; r2; : : : ; rk) and S = (s1; s2; : : : ; sk). We use the following procedure to
obtain sequences R′ = (r′1; r
′
2; : : : ; r
′
k) and S
′ = (s′1; s
′
2; : : : ; s
′
k).
(1) Initially, let r′i = ri and s
′
i = si for all i.
(2) While R′ and S ′ do not contain 2k distinct vertices, modify R′ and S ′ as follows:
(a) Choose a vertex v that appears m¿ 2 times in R′ ∪ S ′ = (r′1; r′2; : : : ; r′k , s′1; s′2;
: : : ; s′k).
(b) Find m−1 neighbors v1, v2; : : : ; vm−1 of v that are not in R′∪S ′ (this is possible
since (G)¿ 2k implies d(v)¿ 2k− 1, while R′ ∪ S ′ contains at most 2k−m
distinct vertices diJerent from v).
(c) Replace the unmarked instances of v in R′ ∪ S ′ with v1, v2; : : : ; vm−1.
In the end, the sequences R′ = (r′1; r
′
2; : : : ; r
′
k) and S
′ = (s′1; s
′
2; : : : ; s
′
k) consist of 2k
distinct vertices, and r′i (resp. s
′
i) either equals ri (resp. si) or is a neighbor of ri (resp.
si). Notice that every vertex in r1; : : : ; rk ; s1; : : : ; sk also belongs to R′ ∪ S ′.
Let C be a cycle in G containing the vertices r′1; s
′
1; r
′
2; s
′
2; : : : ; r
′
k ; s
′
k in the given order.
Let P′i be the part of C between s
′
i and r
′
i+1 containing no other vertices in R
′ ∪ S ′.
De8ne the path Pi as follows: if si= ri+1, then Pi is just the “empty” path starting and
ending at si; and if si = ri+1, then Pi is the path between si and ri+1 obtained from P′i
by adjoining the edge (si; s′i) at the beginning if si = s′i and the edge (r′i+1; ri+1) at the
end if r′i+1 = ri+1. Finally, let L be the tour that uses the edge e1 to get from r1 to
s1, then the path P1 to get from s1 to r2, then the edge e2 to get from r2 to s2, then
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Fig. 2. The tour L.
the path P2 to get from s2 to r3, etc., and 8nally coming back to r1 using the path Pk
(see Fig. 2).
The tour L contains the edges of T in the given order. Let us show that L does not
use the same edge more than once. There are three types of edges of L:
(a) Edges containing an interior vertex of some Pi;
(b) Paths Pi formed by a single edge;
(c) Edges in T .
It is not hard to see that every edge of type (a) is used only once in L since L
contains an interior vertex of Pi only once (the paths P′1, P
′
2; : : : ; P
′
k are vertex-disjoint,
and vertices in r1; r2; : : : ; rk , s1; s2; : : : ; sk are not among interior vertices of P1, P2; : : : ; Pk
because each such vertex is a common endpoint of Pi and P′i for some i).
As for edges of type (b), if two pairs (si; ri+1) and (sj; rj+1) are equal, then at least
one of the paths Pi and Pj does not consist of a single edge. Indeed, at least two of
si; ri+1; sj; rj+1 are not marked (only one instance of each vertex is marked); hence at
least two of s′i ; r
′
i+1; s
′
j; r
′
j+1 are diJerent from si; ri+1; sj; rj+1, respectively, and therefore
are interior vertices of Pi or Pj. It follows that no two edges of type (b) are the same.
It is also clear that no two edges of type (c) are the same. Finally, the condition of
Lemma 4.2 assures that no edge of type (b) is equal to an edge of type (c) since an
edge of type (b) is equal to (si; ri+1) such that si = s′i and ri+1 = r
′
i+1, i.e., both si and
ri+1 are marked. Thus L is a valid tour, and G is k-edge-ordered.
Next, we prove a similar result concerning strongly k-edge-ordered graphs.
Theorem 4.4. If a graph G is (2k + 1)-ordered, then it is strongly k-edge-ordered.
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To prove this theorem we will need a lemma.
Lemma 4.5. Given a sequence T = ((r1; s1); (r2; s2); : : : ; (rk ; sk)) of k oriented edges of
G there is a way to mark one instance of every vertex in r1; r2; : : : ; rk , s1; s2; : : : ; sk so
that si and ri+1 are marked instances of the endpoints of an edge in T for at most
one index i (indices taken modulo k).
Proof. Let us denote ei = (ri; si). The lemma is obviously true if k = 1.
Suppose that the claim is true for |T |¡k. We will consider two cases.
Case 1: There is no index i such that si is a single element of r1; : : : ; rk , s1; : : : ; sk
and ri = ri+1 or such that ri+1 is a single element and si = si+1. Apply Lemma 4.2
to the sequence H = (s1; r2; s2; r3; : : : ; sk ; r1) and mark one instance of every multiple
element so that no pair (si; ri+1) contains two marked multiple elements. Now mark all
single elements of H . If a pair (si; ri+1) contains two marked elements, then either both
si and ri+1 are single elements, in which case they are not the endpoints of an edge
in T , or one of si or ri+1 is a single element while the other is a multiple element.
Without loss of generality, suppose that si is the single element. Then the only edge
in T that can have endpoints si and ri+1 is ei, but the assumption ri = ri+1 excludes
this possibility. Thus in this case no edge in T has endpoints si and ri+1 if both si and
ri+1 are marked.
Case 2: There is an index i such that si is a single element of r1; : : : ; rk , s1; : : : ; sk
and ri = ri+1 (the case when ri+1 is a single element and si = si+1 is analogous).
Use the induction hypothesis and apply Lemma 4.5 to the set T − ei, marking one
instance of every vertex in r1; : : : ; ri−1; ri+1; : : : ; rk , s1; : : : ; si−1; si+1; : : : ; sk so that at
most one of (s1; r2), (s2; r3); : : : ; (si−1; ri+1); : : : ; (sk ; r1) contains marked instances of
both endpoints of an edge in T − ei. Now mark the single element si, and if ri+1 is
marked, then unmark ri+1 and mark ri instead. The pair (si; ri+1) now contains only one
marked element; therefore, ei does not have two marked elements sj, rj+1 as endpoints
for any j (si is a single element). Finally, the pair (si−1; ri) consists of two marked
elements and contains both endpoints of an edge in T − ei if and only if the pair
(si−1; ri+1) had the same property before ri+1 was unmarked. It follows that at most
one of (s1; r2); (s2; r3); : : : ; (sk ; r1) contains marked instances of both endpoints of an
edge in T . The lemma follows.
Proof of Theorem 4.4. Let T=((r1; s1); (r2; s2); : : : ; (rk ; sk)) be a sequence of k oriented
edges of G. Mark one instance of each vertex in r1; : : : ; rk , s1; : : : ; sk according to the
conditions of Lemma 4.5, and let j be the only index for which sj and rj+1 are marked
instances of the endpoints of an edge in T (choose an arbitrary j if no index has this
property).
Let us construct sequences R′ = (r′1; r
′
2; : : : ; r
′
k) and S
′ = (s′1; s
′
2; : : : ; s
′
k) in the same
way as in the proof of Theorem 4.1:
(1) Initially, let r′i = ri and s
′
i = si.
(2) While R′ and S ′ do not consist of 2k distinct vertices, modify R′∪S ′=(r′1; : : : ; r′k ; s′1;
: : : ; s′k) as follows:
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(a) Choose a vertex v that appears m¿ 2 times in R′ ∪ S ′.
(b) Choose m− 1 neighbors v1, v2; : : : ; vm−1 of v that are not contained in R′ ∪ S ′
(this is possible since d(v)¿ 2k while there are at most 2k−m distinct vertices
diJerent from v in R′ ∪ S ′).
(c) Replace the unmarked instances of v with v1, v2; : : : ; vm−1.
The resulting sequences R′ = (r′1; : : : ; r
′
k) and S
′ = (s′1; : : : ; s
′
k) consist of 2k distinct
elements such that r′i (resp. s
′
i) either equals ri (resp. si) or is a neighbor of ri (resp.
si). Choose a vertex t not in R′ ∪ S ′.
Let C be a cycle in G containing the vertices r′1, s
′
1, r
′
2, s
′
2; : : : ; s
′
j, t, r
′
j+1; : : : ; r
′
k ,
s′k in the given order. Let P
′
i be the part of C between s
′
i and r
′
i+1 containing no
other vertices of R′ ∪ S ′. Let Pi be the path between si and ri+1 obtained from P′i by
adjoining the edge (si; s′i) at the beginning if si = s′i and the edge (r′i+1; ri+1) at the
end if r′i+1 = ri+1 (if si = ri+1, then let Pi be an “empty” path starting and ending at
si). Finally, let L be the tour that contains the edges in T in the given order and the
given orientations and uses the path Pi to get from the endpoint si of (ri; si) to the
endpoint ri+1 of (ri+1; si+1).
It has been shown in the proof of Theorem 4.1 that L does not use the same edge
more than once unless si and ri+1 are marked instances of the endpoints of an edge in
T , in which case the path Pi may consist of a single edge. This is possible only for
i = j, but Pj has more than one edge since t is an interior vertex of Pj. Thus L is a
valid tour containing the edges in T in the given order and the given orientations, so
G is strongly k-edge-ordered.
Notice that the graph M2k−1 de8ned in Section 2 is 2k-ordered but not strongly
k-edge-ordered by Proposition 2.2. Thus Theorem 4.4 is sharp.
We now state the 8nal result of this section that relates ′(G) and ′(G).
Theorem 4.6. If a connected graph is 2k-edge-ordered, then it is strongly k-edge-
ordered.
Proof. Let T=(e1; e2; : : : ; ek) be a sequence of k oriented edges of G. Denote ei=(ri; si).
The degree of each vertex of G is at least 2k (otherwise by Proposition 2.1 we would
have ′(G)6 2k − 1). It follows that we can choose edges fi = (si; ti) such that the
2k edges e1, e2; : : : ; ek , f1, f2; : : : ; fk are all distinct.
Let L be a tour in G that visits the edges e1, f1, e2, f2; : : : ; ek , fk in the given order
but not necessarily in the given orientations. Travel along L, and for each i such that
ei is passed in the wrong direction (si, then ri), let Li be the part of L that starts with
the edge ei and ends as soon as the vertex si is encountered next. Note that the tour
Li ends either right after L passes the edge fi, or before that. In any case, Li starts
and ends at si and contains no edge of T except ei.
Let L′ be the tour obtained from L by reversing the direction in which the tour Li
is traversed for every i such that L passes ei in the wrong direction. It is clear that
L′ contains the edges of T in the given order and the given orientations. Thus G is
strongly k-edge-ordered.
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Theorem 4.6 is sharp since by Proposition 2.3 the graph M2k−2 is (2k − 1)-edge-
ordered but not strongly k-edge-ordered.
5. k-Edge-ordered Eulerian graphs
It is noted in [2] that if a graph is k-ordered and Hamiltonian, then it is not necessar-
ily k-ordered Hamiltonian. However, every k-edge-ordered graph that is also Eulerian
is k-edge-ordered Eulerian. The proposition below uses the well-known result that a
connected graph is Eulerian if and only if all its vertices have even degree.
Proposition 5.1. A connected graph G is (strongly) k-edge-ordered Eulerian if and
only if it is Eulerian and (strongly) k-edge-ordered.
Proof. Clearly, a (strongly) k-edge-ordered Eulerian graph G is both Eulerian and
(strongly) k-edge-ordered.
Suppose that the graph G is Eulerian and (strongly) k-edge-ordered. Let T =(e1; e2;
: : : ; ek) be a sequence of k edges of G. There is a tour L in G containing the edges
of T in the given order (and in the speci8ed orientations, if applicable). Every vertex
has an even degree in G and L, and hence in G − L. Thus each of the connected
components H1, H2; : : : ; Hm of G−L is an Eulerian graph. Let vi be a vertex of Hi ∩L
(such a vi exists because G is connected), and let Li be an Eulerian tour of Hi starting
and ending at vi. Consider the following Eulerian tour of G: go along L until a vertex
vi1 in {v1; v2; : : : ; vm} is encountered, go through the entire tour Li1 , go along L until
the next vertex vi2 in {v1; v2; : : : ; vm} is encountered, go through the entire tour Li2 , etc.,
and after all vertices in v1; v2; : : : ; vm have been encountered, 8nish the tour by going
along the remaining part of L. It is easy to see that this Eulerian tour of G contains
the edges of T in the given order (and in the speci8ed orientations, if applicable) since
the order and the orientations of edges of L are not changed. Hence G is (strongly)
k-edge-ordered Eulerian.
The following theorem is the central result on k-edge-ordered Eulerian graphs.
Theorem 5.2. Let G be a connected Eulerian graph. Then G is (2k+1)-edge-ordered
if and only if it is 2k-edge-connected.
The “if” direction of this theorem was proved by Cai and Fleischner [1]. The “only
if” direction follows from Corollary 3.3. We can combine Theorems 5.2 and 4.6, and
Corollary 3.5 to prove the following theorem.
Theorem 5.3. Let G be a connected Eulerian graph. Then G is strongly k-edge-ordered
if and only if it is 2k-edge-connected.
The “if” direction is also proved in [1]. A stronger version of Theorem 4.1 for
Eulerian graphs can be obtained as a corollary of Theorem 5.2.
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Theorem 5.4. If an Eulerian graph is (2k+1)-ordered, then it is (2k+1)-edge-ordered.
Proof. Every (2k + 1)-ordered graph is 2k-connected and hence 2k-edge-connected.
The result now follows from Theorem 5.2.
We conclude the section with the following proposition.
Proposition 5.5. Let Kn be the complete graph on n vertices. If n¿ 3, then
′(Kn) =
{
n if n is odd;
n− 2 if n is even:
Proof. It follows from Proposition 2.1 that ′(Kn)6 n for odd n, and that ′(Kn)6
n− 2 for even n.
If n is odd, then Kn is Eulerian and (n−1)-edge-connected, hence Kn is n-edge-ordered
by Theorem 5.2.
It remains to show that if n is even, then Kn is (n − 2)-edge-ordered. Let T =
(e1; e2; : : : ; en−2) be a sequence of n− 2 edges of Kn. There is a vertex v of Kn which
is an endpoint of at most one edge in T .
Case 1: v is not an endpoint of an edge in T . Since Kn − v is isomorphic to Kn−1,
and Kn−1 is (n − 1)-edge-ordered, it follows that there is a tour in Kn − v containing
the edges of T in the given order.
Case 2: v is an endpoint of exactly one edge (u; v) in T . Since the degree of u in
Kn is n − 1, and there are n − 2 edges in T , there is a vertex w in Kn − v such that
(u; w) ∈ T . Let T ′ be the sequence of edges obtained from T by replacing (u; v) with
(u; w). Then T ′ is a sequence of edges of Kn − v, which is isomorphic to Kn−1, and
therefore is (n− 1)-edge-ordered. Let L′ be a tour in Kn−1 containing the edges of T ′
in the given order. Replacing the edge (u; w) of L′ with the path uvw results in a tour
L in Kn that contains the edges of T in the given order. The proposition follows.
6. Open questions
We conclude by posing several open questions. The following question is about
sharpness of Theorem 4.1.
Question 6.1. What is the smallest integer mk for which every mk -ordered graph is
k-edge-ordered?
It is obvious that a strongly k-edge-ordered graph is k-edge-ordered, i.e.
′(G)6 ′(G). Is this inequality sharp? In other words, is there an in8nite family
of graphs {Gk} indexed by a subset of positive integers such that ′(Gk)=′(Gk)=k?
We state this as a more general question below.
Question 6.2. What is the largest integer nk such that every strongly k-edge-ordered
graph is nk -edge-ordered?
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Theorem 5.2 appears to be the strongest known result on k-edge-ordered graphs,
but it is valid only for Eulerian graphs. The proof given by Cai and Fleischner in [1]
relies heavily on an earlier result, which also concerns Eulerian graphs. Therefore, it
is not obvious that the theorem can be extended to arbitrary graphs. This suggests the
problem of 8nding tight edge-connectivity conditions for a graph to be k-edge-ordered
or strongly k-edge-ordered.
Question 6.3. What is the smallest integer ck (resp. dk) for which every ck -edge-
connected (resp. dk -edge-connected) graph is k-edge-ordered (resp. strongly k-edge-
ordered)?
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