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Abstract
The exponentially improved large-a expansion for the Hurwitz zeta function ζ(s, a)
is exploited to examine the expansion of the periodic zeta function F (a, s) in the upper
half-plane of the variable a. It is shown that a double Stokes phenomenon takes place in
the vicinity of the positive imaginary a-axis as |a| → ∞. This is a consequence of the
fact that constituent parts of F (a, s) involve two Hurwitz zeta functions resulting in two
parallel Stokes lines at unit distance apart. Numerical calculations confirm the theoretical
predictions.
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1. Introduction
It is a well-established result of asymptotic analysis that the Stokes phenomenon is associated
with the smooth appearance of an exponentially small term in compound asymptotic expansions
across certain rays (known as Stokes lines) in the complex plane. For a wide class of functions,
particularly those satisfying second-order ordinary differential equations, the functional form
of the coefficient multiplying such a subdominant exponential (a Stokes multiplier) is found to
possess a universal structure represented to leading order by an error function, whose argument
is an appropriate variable describing the transition across the Stokes line [1].
A function not satisfying a differential equation and which does not share this simple prop-
erty is the logarithm of the gamma function. In [8], Paris and Wood obtained the exponentially
improved expansion of log Γ(z) and showed that it involved not one but an infinite num-
ber of subdominant exponentials e2piikz (k = ±1,±2, . . .). These exponentials are maximally
subdominant on the Stokes lines arg z = ± 12π, respectively, and steadily grow in magnitude
in | arg z| > 12π to eventually combine to generate the poles of Γ(z) on the negative z-axis.
These authors demonstrated that the Stokes multipliers associated with the leading exponen-
tials (corresponding to k = ±1) undergo a smooth transition approximately described by an
error function in the neighbourhood of arg z = ± 12π. Subsequently, Berry [2] showed, by a
sequence of increasingly delicate subtractions of optimally truncated asymptotic series, that all
the subdominant exponentials switch on smoothly across the Stokes lines in a similar manner;
see also [7, §6.4].
An analogous refinement in the large-a asymptotics of the Hurwitz zeta function ζ(s, a)
was considered by the author in [6]. Across the Stokes lines arg a = ± 12π, there is a similar
appearance of an infinite number of subdominant exponentials e2piika (k = ±1,±2, . . .), each
exponential being associated with its own Stokes multiplier. For large |a|, the Stokes multipliers
1
associated with these exponentials undergo a smooth, but rapid, transition given approximately
by
1
2 ±
1
2erf [(θ ∓
1
2π)
√
πk|a|], θ = arg a (k = 1, 2, . . .) (1.1)
in the neighbourhood of arg a = ± 12π, respectively.
In this paper we consider the periodic zeta function F (a, s) defined by [5, §25.13]
F (a, s) =
∞∑
n=1
e2piia
ns
(ℜ(s) > 0, 0 < a < 1; ℜ(s) > 1, a ∈ N), (1.2)
which equals ζ(s) when a is an integer. Here, we allow a to take on complex values in the upper
half-plane 0 < arg a < π, when the sum in (1.2) converges for all finite values of the parameter
s. The function F (a, s) can be expressed in terms of the Hurwitz zeta function and, accordingly,
its exponentially improved large-a expansion also consists of an infinite number of subdominant
exponentials e2piika (k = ±1,±2, . . .). In the neighbourhood of the positive imaginary axis, it is
found that the exponentials with k ≥ 1 undergo a double Stokes phenomenon, since constituent
parts of F (a, s) are associated with two parallel Stokes lines at unit distance apart. In Section
2, we summarise the exponentially improved expansion of ζ(s, a) obtained in [6] and apply this
in Section 3 to F (a, s).
2. The exponentially improved expansion for ζ(s, a)
We present here a summary of the details of the exponentially improved expansion of the
Hurwitz zeta function ζ(s, a) derived in [6]. This function is defined by
ζ(s, a) =
∞∑
k=0
1
(k + a)s
(a 6= 0,−1,−2, . . .)
when ℜ(s) > 1 and elsewhere by analytic continuation. It is convenient to introduce the function
Z(s, a) by
ζ(s, a) =
1
2
a−s +
a1−s
s− 1
+
Z(s, a)
Γ(s)
. (2.1)
Then it is well known that Z(s, a) has the large-a (Poincare´) expansion given by [5, p. 610]
Z(s, a) ∼
∞∑
k=1
B2k
(2k)!
Γ(2k + s− 1)
a2k+s−1
(2.2)
valid as |a| → ∞ in | arg a| < π, where B2k denote the even-order Bernoulli numbers. Since
successsive B2k have opposite signs, all terms in (2.2) have the same phase on arg a = ±
1
2π,
with the result that the positive and negative imaginary a-axes are Stokes lines for ζ(s, a).
Let {Nk} (k ≥ 1) denote a set of positive integers, which for the moment are arbitrary but
which will subsequently be chosen to be optimal truncation indices, and define νk := 2Nk + s.
Define the so-called terminant function Tν(z) as a multiple of the incomplete gamma function
Γ(a, z) by
Tν(z) = e
piiν Γ(ν)
2πi
Γ(1− ν, z).
Then the exponentially improved large-a expansion of Z(s, a) is [6, Eq. (2.5)]
Z(s, a) = (2π)2s
∞∑
k=1
ks−1
{
1
π
Nk−1∑
r=0
(−)r
Γ(2r + s+ 1)
(2πka)2r+s+1
+Rk(a;Nk)
}
(2.3)
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for | arg a| < π and1 for all s satisfying s 6= −1,−2, . . . , where
Rk(a;Nk) = e
−piis{e2piikae
1
2
piisTνk(2πika)− e
−2piikae−
1
2
piisTνk(−2πika)}. (2.4)
An important feature of (2.3) is that the standard Poincare´ expansion in (2.2) has been
decomposed into a k-sequence of component asymptotic series with scale 2πka, each associated
with its own arbitrary truncation index Nk and remainder term Rk(a;Nk). From the large
argument asymptotics of the incomplete gamma function Γ(a, x) ∼ xa−1e−x as |x| → ∞ in
| arg x| < 32π [5, p. 179], the sum over k involving Rk(a;Nk) is seen to be absolutely convergent,
since the behaviour of the late terms is controlled by k−1−2Nk . It therefore follows that the
result (2.3) is exact and no further expansion process is required.
We remark in passing that in the particular case when all the indices Nk are chosen equal
to N the sum over k in (2.3) can be evaluated as ζ(2r + 2). Use of the identity B2r =
2(−)r−1ζ(2r)(2r)!/(2π)2r and some straightforward manipulation then shows that the algebraic
series reduces to a truncated form of the Poincare´ expansion in (2.2) to yield
Z(s, a) =
N∑
r=1
B2r
(2r)!
Γ(2r + s− 1)
a2r+s−1
+ (2π)s
∞∑
k=1
ks−1Rk(a;N) (2.5)
with the index of the terminant functions contained in Rk(a;N) given by νk = 2N + s. The
result (2.5) has been given previously in [3, Eq. (21)].
If the truncation indices Nk are chosen to correspond to the optimal truncation values (i.e.,
truncation at or near the least term in the inner series over r in (2.3)) then it is easily shown
that
Nk ≃ πk|a|. (2.6)
In this case, νk = 2πk|a|+O(1) and we see that the order and the argument of each terminant
function appearing in Rk(a;Nk) are approximately equal in the limit |a| → ∞. When |ν| ∼
|z| ≫ 1, with φ = arg z, the function Tν(z) possesses the asymptotic behaviour [4], [7, §6.2.6]
Tν(z) ∼


−ie(pi−φ)iν
1 + e−iφ
e−z−|z|√
2π|z|
{1 +O(z−1)} −π + ǫ ≤ φ ≤ π − ǫ
1
2 +
1
2erf [c(φ)(
1
2 |z|)
1
2 ] +O(z−
1
2 e−
1
2
|z|c2(φ)), ǫ ≤ φ ≤ 2π − ǫ
(2.7)
where ǫ denotes an arbitrarily small positive quantity and c(φ) is defined implicitly by
1
2c
2(φ) = 1 + i(φ− π)− ei(φ−pi)
with the branch for c(φ) chosen so that c(φ) ≃ φ− π near φ = π.
Application of (2.7) to the terminant functions in (2.4), as carried out in [6], then shows
that the approximate functional form of the Stokes multipliers for large |a| in the vicinity of
arg a = ± 12π is given by the error function in (1.1).
3. The Stokes phenomenon associated with F (a, s)
The periodic zeta function F (a, s) defined in (1.2) can be expressed in terms of the Hurwitz zeta
function and so consequently we can exploit the exponentially improved expansion of ζ(s, a)
summarised in Section 2. If, for convenience, we replace s by 1− s then [5, Eq. (25.13.2)]
F (a, 1− s) =
∞∑
k=1
ks−1e2piika =
Γ(s)
(2π)s
{e
1
2
piisζ(s, a) + e−
1
2
piisζ(s, 1− a)}. (3.1)
1When s = −n (n = 1, 2, . . .) we have ζ(−n, a) = −Bn+1(a)/(n+1), where Bn(a) is the Bernoulli polynomial.
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In this last reference this formula is stated for 0 < a < 1 and ℜ (s) < 0, whereas in [6, Eq. (4.1)]
it is established for 0 < arg a < π and arbitrary2 finite s provided s 6= 0,−1,−2, . . . . When
|a| > 1, the −a in the second zeta function must be interpreted as ae−pii for a in the upper
half-plane.
To simplify the presentation we set a′ = 1− a and define
F˜ (a, s) := F (a, 1− s)−
Γ(s)
(2π)s
{
e
1
2
piis
(
1
2
a−s +
a1−s
s− 1
)
+ e−
1
2
piis
(
1
2
a′−s +
a′1−s
s− 1
)}
.
Then, from (2.1) and (3.1) we obtain
F˜ (a, s) = (2π)−s{e
1
2
piisZ(s, a) + e−
1
2
piisZ(s, a′)}. (3.2)
If we now substitute the expansion (2.3) into (3.2) we find
F˜ (a, s) = e
1
2
piis
{
1
π
∞∑
k=1
1
k2r+2
Nk−1∑
r=0
Ar(a) +
∞∑
k=1
ks−1Rk(a;Nk)
}
+e−
1
2
piis
{
1
π
∞∑
k=1
1
k2r+2
N ′
k
−1∑
r=0
Ar(a
′) +
∞∑
k=1
ks−1Rk(a
′;N ′k)
}
(3.3)
where we have set
Ar(a) :=
(−)rΓ(2r + s+ 1)
(2πa)2r+s+1
(3.4)
and we have allowed for (possibly) different optimal truncation indices Nk and N
′
k for the above
algebraic asymptotic series involving the terms Ar(a) and Ar(a
′).
The expression in (3.3) can be written in the form
F˜ (a, s) =
e
1
2
piis
π
∞∑
k=1
Nk−1∑
r=0
Ar(a)
k2r+2
+
e−
1
2
piis
π
∞∑
k=1
N ′
k
−1∑
r=0
Ar(a
′)
k2r+2
+
∞∑
k=1
ks−1Rk, (3.5)
where, from (2.4),
Rk = e
1
2
piisRk(a;Nk) + e
− 1
2
piisRk(a
′;N ′k)
= e2piikaTνk(2πika)− e
2piika−piisTνk(−2πika)
+e−2piika−piisTν′
k
(2πika′)− e2piika−2piisTν′
k
(−2πika′) (3.6)
with νk = 2Nk + s, ν
′
k = 2N
′
k + s and we have used the fact that e
±2piika′ = e∓2piika. In the
neighbourhood of arg a = 12π, we note that the phase of the argument −2πika
′ of the final
terminant function in (3.6) is approximately −π.
Use of the connection formula [7, p. 260]
Tν(ze
−pii) = e2piiν(Tν(ze
pii)− 1) (3.7)
then enables us to express the remainders Rk as
Rk = e
2piika{Tνk(2πika)− Tν′
k
(2πikaξ) + 1}
+e−2piika−piis{Tνk(−2πika)− Tν′
k
(2πika′)}, (3.8)
where
ξ := 1−
1
a
, δ := arg ξ. (3.9)
Near arg a = 12π, the arguments of the first two terminant functions in (3.8) are approximately
+π (when |a| ≫ 1), whereas those of the third and fourth terminant functions are approximately
zero.
2When s = 0,−1,−2, . . . the sum on the left-hand side of (3.1) can be expressed in terms of Clausen’s function
[9, pp. 115–119].
4
4. Numerical calculations
In order to display numerically the smooth appearance of the nth subdominant exponential
e2piina in the vicinity of arg a = 12π (at fixed |a|), it is necessary to ‘peel off’ from F˜ (a, s) the
larger subdominant exponentials corresponding to 1 ≤ k ≤ n − 1 and all larger terms of the
asymptotic series in (3.5). We follow the procedure described in [2]; see also [7, §6.4.3] for an
account of this process.
By reversal of the order of summation it is seen that the first double sum in (3.5) can be
rearranged3 as
1
π
∞∑
k=1
Nk−1∑
r=0
Ar(a)
k2r+2
=
1
π
{N1−1∑
r=0
∞∑
k=1
+
N2−1∑
r=N1
∞∑
k=2
+
N3−1∑
r=N2
∞∑
k=3
+ · · ·
}
Ar(a)
k2r+2
=
1
π
∞∑
m=1
Nm−1∑
r=Nm−1
Ar(a) ζ(2r + 2,m),
where N0 = 0, with a similar result for the other double sum involving Ar(a
′). Then
F˜ (a, s) =
e
1
2
piis
π
∞∑
k=1
Nk−1∑
r=Nk−1
Ar(a) ζ(2r + 2, k)
+
e−
1
2
piis
π
∞∑
k=1
N ′
k
−1∑
r=N ′
k−1
Ar(a
′) ζ(2r + 2, k) +
∞∑
k=1
ks−1Rk, (4.1)
where Rk is defined in (3.6) and Ar(a) in (3.4). This result is absolutely convergent and holds
for arbitrary positive truncations Nk and N
′
k.
We now choose the integers Nk and N
′
k to be optimal truncation indices according to (2.6).
We define the nth Stokes multiplier Sn(θ) (with θ = arg a) associated with the exponential
e2piina by subtracting from F˜ (a, s) the larger subdominant exponentials 1 ≤ k ≤ n− 1 and the
asymptotic series corresponding to 1 ≤ k ≤ n, viz.
F˜ (a, s) =
e
1
2
piis
π
n∑
k=1
Nk−1∑
r=Nk−1
Ar(a) ζ(2r + 2, k) +
e−
1
2
piis
π
n∑
k=1
N ′
k
−1∑
r=N ′
k−1
Ar(a
′) ζ(2r + 2, k)
+
n−1∑
k=1
ks−1Rk + n
s−1e2piinaSn(θ).
It then follows that
Sn(θ) =
e−2piina
ns−1
{
F˜ (a, s)−
e
1
2
piis
π
n∑
k=1
Nk−1∑
Nk−1
Ar(a) ζ(2r + 2, k)
−
e−
1
2
piis
π
n∑
k=1
N ′
m
−1∑
N ′
m−1
Ar(a
′) ζ(2r + 2, k)−
n−1∑
k=1
ks−1Rk
}
(4.2)
for n = 1, 2, . . . . Note that the weighting factor ns−1 has not been incorporated into the Stokes
multiplier.
3The modified double series involves the function ζ(2r+2,m) itself; however, its evaluation is straightforward
for m = 1, 2, . . . .
5
The Stokes multiplier for the first exponential e2piia can be expressed alternatively following
(2.5) in the form
S1(θ) = e
−2piia
{
F˜ (a, s)−
e
1
2
piis
π
N1∑
r=1
B2r
(2r)!
Γ(2r + s− 1)
a2r+s−1
−
e−
1
2
piis
π
N ′
1∑
r=1
B2r
(2r)!
Γ(2r + s− 1)
a′2r+s−1
}
.
(4.3)
In Fig. 1 we present the real part4 of Sn(θ) for n = 1 and 2 when a = |a|e
iθ and for different
s as a function of θ in the vicinity of the positive imaginary a-axis. In the computation of Sn(θ)
it is necessary to compute the terms Rk (1 ≤ k ≤ n − 1) by means of (3.6) and the double
sums to the required exponential accuracy. The optimal truncation indices Nk and N
′
k were
obtained by inspection of the terms in the algebraic expansions. In addition, when computing
the terminant functions appearing in Rk one must use the connection formula (3.7) once the
argument of z in Tν(z) has exceeded π, since Mathematica only computes the value of the
incomplete gamma function in the principal sector −π < arg z ≤ π.
It is seen from the asymptotics of Tν(z) in (2.7) that in the neighbourhood of arg a =
1
2π
the dominant contribution to Rn arises from the terms involving the exponential e
2piina, since
the terms involving e−2piina are O((n|a|)−1/2e−2pin|a|). The Stokes multiplier Sn(θ) of the factor
ns−1e2piina contained in the remainder term in (3.8) then has the leading form given by
Sn(θ) ≃ Tνn(2πina)− Tν′n(2πinaξ) + 1
∼ 1 + erf [(θ − 12π)
√
πn|a|]− erf [(θ + δ − 12π)
√
πn|a′|] (4.4)
as |a| → ∞ for n = 1, 2, . . . , where ξ and δ are defined in (3.9). The computed values (shown
by dots) are compared with the approximation (4.4) in Fig. 1.
(a) 0.3 0.4 0.5 0.6 0.7 0.8
0.7
0.8
0.9
1.0
(b) 0.3 0.4 0.5 0.6 0.7 0.8
0.70
0.75
0.80
0.85
0.90
0.95
1.00
(c)
0.3 0.4 0.5 0.6 0.7 0.8
0.6
0.7
0.8
0.9
1.0
Figure 1: The variation of ℜSn(θ) as a function of θ/pi when (a) n = 1, |a| = 6, s = 3, with
N1 = N
′
1 = 17; (b) n = 1, |a| = 8, s = 2 +
1
2
i, with N1 = 25, N
′
1 = 24; and (c) n = 2, |a| = 6, s = 2,
with N1 = N
′
1 = 18, N2 = 36, N
′
2 = 37. The curves represent the approximate behaviour from (4.4)
and the dots the exact values computed from (4.2) and (4.3).
4There is also a small imaginary part to Sn(θ) that is not shown.
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4. Concluding remarks
The results in Fig. 1 show a good agreement between the computed values and the approximate
functional form given by the right-hand side of (4.4). The transition of the exponentials in the
vicinity of the positive imaginary axis occurs on an increasingly sharp scale (over a θ-range
proportional to n−1/2). We remark that for the case n = 2, the procedure has revealed the
presence of an exponential of magnitude e−24pi = O(10−33) hidden behind a larger exponential
of magnitude e−12pi.
The most striking feature displayed in Fig. 1 is that the Stokes multipliers associated with
F˜ (a, s) do not exhibit the simple switching on or off behaviour characteristic of the usual Stokes
phenomenon, where the multiplier varies smoothly from approximately zero on one side of a
Stokes line to approximately unity on the other side. This different behaviour associated with
F˜ (a, s) is produced by the fact that this function depends on two Hurwitz zeta functions,
ζ(s, a) and ζ(s, 1 − a), each with a different Stokes line in the upper half-plane: the first one
on arg a = 12π and the second on ℜ (a) = 1, ℑ (a) > 0. As θ = arg a is increased through
positive values, the multiplier associated with ζ(s, 1 − a) switches off across ℜ (a) = 1 whereas
the multiplier associated with ζ(s, a) switches on across ℜ (a) = 0. The result of these two
conflicting transitions is that the multiplier for F˜ (a, s) undergoes a partial switch-off between
these two Stokes lines, possessing the value approximately unity both before ℜ (a) = 1 and
after ℜ (a) = 0, with a dip occurring in between these two lines.
The minimum value of the approximate functional form of Sn(θ) in (4.4) depends only on
|a| and n. The location of the minimum at θ = θ0 in the case n = 1 is tabulated in Table 1
for different values of |a| and also the corresponding minimum value S1(θ0). It can be observed
that the minimum θ0 is situated to the right of θ =
1
2π and that θ0 →
1
2π as |a| → ∞. The dip
in S1(θ) progressively decreases as |a| → ∞.
|a| θ0/π S1(θ0) |a| θ0/π S1(θ0)
1 0.314363 0.185967 8 0.479894 0.657472
2 0.416139 0.370072 10 0.483951 0.691736
4 0.459300 0.529774 15 0.489331 0.746192
6 0.473089 0.608463 20 0.492010 0.779264
Table 1: The location of the minimum θ0 of the leading approximation for S1(θ) in (4.4) for different values
of |a|.
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