Similar to algebraic decoding schemes, the (23, 12, 7) Golay code can be decoded by applying the step-by-step decoding algorithm. In this work, a modified step-by-step algorithm for decoding the Golay code is presented. Logical analysis yielded a simple rule for directly determining whether a bit in the received word is correct. The computational complexity can be reduced significantly using this scheme. key words: (23, 12, 7) binary Golay code, algebraic decoding scheme, step-by-step decoding, computational complexity 
Introduction
The (23, 12, 7) Golay code is a perfect multiple-errorcorrecting code [1] . The algebraic approach, including Kasami's error-trapping decoder and systematic-search decoder [3] , can be used to decode this code. Massey proposed a step-by-step algorithm for decoding BCH codes [4] . The principle of the step-by-step decoding algorithm is to change the received bits one at a time and verify whether the weight of the error pattern has been reduced [5] . The entire error pattern can be found by repeating this procedure for all received bits. The step-by-step approach for decoding the Golay code was initially proposed in 1966 [2] , but it cannot distinguish between the cases with two errors and that with three errors. Elia [6] proved that the algebraic approach for decoding triple-error-correcting binary BCH codes is also applicable for completely decoding the Golay code. Using the results of Elia, Wei and Wei [7] proposed a fast step-bystep algorithm for decoding the Golay code. However, they did not attempt to reduce the computational complexity.
A low-complexity step-by-step decoding algorithm for t-error-correcting binary BCH codes based on logical analysis has been proposed to reduce computational complexity [8] . By applying Theorem 3 in [8] , this work proposes a modified step-by-step algorithm for decoding the Golay code. The algorithm is based on the concept proposed in [7] , but further reduces the amount of the calculations by applying logical analysis. The determination of whether a received bit is erroneous is also reduced to a simple equation. 
Preliminaries
The (23, 12, 7) Golay code can be described as a cyclic code of length 23, generated by the irreducible polynomial g(x) = x 11 + x 9 + x 7 + x 6 + x 5 + x + 1. The codeword for this code can be represented by c(x) = i is the error polynomial. Let β ∈ GF (2 11 ) be a root of g(x); β 23 = 1. g(β j ) = 0 for j ∈ {1, 2, 3, 4, 6, 8, 9, 12, 13, 16, 18}, so the corresponding syndromes can be calculated from S j = r(β j ) = c(β j ) + e(β j ) = e(β j ). As proven in [6] , the error locator polynomial for the Golay code is
where
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Lemma: If the received word r(x) has only one error, then S 
. It implies S 3 1 + S 3 = 0 and contradicts the assumption. Hence, S
The lemma demonstrates that S 3 1 + S 3 0 indicates that at least two errors have occurred, and σ 3 = 0 indicates that no more than two errors have occurred. Therefore, in determining the number of errors in r(x), a variable F ∈ GF (2 11 ) is defined as [7] 
where T 3 = S 3 1 + S 3 and T 9 = S 9 1 + S 9 . The main complexity of Eq. (2) is the computation of the inversion and the cube root. The equation
1 S 9 , since we only need to check the result is zero or not in the decoding algorithm. Then, the computational complexity can be significantly reduced since it skips the computation of the inversion and cube root. Based on the assumption that the received word is correctable, so the number of errors is less than or equal to three, the number of errors in r(x) can be determined using the following rules: 
Thus, a decision vector H is defined as H
, and h 3 = 1 if M 0, to determine the number of errors. Then, the number of errors can be determined in terms of the vector H. That is, the decision vector must be (0, 0, 0) for no error, (1, 0, 0) for a single error, (1, 1, 0) for two errors or (×, 1, 1) for three errors, where "×" is a value of either 0 or 1.
If
, where ep(x) = e(x) + x p and the subscript "p" indicates that the value at the x p position of e(x) is temporarily changed. Then, the modified syndrome is
The corresponding decision vector Hp can also be defined as
where 
Decoding Algorithm
The following modified step-by-step algorithm for decoding the (23, 12, 7) Golay code is proposed. Logical analysis can be used to simplify further the determination of whether a received bit is erroneous in the step-by-step decoding algorithm proposed in [7] , into a general function. The logical analysis is based on the fact that only seven cases are possible in the determination of the value at the x p position of the error pattern e, e = (e 0 , e 1 , . . . , e 22 ), for the Golay code.
Theorem 1:
For the (23, 12, 7) Golay code, the estimated value at the x p position (0 ≤ p ≤ 22) of the error pattern e can be given bŷ
where "∨" denotes logical OR.
Proof: The Golay code is perfect, so the weight of the correctable error pattern is no more than three. Let v be the Table 1 The logic analysis ofê p . Based on Theorem 1, a modified step-by-step algorithm for decoding the (23, 12, 7) Golay code is described as follows: Otherwise, go to step 4. Table 2 compares the equations employed to estimate the value ofê p proposed in this work and in [7] . Clearly, the proposed algorithm significantly reduces the computational complexity.
Decoder Architecture
According to the above step-by-step decoding algorithm, a hardware structure of the decoder is shown in Fig. 1 . It consists of four parts: 1) Decoding buffer register: The buffer register is used to store the received vector and to correct received vector bit by bit. 2) Syndrome generator: The syndrome generator is used to calculate the initial syndromes S i and the temporarily changed syndromes S i,p . 3) Comparison unit: The unit is used to determine the decision bits h 2 , h 1,p and h 3,p . 4) Decision unit: According to the decisions bits h 2 , h 1,p and h 3,p , the unit estimates the error valueê p and sends it to the output of the decoding buffer register to correct the corresponding error. The circuits of syndrome generator and decision unit can be easily implemented by logic gates. A design of the comparison unit is shown in Fig. 2 . It is easy to accomplish the add operation in GF (2 11 ) and only a few Exclusive-OR gates in GF (2 11 ) are required for the square units [9] . The calculation of multiplication operation in GF (2 11 ) can be implemented by using a static cellular-array multiplier [10] . Since the equation to estimate the error value suggested in [7] can be simplified by Theorem 1, only three variables T 3 , S 1,p , and Mp in GF (2 11 ) must be computed to determine the decision bits h 2 , h 1,p and h 3,p by using three simple zerocheckers. The equation
1/3 is the most complicated part of the comparison circuit in [7] , which is modified into M = S Hence, we have a efficient decoder. The modified decoding algorithm is less complex than the decoder in [7] , since it omits the computation of the variables F and T¯3 and the functions (·) 1/3 and (·) −1 those required in [7] . The Elia decoder [6] is another efficient decoder. However, the error locator polynomial has to be generated and solve the roots of the error locator polynomial is required in the decoder, which are more complicated than computing the variables of the proposed algorithm.
Illustrative Example
Let α be a primitive element of GF (2 11 ) and take β = α 89 to be a primitive 23rd root of unit (β 23 = 1). The generator polynomial of the (23, 12, 7) Golay code is g(x) = x 11 + x 9 + x 7 + x 6 + x 5 + x + 1. Assume two errors exist in the received polynomial r(x) and e(x) = x 2 + x 11 . The initial syndromes are
Hence, T 3 = α 1635 and M = 0.
From Eq. (4), the estimated error value of e p can be simplified aŝ e p =h 1,ph2 ∨ h 2h3,p = (h 1,p · 0 ∨ 1 ·h 3,p ) =h 3,p .
For 11 ≤ p ≤ 22 the temporarily changed syndrome values are
The value Mp is calculated to determine 
Conclusions
A modified step-by-step algorithm for decoding the (23, 12, 7) Golay code was proposed. Logical analysis yields a simple equation for estimating the error pattern. Such a decoding scheme significantly reduces the computational complexity compared with the previous one. Moreover, the simple and regular procedure also makes it suitable for hardware implementation.
