We consider fermion (or determinantal) random point fields on Euclidean space R d . Given a bounded, translation invariant, and positive definite integral
Introduction
Fermion (or determinantal) random point fields (FRPF's hereafter) are probability measures on the configuration space of particles (moving on discrete or continuum spaces) whose correlation functions are determined by determinants of matrices. See Section 2 for the definition. In many literature FRPF's are investigated; the problem of existence, basic properties, ergodicity (for translationally invariant case), stochastic domination, and connection to other physical problems have been studied [2, 3, 6, 7, 8, 9, 15, 16, 19 , and references therein].
The aim of this paper is to investigate the Gibbsianness of FRPF's on continuum spaces and also to construct the suitable interactions. The Gibbsianness of FRPF's on discrete spaces was first shown in [16] and then in [17] in different ways for suitable 2 Preliminaries
FRPF's on Continuum Spaces
In this subsection we briefly recall the definition of FRPF's. For a more complete survey on this field, we refer to the articles [2, 3, 6, 7, 8, 9, 15, 16, 19] . The state space for FRPF's may be a very general separable Hausdorff space but in this paper we fix it to be R d . It is understood as a one particle space.
We denote by N the space of locally finite, integer-valued Radon measures on R d , equipped with the vague topology. We notice that an element (called a configuration) ξ ∈ N is expressible as
where each k i is a positive integer and δ x i is a Dirac measure, and distinct points {x i } form a countable set with at most finitely many x i 's in any bounded Borel subset of R d . We recall that N is a Polish space, i.e., N can be given a metric so that it becomes a complete separable metric space. Moreover, the induced topology from that metric is equivalent to the vague topology [4, Corollary 7.1.IV and section A2.6]. The
Borel σ-aglebra F on N is equal to the smallest σ-algebra with respect to which the We will denote by F (Γ) resp. F
∆ the σ-algebras {A ∩ Γ : A ∈ F} resp. {A ∩ Γ : A ∈ F ∆ } in Γ.
By a random point field (abbreviated RPF) we mean a triple (N , F, µ) where µ is a probability measure on F. For simplicity we call such a measure µ itself as a RPF. 
where E µ denotes the expectation w.r.t. µ and dx is the Lebesgue measure on R d .
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Definition 2.2 A RPF is called fermion (or determinantal) if its n-point correlation functions are given by
where K(x, y), x, y ∈ R d , denotes the integral kernel function of an integral operator
For the existence of FRPF's we state the following theorem from [19] (see also [9, 15] ).
We denote by I the identity operator on L 2 (R d ). In this paper we restrict ourselves to the Hermitian operators for the defining operator K, but there are examples of FRPF's with non-Hermitian operators [2] . We notice that from the determinantal nature of the correlation functions in (2.4), FRPF's are in fact measures on (Γ, F (Γ) ). Below we summarize some basic properties of FRPF's.
Basic Properties of FRPF's
First we remark that any FRPF has a system of density distributions. Recall that the density distributions, or called the Janossy densities [4] , of a RPF µ are the measurable functions (σ m Λ ), where m ∈ Z + and Λ runs over all bounded Borel subsets of R d , that satisfy following properties [14] :
The relation between µ and (σ m Λ ) is given by the following properties: if f : N → R is any measurable local (cylindrical) function, say Λ-local, then
Moreover, the correlation functions of µ are then recovered from (σ m Λ ) by the following relation:
For each bounded Borel subset Λ ⊂ R d , we denote by P Λ the projection from
. Let µ be any FRPF corresponding to an operator K (see Theorem
function on the set Λ. The density functions of µ are given by [15, 19] 
where det(I − K Λ ) is a Fredholm determinant [18] and
In the following remark we gather some basic facts about the density distributions for FRPF's.
Remark 2.4 (i)
The formula (2.9) is well-defined even in the case 1 ∈ spec K Λ , the spectrum of K Λ . See [19] .
(ii) We recall that given a trace class operator T on L 2 (R d ) the Fredholm determinant of I + T is given by
Tr(∧ n T ), (2.10) where ∧ n T is the n-th exterior product of T and the following estimate holds:
where · 1 is the trace norm. For the density distributions of FRPF's we have the following relation:
The last equality follows from [18, Theorem 3.10] if the kernel function
continuous. The general case follows from the argument of [19] (see the equation (1.26) of [19] ).
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(iii) If µ is a FRPF corresponding to an integral operator K, using the expression (2.9) we have the following Laplace transform of µ (cf. [15] 
where < f, ξ >:= x i ∈ξ f (x i ) and ψ f (x) = 1 − exp(−f (x)) and Kψ f is the product of K and the multiplication operator with function ψ f , and the determinant is a Fredholm determinant.
Results

Determinantal Potentials and Gibbsian Specifications
In this subsection we introduce a particle system with an interaction which is given by determinants of matrices. The matrix components are given by the kernel function of an integral operator on
constructed in the following way:
By Bochner's theorem and Young's inequality [12] , the operators J in Assumption 3.1 are bounded, positive definite linear operators on L 2 (R d ).
We fix an operator J satisfying the conditions in Assumption 3.1. For each integer
Since the matrix (j(x i − x j )) 1≤i,j≤n as an operator on C n is positive definite the function det(j(x i −x j )) 1≤i,j≤n is nonnegative. For a convenience we set − log 0 ≡ +∞. This follows from the following Fischer's inequality:
Thus, U (J) is uniquely decomposed as
with some functions Φ k ) k≥1 of k-body potentials the interaction determined by the operator J [13] . We now construct a Gibbsian specification for the interaction determined by J.
For conveniences, we introduce the following notations.
Notations: Each element ξ ∈ N will also be understood as a finite or countably infinite sequence ξ = (x 1 , x 2 , · · · ) in R d determined by the support of the measure ξ (see (2.1)). Of course, some of the components are repeated in general, but when ξ ∈ Γ, all the components are distinct. Any set of finite points (
of a configuration ξ ∈ N to the region Λ, i.e., ξ Λ = ξ ∩ Λ. N Λ denotes the set of all configurations ξ such that ξ = ξ Λ and set
A(x n , x n ) denotes the finite matrix
Finally, for any Λ ⊂⊂ R d and a Λ-local function f we simplify the integration
where dx n denotes the Lebesgue measure on (R d ) n .
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We now consider the energy of a particle configuration in a bounded region with a given boundary condition. We will need to refine the boundary particles that would interact with some particles inside the region. We say that the system has an interaction range R ∈ (0, +∞] defined by
(We consider only the case R > 0.) Given a region Λ ⊂⊂ R d and a configuration
,··· ∈ N , we define a subset ξ ∂Λ ⊂ ξ Λ c of boundary particles that interact with the particles inside Λ as follows. In the case R = +∞, we let ξ ∂Λ ≡ ξ Λ c . In the case R < ∞, we say that a particle x i ∈ ξ Λ c interacts with particles in the region Λ if there is a finite sequence (
From the decomposition (3.6) we see that for any
and finite configurations ξ Λ 1 and ξ Λ 2 , the mutual potential energy
well-defined to satisfy
and ξ ∈ N , we define the energy of the particle configuration ζ Λ on Λ with boundary condition ξ by 12) whenever the limit exists. Here ξ ∆\Λ is defined by
In Lemma 3.2 below we show that H (J) Λ (ζ Λ ; ξ) does exist for all ζ Λ ∈ Γ Λ and "physically possible"configurations ξ ∈ Γ. For that purpose we introduce the following events. For each Λ ⊂⊂ R d , define a subset R Λ ∈ F Λ c , which will represent the "possible"event in F Λ c (see [11, page 16] ), as follows:
where as before
We are now ready to define the Gibbsian specification. For a convenience we extend the function H (J) Λ (ζ Λ ; ξ) to the whole ζ Λ ∈ N Λ and ξ ∈ N . We set
For each Λ ⊂⊂ R d , ζ Λ ∈ N Λ , and ξ ∈ N , we define the function
In the above Z (J) Λ (ξ) is the partition function, i.e., a normalization constant defined by
We let J Λ denote the restriction of the operator J to L 2 (Λ):
It turns out that for any ξ ∈ R Λ , Z
Λ (ξ) is a finite number satisfying (see (4.14)) 19) where det(I + J Λ ) is the Fredholm determinant of the operator I + J Λ . Now for any bounded measurable function f : N → R, Λ ⊂⊂ R d , and ξ ∈ N , we define
We will prove that the system (γ
Gibbsianness of FRPF's
We start by summarizing the construction in the last subsection. (3.20) defines a specification with respect to R := (R Λ ) Λ⊂⊂R d (see [11, page 16] ).
The main purpose of this paper is to characterize the Gibbs measures admitted to the specification (γ (J) Λ ) Λ⊂⊂R d in the above. Recall that a probability measure µ on (N , F) is said to be admitted to (γ (J) Λ ) Λ⊂⊂R d , or to satisfy the DLR equations (see [5, 11] ) if for any Λ ⊂⊂ R d and bounded measurable function f : N → R,
Suppose that J is an integral operator as in Assumption 3.1. We define
then is a locally trace class operator and satisfies 0 ≤ K (J) < I. Therefore by Theorem 2.3 defines a FRPF which we denote by µ (J) . We conjecture that µ (J) is a Gibbs measure for the specification in Proposition 3.3. Unfortunately, however, we couldn't completely prove it. We impose further conditions on the operator J:
Assumption 3.4 In addition to the conditions in Assumption 3.1, we assume that the finite measure dρ(t) in (3.2) has a density: dρ(t) = ϕ(t)dt, and j(·) is of finite range, i.e., there exists 0 < R < ∞ such that
In the Appendix, we provide with some examples of j(·) in Assumption 3.4. We call the finite number J(0, 0) ≡ j(0) the intensity of the system (in [9, page 112], the terminology "intensity"was used for the quantity K (J) (0, 0), but the two are similar in nature). The following is a main result of this paper: We also introduce the activity of the system. We recall [13] that by an activity z > 0 of the system we mean that for any Λ ⊂⊂ R d , a grand canonical ensemble on ∞ n≥0 Λ n is a measure with restriction to Λ n given by
Analogously, for each z > 0 we define a new specification (γ 
We say that the system has an activity z. Proof: It is easily seen from (3.3) and (3.11)-(3.12) that 
Proofs
This section is devoted to the proofs of the results stated in the last section. In order to prove the Gibbsianness we will first observe that it is the case for the FRPF's of compact supported operators. Then we prove that the FRPF's of our concern are weak limits of such measures. We will apply these facts after approximating some bounded measurable functions by good bounded continuous functions.
Proof of Proposition 3.3
In this subsection we prove the construction of Gibbsian specification, Proposition 3.3. First we prove Lemma 3.2. Recall the notations H (J) Λ and R Λ , respectively in (3.12) and (3.14).
Proof of Lemma 3.2:
Let Λ ⊂⊂ R d , ζ Λ ∈ Γ Λ , and ξ ∈ R Λ . Without loss, we consider only the case of the interaction range R = +∞. (For the case of R < ∞, we only need to use ξ for ξ below.) For any bounded Borel set ∆ ⊃ Λ define
Therefore, by (3.11) and (3.3) we see that (3.4) ), and thus we are done. We suppose det J(ζ Λ ξ ∆\Λ , ζ Λ ξ ∆\Λ ) = 0 for Yoo all ∆ ⊃ Λ (in particular, J(ζ Λ ξ ∆\Λ , ζ Λ ξ ∆\Λ ) and its submatrices are invertible). By an elementary manipulation on determinants of finite matrices we have the identity:
where we have used the obvious notations, e.g., J(ζ Λ , ξ ∆\Λ ) is the matrix
For a convenience we un-
acting as an identity operator on l 2 (ξ ∆ c ). We notice that the r.h.s. of (4.3) is equal to
On the other hand, for any bounded operator T with bounded inverse T −1 and any projection P , from the decomposition (see [10, page 18] and [6] for a proof)
we get the inequality
Therefore if ∆ ′ ⊃ ∆, then by replacing P = Q ∆ and
we get
Applying Q Λ from left and right of both sides of (4.8) we see that
as operators on l 2 (ζ Λ ). Notice also that if 0 ≤ A ≤ B are two positive definite n × n matrices then 
In the case R = ∞, from (4.11) and (4.2)-(4.3) we see that
Thus from (4.12)-(4.13) we have
(4.14)
In the last equality we have used a formula for the Fredholm determinant [18, Theorem 3.10] . In the case R < ∞, we just replace ξ by ξ (see (3.12)) in the above, and we get (4.14), too.
We now prove Proposition 3.3.
Proof of Proposition 3.3:
Let us define for Λ ⊂⊂ R d , A ∈ F, and ξ ∈ N ,
where 1 A is the characteristic function on the set A (see (3.20) ). We have to show that (see [11, page 16] ):
From the definition, the properties (i)-(iv) are obvious. The proof of (v) is a routine, but a simple computation by noticing the product property of the measure:
Yoo which is easily shown as follows:
In the second equality, we have put l + m = n and x l y m = z n . The proof is completed.
Proof of Gibbsianness
In order to prove Theorem 3.5 we need some preparations. First we will observe that FRPF's corresponding to compact supported operators are Gibbs measures.
Let J be an integral operator supported on a compact region in R d . That is, there is a compact set ∆ 0 ⊂ R d such that the kernel function J(x, y) satisfies J(x, y) = 0 unless x and y belong to ∆ 0 . We define γ 
(4.18)
In the first and last equalities we have used
The fractions are set to be zero if the denominator equals to zero by the property (3.4). We have proven (4.17).
Next we discuss some weak convergence of FRPF's. The following may be well known.
Lemma 4.2 Let J be a bounded, positive definite, locally trace class integral operator.
Let (Λ n ) n≥1 be any increasing sequence of bounded Borel subsets of R d such that
Proof: Let B := P Λ JP Λ . Then B is a trace class operator and P Λ KP Λ ≤ B and corresponding to K.
Proof: By using Lemma 4.2 the proof follows from [19, Theorem 5] . We provide however a proof here. We will show that for any bounded, measurable, and local functions F : Γ → R (we emphasize again that FRPF's are supported on Γ),
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For any Λ ⊂⊂ R d , Γ Λ is isomorphic to the space of disjoint sum n≥0 Λ n , where Λ n is the symmetric space of n different points in Λ [4] . In particular, it is a locally compact space. By Stone-Weierstrass theorem it is therefore enough to show (4.19) only for F ∈ C + , where C + is defined by
For such an F (ξ) = e −<f,ξ> , we have by (2.13)
Thus we can rewrite show that for all Λ ⊂⊂ R d and any bounded and continuous function f
n be the FRPF's weakly converging to µ (J) as in Lemma 4.3. It turns out that (4.24) holds true for µ (J) n 's. For our goal we want to let n tend to infinity. The difficulty in this step occurs because we do not know the continuity of the function ξ → γ Let ξ = (x i ) i=1,2,··· ∈ N be a configuration. Let R > 0 be the number in Assumption 3.4. For each i = 1, 2, · · · , we position a closed d-dimensional sphere S i of fixed radius R with center x i . We call two spheres S i and S j adjacent if S i ∩ S j = ∅.
We write S i ↔ S j if there exists a sequence S i 1 , S i 2 , · · · , S i k of spheres such that 
n be the FRPF corresponding to K n . Since J n is compactly supported we have by Proposition 4.1
(4.26)
We recall that γ n is supported on Γ Λn . On the other hand, we see that for ξ = ξ Λn (i.e.,
In the third equality we have used the fact that J Λn (η Λn , η Λn ) = J(η Λn , η Λn ) for any η Λn ∈ Γ Λn . Thus (4.26) is equivalent to the equation 
We notice that (D
Λ ) n≥1 is a sequence of increasing closed subsets of N and it is not hard to see that
(4.33)
Let d be a metric that makes N a complete separable metric space and the metric topology is equivalent to the vague topology. For each n = 1, 2, · · · , define a function
We notice that χ n is continuous and χ n = 1 on D Λ and D Λ are both F Λ c -measurable, the function χ n is also F Λ cmeasurable. Observe that for each fixed n = 1, 2, · · · the function ξ → γ
Λ (χ n f |ξ) = 0 and |γ
Λ (χ n f |·) is continuous at ξ. On the other hand, if ξ ∈ O Λ , then there is no infinite cluster (of closed R-spheres) of ξ Λ c connected to Λ and therefore we have by definition
(4.37)
Furthermore, since det J(ξ ∂Λ , ξ ∂Λ ) > 0, we can find some bounded and, say, open set
Λ (ζ Λ |η) is continuous at ξ and therefore so is the function γ m converges weakly to µ (J) as m tends to infinity. By letting m go to infinity in (4.39) we get
We let now n tend to infinity and use (4.35) to get
The proof is completed.
Finally, we provide with a proof (4.30). For that purpose we need the following property.
Lemma 4.5 Let J be an operator satisfying the conditions in Assumption 3.1 with
admits a continuous kernel function
Proof: It is readily seen that K has an integral kernel function K(x, y) = k(x − y),
In particular, k(·) is continuous. Now let J ′ [Λ] (x, y), x, y ∈ Λ, be any kernel function of the operator J [Λ] , which exists because J [Λ] is a Hilbert-Schmidt operator. Since
Since k is continuous, it is easily checked that J [Λ] (x, y) is continuous, as required. for all (x 1 , · · · , x n ) ∈ ∆ n . We therefore get by (2.9), (4.47), and (4.48), 
Concluding remarks
In this section we would like to discuss some possible improvements of the results obtained in this paper, which were done in [6] .
First, though the typical examples of operators J might be the ones given in The most stringent condition is the boundedness of the operator J ≥ 0, or the strictness in the ordering K ≤ I for the operator K = J(I+J) −1 . From this restriction, we have to exclude the most interesting models, for example, the Dyson's model [20] , where the defining operator K has a sine kernel and 1 belongs to its spectrum.
For those models, the operator J := K(I − K) −1 is not even defined. So, one asks whether FRPF's can still be Gibbs measures, and in this case, what the corresponding interactions are.
