The broadcast nature of a wireless link provides a natural eavesdropping and intervention capability to an adversary. Thus, securing a wireless link is essential to the security of a wireless network, and key generation algorithms are necessary for securing wireless links. However, traditional key agreement algorithms can be very costly in many settings, e.g. in wireless ad-hoc networks, since they consume scarce resources such as bandwidth and battery power.
INTRODUCTION & BACKGROUND
Secure communications in wireless ad-hoc networks requires efficient key generation and update (renewal) algorithms which are essential to ensure (1) message confidentiality, (2) message integrity, and (3) node authentication. However, several characteristics of wireless ad-hoc networks make commonly used solutions for efficient key generation and update algorithms in wired networks inapplicable. Firstly, the wireless communication medium is in general a broadcast environment -anyone with a tuned receiver within a radius that permits adequate signal to interference and noise ratio (SINR) can eavesdrop. Secondly, network nodes often operate with limited battery and computation power, and memory. Thirdly, wireless nodes may be mobile and the state information about their neighborhood may changepossibly often. Fourthly, nodes may not be able to access to public key infrastructure (PKI) for securing their communications. It is desirable to design key generation and renewal algorithms for wireless ad-hoc networks that will minimize message exchange. Currently, there are no algorithms to achieve key generation and renewal without exchanging messages and investing great computational cost. Existing key-generation algorithms such as Diffie-Hellman [18] are costly in terms of computation and communication and are designed independently from the physical characteristics of the networks where they will be executed.
The main contribution of this work is to couple the physical channel characteristics with key generation algorithms to secure wireless ad-hoc networks. The novelty lies in the robustness of this technique to ambient interference and to errors in the channel estimation. Our techniques exploit the reciprocity principle of wireless communications, which states that two transmitters working with the same carrier frequency, in the absence of interference (we relax this later) will experience the same (relative) signal strength from each other at the same time 1 . In practice, the presence of interference cannot be neglected in a wireless network and the reciprocity principle does not strictly apply. Yet the techniques presented here do not require identical signal envelopes for both parties, but only matching deep fades, which are impervious to reasonable levels of interference, i.e. SINR. By reasonable levels of SINR, we mean SINR levels that allow the communication link to have acceptable bit error rate (BER). We note that the acceptable SINR depends on the specific modulation technique. For example, if the target symbol error rate (SER) is 10 −5 then for PSK modulation we require the SINR to be about 24 dB for a typical Rayleigh channel (i.e., the received signal power is 24 dB stronger than the combined receiver noise and perceived ambient interference). This means that the deep fades that can be measured go as far as -24 dB deep (that is, when the receiver predominantly perceives noise plus interference, the desired signal having dropped below those two). The modulation technique QAM 64 (that provides higher rates at the expense of greater sensitivity to noise,) will require an SINR of about 33 dB for the same SER. Therefore, detecting a deep fade even in the presence of noise and interference is possible.
In a typical environment, reflective surfaces vary from moment to moment (i.e., received signals are time-variant): a truck may be passing by a window, a reflective surface may tilt removing or adding multi-path, or the network node itself may be in a moving vehicle. Hence the fading characteristics are, in practice, very difficult to predict, and are usually modeled as a stochastic process. However, whatever realization of that process occurs for a network receiver, the signal it sends back to its counterpart will experience the same realization of that fading at that instant. Note also 1 This is because the typical fading phenomenon is created by the transmitted signal bouncing off of various reflectors on its way to the receiver and all these multi-path signals arrive with phase offsets. When the phase difference produces destructive interference, the receiver experiences a deep fade. When the phase difference is small, the receiver experiences a strong signal. But the electromagnetic paths going from the transmitter to the receiver are the same as if their roles were reversed. Signal from radio 1 vs. signal from radio 2. The small deviations from a line through (0,0) with unit slope are caused by: 1) operator moving during data acquisition, and 2) Small differences between the radios. The signals are highly correlated, with a correlation coefficient of 0.94. (c): same as center (b), but with one of the radios moved to another room 20 feet away. We compare the second data set with one of previous sets. The multipath has changed dramatically, and only random correlations are left (C=0.1) Thus eavesdropping will be virtually impossible for an adversary unless it comes very close to the sender or receiver, but then it will be detectable.
that the phase differences of the arriving multi-paths are quite sensitive to the position. For example, for a carrier of 850 M Hz, the wavelength is about a foot long, thus constructive interference (signal high) may change to destructive interference (deep fade) by shifting a mere half a foot. Thus, a transceiver acting as an eavesdropper, in any other position will experience different fading characteristics. Figure 1 demonstrates the reciprocity measurement using two Ultra Wide Band (UWB) transceivers. As depicted in Figure 1 , two transmitters experience the same (relative) signal strength, and the received signals at the receivers are highly correlated. Also it is clear from the figure that the eavesdropper's received signal has very little correlation with the received signal in the legitimate receivers. By passing the UWB signal through a filter with the bandwidth of the channel we get two signals (at both legitimate receivers). These two signals will have a deep fade at the same time instance.
The same phenomenon happens when the measurements are done in frequency domain (the frequency domain measurement is the dual of time domain measurement)as shown in Figure 2 . The measurements are done at both legitimate receivers. As can be seen from the measured frequency response, the deep fades occur at the same frequency. The reason that some of the deep fades do not match in this figure is because the measurements are not done at exactly the same time (transceivers cannot transmit and receive simultaneously, but must allow for a small delay). So the change in environment appears in the measurement.
Our hypothesis is that these fading graphs can be used to generate cryptographic keys, and the non-stationary characteristics of a wireless network can be used to extract enough entropy to obtain cryptographically secure keys. As long as the channel does not become permanently stationary, the keys can be renewed frequently to cope with playback attacks. Furthermore, once the first key is securely obtained, such properties can be used to ensure authenticity, and prevent man-in-the-middle and replay attacks.
To facilitate robust cryptographic key-generations two technical challenges must be met: (i) information reconciliation between the correlated random sources that are available to the two transceivers, and (ii) flattening of the key distribution for the purpose of extracting a high quality key. We introduce two methods for key generation based on: (1) errorcorrection and key-verification-information, and (2) the new primitive of fuzzy information reconciliators that we introduce.
We note that no special or added hardware beyond threshold detectors -which are already present in transceiversis required, and the nodes use cheap and common omnidirectional antennae, and do not require smart antennae, or arrays.
Related Work
There is no one-size-fits-all key management scheme for all wireless networks (refer to [7] for a detailed survey). The proposed solutions depend on the network architecture, existence of trusted third parties, available resources on wireless clients and the capabilities of adversaries.
In ad-hoc wireless networks the general approach is to equip each node with either (i) a master key, or (ii) a list of keys (a key-chain), or (iii) keying materials; so that a pair of wireless nodes can either find a key in common, or generate it. In master key based solutions [29, 19] , wireless nodes are pre-distributed a master key. Two nodes first exchange random nonce or node ID and use the master key along with a pseudo random function to generate a symmetric session key. In key-chain based solutions, each wireless node is predistributed a list of keys, called a key-chain. Two nodes just exchange their list of key IDs and use the combination of common keys as the symmetric session key. Key-chains must be carefully designed so that either two nodes have a key in common in their key-chains and they have a wireless link between them, or there is a path, called a key-path, among these two nodes where each pair of neighboring nodes on this path have a key in common.
Key pre-distribution approaches are outside the scope of this work, since they are not pertinent to our setting (that assumes no joint node setup). Algorithms to generate the key-chains fall into one of the three classes: (i) probabilistic [20] [12] where key-chains are randomly selected among a pool of keys, (ii) deterministic where key chains are designed from a set of keys by using algorithms such as Balanced Incomplete Block Design (BIBD) of design theory [8, 10, 9] , and (iii) hybrid probabilistic and deterministic schemes [8] . In dynamic key generation solutions a set of public and private keying materials is formed in a probabilistic, deterministic or hybrid manner and is pre-distributed to each wireless node. Two nodes exchange their public information such as node ID in a polynomial based solution [4] or public column vector in matrix based solution [3] .
The concept of combining key management and physical layer characteristics is first presented in [21] . More recently (independently from our research) in [2] which uses steerable parasitic array radiator antennae in contrast with our method that requires only ubiquitous and cheap omnidirectional antennae. Furthermore, their method relies on strict reciprocity, with no more distortion than noise and differences in transmission powers. In a real network, the most pernicious presence causing distortion is interference, not noise, which is often orders of magnitude lower than interference. This breaks down reciprocity, which is why our method addresses this problem by focusing on the deep fades, rather than the entire envelope. In [31] communication between an Access Point and a User Terminal is considered. This approach requires also steerable parasitic array radiator antennae. In addition to the special antenna, that technique requires overhead bandwidth expenditure in that the Access Point must transmit a constant amplitude wave, which serves no purpose other than generating the key. Once again, strict reciprocity is required for the uplink and downlink signal profiles to match. In a practical setting with interference present, that simply won't be available. Another method which is based on the time-varying frequency characteristics, and is suitable for OFDM systems is proposed in [28] . It utilizes channel reciprocity and the time-variant frequency characteristics to generate a security key. It also measures time difference compensation of the channel and uses a synchronous addition process for noise reduction to prevent errors in key generation, which is different from ours. In comparison, our approach is much more inexpensive and less sensitive to estimation errors. Overall, compared to all these previous works, our approach is an improvement, as it eliminates message exchanges, special antennas, strict reciprocity assumptions and does not limit itself to UWB communication.
Our approach takes advantage of cryptographic tools that relate to randomness extractors, [32, 34] and fuzzy extractors [14] . Key agreement in our work targets the setting where the two parties that wish to exchange a key have access to two correlated random sources (the deep fade information derived from the channel envelope) while the adversary has only partial access to this source. Key agreement with restricted adversaries has been studied theoretically in the works of Maurer, [26] , Maurer Wolf, [27] [22] under minimum entropy assumptions and specific restrictions imposed on the correlation of the two sources (e.g. agreement with high probability); non formal approaches appeared much earlier [35] and [13] . Our work differs from these previous works since we are using the specifics of our setting and we thus we need to error-correct as well as flatten the key distribution taking into account the specifics of our channel characteristics. A different line of works have studied other type of resource-bounded adversaries in terms of memory is [1, 6] (whereas the adversarial restriction in our case is knowledge of correlated random source). Our primitive of secure fuzzy information reconciliators is related (and inspired) from the work of [14, 17] ; it differs from the notion of the fuzzy extractor as it is only requires to work for a specific error type and metric (and thus it needs not the generality of a fuzzy extractor). Indeed the metrics of similarity considered in [17] are not suitable for our methods as those are motivated from biometric key generation (cf. [24, 25] ) and do not apply to our domain. The appropriate metrics for fuzzy extraction in our domain resemble error vectors that are encountered in the setting of shift-error correction systems, cf. [23] , and thus our "information reconciliation" strategy is suitable for such error patterns and their corresponding metric.
SAMPLING THE RANDOM SOURCE
In our approach secret keys are generated periodically by detecting deep fades in the data transmission between both transceivers. Each transceiver samples its random source the signal it receives and checks to see if each sample exceeds a agreed-upon threshold for deep fades. Although signal envelopes of fading channels may change due to interference, the probability of detecting a false positive or missing a deep fade is low for practical systems with reasonable average SINR levels (we argue about this with simulation results in section 4). Thus, we can utilize deep fades in the received signal envelopes in Time Division Duplex (TDD) systemswhich distinguish uplink and downlink messages by using different time slots -to extract some correlated random variables at the two transceivers.
Background: Fading channels and reciprocity
We present a brief overview on the reciprocity and channel fading. Fading is caused by multi-path propagation and its variation is caused by the mobility of one or both the transmitting and receiving nodes (or their environment). The randomness in the signal's envelope is caused by path loss (due to the distance between the nodes), knife-edge diffraction (often caused by the corner of a building), shadowing loss (by obstructions), and fading loss (due to the multipath described above). Usually some (or many) of these causes are time-varying; more so when the network nodes themselves are mobile.
The moving speed of the nodes causes a doppler frequency shift and the signal power spectrum spreads over the frequency domain. With a moving speed of V and a signal wavelength λ, the doppler frequency is 
Thresholding
The two transceivers will use the channel fading information to extract a bit stream (that will later be used for key generation). The bit stream is generated based on a threshold that is set by both sides of the wireless link. The statistics of the generated bit stream and consequently the generated key depends on this threshold as well as the transmit power and the attenuation in the link. To determine this threshold an automatic gain control (AGC) mechanism can be used so that the statistics of the generated key is independent of the transmit power and the link attenuation.
The occurrence of a fade and its duration is a random process. Once the threshold is set, the average fade duration and level crossing rates depend on the channel statistics [5] . For a Rayleigh fading channel it is shown that the mean fade duration and the level crossing rates are given as follows:
where ρ = R Rrms and fm is the maximum Doppler frequency, R is the threshold, and Rrms is the RMS value of the received signal. The rate of occurrence of fades (signal crossing threshold R ) is given by
Consider the scenario where node A transmits its signal to node B while receiver C (an adversary) is listening to the same broadcast. If C is more than a wavelength away from B, then the occurrences of deep fades at B and C are independent. Therefore, the adversary cannot guess the exact moment of deep fade occurrences or their duration.
Deep Fades to Bit Vectors
The next step after selecting a fade crossing threshold for the signal envelope is to compare the received signal envelope over each time slot with said threshold. If the envelope of the received signal is below the threshold, which means a deep fade occurred, we set a bit to 1 for this time slot. Conversely, if the envelope of received signal is above the threshold, which means no deep fade happened over this time slot, we set a bit to 0 for this time slot. After a period of time, a bit stream from each downlink and uplink channel is obtained to construct the bit vectors (BV). The bit vectors from the downlink and from the uplink channels are quite similar because they receive signals with similar characteristics due to channel reciprocity. Although the downlink node and uplink node access the channel in different time slots, channel reciprocity results in similar channel response for both as long as the duration of each time slot is much smaller than the channel coherence time.
One important innovation of our system is that the key generation circuit passes the received signal through a verynarrow-band filter for a narrow-band system, or through a bank of several very-narrow-band filters if the channel is frequency selective. In the former case, many narrow-band interferers are likely to be filtered out entirely. This is a very economical way for both cases to reduce the effect of interference (or even an adversary's jamming signal).
The Random Source Characteristics
Given the above it follows that the two transceivers will be capable of retrieving two bitstrings that will have a number of "runs" (sequences of 1's) corresponding to the deep fades they experienced in their signal envelope.
The bitstrings would be correlated due to the reciprocity principle but they will also have a number of discrepancies. For example, there will be a discrepancy at the beginning or the end of each deep fade if the deep fade lasts over a number of time slots. Another reason for bit discrepancy is because the stream in the downlink may be a slightly shifted version of the one in the uplink. Yet another reason for discrepancy is to have one of the two transceivers believing that aÊcertain deep fade occurred over some time slots where the other transceiver has no such information (such discrepancy is due to chattering and/or other local noise conditions). We will deal with such discrepancies in two different ways: we will apply error-correction (or information reconciliation techniques) to correct shift type of errors; chattering on the other hand, will be dealt with filtering. The adversary in all cases is assumed to have the information on the number of deep fades that have occurred in a certain time-frame but he will not be privy to the locations of such fades.
KEY GENERATION
Let A and B be the two parties that wish to generate a key; we abstract the problem as follows. The two parties have access to two correlated random sources RA and RB over {0, 1}
n ; in addition to the two parties, we also assume the existence of an adversary that may eavesdrop or even interfere with the random sources RA and RB. Whenever A and B sample their random sources, RA and RB, they obtain two bitstrings ρA and ρB respectively. Moreover, the adversary obtains a bitstring ρC . The triple of random variables (ρA, ρB, ρC ) is distributed according to Env, a joint distribution that is based on the properties of the channel as well as assumptions about the environment that affect the wireless transmission. In some settings the adversary will have no information whatsoever about ρA, ρB; this translates to the setting where the variable ρC is independent of the variables ρA, ρB. In our approach we use tools such as randomness extractors and the leftover hash lemma -we refer to [17] for a comprehensive survey. We briefly recall below the notion of a (randomness) extractor: Definition 3.1. Randomness Extractor: a function Ext is called a (n, m, l0, )-extractor if Ext is a mapping {0, 1} n × R → {0, 1} l 0 such that if ρ is any random variable satisfying H∞(ρ) ≥ m it holds that || Ext(ρ, τ ), τ − ρu, τ || ≤ , where ρu is uniformly distributed over {0, 1} l 0 and τ is uniformly distributed over R. Alternatively, if ρ is a specific random variable and the function Ext satisfies the above property, we will say that Ext is a n, l0, -extractor for ρ.
We next formally define our notion of a key exchange system in our setting . We require three properties: (i) correctness, which ensures that both parties end up with the same key with high probability, (ii) uniformity, which ensures that keys' distribution are close to uniform, and (iii) security, which ensures that no adversary can compute with substantial probability an arbitrary chosen function of the key given the transcript information.
Formally, a (n, l0, c, u, s)-key-generation-system is a pair (KG, Env) where (1) Env is a product probability distribution ρA, ρB, ρC over {0, 1}
n × {0, 1} n × {0, 1} n , (2) KG is a twoparty protocol that returns private output in {0, 1}
l 0 is at most u. Security. Given any PPT A there is a PPT A that satisfies the following for any function f :
where t is distributed over the KG transcripts and keyt is the key of player A that corresponds to transcript t.
We note that the definition above is in a passive sense (the adversary is eavesdropping honest interactions); this can be generalized to active security but we defer such extension for an upcoming work. The definition of security, parallels "entropic-security" as defined in [15] . Also note that the requirements of uniformity and security can be modeled together but for clarity they are separated in the formalization above.
Key Generation based on Key Verification Information
In this section we will present a first method for designing a key-generation system. Recall our main observation that the differences between the random sources, RA and RB, that are observed between the two legitimate players will predominantly happen at the beginning and(or) at the end of some deep fades, and that such fades occur randomly over a period of time. In this section we exploit the fact that, based on some key-verification information released by one of the two players, the other player may correct such differences. Without loss of generality, let us differentiate the two players A and B calling A the sender and B the receiver. The approach is as follows: suppose that ρA, ρB, ρC is distributed according to Env; now assume that ρA is the "correct" bitstring 2 , i.e., the sender has the correct bitstring, and the receiver has to correct its own bitstring ρB to match ρA. 2 We use quotation marks because, in reality, neither player may have a bit vector reflecting the true physical channel realization. Yet this does not concern us, since we only care that both players have matching keys, not that said key should flawlessly reflect the channel.
Given any bitstring, a run is a sequence of consecutive of 1's within the bitstring. Based on the mapping of deep fades into sequences of 1's, it is clear that ρA contains a run for each deep fade that occurred in the envelope of the wireless transmission. Suppose the length of each ρA and ρB bitstring is n, the number of deep fades is t, and each fade extended for a number of kτ time slots (τ = 1, · · · , t), i.e., each fade resulted in a kτ -bit long run within the string ρA. To simplify the analysis of this section, we assume that in n time-intervals there exist t deep fades, each one of length k; note that in reality the parameter k varies for each fade (cf. Section 4) but this will not affect substantially the analysis we present here (and in fact we drop this assumption in the system of section 3.2)
Given our assumption that deep fades are uniformly distributed within the time interval (and assuming for now that t and k are fixed constants, and n ≥ 2kt), the entropy E n,t,k of the string ρA will be at least:
where the product above denotes the number of ways to arrange t runs of length k within a bitstring of length k where the subtraction of the t! is due to the fact that the order of the placement of such runs is of no importance. Now observe that for the multifactorial function m!
Based on this, we obtain
for m = n − k + 1, v = 2k − 1. Next, from Stirling's approximation we have √ 2πn n+1/2 e −n+1/(12n+1) < n! < √ 2πn n+1/2 e −n+1/(12n) from which we can obtain the bound for the falling factorial
. Using this we obtain:
Based on the above the following theorem is proved:
Theorem 3.3. It holds that E n,t,k = Ω(t log k + (n/k) log(n/(n − kt)) + t log(n/k − t))
Notice that t and n/k are the dominant asymptotic terms that control the amount of entropy of E n,t,k .
In order to achieve agreement between the two parties, we take advantage of the fact that the runs of ρA and ρB may be different only in the beginning and ending bits of a deep fade. Suppose that s is a parameter that specifies the maximum number of bits that can be different on either side of a run between ρA and ρB. Recall that we assume that the sender has t runs of length k. Now suppose that for some parameter s it holds that k > 2s, and when ρB is sampled each run may be extended to the left or right by a number between zero and s bits. This suggests that if a run is observed in the interval [f, g] by the sender it holds that there exist r, l ∈ {−s, . . . , s} such that the receiver observes the same run at locations [f + l, g + r] and the length of this run is also k, i.e., r − l
The total number of pairs (r, l) that satisfy the constraint is 2s + 1, so for each run the receiver has a number of 2s + 1 possibilities. Given that there are t runs we have that, the total space of errors includes at most (2s + 1) t vectors; see figure 3 . For reasonably small values of s, t this means that it is possible for the receiver to scan through all possibilities and recover the exact bitstring that was obtained by the sender. Note that keeping t small will not necessarily make the entropy of the channel too low as we can still rely on the value of n/k to maintain it at a safely high level for cryptographic key generation cf. theorem 3.3. We remark that the analysis when there is small variation in k from one run to the other follows a similar approach. From this discussion, it follows that the receiver will require some "key verification information" so that it is assisted in finding the correct match.
Given the above, the key-generation algorithm will operate as follows:
(1) the sender and receiver will sample ρA and ρB, respectively; (2) the sender then, will calculate the key and send a key verification information (KVI) to the receiver; (3) based on KVI the receiver decides on the correct key by scanning through all possible error-vectors. The key verification information submitted to the receiver is obtained by computing a value of the form µ, κ, Uκ(key) where µ, κ are selected at random from a fixed bitstring size and U is a keyed hash function to be specified below in theorem 3.4; finally, key is computed as key = H(µ, ρA) where H is a hash function to be specified below in theorem 3.4. The receiver, using ρB, tries all (2s + 1) t modifications and attempts to match the Uκ value using h i = H(µ, ρ Suppose now that the adversary, through knowledge of the statistics of the channel, deduces the average number of deep fades t as well as their average length, k -he cannot know their locations. We show the following: Theorem 3.4. Assume the following three conditions:
1. Suppose key = key ∈ {0, 1} l 0 , then it holds Prob[Uκ(key) = Uκ(key )] ≤ 2 where κ is distributed uniformly over {0, 1} k . In other words, {Uκ}κ is a universal hash family.
H : R × {0, 1}
n → {0, 1} l 0 satisfies that the random variable (µ, H(µ, w)) has 1 statistical distance from (µ, u) that is uniformly distributed over R × {0, 1} l 0 and w distributed according to RA conditioned on RC . In other words, H is an n, l0, 2 -extractor for the source RA conditioned on RC .
3. The probabilistic map F(w) = (κ, Uκ(w)) with κ uniformly distributed, hides all functions of its input, i.e., for every PPT A there is a PPT A such that
where w is uniformly distributed over {0, 1}
n . Given the above, it holds that KG described above is a (n, l0, 1, 2, 2 + 3)-key-generation-system.
The above theorem suggests that we can construct a keygeneration system as long as the functions H and U satisfy the stated properties. First, U has to be a universal hash function family [11, 34] . Second H must be an extractor for the source RA, i.e., given the random variable ρA that is distributed according to the triple ρA, ρB, ρC from Env, it holds that H(µ, ρA) is 2 away from the uniform distribution of {0, 1} l 0 . This needs to happen conditioned on RC as prescribed in the distribution of Env. To implement this function we can use a general purpose extractor that can be constructed based on universal hash functions; this a standard construction that also applies to the case of conditional entropy as shown in [17] . In this case it will hold that l0 = E n,k,t + 2 − 2 log
where E n,k,t is the entropy function defined in theorem 3.3. Finally regarding security, the function U needs to additionally (to being a universal hash) to also hide all functions of its input, (this is possible as e.g., described in [15] ). We note that it would also be possible to "throw away" the bits of key that are fixed by Uκ(key) and use the remaining bits; this would improve security but it would reduce the efficiency of the scheme (as we would need to extract more bits).
To illustrate the feasibility of the approach, we provide the details of an (ad-hoc) implementation of the construction:
Example Implementation. As seen from the arguments leading to Theorem 3.3, we have that for k = 5, t = 12, n = 512 it holds that the conditional entropy of ρA given ρC is at least 77 bits. Using a universal hash family for H we can obtain a 55-bit key that is 2 −12 away from the uniform distribution over {0, 1}
55 . In order for the receiver to recover this key for s = 2, it will have to execute a brute-force step of 2 24 operations, where each one involves one application of the universal hash family H(ν, ·) and one application of the universal-one-way hash Uκ(·). If H is substituted with a universal hash of comparable time complexity to that of MD5 and U is substituted with a universal one-way hash family comparable to an HMAC, we have that the key can be recovered in at most 42 seconds in a standard laptop 3 .
Key generation using Secure Fuzzy Information Reconciliators
The solution of the previous section has the major shortcoming that the brute-force error-correcting step requires too much time to be completed, thus making the protocol inefficient. Moreover, in the analysis we assumed that the length of each deep fade is the same. In this section we remove these two restrictions by presenting a key-generation system that relies on secure fuzzy information reconciliators (SFIR), a primitive we introduce here. We will show how SFIR can be instantiated and using such primitive we will present a key generation system that will enable very fast error-correction that is unconditionally secure; moreover, our approach in this section will work independently of the lengths of the deep fades. The benefits of the approach will come at the expense of sacrificing some additional bits of entropy.
We recall that a fuzzy extractor [14] is similar to a randomness extractor but it has a built-in error-correcting capability: any value of an imperfect random source that belongs to a sphere of a certain fixed radius for a given metric can be repaired to the same identical randomness extraction (given some helping information).
Below we define a variation of the fuzzy extractor primitive that is more suitable to our setting (to be explained below). We call our primitive a "secure fuzzy information reconciliator" or SFIR.
Definition 3.5. Let Env = ρA, ρB, ρC be a joint random variable over {0, 1} 3n . A (n, l0, 1, 2)-secure-fuzzy-information-reconciliator (SFIR) for Env is a pair (Gen, Rep) that satisfies the following:
(2) the first output f of Gen is 2 away from the uniform distribution over {0, 1} l 0 conditioned on ρC as well as the second output p of Gen.
The goal of this section is to design a SFIR scheme and then employ it to design a key agreement system, that will enable the sender and the receiver to recover the same key, key = f , even if they have slight discrepancies in their bitvectors due to interference. Note that the definition of a fuzzy-extractor as given in [14] would not be a good match for our setting as we have a-priori knowledge about the error-distribution and it is unnecessary to mandate the minentropy requirement as it is the case for a fuzzy extractor. Moreover, the metrics considered in [14, 17] are not suitable for our setting: the type of errors considered there, such as those that correspond to the Hamming or edit distance are more suitable for general error-correction of biometric key extraction, [14] . On the other hand, here, we need to correct a different class of errors that correspond to the shifts present in the runs within one of the two bitstrings (relative to the other). Finally, note that we need to incorporate a type of security into the definition of SFIR (hence the "secure" designation) : we require that the reconciliation information p still leaves sufficient entropy in ρA to extract a random key despite that the adersary knows additionally the correlated information ρC ; we note that it is possible to define security in a more general way but this definition will be sufficient for our purposes now.
Our construction. The interpretation of the random variable that is produced by the envelope that will be used in this section is as follows: given the random pattern ρ, one of the two parties (generically called the sender), records the values { 1, . . . , t} ⊆ {1, . . . , L} which are the locations of the deep fades within the L time slots. Note that i ∈ {0, 1} u with u = log L .
Our SFIR Gen, Rep uses an error-correction parameter s and operates as follows. Gen given ρA, computes the values loc = { 1, . . . , t} and then calculates the tuple ˜ 1, . . . ,˜ t where˜ j = j mod (2s + 1). Then, Gen simply selects µ to seed an extractor H and produces the output (f, p) = (H(µ, ρA), (µ, ˜ 1, . . . ,˜ t ); note that ρA is based on ρA but it is normalized so that all its runs are of length k where k is some fixed parameter (and thus note that ρA is not necessarily of length n); as we will see later this will not prohibit the reconstruction of ρA by the other transceiver.
The function Rep operates as follows: it receives as input ρB as well as the value p = (µ, ˜ 1, . . . ,˜ t ). The receiver will parse ρB for the locations of the deep fades and will find their locations { 1 , . . . , t } ⊆ {1, . . . , n}. It wil then attempt to correct to the original locations 1, . . . , t by computing * j = j − ( j mod (2s + 1)) +˜ j Subsequently, Rep calculates a bitstring ρ * with t runs of length k at locations * 1 , . . . , * t . Then, Rep will feed µ, ρ * into the extractor H and will terminate returning f * = H(µ, ρ * ). Observe that as long as | j − j | ≤ s then it holds that * j = j and thus ρ * = ρA and thus key agreement is achieved.
Lemma 3.6. The average min-entropyH(ρA | ρC , p) where p is defined from f, p ← Gen(ρA) is at least Dn,t,s = log`n t´− t log(2s + 1) .
We remark that it is also possible to drop the least significant bit information from the fade locations to achieve agreement on a joint bitstring (so in this case the coordination information p would only need to agree on how many bits to remove). In the proof of the following lemma we rely on the leftover hash lemma [33] to implement the extractor H:
Lemma 3.7. Suppose that ρA, ρB, ρC is distributed according to Env. Assume that with probability 1 − 1, ρA contains t runs and ρB contains t runs that shifted either left or right by an amount of s time slots. Then there is a way to implement Gen, Rep as above so that it is a (n, l0, 1, 2)-SFIR with l0 = Dn,t,s + 2 − 2 log(1/ 2).
Based on any SFIR (Gen, Rep), we define the following key-generation system: Key Generation System based on a SFIR (Gen, Rep).
(1) The sender A will apply Gen to the random variable ρA to obtain a pair of strings f, p ; it will set key = f .
(2) the sender A will transmit to the receiver B the value p.
(3) the receiver B employs the function Rep and his reading of the envelope ρB to recover key = f . Based on the SFIR properties we can easily show the following theorem:
Theorem 3.8. Given a (n, l0, 1, 2)-SFIR for the envelope distribution ρA, ρB, ρC , the protocol KG described above is a (n, l0, 1, 2, 0)-key-generation system for the distribution Env = ρA, ρB, ρC . Example Implementation. Using the lemma 3.6, we have that for t = 38, n = 2000, s ≤ 4 it holds that the min entropy is D2000,38,4 = 191. Based on the leftover hash lemma [33] we can obtain a key that is of length l0 = 81 bits that will have distance less than 2 −56 from the uniform distribution over {0, 1} l 0 . Note that instantiating the leftover-hashlemma is very simple (e.g., using linear mappings over finite fields, cf. [34] ); it follows that the computational cost of the key-generation of this section is minimal.
Finally note that the parameters used in this example are consistent with the simulation results that we present in the next section (that dictate a fade rate of 19/1000 and a bound of s that is less than 4).
SIMULATION RESULTS
In this section we provide a simulated realization of two nodes transmitting signals through a Rayleigh fading channel, each receiving their own version of the signal, and extracting a bit vector from it. We then compare the two vectors to each other and show that with overwhelming probability the errors introduced in the communication links will be correctable based on our procedure that we described in 3.2. 
Wireless Channel Simulation
We simulate a communication system with a Rayleigh fading channel, that both legitimate nodes experience. From each one's perception of a signal transmitted through this channel, they will generate their own bits streams. The parameters of this channel are:
(1) BPSK communication with the bit rate of 1 Mbps.
(2) SINR of 25 dB (equivalent to a BER of 10 −5 for a multi-path fading channel).
(3) Doppler shift of 1 Hz.
(4) To reduce the effect of noise in estimating the bit streams at both sides of the channel, we filtered the received signal with a narrow low pass filter with a bandwidth of 100 Hz. Using a very narrow filter has the benefit of reducing the noise dramatically. Figure 4 shows the received signal strength of both sides of the communication channel after the low pass filter has been applied. Note that in key generation we are only interested in estimating the received signal strength and not the actual transmitted bits. Also note that the Doppler frequency is in the order of a few Hz (at most 20 Hz for very fast changing environment), therefore, a narrow band filter with bandwidth of 100 Hz is enough to capture the signal fluctuation due to the change in the environment.
Generating bit streams
To generate bit streams in each side of the channel, each node samples the output of its low pass filter and compares it with a set threshold. Figure 5 shows the generated bits at both nodes when the threshold is set to -5 dB. As can be seen from the figure, the two generated sequences are very similar, in spite of the fact that each node experienced its own levels of interference and neither communicated with each other any decision regarding the generation of these bit streams. The only occasional differences occur when there is a transition from 0 to 1 or 1 to 0 -that is, at the edge of a deep fade. These mismatches between the sequences are due to many reasons, including the different timing between the two nodes (since there is a slot delay between each one's transmission) and each node's distinct interference and noise that passes through its low pass filter.
Note that Figure 5 depicts the raw output of the low pass filter and threshold detector, without engaging in any aforementioned techniques to match the two bit vectors up.
For the setup in this simulation, from a study of 100 seconds, deep fades occur with an average rate of 19 per one thousand bits 4 . This means that for n = 1000, the resulting number of fades is t = 19. Note that this simulation, using an actual Rayleigh fading channel, shows that k, the length of the run of 1s due to a deep fade, is a random variable, as was detailed in Section 2.2.
Hence these results confirm that even in the presence of interference in a wireless network with time division duplex (TDD) for communication, the similarity between envelopes of the transmitter and receiver is enough to obtain equal keys for both.
CONCLUSIONS
In this paper, we have introduced a novel method that uses physical layer characteristics of a wireless channel for generating a secret key between a pair of nodes in a wireless ad-hoc network.
Using the channel reciprocity and deep fades, our algorithms enable key agreement for a strong cryptographic key without the need of resorting to traditional key exchange cryptographic algorithms. The shared source of randomness between two nodes is the wireless channel which is unique to them. Given the lightweight computational requirements of our second procedure of section 3.2, it follows that relatively effortlessly the two wireless nodes can create a shared strong key that can be used for subsequent cryptographic operations.
We note that no special hardware is required for our techniques and a narrow-band filter along with a threshold detector are sufficient. The presence of a narrow-band filter before the threshold detector dramatically reduces levels of interference and noise for generating the bit vector. This provides robustness for different levels of SINR that permit communication between the two nodes. Our technique is also robust to channel estimation noise, since it is based on detecting deep fades, and not the complete channel impulse response which tolerates estimation errors, that may arise at the edges of deep fades and are shown to be correctable. Finally, in case the nodes move, their signal envelopes change which increases the entropy and can give rise to key generation at a quicker pace. If the nodes are stationery it may still be possible for the nodes to introduce interference on purpose so a key may be spawned. It should be stressed that security of our key generation mechanisms is not based on computational intractability assumptions such as those used to argue about security in schemes such as theÊDiffie Hellman key-exchange. For example, the key produced from our second procedure as detailed in section 3.2 is information theoretically secure for an adversary that is oblivious to the location of the deep fades (but still knows the number of them).
