Abstract. We give a complete description of the Bridgeland stability manifold for the bounded derived category of holomorphic triples over a smooth projective curve of genus 1 as a connected, four dimensional complex manifold.
Introduction
The concept of a holomorphic triple was introduced by Bradlow and García-Prada in [8] and [9] . The abelian category of holomorphic triples TCoh(C) consists of objects of the form ϕ : E 1 → E 2 , where E 1 , E 2 are coherent sheaves on a nonsingular projective curve C together with a morphism ϕ between them. It was shown in [8] that moduli spaces of semistable holomorphic triples of vector bundles exist and are projective. This category has also played an important role in the study of Higgs bundles [10] . Assuming C to have genus 1, we will provide a complete description of the Bridgeland stability manifold of the triangulated category T C := D b (TCoh(C)). Stability conditions on triangulated categories have been introduced by Bridgeland in [11] as a formalisation of Douglas' work in [19] and [20] . The main result in [11] asserts that the set of stability conditions has the structure of a complex manifold (usually referred to as stability space). Stability manifolds have several applications in algebraic geometry as for example they serve as an important aid for the understanding of derived categories or as a tool in birational geometry ([25] , [4] ). The description of stability spaces is not an easy endeavour in geometric situations. For nonsingular projective curves it is well understood ( [11] , [15] , [33] , [36] ) and our strategy is to use this as a building stone in the case of holomorphic triples.
Our first finding is that D b (Coh(C)) can be embedded as a strictly full subcategory into T C in three different ways. These are and subsequent pairing of two of the resulting subcategories, respectively, leads to three semiorthogonal decompositions
Following [7] , we can prove the existence of the Serre functor on T C . Additionally, the reiterated application of the Serre functor to any of the semiorthogonal decompositions (1.2) leads to permuting through all three of them.
We construct discrete pre-stability conditions on T C in two different ways. The first approach is to construct pre-stability conditions on T C by using the semiorthogonal decompositions (1.2) to glue stability conditions from Stab(D b (Coh(C)) following [17] . Moreover, in the Appendix we compare this gluing procedure with the well-known recollement from [6] , which provides the same hearts when the conditions for gluing as in [17] (we refer to them as CP-glued hearts) are satisfied and we prove that in the case of T C we cannot obtain stability conditions from hearts constructed by recollement using hearts that are not CP-glued hearts. The second approach is to tilt the standard heart in T C with respect to a certain torsion pair following [24] .
The next step is then to study the structure of the stability manifold Stab(T C ). We first prove that for each pre-stability condition at least two of the three embeddings of D b (C) into T C have the property that they map all line bundles and all skyscrapers to stable objects in Theorem 4.11. This finding is a crucial step in the process of describing the entire stability space as a connected complex manifold.
It turns out, however, that there are stability conditions that are not in a GL + (2, R)-orbit with a stability condition obtained by CP-gluing. In Proposition 4.31 we obtain then, that up to the GL + (2, R)-action, the stability space of T C is given by the stability conditions obtained via either CP-gluing via the semiorthogonal decompositions (1.2) or by tilting with regard to the torsion pair from Lemma 3.43.
In order to prove our main result, we need to verify that tilting and CP-gluing actually produces stability conditions in our situation. This includes the verification of the support property. To prove that the support property is fulfilled for CP-gluing pre-stability conditions we use a generalisation of some of the equations of [8] to arbitrary stability conditions. For the non-gluing case, under the condition g(C) = 1, we use the Euler form as a Bogomolov-type inequality. We know extend the Harder-Narashiman-property using Bridgeland's deformation result to the non-discrete case as in [12] and [3] . Hence, we obtain the main theorem of this paper. Finally, we conjecture that if g(C) = 1, then T C is a fractional Calabi-Yau of fractional dimension 4 3 . As far as the organisation of this paper is concerned, we proceed as follows: after providing the necessary framework in Section 2, we go on to introduce and subsequently make use of the necessary techniques we require to construct pre-stability conditions on T C in Section 3. In Section 4 we study the stability of skyscraper sheaves and line bundles under the embeddings (1.1) and we prove that any stability condition on T C is obtained by the techniques introduced in Section 3.
Next, the support property is proved in Section 5, while a topological description of the stability space in provided in Section 6. Finally, in the Appendix we compare the two procedures to glue hearts from semiorthogonal decompositions and justify why we restricted the first part of our construction to CP-glued hearts.
where Z(E) := Z(v([E])). We say that 0 = E ∈ A is Z-semistable if for all proper subobjects F ⊆ E, we have that µ(F ) ≤ µ(E). We also define the phase of 0 = E as φ(E) = arg(Z(E)) 1 π ∈ (0, 1]. Note that E is Z-semistable if and only if for all proper subobjects F ⊆ E, we have that φ(F ) ≤ φ(E). We will constantly use the correspondence between slope and phase given for the complex numbers in the semi-closed upper half plane. Definition 2.18. A stability function Z : K(A) → C satisfies the Harder-Narasimhan property (HN-property, for short) on A if for every 0 = E ∈ A, there is a filtration 0 = E 0 ⊆ · · · ⊆ E m−1 ⊆ E m = E on A, such that E i /E i−1 is Z-semistable for i = 1, . . . , m and φ(E 1 /E 0 ) > · · · > φ(E m /E m−1 ). Moreover, as the HN-filtration is unique, the quotients E i /E i−1 are the HN-factors of E. We now define a slicing. Intuitively, a heart of a bounded t-structure A ⊆ D breaks up every object in D in terms of its cohomology index by Z, a slicing further refines the heart of a bounded t-structure, which allows us to break up each object into pieces indexed by the real numbers.
Definition 2.21. [11] A slicing P on D is a collection of full subcategories P(φ) for all φ ∈ R satisfying:
(1) P(φ) [1] = P(φ + 1), for all φ ∈ R.
(2) If φ 1 > φ 2 and E i ∈ P(φ i ), i = 1, 2, then Hom D (E 1 , E 2 ) = 0. and of real numbers φ 0 > · · · > φ m such that the cone of f j is in P(φ j ) for j = 0, · · · , m − 1. For every interval I ⊆ R we define P(I) as the extension-closed subcategory generated by the subcategories P(φ) with φ ∈ R.
Proposition 2.22 ([11, Proposition 5.3]).
To give a pre-stability condition σ on D is equivalent to giving a slicing P and a group homomorphism Z : Λ → C such that for every 0 = E ∈ P(φ), we have that Z(v(E)) ∈ R >0 · e iπφ .
Notation 2.23. Let σ = (Z, P) be a pre-stability condition. By Definition 2.21, for every E ∈ D, there is a filtration associated to E, that we also refer to as the Harder-Narasimhan filtration. The semistable objects in the filtration are called Harder-Narasimhan factors (HN-factors, for short). Moreover, we write φ + (E), φ − (E) for the largest and the smallest phase appearing in this filtration respectively. If E is σ-semistable, φ + (E) = φ − (E) = φ(E).
Remark 2.24.
(1) Let σ = (Z, A) be a pre-stability condition. By definition if E ∈ D is σ-semistable, then there exists n ∈ Z such that E[n] ∈ A. 
Let GL
+ (2, R) be the universal covering of GL + (2, R), which objects can be given by pairs (T, f ) where T ∈ GL + (2, R) and f : R → R is a continuous increasing function that satisfies f (x + 1) = f (x) + 1 for all x ∈ R such that the induced maps of T and f on S 1 = R/2Z = (R 2 {0})/R >0 coincide. In the next section we study in detail GL + (2, R) and its action on the set of pre-stability conditions.
We define a right action of GL + (2, R) on the set of pre-stability conditions. If σ = (Z, A)
is a pre-stability condition and g = (T, f ) ∈ GL + (2, R), then we define σ ′ = σg = (Z ′ , P ′ ) as Z = T −1 • Z and P ′ (φ) = P(f (φ)), where P and P ′ are the slicing of Z and Z ′ respectively. Note that the GL + (2, R)-action preserves the semistable objects, but relabels their phases. In the next section, we study GL + (2, R) and its action on the set of pre-stability conditions in detail. Let us consider the group Aut Λ (D) of autoequivalences Φ on D whose induced by automorphism φ * of K(D) is compatible with the map v : K(D) → Λ.
We define a left action of the group of exact autoequivalences in Aut Λ (D). For Φ ∈ Aut Λ (D) of D whose induced automorphism φ * of K(D) is compatible with the map v : K(D) → Λ. We define Φσ = (Z ′ , P ′ ) as Z ′ = Z • φ −1 * and P ′ (φ) = Φ(P(φ)). Note that if E is a σ-semistable object, then Φ(E) is Φ(σ)-semistable. Definition 2.26. A pre-stability condition σ is locally finite if there is some ǫ > 0 such that each category P((φ − ǫ, φ + ǫ)), for φ ∈ R, is of finite length. Definition 2.27. A pre-stability condition is discrete if the image of Z is a discrete subgroup of C. Lemma 2.28 ([12, Lemma 4.5] ). Suppose that σ = (Z, P) is a discrete pre-stability condition and fix 0 < ǫ < 1 2 . Then for each φ ∈ R the category P((φ − ǫ, φ + ǫ)) is of finite length. In particular σ is locally finite.
Remark 2.29 ([11, Lemma 5.2])
. The categories P(φ) with φ ∈ R are abelian. If σ is locally finite, then P(φ) has finite length. Therefore, a σ-semistable object E ∈ P(φ) admits a finite JordanHölder filtrations, i.e. a finite filtration E 0 ⊂ . . . ⊂ E n = E with stable quotient E i+1 /E i ∈ P(φ), as the stable objects are the simple objects in P(φ).
We now recall the support property. It plays an important role in proving good deformation properties and a well-behaved wall and chamber decomposition. We suggest [5, App . A] to understand better the relation between the support property and effective deformations of Bridgeland stability conditions. Definition 2.30. A pre-stability condition σ = (Z, A) satisfies the support property if there is a symmetric bilinear form Q on Λ ⊗ R := Λ R such that it satisfies (1) All σ-semistable objects E ∈ A, satisfy Q(v(E), v(E)) ≥ 0. (2) All non zero vectors v ∈ Λ R with Z(v) = 0 satisfy Q(v, v) < 0.
Remark 2.31. If rk(Λ) = 2 and Z : Λ → C is injective, then every pre-stability condition σ = (Z, A) trivially satisfies the support property with respect to any semi-positive definite quadratic form. Remark 2.33. There is a generalized metric on the set of slicings Slice(D), i.e. a metric that does not need to be finite: given two slicings P and Q, we define
In order to study Stab Λ (D), we study the projection Z : . Then, the quasi-abelian subcategory P((φ − ǫ, φ + ǫ)) is of finite length, for each φ ∈ R. As a consequence, Bridgeland stability conditions are locally-finite.
The main point of the proof of the last lemma is that for a Bridgeland stability condition σ there exist discrete stability conditions arbitrarily close to σ. 2.3. Bridgeland stability conditions on curves with g > 0. Let C be a nonsingular projective curve of genus g > 0. To describe Stab(C) := Stab(D b (C)), we follow closely [11, Sec. 9] and [33] . Note that there is an isomorphism
To describe Stab(C), one studies the last triangle of their HN-filtrations E → X → A → E [1] , where X is either C(x) or L, note that by Remark 2.24, we have that Hom ≤0 (E, A) = 0. The next lemma is a strong consequence of D b (C) being hereditary, i.e. it has homological dimension 1.
Lemma 2.38 ([23, Lemma 7.2]). Given a distinguished triangle
, every line bundle L and skyscraper sheaf C(x) of points x ∈ C are σ-stable.
Moreover, there is a distinguished stability condition given by the standard slope stability: 
Remark 2.41. Let us consider σ µ = (Z µ , Coh(C)) and its corresponding slicing P µ . Note that Coh r (C) := P µ (r, r + 1] for r ∈ R is a heart of a bounded t-structure. All the hearts appearing in the stability conditions σ = (Z, A) ∈ Stab(C) are of this form. Indeed, if σ = σ µ g with
For our purpose it is important to understand the isomorphism 2.1. We define the following matrices in SL(2, R)
for φ ∈ [0, 2π), x, a ∈ R and a > 0.
Lemma 2.42 (Iwasawa decomposition [26, Sec. 16.3] ). For every T ∈ GL + (2, R), there are real numbers φ ∈ [0, 2π), k, a ∈ R >0 and x ∈ R, such that T = kK φ A a N x . Moreover, this representation is unique.
Let us consider g = (T, f ) ∈ GL + (2, R) where T = kK φ A a N x and f (0) = n + θ, as above. We now relate φ and θ.
Remark 2.43.(1) Let us consider g = (T, f ) ∈ GL + (2, R) where T = kK φ A a N x as above, then there is m ∈ Z, such that 2m + φ π = f (0). Moreover, we have two cases n = 2m with θ = φ π or n = 2m + 1 with θ = φ π − 1.
. We obtain that
(5) Let θ ∈ (0, 1). First note, that by the HN-property, if T θ = P µ (θ, 1] and
is a torsion pair of Coh(C). By [24, Proposition 2.1] it induces a heart of a bounded t-structure which is precisely Coh θ (C). Moreover, if we define α = − cot(πθ), then by Remark 2.20 we obtain that Coh
(2, R) and P its slicing. The objects C(x) and L are σ-stable. By the definition of the GL + (2, R)-action, this implies that for every σ ∈ Stab(C) we obtain φ 0 := φ σ (C(x)) for x ∈ C.
By definition of the GL + (2, R)-action, we obtain that P(φ 0 ) = P µ (f (φ 0 )) = P µ (1), i.e.
We have that −n < φ 0 = f −1 (1) ≤ −n + 1 if and only if f (0) = n + θ, with n ∈ Z and θ ∈ [0, 1). (2) There is a homeomorphism
3. Bridgeland stability conditions on T C Let C denote a smooth projective curve of genus g > 0.
on C consists of two coherent sheaves E 1 , E 2 ∈ Coh(C) and a sheaf morphism between them ϕ :
We denote by TCoh(C) the category of holomorphic triples on C. 3.1. The triangulated category T C . The object under study in this subsection is
. We construct different semiorthogonal decompositions for T C . We prove the existence of the Serre functor.
We note that we have three different ways to see Coh(C) embedded in TCoh(C):
as these functors are exact, we take their correspondent derived functors and by [14, Thm. 2.4] , we obtain three different exact embeddings. As a consequence three different ways to see D b (C) as strictly full subcategories of T C , where we will adopt the same notation i * , j * , l * . We denote by C i for i = 1, 2, 3, to refer to the strictly full subcategories of T C obtained as the image of D b (C) in T C under each embedding (i * , j * , l * respectively).
Note that since the subcategories C i of T C are equivalent to D b (C) and D b (C) is saturated, they will automatically be admissible in T C = D b (TCoh(C)).
Corollary 3.3 ([7]
). The strictly full subcategories C i are admissible in T C for all i = 1, 2, 3.
Proposition 3.4. The triangulated category T C admits 3 semiorthogonal decompositions
Proof. By Corollary 3.3 we already know that C i are admissible in T C for all i = 1, 2, 3. We define the following functors
left adjointness, (l * , l * ) and right adjointness, (l * , l ! ) follow directly from the definitions. On the other hand, we define the following functors
Left adjointness, (i * , i * ) follows directly from the definitions. Finally, to prove that to see that C ⊥ 3 = {E ∈ T C | Hom TC (l * C, E) = 0} = C 2 . Indeed, by adjointness we have Hom TC (l * (X), E) = Hom C (X, l ! (E)) for any E = E 1 ϕ → E 2 ∈ T C and any X ∈ C. This means that Hom C (X, E 1 ) = 0 for all X ∈ C. This happens if and only if E 1 = 0.
With a similar argument, one can see that ⊥ C 3 = C 1 . and
(1) The semiorthogonal decomposition T C = C 1 , C 2 induces the following associated distinguished triangle for
By admissibility of the full subcategories C i for i = 1, 2, 3, and the unicity of the triangles associated to the semiorthogonal decompositions, we have that l * = j ! , where j ! satisfies right adjunction (j * , j ! ), as well as resp. l ! = i * . In order to describe the precise distinguished triangles associated to the semiorthogonal decompositions of T C we need to understand the functors i ! and j * satisfying the adjunction relations (i * , i ! ) and (j * , j * ) respectively.We now describe the functors i ! and j * at the level of objects and some features at the level of morphisms.
! is given as follows
at the level of objects. If ψ : E → F is a morphism of triples, then the following diagram commutes
Proof. From the triangle in part 3. from Remark 3.5 and the fact that i * is an exact functor, we obtain the triangle i
. We use the naturality of the adjunction and we obtain ψ • π E = i * i ! (ψ) • π F and by taking i * in both sides we obtain the square (3.3).
* is given as follows
Proof. The proof goes along the lines of Lemma 3.6.
Remark 3.8. In many cases, we express a morphism Φ ∈ Hom TC (E, F ) as two horizontal arrows, but note that they just represent i * (Φ) and j ! (Φ) and they do not characterize the morphism Φ.
We denote by N (C) = (N )(D b (C)) the numerical Grothendieck group of Coh(C).
and only if r 1 = r 2 = 0 and
Serre functor. By Proposition 2.13 and Proposition 3.4, we have the existence of the Serre functor S TC on T C . The adjunction properties of the Serre functor provide us the following lemma.
The following equalities hold: [1] . Note that the morphism t E : i * i * (E) → j * j ! (E) [1] characterizes the triangle, i.e. it is the unique morphism representing the isomorphism class of the triangle induced by the semiorthogonal decomposition C 1 , C 2 for E. Moreover, note that C(t E )[−1] is isomorphic to E up to a non unique isomorphism in T C . [1] , after applying the Serre functor we obtain a triangle
By the uniqueness of the triangle induced by the semiorthogonal decomposition, it implies that we obtain precisely the corresponding triangle of S TC (E) induced by the semiorthogonal decomposition T C = C 2 , C 3 up to isomoprhism. Moreover S TC (t E ) is the unique morphism that characterizes the triangle as mentioned in Remark 3. 
We now describe the Serre functor at the level of objects.
where
is the morphism of complexes given by the injection, then
we take E, F ∈ TCoh(C) with E = i * (E 1 ) and F = j * (F 2 ). Then, note that by Serre duality and Lemma 3.10
Moreover, it is easy to see that Hom TC (E, E ′ [i]) = 0 for all E, E ′ ∈ TCoh(C) and all i ∈ Z, i > 2 [35, Proposition 2.7.24] . This implies that the category TCoh(C) has (finite) homological dimension 2.
In the case of a genus 1 curve, we have the following conjecture. 
]). With the above notations, assume that we have t-structures
Then there is a t-structure on D with the heart
Definition 3.19. We will refer to hearts of the form (3.7) as hearts obtained by CP-gluing.
Notation 3.20. In the case of the semiorthogonal decompositions T C = C i , C j , with ij ∈ {12, 23, 31}, we will denote by gl ij (A i , A j ) obtained by CP-gluing of hearts A i on C i and A j on C j . Hom
By Lemma 3.10,
, so (3.8) vanishes for all i ≤ 0 if and only if n 1 ≥ 0 and if n 1 = 0, we see that we need that θ 1 ≥ θ 2 . Indeed, if n 1 = 0, remember that each heart Coh θi (C) was defined by tilting Coh
By the previous argument with the Serre functor, the only restriction appears when 
Trivial examples of hearts in T C defined by CP-gluing can be given by considering Coh(C) embedded in each triangulated subcategory C i for i = 1, 2, 3 as follows. 
is CP-glued pair (from σ 1 and σ 2 ) if the heart A is given by (3.7) and Z : K(A) → C is given by
Remark 3.24. Note that this CP-glued pair is uniquely determined by σ 1 and σ 2 . It is a prestability condition if and only if the Harder-Narasimhan property holds for the stability function Z on the glued heart A. We will check this property separately later.
Notation 3.25. In the case of the semiorthogonal decompositions T C = C i , C j for ij ∈ {12, 23, 31} we will denote by gl ij (σ i , σ j ) the CP-glued pair obtained by CP-gluing of stability conditions σ i on C i and σ j on C j .
Definition 3.26 (Standard hearts). Consider
Consider T C = C 2 , C 3 , then we define
Consider T C = C 3 , C 1 , then we define 
is CP-glued from the pre-stability conditions σ 1 = (Z 1 , P 1 ) and σ 2 = (Z 2 , P 2 ), then P 1 (φ) ⊂ P(φ) and P 2 (φ) ⊂ P(φ) for every φ ∈ R.
We now explain the behaviour of the CP-glued pre-stability conditions under the GL + (2, R)-action. 
Proof. Let us consider the slicing P i of σ i , for i = 1, 2, and P the slicing of σ. By definition of the GL
. By the third part of Proposition 3.27 we obtain directly that i 1 B 1 ⊆ B and i 2 B 2 ⊆ B.
Next, recall that by definition we have that
Finally, if we also assume that Hom
, by the first part of Proposition 3.27 we obtain that σg = gl 12 (σ 1 g, σ 2 g).
It is important to remark that the gluing condition may not be preserved after applying the GL + (2, R)-action, as we can see in the following example.
Example 3.29. Consider the CP-glued pair σ = gl 12 (σ 1 , σ µ ) with σ 1 = σ µ g and g = (
Note that f (0) = 0 and that P 1 (t) = P µ (f (t)). We have 1 > t > f (t) for all t ∈ (0, 1). Indeed, let E ∈ P µ (t) be an element of phase t ∈ (0, 1). In particular, the rank r of E is strictly positive. Now, since E ∈ P µ (t) = P 1 (f −1 (t)), together with the fact that ℑZ 1 (E) = ℑZ µ (E) = r and ℜZ 1 (E) = −d + r > ℜZ µ (E), we have 0 < f (t) < t < 1. The inequalities follow because f is strictly increasing. Let us consider g ′ = (K φπ , f φπ ) for φ ∈ (0, 1). We now study σ Now that we have hearts in T C with the corresponding stability functions, we have to check that they satisfy the Harder-Narasimhan property and the support property. We begin by the Harder-Narasimhan property along the lines of [17] . 
Then, there exists a locally finite pre-stability condition σ glued from σ 1 and σ 2 . Theorem 3.30) . Then, the map gl is continuous on S(a).
For a ∈ (0, 1), we have a precise description of the sets S(a) for the semiorthogonal decomposition
is a stability condition on C i with θ i ∈ [0, 1) and n i ∈ Z, for i = 1, 2. Assume that these stability conditions satisfy the gluing condition, i.e. n 1 + θ 1 ≥ n 2 + θ 2 . Let (T i , f i ) be the elements in GL + (2, R) corresponding to σ i under the equivalence in Theorem 2.40 for i = 1, 2. Note that f i (0) = n i + θ i for i = 1, 2, so the condition 1 in Theorem 3.30 is equivalent to f 1 (0) ≥ f 2 (0). We end the proof by showing that condition 2 is equivalent to f 1 (a) ≥ f 2 (a). Indeed we will have Hom ≤0 D (i * P 1 (a, a + 1], j * P 2 (a, a + 1]) = 0 if and only if the stability condition σ ′ obtained from σ, acting by rotation of angle a satisfies the gluing property. Hence, if we denote P(0, 1] = Coh(C) the standard heart associated to slope-stability Z µ , then
fi(a) (C), for i = 1, 2 and they will satisfy the gluing condition if and only if f 1 (a) ≥ f 2 (a).
be a stability condition on C i with r i ∈ R, for i = 1, 2.
(1) If r 1 > r 2 , then gl 12 (σ 1 , σ 2 ) is a locally finite pre-stability condition on T C (2) The CP-glued pair σ = gl 12 (σ 1 , σ µ ) with σ 1 = σ µ g and g = ( For small hearts that fulfill the condition 1 in Theorem 3.30 but not 2, we may need a different strategy.
Proposition 3.35 (HN-property for Q). Let
be a CP-glued pair in T C obtained by CP-gluing the stability conditions
Proof. It is easy to see that 0 is an isolated point of ℑZ i (A i ) ⊂ R ≥0 for i = 1, 2. Then, it follows from [17, Proposition 3.5] that Z 12 has the HN-property on A 12 .
We obtain as a corollary that the CP-gluing of the stability conditions of Example 3.34 3. are pre-stability conditions.
Example 3.37 (classic α-stability as CP-gluing). Note that by [18, Theorem 5.3.11] , pre-stability conditions on T C with heart TCoh(C) are obtained as CP-gluing of two stability conditions on D b (C) with heart Coh(C) and the stability function is given as
In particular, we can recover the classic notion of α-stability for holomorphic triples of vector bundles of García-Prada et al. in [21] and [8] by taking
Remark 3.38. There is a way to construct hearts from semiorthogonal decompositions which agrees with CP-gluing when the gluing condition (3.6) is satisfied. This is the well-known recollement introduced in [6] . See Lemma A.5 for examples of hearts that do not accept a stability function.
3.2.2.
Constructing pre-stability conditions via tilting. In this section we construct prestability conditions in T C whose hearts are not given by Proposition 3.18. We follow the steps of [12, Lemma 6.1], i.e. we use weak stability functions on TCoh(C) to obtain torsion pairs on TCoh(C) via truncation of the HN-filtrations. After tilting in the sense of [24, Proposition 2.1], we obtain hearts that admit Bridgeland stability functions.
Remark 3.39. The intuition of this construction comes from Proposition 4.17. This proposition gives us a description of torsion pairs of TCoh(C), which after tilting will give us a heart of a pre-stability condition.
We define the following homomorphism:
where D 1 , C 1 ∈ R, and D 1 < 0. We define the phase of an element E, for every E ∈ TCoh(C) with E = j * (T ), where T is a torsion sheaf, as λ(
Remark 3.40. Let 0 → A → B → C → 0 be a short exact sequence where A, B, C ∈ TCoh(C) and A, B, C = 0 → T, where T is a torsion sheaf, then
For a triple E = E 1 ϕ − → E 2 ∈ TCoh(C), let T (E) i be the torsion part and F (E) i is the torsion-free part of of E i for i = 1, 2. By the functoriality of the torsion part, we obtain T (E) = T (E) 1 → T (E) 2 and the following short exact sequence
We now show that the λ-semistable objects admit HN-filtration. The proof goes along the lines of the classical proof for µ-stability on curves.
Lemma 3.42 (HN-filtration for λ-stability.). Let
F = F 1 ϕ − → F 2 ∈ TCoh(C) be a torsion-free object,
then there is a unique Harder-Narasimhan filtration i.e. there is an increasing filtration
Proof. If F is λ-semistable, there is nothing to prove.
Let us consider the objects E ⊆ F, note that E is also torsion-free. Take the object E 1 with maximal λ(E 1 ) among all the subobjects of F and with maximal imaginary part among all the subobjects of F with maximal λ-phase. This object exists because the phase is bounded. Indeed, by the correspondence between slope and phase, the fact that −D > 0 and by Riemann-Roch. As a consequence, the subobject E 1 is necessarily λ-semistable and F/E 1 is torsion free. We also have that for all E with 0 = E/E 1 ⊆ F/E 1 , we get λ(E/E 1 ) < λ(E 1 ). We now apply the same construction to F/E 1 . We get the desired filtration.
Lemma 3.43. Let φ = 3/4. There is a torsion pair (T , F ) on the category TCoh(C) defined as follows: E ∈ T if the Harder-Narasimhan λ-semistable factors
A i of F (E) satisfy λ(A i ) > φ and i ! (E) ∈ Coh(C). We say that E ∈ F if i * (E) is
torsion-free and the Harder-Narasimhan factors
Proof. Note that if E ∈ T , by our definition of T and the correspondence between slope and phase, we have that F (E) satisfies
We show that (T , F ) is a torsion pair of TCoh(C). We first prove that Hom TC (T , F ) = 0. By our definition of stability we have that Hom TC (E, F ) = 0, for all objects E ∈ T and F ∈ F that are torsion-free.
Let us consider the following short exact sequences as in the triangle (3.11)
By definition of F , we have that F (G) ∈ F and as i * (G) is torsion-free, we get i * (T (G)) = 0 and T (G) ∈ F . Then it is enough to show Hom TCoh(C) (E, G) = 0 for G = 0 → H, for any H ∈ Coh(C) and
By definition F (E) ∈ T and by stability we have Hom TCoh(C) (F (E), G) = 0. Also Hom TCoh(C) (T (E), G) = 0 as G is torsion-free. Therefore, it follows Hom TCoh(C) (E, G) = 0
Case 2:
is in Coh(C), which implies that Coker(ϕ) = 0. Note that for a torsion-free object E, by Lemma 3.42, there is a short exact sequence 0 → T → E → F → 0, with T torsion-free such that the HN-factors A i of T satisfy that λ(A i ) > 3 4 and
is not necessarily surjective, however we have the following claim.
Proof. Because of Lemma 3.42. It is enough to show the statement for a λ-semistable object
, and as a consequence we have
and
If rk(Coker(t ′ )) > 0, then by λ-semistability of T, we obtain λ(T ) = , which gives us a contradiction.
We obtain the following short exact sequence
Indeed, let us consider the last short exact sequence in its HN-decomposition 0 → E → T ′ ։ A → 0 with A = A 1 → A 2 a λ-semistable torsion free sheaf. We want to show that λ(A) > 4 . Note that E is also a subobject of T, as a consequence we consider the short exact sequence 0 → E → T → T /E → 0. We have that T /E is a quotient of T and therefore λ(F (T /E)) > . We also have that
Let us consider again the short exact sequence
Since F (E) is torsion-free, as mentioned before there is a short exact sequence
We now define the following morphism:
. We obtain the following short exact sequence:
We claim that T
Indeed, note that we have the following decompositions:
Note that, by the triangle (3.16), we have that π :
is just the projection. Note that we abused the notation by ignoring the inclusion l 2 . As 2 and we can see it as a subset of ⊆ T (E) 2 . Thus, Ker(π) is a torsion sheaf and by definition T ′ 2 is torsion-free. As a consequence, the torsion-free part of T
Analogously, we have the following decomposition:
is a torsion sheaf. We now obtain that the torsion-free part of F
After tilting TCoh(C) with respect to the torsion pair of Lemma 3.43 as in [24, Proposition 2.1], we obtain the following heart We now define a stability function Z r on A r such that the pair (Z r , A r ) is a Bridgeland stability condition.
Remark 3.45. If we have σ = gl 12 (σ 1 , σ 2 ) a pre-stability condition and we act by σ
and we obtain a non CP-glued pre-stability condition, then the heart of σg 2 is going to be given by A r . See Subsection 4.1.
We now define
If we consider the same C 1 , D 1 as above for the construction of A r , we obtain the following lemma.
Remark 3.46. Note that if E ∈ TCoh(C) is a λ-semistable torsion-free triple, then λ(E) > First of all, we show that the image of E ∈ A r under Z r lies in H ∪ R <0 . Let E ∈ T , then we consider the short exact sequence 0 → T (E) → E → F (E) → 0, note that by definition F (E) ∈ T and the right exactness of Coker(−) we obtain that i
It is enough to assume that F (E) is λ-semistable and it follows directly from Remark 3.46.
As rk(
Since Z is additive with respect short exact sequences, we obtain that
We now show that if E ∈ F , then Z r (E) ∈ H ∪ R <0 . Once again we consider the short exact sequence 0
We now assume that
It suffices to show our statement for F (E) a λ-semistable object. We now prove that
Therefore, we assume F (E) 1 and F (E) 2 = 0. Moreover, note that rk(Coker(f )) = 0. Indeed, if not, j * (Coker(f )) would be a quotient of F (E) with slope 1 2 , which gives us a contradiction.
and E 1 → Img(f ) ∈ F , as it is a subobject of F (E), then it is enough to show our statement for torsion-free objects F (E) 1 f − → F (E 2 ) ∈ F with Coker(f ) = 0. As a consequence, we assume
We want now to show that
As −r 1 ≤ −r 2 , and also det(M ) > 0 and det(M + I) > 0. Since Z r is additive with respect short exact sequences we obtain that Z r (E) ∈ H ∪ R <0 for E ∈ F . 
where L i belongs to the full subcategory P ′ (1) of objects with phase one, the sequence stabilizes. As
Note that this implies that T i = 0. Therefore, we obtain that P ′ (1) ⊆ F ⊆ TCoh(C), as TCoh(C) is Noetherian, our result follows. 
and j * (C(x)) are in A r and j * (C(x)) is stable of phase one. (3) We consider the torsion pair (T 1 , F 1 ) = Coh(C), which is given by truncating the HarderNarasimhan filtration with respect to
in Stab(C). 
Proof. Note that Coh 2 (C) ⊆ F ⊆ A r . We consider the torsion pair Coh(C) = (T 1 , F 1 ) of Remark 3.49, which also induces the heart Coh r 1 (C) after a right tilting, i.e. Coh
, then by Remark 3.49, we have E ∈ A r . We assume that E is torsion free. As the only possible subobjects or quotients of E are in Coh 1 (C), we have that E is µ-semistable if and only if it is λ-semistable. It follows directly from the definition of T and F that i * (T 1 ) ⊆ T and j * (F 1 ) ⊆ F .
We also consider a torsion pair Coh(C) = (T 3 , F 3 ), as in Remark 2.43, such that after taking the right tilt Coh
. Let E ∈ Coh 3 (C) be a µ-semistable object. We have that E = l * (C(x)) ∈ A r by Remark 3.49. It is easy to see by computing the slope of the HarderNarasimhan factors that l * (T 3 ) ⊆ T and l * (F 3 ) ⊆ F .
The stability manifold Stab(T C )
Lemma 2.38 is the main tool to prove that C(x) is a σ-stable object for every σ ∈ Stab(C) and every x ∈ C. In this section, we prove the analogous statement for T C , to give a characterization of every σ ∈ Stab(T C ) in terms of C(x). In Subsection 4.1, we follow closely the steps of [12, Lemma 10.1] to describe all the possible hearts appearing on pre-stability conditions on T C . We finally prove that every pre-stability condition on T C has to be given by one of the already constructed pairs in Lemma 3.48 or Subsection 3.2.2 i.e. either by CP-gluing or by tilting. 
with X ∈ Coh(C) and Hom
≤0
TC (E, A) = 0, then, we obtain that Hom
(E 1 , A 1 ) = 0, and therefore
Proof. First note that the morphism s :
We construct the following morphism:
where ϕ ′ A and ψ are respectively ϕ A and id twisted by a non-zero section of ω C , and s ′ , ϕ ′ E are the morphisms given by applying the autoequivalence G ωC to s and ϕ E respectively. By Serre duality, we obtain that Hom TC (A, S T (E)) * ∼ = Hom TC (E, A). Moreover, by hypothesis Hom TC (E, A) = 0 and it follows that [ϕ A ] = 0. By Lemma 3.14 it implies that t A = 0 and therefore A splits into a direct sum A = i * (A 1 ) ⊕ j * (A 2 ). We obtain that 0 = Hom
In particular, adjointness gives 0 = Hom
Remark 4.2. From now one we assume that all pre-stability conditions on T C that we considering are locally finite.
is not σ-semistable, then j * (X) and l * (X) are σ-stable. Proof. We assume that i * (X) is not σ-semistable. Therefore, we consider the last triangle of its Harder-Narasimhan filtration E → i * (X) → A → E [1] with Hom ≤0 TC (E, A) = 0 and A ∈ T C is semistable. By Lemma 4.1, we have E 1 , A 1 ∈ Coh(C), thus we obtain a short exact sequence 0 → E 1 → X → A 1 → 0, in Coh(C) which is not possible. Hence, either E 1 = 0 or A 1 = 0. If E 1 = 0, we obtain a contradiction. As a consequence, A 1 = 0 and E 1 ∼ = X. By adjointness we have
Exactness of the functor j * yields the following triangle
Since Hom ≤0 (C(ϕ E ), A 2 ) = 0, due to Lemma 2.38, the classical GKR lemma for curves, we get that
, which once again is not possible. As A 2 cannot be zero, we get C(ϕ E ) = 0 and A 2 ∼ = X [1] . This implies that A ∼ = j * (X) [1] and that E ∼ = l * (X) ∈ C 3 . As a consequence j * (X) is σ-semistable.
We now show that l * (X) is σ-semistable. We proceed by contradiction. If l * (X) is not σ-semistable, we examine the last triangle of its HN-filtration and we apply the Serre functor and the autoequivalence G ω * C . Arguing as above, we obtain B ∼ = i * (X) and i * (X) is σ-semistable, which contradicts our assumption. Therefore l * (X) is σ-semistable.
We prove now that l * (X) and j * (X) are σ-stable. We start by proving by contradiction that l * (X) is stable. If l * (X) is not σ-stable, we consider one of its Jordan-Hölder filtration, such that its σ-stable factors A i have all the same phase φ. We assume that Hom TC (A i0 , l * (X)) = 0 for a σ-stable factor A i0 . Therefore by [28, Example 1.6], we have that all the stable factor of l * (X) are isomorphic to A i0 . Hence, [l * (X)] = n[A i0 ], where n is the number of stable factors. Since
, we must have n = 1, i.e. l * (C(x)) and l * (L) are stable.
An analogous proof works for the stability of j * (X). Instead of using the Serre functor, we use S −1 . Consequently, we obtain that j * (C(x)) and j * (L) are stable.
Remark 4.4. If X is either C(x) or L as above, we use Proposition 4.3 to prove that if j * (X) (l * (X)) is not σ-semistable, then i * (X) and l * (X) (j * (X) and i * (X)) are σ-stable. Meaning that if one of the objects i * (X), j * (X), l * (X) is not σ-semistable then the other two have to be σ-stable.
Remark 4.5. If i * (X) is not σ-semistable, where X is either C(x) or L, then by Proposition 4.3, we obtain the HN-filtration for i * (X). It is given precisely by
After applying the Serre functor, we obtain the corresponding HN-filtration for j * (X) and l * (X). Moreover, we define φ
Remark 4.7. After applying the Serre functor to the HN-filtration of i * (X), we obtain the analogous results for j * (X) and l * (X). For example, if l * (C(x)) is not σ-semistable, then φ
is strictly σ-semistable, where X is either C(x) or L, then j * (X) and l * (X) are σ-stable. Moreover, a Jordan-Hölder filtraton is given by
It now makes sense to define the following sets: Definition 4.9. We define the set Θ ij of pre-stability conditions on T C for ij = 12, 23 or 31 as follows:
for all line bundles L ∈ Coh(C) and all x ∈ C. Recall that we assumed that all the pre-stability conditions are locally finite. Proof. We first assume that σ / ∈ Θ 23 and we prove that σ ∈ Θ 12 or σ ∈ Θ 31 . Thus, there is a line bundle L such that j * (L) or l * (L) is not σ-stable, or either j * (C(x)) or l * (C(x)) is not σ-stable for some x ∈ C. Assume that there is x ∈ C such that l * (C(x)) is not σ-stable. We need to show that σ ∈ Θ 12 , as it cannot be in Θ 31 . By Remark 4.4, it follows that j * (C(x)) and i * (C(x)) are σ-stable. We now show that for every line bundle L and every x ∈ C, we have that j * (X) and i * (X) are σ-stable, where X = L or X = C(x).
We prove this by contradiction, assume that there is a line bundle L, such that i * (L) is not σ-stable, which implies that j * (L) and l * (L) are σ-stable. Since l * (C(x)) is not σ-stable, by Remark 4.5 we obtain that φ
Let us consider the non-zero morphism j * (C(x)) → j * (L) [1] , since by hypothesis both are stable and not isomorphic, we obtain that φ . We now put all the inequalities together, yielding
which is a contradiction. Therefore i * (L) has to be σ-stable for all line bundle. Analogously we prove that j * (L) has to be also stable for all line bundles L.
We now assume that there is a point y ∈ C, such that j * (C(y)) is not σ-stable. Then, by Remark 4.4 we obtain φ Since we have a non-zero morphism j * (O C ) → l * (C(y)), we obtain φ 3 < φ 4 y and from the morphism j * (C(x)) → j * (O C
x < φ 3 + 1, which is a contradiction. Therefore, we obtain that j * (C(y)) is σ-stable. Then σ ∈ Θ 12 . The other cases follow analogously.
Corollary 4.12. Let σ be a pre-stability condition on T C , with i * (C(x)) σ-stable for x ∈ C. Then, for all y ∈ C, we have that i * (C(y) (C(x) ) and l * (C(x)).
Definition 4.14. By Corollary 4.12, if i * (C(x)) is σ-stable for some x ∈ C, then φ 0 := φ 0 x , as it does not depend on x. Analogously, we prove the same result for φ 2 and φ 4 . and j * (C(x)) are in A r and that j * (C(x)) is stable of phase one. We now show that i * (C(x))[−1] is σ-stable. By contradiction we assume that i * (C(x)) is not σ-stable. As a consequence of Remark 4.7, we have that l * (C(x)) is σ-stable and φ 4 ≥ φ 2 + 1, but φ 2 = 1 and 1 < φ 4 < 2, which gives a contradiction. The same reasoning works to prove that l * (C(x))[−1] is stable. For the second part, note that φ 1 = φ(i * (O C )) and φ 3 = φ(j * (O C )) = 1 2 makes sense, as Lemma 3.50 implies that j * (O C ) ∈ A r and that i * (O C ) is in A r or in A r [1] . Moreover, if i * (O C ) and j * (O C ) are σ-stable, then φ 1 < φ 3 + 1 = 3 2 , because there is a non-zero morphism i * (O C ) → j * (O C ) [1] . We now prove the other direction. We assume that φ 1 < 3 2 and that i * (O C ) is not stable. By Remark 4.7, the statement follows. The other two statements follow in a similar way.
4.1. Pre-stability conditions in Θ 12 . We are going to show that pre-stability conditions σ ∈ Θ 12 are given by the ones constructed in Corollary 3.36 or in Lemma 3.48.
We first characterise the hearts of the pre-stability conditions in terms of the stability of the skyscraper sheaves. We study pre-stability conditions satisfying that j * (C(x)) is stable of phase one. We separate them in two cases when l * (C(x)) is not σ-stable and when it is. If l * (C(x)) is not σ-stable, then the pre-stability conditions are CP-glued. If l * (C(x)) is σ-stable, we obtain stability conditions of the form of Lemma 3.47. We follow closely [12, Proposition 10.1].
Lemma 4.16. Let σ = (Z, A) be a pre-stability condition such that i * (C(x)) is σ-stable, j * (C(x)) is σ-stable of phase one and l * (C(x)) is not σ-stable.
We assume that i
Proof. First note that n ≥ 0. Indeed, as l * (C(x)) is not σ-stable, it implies that φ 0 − φ 2 ≤ 0, as φ 2 = 1 we have φ 0 ≤ 1, also 0 < φ(i * (C(x))[n]) = φ 0 + n ≤ 1. Combining the inequalities above, we get n ≥ 0.
Let E ∈ A be a stable element with phase 0 < φ(E) < 1. As j * (C(x)) is stable we have that Hom i TC (E, j * (C(x))) = 0, for all i < 0. By adjointness, we have 0 = Hom
Moreover, by stability we have Hom i (i * (C(x))[n], E) = 0, for all i < 0. By adjointness and Serre duality in D b (C), we get
(C(ϕ), C(x)) = 0 for j > n + 2. Therefore, we obtain Hom i (C(ϕ), C(x)) = 0, unless 0 ≤ i ≤ n + 2. By [13, Proposition 5.4] , it follows that C(ϕ) is isomorphic to a complex of locallyfree sheaves and H i (C(ϕ)) = 0 unless − n − 2 ≤ i ≤ 0. Similarly, by stability Hom
(E 1 , C(x)) = 0 for j < n. Since l * (C(x)) is not σ-semistable then, from its HN-filtration follows that φ 2 ≥ φ 4 ≥ φ 0 , which implies that l * (C(x))[n] ∈ P(0, n + 1], because j * (C(x)) ∈ P(0, 1] and i * (C(x))[n] ∈ P(0, 1]. As a consequence, we have Hom i (l * (C(x))[n], E) = 0, for all i < 0. By adjointness and Serre duality in
0 for j > n + 1. Consequently, we obtain Hom i (E 1 , C(x)) = 0 unless n ≤ i ≤ n + 1. By [13, Proposition 5.4], we have that E 1 is isomorphic to a length two complex of locally-free sheaves and H i (E 1 ) = 0 unless i = −n, −n − 1. We now prove a similar result for E 2 . In this case we use that j * (C(x)) is stable of phase one. First of all, by the same reasoning as above l * (C(x)) ∈ P(−n, 1]. Hence, we get Hom i (E, l * (C(x))) = 0, for all i < 0. By adjointness, we obtain 0 = Hom C(x) ). In addition, since j * (C(x)) is stable of phase 1, we get Hom C(x) ), E) = Hom
(E 2 , C(x)) = 0 for j > 0. Thus, we obtain Hom i (E 2 , C(x)) = 0, unless i = 0. By [13, Proposition 5.4], we have that E 2 is isomorphic to a length one complex of locally-free sheaves and H i (E 2 ) = 0 unless i = 0. The triangle E 1 → E 2 → C(ϕ) induces a long exact sequence in cohomology. As a consequence, we have that H i (C(ϕ)) = 0 unless − n − 2, −n − 1, 0. If E ≇ j * (C(x)) is σ-stable with phase one, then H i (E 1 ) = 0 unless i = −n − 1 and H i (E 2 ) = 0 for all i. It implies that H i (C(ϕ)) = 0 unless i = −n − 2 and that E 1 is torsion free.
Lemma 4.17. Let σ = (Z, A) be a pre-stability condition such that l * (C(x)), i * (C(x)) are σ-stable and j * (C(x)) is σ-stable of phase one. Then, for
If E is stable of phase one, then either E = j * (T ), where T ∈ Coh(C) a torsion sheaf, or E ∈ TCoh(C) with H 0 (C(ϕ)) = 0. We have that E 1 and E 2 are torsion-free. Moreover, the heart A is the corresponding tilt.
Indeed, since there are non-zero morphisms i * (C(x)) → j * (C(x) [1] ), and j * (C(x)) → l * (C(x)) and l * (C(x)) → i * (C(x)). By stability, it follows that 1 < φ 4 < φ 0 < 2. We start by proving part one. Let E ∈ A be a stable element with phase 0 < φ(E) < 1. As j * (C(x)) is stable we have that Hom 
Therefore, we obtain Hom i (C(ϕ), C(x)) = 0, unless 0 ≤ i ≤ 1. By [13, Proposition 5.4] , it follows that C(ϕ) is isomorphic to a lenght two complex of locally-free sheaves and H i (C(ϕ)) = 0 unless i = −1, 0. Similarly, we obtain Hom i (E 1 , C(x)) = 0 unless −1 ≤ i ≤ 0. By [13, Proposition 5.4], we have that E 1 is isomorphic to a length two complex of locally-free sheaves and H i (E 1 ) = 0 unless i = 0, 1. We prove a similar result for E 2 , in this case we use that j * (C(x)) is stable of phase one. We obtain Hom i (E 2 , C(x)) = 0, unless −1 ≤ i ≤ 0. By [13, Proposition 5.4], we have that E 2 is isomorphic to a length two complex of locally-free sheaves and H i (E 2 ) = 0 unless i = 0, 1. This concludes the proof of the first part.
We now proceed to prove the second part. Let E ∈ P(1) a stable object, which is not isomorphic to j * (T ), where T is a torsion sheaf. Since the phase of E is one, we have
For the third part, we assume that E ∈ TCoh(C). If F ∈ P((2, ∞)), then by the first part
) is the standard t-structure. Consequently, we have
We now prove the fourth part. Let E ∈ TCoh(C), by the third part of the statement, there is a triangle A → E → B → A [1] , where A ∈ P(1, 2] and B ∈ P(0, 1]. After applying i * , we obtain a long exact sequence of cohomology and by part one we obtain
∈ Coh(C) and we obtain A, B ∈ TCoh(C).
Moreover, if A ∈ T , we have additional information. Indeed, as we have H i (j * (B)) = 0 unless i = −1, 0 and H i (j * (A)) = 0 unless i = −2, −1. After taking the long exact sequence we obtain
By applying Serre duality of doing exactly the same proof under the new hypothesis, we obtain the following results.
Lemma 4.18. Let σ = (Z, A) be a pre-stability condition such that j * (C(x)), i * (C(x)) are σ-stable and i * (C(x)) is σ-stable of phase one. Then, for E = E 1 ϕ − → E 2 ∈ T C we have Lemma 4.19. Let σ = (Z, A) be a pre-stability condition such that i * (C(x)), j * (C(x)) are σ-stable and l * (C(x)) is σ-stable of phase one. Then, for We study now the orbit of σ ∈ Θ 12 under the action of GL + (2, R) in order to choose a simpler representative. Proof. By the stability of i * (C(x)) and i * (O C ), we have φ 1 < φ 0 < φ 1 + 1. Therefore, there is an orientation preserving transformation M : R 2 → R 2 satisfying that (A, D) → (−1, 0) and (B, C) → (0, 1), where Z(i * (C(x)) = A + Di and Z(i * (O C )) = B + Ci. There is an increasing function f : R → R that satisfies f (x + 1) = f (x) + 1 with f (1) = φ 0 , f (1/2) = φ 1 . We obtain (T, f ) ∈ GL + (2, R). The stability condition σ ′ := σ(T, f ) satisfies
with t L ∈ (0, 1). Therefore, all point sheaves and line bundles in Coh 1 (C) are in P ′ (0, 1]. Since any object on Coh 1 (C) admits a filtration with quotients either isomorphic to point sheaves or to line bundles. As a consequence, we obtain Coh 1 (C) ⊆ A ′ .
As the action of GL + (2, R) on the set of pre-stability conditions preserves the stability of the objects and j * (C(x)), j * (O C ) are σ-stable, we have φ 3 < φ 2 < φ 3 + 1 in σ ′ . Therefore, we can find
Moreover, if we consider σ 1 = (Z 1 , Coh r (C)) ∈ Stab(C) with f 1 (0) = r ∈ R, which under our correspondence with GL
and Coh
Consequently, we can assert that
′′ , where f 1 (0) = r = n + θ, and n ∈ Z and θ ∈ [0, 1). We prove this in several steps. We first show that Coh We first show that i * (C(x)[n]) ∈ A ′′ . Note that f 1 (φ 0 ) = 1, because
We apply f
−1 1
to the following inequality θ < 1 ≤ θ + 1 and we obtain (4.3) − n < φ 0 ≤ −n + 1, which is equivalent to i * (C(x)[n]) ∈ A ′′ . By stability −n < 2.
Proof. Since r = n + θ and n ≥ −1, then r ≥ −1. We just need to prove that r = −1. Assume that r = −1.
By the stability of i * (C(x)) and j * (C(x)) in σ ′′ , we get φ 0 < 2. But, by the definition of Z 1 , we obtain φ 0 = φ(i * (C(x))[−1]) + 1 = 2, which is a contradiction.
We now study line bundles L.
The proof falls naturally in two cases: Case 1: θ < t L ≤ θ+1. We apply f −1 1 to the inequality above and we obtain −n < φ L ≤ −n+1, which is equivalent to i * (L[n]) ∈ A ′′ .
Case 2: θ−1 < t L ≤ θ. We apply f 
We obtain long exact sequences in cohomology and by Lemma 4.16, we obtain that H i (T 1 ) = H i (F 1 ) = 0 unless i = −n and that T 2 = F 2 = 0. As a consequence, we have that
Case 2: l * (C(x)) is σ ′′ -stable. Note that the stability of l * (C(x)) implies, as proved in Lemma 4.17, that n = −1 and that
We obtain long exact sequences in cohomology. By Lemma 4.17, we have H i (T 1 ) = 0 unless i = 0, 1 and H i (F 1 ) = 0 unless i = 1, 2. Then, we obtain that H i (T 1 ) = H i (F 1 ) = 0 unless i = 1. We also obtain that H i (T 2 ) = 0 unless i = 0, 1 and H i (F 2 ) = 0 unless i = 1, 2. Therefore, we get
We now proceed to prove that Coh
′′ . We show that T 1 = T θ and F 1 = F θ . It is easy to show that T θ ⊆ T 1 and F θ ⊆ F 1 , where Coh(C) = (T θ , F θ ) is the torsion pair described in Remark 2.43 (up to shift) and θ = 0.
It is enough to show this for slope stable torsion free sheaves E ∈ Coh(C), such that is g = (T, f ) ∈ GL + (2, R) such that for σg = (Z, A) we can find stability conditions
with Coh r 1 (C) ⊆ A and r > −1, Coh 2 (C) ⊆ A. Note that the proof of the inclusion of the hearts in A depends only on the stability of i * (C(x)) and j * (C(x)) for all x ∈ C and i * (L) and j * (L), for every line bundle L. As a consequence, we obtain that σgg
The following lemma gives us some CP-glued stability conditions in Θ 12 .
Lemma 4.25. Let σ = (Z, A) ∈ Θ 12 , such that there are stability conditions
with Coh r 1 (C) ⊆ A, Coh 2 (C) ⊆ A, and
Proof. Since σ 1 and σ 2 satisfy gluing conditions i.e f 1 (0) ≥ f 2 (0) = 0, then there is a pre-stability condition σ 12 = gl 12 (σ 1 , σ 2 ) on T C . It follows directly from Proposition 3.36 that σ = σ 12 .
We now study pre-stability conditions σ = (Z, A) ∈ Θ 12 . For
we have Coh
, and −1 < r < 0, where r = n + θ = f 1 (0) and n ∈ Z with θ ∈ [0, 1). Here σ 1 is given by (T 1 , f 1 ) under the correspondence with GL + (2, R).
Remark 4.26. l * (C(x)) is σ-stable. Assume that l * (C(x)) is not stable. By Remark 4.7 this implies that n + θ = f 1 (0) ≥ 0, which contradicts our assumption. 
Proposition 4.28. For every σ ∈ Θ 31 , there is a g ∈ GL + (2, R) such that for σg = (Z, A) we can find stability conditions
with Coh
4.3.
Non-gluing pre-stability conditions. We now study pre-stability conditions σ on T C satisfying that i * (C(x)) and l * (C(x)) are stable, where j * (C(x)) is stable with phase one and j * (O C ) has phase 1/2. Note that as proved in Lemma 4.17, we have l * (C(x))[−1] ∈ A. We use Lemma 4.17 to prove that these stability conditions are precisely given by the pair (Z r , A r ) constructed in Lemma 3.48. 
First of all we show that Z is given by Proposition 3.20. Our stability function Z is completely determined by Z 1 and Z µ , therefore it has the following form
Since σ 1 is a stability condition, we have that det(M ) > 0. As (C(x) ) and l * (O C ) are stable, we obtain φ 5 < φ 4 < φ 5 + 1 which is equivalent to the fact that det(M + I) > 0.
We consider the torsion pair (T , F ) = TCoh(C) given in Lemma 4.17. We are going to show that it is equal to the torsion par (T ′ , F ′ ) given by Lemma 3.43. It is enough to show that T ′ ⊆ T and F ′ ⊆ F . Let us take a torsion-free λ-semistable object E = E 1 → E 2 ∈ T ′ , which by definition satisfies λ(E) > 3/4. There is a short exact sequence 0 → T → E → F → 0, with T ∈ T and F = F 1 → F 2 ∈ F . By Lemma 4.17 and Lemma 3.43 we have that i
As F 1 is torsion-free and
where G 2 is a torsion sheaf. We apply Remark 3.40 and we obtain that 3/4 < λ(E) ≤ λ(F ) ≤ 3/4, which gives us a contradiction and this implies that E ∈ T .
Let us take a λ-semistable torsion-free object E = E 1 → E 2 ∈ F ′ , and by definition holds that λ(E) ≤ 3/4. We start with the case λ(E) < 3/4. There is a short exact sequence given by 0 → T → E → F → 0, with T ∈ T and F ∈ F . We get λ(T ) ≥ 3/4 and λ(F ) ≤ 3/4. if T = 0, then by λ-semistability 3/4 ≤ λ(T ) ≤ λ(E) < 3/4, which give us a contradiction and this implies that E ∈ F.
Let us take a torsion-free λ-semistable object E = E 1 ϕ − → E 2 ∈ F ′ with λ(E) = 3/4. Consider the short exact sequence 0 → T → E → F → 0, with T ∈ T and F ∈ F . Note that the inequality
, moreover by Lemma 4.17, we have that P ′ (1) ⊆ TCoh(C) which implies directly that T = 0. Note that for all torsion-free object E ∈ T ′ , after using its Harder-Narasimhan filtration, we obtain that E ∈ T . Analogously for E ∈ F ′ . We easily extend the result above to any object in T and F . Consequently T = T ′ and F = F ′ .
Remark 4.30. Under the assumption of the last proposition, for σ ∈ Θ 12 we can define a third stability condition σ 3 = ((M + I)
, that comes from the data given by l * (C(x)) and l * (O C ), where the integer part of f 3 (0) = r 3 is −1. Note that by Lemma 3.50, we obtain Coh The aim of this section is to characterise the sets Θ i inside Θ 12 . Let σ ∈ Θ 12 . By Proposition 4.20, we have that up to the action of GL + (2, R), there are stability conditions σ 1 = (Coh r 1 (C), Z 1 ) and σ 2 = (Coh 2 (C), Z µ ) ∈ Stab(C) with Coh r 1 (C) ⊆ A, Coh(C) 2 ⊆ A, and Z C 1 = Z 1 and Z C 2 = Z µ . Let f 1 (0) = n + θ, with n ∈ Z and θ ∈ [0, 1). We refer to the conditions above as (*). Under these conditions we define f 12 (σ)(x) = f 1 (x) − x.
From now on we assume that σ has this form and σ 1 = (T, f 1 ). If f 12 (σ)(0) ≥ 0 by Proposition 4.25, we already know that σ ∈ Θ 1 . We now assume f 12 (σ)(0) < 0. We would like to understand when σ ∈ Θ 12 is in Θ i , for i = 1, 2, 3.
Recall that by Remark 4.30 there is also σ 3 = (Z 3 , Coh r3 (C)) with Z C 3 = Z 3 and Coh r3 3 (C) ⊆ A, and we can also define f 23 
Lemma 4.32. Let σ be as in (*), such that f 12 (σ)(0) < 0. There is a t ∈ R such that f 12 (σ)(t) = 0 if and only if σ ∈ Θ 1 . Proof. Assume that there is t ∈ R such that f 12 (σ)(t) = 0. Since f 2 (t) = t, this implies that
then f 12 (σg)(0) = 0 and it follows directly from Lemma 3.28 that σg = gl 12 (σ 1 g, σ 2 g).
We now assume that σ ∈ Θ 1 , then there g ∈ GL + (2, R) such that σg satisfies gluing conditions for σ 1 g and σ 2 g. Without losing generality, we take g = (K lπ , f lπ ) ∈ GL + (2, R), with l ∈ R Thus,
Since f 12 (σ)(x) is a continuous function, there is a t ∈ R that satisfies f 12 (σ)(t) = 0, as we desired.
Remark 4.33. [Fixed point] Since in our case f 12 (σ)(x) = f 1 (x) − x, then f 12 (σ)(x) = 0 if and only if there is x ∈ R such that f 1 (x) = x. After using that the restrictions of f 1 and T to S 1 agree, the search of points x ∈ R such that f 1 (x) = x reduces to the study of the eigenvectors of T.
We now study the characteristic polynomial p(x) = We claim now that σg ∈ Θ 1 , where g = (K φ , f φ ) ∈ GL + (2, R). First of all we consider
. By the correspondence between f 1 • f φ and T 1 K φ over S 1 and the fact that v is an eigenvector, we obtain that f 1 • f φ (0) = φ/π. We now consider σ 2 g = (K φ , f φ ). As a consequence f 12 (σg) = 0. By Lemma 3.36, it is clear that σg = (Z, TCoh φ (C)) = gl 12 (σ 1 g, σ 2 g). Under the assumption that the discriminant ∆(M ) of M is non-negative and that the eigenvalues λ 1 , λ 2 of M are both negative we prove the following lemmas. Since the pre-stability conditions in Θ 2 or Θ 3 satisfy that l * (L) is stable for all line bundles L ∈ Coh(C). In order to determine which σ ∈ Θ 12 are in Θ 2 or Θ 3 we need to study the stability of l * (L). [1] and the correspondence between slope and phase the result follows. Proof. Let us consider the polynomial q(x) = Dx 2 + (A + C)x + B. As the discriminant of q(x) is also ∆(M ) ≥ 0, we get that q(x) has real roots µ 1 , µ 2 ∈ R. We assume that µ 1 ≤ µ 2 . It is enough to show that for all
as we wanted to prove. Proof. The proof goes along the lines of Lemma 4.32.
Proof. The proof goes exactly as the one of Lemma 4.34. In this section, we prove the support property for the already constructed pre-stability conditions. We start by studying CP-glued pre-stability conditions σ = gl 12 
), for i = 1, 2. By Theorem 2.40 there is always g = (T, f ) ∈ GL + (2, R), such that σ 1 = σ 2 g. Note that the gluing condition states precisely that f (0) ≥ 0.
Therefore, the proof of the support property falls naturally in the cases f (0) ≥ 1 and 1 > f (0) ≥ 0.
More precisely we reduce the proof of the support property to three cases. Namely, in Lemma 5.1 we prove for pre-stability conditions satisfying that f (0) ≥ 1, in Lemma 5.20 we prove it for CP-glued pre-stability condition with 1 > f (0) ≥ 0 and ∆(T −1 ) > 0. In Lemma 5.22 for CP-glued pre-stability conditions with 1 > f (0) ≥ 0 and negative discriminant. Finally, in Subsection 5.3 we prove it for σ ∈ Γ. We use the inequalities to study the σ-semistable objects in our pre-stability conditions. These inequalities follow closely the steps of [8, Sec. 3] . In Subsection 5.3 we prove the support property under the assumption that g(C) = 1, for non-gluing pre-stability conditions with ∆(M ) < 0. We conjecture that for g(C) > 1 the same result holds.
5.1. Support property for CP-glued pre-stability conditions. We start by proving the support property for pre-stability conditions with a stronger orthogonality condition. Proof. We use the following notation
. First note that we can linearly extend Z and the homomorphism induced by the exact functors
We define the quadratic form
where ℜ(α) and ℑ(α) are the real and the imaginary parts of α ∈ R 4 respectively. By the linearity of Z, it is clear that Q is a quadratic form. We first show that it is negative definite in Ker( [5, Lemma A.6] it is enough to show that Q(E) ≥ 0 for σ-stable objects.
Note that by Note that ϕ = 0. Indeed, as σ is a CP-glued pre-stability condition, by the definition of gl 12 (A 1 , A 2 ), we have that
) and by hypothesis Hom TC (i * (E 1 ), j * (E 2 )[1]) = 0, we obtain that ϕ = 0.
Since E is σ-stable and by the definition of a CP-glued heart, we have i * (E 1 ), j * (E 2 ) ∈ A. It follows from the short exact sequence 0
We now follow the steps of [8, Sec. 3] in order to study the σ-semistable objects in the CP-glued pre-stability conditions σ = (Z, A) = gl 12 (σ 1 , σ 2 ), on T C such that σ 1 = σ 2 g where g = (T, f ) in GL + (2, R), that satisfies with f (0) = 0. Note that by the same argument as in Proposition 4.34, these are precisely, up to the GL + (2, R) action, the pre-stability conditions with 1 > f (0) ≥ 0 and positive discriminant.
We have that g = (T, f ) ∈ GL + (2, R) has the following form T −1 = −A B 0 C , with C > 0 and det(T ) > 0, which implies that A 1 = A 2 = H. We obtain that σ 1 = (Z 1 , H) and σ 2 = (Z 2 , H). By definition we have
We use the following notation
Therefore, we have
. Note that for every E ∈ B, we have that r 1 , r 2 ≥ 0. If r 1 , r 2 = 0, we define µ σ (E) = −Ad1−Br1+d2 Cr1+r2
. We obtain the following inequalities. 
Proof. Let us consider the following short exact sequence in A, as H is an abelian category, we can compute Ker(ϕ), Coker(ϕ) ∈ H and by the definition of B, we have morphisms E ։ i * (Img(ϕ) ) and j * (Img(ϕ) ) ֒→ E.
Let Img(ϕ) )) = 1, and by the σ-semistability φ(j * (Img(ϕ))) ≤ φ(E) ≤ 1, therefore Img(Z(E)) = 0, which implies that r 1 , r 2 = 0, which is a contradiction.
From these short exact sequences and the correspondence between slope and phase, we obtain that d 
Proof. We clearly have
By Lemma 5.2, we obtain
Proof. If Ker(ϕ) = 0, we have the exact sequence 0
As in this case r 1 − r 2 ≥ 0, because rk(Ker(ϕ)) = r 1 − r 2 and Ker(ϕ) ∈ H, which implies
We now assume that Coker(ϕ) = 0 and Ker(ϕ) = 0. From the morphism i * (Ker(ϕ)) ֒→ E follows that (Ker(ϕ) )) = 1 and by σ-semistability we have that 1 = φ(i * (Ker(ϕ))) ≤ φ(E) ≤ 1, which implies that r 1 , r 2 = 0, and this gives us a contradiction.
Adding the last inequality with (5.3) we have that 
Proof. Let E = E 1 ϕ − → E 2 be a σ-semistable object. Let us consider the following short exact sequence 0 → j * (E 2 ) → E → i * (E 1 ) → 0. By the semistability of E and the correspondence between slope and phase it follows that
Thus it implies Cr 1 d 2 + Ad 1 r 2 ≤ − B C r 1 r 2 , as r 1 , r 2 , C > 0. We obtain Cy + Ax ≤ −B. As ϕ = 0, by Lemma 5.5, we have the following inequality
after diving into r 1 r 2 we get
].
From the equation Cy + Ax ≤ −B, we obtain
As r 2 + Cr 1 > 0, then we obtain y − x ≥ 0.
We now write Lemma 5.6 explicitly in terms of the r 1 , r 2 , d 1 , d 2 from the Grothendieck group.
Lemma 5.7. Let σ = (Z, TCoh θ (C)) = gl 12 (σ 1 , σ 2 ) be a pre-stability condition on T C with
and 
5.2. Duality and semistability on T C . The aim of this subsection is to prove an analogous statement to Lemma 5.6 for σ-stable objects E with r 1 > r 2 > 0, where σ is a pre-stability condition on T C . We follow closely [22] to define the derived dual in this case and to show that it induces an anti-autoequivalence. We now consider the following functor
Proof. It is enough to show that for E = E 1 ϕ − → E 2 ∈ TCoh(C) there is F ∈ TCoh(C) of locally free sheaves with F ։ E. There are locally-free sheaves F i and surjective morphisms F i πi − → E i for i = 1, 2. Let us consider the triple G = F 1 → F 1 ⊕ F 2 as the inclusion of the first component. Note that F 1 ⊕ F 2 is also locally free. We have a surjective morphism G → E in TCoh(C)
Since for any bounded acyclic object E ∈ Kom b (TCoh(C)) of locally free sheaves, we have that Hom(E, O C ) TCoh(C) is acyclic. As a consequence, the class of objects with locally free sheaves as components in TCoh . Therefore, for any stability condition σ with heart Coh θ (C), we denote
] is given with respect to σ ∨ .
Example 5.13. If σ µ = (Z µ , Coh(C)), the torsion pair T 0 and F 0 is given precisely by subcategory of torsion sheaves and torsion-free sheaves respectively. We have that D(Coh(C)) = C(x)[−1], L , for any lie bundle L in Coh(C) and any point x ∈ C. Note that C(x)[−1], L is a heart of a bounded t-structure on D b (C) which does not admit a stability function. Moreover, we trivially have that D(F 0 ) = F 0 .
We now study D 1 on T C . Let σ = (Z, TCoh θ (C)) = gl 12 (σ 1 , σ 2 ) be a pre-stability on T C with
Definition 5.14. Let σ = (Z, TCoh θ (C)) = gl 12 (σ 1 , σ 2 ), we define the dual stability condition on
Remark 5.15.
(1) Let σ = (Z, TCoh θ (C)) be a pre-stability condition as above.
, with where g = (T, f ) ∈ GL + (2, R), where
By the GL + (2, R)-action, an object E ∈ TCoh(C) is σ * -stable if and only if it is σ * g-stable, where
Proof. As in Remark 5.15 we have that
Note that it is enough to prove that φ σ * (D 1 (E)) < φ σ * (Q) to show the stability of D 1 (E). Indeed, if P = P 1 → P 2 is an arbitrary quotient of D 1 (E), either there is a object Q = Q 1 → Q 2 with Q 1 , Q 2 ∈ F 1−θ [−1] with P ։ Q and φ σ * (Q) < φ σ * (P ) or φ σ * (P ) = 1 and we trivially obtain that φ σ * (D 1 (E)) < φ σ * (P ). We also have that
is closed under objects. Moreover, the duality gives us a correspondence between short exact sequences on F 1−θ [−1] and F θ . We obtain a short exact sequence in TCoh
By the stability of E we obtain that µ σ (D 1 (Q)) < µ σ (E) and it follows if and only if µ σ * (D 1 (E)) < µ σ * (Q). As a consequence
Let σ = gl 12 (σ 2 g, σ 2 ) = (Z, TCoh θ (C)) as above and E = E 1 ϕ − → E 2 a σ-stable object with φ(E) < 1, ϕ = 0 and 0 < C 2 r 2 + Dd 2 < C 2 r 1 + D 2 r 1 , where [E] = (r 1 , d 1 , r 2 , d 2 ). Note that we cannot apply Lemma 5.7 directly.
Note that σ * = gl 12 (σ 
2 )-stable, where
If we apply Lemma 5.7 to σ ′ , we have that if
As a consequence, we obtain that D 1 (E) satisfies
because C 2 r 2 + Dd 2 < C 2 r 1 + D 2 r 1 . We now can apply Lemma 5.17 to σ ′ and we obtain
Moreover, we obtain the following result, which gives us the necessary conditions to have σ-stable objects.
Lemma 5.17. Let σ = (Z, TCoh θ (C)) = gl 12 (σ, σ 2 ) be a pre-stability condition on T C with
If there is a σ-semistable object with
C2r1+D2d1 and y = −A2d2−Br2 We now prove the support property for this type of pre-stability conditions. Proof. First note that we can linearly extend
. As mentioned before, since i * and j ! are exact, they induce homomorphism on the Grothendieck groups. We use the notation given above for elements v ∈ N (T C ) ⊗ R, i.e. Z 1 (v) and Z 2 (v). We claim that for δ = −CA B 2 > 0, the pre-stability condition σ satisfies the support property with the quadratic form Q :
where ℜ(α) and ℑ(α) are the real and the imaginary parts respectively and α ∈ R 4 . Note that under the notation of equation (5.2), we obtain that
We first show that it is negative definite in
In fact, we get that
− → E 2 be a σ-stable object. We consider the following short exact sequence 0 → j * (E) → E → i * (E) → 0. If [ϕ] = 0, by Remark 3.14 it implies that either E 1 = 0 or E 2 = 0, as E is indecomposable. If E 1 = 0 or E 2 = 0, we clearly have that Q([E]) = 0.
If ℑ(Z 1 (E)) = 0, it follows that −ℜ(Z 1 (E)) > 0. We claim that ℑ(Z 2 (E)) = 0. Indeed, after considering the decomposition of E 2 with respect to the standard torsion (T, F ) pair given in Remark 5.10 on A, we have that there is a subtriple
then E 2 ∈ F and the morphism ϕ = 0, as E 1 is in T. It implies that E 1 → 0 is a subtriple and once again we obtain that 1 = φ(E 1 → 0) ≤ φ(E) ≤ 1. So, φ(E) = 1 and ℑ(Z 2 (E)) = 0 and this implies that E = 0. We obtain that ℑ(Z 2 (E)) = 0 and
By the short exact sequence above, we obtain that
It implies ℑ(Z 1 (E)) = 0 and −ℜ(Z 1 (E)) > 0. As a consequence, we get
We now assume ℑ(Z 1 (E)), ℑ(Z 2 (E)) = 0 and therefore
) and by Equation ( Support property for CP-glued pre-stability conditions with negative discriminant. Let σ = (Z, A) = gl 12 (σ 1 , σ 2 ) be a pre-stability condition, where σ 1 = (Z 1 , A 1 ) and
Lemma 5.22. Let σ = (Z, A) as above. Then σ is a Bridgeland stability condition. Proof. We just need to prove that it satisfies the support property. Note that we can extend Z to N (T A )⊗R ∼ = R 4 . We claim that σ satisfies the support property with respect to the quadratic form Q : R 4 → R defined as
Note that r 2 ≥ 0. We first show that Q is negative definite in
) < 0 and after considering the following short exact sequence
Then φ(E 1 → 0) = 1, and it implies that Cr 1 + Dd 1 = 0 and r 1 ≤ 0. As −d 2 < 0 then
Let us now assume that r 2 , r 1 = 0. From the short exact sequence mentioned above and the correspondence between slope and phase, we obtain
We define x = We now prove that all CP-glued prestability conditions on T C satisfy the support property. Remark 5.24. By Remark 2.37, after applying Serre duality, we have that any pre-stability condition σ ∈ Θ i , with i ∈ {1, 2, 3} satisfies the support property. By Theorem 4.46, we just need to prove the support property for σ ∈ Γ.
We now prove the support property for σ ∈ Γ just when g(C) = 1. For g(C) > 1, we conjecture that it is also satisfied. We start by studying the σ-semistable objects in the pre-stability conditions in Lemma 3.48 under the assumption that g(C) ≥ 1.
Semistability on non-gluing pre-stability conditions. We now study σ-semistable objects, where σ = (Z, A) satisfies that i * (C(x)), l * (C(x)) are σ-stable and j * (C(x)) is σ-stable of phase one. After applying the GL + (2, R)-action on σ the objects i * (C(x)), j * (C(x)) and l * (C(x)) are always σ-stable. We use the description of the hearts given in Lemma 4.17, Lemma 4.18 and Lemma 4.19 to prove that all σ-semistable objects have a particular form.
Proof. First note that there are elements g 1 , g 2 ∈ GL + (2, R) with
such that δ 1 satisfies that i * (C(x)) is δ 1 -stable of phase one, j * (C(x)), l * (C(x)) are δ 1 -stable and δ 2 satisfies that l * (C(x)) is δ 2 -stable of phase one and j * (C(x)), i * (C(x)) are δ 2 -stable. As E ∈ A.
Note that Lemma 4.17 describes the cohomology of E. For an object
Lemma 4.18 describes its cohomology and if
in Lemma 4.19 we obtain the description of its cohomology.
As E is δ i -semistable we have that E ∈ B i [n], for i = 1, 2 and n ∈ Z, where the only possible cases are n = 1, 0, −1, −2. We study the non-trivial cases. [1] , as the intersection is contained in Coh 1 (C), then E ∈ TCoh(C).
5.3.
Support property for non-gluing pre-stability condition with negative discriminant and g = 1. We consider pre-stability conditions σ = (Z, A) as constructed in Lemma 3.48 with ∆ < 0, i.e. there is
Under the assumption that g(C) = 1, these pre-stability conditions satisfy the support property and as a consequence they are Bridgeland stability conditions. Since ∆(M ) < 0, after applying the GL + (2, R)-action we never obtain a CP-glued pre-stability condition, because f (θ) < θ for all θ ∈ R. However, under the assumption g = 1, the quadratic form induced by the Euler bilinear form −χ(E, E) = d 2 r 1 − d 1 r 2 is negative definite in Ker(Z) as in Lemma 5.22. Therefore, it is a good candidate for being a quadratic form appearing in the support property.
We now prove some useful statements about A.
Proof. The proof goes along the lines of Proposition 4.3. If F is µ-stable is either a skyscraper sheaf of a torsion-free sheaf. As we already proved for skyscraper sheaves, we assume that F is torsionfree and r > 0. Let us assume that i * (F ) is not σ-semistable. Then, we consider the last triangle of its Harder-Narasimhan filtration E → i * (F ) → A → E[1] which satisfies Hom ≤n TC (E, A) = 0, with n ≤ 0. By Lemma 4.1 we have that Hom D b (C) (E 1 , A 1 ) = 0 and E 1 , A 1 ∈ Coh(C). By Serre duality on C, we get Hom D b (C) (A 1 , E[1]) = 0, which implies that the short exact sequence 0 → E 1 → F → A 1 → 0 splits. As F is µ-stable, it is indecomposable. Therefore, either E 1 = 0 or A 1 = 0. Following exactly the same steps as in Lemma 4.3 with X = F, we show that A 1 = 0 and j * (F ), l * (F ) are σ-stable. As in Lemma 4.5, the last triangle of the HN-filtration of i * (F ) is given by [1] and this implies that φ(l * (F )) > φ(j * (F ))+1, as j * (F ) ∈ Coh 2 (C) ⊆ A, then 1 < φ(j * (F ))+1 ≤ 2, which implies that 1 < φ(l * (F )). Moreover, note that φ(l * (F )) < 2. By the stability of l * (C(x)) we have that 1 < φ 4 < 2 and we also have a non-zero morphism l * (F ) → l * (C(x) ).
By Lemma 3.50 we have that Coh
Moreover, by the correspondence between slope and phase, we have that
which implies −Dd 2 − (A + C)dr − Br 2 < 0 and induces a contradiction, because ∆(M ) = (A + C) 2 − 4BD < 0 and D, B < 0. Therefore, we obtain that i * (F ) is σ-semistable. We now assume that i * (F ) is strictly-semistable, by Remark 4.8 we obtain exactly the same contradiction. Therefore, we get that i * (F ) is σ-stable. Analogously, we prove that j * (F ) and l * (F ) are σ-stable.
, the statement is already proved by Lemma 4.15. Therefore, we assume that F is torsion-free. Let us consider a JH-filtration of F with respect to µ. Note that all the µ-stable factors A i , for i = 0, · · · , n, have the same slope µ(F ). By Lemma 5.26, we obtain that j * (A i ) is σ-stable in A. As Z Coh2(C) = Z µ , we have that φ(j * (A i )) = φ(j * (F )) = λ, with λ ∈ R. Since the category P(λ) is closed under extensions, we obtain that j * (F ) is σ-semistable. Note that since F is µ-semistable, then i * (F ) is in A or in A [1] and l * (F ) is in A or in A [1] . Analogously, the same conclusion can be drawn for i * (F ) and l * (F ). 
Let us consider the following triangle i
. After applying Hom, it induces a long exact sequence. Therefore, it is enough to prove that Hom TC (E [1] , i * (E 2 )) = 0 and Hom TC (E [1] , j * (C(ϕ))) = 0.
We have Hom
We now prove that Hom TC (E [1] , j * (C(ϕ))) = 0. Case 1: If Ker(ϕ) = 0, we obtain that C(ϕ) = Coker(ϕ) and by adjointeness we get
Case 2: If Ker(ϕ) = 0 It is enough to show that φ(E) + 1 > φ + (j * (C(ϕ))). Let us compute φ + (j * (C(ϕ))). By Remark 5.28 we have that A ∩ C 2 = Coh 2 (C), then j * (C(ϕ)) / ∈ A. As a consequence, we first need to consider its filtration in the t-structure induced by A, given by
By definition, φ + (j * (C(ϕ))) = φ + (j * (Ker(ϕ))) + 1. Let us consider the HN-filtration 0 ⊆ H 1 · · · ⊆ H n−1 ⊆ H n = j * (Ker(ϕ)) of j * (Ker(ϕ)) in A with respect to σ. Note that by Lemma 5.27 if F ∈ Coh(C) is µ-semistable then j * (F ) is also σ-semistable. Therefore if we consider the HN-filtration of Ker(ϕ) with respect to µ, as Coh 2 (C) ⊆ A and Z Coh2(C) = Z µ , it will give us the HN-filtration of j * (Ker(ϕ)) in A with respect to σ. By the uniqueness of the HN-filtration, we deduce that H i ∈ Coh 2 (C), for all i = 0, · · · , n. Moreover, we have that H 1 = 0 is σ-semistable and φ(
. By definition F 1 ⊆ Ker(ϕ). As Ker(ϕ) → 0 is a subobject of E in TCoh(C) and F is closed under subobjects then F 1 → 0 ∈ F ⊆ A. By Lemma 5.27, as F 1 is µ-semistable, then i * (F 1 ) is also σ-semistable. Moreover, we have a non-zero morphism i * (F 1 ) → E. As they are both σ-semistable this implies that φ σ (i * (F 1 )) ≤ φ σ (E).
Let d = deg(F 1 ) and r = rank(F 1 ). By the definition of F , we get that Ker(ϕ) and therefore F 1 is torsion-free then r > 0. As i * (F 1 ) ∈ F , we also have that Cr + Dd ≥ 0. Moreover, we have that φ(H 1 ) < φ(i * (F 1 )) . As a consequence, we have φ + (j * (C(ϕ))) − 1 = φ(j * (F 1 )) < φ(E) as we wanted to prove.
We now use Serre duality to obtain the same results for the σ-stable objects E ∈ H 23 
Now we compute the Euler form for all σ-stable objects.
Proof. The proof falls naturally in two cases: Case 1:
[ϕ] = 0. It implies that either E 1 = 0 or E 2 = 0, if not it would contradict that E is σ-stable. It clearly follows that −χ(E, E) = 0.
[ϕ] = 0. As E ∈ A and A is the heart of a bounded t-structure, we have that Hom TC (E, E[n]) = 0 for all n < 0. By Corollary 5.30 we have that Hom TC (E, E[2]) = 0 and as TCoh(C) has homological dimension 2, which implies that H 23 [−1] and H 31 [−1] also have homological dimension 2. Therefore, it follows that Hom TC (E, E[n]) = 0 for n ≥ 2. As a consequence, we obtain −χ(E,
As E is σ-stable, it follows that − hom TC (E, E) = −1. To prove our claim, it suffices to show that hom
* where Let E = E 1 ϕ − → E 2 be a σ-semistable object. By [5, Lemma A.6] it is enough to show that Q(E) ≥ 0 for σ-stable objects. By Claim 5.31 we have that d 2 r 1 − d 1 r 2 ≥ 0.
Theorem 5.33. Let g = 1 and σ ∈ Θ 12 be a pre-stability condition, then it satisfies the support property and therefore is a Bridgeland stability condition.
Proof. If σ ∈ Θ i , this follows directly from Proposition 5.23 and if σ ∈ Γ, then it follows from Proposition 5.32.
Topological description of S 12
It is now our purpose to study the topology of Stab(T C ), we proceed by defining the following sets S 12 ={σ ∈ Stab(T C ) |i * (C(x)), j * (C(x)), i * (O C ), j * (O C ) σ-stable}, S 23 ={σ ∈ Stab(T C ) |j * (C(x)), l * (C(x)), j * (O C ), l * (O C ) σ-stable}, S 31 ={σ ∈ Stab(T C ) | i * (C(x)), l * (C(x)), i * (O C ), l * (O C ) σ-stable}, for all closed points x ∈ C.
Throughout the whole section, we assume that every pre-stability σ ∈ Γ is also a Bridgeland stability condition, i.e. it satisfies the support property. The aim of this section is to prove that S 12 is an open, connected four dimensional complex manifold. It is based on the well-behaved wall and chamber decompositions of the space of stability conditions. See [3, Proposition 3.3] Proof. Let S = {i * (C(x)), j * (C(x)), i * (O C ), j * (O C ) | for all x ∈ C} ⊆ T C . First note that the classes of i * (C(x)), j * (C(x)), and i * (O C ) and j * (O C ) in K(T C ) are primitive. By [3, Proposition 3.3], we have a well-behaved wall and chamber decomposition. We consider the set Θ † of points σ ∈ Stab † (T C ) at which all objects of S are σ-stable. We now prove that Θ † is open. Let B ⊆ Stab † (T C ) be a compact set, we show that F = {σ ∈ B | not every E ∈ S is stable in σ} is a closed set. As in [12, Proposition 9.4] it follows from the fact that F = ∪ n j=0C j , where each C j is a chamber in which some E ∈ S is not stable.
Let g 1 , g 2 ∈ GL + (2, R), with g 1 = (T 1 , f 1 ) and g 2 = (T 2 , f 2 ). We denote by
Let us consider the subset φ 2 = φ(j * (C(x))) and φ 3 = φ(j * (O C )). (6.1) Lemma 6.3. For every σ ∈ S 12 , we have that φ 1 < φ 0 < φ 1 + 1 and φ 3 < φ 2 < φ 3 + 1. Proof. It follows directly from the stability of i * (C(x)), i * (O C ) and j * (C(x)), j * (O C ).
Since every σ ∈ S 12 satisfies φ 1 < φ 0 < φ 1 + 1 and φ 3 < φ 2 < φ 3 + 1, then by Remark 2.44 for (m 0 , m 1 , φ 0 , φ 1 ), where m 0 = |Z(i * (C(x)))| and m 1 = |Z(i * (O C ))| and for (m 2 , m 3 , φ 2 , φ 3 ), where m 2 = |Z(j * (C(x)))| and m 3 = |Z(j * (O C ))|. Therefore, we obtain two stability conditions σ 1 = (Z 1 , A 1 ) = (T 1 , f 1 ) and σ 2 = (Z 2 , A 2 ) = (T 2 , f 2 ) in Stab(C).
We define the following map π : S 12 → P 12 (6.2) σ → (σ 1 , σ 2 ).
Note that Z C1 = Z 1 and Z C2 = Z 2 .
Remark 6.4. The group GL + (2, R) acts freely on P 12 by the definition of the action. Proof. First note that GL + (2, R) also acts freely on S 12 . As π is defined in terms of the slicing, we clearly have GL + (2, R)-equivariant continuous map from S 12 to GL + (2, R) × GL + (2, R).
We now show that (σ 1 , σ 2 ) ∈ P 12 . First we prove that n − m ≥ −1. Since i * (C(x)), j * (C(x)) are stable and we have a non-zero morphism i * (C(x)) → j * (C(x)) [1] , it follows that φ 0 − φ 2 < 1.
If φ 0 > φ 2 , then by Remark 4.8 we get that l * (C(x)) is stable. We show now that in this case det(M 1 + M 2 ) > 0. By Proposition 4.20 and the analogous for Θ 23 and Θ 31 , we obtain that there is g ∈ GL M 2 ) ). As φ 3 < φ 2 < φ 3 + 1, then det(M 2 ) > 0, this implies det(M 1 + M 2 ) > 0. Moreover, as i * (O C ) and j * (O C ) are σ-stable and there is a non-zero morphism i * (O C ) → j * (O C ) [1] , then it directly implies that φ 1 < φ 3 + 1.
Consequently, we obtain that π is well defined. Since π ′ : S 12 → GL + (2, R) 2 is a local homeomorphism, then the fact that π is a local homeomorphism follows almost directly from the fact that p • π = π ′ , where p : GL + (2, R) 2 → GL + (2, R) is the universal covering.
In order to prove that the map π is in fact a homeomorphism, we study the action of GL + (2, R) on S 12 . As GL + (2, R) acts freely on S 12 , we define a section of the action V 12 = {σ ∈ S 12 | σ = π(σ 1 , σ 2 ) such that σ 2 = σ µ } Lemma 6.6. If σ ∈ V 12 and π(σ) = (σ 1 , σ µ ) with with σ 1 = (T, f ) ∈ GL + (2, R) then l * (C(x)) is σ-stable if and only if −1 < f (0) < 0.
Proof. If l * (C(x)) is σ-stable, since i * (C(x)) and j * (C(x)) are also σ-stable, we obtain that φ 2 < φ 4 < φ 0 < φ 2 + 1 and therefore that n = −1 and −1 < f (0) < 0. If l * (C(x)) is not σ-stable, then by Remark 4.5 we have φ 0 − φ 2 ≤ 0, which implies that f (0) ≥ 0 and we obtain a contradiction.
Remark 6.7. If σ ∈ V 12 and π(σ) = (σ 1 , σ µ ) and 0 ≤ f (0), then as l * (C(x)) is not σ-stable, by Theorem 4.11 we have σ ∈ Θ 12 .
The image of V 12 under π is contained in Proof. First we prove that π is injective. Let σ = (Z, A), τ = (W, B) ∈ V 12 , such that π(σ) = π(τ ) = σ 1 . If 0 ≤ f (0), by Remark 6.7, we obtain σ, τ ∈ Θ 12 . By Lemma 4.25, it follows that σ = gl 12 (σ 1 , σ 2 ) = τ.
If 0 > f (0) > −1, by Lemma 6.6, we have that l * (C(x)) is stable. In Lemma 4.29 we described this type of stability conditions and its hearts. As by defintion Z = W and d(P, Q) < 1, where P and Q are the slicing of σ and τ respectively, then σ = τ .
Thus, by Lemma 6.5 we already have a homeomorphism onto the image of V 12 . We now prove that it is in fact onto. By Lemma 6.1 and Lemma 6.5 the image of V 12 is open. Since L 12 is also connected, then it is enough to prove that π(V 12 ) is closed. Assume that π(V 12 ) is not closed and let us take a τ 1 = (Z, A) in the boundary of π(V 12 ) which does not belong to the image. It is possible to choose τ ′ appropriately, such that σ is in a desired wall. We now assume the object j * (C(x)) is σ-semistable but not stable and j * (C(x)) ∈ P σ (1). By Remark 4.8 the Jordan-Hölder filtration is given by i * (C(x))[−1] → j * (C(x)) → l * (C(x)), all with the same phase. Therefore, we obtain i * (C(x))[−1] ∈ P σ (1), which implies that W C1 = Z = Ad + Br + iCr. It follows that τ 1 is a stability condition given by (Z, Coh(C)[n]), for n ∈ Z. By the definition of L 12 we have that f (0) = n ≥ 0. As a consequence τ 1 and σ µ satify CP-gluing conditions. Moreover σ 1 = gl 12 (τ 1 , σ µ ) is a discrete stability condition, by Corollary 3.36 and Lemma 5.20 a Bridgeland stability condition in V 12 such that π(σ 1 ) = τ 1 . We obtain a contradiction. The argument goes along the same lines for the other walls. Then π(V 12 ) = L 12 .
Corollary 6.10. The map π : S 12 → P 12 (6.6)
is a homeomorphism.
We can finally prove the Harder-Narasimhan property for non-discrete stability conditions. Proof. Whenever σ 1 = (T 1 , f 1 ) = (Z 1 , A 1 ) ∈ Stab(C) and σ 2 are discrete we have already shown that it gives us a Bridgeland stability condition. It is enough to show this whenever σ 2 = σ µ . Let σ = gl 12 (σ 1 , σ µ ) be a CP-glued pair. As f 1 (0) ≥ 0, then (σ 1 , σ µ ) ∈ L 12 . Then, there is a stability condition τ ∈ V 12 such that π(τ ) = (σ 1 , σ 2 ). By Remark 6.7, we obtain τ ∈ Θ 12 and by Lemma 4.25, we have that τ = gl 12 (σ 1 , σ 2 ) = (Z, A). As a consequence the pair (Z, A) gives a Bridgeland stability condition.
Let σ = (Z r , A r ). If we consider σ 1 as in Lemma 3.47 with f −1 (
. We get that −1 < f 1 (0) < 0 and by hypothesis det(M 1 + I) > 0, we have that (σ 1 , σ µ ) ∈ L 12 . As a consequence, there is a stability condition τ ∈ V 12 such that π(τ ) = (σ 1 , σ 2 ). By Lemma 6.6, we obtain that l * (C(x)) is τ -stable, therefore by Lemma 4.29, we have that τ is given precisely by the construction in Proposition 3.47, then τ = (Z r , A r ) and as a consequence is a Bridgeland stability condition.
Remark 6.12. If σ = (Z r , A r ) is a pre-stability condition given in Lemma 3.47 with f −1 ( Proof. Since V 12 is connected, this implies that S 12 is also connected.
Moreover, S 12 ∩ S 23 = S 23 ∩ S 31 = S 12 ∩ S 31 is not empty. Then, Stab(T C ) is connected.
