A survey on predicting workloads and optimizing QoS in the cloud computing by Aloufi, OF et al.
This is a repository copy of A survey on predicting workloads and optimizing QoS in the 
cloud computing.




Aloufi, OF, Djemame, K orcid.org/0000-0001-5811-5263, Saeed, F et al. (1 more author) 
(2021) A survey on predicting workloads and optimizing QoS in the cloud computing. In: 
Proceedings of the 2021 International Congress of Advanced Technology and Engineering,
ICOTEN 2021. 2021 International Congress of Advanced Technology and Engineering, 04-
05 Jul 2021, Taiz, Yemen. IEEE , pp. 1-7. ISBN 978-1-6654-2966-5 
https://doi.org/10.1109/ICOTEN52080.2021.9493436
© 2021, IEEE. Personal use of this material is permitted. Permission from IEEE must be 
obtained for all other uses, in any current or future media, including reprinting/republishing 
this material for advertising or promotional purposes, creating new collective works, for 
resale or redistribution to servers or lists, or reuse of any copyrighted component of this 




Items deposited in White Rose Research Online are protected by copyright, with all rights reserved unless 
indicated otherwise. They may be downloaded and/or printed for private study, or other acts as permitted by 
national copyright laws. The publisher or other rights holders may allow further reproduction and re-use of 
the full text version. This is indicated by the licence information on the White Rose Research Online record 
for the item. 
Takedown 
If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 
978-1-6654-1224-7/21/$31.00 ©2021 IEEE 
 A survey on predicting workloads and optimising 
QoS in the cloud computing
 
Omar F. Aloufi  
Information Systems department 
College of Computer Science and 
Engineering at Taibah University 




School of Computing 
University of Leeds 
Leeds, United Kingdom 
K.Djemame@leeds.ac.uk 
 
Fahad Ghaban  
Information Systems department 
College of Computer Science and 
Engineering at Taibah University 
Medina, Saudi Arabia 
fghaban@taibahu.edu.sa 
Faisal Saeed 
Information Systems department 
College of Computer Science and 
Engineering at Taibah University 
Medina, Saudi Arabia 
fsaeed@taibahu.edu.sa 
Abstract— This paper presents the concept and 
characteristics of cloud computing, and it addresses how cloud 
computing delivers quality of service (QoS) to the end-user. 
Next, it discusses how to schedule one’s workload in the 
infrastructure using technologies that have recently emerged 
such as Machine Learning (ML). That is followed by an 
overview of how ML can be used for resource management. 
Then, this paper  aims to outline the benefits of using ML to 
schedule upcoming demands to achieve QoS and conserve 
energy. In addition, we reviewed the research related to ML 
methods for predicting workloads in cloud computing. It also 
provides information on the approaches to elasticity, while 
another section discusses the methods of prediction used in 
previous studies.  
Keywords— Cloud Computing; Optimising Quality of Service 
(QoS); Resource management 
I. INTRODUCTION  
Cloud computing (CC) has been one of the most 
fundamental technology in the last few decades due to the 
changes which it made in the computing field. Historically, 
CC was emerged in early of 2006 when huge companies such 
as Amazon and Google started to provide people accessing to 
files via web instead of their desktops [1]. Accordingly, CC 
has different definitions from different scholars; for example, 
CC is defined in [2] as "Cloud computing creates a network-
based environment vision to the users, which paves the way 
for the sharing of calculations and resources regardless of 
location". Another example of the definitions, the National 
Institute of Standards and Technology (NIST) [2] defined CC 
as a frame or model that is enabling universal to pool of 
computer resources such as storage, applications, services and 
shared data, which is available and released with less effort or 
interactions from the providers. In this sense, CC has been 
invented to meet the user requirements and to satisfy their 
needs in simple ways. Furthermore, one of the key 
characteristic of CC is  elasticity, which is a feature in CC that 
is seeking to meet the needs of the user’s with no interruption 
at run time. 
It could be known that there are some traditional 
approaches to do elasticity, which is a key for QoS in the 
context of CC for optimizing the QoS to the end-user or the 
providers of CC. The approaches of elasticity have been 
explored and investigated with different modelling such as [3]. 
Even though mathematical modelling have done a forward 
step in meeting the user’s needs, there would be a lack in the 
optimisation of QoS. This paper puts forward that there is a 
need to implement ML algorithms rather than math modelling 
to purse the QoS for CC. 
II. CLOUD COMPUTING MODELS AND TRENDS 
A. Virtualisation  
Cloud resources, such as servers, network components 
and storage units, are components abstracted by virtualisation; 
therefore, CC relies heavily on virtualisation. In other words, 
the ability to run different operating system (OS) on one 
physical host (PH). In this context, the virtual machines (VM) 
will give the impression that they are accessing the hardware 
resources of PH, but that resources are actually being shared. 
According to Malhotra et al. [4], virtualisation makes off-site 
resources like applications and storage appear as though they 
were part of the device that a person is using. Thus, 
virtualisation is particularly interesting because it can 
consolidate several systems running in a VM. That is, 
virtualisation enables several VMs to run efficiently on one 
PH. As mentioned in [4], virtualization is primarily used to 
manage workload by making traditional computing more 
flexible, effective and economical. Virtualisation is applied at 
the level of hardware, such as VMs and containers (see section 
VI). A VM seems like a physical machine, and it provides a 
working environment that can run or host a guest’s OS. Thus, 
the cost of running several VMs in one physical server is far 
less than that of using a server for each one. CC has exploited 
this technology to reduce the cost of the underlying hardware 
and to save energy. Figure. 1, which is taken from [5], 
illustrates the virtualisation layer on Cloud Computing. 
 
 
Figure 1. Virtualization  [5] 
B. Cloud Computing  
CC  is a relatively recent advanced technology which has 
changed the concept of computing considerably. CC is 
defined by the U.S. National Institute of Standards and 
Technology (NIST), as the pooling of resources to be shared 
appropriately to meet the requirements of users with respect 
to accessing resources, storing data and processing data [6]. 
Accordingly, it is possible that many organisations, academia 
or industries can take advantage of the concept of CC to 
facilitate their works and the services they provide to the end-
user. In addition, QoS has become one of the key pursuits in 
the context of CC. CC can meet user’s requirements and 
satisfy their needs while minimising the provider’s costs for 
power consumption by applying such approaches to resource 
management. 
Cloud computing provides services to consumers using 
on-demand and pay-as-you-go models [7]. NIST in [8] 
identifies five characteristics of cloud computing: on-demand 
services, broad network access, resource pooling, rapid 
elasticity and measured service. On-demand services refers to 
the ability of the cloud to support the end-user according to his 
demand for networks resources, such as storage and access to 
databases, without involving human contact. Broad network 
access allows users to utilize cloud resources over a network 
using a standard mechanism; the use of a heterogeneous 
component is promoted through these characteristics. 
Resource pooling is one of the primary features of cloud 
computing in which multiple consumers have access to 
multiple resources, such as storage, memory and processing. 
Resource pooling uses a multi-tenant model with diverse 
physical and virtual resources. Resources are dynamically 
assigned and reassigned by the cloud provider according to the 
end-users’ requests. Rapid elasticity is also a core 
characteristic of workload prediction in cloud computing. It 
refers to the cloud’s ability to be automatically provisioned to 
satisfy the needs of customers. Taking advantage of rapid 
elasticity is an efficient way to pursue high QoS and decrease 
power consumption. Elasticity allows CC to meet the user’s 
needs with no interruption at run time [3], positively 
contributing to the QoS. Rapid elasticity will be considered to 
explore ML to predict the workloads of servers. Measured 
service involves calculating the resources used by consumers 
based on consumer utilisation. Measured service is an 
important feature of the cloud because it allows the needs of 
the consumer to be satisfied while meeting the energy 
conservation requirements of the provider. 
III. CLOUD COMPUTING SERVICE MODELS 
Cloud computing systems have three models: Software as 
a Service (SaaS), Platform as a Service (PaaS) and 
Infrastructure as a Service (IaaS). These are known as the 
taxonomy of cloud systems. Accordingly, the critical point 
about cloud computing as a technology is that everything is 
seen as a service; that means hardware is a service, function is 
a service and the database is a service. The models are 
explained further in the following sections. 
A. Software as a Service 
Software as a Service (SaaS) utilises the cloud to give 
users access to the software. This means that the software runs 
on the cloud, not on the customer’s machine. SaaS brings 
those applications running in the infrastructure of the cloud to 
the end-user. Such applications can be accessed either directly 
by the end user or through a program interface on a network, 
thus removing the burden from the underlying cloud 
infrastructure. Apps like Google Docs are an example of SaaS. 
B. Platform as a Service 
Platform as a Service (PaaS) provides computing 
capabilities to developers for building applications and then 
deploying them on the cloud infrastructure. PaaS allows 
developers to design and control their applications, but it does 
not allow them power over the underlying infrastructure. This 
means that the user (developer) does not require the software 
to be stored on the cloud; rather, the user uses the platform to 
deploy the software. The cloud, therefore, provides the user 
with a software stack—a platform—where the user can run 
and deploy the software, such as Microsoft Azure. Thus, the 
difference between SaaS and PaaS is that the former hosts 
completed software and the latter hosts the environment that 
allows for the development of software. 
C. Infrastructure as a Service 
Infrastructure as a Service (IaaS) provides the 
infrastructure of a real machine to the customer, allowing 
them to directly use cloud resources, such as network and 
storage components, and the virtualisation technology makes 
that happened seamlessly. Essentially, IaaS provides a 
customer with access to the server, usually virtually, after 
which the customer owns that machine and can deploy, run 
and manage apps. It is important to note that although IaaS 
provides the resources in which the customer can deploy their 
apps and software, the customer does not have power over the 
underlying resources since they are being abstracted by 
virtualisation. However, IaaS ensures that customers have full 
control over the operating systems and the deployed 
applications. Amazon elastic compute cloud (EC2) is an 
example of an IaaS. 
IV. CLOUD COMPUTING DEPLOYMENT MODELS 
In cloud computing, there are three models of deployment, 
each with their own characteristics and definition based on the 
infrastructure, their features and the level of control. The three 
models are private, public and hybrid. Choosing the 
appropriate deployment model depends on the requirements 
of the user, such as the cost, the needs, the level of privacy and 
the kind of service being deployed. 
A. Private Cloud Model 
The private cloud model is provided for specific purposes 
to a single entity (organisation) consisting of several 
consumers. It can be managed internally or by a third party 
depending on whether it is on-premises or off-premises [8, 
10]. As the name implies, a private cloud infrastructure means 
that services are accessed and managed by a single entity. The 
benefits of this model make it appropriate for government 
agencies and organisations using sensitive data. Such groups 
often prefer private cloud infrastructure because of the small 
amount of data and the need for it to be stored securely. 
Compared to the other deployment models, the private model 
is more expensive and requires much effort to be deployed. 
B. Public Cloud Model 
The public cloud is the model most used by cloud 
consumers. This is the dominant cloud deployment model 
because public consumers utilise it, and this could clarify that 
the provider of services will own the public cloud with their 
own policies [10]. The public cloud is accessed over the 
Internet through either a pay-as-you-go subscription or a 
contract. The advantage of this model is that it allows 
organisations to focus on running their business instead of the 
infrastructure. Also, public consumers can take advantage of 
the pay-as-you-go feature to request more (or less) resources 
as needed (scale up and scale down). Accordingly, the public 
cloud may play a pivotal role in minimising the cost of 
infrastructure and operation for organisations. Public cloud 
providers must commit to the requirements in the Service 
Level Agreement (SLA) between them and the consumer. The 
only disadvantage of the public cloud is the lower level of 
privacy and security it provides, compared to other models. 
C. Hybrid Cloud Model 
 The hybrid cloud model is a mix of public and private 
clouds. This model provides organisations with the flexibility 
to have more resources, especially in handling the peak load. 
The hybrid cloud model can play an essential role in 
preventing cloud bursting. This occurs when the number of 
entities reaches the maximum capacity for service. At such 
times, entities can be offloaded to the public part of the hybrid 
model. Entities utilise this model for its benefits in both cost 
and security. 
V. RESOURCE MANAGEMENT AND SCHEDULING 
Resource management is considered one of the major 
challenges in CC because of the complexity and heterogeneity 
of the system. According to Kumar and Manoj [11], resource 
management is the method of distributing demands, such as 
storage resources, for cloud providers and cloud consumers. 
Cloud resource management is also affected by massive 
interactions, some of which are unpredictable, such as failure 
of the system. Another challenge for cloud providers involves 
elasticity, particularly that from a fluctuating large load. The 
decisions on resource utilisation must be made using accurate 
measurements of the physical and virtual resources needed to 
distribute applications [11]. A cloud service provider tries to 
fulfil the requirements of customers, but this requires complex 
policies and decisions; resource management requires 
optimisation of multiple objectives, such as load balancing, 
energy usage, costs, utilisation of processors and availability 
of machines. 
Scheduling is about deciding how to allocate system 
resources, such as Central Processing Unit (CPU), memory, 
disk, storage, and network bandwidth, etc. It could be said that 
scheduling has become one of the most significant issues for 
CC. The researchers in [12] stated that ‘scheduling algorithms 
should order the jobs in a way where balance between 
improving the performance and quality of service and at the 
same time maintaining the efficiency and fairness among the 
jobs’. Hence, resource scheduling is about efficiently 
assigning jobs to be run on machines.  
Resource management and scheduling and their roles in 
CC have been outlined. Thus, resource management and 
scheduling, particularly when used with ML, play a significant 
role in optimising QoS and reducing power consumption. 
VI. TRENDS IN CLOUD COMPUTING 
The use of the cloud computing paradigm has rapidly 
increased, and new trends have emerged in the cloud industry. 
According to [13], as cloud computing matured, 
advancements appeared in the underlying technologies, such 
as containers. Other developments arose from these 
advancements, such as edge computing, serverless computing, 
and evolving trends in Information and Communication 
Technology (ICT), such as ML. These key technologies are 
presented in the following sections. 
A. Containers 
Container technologies became of interest to Internet 
companies with the emergence of Docker [13,14]. Containers 
are lightweight in comparison to a VM since a VM brings the 
guest’s OS with it, whereas containers rely on the core OS of 
the host machine. It is also possible to associate containers 
with microservices due to the ability of containers to isolate 
specific codes to be executed. Because containers are 
lightweight, they offer quick start-up and require little 
memory. Therefore, they require a small number of resources 
[13], enhancing the performance of applications in 
comparison to VMs. There is still a need for VMs to execute 
containers because containers must be run on the OS of VMs, 
and containers can be implemented in cases such as batch 
computing and microservices where the best performance is 
necessary. 
B. Edge computing 
Edge computing (EC) brings the cloud closer to the end of 
the network device. In other words, EC performs tasks on 
behalf of cloud services at the edge of the network. Therefore, 
in real-time analysis, latency becomes minimum and the 
bandwidth becomes larger and more available. in this sense, if 
a massive amount of data are generated at the edge of the 
network, it is more effective to process those data there instead 
of sending them to the cloud [13]. EC also helps to solve issues 
of end-device mobility. For example, autonomous vehicle and 
technologies used in the Internet of Things (IoT) use EC to 
process the massive amounts of data they produce. This would 
help to avoid bandwidth, network and latency issues. EC is 
also useful for CC since it provides the opportunity to offload 
part of the workload from the cloud to the edge [13]. Thus, EC 
plays a vital role in reducing the response time in some 
scenarios, such as autonomous vehicles, and in reducing the 
burden of workload on cloud resources. 
C. Serverless computing 
Serverless computing means that the software architecture 
hides the server from developers. Serverless computing 
reduces the need to deal with the backend code and it plays a 
pivotal role in resource management in the cloud [13]. 
Serverless computing has contributed to eliminating the need 
for immersing hardware and software and to reducing the total 
cost paid to the resource. This means that serverless 
computing is a technology trend that offers new opportunities 
to offload part of the application’s logic far away from the core 
system [13], providing simplicity, speed and flexibility for 
developers. 
D. Machine Learning 
CC can embrace a vast amount of data because of the 
existence of power computing. Thus, ML assists experts and 
developers in their jobs in the cloud instead of their local 
machines. ML is useful to improve the mechanism of resource 
allocation, optimise the usage of resources and minimise the 
use of energy. The benefits of ML have attracted researchers 
and participants to apply it to the cloud, such as in [13], where 
it was concluded that the optimisation of resources could be 
increased by implementing ML techniques. Clearly, applying 
ML to resource allocation and task scheduling contributes 
positively to meeting SLAs and reducing power consumption. 
VII. SERVICE LEVEL AGREEMENTS (SLAS) 
A SLA is a contract between the provider and customer 
regarding the provision of service. The properties of an SLA 
are either functional or non-functional. Functional properties 
refer to what the client must have to access the IaaS (e.g. a 
VM) and the number of cores required. Non-functional 
properties refer to things such as security. For example, the 
SLA may allow the client to request a VM that runs on a server 
that is not shared with other VMs. Hence, QoS concerns the 
system’s capability to fulfil the service requirements. As 
stated in [15], QoS is a part of the SLA required to be 
enforced. The nature of the cloud allows for monitoring the 
QoS as it is written in the SLA. SLAs contain information on 
the availability of resources, the reliability of service 
components and other warranties for each party. In some 
cases, there is a penalty for the service providers if, for 
instance, the they breach the SLA in providing cloud services. 
Thus, SLAs protect the rights of both parties. 
VIII. PREDICTING WORKLOADS AND OPTIMISING QOS IN CC 
Several studies have contributed to the information on 
predicting workloads in the cloud, optimising QoS for cloud 
consumers and reducing power consumption in cloud 
computing. This section presents the previous work applying 
models to predict workloads and the data being used and their 
achievements in this domain. Then we consider the most 
important studies published from 2016 to 2020 that looked at 
predictions using ML techniques or mathematical modelling. 
We take the study by Islam et al. [16] as an example of 
prediction methods for resource management and strategy 
provision.  
A. Elasticity in Clouds 
Efficiently exploiting the elasticity of a cloud is critical for 
the instantaneous provision and de-provision of resources. 
Elasticity is essential to achieve high performance in the 
cloud. Workloads must be predicted to avoid scaling delay and 
to improve QoS [3]. Previous studies have used two methods 
for auto-scaling resources: proactive and reactive. The 
proactive method applies ML techniques to predict upcoming 
workloads to efficiently provision resources. Hence, in order 
to improve the elasticity mechanisms in the cloud, ML 
algorithms must be applied to predict workloads more 
accurately and, subsequently, to assign them with the 
scheduling algorithm. This allows for excellent and efficient 
provisioning or de-provisioning of cloud resources, improving 
QoS and minimise power consumption. CC, by its nature, 
changes state frequently; therefore, exploring ML algorithms 
to exploit elasticity supports the drive to satisfy customers and 
minimise the total cost of power consumption for cloud 
providers. 
B. Predicting workloads 
Predicting workloads is fundamental to provisioning 
resources efficiently. Provisioning resources in the cloud to 
accomplish different objectives, such as improving QoS and 
minimising power consumption, has been broadly studied. 
Researchers have tried to predict workloads using different 
approaches; for example, the authors in [3] applied 
mathematical models to predict demands to solve delays in 
scaling. 
Islam et al. [16], developed a prediction-based model for 
resource management and strategy provision using neural 
networks and linear regression. The aim of the model was to 
solve the issue of delays in allocation by anticipating clients 
demand. They approached ML techniques with respect to 
time, applying two algorithms: error correction neural 
network (ECNN) and linear regression. They justified using 
these algorithms because they are effective for forecasting 
[16]. The algorithms in that study were used on the dataset of 
CPU usage collected by the TPC-W benchmark. They 
generated and emulated numbers from sessions by users in 
online shops. Data were collected and the CPU utilisation was 
considered for prediction by the proposed model. The sample 
CPU utilisation as a dataset was used to train the proposed 
model in [16] to predict the usage of a resource correctly. The 
researchers completed the experiments with and without a 
sliding window. The model showed promising results that 
revealed greater success from using the neural network model 
with a sliding window for estimating resource usage in the 
cloud. 
The proposed prediction strategies provided efficient ways 
to adapt the resources in the cloud in terms of performance 
and cost. In the same way, it is important strives to reduce 
power consumption and achieve great QoS. This would also 
improve the provisioning of resources. 
Wang et al. [3], proposed a new trigger strategy for 
provisioning resources to improve QoS and meet the user’s 
needs as they appeared in an SLA that involved an automatic-
scaling mechanism. That study took three approaches: a time 
series approach using three models (MA, AR and ARIMA); 
2) the Kalman filter and 3) a pattern-matching model. The 
proposed trigger strategy in [3] was based on a pattern-
matching model, while the other triggers depended on the 
threshold approach. Wang et al. [3] predicted the workload by 
monitoring the data of CPU utilisation using Aliyun VMs as 
tools. To get the first dataset (a CPU workload time series), 
they ran a regular word count program. They then gathered the 
workloads of the computational tasks, web applications and 
applications for memory consumption. Afterwards, they 
transformed the workloads into strings of historical patterns 
(scaling-up strings, scaling-down strings and stable strings). 
They used the mean absolute percentage error (MAPE) metric 
to evaluate the results, which showed improved prediction 
accuracy and a reduction of delays in the automatic scaling. 
However, even though the mathematical modelling in that 
study was an advanced step in provisioning resources, there 
was still a need to implement ML techniques to predict the 
workload and achieve QoS, and there was a need to improve 
the accuracy of the prediction. For those reasons, we can use 
a standard dataset from Google Cloud Trace. 
While we have goals like those of Wang et al. [3] which is 
to improve QoS and reduce the power consumption, we can 
use ML techniques to predict workload.  
Bin et al. [9] tried to predict the precise level of demand 
for cloud resources. They considered the planning of cloud 
capacity as a classification problem. They also proposed an 
integrated framework that forecasts changing demands to 
minimise the cost of providing cloud resources. They used 
piecewise linear representation (PLR) to classify a time series 
of cloud resource requirements to identify the changing trend 
for each duration, then they used weighted SVM to match 
each period’s statistical information with its label and to 
forecast the trend of the next period. Finally, they used an 
incremental learning method to make sure that the model 
updated at a low cost using incoming requests. They used the 
IBM smart cloud enterprise (SCE) trace dataset, which 
included 48,368 records created by 2,024 users over five 
months in 2011. They evaluated their results by applying PLR 
to two other traditional time series segmentations—sliding 
window and bottom-up—and by comparing weighted SVM 
with several classifiers, such as the k-neighbours classifier. 
They showed that their model could customise the degree 
of changing demands and the importance of different types of 
changing trends to reduce the overall cost of provisioning. The 
segmentation strategy of a time series still has some 
limitations, such as threshold selection and the unknown 
relationship between the threshold and the degree of changing 
cloud demands. It may also be possible to integrate regression 
and classification approaches to increase the accuracy of the 
predictions. 
It is needed to reduce power consumption by the data 
centre. That would reduce the costs of over-provisioning as 
well. Therefore, SVM regression techniques can be used to 
predict upcoming demands. Moreover, the dataset from 
Google Cloud Trace, which is very large, can be used similar 
to the huge number of records used by Bin et al. [9].  
Kumar et al. [17] developed a model based on ML 
techniques and neural networks. They combined a neural 
network with a self-adaptive differential evaluation to predict 
demand, to improve QoS and to avoid any violations of the 
SLA. They used a prediction model that extracted the requests 
and mapped them onto a time unit level. The neurons had to 
be trained to produce better predictions. This model was even 
considered to be an effective in its domain [17]. Those 
researchers used data from Saskatchewan and NASA HTTP 
traces, and the model was trained by a neural network with 
self-adaptive differential evolution (SaDE). It obtained better 
results with 10 inputted neurons. Their results showed 
enhanced accuracy. The researchers determined that their 
model reduced both the number of violations of the SLA and 
operational costs. The time interval used in that study was one 
minute. Their outcomes indicated that the proposed approach 
should further explore ML techniques such as SVM. 
In addition, Kumar et al. [17] improved QoS by avoiding 
SLA violations. And Montero et al. [18] looked at the 
problems of achieving QoS, such as long response time, 
particularly during high traffic loads and fluctuating demands. 
They found that the SVM model they used to predict the 
upcoming demand provided an optimal and unique solution. 
This is because SVM is a global solution, whereas artificial 
neural networks (ANNs) might suffer from local minima. The 
researchers proposed a novel mechanism to guarantee QoS 
that provided an optimal number of resources during peak-
demand and decreased resource over-provisioning to save 
power and decrease the total cost of the infrastructure. This 
study used a time series approach and forecasted using ML 
techniques (SVM). The proposed mechanism in [18] was 
based on a proactive (predictive) time series mechanism. 
Montero et al. [18] forecasted workload based on historical 
observations of a web server. Their proposed method 
estimated the optimal resources needed to ensure QoS and to 
reduce over-provisioning. They implemented an SVM 
technique using different functions of kernel, such as a 
normalised polynomial kernel and a polynomial kernel, and 
they also applied different configuration constraints to obtain 
optimal results. Their data were collected over a four-week 
period of exactly 672 hours. They chose the lag variable of 24 
hours and did the experiments in the last hour. Their results 
showed a close-to-optimal allocation of resources. However, 
the study showed a clear need to apply ML (SVM) techniques 
to predict the workloads of big data clusters such as Hadoop 
or Spark. Our objectives are like those of Montero et al. [18]: 
to improve QoS and reduce the over-provisioning of resources 
causing power consumption.  
In addition, there are many studies in authors in dynamic 
resource allocation and scheduling in cloud computing. For 
instance, the authors in [19] proposed a solution for dynamic 
resource allocation that provides an energy efficient VM 
architecture for cloud computing. In [20], the authors 
investigated and empirically compared some of the most 
recent scheduling heuristics in cloud computing.  
Finally, in this paper, we recommend to use SVM 
techniques to predict workloads in the upcoming demands. At 
the end of this section, the above literature review is 
summarised in the Table 1. 
 
IX. CONCLUSION 
This paper has summarized the critical concepts of cloud 
computing and identified the future trends of this field, 
including containers, edge computing, serverless computing 
and machine learning techniques as they pertain to cloud 
computing. Some concepts, such as resource management, 
scheduling and SLAs, were defined to provide an 
understanding of the issue of QoS and the allocation of 
workloads. In addition, this paper has covered recent studies 
that implement ML techniques to conduct the predictions of 
upcoming workloads at the level of the cloud data centres and 
their contributions to mitigate the issues of QoS and power 
consumption.  
The literature review has started by outlining the features 
of elasticity and how it is vital to discover ML techniques to 
be implemented in resource management at the level of the 
cloud data centre. A review of the literature highlighted the 
methods used by other researchers to predict the demands at 
the level of the cloud to manage resources efficiently, and it 
indicated the importance of ML techniques that are still in the 
early stages of exploration. Even though the researchers have 
studied ML techniques to predict workload, it was convenient 
for further investigation to explore ML algorithms and 
implement those algorithms in a real cloud data centre. This 
paper has concluded that the results of previous efforts were 
promising for finding ML techniques and implementing them 
in real clouds data centres.  
In conclusion, Islam et al. [16] had promising results when 
they used ML algorithms to predict the workload. Their results 
showed how many resources would be used in clouds and they 
were a leading key for further studies. They noted that it could 
be possible to accommodate other ML methods to predict the 
workload for CPU utilisation by SVM.  
 
 
Therefore, this paper discussed how possible to optimise 
QoS and predict the workload; therefore, a novel algorithms 
and real data like Google datasets for CPU utilisation can be 
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