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We derive macroscopically deterministic flow equations with regard to the order parameters of the ferro-
magnetic p-spin model with infinite-range interactions. The p-spin model has a first-order phase transition for
p > 2. In the case of p ≥ 5 ,the p-spin model with anti-ferromagnetic XX interaction has a second-order phase
transition in a certain region. In this case, however, the model becomes a non-stoqustic Hamiltonian, resulting
in a negative sign problem. To simulate the p-spin model with anti-ferromagnetic XX interaction, we utilize the
adaptive quantum Monte Carlo method. By using this method, we can regard the effect of the anti-ferromagnetic
XX interaction as fluctuations of the transverse magnetic field. A previous study (J.Inoue, J. Phys.Conf. Ser.233,
012010, 2010) derived deterministic flow equations of the order parameters in the quantumMonte Carlo method.
In this study, we derive macroscopically deterministic flow equations for the magnetization and transverse mag-
netization from the master equation in the adaptive quantum Monte Carlo method. Under the Suzuki–Trotter
decomposition, we consider the Glauber-type stochastic process. We solve these differential equations by using
the Runge–Kutta method and verify that these results are consistent with the saddle-point solution of mean-field
theory. Finally, we analyze the stability of the equilibrium solutions obtained by the differential equations.
I. INTRODUCTION
Finding the best solution in combinatorial optimization
problems is computationally intractable. Nevertheless, effi-
cient solutions to such problems have been studied in various
fields. Quantum annealing (QA) stochastically solves combi-
natorial optimization problems with the aid of quantum fluc-
tuations [1, 2]. To do so, the cost function is regarded as the
physical energy of the system, and the minimizer corresponds
to the ground state of the physical system.
The protocol of QA is realized in an actual quantum de-
vice using present-day technology, namely quantum annealer
[3–9]. The output from the current version of the quantum an-
nealer, D-Wave 2000Q, is not always minimizer due to limi-
tation of the device and environmental effects [10]. Neverthe-
less the quantum annealer has been tested for numerous ap-
plications such as portfolio optimization [11], protein folding
[12], the molecular similarity problem [13], computational bi-
ology [14], job-shop scheduling [15], traffic optimization [16],
election forecasting [17], machine learning [18–20], and auto-
mated guided vehicles in plant [21]. In addition, researches on
implementing various problems into quantum annealer have
been performed [22–25].
In conventional QA, the Hamiltonian is described by H =
H0 + H1. The symbol H0 denotes the target Hamiltonian
where we want to solve the ground state. This Hamilto-
nian consists of z components of Pauli matrices (σz
1
, · · · , σz
N
),
where N is the total number of spins. We add the quantum
driver Hamiltonian H1 as the quantum fluctuation, which is
written H1 = −Γ
∑N
i=1 σ
x
i
. Here, Γ denotes the strength of the
transverse magnetic field, and σx
i
is the x component of the
Pauli matrix at site i. In QA, we initially set the strength of
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the transverse magnetic field very h igh such that the system
explores a wide range of the state space to obtain the ground
state. We then gradually decrease the strength of the trans-
verse magnetic field. Following the Schro¨dinger equation, the
initial ground state adiabatically evolves into a nontrivial fi-
nal ground state, which is the solution to the combinatorial
optimization problem.
The theoretically sufficient condition to obtain the ground
state in QA is assured by the quantum adiabatic theorem [26].
The total evolutionary time τ of the Schro¨dinger equation to
obtain the ground state depends on the minimum energy gap
∆min from the ground state: τ ≫ ∆
−2
min
. In a system with a
second-order phase transition, the minimum energy gap poly-
nomially decays with the system size as ∆min ∝ N
−α. Thus,
the total evolutionary time polynomially increases: τ ∝ N2α.
In this case, QA efficiently solves the problems. On the other
hand, when the system has a first-order phase transition, the
minimum energy gap exponentially decays with the system
size as ∆min ∝ exp(−αN). Since the total evolutionary time
exponentially increases such that τ ∝ exp(2αN), QA cannot
be performed efficiently.
Seki and Nishimori proposed that QA with anti-
ferromagnetic XX interaction can avoid the first-order phase
transition for the ferromagnetic p-spin model with infinite-
range interactions [27–30]. This entails an exponential effi-
ciency speedup of conventional QA, because the second-order
phase transition has a minimum energy gap that polynomially
decreases as a function of the system size. A non-stoquastic
Hamiltonian like the model with anti-ferromagnetic XX inter-
action cannot be simulated with the standard quantum Monte
Carlo method (QMC) because the non-stoquastic Hamiltonian
has positive values in off-diagonal elements in the computa-
tional basis to diagonalize the z component of the Pauli matrix
and has a negative sign problem [31–34].
However, a method has been proposed to avoid the negative
sign problem involved in a particular class of non-stoquastic
2Hamiltonians [35]. This method is called the adaptive quan-
tum Monte Carlo method (AQMC). The AQMC treats the ef-
fect of the anti-ferromagneticXX interaction as the fluctuation
of the transverse magnetic field by using the delta function and
its Fourier integral transformation. We can calculate various
physical quantities of the non-stoquastic Hamiltonian by esti-
mating the transverse magnetization and changing the corre-
sponding transverse magnetic field obtained by a saddle-point
solution.
In this paper, we focus on the dynamics of the AQMC. To
simulate QA, we often utilize the QMC, which is mainly de-
signed for sampling from a Boltzmann distribution. Although
the dynamics of QMC differ from those of QA [36], it has
been found that some aspects of the dynamics of QA can be
expressed by QMC [37, 38]. Therefore it is useful to consider
the dynamics of QMC or AQMC for QA with and without a
non-stoquastic Hamiltonian.
We analyze the dynamics of the order parameters of p-
spin model with anti-ferromagnetic XX interaction [39–43]
. For cases with a stoquastic Hamiltonian , Inoue analytically
derived macroscopically deterministic flow equations of the
order parameter, for example longitudinal magnetization in
infinite-range quantum spin systems [44–46]. The differential
equations with respect to the macroscopic order parameter are
obtained from the master equation by considering the transi-
tion probability of the Glauber-type dynamics of microscopic
states under the Suzuki–Trotter decomposition.
Following this approach, we derive the macroscopically
deterministic flow equations of order parameters with anti-
ferromagnetic XX interaction in AQMC. The adaptive trans-
verse magnetic field is changed by the transverse magnetiza-
tion in AQMC. Therefore we newly introduce the dynamics
of transverse magnetization and derive differential equations
for magnetization and transverse magnetization. We compare
the non-trivial behavior of the dynamics of order parameters
with and without anti-ferromagnetic XX interaction.
It is useful to establish a way of simulating a class of non-
stoquastic Hamiltonians with a classical computer in order
to validate a new quantum annealer. To date, conventional
QA with a transverse magnetic field has been implemented in
the D-Wave machine. However, a quantum annealer for non-
stoquastic Hamiltonians is being developed. Analyzing the
dynamics of order parameters with non-stoquastic Hamiltoni-
ans will help us to verify the performance of this new quantum
annealer for non-stoquastic Hamiltonians.
The remainder of this paper is organized as follows. In Sec.
II, we show the algorithm for AQMC. In Sec. III, we derive
the macroscopically deterministic flow equations with respect
to a non-stoquastic Hamiltonian from the master equation. In
Sec. IV, we analyze the stability of the solutions obtained
by the macroscopically deterministic flow equations. In Sec.
V, we show the numerical results of the differential equations
of order parameters. Finally, in Sec. VI, we summarize our
results and discuss future research directions.
II. ADAPTIVE QUANTUM MONTE CARLO METHOD
In this paper, we treat the ferromagnetic p-spin model with
infinite-range interactions as the target Hamiltonian which is
written as
H0 = −N
 1N
N∑
i=1
σz
i

p
. (1)
We add the quantum driver Hamiltonian as
H1 = −Γ
N∑
i=1
σxi +
γ
2N

N∑
i=1
σxi

2
, (2)
where γ is the strength of the XX interaction. The partition
function of the total Hamiltonian is given by
Z = Tr
{
exp
Nβ
 1N
N∑
i=1
σz
i

p
+ βΓ
N∑
i=1
σxi − N
βγ
2
 1N
N∑
i=1
σxi

2
}
, (3)
where β is the inverse temperature. We employ the Suzuki–
Trotter decomposition to divide the total Hamiltonian into two
parts [31]. After that, we introduce the delta function as
1 =
∫
dmxkδ
Nmxk −
N∑
i=1
σxik
 . (4)
We utilize the Fourier integral representation of the delta func-
tion and introduce the auxiliary variable m˜xk on the Trotter
slice k. We obtain the partition function as
Z ≈ lim
M→∞
Tr
{ M∏
k=1
∫
dmxk
∫
dm˜xk exp
NβM
 1N
N∑
i=1
σz
ik

p
× exp
N βΓM mxk − N
βγ
2M
m2xk −
β
M
m˜xk
Nmxk −
N∑
i=1
σxik


}
,
(5)
where M is the Trotter number. We have dropped a trivial
coefficient 1/2pi in the above expression. This partition func-
tion (5) is equivalent to the partition function of the transverse
field Ising model. Furthermore, we use static approximation
m˜xk = m˜x and mxk = mx to simplify the problem. Finally, the
partition function is written as
Z ≈ lim
M→∞
∑
σ
{∫
dmx
∫
dm˜xλ
NMφM(mx, m˜x) exp (−Heff)
}
,
(6)
3where we define
λ = cosh
(
β
M
m˜x
)
exp (−B) , (7)
φ(mx, m˜x) = exp
(
N
βΓ
M
mx − N
βγ
2M
m2x − N
β
M
m˜xmx
)
, (8)
Heff = −
N
M
M∑
k=1
 1N
N∑
i=1
σik

p
−
B
β
N∑
i=1
M∑
k=1
σikσik+1, (9)
B = −
1
2
log tanh
(
β
M
m˜x
)
. (10)
Here, we regard σz
ik
as the classical spin σik ∈ {−1,+1}. We
rewrite the Tr into the summation of classical spins as
∑
σ
.
In the thermodynamic limit, we may take the saddle-point
in the integral. The saddle-point is evaluated by m˜x = Γ −
γmx. Thus, the instantaneous transverse magnetic field is de-
termined by the transverse magnetization mx. To estimate
the transverse magnetization, we consider the conditional
probability distribution as P(σ|m˜x) = Z(m˜x)
−1 exp (−βHeff)
where Z(m˜x) =
∑
σ
exp (−βHeff) is the partition function of
the effective spin model defined by the conditional proba-
bility distribution. The transverse magnetization is written
as mx = 〈(NM)
−1
∑N
i=1
∑M
k=1 tanh (βm˜x/M)
σikσik+1 〉 where the
bracket denotes the expectation with respect to the weight of
the conditional probability distribution P(σ|m˜x). We can real-
ize the classical simulation of the non-stoquastic Hamiltonian
with anti-ferro magnetic infinite-range XX interactions by es-
timating the transverse magnetization in the standard QMC
method and updating the instantaneous transverse magnetic
field m˜x according to the saddle-point solution.
III. THE DYNAMICS OF ADAPTIVE QUANTUM MONTE
CARLO METHOD
In this section, we introduce the dynamics of the p-spin
model with XX interaction in AQMC. Following Sec. II, we
can rewrite the p-spin model with XX interaction to the p-
spin model with the transverse magnetic field fluctuated by the
transverse magnetization as Eq. (9). The fluctuated transverse
magnetic field is determined by the saddle-point solution m˜x =
Γ−γmx. Here, the transverse magnetization is fixed by the last
one before.
The effective Hamiltonian (9) is a classical system under
the Suzuki–Trotter decomposition. Therefore, the dynamics
of AQMC can be written as a Glauber-type stochastic process
whose transition probability is given by
wi(σk) =
1
2
[1 − σik tanh (βΦi(σk : σik±1))], (11)
where Φi(σk : σik±1) is an instantaneous local field at site i on
the k-th Trotter slice as
βΦi(σk : σik±1) =
βp
M
 1N
N∑
i=1
σik

p−1
+
B
2
(σik−1 + σik+1) .
(12)
Here, we neglect the term less than O(1).
The master equation for the probability pt({σk}), which rep-
resents the probability of a macroscopic state including the
M-Trotter slices {σk} ≡ (σ1, · · · ,σM), σk = (σ1k, · · · , σNk) at
time t is written as follows:
dpt({σk})
dt
=
M∑
k=1
N∑
i=1
[
pt(F
(k)
i
(σk))wi(F
(k)
i
(σk)) − pt(σk)wi(σk)
]
,
(13)
where we define the probability of a macroscopic state on the
k-th Trotter slice as pt(σk) and a spin flip operator F
(k)
i
(σk) as
F
(k)
i
(σk) = (σ1k, σ2k, ...,−σik, ..., σNk). (14)
We impose the periodic boundary conditions σ1 = σM+1.
Next, we introduce a probability distribution Pt({mk} , {mxk})
of the macroscopic order parameters
mk(σk) =
1
N
N∑
i=1
σik, (15)
mxk(σk,σk+1) =
K
N
N∑
i=1
σikσik+1 (16)
as
Pt({mk} , {mxk})
=
M∏
k=1
∑
σk
pt(σk)δ(mk − mk(σk))δ(mxk − mxk(σk,σk+1)),
(17)
where we define K = (tanh2(βm˜x/M) − 1)/(2 tanh(βm˜x/M))
which is the correction term of the instantaneous transverse
magnetic field generated from the derivative of logZ(m˜x) , the
set of the longitudinal magnetization as {mk} ≡ (m1, · · · ,mM),
and the set of the transverse magnetization as {mxk} ≡
(mx1, · · · ,mxM). The notation
∑
σk
is written as
∑
σk
(· · · ) ≡
N∑
i=1
∑
σik=±1
(· · · ) . (18)
We regard mk as the magnetization on the Trotter slice k, and
mxk as the transverse magnetization between the Trotter slice
k and k + 1. Following Ref. [45] , we take the derivative of
Eq. (17) with respect to t and obtain differential equations as
dPt({mk} , {mxk})
dt
=
∑
k
∂
∂mk
mkPt({mk} , {mxk})
−
∑
k
∂
∂mk
Pt({mk} , {mxk})
1
N
N∑
i=1
tanh (βΦi(σk : σik±1))

+
∑
k
∂
∂mxk
mxkPt({mk} , {mxk})
−
∑
k
∂
∂mxk
Pt({mk} , {mxk})
K
N
N∑
i=1
σik+1 tanh(βΦi(σk : σik±1))
 .
(19)
4From Eq. (19), we can obtain these deterministic flow equa-
tions as
dm
dt
=
− m +
(
pmp−1
) tanh (β√(pmp−1)2 + (Γ − γmx)2)√
(pmp−1)2 + (Γ − γmx)2
, (20)
dmx
dt
=
− mx + (Γ − γmx)
tanh
(
β
√
(pmp−1)2 + (Γ − γmx)2
)
√
(pmp−1)2 + (Γ − γmx)2
. (21)
Here, we use the saddle-point solution m˜x = Γ − γmx. The
derivations of Eqs. (20) and (21) are described in Appendix
A.
IV. STABILITY ANALYSIS OF THE EQUILIBRIUM
SOLUTIONS
In this section, we derive the stability of the solutions ob-
tained by the deterministic flow equations [47–49]. To sim-
plify the problem, we consider the zero-temperature limit
β → ∞. We can rewrite the deterministic flow equations (20)
and (21) as
dm
dt
= −m +
pmp−1√
(pmp−1)2 + (Γ − γmx)2
= f (m,mx), (22)
dmx
dt
= −mx +
Γ − γmx√
(pmp−1)2 + (Γ − γmx)2
= g(m,mx). (23)
We assume the existence of the equilibrium solutions (m∗,m∗x).
These solutions satisfy f (m∗,m∗x) = 0 and g(m
∗,m∗x) = 0.
We consider infinitesimal increments of m and mx around the
equilibrium solutions as
m = m∗ + u, (24)
mx = m
∗
x + v. (25)
The Taylor expansions for f (m,mx) and g(m,mx) around the
equilibrium solutions yield
f (m,mx)
≈ f (m∗,m∗x) +
∂ f
∂m
∣∣∣∣∣
m∗ ,m∗x
(m − m∗) +
∂ f
∂mx
∣∣∣∣∣
m∗,m∗x
(mx − m
∗
x),
(26)
and
g(m,mx)
≈ g(m∗,m∗x) +
∂g
∂m
∣∣∣∣∣
m∗ ,m∗x
(m − m∗) +
∂g
∂mx
∣∣∣∣∣
m∗,m∗x
(mx − m
∗
x).
(27)
From Eqs. (24)–(27), the time differential of infinitesimal in-
crements are written as follows:
d
dt
(
u
v
)
=
(
fm fmx
gm gmx
) (
u
v
)
, (28)
where we define the Jacobian matrix as
J ≡
(
fm fmx
gm gmx
)
. (29)
To determine the stability of the equilibrium solutions, we
consider the characteristic polynomial of the Jacobian ma-
trix whose eigenvalues are λ1 and λ2. By evaluating the
trace of the Jacobian matrix trJ = λ1 + λ2 , the determinant
detJ = λ1 · λ2, and whether the eigenvalues are complex, we
can investigate the stability of the equilibrium solutions. The
condition with real roots of eigenvalues is (trJ)2 > 4 · detJ.
This condition determines whether the equilibrium solutions
have oscillations.
V. EXPERIMENTAL RESULTS
In this section, we describe our numerical experiments. We
numerically solve differential equations (20) and (21) using
the Runge–Kutta method with a sufficiently low-temperature
T and inverse temperature β = 1/T = 100. The ferromagnetic
p-spin model has a first-order phase transition for p > 2 [50].
We set the parameters γ = 0 or γ = 18. In the case of γ = 18,
the p-spin model has a second-order phase transition for p > 4
following the phase diagram in [27]. In this study, we consider
p = 5 and compare the dynamics of order parameters with and
without anti-ferromagnetic XX interaction.
First, we show the dynamics of order parameters without
anti-ferromagnetic XX interaction γ = 0 in Figs. 1 and 2.
The original model has a first-order phase transition. We set
three different conditions: Γ = 0.5 in the ferromagnetic phase,
Γ = 2.5 in the paramagnetic phase, and Γ = 1.3 in the para-
magnetic phase between the critical point Γc and the spinodal
point Γsp. These figures indicate that the dynamics exponen-
tially converge to each steady state depending on the initial
condition.
We also consider the pseudo free energy to evaluate the
equilibrium solutions. By using mean-field theory, the pseudo
free energy is written as
F(m, m˜,mx, m˜x, β, Γ, γ) = −m
p
+ mm˜
− Γm˜x +
γ
2
m2x + mxm˜x −
1
β
log 2 cosh
(
β
√
(m˜)2 + (m˜x)2
)
.
(30)
Standardly, with mean-field theory, we utilize the saddle-point
conditions ∂F/∂m = 0 and ∂F/∂mx = 0 for m˜ and m˜x, re-
spectively. Strictly speaking, however, these conditions need
not be used to estimate the pseudo free energy precisely (30).
Therefore, we utilize the saddle-point conditions ∂F/∂m˜ = 0
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FIG. 1. Dynamics of order parameters without anti-ferromagnetic XX interaction γ = 0, given initial magnetization m0 = 0.2, 0.4, 0.6, 0.8, 1.0
and initial transverse magnetization mx =
√
1 − m2
0
. The horizontal axis denotes the time t of the deterministic flow equation, and the vertical
axis denotes the longitudinal magnetization. The experimental settings are (a) Γ = 0.5, (b) Γ = 1.3 and (c) Γ = 2.5.
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FIG. 2. Dynamics of order parameters without anti-ferromagnetic XX interaction, given initial magnetization m0 = 0.2, 0.4, 0.6, 0.8, 1.0 and
initial transverse magnetization mx =
√
1 − m2
0
. The horizontal axis denotes the time t of the deterministic flow equation, and the vertical axis
is the transverse magnetization. The experimental settings are the same as those in Fig. 1.
and ∂F/∂m˜x = 0. These conditions lead to
m =
m˜√
m˜2 + m˜2x
tanh
(
β
√
m˜2 + m˜2x
)
, (31)
mx =
m˜x√
m˜2 + m˜2x
tanh
(
β
√
m˜2 + m˜2x
)
. (32)
Even if we utilize these saddle-point conditions, we can ulti-
mately obtain the saddle-point equations as
m =
(
pmp−1
) tanh
(
β
√(
pmp−1
)2
+ (Γ − γmx)
2
)
√(
pmp−1
)2
+ (Γ − γmx)
2
, (33)
mx = (Γ − γmx)
tanh
(
β
√(
pmp−1
)2
+ (Γ − γmx)
2
)
√(
pmp−1
)2
+ (Γ − γmx)
2
. (34)
These saddle-point equations, obtained in the standardmanner
for mean-field theory [27], are consistent with dm/dt = 0 and
dmx/dt = 0.
To show the validity of the solution obtained from the mas-
ter equation, we plot the pseudo free energy (30) with respect
to the function of longitudinalmagnetizationm in Fig.3. Here,
we can utilize the equation m2+m2x = 1 in the thermodynamic
limit N → ∞. According to the initial values, each equilib-
rium solution from the master equation converges to the min-
imum values. From Fig.3(a), the pseudo free energy has two
different stable values m ≃ 1 and m ≃ 0. The solution m ≃ 0
is the metastable state in the ferromagnetic phase. Therefore,
we can see that the equilibrium solutions in Fig.1(a) converge
to two different values, m ≃ 1 and m ≃ 0, according to the dif-
ferent initial values. In the paramagnetic phase between the
critical point and the spinodal point, a similar phenomenon
obtains.
We plot the equilibrium solutions from the master equa-
tion and the exact solutions from the saddle-point equations
in Fig. 4. We find that these order parameters change discon-
tinuously. The longitudinal magnetization is the multivalued
function with respect to the strength of the transverse mag-
netic field. After the spinodal point, the ferromagnetic sta-
ble state m > 0 appears. The dashed line in Fig. 4 denotes
the critical point where the pseudo free energy takes the same
value. From the viewpoint of dynamics, we can confirm that
this model has a first-order phase transition.
The dynamics of these order parameters with anti-
ferromagnetic XX interaction γ = 18 are shown Figs. 5 and
6. We set three different conditions: Γ = 5 in the ferromag-
netic phase, Γ = 15 near the critical point, and Γ = 25 in the
paramagnetic phase. These figures indicate that the dynamics
exponentially converge to the only steady state.
We plot the pseudo free energy in Fig. 7. The equilib-
rium solutions obtained by the master equation are consistent
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FIG. 3. Landscape of the pseudo free energy (30) without anti-ferromagnetic XX interaction. The horizontal axis is the longitudinal magneti-
zation, and the vertical axis denotes the pseudo free energy. The experimental settings are the same as those for Figs .1 and 2.
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FIG. 4. Order parameters without anti-ferromagnetic XX interaction from the master equation and from the saddle-point equations. The figure
on the left shows the longitudinal magnetization and that on the right shows the transverse magnetization. The vertical axis denotes these order
parameters. The horizontal axis denotes the strength of the transverse magnetic field. The circle denotes the solution obtained by the master
equation, whereas the solid line denotes the solution obtained by the saddle-point equations. The blue dashed line denotes the critical point
where the pseudo free energy takes the same value. The green dotted line denotes the spinodal point.
with the solutions that minimize the pseudo free energy. The
metastable state m ≃ 0 in γ = 0 vanishes in the equilibrium
state. A non-zero solution m > 0 appears near the critical
point. Finally, we can avoid the first-order phase transition.
To confirm the solution from the master equation, we plot
the equilibrium solutions from the master equation with finite
inverse temperature β = 100 and the exact solutions from the
saddle-point equations in Fig. 8. From this figure, we can see
that the equilibrium solutions from the master equation are
consistent with the saddle-point solutions.
Finally, we investigate the stability of the solutions obtained
by the deterministic flow equations. We numerically compute
the trace of the Jacobian matrix, the determinant, and the con-
dition with real roots of eigenvalues by utilizing the equilib-
rium solutions (m∗,m∗x) of Eqs. (22) and (23). We plot the
behavior of the trace of the Jacobian matrix, the determinant,
and the condition with real roots of eigenvalueswith and with-
out anti-ferromagnetic XX interaction in Fig. 9. Figure 9(a)
shows that the equilibrium solutions are stable nodes when the
equilibrium solutions are minimum values of the free energy
because (trJ)2 > 4 · detJ, detJ > 0, and trJ < 0 hold. We
can see the differences between Fig. 9(a) and Fig. 9(b). If
the solutions are not necessarily minimum values of the free
energy, the solutions are saddled and unstable near the spin-
odal point. Then, (trJ)2 > 4 · detJ, detJ < 0, and trJ < 0
are established. In the case of a non-stoquasitc Hamiltonian
γ = 18 shown in Fig. 9(c), the equilibrium solutions are sta-
ble nodes in the ferromagnetic phase and the paramagnetic
phase. Near the point Γ = γmx, the solutions are saddled and
unstable. Subsequently, the equilibrium solutions get stable
again. As the strength of the transverse magnetic field de-
creases, the equilibrium solutions become a stable spiral and
are asymptotically stable because (trJ)2 < 4 · detJ, detJ > 0
and trJ < 0 hold . In this region, there is an oscillation because
the eigenvalues of the Jacobian matrix have complex values.
Thus, strong quantum fluctuations like the anti-ferromagnetic
XX interaction affect the stability of the equilibrium solutions.
VI. CONCLUSION
We derived macroscopically deterministic flow equations
of order parameters from the Glauber-type master equation
under the Suzuki–Trotter decomposition. In AQMC, the adap-
tive transverse magnetic field is governed by transverse mag-
netization. By changing the adaptive transverse magnetic field
in accordance with the saddle-point solution, we can obtain
the dynamics of order parameters of the p-spin model with
and without anti-ferromagnetic XX interaction. We found
that the equilibrium solutions obtained by the deterministic
flow equations are identical to the saddle-point solutions ob-
tained by mean-field theory. We can obtain the behavior of or-
der parameters until the system is equilibrated. Without anti-
ferromagnetic XX interaction, the metastable state appeared
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FIG. 5. Dynamics of order parameters with anti-ferromagnetic XX interaction γ = 18, given initial magnetization m0 = 0.2, 0.4, 0.6, 0.8, 1.0
and initial transverse magnetization mx =
√
1 − m2
0
. The horizontal axis denotes the time t of the deterministic flow equation, and the vertical
axis denotes the longitudinal magnetization. The experimental settings are (a) Γ = 5, (b) Γ = 15 and (c) Γ = 25.
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FIG. 6. Dynamics of order parameters with anti-ferromagnetic XX interaction, given initial magnetization m0 = 0.2, 0.4, 0.6, 0.8, 1.0 and initial
transverse magnetization mx =
√
1 − m2
0
. The horizontal axis denotes the time t of the deterministic flow equation, and the vertical axis is the
transverse magnetization. The experimental settings are the same as those in Fig. 5.
near the spinodal point because the original model has a first-
order phase transition. After the spinodal point, the equilib-
rium solutions converged to different values depending on the
initial conditions, owing to the existence of the metastable so-
lution. By adding the anti-ferromagnetic XX interaction, the
metastable solution vanished. Therefore, the equilibrium so-
lutions converged to the saddle-point solution in all phases.
We confirmed that the equilibrium solutions minimize the free
energy. Finally, we investigated the stability of the equilib-
rium solutions under a zero-temperature limit. If the equilib-
rium solutions include metastable solutions in the case with-
out anti-ferromagnetic XX interaction, the stability of the so-
lutions are unstable. For the model with anti-ferromagnetic
XX interaction, the stability of the equilibrium solutions sig-
nificantly changed compared to the original model. We found
that these strong quantum fluctuations have an impact on the
stability of the equilibrium solutions.
This approach to use the master equation is useful for un-
derstanding the dynamics of QA, which is inhomogeneous the
Markovian stochastic process where the strength of the trans-
verse magnetic field is time-dependent. This helps us to in-
vestigate not only conventional QA but also QA with a non-
stoquastic Hamiltonian, inhomogeneous driving of the trans-
verse field, and reverse annealing [51–54]. In our future work,
we will analyze the dynamics of these new types of QA.
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Appendix A: Derivation of differential equations of order
parameters
We here drive the differential equations (20) and (21). To
derive the deterministic flow equations of order parameters,
we utilize the following assumptions:
lim
N→∞
1
N
N∑
i=1
tanh(βΦi(σk : σik±1)) = 〈tanh(βΦ(k))〉\σk , (A1)
lim
N→∞
K
N
N∑
i=1
σik+1 tanh(βΦi(σk) : σik±1) = 〈Kσk+1 tanh(βΦ(k))〉\σk
(A2)
where we define the effective single local field βΦ(k) ≡
(βp/M)m
p−1
k
+ B/2(σk−1 + σk+1) on the k-th Trotter slice and
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FIG. 7. Landscape of the pseudo free energy (30) with anti-ferromagnetic XX interaction. The horizontal axis is the longitudinal magnetization.
The vertical axis is the pseudo free energy. The experimental settings are the same as those in Figs. 5 and 6.
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FIG. 8. Order parameters with anti-ferromagnetic XX interaction from the master equation and from the saddle-point equations. The figure on
the left shows the longitudinal magnetization and that on the right shows the transverse magnetization. The vertical axis denotes these order
parameters. The horizontal axis denotes the strength of the transverse magnetic field. The circle and the solid line denote what they do in Fig.
4.
the average
〈· · · 〉\σk ≡ lim
M→∞
∑
σ\σk
(· · · ) exp(β
∑M
l,k Φ(l)σl)∑
σ\σk exp(β
∑M
l,k Φ(l)σl)
. (A3)
Here, we write the summation with respect to all sites except
for the Trotter slice k as∑
σ\σk
≡
∑
σ1
· · ·
∑
σk−1
∑
σk+1
· · ·
∑
σM
. (A4)
We can rewrite tanh(βΦ(k)) and σk+1 tanh(βΦ(k)) as
tanh(βΦ(k)) =
∑
σk=±1
σk exp(βΦ(k)σk)∑
σk=±1
exp(βΦ(k)σk)
,
(A5)
σk+1 tanh(βΦ(k)) =
∑
σk=±1
σkσk+1 exp(βΦ(k)σk)∑
σk=±1 exp(βΦ(k)σk)
. (A6)
In a manner similar to a previous study [45], we can obtain
the expectation of tanh(βΦ(k)) and that of Kσk+1 tanh(βΦ(k))
as
〈tanh(βΦ(k))〉\σk
= lim
M→∞
∑
σ
σk exp(β
∑M
l=1 Φ(l)σl)∑
σ
exp(β
∑M
l=1Φ(l)σl)
≡ 〈σk〉path, (A7)
〈Kσk+1 tanh(βΦ(k))〉\σk
= lim
M→∞
∑
σ
Kσkσk+1 exp(β
∑M
l=1Φ(l)σl)∑
σ
exp(β
∑M
l=1Φ(l)σl)
≡ 〈Kσkσk+1〉path. (A8)
We substitute Eqs. (A7) and (A8) for Eq. (19). The differen-
tial equations are written as
dPt({mk} , {mxk})
dt
=
∑
k
∂
∂mk
mkPt({mk} , {mxk})
−
∑
k
∂
∂mk
{
Pt({mk} , {mxk})〈σk〉path
}
+
∑
k
∂
∂mxk
mxkPt({mk} , {mxk})
−
∑
k
∂
∂mxk
{
Pt({mk} , {mxk})〈Kσkσk+1〉path
}
. (A9)
In order to derive a compact representation of the differen-
tial equations, we substitute Pt({mk} , {mxk}) =
∏M
k=1 δ(mk −
mk(t))δ(mxk − mxk(t)) into Eq. (A9) and carry out the inte-
gral with respect to
∏
k mk and
∏
k mxk after multiplying itself
mk. Finally, we can obtain the differential equations for each
Trotter slices k as
dmk
dt
= −mk + 〈σk〉path. (A10)
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FIG. 9. Trace of Jacobian matrix, determinant, and condition with real roots of eigenvalues utilizing the solutions (m∗,m∗x) of Eqs. (22) and
(23). The horizontal axis denotes the strength of the transverse magnetic field. In Figs. 9(a) and 9(b) without anti-ferromagnetic XX interaction
γ = 0, the solutions do and do not include the metastable solutions, respectively. In Fig. 9(c), we consider the case with anti-ferromagnetic
XX interaction γ = 18.
In order to derive a compact representation of the differ-
ential equation, we utilize the static approximation mk =
m,mxk = mx. Under this approximation, we inverse the pro-
cedure of the Suzuki–Trotter decomposition:
Z(m˜x) = lim
M→∞
∑
σ
exp
βpm
p−1
M
∑
k
σk + B
∑
k
σkσk+1

∝ Tr
{
exp
(
βpmp−1σz + βm˜xσ
x
)}
= 2 cosh
(
β
√(
pmp−1
)2
+ (m˜x)
2
)
. (A11)
We can regard 〈σk〉path = limM→∞〈M
−1
∑
k σk〉path as
〈σk〉path
= lim
M→∞
∑
σ
M−1
∑
k σk exp
(
βpmp−1
M
∑
k σk + B
∑
k σkσk+1
)
∑
σ
exp
(
βpmp−1
M
∑
k σk + B
∑
k σkσk+1
)
= lim
M→∞
∂ logZ(m˜x)
∂(βpmp−1)
∝
pmp−1√
(pmp−1)2 + m˜2x
tanh
(
β
√
(pmp−1)2 + m˜2x
)
. (A12)
We substitute Eq. (A12) for Eq. (A10) and obtain the de-
terministic equation (20). For mxk, we similarly consider the
flow equation as
dmxk
dt
= −mxk + 〈Kσkσk+1〉path. (A13)
Under the static approximation, we have
〈
Kσkσk+1
〉
path =
limM→∞〈M
−1
∑
k Kσkσk+1〉path as
〈
K
M
M∑
k=1
σkσk+1〉path
= lim
M→∞
TrM−1K
∑
k σkσk+1 exp
(
βpmp−1
M
∑
k σk + B
∑
k σkσk+1
)
Tr exp
(
βpmp−1
M
∑
k σk + B
∑
k σkσk+1
)
= lim
M→∞
∂ logZ(m˜x)
∂(βm˜x)
∝
m˜x√
(pmp−1)2 + m˜2x
tanh
(
β
√
(pmp−1)2 + m˜2x
)
. (A14)
After assigning Eq. (A14) to Eq. (A13), we can obtain Eq.
(21).
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