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Resumen
Un sistema distribuido esta´ compuesto de nodos, posiblemente heteroge´neos, conectados
mediante una red. Un sistema de esta clase puede utilizarse efectivamente so´lo si el software
es capaz de presentar al usuario el concepto de single system image (SSI) sobre el sistema
f´ısicamente distribuido. De esta forma todos los recursos de un nodo deber´ıan poder
accederse transparentemente desde cualquier otro nodo.
En esta l´ınea de investigacio´n se plantea la problema´tica de un protocolo de migracio´n
de procesos como componente fundamental de un sistema distribuido y su extensio´n al
nuevo paradigma de computacio´n: grid computing.
Palabras Clave: grid computing, clustering, carga compartida, balance de carga, migra-
cio´n de procesos, sistemas distribuidos.
1 Introduccio´n
El desarrollo de microprocesadores de elevado poder de co´mputo y bajo costo y las redes de alta
velocidad propiciaron en las dos u´ltimas de´cadas un cambio en el paradigma de la computacio´n.
Los grandes mainframes de ayer fueron reemplazados por clusters de pequen˜as pero potentes
computadoras conectadas mediante redes de alta velocidad. El usuario, en lugar de trabajar en
una terminal boba conectada por un cable serie al mainframe, ahora tiene en su escritorio una
poderosa computadora unida con pares mediante una red. Potencialmente todos los recursos
que f´ısicamente se encuentran en cualquier computadora esta´n disponibles a cualquier usuario
del sistema. Sin embargo este potencial no puede aprovecharse completamente a menos que los
usuarios puedan acceder transparentemente a estos recursos. La transparencia, en este contexto,
significa que los usuarios deben poder acceder a cualquier recurso sin preocuparse (y de hecho,
sin siquiera saber) su ubicacio´n f´ısica. Este es el objetivo de un sistema operativo distribuido,
crear la ilusio´n en la mente de los usuarios de un sistema de tiempo compartido u´nico en lugar
de una coleccio´n de ma´quinas independientes pero conectadas.
Algunos de los sistemas ma´s destacados son Amoeba [MvRT+90], Sprite [DO91], etc. La
mayor´ıa de estos sistemas trabajan corriendo una copia del mismo sistema operativo en cada
computadora participante, y estas copias a su vez, cooperan para proveer SSI [EA03] a sus
usuarios.
Sin embargo, si bien conceptualmente estos sistemas resultan atractivos, no presentaron
un crecimiento real en su popularidad. Esto se debe principalmente al hecho de que ya existe
*Becario del Consejo Nacional de Investigaciones Cient´ıﬁcas y Te´cnicas, Repu´blica Argentina.
una gran cantidad de usuarios y software de base para UNIX; por lo tanto muchos sistemas
distribuidos tratan de emular UNIX para que las aplicaciones existentes sigan funcionando con
pocos o sin modificaciones, manteniendo un entorno de trabajo familiar a los usuarios.
Por otra parte el software de los sistemas distribuidos actuales debe resolver otro problema.
El problema surge debido a que los sistemas distribuidos actuales esta´n compuestos de una
gran variedad de hardware (provisto por diferentes fabricantes) y de software de base (sistema
operativo). Lograr SSI sobre esta heterogeneidad constituye un gran reto. Los sistemas como
Amoeba, etc. no tratan de resolver el problema de la heterogeneidad de sistemas operativos,
simplemente asumen que todas las ma´quinas participantes del cluster corren el mismo S.O. Hoy
en d´ıa existen soluciones parciales a este problema, e.g. SunNFS [SGK+85] a nivel del sistema
de archivos distribuido con vista unificada. Otro recurso comu´nmente compartido en los UNIX
actuales son las impresoras.
Sin embargo el CPU no suele ser compartido transparentemente en los sistemas UNIX. Exis-
ten varios estudios que muestran que existe una gran disparidad en la carga de los nodos de un
sistema distribuido en cualquier instante de tiempo. Mientras algunas ma´quinas esta´n sobre-
cargadas otras se encuentran completamente ociosas. Es entonces deseable que estas ma´quinas
puedan compartir la carga y as´ı los usuarios podr´ıan observar una mejora en la performance del
sistema. Si bien existen comandos UNIX a nivel de usuario (e.g. rsh) que les permiten ejecutar
sus procesos remotamente en una ma´quina a su eleccio´n, claramente estos mecanismos no son
transparentes. En un ambiente ideal un usuario deber´ıa simplemente ejecutar una tarea y el
sistema automa´ticamente seleccionar su mejor ubicacio´n (i.e., la ma´quina menos cargada) para
ejecutarla. Una forma ma´s estricta de carga compartida es el llamado balance de carga, donde
el sistema trata de equiparar la carga de todas las ma´quinas en todo momento. Mientras que
con carga compartida el sistema simplemente debe seleccionar la mejor ma´quina para ejecutar
una tarea recientemente disparada y transparentemente transferirla a esa ma´quina, con balance
de carga t´ıpicamente se deber´ıa migrar una tarea a otra ma´quina, posiblemente durante su eje-
cucio´n. Estas dos formas de migracio´n de procesos se conocen como migracio´n no apropiativa
(o ejecucio´n remota) y apropiativa respectivamente.
Obviamente la migracio´n no apropiativa es ma´s sencilla de implementar que la apropiativa.
Esto se debe a que para implementar migracio´n apropiativa, el sistema debe efectuar un che-
ckpoint en el estado del proceso mientras se encuentra en ejecucio´n y transferir dicho estado
a la ma´quina destino. Claramente este problema no tiene una fa´cil resolucio´n si las ma´quinas
poseen arquitecturas y/o sistemas operativos diferentes, pues el checkpoint deber´ıa efectuarse
a nivel del co´digo fuente del programa y no a nivel del co´digo ejecutable. Tui [SH96] es el ejem-
plo paradigma´tico de un sistema que permite que procesos en ejecucio´n migren a sistemas con
arquitecturas diferentes. Sin embargo, en este caso el proceso de migracio´n no es transparente
al programa de aplicacio´n, i.e., la aplicacio´n debe colaborar con el software de migracio´n para
que funcione correctamente. Por otra parte la tarea de migracio´n es ma´s costosa en te´rminos de
tiempo, pues la totalidad del estado (que puede ser de taman˜o considerable) debe transferirse
a la ma´quina destino. Hay estudios que muestran que este overhead adicional restringe severa-
mente los beneficios en la performance que pueden obtenerse mediante la migracio´n apropiativa
frente a la no apropiativa [ELZ88]. La ejecucio´n remota no incurre en este costo adicional debido
a que u´nicamente las tareas recientemente disparadas son transferidas a otras ma´quinas, y por
lo tanto no hay espacio de direcciones a transferir. Adicionalmente, en este caso, el problema
de la heterogeneidad es ma´s simple de resolver.
La carga compartida trae aparejados dos temas relacionados. El primero se relaciona con
las pol´ıticas de migracio´n. Por ejemplo, cua´ndo debe un nodo tratar de transferir un proceso a
otro nodo, que´ proceso debe migrarse y a cua´l ma´quina. El segundo tema esta´ constituido por
los mecanismos de transferencia de procesos, los cuales aseguran que la tarea migrada obtenga
un entorno aproximadamente igual al de la ma´quina que lo origino´.
2 Pol´ıticas y Mecanismos de Migracio´n
La planificacio´n (scheduling) de tareas en un sistema distribuido de carga compartida involucra
decidir no solamente cua´ndo ejecutar un proceso, sino tambie´n do´nde ejecutarlo. Para ello la
planificacio´n se lleva a cabo mediante dos componentes: el distribuidor (pol´ıticas de distribu-
cio´n) y el planificador (pol´ıticas de planificacio´n). El distribuidor decide do´nde se ejecutara´ una
tarea y el planificador dictamina cua´ndo una tarea recibe su porcio´n de CPU. T´ıpicamente ca-
da nodo de un sistema distribuido tiene su propio planificador responsable de organizar los
procesos en el(los) procesador(es) local(es), mientras que las decisiones de alto nivel de asignar
un proceso a un nodo son tomadas por el distribuidor. Aunque existen pequen˜as variaciones
[Ous82], este esquema es el que surge naturalmente en un sistema distribuido. Esto se debe
a dos motivos, el primero es que cada nodo tiene su sistema operativo propio encargado de
planificar procesos, el segundo es la modularidad: los disen˜adores pueden concentrarse mejor
en los temas relativamente complejos de la distribucio´n de la carga sin necesidad de involu-
crarse con los detalles de planificacio´n. Las pol´ıticas de distribucio´n tratan de repartir la carga
total del sistema a sus nodos individuales transfiriendo procesos entre los nodos. Las pol´ıticas
de planificacio´n simplemente eligen un proceso del conjunto de procesos listos a ejecutarse en
un nodo de forma tal de maximizar el throughput. La pol´ıtica de planificacio´n de procesos de
cualquier sistema operativo tradicional puede funcionar como una pol´ıtica de planificacio´n del
sistema distribuido. En realidad la planificacio´n es efectuada por el S.O. por si mismo y por lo
tanto debemos concentraremos principalmente en la pol´ıtica de distribucio´n.
La sema´ntica de procesos UNIX no es simple de extender a un entorno distribuido debido a
dos razones: el disen˜o contempla u´nicamente el caso de un nodo u´nico e independiente, y ma´s
importante au´n existe una fuerte relacio´n entre el subsistema de procesos y otros subsistemas
UNIX [Shi97].
3 Extendiendo el Cluster
Un cluster que cumpla con las caracter´ısticas antes mencionadas no so´lo proveera´ una mayor
capacidad de co´mputo (al aprovechar CPUs ociosos) sino que adema´s sera´ capaz de lograr un
mejor balance en la utilizacio´n de recursos, suavizando los picos de actividad.
Otras posibilidades interesantes de la migracio´n de procesos en un cluster se relacionan
con un mejor aprovechamiento del espacio de almacenamiento, tolerancia a fallas, localidad de
acceso a los datos, mejor administracio´n del sistema, y computacio´n mo´vil [MDP+00].
El sistema descripto en [EA04], provee migracio´n no apropiativa para clusters heteroge´neos
tipo UNIX. Esta heterogeneidad se refiere no so´lo a distintas configuraciones, sino tambie´n a
diferentes arquitecturas y sistemas operativos. Estas capacidades presentes en nuestro sistema,
pueden extenderse a un ambiente de grid computing.
Distintos autores [FG01, DK02, LBB02] han tratado de precisar la definicio´n de grid. De
hecho, el concepto de grid computing se encuentra todav´ıa en evolucio´n y la mayor´ıa de los in-
tentos por precisarlo terminan excluyendo implementaciones que muchos considerar´ıan grids. Es
por ello que en este trabajo no se persigue precisar este concepto. En este sentido emplearemos
este te´rmino para referirnos a un sistema distribuido geogra´ficamente donde cada componente,
en lugar de ser un nodo es un cluster (ver Figura 1).
En la Figura 1 se muestra adema´s un posible ejemplo de uso de este sistema. Supongamos
que el Cluster A presenta un ı´ndice de estado en sobrecarga, a diferencia de los restantes clusters
que se encuentran ociosos. En este caso A migrara´ tareas para balancear los recursos globales,
absorbiendo picos de carga en una parte del sistema. Si bien se trata de un ejemplo sencillo
es claro que la complejidad aumenta considerablemente al escalar nuestro cluster inicial a un
ambiente grid.
Cluster A Cluster B
Cluster C Cluster D
Figura 1: Migran tareas hacia clusters menos cargados para balancear recursos
A primera vista esta nueva tecnolog´ıa puede verse como una herramienta capaz de tomar
cualquier aplicacio´n y ejecutarla 1000 ma´s ra´pido. Este no es el caso, pues no cualquier aplicacio´n
puede paralelizarse. Ma´s au´n, adaptar ciertas aplicaciones para obtener un mayor throughput
en este nuevo ambiente llevar´ıa demasiado esfuerzo. Por otro lado la configuracio´n del sistema
podr´ıa afectar en gran medida la performance, confiabilidad y seguridad de la infraestructura
de co´mputo de la organizacio´n.
4 Trabajos Futuros
Si bien existe una gran diversidad de opciones al considerar la implementacio´n de un sistema
operativo distribuido con capacidad de carga compartida, es nuestra intencio´n implementar un
sistema que cumpla con los siguientes objetivos: heterogeneidad a nivel del S.O., migracio´n no
apropiativa, cambios mı´nimos en la sema´ntica UNIX, escalabilidad, eficiencia, y tolerancia a
fallas (a nivel del nodo y de la red). Otro objetivo perseguido es mantener independientes los
mecanismos de la migracio´n de procesos y las pol´ıticas de carga compartida, i.e., dados los
mecanismos se deber´ıa poder emplear cualquier pol´ıtica de carga compartida. Esta posibilidad
permitira´ explorar las ventajas/desventajas de diferentes pol´ıticas segu´n las necesidades parti-
culares del sistema a considerar. El disen˜o de este sistema se encuentra actualmente completo.
Una vez verificado y optimizado el protocolo de carga compartida a partir de la implemen-
tacio´n1 se procedera´ al ana´lisis de las modificaciones y extensiones necesarias para el ambiente
grid. Debera´n ser consideradas, entre otras, cuestiones relacionadas con la planificacio´n y dis-
tribucio´n de la carga, latencias de red, seguridad, y un nuevo modelo de tolerancia a fallas.
1En realidad se efectuara´n al menos dos implementaciones para veriﬁcar la correctitud del protocolo en un
ambiente heteroge´neo.
Sin duda alguna si bien las tecnolog´ıas de grid computing se encuentran atravesando sus
primeras etapas, muestran una tendencia que, potenciada por el crecimiento de la web, va en
claro ascenso.
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