Abstract. By estimating the subgroup numbers associated with various classes of large groups, we exhibit a number of new phenomena in the theory of subgroup growth.
Introduction
For a group Γ, denote by s n (Γ) the number of subgroups of index n in Γ. If, for instance, Γ is finitely generated or of finite subgroup rank, then s n (Γ) is finite for all n. Call a group Γ large (in the sense of Pride [8] ), if Γ contains a finite index subgroup projecting onto F 2 , the free group of rank 2. Free products Γ of finitely many finite groups with χ(Γ) < 0 and surface groups involving three or more generators are large in this sense and their subgroup growth is by now rather well understood (at least from an asymptotic point of view); cf. [4] and [7] . However, for large groups other than the ones just mentioned, not even plausible conjectures seem to exist. The present paper arose out of an attempt to develop some feeling in this direction. In accordance with the rather informal character of our investigation, we present a number of new and interesting phenomena in a sequence of (only loosely connected) examples. does exist, and what spectrum of values it can attain. The subgroup growth of free groups is well known and satisfies s n (F d ) ∼ n · (n!) d−1 ; thus the existence of a finite value for (Γ) would yield a simple asymptotic formula for s n (Γ). Our first example in particular demonstrates that the growth of a d-generator one-relator group can be arbitrarily close to the subgroup growth of F d ; in particular, we provide a host of examples where the limit (Γ) is infinite. Moreover, we construct d-generator onerelator groups, whose asymptotic growth coincides with that of a free product of d finite cyclic groups. In contrast to these observations, Example 2 exhibits a class of one-relator groups for which (Γ) exists and equals 1 or 2.
Example 1 might have left the reader with the impression that subgroup growth of a one-relator group with d generators significantly faster than that of F d−1 is tied to the occurrence of large powers in the defining relation. This idea is refuted in Example 3, which shows that the group Γ = x, y| [x, y], y = 1 has subgroup growth (roughly) of the order of magnitude (n!) 1/2 .
Section 4 is concerned with the relationship between subgroup growth and free subgroup growth. For free products Γ, the order of magnitude of s n (Γ) increases as χ(Γ) −∞, as does the growth of the function s In Section 5 we consider the question how small the difference between subgroup growth functions can become without actually vanishing. We construct a sequence of pairs (∆ k ,∆ k ) k≥2 satisfying s n (∆ k ) ≈ (n!) 1−1/k , and |s n (∆ k ) − s n (∆ k )| < n! (1−1/k)/2+o (1) .
There are many instances, where the fundamental group π 1 (X) of some manifold X is large. From the point of view of the covering theory of such spaces, counting conjugacy classes of finite index subgroups is more natural than counting individual subgroups.
From an asymptotic point of view, however, these problems turn out to be closely related. Denote by c n (Γ) the number of conjugacy classes of index n subgroups of Γ. In Section 6 we show that if Γ has subgroup growth of size (n!) µ+o (1) for some constant µ > 0, then c(n) = n −1 s n (Γ) + O (n!)
holds for every > 0.
It appears plausible that a finitely presented large group Γ should have smooth subgroup growth. In particular, we believe (and in some cases proved) that all examples in Sections 2-6 satisfy
∼ an b . In Section 7, we show that the subgroup growth of the free product Γ = Z 2 * Z 2 of two copies of the additive group of 2-adic integers exhibits large oscillation. More precisely, we prove that s n (Γ) = (n!) 1+o (1) while s n+1 (Γ) s n (Γ) = Ω(n log n/ log 2−3 ).
Here we write f (n) = Ω(g(n)), if there exists some positive constant c such that the inequality |f (n)| > cg(n) has infinitely many solutions, and s n (Γ) is to be understood in the topological sense; that is, it counts open subgroups of finite index.
All our examples in some sense refute seemingly plausible ad hoc conjectures. In the final section, we formulate five groups of problems of somewhat varying degree of difficulty, which appear to have a chance to be true, and whose solution would shed considerable light on the relationship between structural and asymptotic invariants of large groups.
We will repeatedly use the connection between subgroups and permutation representations. Let S n be the symmetric group on n symbols, and write h n (Γ) =
For the task of computing h n (Γ) for a group Γ given by a concrete presentation Γ = x 1 , . . . , x d |R , note that homomorphisms ϕ : Γ → S n correspond bijectively to d-
n satisfying the relations in R; that is, counting such homomorphisms is equivalent to counting solutions of systems of equations in the symmetric group. This fact is particularly useful for one-relator groups.
One-relator versus free groups
Let Γ = Γ d be a d-generator one-relator group. Our first example shows that the growth of s n (Γ d ) can get arbitrarily close to that of s n (F d ); in particular, the limit
where the infimum is taken over all multisets {a 1 , a 2 , . . . , a d } of positive integers such that Γ projects onto the free productΓ = C a 1 * C a 2 * · · · * C a d . For a word w = w(x 1 , . . . , x d ) and 1 ≤ j ≤ d denote by e j (w) the greatest common divisor of the exponents of x j in w. Clearly, the group
is a homomorphic image of Γ w , which yields the upper bound
With these preliminaries out of the way, we can now state our first example.
in particular, if α(Γ) < 1, then
diverges super-exponentially fast to infinity. . Then, as n → ∞,
where χ = j 1/a j − d + 1 is the Euler characteristic of C a 1 * · · · * C a d , and
in particular, lim inf log sn(Γ) n log n = −χ, and consequently we have α(Γ w ) = j 1/a j .
Apart from the estimate (2) relating α(Γ) to the subgroup growth of Γ, we do not see any general way to bound α from below. This is somewhat strange, for the definition of α is purely algebraic. It would be worthwhile to determine the value of α in the above example without the use of asymptotic invariants. For a given group Γ, the set of all images which are free products of finite cyclic groups can be ordered via epimorphisms in the obvious way; however, this set may then have more than one maximal element. For instance, if w = x , then both C 2 * C 15 and C 3 * C 14 are homomorphic images of Γ w .
Proof of Example
and such that Γ projects ontoΓ := C a 1 * C a 2 * · · · * C a d . Then, for n ≥ 1,
where we have estimated s n (Γ) via [4, Theorem 1], using the fact that
Assertion (i) follows immediately from (5).
(ii) Denote by r e the e-th root number function of S n , that is, r e (g) = |{x ∈ S n : x e = g}|, g ∈ S n .
We have
where
and C 1 , C 2 , . . . , C d are conjugacy classes of S n . The contribution of the term corresponding to
whereΓ := C a 1 * C a 2 * · · · * C a d , and we shall show that the sum over the remaining terms is of lesser order of magnitude. Since N (C 1 , . . . , C d ) is invariant under permutation of its arguments, we may assume that |C 1 | ≥ |C i | for all i. Hence
for any choice of non-negative real numbers α 1 , α 2 , . . . , α d satisfying j α j = 1. For a non-empty set
, define S I := i∈I 1/a i . By our assumption, S I ≤ 1/2, and, by definition, i∈I 1/(S I a i ) = 1. Using the estimate given above for N (C 1 , . . . , C d ) with α j = 1/(S I a j ), dividing equation (6) by | Hom(Γ, S n )|, and interchanging the order of product and sum, we find that
Consider the factor in the last expression corresponding to i ∈ I for a given set I. Grouping the conjugacy classes according to the number of points moved by each of its elements, this factor becomes
where the innermost sum extends over all fixed-point free conjugacy classes of S . From [5, Corollary 2] we deduce that
Moreover, we note that a fixed-point free conjugacy class in S contains at least √ ! elements, and thus
Indeed, the smallest such class belongs to the partition (2 /2 ) if is even and to the partition (2
1 ) if is odd, which can be seen by splitting larger cycles and estimating |C| accordingly. Using the latter estimates, as well as the fact that C * r a i (C)|C| ≤ !, and collecting terms, we find that the contribution of terms with l ≤ n − 1 to (7) is bounded above by
. To estimate the contribution of the term l = n, we use the bound
which follows from [5, Theorem 5] . Inserting this bound into (7), we find that the summand corresponding to l = n is bounded above by
which is smaller than the terms corresponding to l = 2. Putting these estimates together it follows that
So far, we have shown that under our assumptions 
Combining this fact with (1) we infer that
The explicit asymptotic formula given for s n (Γ) results from [4, Theorem 1] . Finally, we have α(Γ) = i 1/a i . For, on the one hand, i 1/a i is certainly an upper bound by (2); on the other hand, using the asymptotic estimate (4), we see that the left-hand side of inequality (3) tends to d − 1 − i 1/a i as n tends to infinity. Hence, if we had α(Γ) < i 1/a i , then (3) would yield
Our next example describes a situation where the limit (Γ) does exist, and equals 1 or 2. We do not know of any examples where (Γ) exists and attains a value different from 1 or 2; however, this rather seems to indicate the limitation of our method and not an actual property of one-relator groups. Indeed, expressing homomorphism numbers in terms of character values seems to yield an asymptotic formula for | Hom(Γ, S n )| only if the contribution of the non-linear characters is negligible. By an argument similar to the one given in the proof of Example 2 below, this situation implies (Γ) ∈ {1, 2}. From a somewhat more philosophical point of view, our approach may be viewed as a non-abelian and discrete analogue of the circle method, with the linear characters corresponding to the major arcs, and there are examples in number theory (for instance, additive questions involving smooth numbers) where the contribution of the major arcs and that of the minor arcs are of the same order of magnitude. It appears likely that such phenomena also exist in the non-abelian setting, but computing (Γ) in such a situation might be difficult.
Example 2. Let w = w(x 1 , . . . , x d ) be a word of one of the forms
, respectively, and an arbitrary word v. Then (Γ w ) exists and equals 1 or 2, and (Γ w ) = 2 if and only if every generator occurring in v has even exponent sum.
Proof. For a word w = w(x 1 , . . . , x d ) and g ∈ S n denote by N w (g) the number of solutions of the equation
We focus on the second case, the argument for w of the first kind being completely analogous. Define * (v) to be 2 or 1, according to whether all exponent sums in v are even, or not. We have
Only the computation of g∈An N v (g) needs justification. Denoting byx the image of
The second factor on the right-hand side is the number of solutions of the linear equation v(y 1 , . . . , y d−3 ) = 0 in the vector space of dimension d − 3 over GF (2) . This number of solutions equals 2 d−4 or 2 d−3 , depending on whether * (v) = 1 or 2. These observations yield (8) . By [7, Proposition 1] ,
The last expression is O n −1 (n!) 2 by [7, Corollary 2] . Putting this estimate back into (8), we find that
Our claim follows now from an argument similar to the one given in the proof of Example 1 (ii).
Large growth without powers
The examples of Section 2 might have left the reader with the impression that subgroup growth of a one-relator group faster than that of the corresponding free group is tied to the occurrence of large powers in its defining relation. This idea is refuted by the following result. Denote by [x, y] = xyx −1 y −1 the commutator of x and y.
Proof. We have
since y can be chosen in |c| ways, y x in |c ∩ C Sn (σ)| ways, and, having made these choices, x can be chosen in |C Sn (σ)| ways. Hence,
Fix a conjugacy class c, an element σ ∈ c, and let µ i be the number of i-cycles of σ.
, define µ ij to be the number of j-cycles of π, whose points are in distinct i-cycles of σ, and let λ j be the number of j-cycles of π, which are powers of a j-cycle of σ. Counting the number of j-cycles of π, we obtain the equations
while counting the number of i-cycles of σ, we get
Finally, by definition of the µ i , we have
Given parameters µ ij and λ j , the number of elements π realizing these parameters equals
where ϕ is Euler's function. To see this, we can restrict attention to a single factor of the product, which corresponds to a direct factor of C Sn (σ) . First we choose the λ i i-cycles which are powers of i-cycles of σ. This can be done in
The image π of π under the projection onto S µ i −λ i contains µ ij /i cycles of length j, hence π can be chosen in
Finally, each j-cycle of π can be realized by i j−1 tuples of cycles in C Sn (σ). Formula (14) follows from these observations. Summing over all possible values of the parameters, we find that
where the sum * extends over all tuples of non-negative integral µ ij 's and λ j 's satisfying (11) and (12) for all j respectively i. Next we bound the number of such tuples. We have λ j ≤ µ j , thus the λ j can be chosen in at most i (µ i + 1) ways. Since a partition of n has O( √ n) parts of distinct size, all but O( √ n) factors in the last product are equal to 1; hence
with some absolute constant c > 0. Next, observe that µ ij = 0, unless µ i ≥ j and µ j ≥ i. The number k of pairs (i, j) satisfying these conditions is
since, given j ∈ [n], a partition of n has at most O( n/j) parts of distinct sizes, which are repeated at least j times. Furthermore, i,j µ ij ≤ j µ j ≤ n, hence the number of possible choices for the µ ij is bounded above by the number of non-negative integral solutions of the inequality x 1 + . . . + x k ≤ n, which equals
Hence, we have
where the maximum is taken over all tuples satisfying (11) and (12). The substitution λ i → λ i − i, µ ii → µ ii + i changes the value of the term to be maximized by a factor
On the other hand, for each positive constant A,
hence a maximizing tuple satisfies
Thus, removing all λ i both from the conditions (11) and (12) and from the term to be maximized changes the expression by a factor e O(n 2/3 log n) , and we obtain
As a candidate for the maximum consider the class c = [σ], where σ consists of an n/2 -cycle and n/2 fixed points. We have
Hence, in the sum (10) we can neglect all classes c with i µ i !i
are negligible as well. Moreover, only classes c contribute significantly to | Hom(Γ, S n )|, for which the parameters µ ij can be chosen in an admissible way such that
Suppose that
Then, for π, σ ∈ c, there are at least 2n √ log n points of [n], which lie in cycles of lengths ≤ √ log n of both π and σ. It follows that, for each admissible tuple of µ ij , we have
from which we deduce that
thus, we may also assume that
we may restrict attention to conjugacy classes satisfying
Now let σ ∈ c and π ∈ c ∩ C Sn (σ). Let π 1 ∈ S |π 1 | be the permutation obtained from π by restricting to points which are moved by π and fixed by σ; similarly, let π 2 ∈ S |π 2 | be the permutation obtained from π by restricting to points which are moved by π and σ. The class of π 2 is determined by a partition of some integer ≤ n, hence there are at most e c √ n possible conjugacy classes of π 2 's. The set A of points which π 2 moves is determined by some set of cycles of σ with length ≥ 2, hence there are at most 2 4n/ √ log n choices for A. Given A, there are at most
choices for π 2 . Since σ acts without fixed points on A, we have
The points of π 1 can be chosen in
ways, while the action of π 1 on its points can be chosen in at most |π 1 |! ways. Hence,
If ν is increased by 2, then every summand is changed by a factor
, we can restrict the summation to the range (µ 1 − √ n, µ 1 ], and we obtain
, similar reasoning gives
the right-hand side being decreasing for
as well. Summarizing, we have shown that
Next, we compare h n (Γ) with h n+1 (Γ). Note first that for any class c of S n , there is a class c of S n+1 , obtained from c by enlarging one cycle by one point, such that |c | ≥ n|c|. Indeed, if we choose an index i with µ i+1 < µ i , and turn one of the i-cycles into an (i + 1)-cycle, then we obtain a class c with
In the situation discussed above, assume first that µ 11 ≤ √ n. Then, increasing µ 1 by 1, increases the possible choices of the set B of points moved by π 1 by a factor > √ n 3
. If µ 11 > √ n, then we can pass from π 1 to some π 1 with
, the number of choices for the set B is decreased by a factor
hence the contribution of c compared to that of c increases by a factor ≥ √ n 3
. Thus,
In order to deduce an estimate for s n (Γ), we start from the equation
We want to show that the sum is of smaller order of magnitude than the term nh n (Γ). We have
Our estimate for | Hom(Γ, S n )| yields
, we have
Hence, for such ν,
, for some constant A. Furthermore, we have
and the proof of (9) is complete.
Subgroup growth versus free subgroup growth
Consider the sequence of groups
For each p, Γ p is a homomorphic image of the group Γ considered in the previous section, and it is isomorphic to the HNN-extension
Example 4. Let p be a prime. Then
Observe that as p grows, the subgroup growth of Γ p approaches (n!) 1/2 from below. Moreover, while the subgroup growth of Γ p increases with p, this is not the case for the free subgroup growth, that is, the growth of the function s f n (Γ p ) = number of free subgroups of index n in Γ p . In fact, we infer from [3, Theorem 5] that
that is, the free subgroup growth of Γ p decreases with p.
Proof of (15). As in the proof of Example 3, we have
where this time the summation is restricted to classes c with σ p = 1. Defining the parameters µ i , µ ij , λ i as in the last section, and writing λ for λ p , we infer that
The sum ranges over O(n 3 ) tuples of indices, thus we may neglect all terms which are smaller than the largest contribution by a factor of n 4 . Under the substitution λ → λ + p, µ pp → µ pp − p, the summand is changed by a factor
hence, for µ p , µ 1p fixed, the summand is maximal for some λ satisfying
Moreover, all terms with λ ≥ n 1/p are negligible. Next consider the substitution µ 11 → µ 11 +p 2 , µ 1p → µ 1p −p, µ pp → µ pp +p. This procedure changes the value of the summand by a factor
This expression is < 1 4 , provided that µ 11 > p 2/p µ 2/p 1p (µ pp /p + 1) −1/p 2 , thus, terms with µ 11 > 3n 2/p are again negligible.
Suppose from now on that p ≥ 3. If (µ 1 , µ 2 , µ 11 µ 1p , µ pp , λ) is a tuple of indices with
, which has not been discarded so far, then λ < n 1/3 , µ 11 < 3n 2/3 . By Stirling's formula
, we have µ 1 ≤ n 10
, and the last expression is bounded above by
hence, these terms can be neglected against the term coming from the tuple with
2 n n 2p 2 , µ pp = λ = 0, which is of size (n!)
, consider the substitution µ p → µ p − p, µ 1 → µ 1 + p 2 . The right-hand side of (16) is changed by a factor
which is ≥ 2, provided that p ≥ 5 and n is sufficiently large, or p = 3 and (
In any case, we may assume that µ p ≤ n 2p
+ O(n 2/3 log n), and we find that the total contribution of terms with
, the summation conditions imply that µ 11 ≥ µ 1 − pµ p , and we use the substitutions µ 11 → µ 11 + p 2 , µ 1p → µ 1p − p, µ pp → µ pp + p to bound µ pp from above via
In particular, we have µ pp < n 3/5 , provided that µ 1 − pµ p > p · n 3/5 . In the latter case, we have
If µ 1 is increased by p, then the last expression is changed by a factor
, provided that 2µ 1 − n > n 2/3 . Hence, terms with µ 1 ≥ n 2 + 5n 2/3 log n are negligible. Finally, for
+ 5n
2/3 log n, we have
n e O(n 3/5 log 2 n) .
Summarizing, we have shown that
n e O(n 2/3 log 2 n) .
Next, we want to obtain lower bounds for h n+1 (Γ p )/h n (Γ p ) and h n+2p (Γ p )/h n (Γ p ). We have already seen that summands with µ 1 < n 2 − n 2/3 log 2 n or µ 11 > 2n 2/p make negligible contributions to h n (Γ p ). For all other summands, simultaneously increasing n, µ 1 , and µ 11 by 1, results in a change by a factor
In a similar vein, the substitutions n → n + 2p, µ 1 → µ 1 + p, µ p → µ p + 1, and µ 1p → µ 1p + 1, when applied to a relevant term, result in an increase by a factor
, from which we conclude that
For p = 2, the maximum of
is less localized than that of the corresponding term for p ≥ 3. In fact, the largest terms with µ 1 = n 2 and µ 1 = 0 differ only by an exponential factor. Applying similar methods as in the case p ≥ 3, one finds that
and that terms with µ 22 < n 2 − n 3/4 log 2 n, µ 1 < n 1/4 , or
n 1/4 are negligible. Simultaneously increasing n, µ 1 , and µ 11 by 1, we infer that
while the substitutions n → n + 4, µ 2 → µ 2 + 2, and µ 22 → µ 22 + 2 imply
To obtain an estimate for s n (Γ p ) for p ≥ 3, we start from the equation
We want to show that the sum is of lesser order of magnitude than the term nh n (Γ p ). We have
Inserting our estimate for h n (Γ p ), the ν-th term of the last sum is
whereas for 10p ≤ ν ≤ n 2/3 log 3 n, iteration of the estimate for h n+2p (Γ p )/h n (Γ p ) yields
We conclude that
For p = 2, the same argument gives
The proof of (15) is complete. 2
The difference between growth functions
Our next example shows that the growth of different groups can be very similar while not coinciding completely. This is in some contrast to the stability result for finite groups: in [5] it is shown that for finite groups G 1 , G 2 , | Hom(G 1 , S n )| ∼ | Hom(G 2 , S n )| already implies that these functions are equal.
where p is the least prime divisor of
, and γ(k) = q|k q is the square-free part of k. Moreover, for n prime, n k, we have
Proof. We have s n (∆ k ) = 1 (n−1)! t n (∆ k ), where t n (∆ k ) denotes the number of homomorphisms ϕ : ∆ k → S n , such that imϕ acts transitively on [n], hence
Suppose that π k has a cycle of length l. Let U ⊆ [n] be the set of all points contained in l-cycles of π k . Then U is the union of all m-cycles of π, where m ranges over all integers satisfying m (k,m) = l, hence U is invariant under π. On the other hand, by the structure of C Sn (π k ), U is invariant under σ as well, hence, U = [n], l|n, and the cycle type of π k is l n/l . The latter is the cycle type of a k-th power if and only if (k, l)| n l
. The number of pairs (π, σ) with l = 1 equals
ways, on the other hand, for any choice such that the projectionσ ∈ S n/l is an n/l-cycle, π k , σ and a forteriori π, σ is transitive. Define D l := {d|k : d = (ld, k)}, and note that k ∈ D l . We have
Increasing ν k by d, and decreasing ν d by k, a summand in the last expression is changed by a factor
Hence, the maximum is attained for some tuple
Putting the estimates together, we obtain
The summands are decreasing with respect to l, hence we obtain
where l min is the least integer l ≥ 2 with l(k, l)|n. If this condition is satisfied for some l, it is also satisfied for all its non-trivial divisors, thus l min is prime. This implies (18), while the asymptotic estimate (17) follows from this and [4, Theorem 1].
For the remaining claim, note that in the notation above, n prime implies l = n, hence transitivity is trivially ensured, and we get
is defined as in the last example. Then δ(n) is less erratic than it might appear at first sight, in fact, it is uniformly almost even, that is, for every > 0 there exists some N , such that |δ(n) − δ((n, N ))| < , where we understand that δ(1) = 0. Indeed, given > 0, set
as well, therefore, δ(n) = δ((n, N )). If on the other hand,
has no such prime factor, then 0 < δ(n) ≤ , while δ((n, N )) = δ(1) = 0.
The approximating functions δ((n, q)) have a similar group theoretical interpretation as δ itself. In fact, setting
This can be seen by an argument similar to (but simpler than) the one given above.
As the next example shows, the situation changes when adding a further free factor to ∆ k and∆ k . In particular, this demonstrates that the equivalence relation
is not stable under free multiplication.
Example 6. Let G = 1 be a cyclic group, finite or infinite. Then there exist constants a 1 , a 2 , . . . , such that
Moreover, denote by l the least integer such that there exists some π ∈ S l with π k = 1. Then we have a ν = 0 for ν < lm(1 − 1/k), and a lm ( 
Proof. The existence of an asymptotic expansion for h n (∆ k * G) in terms of n −1/m follows from the existence of an asymptotic series for | Hom(G, S n )| and h(∆ k ), together with Example 5; cf. [5, Theorem 5] and [4, Theorem 1] . From this, we obtain the existence of an asymptotic series for s n (∆ k * G) using the equation
together with the fact that
By the definition of l, we have
In fact, the assignment x → π, y → 1, where π ∈ S l satisfies π k = 1, extends to a homomorphism ϕ : ∆ k → S l , which does not factor over∆ k . Hence, subtracting (20) from the corresponding equation for∆, all summands with ν < l or ν > n − l vanish, while summands with l < ν < n − l can be estimated via (21), and we obtain
Using this equation for G = 1 and the result of Example 5, we deduce
Putting this back into (22), and using (21) together with the assumption |G| ≥ 2, we obtain
Counting finite index subgroups up to conjugation
There are many interesting instances, where the fundamental group π 1 (X) of some manifold X is large (both in the sense of structure [8] , and as concerns its subgroup growth). From the point of view of the covering theory of such spaces, counting conjugacy classes of finite index subgroups is more natural than counting individual subgroups. However, from an asymptotic viewpoint, these two counting problems turn out to be closely related. For a finitely generated group Γ, denote by c n (Γ) the number of conjugacy classes of index n subgroups in Γ.
Proposition. Let Γ be a finitely generated group such that s n (Γ) = (n!) µ+o(1) for some constant µ > 0. Then, for every ε > 0,
+ε .
In particular, almost all subgroups are self-normalizing.
Proof. Let ∆ ≤ Γ be a subgroup of index n. Then the number of conjugates of ∆ in Γ is given by (Γ : N Γ (∆)), whence the inequality
On the other hand,
where s counts normal subgroups. Let Γ be generated by r elements. Then, by the Schreier Subgroup Theorem [10] , a subgroup ∆ of index d in Γ can be generated by 1+d(r−1) elements. A normal subgroup ∆ of ∆ is determined by the isomorphism type of ∆ /∆, together with the images of the generators of ∆ in ∆ /∆. By [9, Corollary] , there are at most n d +o (1))(log(n/d)/ log 2) 2 ≤ n log 2 n , n ≥ n 0 isomorphism types of groups of order n/d, hence
As immediate consequences of this proposition, together with [7, Theorem 2] and [4, Theorem 1], we obtain the following.
where the coefficients C ν (d) are as in [7, formula (13) ].
(ii) Let Γ = G 1 * · · · * G s * F r be a free product of finite groups G i of order m i and a free group of rank r, and suppose that χ(Γ) < 0. Then c n (Γ) satisfies the asymptotic expansion
7. Large oscillations of h n (Γ)
Despite the fact that, in some of the examples above, we were not able to determine the size of h n (Γ) with asymptotic precision, we still believe that, in all cases up to now, this function behaves rather smoothly, a behaviour like
∼ n c appears likely. However, our next example shows that this cannot be expected for arbitrary groups. Before we can formulate a precise statement, we need the following definitions. A function f : N → C is called 2-multiplicative, if
Clearly, a 2-multiplicative function is determined by its values on powers of 2. A function g : N → C is called uniformly almost periodic, if for every > 0 there exists an integer q, and a q-periodic function g , such that |g(n) − g (n)| < for all integers n.
Example 8. Let Z 2 be the additive group of 2-adic integers. Then we have
where f is the 2-multiplicative function with f (2 i ) = 2 −i , and g is uniformly almost periodic. Moreover, we have
Finally,
Note that, since Z 2 is a topological group, we have to adjust our previous definitions slightly. For a topologically finitely generated group Γ we denote by s n (Γ) the number of open subgroups of index n, while Hom(Γ, S n ) denotes the set of continuous homomorphisms Γ → S n . Here, S n is equipped with the discrete topology, that is, we consider locally constant homomorphisms only. As in the discrete case, we write h n (Γ) = 1 n! | Hom(Γ, S n )|. Finally, the free product is to be understood in the category of profinite groups as well. With these conventions, the transformation formula (1) is still valid. This can be seen either by repeating the proof, or by the fact that s n (Γ) = s n (Γ/N ) for some open normal subgroup N .
Proof. The quantity | Hom(Z 2 , S n )| equals the number of elements of 2-power order in S n , that is, the number of elements with all cycle lengths powers of 2. Hence,
To estimate this sum, assign to each partition n = ν e ν 2 ν of n into powers of 2 a list of integers a k as follows. Start with the partition n = ν e ν 2 ν satisfying e ν ∈ {0, 1}. Reconstruct from this the partition e ν in a series of steps as follows: let ν 0 be the greatest index with e ν > e ν . Then replace e ν 0 by e ν 0 − 1, and e ν 0 −1 by e ν 0 −1 + 2, in this case we say that a splitting took place at ν 0 . Now repeat this step with a possibly smaller value of ν 0 , until e ν ≤ e ν for all ν. We claim that at each stage of the algorithm, we have e ν ≥ e ν for all ν > ν 0 , implying that the algorithm terminates with e ν = e ν for all ν. At the beginning of the algorithm our claim is true, so assume that it is true at a certain stage. For ν > ν 0 we have e ν = e ν . If e ν 0 > e ν 0 + 1, decreasing e ν 0 by 1 does not change ν 0 , and therefore does not affect our claim. If e ν 0 = e ν 0 + 1, ν 0 will decrease in the next step, while in this step equality e ν 0 = e ν 0 is achieved. Since ν 0 is decreasing during the algorithm, we have e ν ≤ 1 for ν ≤ ν 0 − 2, that is,
equals the least non-negative remainder of n mod 2 ν 0 −1 , and therefore
which implies e ν 0 −1 ≥ e ν 0 −1 . Moreover, equality in the latter inequality implies equality in the former. Hence, denoting the old value of ν 0 by ν 0 , we see that e ν = e ν for all ν with ν 0 < ν ≤ ν 0 , while either e ν 0 > e ν 0 , or the algorithm had already terminated with e ν .
Since the algorithm is deterministic, we can assign to a partition e ν 2 ν a sequence (a k ), where a k is the number of times a splitting takes place at ν 0 = k. Note that a sequence (a k ) is a splitting sequence, if and only if 2a k+1 − a k + e k ≥ 0 for all k, and in this case 2a k+1 − a k + e k = e k , where e k is the 2-adic representation of n. Hence, with the latter convention, we can express | Hom(Z 2 , S n )| in terms of the a k via
We want to show that, for every > 0, there is some k 0 , such that the contribution of all terms with a k = 0 for some k > k 0 is less than n!f (n). Since the summand associated with the sequence a k = 0 equals n!f (n), it then follows that we may neglect all term with a k = 0 for some k > k 0 . If a k = 0 for all k, then on the right-hand side of (24), the factorials in the denominator vanish, hence it suffices to establish the same
Problems
The previous examples might have left the reader with the impression that, for most groups Γ, the function s n (Γ) behaves extremely chaotically, and that results like [4, Theorem 1] might not indicate a general phenomenon, but are rather characteristic of a specific class of groups, in this case free products of finite groups. Indeed, we believe that the phenomena displayed in our examples are typical for many large groups. On the other hand, our observations still seem to point at certain rather general regularity properties; this has lead us to pose a number of problems aiming at a better understanding of the relationship between growth and structural information.
Let Γ be a one-relator group with d generators. As Example 1 demonstrates, the function s n (Γ) can grow considerably faster than s n (F d−1 ). Our first problem is concerned with the relationship between these two functions.
(ii) Does the limit γ(Γ) := lim n→∞ log s n (Γ) n log n always exist? Let Γ be a one-relator group. The number α(Γ) introduced in Section 2 is an interesting if somewhat mysterious structural invariant of Γ; it measures optimal approximation of Γ by some free product of cyclic groups. In part (ii) of Example 1, the growth of Γ is completely determined by such virtually free images, and one may ask for which one-relator groups Γ this is the case. In the latter context, the relationship between α(Γ) and the limit γ(Γ) is of importance. This is the topic of our next problem. In Examples 3 and 4, the argument proceeds as follows: one first obtains an approximate asymptotic formula for h n (Γ) of the form h n (Γ) = (n!) c+o(1) with some constant c. This in turn enables one to estimate the contribution to
coming from all summands except those satisfying a certain condition of the form k = o(n). In order to estimate the contribution of small k, we have to obtain a separate bound for h n+1 (Γ)/h n (Γ), which is then iterated. Our next problem addresses the question whether these last steps can perhaps be performed uniformly for a larger class of finitely presented groups.
Problem 3. Let Γ be a finitely presented group. Decide whether or not the limit lim n→∞ log h n+1 (Γ)/h n (Γ) log n exists. If the answer is 'no', can one at least show that the sequence log h n+1 (Γ)/hn(Γ) log n is bounded away from ∞ as well as from 0? For profinite groups, Example 8 shows that the limit does not necessarily exist, and that the sequence log h n+1 (Γ)/hn(Γ) log n may not be bounded. Is it still true that this sequence is always bounded away from 0?
As indicated in Section 2, the computation of | Hom(Γ, S n )| via character theory for a group Γ can be seen as a discrete and non-abelian analogue of the circle method in additive number theory. In analogy to Waring's problem we pose the following.
Problem 4.
(i) Let w(x 1 , . . . , x k ) be a word and let l ≥ 1 be an integer. Define the one-relator group Γ w,l by Γ w,l = x 11 , . . . , x 1k , x 21 , . . . , x 2k , . . . , x lk |w(x 11 , . . . , x 1k ) · · · w(x l1 , . . . , x lk ) = 1 .
Prove that there is some constant l 0 , such that for all l > l 0 the limit (Γ w,l ) exists and is 1 or 2; and, more precisely, (Γ w,l ) = 2 if and only if w is trivial as a word over C 2 , that is, for each x i , the sum of exponents of x i is even.
(ii) Let w(x 1 , . . . , x k ) be a word, and let χ be an irreducible character of S n . Define the Fourier-coefficient α χ (w) to be α χ (w) := n! −k g 1 ,...,g k ∈Sn χ(w(g 1 , . . . , g k )).
Show that there are constants δ > 0 and n 0 , such that for all n > n 0 and all irreducible characters χ of S n we have |α χ (w)| < χ(1) 1−δ . According to Pride [8] , a finitely generated group Γ is called large, if it contains a finite index subgroup ∆, which maps homomorphically onto a non-abelian free group. Obviously, for a large group we have s n (Γ) > n! c with some c > 0 and infinitely many n. For a group Γ, define real numbers γ ± (Γ) via γ + (Γ) := lim sup n→∞ log s n (Γ) n log n γ − (Γ) := lim inf n→∞ log s n (Γ) n log n .
Then we ask the following.
Problem 5.
(i) Does there exist a group Γ with γ + (Γ) > 0, which is not large in the sense of Pride?
(ii) For Γ a group with γ + (Γ) > 0, do we necessarily have that γ − (Γ) > 0, or at least that s n (Γ) > 0 for all but finitely many n? Does γ(Γ) exist for all large groups?
(iii) Let Γ be a 2-generator one-relator group. Does there exist an algorithm to decide whether Γ is large or not?
(iv) Let Γ be a large group. Is the function s n (Γ) monotonically increasing for n sufficiently large?
