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Tato práce se věnuje r̊uzným zp̊usob̊um komprese binárńıch sou-
bor̊u, které obsahuj́ı měřeńı elektrických veličin. Po představeńı
použ́ıvaných kompresńıch algoritmů a kódováńı dat je čtenář
seznámen s ukládanými veličinami vyskytuj́ıćımi se v archivech
měřeńı elektrické energie. Následuje testováńı zvolených kom-
presńıch algoritmů na reálných datech. Ve všech prováděných
testech se ke kompresi použ́ıvaj́ı bezeztrátové algoritmy Lzma,
Bzip2 a Deflate, u kterých se analyzuje a zaznamenává jejich efek-
tivita a časová náročnost. Před kompreśı těmito algoritmy se data
r̊uzně předběžně zpracovávaj́ı, aby bylo možné porovnat efektivitu
komprese při r̊uzné reprezentaci dat v souborech. Výsledky jsou
mezi sebou porovnány a následně se vyvozuj́ı závěry o vlastnostech
a chováńı jednotlivých zp̊usob̊u komprese. Za nejvýhodněǰśı zp̊usob
předběžného zpracováńı je označena kombinace delta kódováńı
a pevné řádové čárky.
Druhá část práce se zabývá představeńım zat́ım netestovaného
ztrátového zp̊usobu komprese. Při předběžném zpracováńı se
využ́ıvá tř́ıda přesnosti měř́ıćıch př́ıstroj̊u k výhodné úpravě dat.
Navržená technika je poté analyzována z hlediska svých parametr̊u
a ozkoušena na datech. Testováno je i chováńı algoritmu při r̊uzné
reprezentaci dat. Opět jsou ozkoušeny kompresńı algoritmy Lzma,
Bzip2 a Deflate. Podrobné výsledky jsou obsaženy v této zprávě.
Jako nejvýkonněǰśı kompresńı algoritmus je zvolen Lzma.
Všechny kompresńı techniky jsou testované na větš́ım množstv́ı dat.
(Počet hodnot pro jedno měřeńı elektrické veličiny se pohybuje mezi
4 a 10 miliony hodnot.) Veškeré testováńı se provád́ı v C#.
Kĺıčová slova: ztrátová a bezeztrátová komprese, kompresńı al-




This work deals with various compression techniques, that are used
to compress binary files, that contain measurements of electricity.
Following the presentation of some popular compression algorithms
and encodings, reader is acquainted with measurements of electri-
cal energy stored in electrical energy archives. Chosen compression
techniques are tested on real data. During all tests, tested algo-
rithms are Bzip2, Lzma and Deflate. Their performace is rated
by their compression ratio and time duration of the compression.
Before the compression by the mentioned algorithms, the data is
variously pre-processed so that I can evaluate different data repre-
sentations. Results are evaluated and algorithm’s important traits
are analysed. Combination of delta encoding and fixed point rep-
resentation is chosen as the best suited compression technique.
Second part of the work is about introduction of new compression
process. This technique uses accuracy class in the pre-processing
part of compression to homogenize the data. Results of various tests
of this technique as well as it’s detailed description is recorded here.
Lzma is chosen as the most suitable compression algorithm.
All the compression techniques are tested on the large amount of
data (One measurement contains form 4 to 10 milion values.) The
tests are conducted in C#.
Keywords: lossy and lossless compression, compression algo-
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chylka (MSE) . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
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4.2.4 Závěr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
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5.3.1 Pásmo tolerance 0,1 . . . . . . . . . . . . . . . . . . . . . . . 40
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2.4 Porovnáńı LZMA-SDK a SevenZipSharp . . . . . . . . . . . . . . . . 22
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3.11 Ukázka tř́ı pr̊uběh̊u THD napět́ı . . . . . . . . . . . . . . . . . . . . . 29
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předešlých hodnot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.6 MSE a RMSE pouze pro upravované hodnoty při využit́ı bufferu
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1 Úvod
Potřeba uchováváńı stále větš́ıho množstv́ı měřených charakteristik elektrické e-
nergie existuje již dlouho. Jedńım z hlavńıch d̊uvod̊u je rozvoj inteligentńıch śıt́ı
(anglicky smart grid), které jsou automatizované a umı́ regulovat elektrické veličiny
dle potřeby odběratele. Kv̊uli analýze a monitorováńı el. energie se nepřetržitě
ukládá a monitoruje velké množstv́ı měřeńı a proto je třeba ukládat tato data v co
nejkompaktněǰśı formě. Kromě nárok̊u na úložǐstě může být při výběru správné
komprese d̊uležitý i nárok na operačńı paměť, rychlost komprese či dekomprese
a obecně rychlost čteńı a zápisu dat.
V této práci věnuj́ıćı se efektivńımu ukládáńı měřeńı elektrických veličin se budu
zabývat analýzou ztrátových i bezeztrátových zp̊usob̊u kódováńı veličin, využit́ı
některých známých kompresńıch algoritmů a jejich formát̊u (předevš́ım 7z, bz2 a zip)
k uložeńı soubor̊u s naměřenými hodnotami v co nejkompaktněǰśı formě.
Práce bude zač́ınat rešerš́ı potřebných znalost́ı a některých zjǐstěńı z jiných praćı,
které se podobnou tématikou zabývaj́ı, analýzou r̊uzných ztrátových a bezeztrátových
kompresńıch algoritmů a kódováńı. Následně poṕı̌se měřeńı elektrických veličin,
se kterými budu pracovat. Z nabytých poznatk̊u se pokuśım navrhnout co nej-
vhodněǰśı zp̊usoby archivace těchto dat, které také otestuji. Úspěšnost testovaných
technik zde bude analyzována, a to předevš́ım z hlediska úspěšnosti komprese a časo-
vých nárok̊u na kompresi. U kompresńıch formát̊u a kódováńı se budu snažit
naj́ıt klady a zápory v jejich použit́ı. Veličiny jsou p̊uvodně uloženy v CEA sou-
borech obsahuj́ıćıch velká množstv́ı měřených hodnot. Tyto údaje budou ztrátově
i bezeztrátově předběžně zakódovány, následně exportovány do binárńıch soubor̊u
a nakonec zabaleny několika komprimačńımi algoritmy .
Výsledkem práce nemá být program či aplikace a č́ıselné výsledky v oblasti efektivity
a doby komprese se nemaj́ı považovat za pevně stanovené chováńı, protože vlastnosti
komprese jsou proměnlivé v závislosti na komprimovaných datech a na výkonnosti
použ́ıvaného zař́ızeńı. Výsledkem by mělo být předevš́ım poměrové porovnáńı mezi
algoritmy a kódováńımi. Pokud se bude prezentovat nový zp̊usob komprese, bude
nejd̊uležitěǰśı přesně zaznamenat jeho princip a vlastnosti. Důraz by neměl být
kladen pouze na konkrétńı č́ısla u konkrétńıch veličin, ale na všestrannost algoritmů
a jejich použitelnost na všechny druhy dat, která bude třeba archivovat. Výsledky
se co nejpřehledněji zaznamenaj́ı v této zprávě.
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2 Teoretická část
Nejd̊uležitěǰśı zp̊usob, jakým lze kompresi dat rozdělit, je děleńı na ztrátovou a beze-
ztrátovou kompresi. Při bezeztrátové kompresi nesmı́ transformace ukládaných dat
vyústit ve ztrátu jakékoliv informace. Cenou za uchováńı celé informace je ale
menš́ı efektivita komprese. Při ztrátové kompresi se část dat ”zahazuje” výměnou
za lepš́ı stupeň komprese. Při ztrátové kompresi se tedy rozhodujeme, jaké množstv́ı
informaćı jsme ochotni obětovat pro lepš́ı úroveň komprese. Častý zp̊usob využit́ı
obou druh̊u komprese je homogenizace dat ztrátovými kompresńımi algoritmy, která
umožńı efektivněǰśı kompresi některým bezeztrátovým algoritmem. (Uspořádaná
a stejnorodá data se většinou komprimuj́ı lépe.) Před samotnými testy je třeba
představit a popsat některé pojmy a algoritmy, jelikož je budu použ́ıvat jak k testo-
váńı, tak k následné analýze a popisu test̊u v této zprávě.
2.1 Důležité pojmy
2.1.1 Stupeň komprese
V oboru komprese dat často využ́ıvaný pojem (anglicky compression ratio), zkráceně
CR. Tato veličina neobsahuje informaci o velikosti p̊uvodńıho souboru nebo souboru
po kompresi. Vyjadřuje pouze efektivitu komprese vyč́ısleńım pod́ılu velikosti souboru





Někdy se vyjadřuje procentuálně jako pod́ıl souboru po kompresi a souboru před
kompreśı vynásobený stem. V této práci budu pracovat s prvńı variantou.
2.1.2 Tř́ıda p̌resnosti
Při měřeńı elektrických veličin se nelze vyhnout nepřesnostem měřeńı, takže naměřená
hodnota neodpov́ıdá skutečné hodnotě veličiny. Měř́ıćı př́ıstroje vždy pracuj́ı s tzv.
tř́ıdou přesnosti, která pro dané měř́ıćı rozsahy udává možnou procentuálńı od-
chylku od naměřené hodnoty. Odchylka definuje, v jakém pásmu od naměřené hod-
noty se skutečná hodnota veličiny může pohybovat. Na ilustračńım obrázku 2.1 je
znázorněno, jak by vypadal pr̊uběh tř́ıdy přesnosti 20. S větš́ı naměřenou hodno-
tou se zvětšuje i možná numerická odchylka, přestože procentuálně je tř́ıda přesnosti
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stejná. (Viz rozd́ıl mezi velikost́ı pásma TP při naměřených hodnotách o velikosti 40
a 80% z měř́ıćıho rozsahu.) Č́ım větš́ı tř́ıda přesnosti, t́ım širš́ı jsou povolená pásma.
Při změně velikosti hodnoty neńı doporučeno využ́ıvat celé pásmo tř́ıdy přesnosti
a raději se pro práci vymeźı pouze určitá část TP, tzv. pásmo tolerance (Viz obr.
2.1, kde je použito povolené pásmo o velikosti 10% z pásma tř́ıdy přesnosti.)
Tř́ıdu přesnosti můžeme využ́ıt k předběžnému ztrátovému zpracováńı dat, které
zlepš́ı výkon některých kompresńıch algoritmů. Jelikož se hodnota může pohybovat
kdekoliv uvnitř pásma tolerance, můžeme k uložeńı volit hodnoty co nejvhodněǰśı
ke komprimaci nebo např. zmenšit počet ukládaných desetinných mı́st a podobně.
Obrázek 2.1: Graf tř́ıdy přesnosti. Měř́ıćı rozsah je určen nominálńı hodnotou,
nominálńı hodnota tedy odpov́ıdá 100% z měř́ıćıho rozsahu. Při měřeńı hodnot
bĺıž́ıćıch se nule maj́ı měř́ıćı př́ıstroje samozřejmě problém dodržet TP, protože je
dovolená odchylka stále menš́ı. Proto se na začátku pásma tř́ıdy přesnosti nacháźı
oblast, která se neř́ıd́ı dle TP, ale podle lineárńı odchylky.
2.1.3 Diferenciálńı kódováńı
Při diferenciálńım, často nazývaném také jako delta kódováńı neukládáme namě-
řenou hodnotu př́ımo, nýbrž ukládáme pouze jej́ı rozd́ıl od hodnoty předchoźı. Ve
výsledku se bude ukládat č́ıslo značně menš́ı, což zlepš́ı následnou kompresi do libo-
volného formátu. Zároveň žádnou informaci neztráćıme, metoda se tedy dá označit
za bezeztrátovou.
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Obrázek 2.2: Rozd́ıl mezi normálńım a diferenciálně kódovaným pr̊uběhem
Nevýhodou této techniky je, že docháźı ke stř́ıdáńı kladných a záporných č́ısel,
což může mı́t negativńı dopad na stupeň komprese. Daľśı nevýhodou je, že př́ımo
můžeme č́ıst pouze změny ve velikosti veličiny. Pokud chceme znát přesnou hod-
notu, muśıme č́ıst hodnoty od začátku měřeńı a sč́ıtat je. Proto považuji z hlediska
rychlosti čteńı př́ımé hodnoty za výhodné ukládat diferenciálně zakódovaná měřeńı
v souborech co nejmenš́ı přijatelné velikosti.
2.1.4 Pevné a plovoućı řádové čárky
Reprezentace č́ısel pomoćı pevné řádové čárky (anglicky fixed point) a plovoućı
řádové čárky (angl. floating point) je zp̊usob ukládáńı reálných č́ısel jako datový
typ Integer, ve kterém je určitý počet cifer určen pro uložeńı č́ısel za desetinnou
čárkou. U pevné řádové čárky je počet desetinných mı́st pevně dán, zat́ımco
u plovoućı řádové čárky se počet desetinných mı́st měńı a tud́ıž se muśı ukládat
spolu s č́ıslem i informace o počtu desetinných mı́st.
Zp̊usob ukládáńı č́ısel pomoćı pevné řádové čárky ilustruji na př́ıkladu: při
ukládáńı hodnoty 235,893 jako Integer s pevnou řádovou čárkou na tři desetinná
mı́sta ukládám č́ıslo jako 235 893. Pokud se spokoj́ım s uložeńım pouze dvou de-
setinných mı́st, č́ıslo ulož́ım jako 23 589. Zde docháźı ke ztrátové kompresi, ale
ukládané č́ıslo se zmenš́ı.
Při tomto zp̊usobu kódováńı je d̊uležité vědět, kolik desetinných mı́st je třeba
uchovávat a jakých maximálńıch hodnot budou zakódovaná č́ısla nabývat. Podle
zmı́něných informaćı lze vybrat nejvhodněǰśı datový typ, např.: Pokud máme jis-
totu, že nebude třeba uchovávat č́ısla větš́ı než 32 762, můžeme mı́sto Int32 (4B)
použ́ıt Int16/ Short (2B). Soubor by tak měl ještě před aplikaćı některého z kom-
presńıch algoritmů polovičńı velikost. V praxi je ale tato hodnota většinou ne-
dostatečná a proto bude vhodněǰśı zvolit Int32. Podrobněji se této problematice
věnuje ve své práci Pavel Tǐsnovský [1].
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2.1.5 Sťredńı kvadratická chyba (RMSE) a Sťredńı absolutńı
odchylka (MSE)
RMSE je ukazatel rozd́ılu mezi naměřenými hodnotami a mezi ukládaným modelem.
V teorii pravděpodobnosti se pro RMSE použ́ıvá označeńı rozptyl a vyjadřuje od-
chylku od středńı hodnoty. V této práci ji využijeme při ztrátové kompresi, kde se
jednotlivé deviace hodnot z namodelovaného pr̊uběhu a hodnot z p̊uvodńıho modelu







xj jsou hodnoty z namodelovaného pr̊uběhu, který chceme uložit.
x̄j jsou hodnoty z p̊uvodńıho pr̊uběhu.
Středńı kvadratická chyba je tedy odchylka tzv. reziduálńıch (Odchylky jednotlivých
naměřených hodnot od ukládaného modelu měřeńı). [2] Na obr. 2.3 jsou zobrazeny
pr̊uběhy dvou veličin, které maj́ı rozd́ılný pr̊uběh, ale jejich namodelovaný pr̊uběh
určený k uložeńı je stejný. RMSE vyjádř́ı odchylku namodelovaného pr̊uběhu od
toho p̊uvodńıho a tud́ıž slouž́ı jako indicie, jak moc se od sebe pr̊uběhy lǐśı.
Obrázek 2.3: Ukázka signál̊u s RMSE 2 a 5








MSE a RMSE jsou nejpouž́ıvaněǰśı metriky v oblasti měřeńı přesnosti spojitých
proměnných. Obě veličiny si jsou podobné, ale každá z nich má lepš́ı použit́ı
v r̊uzných situaćıch, např. RMSE se hod́ı lépe u měřeńı, kde jsou d̊uležité velké
odchylky. Na druhou stranu MSE je jednodušš́ı k interpretaci. Podrobněǰśım
porovnáńım, z kterého jsem zde čerpal, se zabývá článek [3].
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2.2 Kompresńı algoritmy
O ztrátové i bezeztrátové kompresi měřeńı elektrické energie bylo napsáno již mnoho.
Hojně navrhovaným zp̊usobem komprese je vlnková transformace [4, 5, 6, 7]. Dále se
touto problematikou zabýval např. de Souza a kolektiv [8], který navrhuje jako do-
brou ztrátovou metodu ke komprimaci ustálených veličin rozklad na singulárńı hod-
noty nebo Dapper a spol. demonstruj́ıćı zde [9] kompresi pomoćı rychlé Fourierovy
transformace, polynomiálńı komprese a následné komprese Deflate algoritmem.
Kromě měřeńı, jak moc dokáž́ı kompresńı algoritmy zmenšit ukládaná data,
je zvoleńı správného kompresńıho algoritmu závislé i na náročnosti algoritmů na
operačńı paměť. V [10] jsou porovnávány bezeztrátové kompresńı algoritmy s ohle-
dem na využit́ı v embedded systémech, které maj́ı omezenou kapacitu paměti a menš́ı
výpočetńı výkon.
Velmi relevantńı publikace je [11] zabývaj́ıćı se, podobně jako tato práce, před-
běžným zakódováńım a následnou kompreśı algoritmy Bzip2, Lzma a Deflate, kde pr-
votńı zakódováńı má zvětšit následnou efektivitu kompresńıch algoritmů. Předběžné
bezeztrátové či ztrátové zakódováńı by mělo zmenšit velikost souboru jako takovou
nebo transformovat data do co nejhomogenněǰśıho tvaru (vytvořeńı co nejv́ıce za
sebou zřetězených jedniček či nul), protože taková data se kompresńım algoritmům
lépe komprimuj́ı. Daľśı práce [12], která se zabývá touto problematikou, testuje
účinky delta kódováńı, PPM metody [13] a Time based bezeztrátového kódováńı na
kompresi dat z chytrých śıt́ı pomoćı Bzip2 a Lzma. V obsáhlé zprávě [7] Tcheou
a kolektiv popisuj́ı velké množstv́ı v pr̊umyslu využ́ıvaných druh̊u komprese včetně
Lzma, Bzip2 a r̊uzných druh̊u ztrátového i bezeztrátového kódováńı.
2.2.1 Bzip2
Bzip2 je open source kompresńı program vytvořený Julianem Sewardem v roce 1996.
Nejnověǰśı verze programu vyšla 20. zář́ı 2010. Tento algoritmus dosahuje větš́ı
efektivity komprese než Deflate nebo LZW, ale zároveň je pomaleǰśı. Bzip2 komprese
trvá výrazně déle než Bzip2 dekomprese.[14]
Publikaci o bezeztrátovém kódováńı a kompresi dat se záznamy kvality elek-
trické energie publikoval v roce 2009 tým z TUL.[15] Bzip2 zde v porovnáńı s Huff-
manovým, aritmetickým a MiniLZO kódováńım dosahuje nejlepš́ıho CR jak při
ukládáńı nezakódovaných č́ısel, tak při ukládáńı diferenciálně kódovaných dat.
Postup Bzip2 algoritmu při kompresi:
1. Run-length kódováńı (RLE)[16]
2. Burrowsova–Wheelerova transformace[17]
3. Move-to-front transformace[18]
4. Znovu Run-length kódováńı
5. Huffmanovo kódováńı[19]
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6. Vybráńı vhodného Huffmanova stromu
7. Zakódováńı Huffmanova stromu do jedničkové soustavy
8. Delta zakódováńı bitových délek Huffmanova kódu a bitového pole obsahuj́ıćıho
použité symboly
Při dekompresi je aplikován stejný postup, ale v opačném směru.[14]
2.2.2 Lzma
Daľśım bezeztrátovým algoritmem je Lempel-Ziv-Markov chain algoritmus. Vyv́ıjen
mezi lety 1996 až 2001, Lzma byl v roce 2001 přidán do programu 7-zip. V roce
2004 byla publikována prvńı verze Lzma source development kit (LZMA SDK).
Nejnověǰśı verze 18.06 vyšla 30.12. 2018. Jedná se o vylepšenou verzi LZ77 al-
goritmu upraveného tak, aby se maximálně zvětšil stupeň komprese, udržovala se
vysoká dekompresńı rychlost i ńızké paměťové nároky pro dekompresi.[20] Podrobná
dokumentace s popisem algoritmu neńı k dispozici, ale slovy autora je algoritmus
realizován kombinaćı LZ77, Markovových řetězc̊u a Intervalového kódováńı (Range
Coder).[21]
Kraus a kolektiv ve své práci zabývaj́ıćı se využit́ım agregačńıch, polynomiálńıch
a Spline model̊u s r̊uznými kompresńımi algoritmy zde [22] testovali Huffmanovo,
aritmetické, intervalové kódováńı, ZIP, GZIP, Bzip2 a Lzma. Posledńı zmı́něné je
vyhodnoceno jako nejefektivněǰśı.
2.2.3 Deflate
Knihovna Zlib byla napsána Jean-loup Gaillyem a Markem Adlerem v roce 1995.
Nejnověǰśı verze 1.2.11 vyšla 15. ledna 2017. Je abstrakćı Deflate algoritmu, který je
nejpouž́ıvaněǰśım algoritmem pro archivńı formát ZIP. Souborový formát Gzip (s .gz
př́ıponou) také využ́ıvá Deflate kompresi a přidává ke komprimovaným soubor̊um
tzv. CRC data[23], která pomáhaj́ı odhalit poškozeńı dat. Samotný Deflate algo-
ritmus je kombinaćı LZ77[24] a Huffmanova kódováńı[19]. Předběžný algoritmus
zlepšuj́ıćı následnou kompresi Deflate algoritmu je publikován v [25].
2.2.4 Implementace algoritmů a úvodńı porovnáńı
Při rozhodováńı, jakou implementaci LZMA SDK použiji k testováńı, jsem se
rozhodoval předevš́ım mezi knihovnami SevenZipSharp a LZMA-SDK. Obě dvě jsou
dostupné jako nuget package ve Visual Studiu, kde jsou nejpouž́ıvaněǰśımi baĺıčky
pro práci s Lzma.
Kv̊uli porovnáńı jsem obě knihovny testoval na 113 CEA souborech a zazna-
menával jejich stupeň komprese a časovou náročnost. V prvńım testu jsem z každého
CEA souboru exportoval měřeńı do binárńıho souboru a archivoval ho pomoćı obou
knihoven. V druhém testu jsem exportoval jednu veličinu (pr̊uměrné napět́ı) do
binárńıch soubor̊u r̊uzné velikosti a zaznamenával jsem výše uvedené vlastnosti.
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Obrázek 2.4: Porovnáńı LZMA-SDK a SevenZipSharp
Pro přehlednost přikládám pouze graf s pr̊uměrnými hodnotami měřeńı. Obě
knihovny měly v podstatě totožný stupeň komprese např́ıč všemi veličinami. Časová
náročnost byla podobná u soubor̊u s měřeńım napět́ı, frekvence a proudu, nicméně
u výkonu dosáhlo LZMA-SDK výrazně horš́ıch výsledk̊u než SevenZipSharp. V něko-
lika př́ıpadech měla knihovna LZMA-SDK lepš́ı výsledky, ale většinou bylo rychleǰśı
SevenZipSharp. LZMA SDK je volně stažitelná i jako C# kód od autora Lzma.
Tato implementace Lzma byla v mém programu výrazně méně neefektivńı z hlediska
časové náročnosti a komprese s ńı trvala oproti SevenZipSharp v pr̊uměru v́ıce než
dvakrát déle. Proto jsem se k testováńı rozhodl použ́ıt SevenZipSharp.
Dvě nejpouž́ıvaněǰśı knihovny pro .NET platformu implementuj́ıćı Bzip2 kom-
presi jsou SharpZipLib a SharpCompress. Podobně jako u Lzma, i zde měly kni-
hovny velmi podobné výsledky, nicméně SharpCompress měl problém s kompreśı
malých soubor̊u pod 1MB a výsledné bz2 soubory byly prázdné. Vzhledem k funk-
čnosti SharpZipLib jsem se implementaćı SharpCompress v́ıce nezabýval a pro testo-
váńı jsem zvolil SharpZipLib.
.NET Framework obsahuje několik tř́ıd určených ke kompresi soubor̊u. Prvńı je
DeflateStream, která realizuje DEFLATE algoritmus. Druhá tř́ıda, GzipStream,
je téměř stejná jako DeflateStream, ale na rozd́ıl od ńı generuje GZipStream i některá
metadata. Pokud data ukládáme jako .gz soubor, některé kompresńı nástroje jako
např. Winrar mohou tento soubor dekomprimovat nebo s ńım jinak pracovat.[26] Od
verze 4.5 použ́ıvá .NET k realizaci těchto tř́ıd zlib knihovnu.[27] Jelikož mohu De-
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flate algoritmus realizovat oběma zp̊usoby, zkuśım obě knihovny otestovat a posou-
dit, kterou je výhodněǰśı použ́ıt.
Ze 113 CEA soubor̊u exportuji napět́ı, proud, frekvenci a činný výkon do binárńıch
soubor̊u, které zkomprimuji metodami, které jsem vybral. Zaznamenám časovou
náročnost s stupeň komprese. Ověř́ım funkčnost mého testovaćıho kódu, porovnám
výše zmı́něné metody a kompresńı algoritmy při práci se soubory velkými zhruba
340kB. (Velikost je dána počtem naměřených hodnot uložených v jednom CEA
souboru.)
GZipStream tvořila vždy o 18 bajt̊u větš́ı velikost souboru než DeflateStream. Kromě
těchto marginálńıch dat byly soubory totožné, což se projevilo v testech téměř
stejnými výsledky GZipStreamu a DeflateStreamu jak ve stupni komprese, tak v časo-
vé náročnosti (viz 2.5). Kv̊uli metadat̊um měly .zip soubory nepatrně lepš́ı CR
i časovou náročnost (pohybuj́ıćı se na úrovni statistické chyby). Jelikož já tato data
nepotřebuji, budu použ́ıvat k testováńı Deflate algoritmu tř́ıdu DeflateStream.
Obrázek 2.5: Úvodńı porovnáńı kompresńıch algoritmů
LZMA měl v pr̊uměru nejlepš́ı CR při kompresi soubor̊u s proudem, činným
výkonem a napět́ım. Zároveň měl ale největš́ı nároky na čas. Bzip2 se choval
r̊uznorodě. Při kompresi frekvence dosahoval jasně největš́ıho CR s malou časovou
náročnost́ı, u napět́ı skončil těsně druhý, ale u činného výkonu a proudu se jeho
stupeň komprese propadl na podobnou úroveň jako Deflate (v pr̊uměru byl sice
o 4% až 6% nad ńım, ale jeho výkon byl velmi nekonzistentńı). Deflate algoritmus
komprimoval nejrychleji, nicméně jeho CR byl nejmenš́ı.
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3 Archiv a archivované veličiny
3.1 CEA soubory
Posloupnosti měřeńı elektrických veličin jsou uloženy v CEA souborech identifiko-
vatelných .cea př́ıponou. Podrobnému popisu struktury CEA soubor̊u se věnuje Jan
Moravec ve své bakalářské práci Zpracováńı a vizualizace dat analyzátor̊u v OS An-
droid.[28] CEA soubory maj́ı strukturu několika složek a soubor̊u komprimovaných
pomoćı zip komprese. Struktura archivu je načrtnuta na obrázku 3.1. Měřeńı jsou
uložena binárně. Tento zp̊usob ukládáńı dat je obvyklý také uvnitř mikroproce-
sorových měř́ıćıch a monitorovaćıch zař́ızeńı.[29]
Z těchto d̊uvod̊u budu exportovat naměřená data z CEA do binárńıch soubor̊u
a tyto soubory r̊uzným zp̊usobem testovat.
Obrázek 3.1: CEA soubor
3.2 Napět́ı
V CEA archivu se vyskytuj́ı napět́ı dosahuj́ıćı několika stovek Volt̊u, vetšinou koĺısaj́ıćı
kolem 230-245V nebo 400V. Pr̊uběhy jsou ustálené na konstantńı hodnotě, kolem
které koĺısaj́ı a jejich velikost se př́ılǐs neměńı. Jak můžeme vidět v obrázku 3.2, hod-
nota jednoho napět́ı (U avg U1) se ve 113 CEA souborech pohybovala v naprosté
většině př́ıpad̊u mezi 230 a 248 Volty.
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Obrázek 3.2: Histogram U avg U1 C ze 113 CEA soubor̊u
3.3 Proud
Co se velikosti týče, proudy jsou velmi rozmanitá skupina. Pr̊uběh vypadá tak, že
proud koĺısá kolem nějaké konstanty (a tato konstanta se může měnit např. podle
toho, jaká je část dne nebo jestli je v́ıkend) a výjimečně se objev́ı extrém dosahuj́ıćı
několikanásobné velikosti předešlých hodnot. Při ukládáńı hodnoty proudu je potom
d̊uležitý hlavně výskyt extrémů přesahuj́ıćıch nominálńı hodnotu proudu. U proud̊u
je tedy d̊uležitá informace, zda došlo k překonáńı určité hodnoty nebo zda se změnila
konstanta, kolem které proud koĺısá.
Na obrázku 3.3 je vidět kumulace hodnot kolem 1 Ampéru a dále menš́ı množstv́ı
extrémů, které se v tomto měřeńı pravidelně vyskytovaly (viz ukázka pr̊uběhu proudu
v 3.3). Podobný pr̊uběh se vyskytoval i u daľśıch měřeńı proudu.
Obrázek 3.3: Histogram a ukázka pr̊uběhu I avg I1 C
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3.4 Frekvence
CEA soubor obsahuje 3 frekvence: f avg, f max a f min. Všechny tři veličiny
maj́ı extrémně podobné pr̊uběhy a to natolik, že se v grafu překrývaj́ı (viz 3.4).
Frekvence se udržuj́ı na hladině 50Hz a maj́ı velice malé odchylky nepřesahuj́ıćı
desetinu Hertze. (Předpokládám, že rozd́ıl byl zp̊usoben chybou měřeńı, nikoliv
rozd́ılnými hodnotami).
Pro tuto veličinu je opět d̊uležité zaznamenávat větš́ı odchylky od konstanty
(v tomto př. 50Hz), pokud vezmu výše zmı́něné vlastnosti v potaz, přijde mi
dostatečné tuto veličinu archivovat pouze jednou.
Obrázek 3.4: Pr̊uběhy f avg f C, f min f C a f max f C
3.5 Harmonický proud
Vlastnosti harmonických proud̊u lichého pořad́ı se lǐsily od vlastnost́ı proud̊u sudých.
Prvńı lichý harmonický proud je největš́ı (přes 1A) a má podobný tvar jako
normálńı proud, daľśı liché harmonické proudy se zmenšuj́ı a postupně se bĺıž́ı k nule
(5. harmonický: cca 0,5A, 7. harmonický: cca 0,3A, 11. harmonický: cca 0,15A,
...).
Obrázek 3.5: Ukázka pr̊uběh̊u lichých harmonických složek I1
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Sudé harmonické proudy sice s lichými sd́ılej́ı zmenšováńı velikosti s pořadovým
č́ıslem, tato vlastnost je zde ale nepatrná, jelikož hned od prvńıch složek jsou jejich
velikosti téměř nulové. Druhý harmonický se pohybuje okolo 0,02A a daľśı jsou ještě
menš́ı.
Obrázek 3.6: Ukázka pr̊uběh̊u sudých harmonických složek I1
3.6 Harmonické napět́ı
Vlastnosti harmonických napět́ı lichého pořad́ı se opět lǐsily od vlastnost́ı napět́ı
sudých.
Prvńı liché harmonické napět́ı je největš́ı (přes 240V) a má téměř stejný pr̊uběh
jako nominálńı napět́ı. Opět je dle mého názoru na mı́stě uvažovat o uchováváńı
pouze jedné z těchto veličin. Daľśı harmonická napět́ı se nepravidelně zmenšuj́ı
a bĺıž́ı nule (U3: cca 1,3V, U21: cca 0,4V; U40: cca 0,07V).
Obrázek 3.7: Ukázka pr̊uběh̊u lichých harmonických složek U1
U sudého harm. napět́ı se opakuje efekt popsaný u sudých harmonických proud̊u.
Hodnoty jsou sestupné a výrazně menš́ı než liché harmonické (v řádech desetin
a setin Voltu).
27
Obrázek 3.8: Ukázka pr̊uběh̊u sudých harmonických složek U1
3.7 Výkon
CEA soubory obsahuj́ı měřeńı činného i jalového výkonu.
Na rozd́ıl od ostatńıch veličin obsahoval jalový výkon kromě kladných i záporné
hodnoty. Vyskytovaly se velké extrémy v řádech stovek Watt̊u a některé jeho
pr̊uběhy byly velmi proměnné. Pr̊uběhy měly často podobný tvar jako pr̊uběhy
proud̊u. Př́ıkladem je P1 avg P1 a Q1 avg Q1, které měly, stejně jako proud I1
(viz obr. 3.3), opakuj́ıćı se extrémy v jinak velmi ustáleném pr̊uběhu. Hodnoty se
pohybovaly v řádu stovek až tiśıc Watt̊u. (Jalový výkon byl často v jediném měřeńı
tvořen zápornými hodnotami s extrémy v kladných hodnotách.)
Obrázek 3.9: Ukázka pr̊uběh̊u jalového výkonu
3.8 THD (celkové harmonické zkresleńı)
THD proudu a napět́ı se vyskytovaly ve trojićıch: pr̊uměrná, maximálńı a minimálńı
hodnota. Tyto grafy měly velmi podobné pr̊uběhy, které měly od sebe určitý offset
a z velké části se překrývaly (viz 3.10). U proudu se hodnoty pohybovaly v řádu
deśıtek procent, u napět́ı v jednotkách (viz 3.11).
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Obrázek 3.10: Ukázka tř́ı pr̊uběh̊u THD proudu
Obrázek 3.11: Ukázka tř́ı pr̊uběh̊u THD napět́ı
3.9 Shrnut́ı
• V CEA souborech se nacháźı velké množstv́ı r̊uzných měřeńı napět́ı, proudu,
činného a jalového výkonu, frekvence, harmonických složek napět́ı a proudu
a THD napět́ı a proudu.
• Soubory nemaj́ı konstantńı množstv́ı měřeńı, tud́ıž i jejich velikosti jsou r̊uzné.
• Zat́ımco některé veličiny, jako frekvence či napět́ı, maj́ı většinou ustálené
pr̊uběhy, jiné veličiny maj́ı pr̊uběhy často velmi proměnlivé.
• Naměřené hodnoty maj́ı proměnlivý počet cifer a desetinných mı́st.
• Obsah archiv̊u je tedy značně rozmanitý a vhodné kompresńı algoritmy by
tedy buď měly být schopné efektivně komprimovat velmi rozd́ılné druhy dat,
nebo je třeba data předběžně zakódovat tak, aby se co nejv́ıce homogenizovala.
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4 Komprimace soubor̊u r̊uzné velikosti
Prvńı série test̊u se zabývá kompreśı binárńıch soubor̊u r̊uzné velikosti obsahuj́ıćıch
naměřené hodnoty elektrických veličin. Pro testováńı jsem použil vzorek 113 CEA
soubor̊u. Jedno měřeńı v testovaných CEA souborech obsahovalo kolem 86 tiśıc hod-
not, tud́ıž při exportu do binárńıho souboru jako Single (4B) hodnoty měl soubor
velikost kolem 340kB. Na tomto kvantitativńım rozděleńı ale neńı třeba lpět a pro
efektivněǰśı uchováńı měřeńı se může osvědčit jiná velikost, která bude po kompresi
některým kompresńım algoritmem dosahovat větš́ıho stupně komprese. Měřeńı jed-
notlivých veličin exportuji do stejně velkých binárńıch soubor̊u. Testovány budou
tyto veličiny: Napět́ı, proud, frekvence, činný a jalový výkon, harmonické napět́ı
a proud, THD napět́ı a proudu. Testy by měly pokrýt ty nejd̊uležitěǰśı elektrické
veličiny vyskytuj́ıćı se v archivech.
Binárńı soubory archivuji pomoćı Lzma, Bzip2 a Deflate. Zaznamenal jsem dobu
archivace a stupeň komprese [velikost před kompreśı/ velikost po kompresi].
Všechny výše zmı́něné testy provád́ım i pro několik r̊uzných zp̊usob̊u zápisu
měřeńı. Nejprve otestuji kompresi nezakódovaných měřeńı, následuj́ı testy delta
kódováńı a pevné řádové čárky.
4.1 Ukládáńı hodnot jako Single
4.1.1 Popis test̊u
Jelikož maj́ı hodnoty v archivech č́ısla za desetinnou čárkou, je pro normálńı zápis
možné volit z datových typ̊u Double nebo Single. Double (8B) je zbytečně velký
a proto je nejlepš́ım řešeńım ukládat hodnoty bez zakódováńı jako Single.
4.1.2 Výsledky test̊u
Efektivita komprese se u jednotlivých měřeńı výrazně lǐsila. Nejvyšš́ıho CR al-
goritmy dosahovaly při kompresi frekvence. Bzip2 zde dosáhl nejvyšš́ıho stupně
komprese těsně před LZMA, který byl mı́rně horš́ı. Oba algoritmy si vedly podobně
při kompresi napět́ı, nicméně při kompresi všech ostatńıch veličin dosahoval nej-
lepš́ıch výsledk̊u LZMA. Bzip2 naopak zaostával. Bzip2 měl také trvale menš́ı
časovou náročnost než LZMA. Jako ukázku přikládám pr̊uměrné CR a čas kom-
prese napět́ı.(tab. 4.1) Je zřejmé, že Bzip2 komprimoval napět́ı dvakrát až třikrát
rychleji nez Lzma.
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Tabulka 4.1: Pr̊uměrné CR a čas [CR/t] pro měřeńı napět́ı
100kB 200kB 500kB 1MB 2MB
bz2 1,78/ 87ms 1,79/ 125ms 1,87/ 255ms 1,91/ 419ms 1,92/ 863ms
7z 1.86/ 122ms 1,87/ 211ms 1,88/ 563ms 1,89/ 1s 1,89/ 2,44s
zip 1,44/ 19ms 1,44/ 37ms 1,45/ 96ms 1,45/ 162ms 1,44/ 346ms
Krom výjimek dosahoval Lzma největš́ıho stupně komprese. U veličin pohy-
buj́ıćıch se kolem nuly či v jednotkách a u veličin obsahuj́ıćıch větš́ı extrémy byl
Lzma výrazně lepš́ı než Bzip2 i Deflate a na rozd́ıl od Bzip2 měl dobré výsledky
v podstatě u všech druh̊u dat. Bzip2 se při aplikaci na malá nebo proměnlivá data
viditelně zhoršoval a např. u 40. harmonického napět́ı, které koĺısalo kolem nuly,
dosahoval stejného CR jako Deflate, který měl trvale nejmenš́ı dosažené CR. Největš́ı
výhoda Deflate byla jeho velká rychlost. Jako ukázka poslouž́ı tabulka výsledk̊u páté
harmonické (tab. 4.2), která měla velikost zhruba 0,45A.
Tabulka 4.2: Pr̊uměrné CR a čas [CR/t] pro 5. harmonický proud
100kB 200kB 500kB 1MB 2MB
bz2 1,32/ 59ms 1,29/ 202ms 1,27/ 334ms 1,26/ 428ms 1,26/ 977ms
7z 1.54/ 68ms 1,55/ 244ms 1,56/ 504ms 1,57/ 714ms 1,57/ 1,7s
zip 1,26/ 9ms 1,26/ 32ms 1,26/ 67ms 1,26/ 97,8ms 1,26/ 231ms
Při změně velikosti soubor̊u docházelo k malým změnám v CR. Největš́ı odezvu
měl Bzip2 na frekvenci, kdy se mezi 100kB a 4MB soubory CR zvětšilo z 2,46 na 2,95.
Jinak se CR měnil minimálně a v př́ıpadě Bzip2 často i záporně. Stupeň komprese
Lzma při zvětšováńı velikosti souboru pravidelně rostl, ale opět velmi nevýrazně.
Ani s využit́ım Deflate se neprojevovaly velké změny. Ke změně nav́ıc docházelo
u menš́ıch velikost́ı, tedy rozd́ıly mezi kompreśı soubor̊u o velikosti 100 a 200kB
byly větš́ı, než rozd́ıly mezi soubory s velikost́ı 1 a 4MB (viz 4.1.2).
Obrázek 4.1: Pr̊uměrné výsledky komprese bin. soubor̊u s naměřenými hodnotami
THD napět́ı pomoćı Lzma
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4.2 Ukládáńı hodnot jako Integer s pevnou řádovou
čárkou
4.2.1 Popis kódováńı
Jelikož měřeńı elektrických veličin tvoř́ı desetinná č́ısla, nejjednodušš́ı zp̊usob jejich
reprezentace v souborech je datový typ Single (4B). K ukládáńı hodnot ale lze
použ́ıt i některé z celoč́ıselných datových typ̊u. Při ukládáńı menš́ıch č́ısel bĺıž́ıćıch
se nule nebo při archivaci hodnot vyžaduj́ıćıch přesnost na desetinná mı́sta je ale
nevhodné ztrácet velkou část informace zaokrouhlováńım hodnoty veličiny na celé
č́ıslo. V takovém př́ıpadě můžeme několik cifer č́ısla přǐradit č́ısl̊um za desetinnou
čárkou a ukládat je jako fixed point. Podrobněǰśım popisem se zabývá sekce 2.1.4
v rešerši.
4.2.2 Popis test̊u
Ćılem těchto test̊u bude porovnáńı komprese měřeńı uložených do bin. soubor̊u jako
Single a jako Int32. V obou př́ıpadech budou č́ısla zaokrouhlena na 4 desetinná mı́sta
(Hodnota 1,23456 bude exportována jako 1,2346 Single a 12346 jako Integer), dojde
tedy k uložeńı stejného množstv́ı informace. Ćılem testu je porovnat tyto zp̊usoby
kódováńı. Opět budu testy provádět na vzorku 113 CEA soubor̊u. U obou kódováńı
porovnám stupeň komprese a časovou náročnost jednotlivých komprimačńıch algo-
ritmů při jejich aplikaci na binárńı soubory r̊uzné velikosti.
K ověřeńı test̊u otestuji i ukládáńı hodnot jako Single a Integer s jednou de-
setinnou čárkou, abych mohl lépe určit chováńı kompresńıch algoritmů při r̊uzných
stupńıch komprese a pokuśım se o analýzu, jaký má tato změna efekt na CR
a časovou náročnost.
4.2.3 Výsledky test̊u
Obecně se dá ř́ıci, že CR se při fixed point kódováńı zvětšilo. Největš́ıho zvětšeńı
dosahoval Lzma, který předčil Bzip2 i Deflate u všech veličin kromě frekvence. Jako
ilustračńı graf poslouž́ı graf se soubory s napět́ım, jelikož v minulých testech byly
u této veličiny algoritmy Lzma a Bzip2 poměrně vyrovnané. Na obrázku 4.2 je vidět
kromě zvětšeńı CR u obou algoritmů i změna mezi Bzip2 a Lzma, kterému se stupeň
komprese zvýšil o něco v́ıc.
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Obrázek 4.2: Single vs fixed point Integer: Napět́ı
Podrobné změny v CR a čas. náročnosti komprese jsou vyč́ısleny v tabulce 4.3.
Tabulka 4.3: Poměry pr̊uměr̊u CR a časové náročnosti: soubory s INT/soubory
se Single. Č́ıslo před lomı́tkem znač́ı CR soubor̊u s Integery a soubor̊u se Singly.
(Pokud je č́ıslo >1, stupeň komprese se ukládáńım Integer̊u mı́sto Singl̊u zvětšil.)
Č́ıslo za lomı́tkem znač́ı poměr časové náročnosti komprese soubor̊u s Integery a sou-
bor̊u se Singly ( Tedy pokud je č́ıslo >1, soubory s Integery měly větš́ı časovou
náročnost než soubory se Singly).
200kB 500kB 1MB 4MB
Napět́ı: .bz2 1.12/ 0.9 1.0984/1.54 1.078/ 1.09 1.078/ 1.234
Napět́ı: .7z 1.14/ 0,95 1,1439/1.386 1.1417/0.991 1.1373/ 1.15
Napět́ı: .zip 1.13/ 1.64 1.13/ 2.23 1.1329/ 1.71 1.1325/ 1.925
Proud: .bz2 1.1827/ 1 1.1475/ 1.42 1.1351/ 1.19 1.128/ 2.189
Proud: .7z 1.2801/ 1.47 1.26/ 1.993 1.2546/ 1.662 1.2381/ 2.962
Proud: .zip 1.2012/ 2.4 1.1998/ 2.69 1.2019/ 2.56 1.2015/ 4.769
Frekv.: .bz2 1.1545/ 1.02 1.0996/ 0.97 1.0914/ 1.03 1.0799/ 2.265
Frekv.: .7z 1.2409/ 1.46 1.1865/ 1.36 1.1636/ 1.467 1.1342/ 3.77
Frekv.: .zip 1.0473/ 1.72 1.0418/ 1.59 1.0398/ 1.67 1.0384/ 4.279
Činný v.: .bz2 1.02/ 0.83 0.988/ 1.07 0.968/0.81 0.963/ 1.808
Činný v.: .7z 1.05/ 0.83 1.045/ 0.96 1.0435/ 0.8 1.0435/ 1.927
Činný v.: .zip 1.0459/ 1.09 1.0444/ 1.26 1.0433/ 1.18 1.0431/ 1.835
Jalový v.: .bz2 1.0518/ 0.83 1.012/ 1.08 0.995/ 0.86 0.991/ 1.53
Jalový v.: .7z 1.1309/ 0.82 1.1164/ 0.96 1.1102/ 0.805 1.1038/ 1.254
Jalový v.: .zip 1.1162/ 1.4 1.1132/ 1.53 1.1112/ 1.43 1.1105/ 2.605
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Soubory s hodnotami proudu jako Integery dosahovaly oproti soubor̊um se Singly
o 10-20% větš́ıho CR při kompresi pomoćı Bzip2, o 20% lepš́ı u Deflate a mezi 20
a 30% při kompresi pomoćı Lzma. Činný a jalový výkon P1 a Q1 maj́ı podobný tvar
pr̊uběhu jako proud I1, ale pohybuj́ı se ve stovkách Watt̊u (o 2 cifry větš́ı č́ısla). To
se projevilo u Bzip2 zhoršeńım CR u soubor̊u s Integery na zhruba stejnou úroveň
jako u soubor̊u se Singly. Lzma měl zdaleka největš́ı zlepšeńı CR ( u proudu 28-23%,
u frekvence 24-13%, činný výkon 5%, jalový výkon 10-13%) a oba daľśı algoritmy
předčil. Stupeň komprese Deflate algoritmu se s použit́ım fixed point zlepšil také,
jeho CR ale z̊ustal nejhorš́ı.
Použ́ıváńı Integer̊u ovlivnilo časovou náročnost sṕı̌se negativně. Deflate algorit-
mus kromě pravidelného zvětšeńı CR zaznamenal i zvětšeńı času komprese. Toto
zhoršeńı bylo největš́ı u soubor̊u o velikosti 4MB. Změna časové náročnosti u Bzip2
a Lzma byla značně nelineárńı, v některých př́ıpadech se zvětšila, někdy zmenšila.
Hlavńım znakem časové délky, který lze dobře pozorovat z tabulky 4.3 i z graf̊u 4.2
a 4.3 je velké zhoršováńı časové náročnosti u soubor̊u větš́ı velikosti (4MB).
Při ukládáńı pouze jednoho desetinného mı́sta namı́sto čtyř se rozd́ıly v CR mezi
soubory s Integery a soubory se Singly nezměnily. Opět docházelo k zvětšeńı CR.
U napět́ı 4-5% při kompresi Bzip2 a 6% při použit́ı Lzma. To je oproti předešlým
test̊um ještě menš́ı rozd́ıl viz 4.3. Naopak u činného výkonu došlo k zvětšeńı rozd́ıl̊u,
kdy Lzma byl o 10% a Bzip2 o 5% lepš́ı při ukládáńı Integer̊u. Deflate dosahoval
podobných výsledk̊u jako v předchoźım testu. Daľśım d̊uležitým poznatkem je, že
stejně jako při ukládáńı hodnot jako Single, i zde změna velikosti soubor̊u neměla
velký vliv na stupeň komprese.
Obrázek 4.3: Komprese napět́ı s jednou desetinnou čárkou
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4.2.4 Závěr
Uchováváńı měřeńı jako Integer̊u mělo ve většině př́ıpad̊u za následek zvětšeńı CR,
v nejhorš́ıch př́ıpadech podobné výsledky jako ukládáńı Single hodnot. Lzma dosa-
hoval největš́ıho zvětšeńı pohybuj́ıćıho se od 4 do téměř 30%. CR zhoršoval nestálý
pr̊uběh veličin, který nejh̊uře snášel Bzip2 ( u činného výkonu došlo i k velmi malému
zhoršeńı v CR oproti soubor̊um se Single hodnotami). Deflate se v CR zlepšovalo
mezi 3-20%. S lepš́ım CR se časová náročnost zhoršovala. U veličin s malým
zvětšeńım CR (činný proud atd.) lze pozorovat zlepšeńı časové náročnosti, u veličin
jako frekvence, napět́ı a proud se čas. náročnost zhoršovala. Největš́ı rozd́ıl v CR byl
mezi oběma zp̊usoby kódováńı u malých soubor̊u. Se zvětšuj́ıćı se velikost́ı souboru
se rozd́ıly v CR zmenšovaly.
4.3 Diferenciálńı kódováńı
4.3.1 Popis
Diferenciálńı kódováńı (popsané v sekci 2.1.3 v teoretické části této práce) budu
ukládat opět nejdř́ıve jako Single se 4 desetinnými mı́sty a poté jako Integer s prvńımi
4 ciframi pro desetinná mı́sta. Takto bude možné efektivitu tohoto zp̊usobu archivace
dat př́ımo porovnat s předešlými testy.
4.3.2 Výsledky
U jalového i činného výkonu a harmonických složek napět́ı i proudu nejlépe kompri-
moval Lzma (I když těsně, s max. rozd́ıl v CR oproti Bzip2 byl 0.1). Zároveň si ale
stále udržoval největš́ı nárok na čas. Deflate algoritmus se oproti dř́ıvěǰśım test̊um
nezměnil, stále jednoznačně nejrychleǰśı, ale s nejmenš́ım dosaženým CR.
Obrázek 4.4: Dif. kódovaný jalový výkon
Největš́ıho CR dosáhly všechny algoritmy při kompresi frekvence. Stupeň kom-
prese pro Lzma se pohyboval mezi 4.5 až 4.6 a pro Bzip2 zase mezi 4.7 až 4.85. Daľśı
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veličiny, kde měl Bzip2 lepš́ı výsledky, byly napět́ı i proud. Rozd́ıl v CR byl zhruba
0.1 ve prospěch .bz soubor̊u. Bzip2 také soubory zkomprimovalo v mnohem kratš́ım
čase(viz 4.5).
Obrázek 4.5: Dif. kódovaný proud
Ukládáńı hodnot jako Single i jako fixed point Integer se ukázalo jako výhodné,
fixed point Integer dokonce jako nejvýhodněǰśı zp̊usob komprese ze všech testo-
vaných zp̊usob̊u. U všech testovaných veličin dosahovalo delta zakódováńı fixed
point Integer̊u větš́ıho CR, než delta kódováńı Single hodnot. Bzip2 a Lzma měly vy-
rovnané výsledky ve stupni komprese. Frekvence, napět́ı, proud, harmonické složky
napět́ı a proudu nejlépe archivoval Bzip2, činný a jalový výkon ovládl Lzma. Bzip2
byl ale trvale rychleǰśı než Lzma a vzhledem k tomu, že při delta kódováńı dokázal




Testy provedené v této kapitole měly naj́ıt rozd́ıly mezi ukládáńım hodnoty jako In-
tegery a jako Singly, mezi diferenciálńım kódováńım a normálńım zápisem měřeńı,
mezi jednotlivými algoritmy a také mezi r̊uznými velikostmi komprimovaných sou-
bor̊u. V ilustraci 4.6 jsem na čtyřech r̊uzných veličinách vykreslil pr̊uměrné výsledky
jednotlivých algoritmů a zp̊usobu zápisu dat.
Obrázek 4.6: Pr̊uměrné výsledky test̊u.
• Použit́ı diferenciálńıho kódováńı (v grafu 4.6 značeno jakoΔ) se na stupni kom-
prese podepsalo kladně, stejně tak jako ukládáńı hodnot jako Integer s pevnou
řádovou čárkou (v grafu ozn. jako Int). Kombinace těchto dvou technik proto
dosahovala v testech nejlepš́ıch výsledk̊u. Všechny kompresńı algoritmy tedy
dosahovaly nejvyšš́ıho CR při použit́ı kombinace delta kódováńı a pevné řádové
čárky. CR kompresńıch algoritmů Bzip2 a Deflate se při použit́ı této techniky
zlepšil u všech veličin zhruba o 30% oproti normálńımu ukládáńı hodnot jako
Single. CR u Lzma se také zvětšil o 15 - 30%.
• Bzip2 komprimoval s nejvyšš́ım stupněm komprese homogenńı data (např.
frekvence, která vždy koĺısala těsně kolem 50Hz). Zároveň komprimoval výrazně
rychleji než Lzma. Dosažený CR byl ale velmi situačńı a při kompresi sou-
bor̊u s proměnlivěǰśımi hodnotami jeho velikost výrazně klesla (někdy až pod
úroveň Deflate algoritmu, viz CR jalového výkonu v 4.6).
• Lzma byl daleko všestranněǰśı a dosahoval dobrých výsledk̊u na všech testo-
vaných datech za cenu vyšš́ı časové náročnosti.
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• Deflate měl opačné výsledky. Komprese soubor̊u prob́ıhala s přehledem nej-
rychleji ale s nejmenš́ım CR.
• Stupeň komprese jako takový se při změně velikosti souboru zásadně neměnil.
Největš́ı rozd́ıl se vyskytoval vždy u soubor̊u menš́ıch velikost́ı (100 až 500kB)
a s přibývaj́ıćı velikost́ı se zmenšoval (rozd́ıl mezi 1MB a 4MB byl zpravidla
menš́ı než rozd́ıl mezi 100kB a 500kB).
• Změna ve stupni komprese u Lzma byla vždy kladná, tedy č́ım větš́ı velikost
souboru, t́ım lepš́ı stupeň komprese (viz 4.7). Naproti tomu změna v CR
u Bzip2 byla někdy kladná, jindy se CR při zvýšeńı velikosti soubor̊u zmenšilo
(viz 4.8).
• Vzhledem k předchoźım dvěma bod̊um je možné určit konstantńı optimálńı
velikost souboru pouze pro Lzma. Pokud vezmu v potaz i fakt, že CEA archivy
obsahuj́ı pouze malé množstv́ı měřeńı frekvenćı (většinou 3) a mnohonásobně
větš́ı množstv́ı měřeńı napět́ı, proudu, výkonu a daľśıch veličin, Bzip2 bude
mı́t pravděpodobně slabš́ı výsledky, než vyplývá z obr. 4.6.
• Za nejvhodněǰśı kompresńı algoritmus, který má nejen vysoký stupeň
kom-prese, ale i stabilńı chováńı u všech druh̊u dat, bych označil
Lzma. Jelikož se pro Lzma stupeň komprese zvyšoval hlavně mezi
100kB a 1MB a dále už stagnoval (viz 4.7), jako nejvhodněǰśı ve-
likost souboru bych označil 1MB. Nakonec, jak již bylo řečeno, za
nejefektivněǰśı zp̊usob předběžného zpracováńı bych zvolil kombi-
naci delta kódováńı a pevné řádové čárky při ukládáńı měřeńı jako
datový typ Int32.
Obrázek 4.7: Pr̊uměrné výsledky algoritmu Lzma při kompresi napět́ı
Obrázek 4.8: Pr̊uměrné výsledky algoritmu Bzip2 při kompresi činného výkonu
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5 Využit́ı ťŕıdy p̌resnosti
Nepřesnost měřeńı, která je vyjádřena tř́ıdou přesnosti měř́ıćıho př́ıstroje, lze využ́ıt
k transformaci ukládaných hodnot, pakliže se data budou pohybovat v povoleném
pásmu stanoveném tř́ıdou přesnosti. To de facto znamená, že v určitém pásmu
hodnot můžeme naměřené hodnoty zaokrouhlovat, zvětšovat i zmenšovat a ukládat
je takovým zp̊usobem, abychom zlepšili následnou kompresi některým kompresńım
algoritmem. V praxi neńı vhodné použ́ıvat celé pásmo TP, abychom se vyhnuli
problémům s hraničńımi hodnotami. Pokud se vedle sebe vyskytuje hodnota u dolńı
hranice pásma TP a hodnota u horńı hranice pásma TP, může se stát, že rozd́ıl
mezi těmito hodnotami bude větš́ı, než dovolená odchylka. Tento nešvar odstrańıme
zmenšeńım povoleného pásma, ve kterém se lze pohybovat (např. na desetinu pásma
tř́ıdy přesnosti). Pojem pásmo tolerance (zkr. PT) budu v této kapitole použ́ıvat
k označeńı části tř́ıdy přesnosti (zpravidla desetiny TP), ve které se hodnoty budou
moci pohybovat.
5.1 Komprese zaokrouhlováńım
Jedná se o jednoduchý druh ztrátové komprese, kterým jsem se zabýval v mém
semestrálńım projektu ve 2. ročńıku. Snaž́ıme se zmenšit počet mı́st za desetinnou
čárkou na co nejmenš́ı počet, kdy se zaokrouhlené č́ıslo stále nacháźı v pásmu tole-
rance. Pokud se v souboru nacházej́ı podobně velká č́ısla, zaokrouhĺı se v některých
př́ıpadech stejně. Hojněǰśı výskyt stejných č́ısel, stejně tak, jako zmenšeńı celkového
počtu cifer ukládaných č́ısel, povede ke zlepšeńı stupně komprese bezeztrátových
kompresńıch algoritmů.
Tabulka 5.1: Porovnáńı zaokrouhlováńı dle r̊uzných PT
PT 0 PT 0,05 PT 0,1 PT 0,2 PT 1
0,9185022 0,9185 0,919 0,92 0,92
16,8826 16,88 16,88 16,9 17
1244,416 1244 1244 1244 1244
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5.2 Buffer p̌redešlých hodnot
Jeden ze zp̊usob̊u předběžného zpracováńı spoč́ıvá ve sledováńı, zda se velikost
ukládaného č́ısla nedá v rámci povoleného pásma pozměnit na velikost č́ısla, které
se v měřeńı vyskytovalo již dř́ıve. T́ımto zp̊usobem se zvětš́ı počet stejných č́ısel
nacházej́ıćıch se v souboru, což zefektivńı následnou kompresi bezeztrátovými algo-
ritmy Bzip2, Lzma a Deflate. Buffer předešlých hodnot, na které se budeme snažit
ukládané č́ıslo změnit, bude realizován jako datový typ fronta. Frontu budeme
procházet od konce, aby se maximalizoval počet zřetězených stejných hodnot nachá-
zej́ıćıch se vedle sebe. Při nálezu prvńıho č́ısla v bufferu, které se nacháźı uvnitř
povoleného pásma ukládaného č́ısla, se velikost ukládaného č́ısla změńı na velikost
č́ısla nalezeného v bufferu. Následně č́ıslo se ulož́ı do souboru a také se přidá na
konec bufferu.
5.3 Namodelované pr̊uběhy p̌ri r̊uzných parametrech
Stupeň komprese a časová náročnost se budou měnit podle změny v namodelo-
vaném pr̊uběhu veličiny. Změna v pr̊uběhu záviśı na velikosti bufferu a velikosti
povoleného pásma. Jelikož se jedná o ztrátovou kompresi, je vhodné analyzovat
i změnu ukládané informace od té p̊uvodńı v závislosti na velikosti bufferu a pásmu
tolerance.
5.3.1 Pásmo tolerance 0,1
Na obr. 5.1 je vidět rozd́ıl v ukládaném měřeńı při r̊uzně zvolené délce bufferu
(zvolená tř́ıda přesnosti je 1 -> povolené pásmo je 0,1). Při využit́ı bufferu o délce
125 se d́ıky deľśı paměti vyskytuj́ı častěji stejné hodnoty a zároveň se zmenšuje počet
unikátńıch velikost́ı veličiny, nicméně časová náročnost se d́ıky procházeńı deľśıho
bufferu zhoršuje.
Obrázek 5.1: Pr̊uběhy napět́ı při využit́ı buffer̊u r̊uzné velikosti a PT 0,1
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5.3.2 Pásmo tolerance 0,05
Při použit́ı dvakrát menš́ıho pásma tolerance docháźı k nalezeńı vhodné hodnoty
v bufferu méně často a tud́ıž se hodnoty v bufferu měńı častěji. Pr̊uběh ve výsledku
neobsahuje tolik stejných hodnot. Nejvhodněǰśı velikost bufferu se tedy měńı dle
povoleného pásma. Při použit́ı malého PT na proměnlivou veličinu se bude často
bezvýsledně prohledávat celý buffer a to povede k velké časové náročnosti s pouze
malým zlepšeńım ve stupni komprese.
Obrázek 5.2: Pr̊uběhy napět́ı při využit́ı buffer̊u r̊uzné velikosti a PT 0,05
5.3.3 Pásmo tolerance 0,025
Při daľśım zmenšeńı pásma se efekt opakuje. Řetězce za sebou jdoućıch stejných
hodnot jsou kratš́ı a vzácněǰśı, proto se při zachováńı stejně velké osy y a délky
vzorku stává těžš́ı a těžš́ı vidět rozd́ıly mezi bufferem o vel. 1 a 125.
Obrázek 5.3: Pr̊uběhy napět́ı při využit́ı buffer̊u r̊uzné velikosti a PT 0,025
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5.3.4 Rozd́ıly mezi pr̊uběhy
Odchylka od p̊uvodńıho pr̊uběhu se dá popsat pomoćı středńı kvadratické chyby
(RMSE; viz sekce 2.1.5). Na obrázku 5.4 jsou vykresleny změny této veličiny při
r̊uzných povolených pásmech.
Obrázek 5.4: RMSE pro měřeńı napět́ı o velikosti 86000 vzork̊u při využit́ı bufferu
předešlých hodnot
Rozd́ıl mezi velikostmi bufferu je znázorněn přerušovanou čárou. S pásmem
přesnosti 0,1 dosahoval buffer o velikosti 125 o 0,0084 větš́ıho RMSE než při velikosti
1. Tento rozd́ıl se s rostoućım pásmem tolerance lineárně zvyšoval a při PT 0,025
dosahoval rozd́ıl v RMSE již 0,0112.
Daľśı ukazatel použitelný k analýze odchylky od p̊uvodńıho pr̊uběhu je středńı
absolutńı odchylka (MSE; viz sekce 2.1.5). Pro stejný pr̊uběh je MSE vynesena
v grafu 5.5. Výsledek je v tomto př́ıpadě podobný RMSE: Při zvětšeńı pásma
tolerance docháźı k lineárńımu zvětšeńı středńı absolutńı odchylky. Stoupáńı MSE
je u bufferu s velikost́ı 125 mı́rně strměǰśı než u bufferu o velikosti 1.
Obrázek 5.5: MSE pro měřeńı napět́ı o velikosti 86000 vzork̊u při využit́ı bufferu
předešlých hodnot
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Pokud spoč́ıtáme RMSE a MSE pouze pro ty hodnoty, které byly upravené (tedy
ty, které se oproti originálńımu měřeńı změńı), rozd́ıly mezi buffery se zminimalizuj́ı,
viz obr. 5.6.
Obrázek 5.6: MSE a RMSE pouze pro upravované hodnoty při využit́ı bufferu
předešlých hodnot
Důvodem je princip, na kterém buffer funguje: v bufferu s větš́ı kapacitou se
podař́ı častěji naj́ıt vhodnou hodnotu a tud́ıž se oproti originálu změńı větš́ı množstv́ı
hodnot. Takto vzniká odchylka od originálu a buffery s větš́ı velikost́ı tedy budou
mı́t i větš́ı odchylku (jak RMSE, tak MSE). Pokud ale měř́ıme odchylky pouze na
změněných datech, poměr upravených a neupravených hodnot je irelevantńı. Proto
lze v grafu 5.6 pozorovat mezi buffery pouze minimálńı rozd́ıly. Velikosti RMSE
a MSE se podobaj́ı velikostem stejných veličin u bufferu s velikost́ı 125, protože tam
se častěji upravovaly hodnoty.
5.4 Popis testováńı CR a časové náročnosti
Otestuji vzorek 51 CEA soubor̊u (jiné, než soubory z minulých test̊u). Naměřené
veličiny z nich exportuji do binárńıch soubor̊u o velikosti 1MB a následně zkom-
primuji do bz2, 7z a zip formátu. K předběžnému zpracováńı dat využiji buffer
předešlých hodnot tak, jak je popsaný v předcházej́ıćı části (5.2). Zvolené velikosti
buffer̊u jsou 1, 125, 250 a 500. Tyto buffery r̊uzných velikost́ı budu testovat na
čtyřech tř́ıdách přesnosti (2,5; 1; 0,1; 0,05), nicméně maximálńı přijatelná změna ve-
likosti veličiny bude pouze desetina tř́ıdy přesnosti (0,25; 0,1; 0,01; 0,005). Podobně
jako v minulých testech, i zde zaznamenám stupeň komprese algoritmů Lzma, Bzip2
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a Deflate. K určeńı časové náročnosti buffer̊u budu při ukládáńı každého č́ısla sle-
dovat časovou náročnost metody procházej́ıćı buffer a hledaj́ıćı vhodnou velikost
k uložeńı. V mém C# programu je napsaná následovně:
private f loat bufferTP ( S i n g l e nactenahodnota , S i n g l e pasmoTP)
{
S i n g l e va lue ;
for ( int i = b u f f e r . Count − 1 ; i >= 0 ; i−−)
{
value = b u f f e r . ElementAt ( i ) ;
i f ( va lue > nactenahodnota &&
( nactenahodnota + ( nactenahodnota∗pasmoTP ) ) > value )
{
nactenahodnota = value ;
break ;
} else i f ( va lue < nactenahodnota &&
( nactenahodnota − ( nactenahodnota∗pasmoTP ) ) < value )
{




i f ( a k t u a l n i d e l k a b u f f e r u < m a x v e l i k o s t b u f f e r u )
{
b u f f e r . Enqueue ( nactenahodnota ) ;




b u f f e r . Dequeue ( ) ;







Obrázek 5.7: Změny v CR dle velikosti bufferu
Stupeň komprese se s použit́ım buffer̊u mnohonásobně zlepšil. Frekvence, jej́ıž
CR se při ukládáńı v normálńı formě pohybovalo mezi 2 a 3 se při využit́ı nej-
menš́ıho testovaného pásma tolerance (0,005%) pohybovala u Lzma, Bzip2 i Deflate
v řádu deśıtek. Se zvětšeńım pásma tolerance se CR rapidně zvětšovalo až do ve-
likosti v řádu tiśıc̊u. Jakožto veličina stále koĺısaj́ıćı kolem 50Hz měla frekvence
samozřejmě CR výrazně vyšš́ı než ostatńı veličiny. Přesto lze u všech veličin po-
zorovat některé společné rysy: Hlavńı rozd́ıly v CR vznikaly zpravidla mezi buffery
o velikosti 1 a 125. Mezi velikostmi 125, 250 a 500 se změny v CR rychle zmenšovaly
i přes rostoućı časovou náročnost. (Algoritmus musel kv̊uli každému č́ıslu procházet
stále větš́ı buffer.) Jako nejvhodněǰśı velikost bufferu bych tedy volil č́ısla mezi
1 a 125. Daľśım opakuj́ıćım se fenoménem byla jednoznačná nadřazenost algoritmu
Lzma ve stupni komprese. Z graf̊u lze vidět, že nehledě na povolené pásmo a kompri-
movanou veličinu dosahoval Lzma stále nejlepš́ıch výsledk̊u. Deflate se také výrazně
zlepšil a končil zpravidla druhý. Bzip2 reagoval oproti předešlým dvěma algoritmům
na tento druh předběžného zpracováńı výrazně nejméně. Tento rozd́ıl se s rostoućım
CR zvětšoval a např. u frekvence s povoleném pásmem 0,1 a 0,25% dosahoval pouze
zlomku stupně komprese ostatńıch algoritmů. Obě zmı́něné vlastnosti lze pozorovat
na grafech 5.7 zobrazuj́ıćıch CR r̊uzných veličin při pásmech tolerance.
45
5.5.2 Časová náročnost buffer̊u r̊uzné velikosti
Jak lze vidět na grafu časové náročnosti při povoleném pásmu 0,1% zde 5.8, časová
náročnost rostla exponenciálně. Pokud do úvahy vezmeme i graf dosažených stupň̊u
komprese ( 5.7), je jasné, že u buffer̊u délek 250 a 500 docházelo k častému procházeńı
celého bufferu bez nalezeńı vhodné hodnoty. CR stagnuje na podobných hodnotách
jako u bufferu velikosti 125 a časová náročnost exponenciálně roste. Proto jsem toho
názoru, že velikosti bufferu 250 a 500 byly v tomto př́ıpadě zbytečně velké.
Obrázek 5.8: Pr̊uměrná časová náročnost buffer̊u r̊uzné velikosti při PT 0,1%
5.6 Buffer s diferenciálně zakódovanými hodnotami
Využit́ı bufferu s předešlými hodnotami lze zkombinovat s diferenciálńım zakódováńım,
které jsem testoval v kapitole 4.3. Jelikož se buffer prohledává od konce, namo-
delovaná měřeńı maj́ı často stejné hodnoty zřetězené za sebou. Při diferenciálńım
kódováńı, kdy se hodnota ukládá jako odchylka od minulého č́ısla, se všechny řetězce
stejných hodnot ulož́ı jako nuly (kromě prvńıho č́ısla).
Výhoda tohoto kódováńı tkv́ı v častém výskytu nul, které se komprimačńım al-
goritmům velmi dobře zpracovávaj́ı. Nevýhodou je výskyt kladných a záporných
č́ısel, která se často stř́ıdaj́ı. Takový pr̊uběh může být sám o sobě horš́ı ke kom-
primaci. Protože se neukládaj́ı př́ımé hodnoty, ale odchylky od minulých hodnot,
pr̊uběh bude obsahovat v́ıce r̊uzných hodnot, než nezakódovaný pr̊uběh. Jak lze
vidět na obrázku 5.9, stř́ıdáńı dvou r̊uzných hodnot v nezakódovaném pr̊uběhu se
ulož́ı jako tři rozd́ılné hodnoty: odchylka na novou hodnotu, nuly opakuj́ıćı se dokud
hodnota z̊ustává stejná a následná odchylka na p̊uvodńı hodnotu, která má ale ji-
nou velikost než prvńı odchylka. (Prvńı a druhá odchylka maj́ı stejnou velikost, ale
rozd́ılná znaménka, přestože hodnota před prvńı odchylkou a po druhé odchylce je
v nezakódovaném pr̊uběhu stejná.)
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Jelikož má delta kódováńı výše uvedené výhody i nevýhody, nejsem schopen
dopředu určit, zda bude výhodné ho použ́ıt. Proto bude vhodné ho otestovat
a provést analýzu při použit́ı na reálných datech.
Obrázek 5.9: Pr̊uběhy ukládaného napět́ı při pásmu tolerance 0,5 s využit́ım bufferu
předešlých hodnot
5.7 Testováńı bufferu s diferenciálńım kódováńım
Ćılem těchto test̊u je otestovat techniku popsanou v minulé sekci, tedy buffer s delta
kódovanými hodnotami. Testována bude skupina stejných 52 CEA soubor̊u jako
u test̊u bufferu s nezakódovanými č́ısly (viz 5.4), aby nebyly rozd́ıly mezi těmito
testy zp̊usobeny jinými daty.
Hlavńı otázkou přirozeně z̊ustává, zda se zakódovaná data budou lépe kompri-
movat. Jedńım ze závěr̊u předchoźıch test̊u bylo konstatováńı, že stupeň komprese
se zvětšoval hlavně mezi buffery o velikostech 1 a 125. Deľśım buffer̊um se CR
zvyšovalo pouze minimálně, časová náročnost přitom rostla exponenciálně a jejich
využit́ı nemělo smysl. Jelikož v́ım, že ideálńı délka bufferu se nacháźı mezi hodno-
tami 1 a 125, budou tyto testy prováděny na bufferech 1, 40, 80 a 125, abych mohl




CR se při zakódováńı téměř universálně zmenšilo. K ilustraci poslouž́ı obr. 5.10,
kde jsou zobrazeny stejné veličiny se stejným povoleným pásmem jako u minulého
testu. Buffery o velikosti 1 a 125 dosahuj́ı podobného nebo menš́ıho CR. Na rozd́ıl od
nezakódovaného bufferu, kde byl LZMA vždy nejlepš́ı, v tomto testu dosahoval Bzip2
lepš́ıho CR než LZMA u frekvence a u napět́ı. Tento efekt bylo možné pozorovat již
u prvńıch test̊u, kde se buffer nevyuž́ıval.
Obrázek 5.10: Změny v CR dle velikosti diferenciálně kódovaného bufferu
5.9 Shrnut́ı
• Použit́ı bufferu se ukázalo jako smysluplné. Zvětšováńı velikosti bufferu přes
100 již smysl nemělo. Po analýze jsem pro mé použit́ı zvolil za nejvhodněǰśı
buffer o velikosti 80.
• Při normálńım kódováńı se u všech veličin nejv́ıce osvědčil algoritmus Lzma.
Proto bych jako nejvhodněǰśı parametry této kompresńı techniky při použit́ı
na mé archivy použil velikost bufferu 80 a následnou kompresi pomoćı Lzma.
• Buffer bez nutnosti jakékoliv změny v provedeńı pružně reaguje na povolené
pásmo tolerance a jeho efektivita se podle něj také měńı.
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• Velikost RMSE a MSE se lineárně zvyšovala se zvětšuj́ıćım se povoleným
pásmem.
• Spojeńı bufferu a delta kódováńı, které jsem zkoumal v minulé sérii test̊u,
se neosvědčilo. Důvodem je zvětšeńı počtu r̊uzných č́ısel vyskytuj́ıćıch se v
pr̊uběhu při delta kódováńı.
• Původně jsem zamýšlel pokusit se využ́ıt i plovoućı či pevnou řádovou čárku,
ale ani jeden zp̊usob se mi nepodařil uspokojivě implementovat, protože se mi
nezdařilo vyřešit problém počtu desetinných mı́st. Vzhledem k rozmanitosti
ukládaných dat jsem tedy usoudil, že využit́ı těchto zp̊usob̊u reprezentace dat
v bufferu nebude výhodné.
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6 Závěr
Výsledky této práce se daj́ı rozdělit do několika kategoríı.
Prvńı kategoríı je otestováńı známých kompresńıch algoritmů při práci s r̊uznými
kódováńımi měřeńı veličin elektrické energie. Zpráva obsahuje záznamy o testováńı
diferenciálńıho kódováńı, pevné řádové čárky a jejich kombinace. Dále jsou zde
uvedeny výsledky kompresńıch algoritmů Lzma, Bzip2 a Deflate, byly popsány je-
jich silné a slabé stránky. Všechny zmı́něné techniky byly ozkoušeny na souborech
r̊uzné velikosti. Jak už bylo mnohokrát v práci zmı́něno, výsledky nejsou jednos-
tranné a nejvhodněǰśı zp̊usob komprese zálež́ı na tom, co uživatel od komprese
očekává. V této bakalářské práci, ve které se psaly a testovaly kompresńı pro-
gramy v jazyce C# pro využit́ı na poč́ıtač́ıch, měl stupeň komprese větš́ı prioritu
než časová náročnost. Proto jsem v prvńı sérii test̊u za nejvhodněǰśı zp̊usob kom-
prese označil kombinace diferenciálńıho kódováńı a pevné řádové čárky použité v
souborech velkých 1MB a následná komprese algoritmem Lzma. Takovýto postup
dosahoval velmi dobrých výsledk̊u při práci se všemi archivovanými veličinami.
Do druhé kategorie patř́ı seznámeńı a otestováńı nového zp̊usobu ztrátové kom-
prese, jenž je založen na úpravě dat podle tř́ıdy přesnosti. K tomu se využ́ıval buffer
minulých hodnot. Tato technika ukládáńı se rovněž osvědčila. Jej́ı výhodou je, že
s větš́ı dovolenou tř́ıdou přesnosti a s velikost́ı bufferu se výsledky budou zlepšovat.
Může být tedy na uživateli, aby se v závislosti na výpočetńım výkonu, druhu archivo-
vaných dat a potřebné přesnosti měřeńı rozhodl pro zvolené parametry bufferu. Tato
oblast skýtá ještě značný prostor pro zlepšeńı, aby buffer fungoval efektivněji, např.
lepš́ı zp̊usob rozhodováńı, která data do bufferu budeme ukládat. Daľśı oblast, kde
je možné na tuto práci navázat, je zkombinováńı bufferu a daľśıch kompresńıch tech-
nik. Jeden ze zp̊usobu zlepšeńı komprese, kterým jsem se zabýval, byla kombinace
bufferu a diferenciálńıho kódováńı. Tento postup ale sám o sobě nebyl úspěšný. Je
tedy možné řešeńı upravit a využit́ı bufferu spolu s daľśımi technikami zdokonalit.
Hlavńı smysl této práce vid́ım předevš́ım v prozkoumáváńı možnost́ı komp-
rese dle tř́ıdy přesnosti měř́ıćıch př́ıstroj̊u, která z̊ustává neprobádaným teritoriem
ztrátové komprese. Doufám, že i tato práce se malým d́ılem zaslouž́ı o změnu statu
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