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Coastal deltaic floodplains provide an important ecosystem service by removing or 
retaining nitrate from enriched riverine water. Wetland plants, soils, and microbes within these 
floodplains use nitrate through uptake, burial, and denitrification, thereby reducing the impact of 
nitrate on algal blooms and hypoxia in the Gulf of Mexico. However, these processes depend on 
the physical, biological, and chemical conditions within the floodplain. Understanding and 
characterizing the hydrodynamics of these systems and the relative impact of river, tide, and 
wind forcings are the first steps in understanding the biogeochemical processes controlling 
nitrate removal. Motivated by the desire to identify biogeochemical hotspots within coastal 
deltaic floodplains, this project focuses on modeling the hydrodynamics of these complex 
wetland ecosystems. Biogeochemical hotspots occur where anaerobic soils, sufficient organic 
carbon supply, longer residence times, and warmer water temperatures create optimal conditions 
for processes such as denitrification. The latter two conditions are strongly controlled by the 
hydrodynamics of the system. A Delft3D-FLOW model is developed for Wax Lake Delta, an 
actively prograding delta in southeastern Louisiana, in order to simulate daily and seasonal 
changes in water temperature and residence time within different hydrogeomoprhic zones of 
coastal deltaic floodplains. From January to March 2015, intertidal floodplains have warmer 
temperatures and longer residence times (up to 2.5 days) than subtidal floodplains (up to 1.5 
days). However, when river discharge increases during spring floods, connectivity between 
channels and floodplains increases and residence times within all zones decreases as water is 
flushed more quickly to the Gulf of Mexico. Correctly simulating residence time of water within 





1.1 Project Motivation 
With the invention of the Haber-Bosch process, production of nitrogen fertilizers 
increased from <10 TgN/yr in 1950 to 100 TgN/yr in 2000, and is expected to increase to 96-118 
TgN/yr by 2030 (Galloway, 2003). Although these fertilizers have increased food production to 
support the rapidly growing population in the United States, most scientists now recognize the 
large impact this agricultural change had on the environment (Vitousek, 1997; Galloway, 2008). 
Rain and irrigation carry excess fertilizers to local streams and eventually to the Mississippi 
River (MR). Draining 44% of the contiguous United States, the MR carries large volumes of 
water, dissolved compounds, sediment, and other particulates. Agricultural, urban, and industrial 
runoff, have led to larger loads of bioavailable nitrogen, dominated by nitrate, in the GOM 
(Figure 1.1; Goolsby and Battaglin, 2003). As a key nutrient for many organisms, nitrate in the 
GOM stimulates phytoplankton populations at the mouth of rivers, creating algal blooms. 
Microbial decomposition of these populations can deplete the water column of dissolved oxygen 
and produce hypoxic zones. While hypoxia is a naturally occurring phenomenon in many areas, 
the spatial and temporal extent of hypoxia has increased significantly along the coast of 
Louisiana due to high nitrate concentrations in the MR and its distributaries (Rabalais et al., 





Figure 1.1: Annual flow of nitrate and organic nitrogen from the Mississippi River Basin to the Gulf of Mexico, excluding 
Red River inputs. (Taken from Goolsby and Battaglin, 2003) 
 
Figure 1.2: May dissolved nitrate plus nitrite flux to the Gulf of Mexico and area of mid-summer bottom water hypoxia 
(dissolve oxygen concentrations of less than 2 milligrams per liter) in the northern Gulf of Mexico. 
Coastal deltaic floodplains occur at the mouth of many rivers, the terminal end of a 
fluvial system (catchment basin, river channel, depositional basin). Wetlands within these 
floodplains actively receive water from river systems and play an important ecological role of 
trapping sediment and removing or retaining nitrate to improve water quality and reduce 
hypoxia. The interaction between hydrologic and biogeochemical processes within coastal 
deltaic floodplain wetlands is complex and depends strongly on its connectivity with the river. 
Understanding the physical, biological, and chemical factors that control the potential for nitrate 
removal by deltaic floodplains can help in designing restoration projects for the coast of 




1.2 Site Description  
Wax Lake Delta (WLD) is a young (<40 years), actively prograding delta located within 
the Atchafalaya Bay, in southeastern Louisiana (Figure 1.3). WLD is part of the Atchafalaya 
Delta Wildlife Management Area, which is managed by the Louisiana Department of Wildlife 
and Fisheries. Unlike the Atchafalaya Delta to the east, WLD is a direct consequence of an 
engineering project in 1942 to dredge the Wax Lake Outlet. This project was designed by the 
U.S. Army Corps of Engineers to reduce the risk of flooding to Morgan City, LA (Latimer and 
Schweitzer, 1951; Fisk 1952). This stimulated stream capture and artificially began a new delta 
cycle. Water and sediment were diverted through the outlet, delivering sediment to the mouth. In 
1973, after an extreme flood created a large sediment pulse through the WLO, WLD became 
subaerial (Roberts, 1998).  
Three recent flood years (2008-2010) had an average annual discharge through the outlet 
of 109 km3/yr with a 20.5 Mt/yr sediment load (Figure 1.4; Allison et al., 2012). Eighteen 
percent of this load is sand, while the delta sediment is 67% sand, which suggests that sand is 
preferentially deposited (Kim et al., 2009; Roberts, 1997).  As more mineral sediment is 
delivered and organic matter accumulates, WLD continues to grow at an estimated rate of 1-3 





Figure 1.3: Map of Wax Lake Delta, within the Atchafalaya Delta Wildlife Management Area in southeastern Louisiana. 
Produced by the Louisiana Department of Wildlife and Fisheries. 
Field measurements by Castaneda et al. (in prep) of water quality changes in surface 
water on two islands of WLD demonstrated patterns associated with hydrogeomorphic zones of a 
coastal deltaic floodplain.  These hydrogeomorphic zones can be identified by specific ranges in 
surface elevation and vegetation (Bevington 2016). These zones are defined by elevation related 
to the tidal datum (sub-, inter-, and supra-tidal floodplains). While these ideas are specific to 
WLD and deltas with similar geomorphologies, they are important for understanding the 
feedback between sediment transport, vegetation establishment, and water chemistry in the early 
stages of delta development.  
Castaneda et al. (in prep) measured water velocity, temperature, and surface water nitrate 
concentrations on two islands of WLD, Mike Island and Pintail Island (Figure 1.3). Samples 
were taken across flooded regions of each island one a month from February-August of 2013 and 
2014. Results from March 2013 gave initial confirmation that distinct zones existed within 
deltaic floodplain islands. Lower nitrate concentrations occurred in areas away from the center of 
the island, characterized by higher elevations, slower velocities, and warmer water temperatures. 




As river temperatures warm, differences in temperature and nitrate concentrations throughout the 
island are less distinct. These findings motivated further investigation into temporal trends in 
both hydrodynamic and biogeochemical variables and eventually led to the development of a 
Delta Dynamics Observatory on Mike Island, which will be discussed in section 4. 
 
Figure 1.4: Average annual water discharge and total sediment load for three flood years through the Mississippi River, 
Atchafalaya River, and Wax Lake Outlet (taken from Allison et al., 2012) 
1.3 Project Objectives 
  Before biogeochemical models can properly simulate transformations of nitrate and other 
nitrogen compounds, complex flow patterns of inundation frequency, duration, flow velocities, 
and water residence time must be understood. Connectivity defines the interactions and 
feedbacks between delta channels and delta floodplains. Connectivity can be significant in these 
systems with only small changes in elevations across the landscape, especially during high river 
discharge or large storm events. Capturing this connectivity is important in modeling the 
hydrodynamics of these systems, but is complicated further by spatial and temporal variation in 
vegetation composition. This project aims to incorporate physical phenomenon controlling the 
movement of water within a coastal deltaic floodplain wetland (river, tide, and wind forcings, 




study to test the following hypotheses about deltaic floodplains. 
Objective 1: Use Delft3D to simulate the hydrodynamics of an individual deltaic island at Wax 
Lake Delta. 
• H1a.  Due to differences in topography and vegetation, four hydrologic zones will 
develop with a delta: supra-, inter-, and sub-tidal floodplains and primary distributary 
channels, each characterized by distinct flow patterns. 
• H1b.  Supratidal and intertidal floodplains will experience lower velocities and longer 
water residence times compared to subtidal floodplains and distributary channels 
• H1c. These areas of increased water residence time will experience higher average water 
temperatures and larger daily fluctuations in water temperature, compared to subtidal 
floodplains and distributary channels. 
Objective 2: Quantify the relative impact of river and tide forcings on water residence time 
within zones of deltaic floodplains at Wax Lake Delta.   
• H2a.  Secondary distributary channels will decrease the residence time of individual 
islands by flushing water more quickly downstream and off of the island. 
• H2b.  Larger tidal amplitudes will produce greater upstream flows thereby increasing the 
total residence time of water with WLD 
2. LITERATURE REVIEW 
2.1 Delta Cycle 
When a river reaches an open body of water, velocities decrease and water loses its 
ability to transport large particles (Coleman, 1981). If this receiving basin is shallow and 
sediment is supplied more rapidly than it can be redistributed, sediment accumulates as a delta 




the largest particles settling first. The first delta to be distinguished was in the Nile River, its 
triangular shape leading Herodotus to use the term ‘delta’ in 450 B.C. Deltas have since been 
defined as areas where sediment is deposited more rapidly than it is removed by other processes. 
Over time, deltas exhibit general patterns of growth and decay, an evolution that Roberts (1997) 
describes as the delta cycle (Figure 2.1). Different morphological features characterize each stage 
of this cycle. 
 
Figure 2.1: The delta cycle taken from (Roberts, 1997) 
The delta cycle begins with stream capture, which provides a new source of sediment. 
This sediment is first carried to large lakes, settles on the lake floor and quickly forms a 
lacustrine delta. When the accommodation space is filled, only a single stream remains and 
carries sediment to the coast where a larger accommodation space slows the rate of filling. 
Sediment accumulates as jet-plume deposits and eventually forms a bay head delta. These 
deposits continue to grow, stacking vertically and building seaward. As elevation of the deposit 




to the previous one. Jet-plume deposits that occur adjacent to and on top of each other form jet-
plume complexes, several of which make up a delta lobe (Figure 2.2; Wellner, 2005). If 
conditions for delta growth persist, total area increases and transformation to a shelf delta occurs. 
 
Figure 2.2: Deposition bodies of delta formations (taken from Wellner et al., 2005) 
These three stages (lacustrine, bay head, and shelf deltas) comprise the progradation 
portion of the delta cycle. However, as deltas grow and branch, the path to the ocean becomes 
more complex and less direct. The overall slope of the system decreases and resistance to flow 
increases. At some point, hydraulic efficiency decreases and the process of delta switching 
begins. The stream is captured elsewhere and water and sediment follow a new path. While some 
water may continue to flow through the original delta, sediment supply decreases dramatically 
and marine forces dominate. The original delta is essentially abandoned and as it begins to 
degrade, the delta cycle begins again at a new location.  
In areas with high subsidence rates or strong wave and tidal energy, the regressive phase 
of the delta cycle begins quickly. Waves rework delta sediment, transporting sand laterally to 
build barrier islands and spits. Over time, these barrier islands retreat landward, occasionally 




occurs when these islands subside and become submarine shoals. Roberts (1997) simplifies the 
delta cycle into a symmetric curve, with delta area peaking around year 1000.  
The four major phases of the delta cycle are found along the coast of southeastern 
Louisiana (Figure 2.3; Penland, 1988), where six delta lobes of the Mississippi River have 
existed in the last 7000 years (Figure 2.4). Each of these lobes represents an individual delta 
cycle with a regressive and transgressive phase. The Mississippi River is the fourth longest river 
in the world with the 4th largest watershed and once carried large sediment loads (Meade, 1996). 
This sediment deposited in the GOM, forming the Birds Foot Delta (BFD) the most recent 
deltaic lobe at the mouth of the Mississippi River. While the BFD was once an actively 
prograding delta, many natural and anthropogenic changes have led to its starvation. Due to 
human alteration of the river system and high subsidence rates in the area, the BFD is degrading 
more rapidly than expected (Syvitski, 2007; Syvitski, 2009).  
 





Figure 2.4: The six delta lobes of the Mississippi River. 
While the delta cycle generally occurs on the order of 2000 years, channelization of the 
Mississippi River through the construction of levees has encouraged and accelerated the 
destruction of the BFD. Levees were designed to protect cities and agricultural fields from river 
flooding, but eventually were necessary to prevent the river from switching course. Although the 
Mississippi River once fed its floodplains with sediment and nutrients, channelization now 
prevents overbank flooding, disconnecting it from the floodplains. Instead, the main channel of 
the Mississippi River now carries sediment and nutrients to the continental shelf (Gagliano, 
1981; Kesel, 1988). This sediment falls out in deep water, serving little coastal morphological 
purpose. Lacking sediment from the river, floodplain wetlands subside and erode leading to 
coastal land loss, a problem currently facing the state of Louisiana.  
Examples of early stage delta development such as lacustrine, bay head, and shelf deltas 
can also be found throughout southeastern Louisiana (Figure 2.5, Roberts, 1997). With the 




combined Mississippi River and Red River water is diverted into the Atchafalaya River, which 
offers a more direct, less resistant path to the ocean. The Atchafalaya River flows to the coast of 
Louisiana and exits into the GOM via the Atchafalaya Delta (AD) or the Wax Lake Delta 
(WLD). Unlike most of the Louisiana coast, which is rapidly losing land, these bay head deltas 
are gaining land. 
 
Figure 2.5: Three progradational stages of the delta cycle found in Louisiana (taken from Roberts, 1997) 
2.2 Delta Geomorphology 
Throughout the delta cycle, unique patterns of geomorphology develop. River mouth 
processes (river, wave and tide energy) along with sediment load, sediment size, water density, 
tectonics, basin geometry, vegetation, and human alteration control delta shape (Coleman, 1981; 
Galloway, 1975). Galloway (1975) proposed that the relative strength of major forces (tide, 
wave, and river) is the dominant control on delta geomorphology. While the river delivers 
sediment to the delta, waves and tides act to resuspend, rework, and redistribute this sediment 




wave and tide energy transport sand, while oceanic and wind drift currents transport finer 
particles (Galloway, 1975). The influence of each forcing depends not only on its strength, but 
also on the slope, depth, width and other geologic features of the delta basin itself. Feedback 
between delta geomorphology and forcing functions leads to a dynamic mass balance and 
produces the deltas we see around the world. From these ideas, Galloway (1975) produced a 
triangular classification system of deltas based on the relative strength of river, wind, and tidal 
energy (Figure 2.6).  
 
Figure 2.6: Categorization of deltas based on relative role of river, tides, and waves on morphology as described by 
Galloway (1975). 
River, wave, and tide-dominated deltas can be distinguished by their geomorphology. 
River-dominated deltas can have hundreds of terminal distributary channels, compared to wave 




(Olariu and Bhattacharya, 2006). As of 2006, WLD had 25 terminal distributary channels (Olariu 
and Bhattacharya, 2006).  The angle of each island apex at WLD ranges from 33o to 75o (Shaw et 
al., 2013), while the entire deltas has an apex angle of 100o (Olariu and Bhattacharya, 2006).  
Deltas with more distributary channels develop a lobate geometry, while deltas with fewer 
channels prograde linearly and develop an elongate geometry. As channels bifurcate and form 
distributary channels, the total channel area increases. To maintain continuity, velocities decrease 
downstream in small channels. Thus, while sand deposits preferentially at the upstream portion 
of the delta, slower velocities in the terminal channels allow for settling of finer particles. Thus, 
river-dominated deltas show a fining seaward and thicker sand deposits at the upstream portion 
of the delta.  
2.3 Coastal Deltaic Floodplains 
During delta formation, jet-plume deposits develop into distinct geomorphic units, called deltaic 
floodplains. Similar to alluvial floodplains, deltaic floodplains are the areas adjacent to primary 
distributary channels and receive water, sediment, and other dissolve and particular compounds 
from these channels (active deltas).  These floodplains blur the line between terrestrial and 
aquatic ecosystems. Wetlands within deltaic floodplains are responsible for trapping sediment 
(Li and Yang, 2009; Nardin and Edmonds, 2014), retaining excess riverine nutrients (Mitsch et 
al., 2005), and absorbing storm surge (Wamsley et al., 2010), making deltaic floodplains 
important providers of ecosystem services. However, only a portion of the water in a delta will 
enter a deltaic floodplain. The connectivity between a delta and its floodplains depends both on 
the geomorphology of the floodplain and the hydrologic forcings of the entire system. Hiatt and 




2.3.1 Conceptual Model of Deltaic Floodplains 
Deltaic floodplains receive water, sediment, and nutrients from primary distributary 
channels through overbank flow and groundwater discharge. In addition, secondary distributary 
channels can deliver water directly to the interior of the floodplain. Therefore, river stage can 
have a strong impact on the hydrology of deltaic floodplains, moving water predominantly 
downstream. However, in coastal deltaic floodplains, marine forcings, such as tides and waves, 
also produce upstream flows. Hourly water levels will be influenced by the local tidal signature 
and wind patterns (Hanegan and Georgious, 2015). Other episodic events, such as hurricanes and 
cold fronts, present special instances where water is forced further up into the delta. These events 
can play a large role in the hydrology and sediment transport of deltaic floodplains (Bevington, 
2016). Together, river, tide, wind, and wave energy controls the movement of water into and out 
of these systems on hourly, daily, and seasonal cycles, creating complex multi-direction flows. A 
conceptual model summarizing these processes in a coastal deltaic floodplain is shown in figure 
2.7.  
 
Figure 2.7: Conceptual model of hydrologic exchange between deltaic channels and coastal deltaic floodplains. 
In river-dominated deltas, such as Wax Lake Delta, deltaic floodplains consist of deltaic 




above mean low water (MLW), while the interdistributary bays are defined to include shallow 
areas (below MLW) within or just downstream of the islands. Deltaic islands often begin where 
mouth bars previously caused channel bifurcation. At the upstream portion of the island, natural 
levees confine the flow and limit access of channel water into the island interiors. Further 
downstream, elevations at the edge of the island decrease and exchange between the channel and 
the floodplain increases. Across the island, elevation decreases towards the center of the island 
and as the island transitions to an interdistributary bay (Figure 2.8; Johnson et al., 1985). The age 
of different portions of an island reveals patterns of deposition and erosion and can be important 
in understanding soil and vegetation development. 
 
Figure 2.8: Conceptual diagram of a deltaic island (Atchafalaya Delta) with elevation and vegetation development both 
parallel to the channel and across the island. 
Elevation gradients (both parallel to the primary channels and across the islands) control 




classified into three vegetation zones by elevation relative to the tidal datum (Bevington 2016). 
Supratidal wetlands occur along the levees where high elevations limit inundation. Intertidal and 
subtidal wetlands occur at mid-elevations (<MHW and >MLW) and low elevations (<MLW), 
respectively. Flooding inundation frequency and duration, along with erosional disturbance, have 
been shown to control vegetation community composition in floodplains systems (Harris, 1987; 
Blom et al., 1994). 
2.3.2 Importance of Vegetation on Floodplain Hydrodynamics 
Hydrodynamic forces that push water into and through deltaic floodplains, such as river, 
tides, wind, and waves are met with resistance by vegetation and small changes in topography. 
The effect of vegetation depends on the height to water depth ratio, diameter, flexibility, and 
water velocity (Kadlec, 1990; Temmerman et al., 2005). Variations in physical and biological 
factors create distinct flow patterns within a deltaic floodplain. High resistance creates low 
velocities, which lead to pooling. Using WLD as an example, dye studies suggest that water 
residence time can be on the order of days in the interior of the island, which is much longer than 
the hourly residence times in the channels (Hiatt and Passacquala, 2015).  
Studies on the interaction of water and vegetation classify vegetation by type: emergent, 
floating, and submerged. Without vegetation, velocity profiles in a channel can be described by a 
logarithmic profile. By adding in vegetation, this profile becomes more complex as flow through 
vegetation stems creates greater turbulence. For submerged plants with a large distance between 
the water surface and the top of the vegetation, a logarithmic profile can also be used. Velocity 
profiles for emergent vegetation are relatively constant except near the bed (Figure 2.9c). For 
submerged vegetation with a relatively small distance from the top of the vegetation to the water 
surface is small, the velocity profile is a combination of a logarithmic profile far above the 




2.9b). Finally, an even more complex velocity profile for floating vegetation has been found 
(Figure 2.9a).  
 
Figure 2.9: Velocity profiles measured by Zhao et al. 2011 in a) floating b) submerged and c) emergent vegetation 
Reducing vegetation drag to a bed roughness coefficient is an acceptable simplification in 
some situations, but many studies have attempted to formulated more complex empirical and 




al., 1999; Kadlec, 1990, Baptist 2005), submerged (Klopstra et a., 1997), and floating (Zhao 
2011). A recent review by Wang et al. (2015) summaries research on this interaction and the 




3 DELFT3D MODEL SETUP 
The Delft3D modeling suite was chosen for this study because of its applicability to 
shallow water ecosystems and the option to couple hydrodynamics, heat flux, water quality, and 
sediment processes. While this study focuses on hydrodynamics, future work will incorporate 
ecological processes that can be modeled using the Delft3D-Water Quality module (Deltares, 
2016b). As discussed above, successfully capturing the hydrodynamics of deltaic floodplain 
wetlands is essential to modeling ecological processes in these complex ecosystems. Setup of 
both the hydrodynamic and heat flux models will be discussed in this section.  
3.1 Governing Equations 
3.1.1 Navier-Stokes Equations  
Delft3D-FLOW is a numerical hydrodynamic model that solves the 1D, 2D, and 3D 
Navier-Stokes equations for shallow water systems. These equations use Newton’s second law to 
describe the motion of fluids incorporating inertial forces, pressure forces, viscous forces, and 
external forces applied to the fluid.  
Under a Boussinesq assumption that density variation is small in all inertial terms, 
density is kept constant, except in the gravitational term (Boussinesq, 1903).  In Cartesian 































































𝜌! = 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 
𝑢, 𝑣,𝑎𝑛𝑑  𝑤 = 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦  𝑖𝑛  𝑡ℎ𝑒  𝑥  ,𝑦  𝑎𝑛𝑑  𝑧  𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑠 
𝑝 =   𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒   
𝐹! ,𝐹! ,𝐹! = 𝑅𝑒𝑦𝑛𝑜𝑙𝑑𝑠  𝑠𝑡𝑟𝑒𝑠𝑠𝑒𝑠 
𝑔 = 𝑔𝑟𝑎𝑣𝑖𝑎𝑡𝑖𝑜𝑛𝑎𝑙  𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛   
𝜈 = 𝑒𝑑𝑑𝑦  𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦  𝑡𝑒𝑟𝑚 
 
When the vertical length scale and vertical velocities are significantly smaller than the 
horizontal length scales and horizontal velocities, respectively, shallow water assumptions can be 





reduce it to the hydrostatic pressure relation. 
𝜕𝑝
𝜕𝑧 =   −𝜌𝑔 
Integration of this equation and substitution into the horizontal momentum equations 






























𝜕𝑧 = 0 






























































𝜈! , 𝜈! = ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙  𝑎𝑛𝑑  𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙  𝑒𝑑𝑑𝑦  𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦  𝑡𝑒𝑟𝑚𝑠 








































































= 0       
In this equation, f is the Coriolis term, defined as 
𝑓 = 2Ω𝑠𝑖𝑛𝜙 
where  
Ω = 𝑎𝑛𝑔𝑢𝑙𝑎𝑟  𝑠𝑝𝑒𝑒𝑑  𝑜𝑓  𝑡ℎ𝑒  𝑒𝑎𝑟𝑡ℎ 
𝜙 = 𝑙𝑎𝑡𝑖𝑡𝑢𝑑𝑒 
3.1.2 Continuity Equation 
To more fully describe fluid flow, these vertical and horizontal momentum equations are 






𝜕𝑧 = 0 
While Delft3D can solve these equations in 3D, 2D simulations were deemed sufficient 
for this project by assuming that the fluid is vertically homogeneous. Therefore, these equations 
have only one vertical layer and the equations are depth-averaged (using 𝑈 and 𝑉).  
3.1.3 Heat Flux Equations 
An ocean heat flux model, introduced by Gill (1982) and Lane (1989) is used to model 
heat exchange within Delft3D in order to simulate changes in water temperature over time and 
across space. The total heat flux, as diagramed in figure 3.1, is calculated as 
𝑄!"! = 𝑄!" + 𝑄!" − 𝑄!" − 𝑄!" − 𝑄!" 
where 




𝑄!" = 𝑛𝑒𝑡  𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡  𝑎𝑡𝑚𝑜𝑠𝑝ℎ𝑒𝑟𝑖𝑐  𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛   𝑙𝑜𝑛𝑔  𝑤𝑎𝑣𝑒  
𝑄!" = 𝑏𝑎𝑐𝑘  𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛  (𝑙𝑜𝑛𝑔  𝑤𝑎𝑣𝑒) 
𝑄!" = 𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑖𝑣𝑒  ℎ𝑒𝑎𝑡  𝑓𝑙𝑢𝑥  (𝑙𝑎𝑡𝑒𝑛𝑡  ℎ𝑒𝑎𝑡) 
𝑄!" = 𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑣𝑒  ℎ𝑒𝑎𝑡  𝑓𝑙𝑢𝑥  (𝑠𝑒𝑛𝑠𝑖𝑏𝑙𝑒  ℎ𝑒𝑎𝑡) 
 
Figure 3.1: Heat exchange mechanisms occurring at the water surface, taken from Deltares, 2014a) 
With heat exchange between the water and the bed assumed to be zero, the change in 







𝜌! = 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐  𝑑𝑒𝑛𝑠𝑖𝑡𝑦  𝑜𝑓  𝑤𝑎𝑡𝑒𝑟  
𝑘𝑔
𝑚!  
𝑐! = 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐  ℎ𝑒𝑎𝑡  𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦  𝑜𝑓  𝑠𝑒𝑎  𝑤𝑎𝑡𝑒𝑟   3930
𝐽
𝑘𝑔𝐾  
∆𝑧! = 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠  𝑜𝑓  𝑡ℎ𝑒  𝑡𝑜𝑝  𝑙𝑎𝑦𝑒𝑟   𝑚  
 
Each component of the heat balance equation above is either calculated or user-defined 
depending on the heat flux model chosen within Delft3D. Incoming solar radiation is the amount 
of the short wave radiation emitted by the sun that reaches the surface through a clear sky. In the 




local time, which can be used to calculate the angle between the sun and the earth’s surface 
(Figure 3.2). Therefore, the amount of solar radiation under clear sky conditions is  
𝑄!" =   
0.76𝑆𝑠𝑖𝑛 𝛾                           sin 𝛾 ≥ 0
  0.0                                                               sin 𝛾 < 0   
where  




Clouds and the water surface reflect some of this solar radiation and estimates of albedo 
and cloud cover are needed to calculate the net incident radiation. In the ocean heat flux model, 
albedo is assumed to be 0.06. The empirical formula for clouds used in this model is 
𝑓(𝐹!) = 1.0− 0.4𝐹! − 0.38𝐹!! 
where 
𝐹! = 𝐶𝑙𝑜𝑢𝑑  𝑐𝑜𝑣𝑒𝑟, 𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛  𝑜𝑓  𝑠𝑘𝑦  𝑐𝑜𝑣𝑒𝑟𝑒𝑑  𝑤𝑖𝑡ℎ  𝑐𝑙𝑜𝑢𝑑𝑠 
Finally, the net incident solar radiation in the ocean heat flux model is calculated as 
𝑄!" = 1− 𝛼 𝑄!"𝑓(𝐹!) 
Long wave radiation is the re-emission of absorbed solar radiation by molecules in the 
atmosphere (atmospheric radiation) and/or by the water surface (back radiation). Effective back 
radiation is the difference between these two forms of long wave radiation is calculated in the 
ocean heat flux model as 
𝑄!" = 𝑄!! − 𝑄!" =   𝜀𝜎𝑇!!(0.39− 0.05 𝑒!)(1.0− 0.6𝐹!!) 
where 
𝑒! = 𝑎𝑐𝑡𝑢𝑎𝑙  𝑣𝑎𝑝𝑜𝑟  𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 
𝑇! = 𝑠𝑢𝑟𝑓𝑎𝑐𝑒  𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 
𝜀 = 𝑒𝑚𝑖𝑠𝑠𝑖𝑣𝑖𝑡𝑦  𝑓𝑎𝑐𝑡𝑜𝑟   





Heat flux due to evaporation describes the exchange of energy at the air/water interface. 
In the ocean heat flux model, there are two types of evaporative heat flux: forced convection of 
latent heat, driven by wind, and free convection of latent heat, driven by buoyant forces. 
𝑄!" = 𝑄!",!"#$%& + 𝑄!",!"## 
Forced convection is calculated as 
𝑄!",!"#$%& = 𝐿!𝜌!𝑓(𝑈!") 𝑞!(𝑇!)− 𝑞!(𝑇!)  
where 
𝑞! = 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐  ℎ𝑢𝑚𝑖𝑑𝑖𝑡𝑦  𝑜𝑓  𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑒𝑑  𝑎𝑖𝑟  (10𝑚  𝑎𝑏𝑜𝑣𝑒  𝑤𝑎𝑡𝑒𝑟) 


















𝑓(𝑈!")   = 𝑐!𝑈!" 
where  
𝑐! = 𝐷𝑎𝑙𝑡𝑜𝑛  𝑛𝑢𝑚𝑒𝑟   0.0015  
Free convection is calculated as  
𝑄!",!"## = 𝑘!𝐿!𝜌! 𝑞! − 𝑞!  
where 
𝜌! = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒  𝑎𝑖𝑟  𝑑𝑒𝑛𝑠𝑖𝑡𝑦 =   
𝜌!! + 𝜌!!"
2    

















𝑘! = ℎ𝑒𝑎𝑡  𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟  𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =   






            𝑖𝑓  𝜌!!" − 𝜌!! > 0
   
where 
𝑐!".!"#$ = 0.14  𝑓𝑟𝑜𝑚  𝑅𝑦𝑎𝑛  𝑒𝑡  𝑎𝑙. (1974) 
𝑣!"# = 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦  𝑜𝑓  𝑎𝑖𝑟  
16𝐸!!𝑚!
𝑠  





𝜎 = 𝑃𝑟𝑎𝑛𝑑𝑡𝑙  𝑛𝑢𝑚𝑏𝑒𝑟   0.7  𝑓𝑜𝑟  𝑎𝑖𝑟  
𝑅!"# = 𝑔𝑎𝑠  𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡  𝑓𝑜𝑟  𝑑𝑟𝑦  𝑎𝑖𝑟   287.05
𝐽
𝑘𝑔  𝑚𝑜𝑙  
𝑅!"# = 𝑔𝑎𝑠  𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡  𝑓𝑜𝑟  𝑤𝑎𝑡𝑒𝑟  𝑣𝑎𝑝𝑜𝑟   461.495  
𝐽
𝑘𝑔  𝑚𝑜𝑙  
 
Finally, total convective heat transfer is calculated as the sum of forced convection and 
free convection. 
𝑄!" = 𝑄!",!"#$%& + 𝑄!",!"## 
Forced convection is calculated as 
𝑄!",!"#$%& =   𝜌!𝑐!𝑔(𝑈!")(𝑇! − 𝑇!) 
and free convection is calculated as 
𝑄!",!"## = 𝑘!𝜌!𝑐! 𝑇! − 𝑇!    
where 
𝑐! = 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐  ℎ𝑒𝑎𝑡  𝑜𝑓  𝑎𝑖𝑟   1,004.0
𝐽
𝑘𝑔𝐾  
𝑔 𝑈!" =    𝑐!𝑈!" 
𝑐! = 𝑆𝑡𝑎𝑛𝑡𝑜𝑛  𝑛𝑢𝑚𝑏𝑒𝑟   0.00145  
 
It’s important to note that heat flux from precipitation is not included in this model, 




3.2 Numerical Aspects	  
To solve these differential equations, Delft3D uses a finite difference method with a 
staggered Arakawa C grid where water level and velocity points are defined at the center and 
faces of the grid cells, respectively. The grid is defined by Cartesian coordinates (x, y), which 
must be converted to a curvilinear grid (M, N), with open or closed boundaries defined around 
all edges of the domain. Figure 3.2 shows an example of model domain with boundaries and cell 
components. 
 




To meet standards of robustness, accuracy, and computational efficiency (Stelling, 1984) 
Delft3D sets a time step condition where 




Δ𝑦! < 1 
where 
Δ𝑡 = 𝑡𝑖𝑚𝑒  𝑠𝑡𝑒𝑝 
𝑔 = 𝑔𝑟𝑎𝑣𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙  𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛 
𝐻 = 𝑡𝑜𝑡𝑎𝑙  𝑤𝑎𝑡𝑒𝑟  𝑑𝑒𝑝𝑡ℎ 
Δ𝑥  𝑎𝑛𝑑  Δ𝑦 = 𝑠𝑚𝑎𝑙𝑙𝑒𝑠𝑡  𝑐𝑒𝑙𝑙  𝑒𝑑𝑔𝑒  𝑙𝑒𝑛𝑔𝑡ℎ𝑠 
 
To meet this requirement, the model has a time step of 0.1 minutes, requiring large 
computing power. Therefore, these simulations are run on a high performance computer, either 
Queen Bee 2 or SuperMike-II, which are administered by the Louisiana Optimal Network 
Initiative and the Louisiana State University HPC, respectively. Assistance with these clusters 
were provided by LSU’s Center for Computation and Technology. 
The Alternating Direction Implicit (ADI) time integration method utilized in Delft3D 
demonstrates computational efficiency in solving shallow water equations. This method consists 
of two half time steps. In the first time step, the U-direction momentum equation is solved first, 
followed by the V-direction moment equation. In the second step, this order is reversed. The 
water level and advection terms alternate between explicit and implicit integration, which allows 
each term to be second order accurate in time while maintaining a small bandwidth.   
These advection terms are spatially integrated using the Cyclic method (Stelling and 
Leendertse, 1992), which is based on a dissipative reduced phase error scheme. For more 
information on this scheme, see the Delft3D-FLOW User Manual (Deltares, 2016a). 
3.3 Model Grid	  
The spatial extent of the model in this study includes the Wax Lake Delta and 




which was designed by Khadka (2013). This structured curvilinear grid has a resolution within 
the deltaic floodplains of 60m x 60m, with 335 nodes in the M-direction and 241 nodes in the N-
direction. For the purposes of this study, aimed at understanding flow and temperature 
characteristics of deltaic floodplain wetlands, rather than channels, this original grid was locally 
refined to approximately 22m x 16m on Mike Island (Figure 3.3). The final grid has 613 nodes in 
the M-direction and 381 nodes in the N-direction for a total of 233,553 nodes.  
 
Figure 3.3: Model grid, refined around Mike Island for a total of 233,553 nodes. 
When refining the grid to increase spatial resolution, two grid properties must be 
optimized to meet Delft3D requirements. Orthogonality is the angle (φ) between grid lines in the 
M- and N- directions, which should be kept small (cos (φ) < 0.02). Orthogonality of the 22 x 16 




higher orthogonality values were accepted in other parts of the domain. This was unavoidable 
given the need to increase spatial resolution at Mike Island without creating extremely high 
computational demand. Smoothness is the rate of change in neighboring cell size and dimensions 
in M- and N- directions, which must be small to limit truncation errors. Smoothness can be 
quantified as the ratio of M-size/N-Size, called the aspect ratio, or as the ratio of adjacent grid 
elements, called M- and N-smoothness. Aspect ratio should be between 1 and 2 and M- and N 
smoothness should be less than 1.2. Aspect ratios of the 22x16 m grid for this project is shown in 
figure 3.5. As with orthogonality, higher aspect ratios were accepted in areas away from Mike 
Island. 
 





Figure 3.5: Grid aspect ratio 
3.4 Topography and Bathymetry 
Topography and bathymetry data were provided by Sadid et al. (in prep.), who compiled 
digital elevation models (DEM) of the delta from Shaw et al. (2016) and of the surrounding areas 
from USGS (1998). Shaw et al. constructed the DEM for the delta using multibeam bathymetry 
of the channels (recorder in 2007, 2009, and 2013), single beam bathymetry of the delta front 
(2015), and LiDAR of the subaerial marshes (2015). For more information on this dataset, see 
Shaw et al. (2016). Unfortunately, due to the limitations of these three methods, this DEM does 
not capture small secondary distributary channels, like the one at the northern portion of Mike 
Island. As this channel is expected to be critical to the flow patterns on Mike Island, we surveyed 




depth and discharge of the channel along 6 transects of the channel (Figure 3.6, 3.7). Bed 
elevations relative to NAVD88 were extracted by correlating water depths measured by the 
ADCP with water levels at the nearest tidal station in the Atchafalaya Delta during the time of 
the survey. Bathymetry of the channel from 0 m (mouth) to 400 m (location of platform and 
point of great divergence of the channel into smaller channels) is shown in Figure 3.8. The 
bathymetry of the channel was added to the overall DEM for the model. However, due to the 
resolution of the grid (22 x 16 m) and the small width of the channel (~8 m), the total area of the 
channel is overestimated.  
 





Figure 3.7: Cross-sections of secondary distributary channel on Mike Island showing channel shape and velocity profile 
on March 21st, 2016 at a) the mouth, b) 50 m, c) 150 m, d) 200 m, e) 300 m, and f) 400m. 





Figure 3.8: Secondary distributary channel bathymetry from the mouth to 400 m downstream 
 
Results from this survey indicate small velocities in this secondary distributary channel 
(20-40 cm/s), which deliver up to 1.5-3.0 m3/s of discharge to the center of Mike Island. As 
expected, these values are much smaller than those reported in the channel to the west of Mike 
Island (970-1126 m3/s; Hiatt et al., 2015). 
The final depth file (Figure 3.9) provides the model with bed elevations for the entire 
domain, with respect to NAVD88. All figures and output for bed elevation and water level will 
be relative to this datum to ensure consistency.  
 





3.5 Boundary Conditions 
Publically available field data was downloaded from three sources to set boundary 
conditions for the model (Figure 3.10). At the upstream end of the domain, a total discharge open 
boundary is defined within the WLO. As shown in figure 3.9, the Intracoastal Waterway 
(ICWW) is not included in the model domain and the upstream discharge data is taken from a 
station in WLO, above the ICWW. For this project, it is assumed that there is no net change in 
discharge from above and below the ICWW. This boundary is defined by time series data from 
the USGS river station at Calumet (29°41'52" N, 91°22'22" W). Discharge data from this station 
is shown in figure 3.11a for 2015. At the downstream end of the domain, a water level open 
boundary is defined along the entire lower edge of the domain. Even though the lower portion of 
the left and right edges of the domain are also within the Atchafalaya Bay, these edges are not 
defined as open boundaries. To test the appropriateness of this simplification, simulations with 
one downstream open boundary and with three downstream open boundaries were compared and 
no significant impact was found on the hydrodynamics within Mike Island. Therefore, only the 
lower edge of the domain is set as an open boundary and is defined by time series data from the 
NOAA tide station at Amerada Pass (29° 26.9' N, 91° 20.3' W). Water level data from this 





Figure 3.10: Locations of stations used to collect input data on water level, discharge, wind speed and direction, relative 












Figure 3.11:  Upstream and downstream boundary conditions set for a) discharge, b) water level, and c) water 
temperature 
For the heat flux model, the same upstream and downstream boundaries were used. 
However, only monthly water temperature data is available within the WLO. To achieve higher 
temporal resolution, water temperatures from the Atchafalaya River at Morgan City, LA (29o 
41’33.4” N, 91o 12’ 42.6” W), were used as the upstream boundary data. Downstream water 
temperature time series data also comes from the Amerada Pass. Water temperature data from 
these two stations are shown in figure 3.11c for 2015. All sources and locations of boundary 
condition data are listed in table 3.1. 
Table 3.1: Locations of nearby stations used to collect input data on water level, discharge, wind speed and 
direction, water temperature, relative humidity, cloud cover, and air temperature 
  
Data Type Data Source Station Location 
River Discharge USGS Wax Lake Outlet at Calumet  
(29° 41' 52" N, 91° 22' 22" W) 
Downstream Water Level  NOAA Atchafalaya Delta at Amerada Pass  
(29° 26.9' N, 91° 20.3' W) 
River Water Temperature USGS Atchafalaya River at Morgan City  
(29° 41' 33.4"N, 91° 12' 42.6" W) 
Downstream Water 
Temperature 
NOAA Atchafalaya Delta at Amerada Pass  
(29° 26.9' N, 91° 20.3' W)  
Wind Speed and Direction NOAA Atchafalaya Delta at Amerada Pass  
(29° 26.9' N, 91° 20.3' W)  
Relative Humidity, Cloud 
Cover, Air Temperature 
IEM Patterson Airport 







3.6 Physical Parameters 
Parameterization of this model involves adjusting several physical parameters for wind, 
roughness, viscosity, and heat flux (Table 3.1). 
3.6.1 Free Surface Boundary 
The free surface boundary is controlled by wind shear-stress, which is defined as 
𝜏! =   𝜌!𝑢∗!|𝑢∗!| 
and is calculated as  
𝜏! = 𝜌!𝐶!𝑈!"!  
where  
𝜌! = 𝑑𝑒𝑛𝑠𝑖𝑡𝑦  𝑜𝑓  𝑎𝑖𝑟 
𝑈!" = 𝑤𝑖𝑛𝑑  𝑠𝑝𝑒𝑒𝑑  10  𝑚𝑒𝑡𝑒𝑟𝑠  𝑎𝑏𝑜𝑣𝑒  𝑡ℎ𝑒  𝑤𝑎𝑡𝑒𝑟  𝑙𝑒𝑣𝑒𝑙 
𝐶! = 𝑤𝑖𝑛𝑑  𝑑𝑟𝑎𝑔  𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 
 
Wind produces drag along the surface of the water, changing the velocity of surface 
water that can propagate into the water column, especially in shallow systems. 𝐶!, the wind drag 
coefficient, can increase linearly based on wind speed, 𝑈!". A piece-wise linear function for 𝐶! 
can be specified. For initial model setup, a linear function between default 𝐶! values of 0.000663 
at 0 m/s and 0.0072 at 100m/s was used to determine 𝐶! . Wind speed and direction time series (6 
minute interval) data is applied uniformly across the entire domain. Wind measurements are 
made at the Amerada Pass tide station, located approximately 10m above the water surface. 
Wind speed and direction data are shown in figure 3.12. A smaller wind dataset is available from 
a station at Belle Isle, located just north of WLD, but does not cover the entire model duration. 






Figure 3.12: Wind speed and direction measurements from NOAA Amerada Pass tide station in the Atchafalaya Delta for 
2015 
3.6.2 Bed Boundary 
















𝜏!"𝑎𝑛𝑑  𝜏!" = 𝑏𝑒𝑑  𝑠𝑡𝑟𝑒𝑠𝑠  𝑖𝑛  𝑡ℎ𝑒  𝑥  𝑎𝑛𝑑  𝑦  𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑠 








𝑈 = 𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒  𝑜𝑓  𝑑𝑒𝑝𝑡ℎ − 𝑎𝑣𝑒𝑟𝑎𝑔𝑒𝑑  ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙  𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 
𝐶!! = 2𝐷 − 𝐶ℎ𝑒𝑧𝑦  𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡   𝑚
!
!𝑠!!    
 
The Chezy coefficient can either be defined as constant over time (with the option for 





𝑛 = 𝑢𝑠𝑒𝑟  𝑑𝑒𝑓𝑖𝑛𝑒𝑑  𝑀𝑎𝑛𝑛𝑖𝑛𝑔  𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡   𝑚!
!




𝐻 = 𝑡𝑜𝑡𝑎𝑙  𝑤𝑎𝑡𝑒𝑟  𝑑𝑒𝑝𝑡ℎ  (𝑚) 
 
Initial model setup used a constant and spatially uniform Chezy coefficient. Adjustments 
made to the Chezy coefficient were used in calibration and sensitivity analyses, discussed in 
section 4. 
3.6.3 Viscosity 
In solving the Navier-Stokes equations, turbulence must be considered on a sub-grid 
scale. This requires using a turbulence closure model, which consists of eddy viscosity and eddy 
diffusivity terms for horizontal and vertical. In 2D depth-averaged simulations, uniform or 
spatially varied background values for each are user-defined. Alternatively, a Horizontal Large 
Eddy Simulation (HLES) model can be used. This calculates sub-grid scale (SGS) eddy viscosity 
and eddy diffusivity, which are added to the background values. Therefore, total horizontal eddy 
viscosity is calculated as 
𝜈! =   𝜈!!"#$ + 𝜈!"! 
where 𝜈!"! is calculated by HLES and 𝜈!!"#$ is modeled using 3D-turbulence plus a dispersion 
coefficient. Initial model setup uses the default eddy viscosity and diffusivity values of 0 and 10, 
without the HLES option. 
3.6.4 Heat Flux Model 
As described above, the ocean heat flux model requires relative humidity, cloud cover, 
and air temperature to determine total heat flux from the free surface. Time series data of these 
parameters are available from Patterson Airport and Salt Point (Figure 3.13). While there are 
likely differences between the Patterson Airport, which is 30 km inland, and WLD, this is the 
closest station with continuously available data for these parameters. The Secchi depth estimate 
for WLD is 0.1m. Other user-defined parameters are the Dalton and Stanton numbers, which 





Figure 3.13: Relative humidity, air temperature from Patterson Airport 
Other physical parameters used in setup are 9.81 𝑚/𝑠!for gravitational acceleration, 
1000  𝑘𝑔/𝑚!for water density, 1 𝑘𝑔/𝑚!for air density, and 0.2 ppt for salinity. Salinity was not 
modeled in this project because salinity within the wetlands remains between 0.1 and 0.2 ppt 
except during large storm events.  
3.7 Numerical Parameters 
As mentioned above, water levels are defined at the center of a cell, velocity components 
are defined at the edges of a cell, and bottom depth points are at the corners of the cell. To 
determine drying and flooding, two checks are made. For the first check, water depths at all four 
edges must meet the drying or flooding criteria. The bottom depth at the cell edges is determined 
by the average of the two neighboring corner bottom depths. Water level at the cell edges is 
determined by the average of the two cell centers on either side of the cell edge. For the second 
check, the water depth within the cell center must also meet the drying or flooding criteria. The 
bottom depth at the cell center is set as the maximum bottom depth of the four cell corners.  
The drying and flooding criteria are set with a threshold depth. If the water depth of a 
flooded edge drops below half of the threshold depth, the edge will become dry and velocity 
across that edge will be set to zero. For the cell edge to flood again, the water depth must exceed 
the threshold depth. If all four edges of a cell become dry, the cell will be dry and active. The 




consecutive time steps. If the water depth at the cell center drops below half of the threshold 
depth, the four velocity points become zero and the cell dries. This extra check aids in preventing 
negative water levels.  
The threshold depth is set at 0.02 m, which is acceptable because of the very small time 
step of 0.1 minutes. All parameters used for initial model setup at listed in table 3.2. 
 
Parameter Initial Model 
Setup Value 
Parameter Initial Model 
Setup Value 
Grid Size 613 x 381 cells Wind Speed and Direction  Map file 




Gravitational Acceleration 9.81 !
!!










Threshold Depth 0.02 m 
Salinity 0.2  𝑝𝑝𝑡 Marginal Depth -000 m 
Roughness Map file Smoothing Time 60 minutes 




Advection Scheme for 
Momentum 
Cyclic  




Advection Scheme for 
transport 
Cyclic 
HLES NO	   Forester Filter	   YES	  
Secchi Depth 0.1 m Smoothing Time 60 minutes 
Dalton number 0.0013 Advection Scheme for 
Momentum 
Cyclic  
Stanton number 0.0013   







4. MODEL VERIFICATION  
4.1 Case Study: Wax Lake Delta 
4.1.1 Available Field Data 
To better understand water movement and water chemistry on shorter time-scales, the 
Delta Dynamics Observatory was designed for Mike Island. As part of this observatory, six 
platforms were installed in 2013, strategically placed to capture unique hydrodynamic and 
vegetation zones within the island (Figure 4.1). Mike 1 is located within the secondary 
distributary channel, Mike 2, Mike 4, and Mike 5 within the intertidal floodplains, and Mike 3 
and Mike 6 within the subtidal floodplains.  
 
Figure 4.1: Delta Dynamics Observatory, a map showing 6 platforms for measuring water parameters on Mike Island of 
Wax Lake Delta 
All platforms are equipped with a Campbell Scientific (CS456) pressure transducer, a 
Campbell Scientific (CS547A) water conductivity and temperature probe, a Campbell Scientific 
(OBS500) Smart Turbidity Meter, and a Satlantic (SUNA V2) Submersible Ultraviolet Nitrate 




Velocimeter. These instruments store data on a Campbell Scientific Measurement and Control 
System (CD1000) and also transmit the data back to the lab at Louisiana State University. Each 


















Figure 4.2: Platform instrument frame, photo by Edward Castaneda-Moya. Instruments installed at each platform: a) 
Campbell Scientific OBS500 Smart Turbidity Meter, b) Campbell Scientific CR456 pressure transducer, c) Campbell 
Scientific CS547A water conductivity and temperature probe, d) Satlantic SUNA V2 Submersible Ultraviolet Nitrate 
Analyzer, and e) Sontek Acoustic Doppler Velocimeter and f) Campbell Scientific CR1000 Datalogger 
The six observatory platforms enable further investigation of the temporal trends of 








maintenance of these platforms from 2013-May 2016. Maintenance on these platforms continues 
on three of the six platforms. A major strength of the modeling efforts at Wax Lake Delta is the 
availability of high frequency physical and biogeochemical data within Mike Island. In addition 
to this high-frequency data, discrete soil, vegetation, and water quality data has been collected on 
the island since 2010. Therefore, while the model domain covers the entire WLD area, Mike 
Island will be the focus of calibration and validation efforts. 
4.1.2 High-Frequency Data Analysis 
Hourly data output from each platform contains data on water depth, water temperature, 
conductivity, salinity, turbidity, velocity, and nitrate concentration. Due to the location of the 
instruments 17.8 cm above the bed, careful adjustments must be made to the water depth 
measurements. When water depth measurements are less than 0.02m, all data for that time point 
are discarded as the instruments may be out of the water. Any other extreme values are removed, 
water temperatures greater than 35 oC, water depths greater than 2 m, and velocities greater than 
2 m/s. All remaining records are considered clean and the water depths during these times are 
increased by 17.8cm. The water depth, velocity, and temperature data for Mike 2, Mike 3, and 
Mike 4 from Jan-June 2015 and Jan-June 2016 were used for calibration and validation of the 
Delft3D model used in this project.  
4.1.3 Hydrodynamics of Mike Island 
After cleaning data for all six platforms, an initial analysis of water depth, velocity 
magnitude, and water temperature was done for the calibration period (Figures 4.3 - 4.5). Water 
depths from both periods highlight differences in hydrology of each platform, which were 
strategically placed to capture subtidal and intertidal hydrogeomorphic zones of Mike Island. 
Mike 1 was placed within the secondary distributary channel to capture upstream inputs from the 










Figure 4.3: Water depth data for January – June 2015 for platforms Mike 1, 2, 3, and 4. Gaps occur when sensors are out 
of the water or instruments were not working. 
 
 
Figure 4.4: Velocity magnitude data for January – June 2015 for platforms Mike 1, 2, 3, and 4. Gaps occur when sensors 







Figure 4.5: Water temperature data for January – June 2015 for platforms Mike 1, 2, 3, and 4. Gaps occur when sensors 
are out of the water or instruments were not working. 




A clear tidal signal can be seen in the water depths at all platforms. This reemphasizes the 
importance of tides (only 30-50 cm) in this system. Comparing the hydrograph at Calumet in the 
WLO, the influence of river discharge on water depth is also clear. All platforms see an 
increased in water level during the first week of March. The influence river discharge is also 
seen in the velocities at Mike 1. Of the four stations with velocity measurements, Mike 1 is the 
only one that shows an increase in velocity magnitude during river flood. Other platforms show 
no increase in velocity magnitude, possibly attributable to the simultaneously growth of 
vegetation, which dampens the flow within the island. In general, Mike 1 and Mike 3 show the 
largest velocities, albeit very small (< 0.5 m/s). Water velocities at Mike 2 and Mike 4 are very 
small, rarely exceeding 0.3 m/s. The cause of the spikes seen in January at Mike 2 and Mike 4 is 
unclear, but they are not associated with any particular wind event and could simply be caused 
by noise in the data. 
 All platforms show an expected seasonal trend in water temperature. However, daily 
fluctuations vary between platforms. Water temperatures at Mike 1 are fairly constant through 
the day and do no not exceed 20oC until May. Water temperatures at Mike 2, Mike 3, Mike 4, on 
the other hand, can fluctuate by 10oC. Even in March, when river water temperatures are 10oC, 
water temperatures at these platforms in these floodplain systems can reach 20oC. 
 As figure 4.3 shows, water depths at Mike 2 and Mike 5 can be very shallow during the 
winter months. While this dataset cannot confirm inundation due to the location of the 
instruments at 17.8 cm above the bed, field observations can confirm that occasionally portions 
of Mike Island are not inundated. This generally occurs in Dec-February, during low tide. 
4.2 Model Parameters 
Model parameters that could not be measured were initially determined based on 




eddy diffusivity coefficient, a wind drag coefficient, a Dalton number, a Stanton number, and a 
Chezy coefficient. Those parameters to which the model is most sensitive were then used in 
model calibration. All parameters, initial values, and literature sources are listed in table 4.1. 
More details on each parameter are below. 
 
Table 4.1: Model parameters used in calibration, initial values with literature source, and final values 
 
For a depth-averaged 2D model the effect of turbulence on momentum must be 
estimated. While the vertical length scale is small and therefore ignored, the horizontal 
turbulence must be resolved. Horizontal eddy viscosity describes the effect of turbulence on 
changes in momentum. A constant horizontal eddy viscosity term is defined in Delft3D, to which 
an additional sub-grid scale eddy viscosity term can be added. This additional term is modeled 
Parameter Source Initial Value Final Value:  
Horizontal Eddy Viscosity DePaoli, 1999 
Bartlett, 1996 
Walker, 1998 
1 m2/s 1.5 m2/s 
Horizontal Eddy Diffusivity Default in 
Delft3D 
10 m2/s 10 m2/s 
Wind Drag Coefficient Ramos-Fuertes, 
2014 
Van Dorn,  
𝐿𝑖𝑛𝑒𝑎𝑟  𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 
0.0012      𝑓𝑜𝑟  𝑈!" = 5.6
𝑚
𝑠











ℎ ≤ −0.2𝑚  𝑁𝐴𝑉𝐷88 
 0.01 0.01 
Sub- and Inter-tidal floodplain 
roughness 
0.1𝑚 > ℎ =  
> −0.2𝑚  𝑁𝐴𝑉𝐷88 





ℎ ≥ 0.1𝑚  𝑁𝐴𝑉𝐷88 




using a horizontal large eddy simulation. However, HLES will not be used in this project and 
only a constant eddy viscosity term is prescribed.  
DePaoli (1999) and Walker (1998) use a constant horizontal eddy viscosity coefficient of 
0.1 m2/s for different wetland systems. Barrett (1996) used values between 0.24 and 1.2 m2/s for 
wetlands and shallow rivers. With both channels and floodplain wetlands in the model domain, a 
value of 1 m2/s was chosen for initial model setup. 
Horizontal eddy diffusivity is used to describe the effect of turbulent eddies on horizontal 
diffusion of heat. For grids less than 100 m, horizontal eddy diffusivity coefficients should be set 
around 10 m^2/s (Deltares, 2016a). 
Wind stress at the air-water interface is calculated as 
𝜏 =   𝜌𝐶!𝑈!"!  
where 𝐶! is a dimensionless wind drag coefficient. The drag coefficient depends on atmospheric 
stability and wind speeds at 10 m above the water surface. A wind drag coefficient is applied 
throughout the entire domain, although it theoretically will vary between channels and 
floodplains. In floodplains, shallow waters (<2.5 m) prevent the development of longer waves 
(Hicks et al. 1974), justifying the use of a smaller 𝐶!value. Therefore, DePaoli (1999) use a 
spatially and temporally constant 𝐶!value of 0.001. Ramos-Fuertes et al. (2014), on the other 
hand, use a wind-speed dependent 𝐶! value. This study found that the exponential relationship 
introduced by Van Dorn (1953) between wind speeds and the wind drag coefficient gave the best 
model results in a 2D wetland hydrodynamic model. This relationship is defined as 
𝐶! =
0.0012                                                                                                                    𝑈!" < 5.6
𝑚
𝑠
1.2𝑥10!! + 2.25𝑥10!! 1−
5.6
𝑈!"







Since Delft3D only allows a piece-wise function for determining drag coefficient, a linear 
function for the smallest and largest wind speeds of the simulation period was created using the 
Van Dorn equation (Figure 4.6). The largest wind speeds during our calibration period are 
14m/s.   
 
Figure 4.6: Piece-wise linear determination of wind drag coefficient based on wind speed. Coefficients B and C are 
determined by the Van Dorn equations. 
In determining the bulk transfer, sensible heat and evaporative heat transfer coefficients 
are set to the same value. These coefficients, called the Stanton and Dalton numbers, 
respectively, are not expected to significantly affect heat transfer in our system. Figure 4.7 shows 
Dalton numbers by geographic location, as modeled by Fanning and Weaver (1996). Based on 
this figure, the Delft3D default value of 0.0013 is used for both Dalton and Stanton numbers for 
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Figure 4.7: Dalton numbers by latitude as modeled by Fanning and Weaver, 1996 
 
Shear stress in the shallow water equations requires a Chezy drag coefficient. For this 






where n is the assigned Manning n and H is water depth. Under this formulation, the drag 
coefficient will vary with water depth and thus with time.  
Manning n values were assigned to the model domain based on elevation. Channels and 
floodplains were distinguished by an elevation of -0.75 m NAVD88 based on careful 
examination of the bathymetry file. Floodplains were then classified into three classes based on 
the tidal datum. Subtidal, intertidal, and supratidal floodplains are defined by MLW (-0.04 m 
NAVD88) and MHW (0.30 m NAVD88). A map of these four elevation classes is shown in 
figure 4.8. These classifications are used because of the relationship between vegetation and 
elevation in wetland ecosystems (Blom et al., 1994; Johnson et al., 1985). The hydrology 
(inundation frequency and duration) of floodplains is controlled, at least in part, by elevation. 




classifying the delta into elevation zones based on tidal range, we can better parameterize 
roughness coefficients along this elevation gradient.  
 
Figure 4.8: Elevation classes based on tidal datum. Blue areas are deep channels and open water. Green, orange, and red 
are defined by MLW (-0.04 m NAVD88) and MHW (0.30 m NAVD88) 
However, using bed roughness to represent bed and vegetation effects on drag form is a 
simplification that many see as unjustified. It is a future goal to include vegetation in a better 
capacity, as it is well understood that flow through vegetation does not have a typical logarithmic 
profile (Leonard and Luther, 1995). In this initial calibration and validation process, it is also 
assumed that roughness does not vary with season, despite the understanding that vegetation, and 
therefore its effect on flow, dies off in winter and reaches peak biomass around August (Shih and 
Rahi, 1981). 
Initial roughness values were assigned as 0.01, 0.01, 0.04, and 0.12 for channels, subtidal 




Atchafalaya Delta prescribe Manning n values of 0.025 to channels and open water and 0.20 to 
marshes, willows, and cypresses (Thomas et al., 1988).  
4.4 Sensitivity Analysis 
 In order to reduce efforts needed for calibration, a sensitivity analysis was performed to 
determine model response to both bed elevation and model parameters outlined above. 
4.2.2 Sensitivity to Model DEM 
Closer examination of the model DEM lead to a concern about the DEM created for this 
project, especially within the vegetated areas of the islands. Therefore, a sensitivity analysis was 
done to test the effect of small changes in bed elevation. Eight adjustments to the topography and 
bathymetry were made. In four cases, elevations of the entire domain were increased and 
decreased by 5 and 10 cm. In the other four cases, elevations of only the deltaic islands (original 
DEM elevation >-0.75 m wrt NAVD88) were changed.  
These results highlight a significant problem with the exchange of water between the 
floodplains and the channels. When the river discharge in the WLO begins to increase (around 
March 7th), the model produces larger velocities within the floodplains than the field 
measurements (Figure 4.9). This is consistent in all three platforms (Mike 2, Mike 3, and Mike 4) 






Figure 4.9: Large discrepancies between velocities at Mike 2, Mike 3, and Mike 4 likely due to too much water entering 
the island interior 
I identified two possible causes of this problem. First, with a grid cell size of 22 x 16 m, 
the width of the secondary distributary channel on Mike Island is much greater than the true 
channel width (approximately 8 m). Therefore, the total cross-sectional area of the channel is too 
big, producing larger flows and therefore delivering too much water to the interior of the island. 
Second, when the river floods some water also enters the island interior through over-bank flow. 
While this does occur during large floods, observations suggest that this is not common across 




simulations were run with reductions in channel depth and increases in levee heights. The goal 
was to maintain flow through this channel to ensure delivery of water to the center of the island.  
With these changes, velocities at Mike 2, Mike 3, and Mike 4 improved, however 
agreement between field and model was still low. This is likely attributable to the need for a finer 
grid, which was too computationally expensive. The final DEM used in calibration included a 
shallower channel (+0.65m) and higher levee at the northern end of the island (+0.5m) (Figure 
4.10). In addition, upstream flow was reduced by 10% to further decrease the overbank flooding 
occurring, although during high river stage, overbank flow still occurs. The uncertainty in bed 
elevation highlights the need for more topography LiDAR data during low tide and low 
vegetation cover and the need for ground-truthing with a high resolution GPS – RTK unit. 
 




4.2.1 Sensitivity to Model Parameters 
 Using this adjusted DEM, sensitivity analysis was done to determine which of the 
parameters detailed above have the greatest influence on model output and therefore should be 
used in calibration. In this analysis, each parameter was changed by +/- 25% and the average 
percent change in water depth, velocity magnitude, and water temperature at Mike 1, Mike 2, 
Mike 3, and Mike 4 was calculated as 
𝐴𝑣𝑒𝑟𝑎𝑔𝑒  %  𝐶ℎ𝑎𝑛𝑔𝑒 =
  𝑋!!"% − 𝑋!
𝑋!
 
The percent change in each parameter is plotted against average percent change in model 
output (Figures 4.11 – 4.15). These results suggest that horizontal eddy viscosity, wind drag 
coefficient, and bed roughness have the greatest influence on model output. Sensitivity analysis 
showed that the model response to the horizontal eddy diffusivity, Dalton number, and Stanton 
number was less than 3% for all output variables and thus initial values were used for the full 
model. The model had higher sensitivity to horizontal eddy viscosity, wind drag coefficient, and 





Figure 4.11: Sensitivity Analysis for eddy viscosity coefficient 
 





Figure 4.13: Sensitivity Analysis for wind drag coefficients. 
 










4.3 Model Performance Assessment 
Model performance for calibration and validation was determined using three statistical 
tests: 1) root mean square error percentage, 2) Pearson correlation coefficient and 3) model 
efficiency. 
Root mean square error percentage is used to indicate the absolute fit of the model results 
to the field data, calculated as 
𝑅𝑀𝑆𝐸% =   
𝑆𝐼𝑀 − 𝑂𝐵𝑆 !
𝑛
𝑛
𝑂𝐵𝑆 ∗ 100% 
where SIM is the output variable of the model every hour, OBS is the measured field variable, 
and n is the total number of hours used in the assessment. Meselhe and Rodrigue (2013) suggest 
acceptable RMSE% to be less than 15% for water depths and less than 20% for depth-averaged 
velocities in river channel models. As will be shown below, these standards were difficult to 
meet within deltaic floodplains given the constraints of the project. 
The Pearson correlation coefficient is a measure of the linear dependence of the model 
results and field observations, calculated as 
𝑟 =
𝑛 𝑂𝐵𝑆 ∗ 𝑆𝐼𝑀 − 𝑂𝐵𝑆 ∗ 𝑆𝐼𝑀
𝑛 𝑂𝐵𝑆! − 𝑂𝐵𝑆 ! 𝑛 𝑆𝐼𝑀! − 𝑆𝐼𝑀 !
 
Meselhe and Rodrigue (2013) define acceptable correlation coefficients to be greater than 0.9 for 
water depths and greater than 0.8 for depth-averaged velocities. 
The Nast and Sutcliffe model efficiency coefficient is another method more measuring 
accuracy of the model predictions. This model efficiency determines the ability of the model to 
represent the field observations as compared to the ability of the field mean to representation 
individual field observations. Model efficient is calculated as 
𝑀𝐸 = 1−
𝑂𝐵𝑆 − 𝑆𝐼𝑀 !






Bed roughness, eddy viscosity coefficient, and wind drag coefficient were varied 
systematically to calibrate the model. Under the constraints of this project, it was very difficult to 
find a model setup that produced good results for all platforms and variables. There are a few 
important problems to note. First, model water depth at Mike 3 was consistently higher than the 
field measurements (0.15 – 0.30 m, with slightly better agreement before March). This could 
indicate an issue with the bathymetry/topography dataset. Mike 4 and Mike 5 exhibited the 
opposite trend, with the model was under-predicting water depth at these stations (0.05 – 0.20 m, 
with better agreement after March). Water depths and velocities are Mike 1 cannot be compared 
with field measurements due to the incorrect geometries of the secondary distributary channel. 
As discussed in section 4.2.2, the bathymetry of this channel was adjusted in order to maintain 
flow through the channel without diverting too much water into the center of the island. 
Velocities at Mike 2 and Mike 4 were very small and therefore, not well captured by the model. 
For this reason, calibration focused on optimizing velocities at Mike 3, water depths are Mike 2, 
Mike 4, and Mike 6 and temperatures at Mike 1.  
In general, it was found that roughness values larger than 0.08 in the sub- or intertidal 
floodplains causes unrealistic water depths in the model. Calibration was initially done with 
constant manning n values for each roughness classification for the entire 6 months. However, 
results show that models performed differently by month, as could be predicted by the growth of 
vegetation beginning in March. Therefore, Manning n for subtidal and intertidal floodplains was 
increased every two months. The model was run separately for January/February, March/April, 
and May/June, using the start-up file from the previous simulation period as the initial conditions 




The best results were produced with a piece-wise function, where coefficient A and B are 
set at 0.0012 for wind speeds less than 5.6 m/s and coefficient C is set at 0.0026 for wind speeds 
of 14 m/s. Eddy viscosity coefficients had a relatively minimal effect, but the optimal value was 
found to be 1.5. Final values used in the calibrated model are listed in table 4.1. RMSE values for 
water depth at Mike 2, Mike 4, Mike 5, and Mike 6 are 14.5, 19.9, 19.6, and 12.7, respectively. 
RMSE value for velocity magnitude at Mike 3 is 136.9, which is lower than all other platforms. 
Again, this highlights the difficulty in modeling such small velocities within this wetland system. 
RMSE values for temperature at Mike 2, Mike 3, Mike 4, Mike 5, and Mike 6 are 18.6, 14.5, 
10.5, 12.6, and 19.6, respectively. These low RMSE values inspire more confidence in the 
model. Time-series and monthly correlations plots for water depth, velocity magnitude, and 
water temperature for the calibrated model can be found in Appendix A.  
4.4 Validation 
After calibration, this model was validated using a dataset from January-June 2016. Field 
data came from the same sources and all model parameters were left the same. Times series 
comparisons for water depth, velocity magnitude, and water temperature can be found in 
Appendix B. Results for Mike 1 were significantly different than the field measurements, 
suggesting an incorrect diversion of water into the interior of the island. Again, velocities in the 
model are higher than in the field, causing high RMSE values. This period of time had several 






5. WATER RESIDENCE TIME WITHIN DELTAIC FLOODPLAINS 
5.1 Introduction 
 The hydraulic retention of a system describes the time water and its components spend 
within an area and can be used to determine the impact of substances on the ecology of that 
system. For example, in lakes and bays, a lower hydraulic retention will flush pollutants out of 
the system and reduce their impact on organisms. Hydraulic retention can also be used to 
describe the ability of wetland ecosystems to remove certain substances, such as pollutants or 
excess nutrients. For example, higher hydraulic retention will allow for greater uptake, burial, or 
microbial transformation of nitrate.  
 Hydraulic retention is controlled mostly by physical factors: river discharge, tides, and 
wind, which move water the balance between forces moving water, such as, and forces resisting 
the flow of water, such as topography and vegetation. River discharge, tides, and wind produce 
different flow patterns within a delta system. In a young prograding delta, such as WLD, 
topography is determined primarily by mineral soil deposition, but as the delta ages, 
accumulation of organic matter will also have a strong impact on topography.  Scientists use 
different methods to quantify the hydraulic retention of a system, through field and numerical 
modeling methods. 
The ultimate goal of this project is to determine the amount of time water from the WLO 
remains within the floodplains of WLD. Quantifying the hydraulic retention of coastal deltaic 
floodplains can improve estimates of nitrate removal potential in these crucial wetland 
ecosystems as many nitrate removal processes such as uptake, burial, and denitrification require 
both time and warmer water temperatures (Dettman, 2001). Research on nitrate retention in 




temperature, and total nitrate load on the potential for nitrate removal (Sanders and Kalff, 2001;  
Henry and Twilley, 2014). The amount of time a parcel of water remains within floodplain 
wetlands will have a large effect not only on the total amount of time plants and microbes in 
these wetlands have to process nitrate, but also on the transfer of heat to this water and thus the 
potential for warmer temperatures. Pooling within floodplain wetlands can increase water 
temperatures even during cooler months, which enables greater microbial activity. Further, 
understanding how retention varies within different hydrologic zones of deltaic floodplains. Two 
strategies for determining hydraulic retention are water residence time and water age.  
Residence time is defined as the average length of time from when a water parcel enters a 
domain to when it leaves, generally calculated as the volume of the domain divided by the flow 
of water in and out. In the past, residence times of wetlands were calculated with the assumption 
of plug flow, meaning water parcels move through a wetland uniformly and without any 
dispersion and all water that enters at the same time, leaves at the same time. This simplification, 
however, is not found within non-constructed wetland systems. Instead, topography, vegetation, 
and other environmental factors control the residence time of water within different parts of a 
wetland and lead to a distribution of residence times within a wetland (Levenspiel, 1972; Werner 
and Kadlec, 2000). 
Water age is defined as the amount of time that has passed since a water parcel entered 
the domain. Parcels of water that enter areas of greater residence time, such as floodplains, will 
be older due the increased amount of time spent in the system.  
5.2 Delft3D-Water Quality 
 Delft3D-Water Quality (Delft3D-WAQ) is another module with in the Delft3D modeling 
suite, aimed at modeling the movement and transformation of multiple substances. Delft3D-




both spatial aggregation and longer time steps. Delft3D-WAQ solves the advection-diffusion 
equations, along with specific reaction processes defined by partial differential equations. Unlike 
Delft3D-FLOW, Delft3D-WAQ uses a finite volume method, which evaluates mass exchange 
across the surface of a volume. 
5.2.1 Governing Equations 
Delft3D-WAQ is used to determine mass balances of given substances within each volume, 
calculated as 











𝑀!! = 𝑚𝑎𝑠𝑠  𝑜𝑓  𝑠𝑢𝑏𝑠𝑡𝑎𝑛𝑐𝑒  𝑖  𝑎𝑡  𝑡𝑖𝑚𝑒  𝑡 
∆𝑡 = 𝑡𝑖𝑚𝑒  𝑠𝑡𝑒𝑝 
∆𝑀 = 𝑐ℎ𝑎𝑛𝑔𝑒𝑠  𝑖𝑛  𝑚𝑎𝑠𝑠 
𝑇! = 𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡   
𝑃 = 𝑝ℎ𝑦𝑠𝑖𝑐𝑎𝑙, 𝑏𝑖𝑜𝑙𝑜𝑔𝑖𝑐𝑎𝑙,𝑎𝑛𝑑  𝑐ℎ𝑒𝑚𝑖𝑐𝑎𝑙  𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑒𝑠 
𝑆 = 𝑠𝑜𝑢𝑟𝑐𝑒𝑠 
 
As this equation indicates, changes in mass can occur from transport (advection and 
diffusion), physical, biological, and chemical reactions, and sources. 
The first of these terms, change by advection and diffusion transport, is calculated from 
flow velocities in the hydrodynamic output from Delft-3D-FLOW. Advective transport is 
calculated as 
𝑇!!! = 𝑣!! ∗ 𝐴 ∗ 𝐶!! 
where  
𝑇!!!  = advective transport (g/s) 
𝑣!!  = velocity (m/s), from the FLOW output 
𝐶!! = concentration (g/m3) 
A = surface area across which transport is occurring (m2) 
A key assumption to all concentrations is that the average velocities, concentrations, and 




occurring due to a concentration gradient and is considered all transport that is not advective. 
Diffusive transport is calculated using Fick’s Law as 
𝑇!!






! = 𝐷𝑖𝑓𝑓𝑢𝑠𝑖𝑣𝑒  𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡  
𝑔
𝑠  
𝐷!! = 𝐷𝑖𝑓𝑓𝑢𝑠𝑖𝑣𝑒  𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡  
𝑚!
𝑠  
  𝐴 = 𝑠𝑢𝑟𝑓𝑎𝑐𝑒  𝑎𝑟𝑒𝑎   𝑚!  
𝜕𝐷
𝜕𝑥 !!!!




With all of these terms, the mass balance equation solved in Delft3D-WAQ becomes 








𝑀!!!∆! = 𝑚𝑎𝑠𝑠  𝑖𝑛  𝑡ℎ𝑒  𝑣𝑜𝑙𝑢𝑚𝑒  𝑎𝑡  𝑡ℎ𝑒  𝑛𝑒𝑥𝑡  𝑡𝑖𝑚𝑒  𝑠𝑡𝑒𝑝  (𝑔) 
𝑀!! = 𝑚𝑎𝑠𝑠  𝑖𝑛  𝑡ℎ𝑒  𝑣𝑜𝑙𝑢𝑚𝑒   𝑔  
𝜕𝐷
𝜕𝑥 !!
= 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛  𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡  
𝑔
𝑚  
𝐴!! = 𝑠𝑢𝑟𝑓𝑎𝑐𝑒  𝑎𝑟𝑒𝑎   𝑚
!  
𝑄!! = 𝑓𝑙𝑜𝑤  
𝑚!
𝑠  













𝜕𝑥 = 𝑆 + 𝑓! 𝐶, 𝑡  
where  
𝑆 = 𝑜𝑡ℎ𝑒𝑟  𝑠𝑜𝑢𝑟𝑐𝑒𝑠 





These equations can be used to model changes in concentrations of conservative and 
decayable tracers, with the latter dependent on a decay function.  
5.2.3 Calculation of Residence Time 
Residence time is calculated at each time step based on the mass flow in and out of the 







𝑉𝑜𝑙𝑢𝑚𝑒 = 𝑣𝑜𝑙𝑢𝑚𝑒  𝑜𝑓  𝑎  𝑔𝑟𝑖𝑑  𝑐𝑒𝑙𝑙   𝑚!  
𝑅𝑒𝑠𝑇𝑖𝑚 = 𝑟𝑒𝑠𝑖𝑑𝑒𝑛𝑐𝑒  𝑡𝑖𝑚𝑒   𝑠  




Unfortunately, this method does not incorporate dispersion, therefore can only be used to 
identify broad regional differences in hydraulic retention throughout the model domain. 
Therefore, an alternative method will be used to estimate the hydraulic retention for this project. 
5.2.3 Calculation of Water Age 
Calculating water age requires a conservative and a decayable tracer, which are both 
released in the same concentration continuously from one point. The conservative tracer will 
move with the flow of water and its concentration in each volume will only be dependent on 
advection and diffusion. The decayable tracer will move by advection and diffusion, but will also 
decay at a constant, user-defined rate. This rate is chosen to be 0.1/day. Age of water is then 











𝑎𝑔𝑒𝑇𝑟! = 𝑎𝑔𝑒  𝑜𝑓  𝑡𝑟𝑎𝑐𝑒𝑟  𝑖(𝑑) 
𝑑𝑇𝑟! = 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛  𝑜𝑓  𝑐𝑜𝑛𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑣𝑒  𝑡𝑟𝑎𝑐𝑒𝑟  𝑖  
𝑔
𝑚!  
𝑐𝑇𝑟! = 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛  𝑜𝑓  𝑑𝑒𝑐𝑎𝑦𝑎𝑏𝑙𝑒  𝑡𝑟𝑎𝑐𝑒𝑟  𝑖  
𝑔
𝑚!  
𝑅𝑐𝐷𝑒𝑐𝑇𝑟! = 𝑓𝑖𝑟𝑠𝑡  𝑜𝑟𝑑𝑒𝑟  𝑑𝑒𝑐𝑎𝑦  𝑟𝑎𝑡𝑒  𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡  
1
𝑑  
𝑑𝐷𝑒𝑐𝑇𝑟! = 𝑓𝑙𝑢𝑥  𝑓𝑜𝑟  𝑑𝑒𝑐𝑎𝑦𝑎𝑏𝑙𝑒  𝑡𝑟𝑎𝑐𝑒𝑟  𝑖  
𝑔
𝑚!𝑑  
5.2.2 Model Setup  
 Due to insufficient data, the Delft3D-WAQ model was not calibrated, but was coupled 
with the calibrated Delft3D-FLOW model. The time step was increased to 30 seconds, the 
maximum time step to meet stability requirements. The same time period, January – June 2015, 
was used in these simulations. One tracer pair was released at the upstream boundary location in 
the WLO, each at a concentration of 10 g/m3. For the decayable tracer, the decay rate constant 
was set at 0.1/day. Each variable, velocity magnitude, water temperature, and water age, is 
averaged by hydrogeomorphic zone of Mike Island (zones outlined in Figure 5.1a) and for the 
entire delta (defined by polygon shown in Figure 5.1b).  
 
Figure 5.1 a) Hydrogeomorphic zones of Mike Island are each defined as multiple polygons and b) the portion of the delta 





5.3 Hydrodynamic Results 
For each variable, both time series plots and maps are included. The maps show a 
snapshot of conditions in January and March 2015, during both cooler and warmer hours of the 
day. For both months, the cooler morning snapshot also captures lower water levels, while the 
warmer afternoon snapshot captures higher water levels. Results from this model suggest that 
both river and tide stage affect velocity and water age. Two additional factors, season and time of 
day, also affect water temperature.  
5.3.1 Flow Velocities 
As expected, average velocities within the three hydrogeomorphic classes of Mike Island, 
show distinct patterns (Figure 5.2). Subtidal floodplains have the highest velocities, increasing 
after March. Supratidal floodplains have the lowest velocities, also increasing after March. From 
these results, it appears that more water is entering the deltaic islands than expected. This leads 
to flooding of supratidal floodplains more frequently than has been observed in the field. Despite 
this possible model error, the general trend in velocity supports the original hypothesis that 
topography and vegetation (estimated here at bed roughness) differences lead to distinct 
hydrodynamic patterns. Map files better emphasize the spatial variability of velocity throughout 





Figure 5.2: Average hourly velocity magnitudes within Mike Island supratidal (purple), intertidal (orange), subtidal 





Figure 5.3: Snapshots from January 2015 simulation showing velocity vectors for the entire delta (a, b) and on and near 
Mike Island (c, d).  Images are chosen to highlight differences between morning (6:00am) and afternoon (12:00pm). 






Figure 5.4: Snapshots from March 2015 simulation showing velocity vectors for the entire delta (a, b) and on and near 
Mike Island (c, d).  Images are chosen to highlight differences between morning (6:00am) and afternoon (12:00pm). 




5.3.1 Water Temperatures 
 With such shallow depths, deltaic floodplains fluctuate in temperature daily, in addition 
to seasonally. Across the floodplains of WLD, temperatures are controlled both by the 
meteorological conditions and the influence from the river. During higher river stage, over-bank 
flooding produces more homogenous water temperatures on the islands. However, during lower 
river stage, less over-bank flooding occurs and secondary distributary channels and tides deliver 
water to the interior of the island. During these periods, water temperatures vary significantly 
across an island. Figures 5.5 – 5.7 highlight differences in temperature within the delta. Subtidal 
floodplains experience cooler temperatures than intertidal floodplains, while supratidal 
floodplains experience the highest temperatures. Average temperatures within the entire delta 
match very closely to temperatures in the subtidal floodplains. In general, when the river begins 
to flood, connectivity between the channels and the floodplains increases and spatial differences 
in temperature become less obvious. In May and June, when the river is still high, and air 
temperatures are quite warm, daily fluctuations in temperatures become much smaller, even for 





Figure 5.5: Average hourly water temperature within Mike Island supratidal (purple), intertidal (orange), and subtidal 
(green) and the entire delta (black). Water temperatures in subtidal floodplains of Mike are very similar to average 









Figure 5.6: Snapshots from January 2015 simulation showing water temperature for the entire delta (a, b) and on and 
near Mike Island (c, d).  Images are chosen to highlight differences between morning (6:00am) and afternoon (12:00pm). 






Figure 5.7: Snapshots from March 2015 simulation showing water temperature for the entire delta (a, b) and on and near 
Mike Island (c, d).  Images are chosen to highlight differences between morning (6:00am) and afternoon (12:00pm). 
Morning and afternoon snapshots also exhibit different water stages. 
5.3.3 Water Age 
 As mentioned above, water age can be used to represent residence time as it indicate the 
amount of time a parcel of water has been in the system. As shown by figure 5.8 – 5.10, water in 




and drops in age in this zone is likely due to the fact that these higher elevation areas do not 
flood often. Therefore, when flooding does occur, water gets pushed up onto these areas and will 
remain there until flooding occurs again and the older water gets flushed off. This explains why 
age will drop suddenly from 6 days to 3 days. The time points when these sudden drops occur 
could indicate periods when the supratidal zones are flooded.  
 
Figure 5.8: Average hourly water age within Mike Island supratidal (purple), intertidal (orange), and subtidal (green) 







Figure 5.9: Snapshots from January 2015 simulation showing water age for the entire delta (a, b) and on and near Mike 
Island (c, d).  Images are chosen to highlight differences between morning (6:00am) and afternoon (12:00pm). Morning 







Figure 5.10: Snapshots from March 2015 simulation showing water age for the entire delta (a, b) and on and near Mike 
Island (c, d).  Images are chosen to highlight differences between morning (6:00am) and afternoon (12:00pm). Morning 
and afternoon snapshots also exhibit different water stages. 
 Differences between intertidal and subtidal floodplains are possibly more interesting 
because these two zones consist of larger areas. The residence times here are more likely to 




processes to occur. Water in the intertidal zones is 1-2 days old in January, while water is the 
subtidal zones are closer to 1 day old.  Previous field tracer studies by Hiatt and Passalacqua 
(2015) found residence time to be at least 3.8 days on Mike Island during February 2014.  
Starting at the end of March, water age throughout all zones drops to less than 1 day. 
Again, this is likely due to the increased river discharge and increased connectivity between 
channels and floodplains. The black line in figure 5.8 indicates the average age of water within 
the delta. This line has much smaller fluctuations, likely attributable to the significant 
contribution of the delta channels to this value. With age never older than 1.5 days, the overall 
retention within WLD is quite low. 
These results support the hypothesis that the three hydrogeomorphic zones outlined in 
previous research do exhibit distinct hydrodynamic patterns. Intertidal and supratidal floodplains 
have smaller velocities, longer residence times, and warmer water temperatures, compared with 
subtidal floodplains. Because of these environmental conditions, intertidal floodplains have the 
potential to be biogeochemical hotspots where increased nitrate can be retained. 
5.4 Impact of Tides 
Based on results discussed above, the greatest differences between all three variables are 
seen in winter. Again, this is likely due to the increased connectivity between channels and 
floodplains during spring, when the river discharge increases. To better understand controls of 
tidal amplitude on velocity magnitude, water temperature, and most importantly, water age 
within the sub- and intertidal zones and throughout the entire delta, changes were made to tidal 
and riverine input. To test the relative difference in these variables, the tidal amplitude was 
altered by increasing downstream water levels by a factor of 1.5 and decreasing downstream 





Figure 5.11: Tide scenarios used to test the impact of tidal amplitude on water age. 
 Changes in tidal amplitude had only small effects on velocity and temperature in the 
intertidal floodplains of Mike Island and no effects in the subtidal zones or with in the delta as a 
whole. With a 0.5x decrease in tidal amplitude, less flooding of the supratidal floodplains 
occurred. Changes in tidal amplitude had a larger impact on the water age, at least within the 
intertidal floodplains of Mike Island. A 0.5x decrease in tidal amplitude led to longer residence 
times (up to 1.5 days longer than real tides), while a 1.5x increase in tidal amplitudes led to 
shorter residences time (up to 0.5 days less than real tides). These results support the opposite of 
hypothesis 2b and instead larger tidal amplitudes increase connectivity between channels and 







Figure 5.12: Results of average velocity magnitude with the subtidal (top panel), intertidal floodplains (middle panel) and 
the entire delta (bottom panel) for each tidal amplitude scenario. 
 
 
Figure 5.13: Results of average water temperature with the subtidal (top panel), intertidal floodplains (middle panel) and 





Figure 5.14: Results of average water age with the subtidal (top panel), intertidal floodplains (middle panel) and the entire 
delta (bottom panel) for each tidal amplitude scenario. 
 5.5 Impact of a Secondary Distributary Channel 
 While this tidal impact is fairly significant, especially in intertidal floodplains of Mike 
Island, we also expect that the existence of secondary distributary channels within an island will 
impact water age, or residence time within that particular island. Delivering water at the northern 
part of the island, the secondary distributary channel on Mike can quickly flush water 
downstream and off of the island. While the tides will resist this downstream flushing, we expect 
this channel to create a stronger flow downstream. To test this, the secondary distributary 
channel on Mike Island was removed and velocity magnitudes, water temperatures, and water 
age was compared for the sub- and inter- tidal hydrogeomorphic zones of Mike Island and the 
entire delta. Results (Figure 5.15– 5.17) show that this channel has a much smaller effect than we 
hypothesized. Absolutely no difference is seen in temperature or velocity, an unexpected result. 
This could be the result of not enough water flowing through the channel, an issue discussed in 




is seen in the subtidal floodplains or the delta. These results suggest that tidal forcings has a 
greater effect on water age within floodplains of a delta than the existence of secondary 
distributary channels. 
 
Figure 5.15: Results of average velocity magnitude with the subtidal (top panel), intertidal floodplains (middle panel) and 






Figure 5.16: Results of average water temperature with the subtidal (top panel), intertidal floodplains (middle panel) and 







Figure 5.17: Results of average water age with the subtidal (top panel), intertidal floodplains (middle panel) and the entire 









Results from these Delft3D simulations support the classification of coastal deltaic 
floodplains into at least three distinct hydrogeomorphic zones. These zones differ in their 
velocity magnitudes, water temperature, and water age. The latter two are incredibly important 
environmental factors that control several processes on the nitrogen cycle in wetlands. This 
project has provided important information on the hydrodynamics of coastal deltaic floodplains 
and developed a model that can easily be coupled with a water quality module. 
 The process of calibrating and validating this model has highlighted some limitations of 
this model for the purposes of modeling very shallow, densely vegetated wetlands. First, due to 
the extent of the domain, grid size could not be further refined without greatly increasing 
computation time. 22 x 15 m grid cells cannot accurately capture flow patterns of smaller 
secondary distributary channels. However, results from simulations without the secondary 
distributary channel on Mike Island suggest that excluding the smallest of these channels from 
the model may not have a significant effect on the residence time on islands. In the future, this 
model will be converted to a flexible grid, which will allow for refinement of grid resolution in 
areas of concern, such as on islands and within secondary distributary channels.  
Second, results from all simulations indicate that supratidal floodplains are flooded more 
often than expected from observations in the field. Improvements to the model DEM in addition 
to verification of flow partitioning between the primary distributary channels will help to identify 
causes of this over-flooding. 
Third, the interaction between vegetation and water is oversimplified in this model as bed 




from Baptist (2005). Surveys of vegetation stem density, diameter, and height during different 
seasons and across the three hydrogeomorphic zones will help to parameterize these equations. 
Results from this project, along with many lessons learned, will be incorporated into the 
next phase of this research project, as part of a Ph.D. project in Oceanography and Coastal 
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