In this paper, we investigate the Cauchy problem for both linear and semi-linear elliptic equations. In general, the equations have the form
Introduction
The Cauchy problem of elliptic equation plays an important role in inverse problems. For example, in optoelectronics, the determination of a radiation field surrounding a source of radiation (e.g., a light emitting diode) is a frequently occurring problem. As a rule, experimental determination of the whole radiation field is not possible. Practically, we are able to measure the electromagnetic field only on some subset of physical space (e.g., on some surfaces). So, the problem arises how to reconstruct the radiation field from such experimental data (see, for instance, [27] ). In the paper of Reginska [27] , the authors considered a physical problem which is connected with the notion of light beams. Some applications of this model can be established in more detail in [27] . Another application in inverse obstacle problems (cf. [4] ), which are investigated in connection with inclusion detection by electrical impedance tomography when only one pair of boundary current and voltage is used for probing the examined body [24] .
Let H be a real Hilbert space, and let A : D (A) ⊂ H → H be a positive-definite, self-adjoint operator with compact inverse on H. In this paper, we consider the problem of finding a function u : [0, T ] → H satisfying ∂ 2 ∂t 2 u (t) = Au (t) + f (t, u (t)) , t ∈ [0, T ] ,
associated with the initial conditions
where f is a mapping from [0, T ] × H → H, ϕ and g are the exact data in H. Physically, the exact data can only be measured, there will be measurement errors, and we thus would have as data some function ϕ and g in H for which
where the constant > 0 represents a bound on the measurement error, . denotes the H norm.
Since Hadamard [12] , it is well known that the Cauchy problem of elliptic equation, for example, Problem (1)- (2), is severely ill-posed: although it has at most one solution, it may have none, and if a solution exists, it does not depend continuously on the data ϕ, g in any reasonable topology. Therefore, regularization is needed to stabilize the problem. In recent years, many special regularization methods for the homogeneous and nonhomogeneous Cauchy problem of elliptic equation have been proposed, such as Backus-Gilbert algorithm [10] , the method of wavelet [14] , quasireversibility method [21] , truncation method [30] , non-local boundary value method [11] and the references therein.
Although we have many works on the linear homogeneous case of Cauchy problem for elliptic equation, however, regularization theory and numerical simulation for nonlinear elliptic equations are still limited. Especially, the nonlinear cases for elliptic equation appear in many real applications.
For example, let us see a simple one infered by giving A = −∂ 2 ∂x 2 and D (A) = H 1 0 (0, π) ⊂ H = L 2 (0, π) in the problem (1)- (2) . In particular, it is given by      ∂ 2 ∂t 2 u (x, t) + ∂ 2 ∂x 2 u (x, t) = f (x, t, u (x, t)) , (x, t) ∈ (0, π) × (0, 1) , u (0, t) = u (π, t) = 0 , t ∈ (0, 1) , u (x, 0) = ϕ (x) , ∂ ∂t u (x, 0) = g (x)
, x ∈ (0, π) .
If f (x, t, u) = k 2 u in (4), then it is called Helmholtz equation which has many applications related to wave propagation and vibration phenomena. This equation is often used to describe the vibration of a structure, the acoustic cavity problem, the radiated wave and the scattering of a wave. With f (x, t, u) = sin u in (4), we obtain the elliptic sine-Gordon equation. From the point of view of the modelling of physical phenomena, the motivation for the study of this equation comes from its applications in several areas of mathematical physics including the theory of Josephson effects, superconductors and spin waves in ferromagnets, see e.g. [19] . With f (x, t, u) = u − u 3 , we have the Allen-Cahn equation originally formulated in the description of bi-phase separation in fluids. Switch back to the considered problem, it is more complicated than the ones above. Hence, the purpose of this paper is to introduce a new method of integral equation that is based on a modification of the exact solution formulation. As the regularization parameter tends to zero, the solution of our regularized problem converges monotonically to the solution of the Cauchy problem with the exact data.
Prior to the approach of main results, we would like to introduce the representation of solution in problem (1)-(2) for linear and semi-linear cases. We can see that the operator A, as a consequence, admits an orthonormal eigenbasis {φ p } p≥1 in H, associated with the eigenvalues such that
Let u(t) = ∞ p=1 u(t), φ p φ p be the Fourier series of u in the Hilbert space H. For homogeneous problem, i.e, f = 0 in (1), by a seperable method, we get the homogeneous second order differential equation as follows
and its solution leads to
where ., . denotes the inner product in H. From F. Browder terminology, as in [Dan Henry, Geometric Theory of Semi-linear Parabolic Equations, Springer-Verlag, Berlin Heildellberg, Berlin, 1982] , u(t) in (6) is called the mild solution of (1)- (2) with f = 0.
For the nonlinear problem (1) − (2), we say that u ∈ C([0, T ]; H) is a mild solution if u satisfies the integral equation
where f p (u)(s) = f (s, u(s)), φ p ) . The transformation from problem (1)- (2) into (7) is easily proved by a separation method which is similar above process. From now on, to regularize Problem (1)- (2), we only consider the integral equation (7) and find a regularization method for it. The main idea of integral equation method can be found in a paper [7] on nonlinear backward heat equation. The paper is organized as follows. In Section 2, we present our regularization method for the linear problem implied by letting f = 0 in (1). The theoretical results in the Section 2 are inspirable for us to suggest a new regularization method for semi-linear case in Section 3. New convergence estimates are given under some different priori assumptions for the exact solution. Proofs of the results in these sections will be showed in the appendix in the bottom of paper. In Section 4, simple numerical examples aimed to illustrate the main results in Section 3 are analyzed.
The linear homogeneous problem
In [21] , C.L. Fu and his group applied the quasi-reversibiity (QR ) method to approximate problem (4) in case f = 0 and g = 0. The main idea of the original QR method [17] is to approach the ill-posed second order Cauchy problem by a family of well-posed fourth order problems depending on a (small) regularization parameter. In particular, they considered approximate problem
The solution of (8) is defined by
and the authors proved that u converges to the solution u of homogeneous problem as → 0.
Very recently, homogeneous problem has been considered by Hao, Duc and Lesnic [11] . They applied the method of non-local boundary value problems (also called quasi-boundary value method) to regularized the above problem as follows
with a ≥ 1 being given and β > 0 is the regularization parameter. They proved that the solution to (10) is
and u β (t) − u(t) → 0 as β → 0 with some assumptions on the exact solution u. Following the work [11] , in [30] Tuan, Trong and Quan used a Fourier truncated method to treat the following Cauchy problem of an elliptic equation with nonhomogeneous Dirichlet and Neumann data. From the simple analysis about the exact solution (6), we know that the data error can be arbitrarily amplified by the "kernel" cosh λ p t . That is the reason why the Cauchy problem of elliptic equation is ill-posed. Since the general regularization theory [16] and paper [21] , we now give a more general principle of regularization methods for the Cauchy problem of (6). Our idea on regularization method is of constructing a new kernel Q(t, λ p , β) and replacing cosh λ p t by Q(t, λ p , β) where the new kernel should satisfy
Following properties (A) and (B), one can construct other kernels. Furthermore, the idea of properties (A) and (B) can be applied to other ill-posed problems when the solution has the similar form of (6), e.g., the inverse heat conduction problem [26] . In this sense, we say that the properties (A) and (B) are useful and interesting. Now, from above discussion, it is easy to check that the
in [11] satisfy (A) and (B).
We now have a look at the solution u in (6). To find a regularization solution for u, the unstability terms cosh λ p t and sinh λ p t in (6) should be replaced by two kernels Q(t, λ p , β) and R(t, λ p , β) respectively. Here the kernel Q satisfies (A), (B) and kernel R satisfies the following conditions
In [30] , we choose
to get a truncation solution (See the fomula (7) in page 2915, [30] ) where m β such that lim β→+∞m β = +∞. It is easy to check that Q and R defined in (12) satisfy (A), (B) and (C), (D) respectively.
In this section, we consider the homogeneous problem of (1) (also given in [30] ) by other choices for kernels. From the formula of cosh λ p t and sinh λ p t , we realize that the term e √ λpt is unstability cause while the term e − √ λpt is stable under the boundedness of the unity. Hence, by a simple and natural way, we replace cosh λ p t and sinh λ p t by two new kernels
and
to obtain a regularization solution
Here β = β ( ) is called parameter reguarization and satisfies lim →0 β ( ) = 0. It is easy to check that Q 3 and R satisfy (A), (B) and (C), (D) respectively. Moreover, (13) leads to
Under the inexact data ϕ and g , the regularized solution becomes
Remark 1. With this linear case of (1) we denote the solution of (1)- (2) by u (t), the regularized solution of (1)- (2) by u (t), and the regularized solution of (1)- (3) by v (t).
The main results of this section are in the following theorem.
Theorem 2. Let β = m for m ∈ (0, 1).
then we have
(ii) If there is a positive constant
In order to prove this theorem, we have to obtain some auxiliary results given by the lemmas below.
Lemma 3. Let 0 < β < 1 and let u (t) , v (t) ∈ H as introduced in Remark 1. Then, we have the following estimate
Lemma 4. Let 0 < β < 1 and let u (t) , v (t) ∈ H as introduced in Remark 1. If (16) is satisfied, then we have the following estimate
Lemma 5. Let 0 < β < 1 and let u (t) , v (t) ∈ H as introduced in Remark 1. If (18) is satisfied, then we have
Lemma 6. Let 0 < β < 1 and let u (t) , v (t) ∈ H as introduced in Remark 1. If (20) is satisfied, then the following estimate holds
Remark 7. At t = T , the error in case (i) is useless while it is useful in case (ii). Moreover, in case (iii), under the strong assumptions of u, we get the error of Holder-logarithmic type. In fact, if is fixed then the right-hand side of (21) get its maximum value at m = 1 2 . Thus, we obtain the error of order 1 2 . On the other hand, the condition in (18) is accepted and natural. Thus, we prove that
Then the condition
is easy to check.
The semi-linear problem
As we introduced, many previous papers only regularized problems related to (1) in which f = 0. This condition makes the applicability of the method very narrow. Until now, the results in nonlinear case are very rare. In this section, we consider the problem (1) where f : R × H → H is a Lipschitz continuous function, i.e., there exists K > 0 independent of w 1 , w 2 ∈ H, t ∈ R such that
Since 0 < t < s ≤ T , we know from (7) that, when p becomes large, the terms
increases rather quickly. Thus, these terms are the unstability causes. Hence, to find a regularization solution, we have to replace these terms by new kernels (called stability terms). These kernels have some common properties (A), (B), (C), (D). In fact, we define a following regularization solution
Here,
By direct computation, we see that the kernels in Theorem 1 is not applied to nonlinear problem. For solving this problem, we find some suitable kernels as follows
Then, we show error estimates between the solution u (t) and the regularized solution v (t) in H norm under some supplementary error estimates and assumptions. Simultaneously, the uniqueness of solution u , v ∈ C ([0, T ] ; H) is proved by contraction principle.
Generally speaking, we obtain the following theorem.
, φ p φ p be the solution as denoted in (7). Suppose there is a positive constant P such that
Then by letting β = m , m ∈ (0, 1) the problem
has a unique solution v ∈ C ([0, T ] ; H) satisfying
where for each p ≥ 1,
The following lemmas will lead to proof of the main theorem.
Lemma 9. Let Φ (β, λ p , t) and Ψ (β, λ p , s, t) be defined in (34) , then it follows that
Lemma 10. The following integral equation
has a unique solution v ∈ C ([0, T ] ; H).
Lemma 11. The problem
has a unique solution u ∈ C ([0, T ] ; H) and the error estimate holds
Lemma 12. Let u (t) be a function defined in (39), then the following estimate holds
4 Numerical examples The aim of numerical experiments is to observe = 10 −r for r ∈ N. The couple of (ϕ , g ) plays as measured data with a random noise. More precisely, we take perturbation in couple of exact data (ϕ, g) to define (ϕ , g ) by the following way.
where rand is a random number determined in [−1, 1].
Then, the regularized solution (with choosing m = 0.99) is expected to be closed to the exact solution under a proper discretization. For convergence tests, we would like to introduce two errors: the absolute error at the midpoint π 2 and the relative root mean square (RRMS) error. Also, the 2-D and 3-D graphs are applied and analysed.
To be more coherent, we are going to divide this section into two subsections. The first one is to consider the modified Helmholtz equation and the second one is for the elliptic sine-Gordon equation. As we introduced, they are simply outstanding for many applied problems.
Remark 13. Generally, the whole process is summarized in the following steps.
Step 1. Given N, K and M to have
Step 2. Choose r, put v (x, t i ) = v i (x) , i = 0, M and set v 0 (x) = ϕ (x). We find
Step 3. For i = 0, M and j = 0, K, put v i (x j ) = v i,j and u (x j , t i ) = u ji , we find the matrices in R M +1 × R K+1 containing all discrete values of the exact solution u (x, t) and the regularized solution v (x, t), denoted by U and V , respectively.
Step 4. Calculate the errors and present 2-D and 3-D graphs.
Example 1
We will consider the following equation. in L 2 (0, π). In order to ensure the problem (44) has solution with a given Cauchy data ϕ, we will construct the exact solution from a function h as follows
where N is a truncation term and h will be chosen later. Then, this problem has a unique solution by applying method of separation of variables.
Thus, we have
Simultaneously, the regularized solution defined in (31) becomes
where M p (ϕ , ±g ) , Φ ( , p, t) and Ψ ( , p, s, t) are induced by (33)- (34) . They are explicitly defined as follows.
Now when we divide the time t i = i∆t, ∆t = 1 M , i = 0, M , it turns out that a simple iterative scheme in time is applied to (48). Particularly, we will compute v i (x) , i = 1, M from v 0 (x) = ϕ (x) as follows.
where
As we know, h plays the role as a test function. From this example, we want to find exactly inner products between the test function and the eigenbasis by choosing simple functions: x 2 (π − x) and 3 k=1 cos (kx) k . On the other hand, we note that (52) and (53) can be simplified by directly computing the following integrations.
Test function 
10 −2 0.103782899356401 
Comments.
In this computations, the square grid size for time and space variables are rawly set by choosing K = M = 20. The truncation term is simply equal to N = 3. Table 1 and Table 2 show the absolute error at the midpoint π 2 and RRMS error defined in (42)-(43) for both two test functions h. Particularly, the tables show the errors between the exact solution whose existence is ensured under the test function h, recall that in this example we let
cos (kx) k , and the regularized solution (48) at the fixed time t = 1 10 ; 1 2 ; 1 indicating three basic stage of time, nearly initial-middle-final, are both considered. We observe that the further initial point, the slower convergence speed and the smaller , the smaller errors.
For the test function h (x) = x 2 (π − x), we show the corresponding exact solution in Figure 3 (left) and present. Despite the same 3-D shape, it should be given attention to the color bar of the regularized ones, especially the maximum values attaining on the bar. In addition, Figure 4 present the 2-D graphs of the solutions at x = π 2 for = 10 −2 ; 10 −4 . By observation, the regularized solution is close to the exact one when gets smaller. cos (kx) k we show in Figure 3 (right) the exact solution and in Figure 2 the regularized solution (48) for = 10 −1 ; 10 −3 . In Figure 5 , we present the 2-D graphs of the solutions at the middle point of space for = 10 −r with r = 1; 3; 5; 7, respectively.
Example 2
For this example, we intend to give attention to an elliptic sine-Gordon equation.
It is easy to see that for
and λ p = p 2 is the corresponding eigenvalue. The exact solution is u (x, t) = t sin x. Similar to (48)-(50) in Exampe 1, we establish the regularized solution.
In the same way, we are going to compute
Consequently, the following iterative scheme is in order.
where 
There is a little bit marked difference in computation between (61)- (62) and (52)- (53). In fact, we first split R ( , p, t i ) into three appropriate terms, a term
including the nonlinearity sin v j−1 (x) and a term R 3 ( , p, t i ) containing the rest of this sum. In order to compute R 2 ( , p, t i ) and R 3 ( , p, t i ), we apply Gauss-Legendre quadrature method (see in [1] ). In particular, we havê
where x r and t l are abscissae in [0, π] and [t j−1 , t j ], respectively, and α l , γ r are associated weights.
We also do the same way in computation of (62). Hence, (60) can be determined.
Comments.
In this computations, the finer grid is used (K = M = 60) and the truncation term is still fixed as above. In the same way, we show in Table 3 the errors between the exact solution (with suppose the specific unique solution u (x, t) = t sin x) and the regularized solution (57). In Figure 6 and Figure  7 , 3-D and 2-D graphs of them are shown, respectively. In particular, we show in Figure 7 the 2-D graphs describing how the regularized solution approachs to the exact one when becomes smaller and smaller, we illustrate the approach process by simply presenting their graphs for = 10 −1 ; 10 −4 . We also show the 3-D representation of the regularized solution (with = 10 −4 ) in Figure 6 (right).
From the numerical results, we can conclude in the same event that the further initial point, the slower convergence speed and the convergence is hold in general. On the other hand, it can be probably observed that the errors reduce slowly when → 0 ( = 10 −7 , 10 −8 , ...), and with a finer grid of resolution, we can have a better result in terms of the smaller errors.
Conclusion
In this paper, we have studied the modified method to regularize the Cauchy problem for both linear and semi-linear elliptic equations which are severely ill-posed in general. Our approach is to present the solution of the problem in series representation, and then propose the regularized solution to control the strongly increasing coefficients appearing in the series. Under some prior assumptions, we deduce error estimates between the exact solution and regularized solution in Hilbert space norm. The convergence rate is established by using logarithmic estimate. We apply fundamental tools, especially using contraction principle and Gronwall's inequality, to prove these results (see more details in the appendix in the bottom of the paper).
In the numerical examples, we want to discuss about the semi-linear problems with the operator A = −∆ because of a wide range of its applications. Thereby, we consider the linear Helmholtz modified equation and the elliptic sine-Gordon equation in one-dimensional. With lot of figures, tables and comments, our method is feasible and efficient. The code is written in MATLAB and the computations are done on a computer equipped with processor Pentium(R) Dual-Core CPU 2.30 GHz and having 3.0 GB total RAM.
For the other operator, the fact is that we can approximate the problem by some numerical methods. In fact, the authors M. Charton and H.-J. Reinhardt in [32] apply method of lines approximation to solve Cauchy problems for elliptic equations in two-dimensional. Particularly, they show in this paper the approximation of ∂ ∂x a (x) ∂u ∂x under the difference schemes. Furthermore, in [34] A. Ashyralyev and S. Yilmaz present the first and second order of accuracy difference schemes for the approximate solution of the initial boundary value problem for ultra-parabolic equations with a generally positive operator. Hence, the efficiency and feasibility of our method are obtained in both theoretical and computational sense. It should be stated that the issue regarding approximation of the present problem will be surveyed in a further research.
By using the inequality
Since
Applying (3) to this, we obtain the desired result.
Proof of Lemma 4.
By taking the derivative of u (t) in (6) with respect to t, we obtain
It follows from (6) and (68) that
Thus, we subtract u (t) from u (t) to have
then leads to the following
In the next step, to get the result, we have two cases.
1. For t ∈ 0, T 2 , u (t) − u (t) 2 in (71) can be estimated as follows. Hence, we complete the proof.
Proof of Lemma 5.
We now rewrite the difference between u (t) and u (t).
We note that e 
On the other hand, we have 
From (75)- (76), as in proof of Lemma 4, we will consider two cases.
1. For t ∈ 0, T 2 , we get
Consequently, we obtain from (75)- (77)- (18) 
Therefore, the proof is completed.
Proof of Lemma 10.
For w ∈ C ([0, T ] ; H), we consider the following function 2 λ p f (s, w (s)) , φ p ds φ p .
By defining Λ ≡ Λ (β, λ p , t, w 1 , w 2 ) = Φ (β, λ p , t) M p (w 1 , w 2 ) + e
F (w) (t) becomes 2 λ p f (s, w (s)) , φ p ds φ p .
We claim that, for every w, v ∈ C ([0, T ] ; H) and m ≥ 1, we have
where | . | is supremum norm in C ([0, T ] ; H). We shall prove this inequality by induction. Indeed, for m = 1, we get the following estimate. Next, we shall estimate these terms (107)-(108) as follows.
