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1.1 Neki rezultati teorije ODJ
U ovom radu analiziramo sustav obicˇnih diferencijalnih jednadzˇbi dan sa:
x′(t) = Ax(t) + Bu(t), x(0) = x0,
y(t) = Cx(t) + Du(t).
(1.1)
Prva se jednadzˇba naziva jednadzˇba stanja, a druga jednadzˇba izlaza. Varijabla t predstavlja vrijeme,
x(t) je funkcija stanja, u(t) je ulazna i y(t) izlazna funkcija. Nadalje, matrica A odreduje dinamiku
sustava, a B se naziva operator upravljanja. U opc´em slucˇaju pretpostavljamo:
u(t) ∈ Rm, x(t) ∈ Rn, y(t) ∈ Rp
i pretpostavljamo da su matrice A, B,C,D realne te odgovarajuc´ih dimenzija tako da gornji izrazi
imaju smisla. U ovom uvodnom poglavlju analiziramo rjesˇivost gornjeg sustava i definiramo glavni
pojam ovog rada: upravljivost.
Opc´enito, sustav diferencijalnih jednadzˇbi se mozˇe zapisati u obliku
x′(t) = f (t, x(t)),
x(t0) = x0,
(1.2)
gdje je x(t) ∈ Rn.
Glavni rezultat o egzistenciji i jedinstvenosti je dan sljedec´im teoremom, cˇiji se dokaz mozˇe
nac´i u knjizi [7].
Teorem 1.1.1. Neka je (t0, x(1)0 , ..., x
(n)
0 ) ∈ R1+n te neka su a, b > 0. Zadan je zatvoreni pravokutnik
R = {(t, x(1), ..., x(n)) ∈ R1+n : |t − t0| ≤ a, ||x − x0||∞ ≤ b},
1
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i funkcije fi : R → R, i = 1, ..., n koje su neprekidne na R i Lipschitz neprekidne na R po svim xi
varijablama. Tada postoji δ > 0 i jedinstvene funkcije xi : 〈t0 − δ, t0 + δ〉 → R, i = 1, ..., n, takve da
vrijedi (1.2).
U ovom je radu naglasak na linearne nehomogene sustave, koji su dani izrazom:
x′(t) = Ax(t) + g(t),
x(t0) = x0.
(1.3)
Da bi prikazali eksplicitno rjesˇenje sustava (1.3), uvodimo prvo jednu definiciju:
Definicija 1.1.1: Linearnom sustavu
x′(t) = Ax(t),
x(t0) = x0,




Matricˇna funkcija koja je rjesˇenje sustava (1.4) se naziva eksponencijalna matricˇna funkcija. Vri-
jednost te funkcije u tocˇki t ∈ R oznacˇavamo s eAt.









3. (eA)∗ = eA∗ .
Sljedec´i rezultat daje izraz za rjesˇenje sustava (1.3), koji se koristi u nastavku rada.
Teorem 1.1.3. Ako je g neprekidna funkcija, rjesˇenje sustava (1.3) je dano izrazom
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1.2 Rjesˇivost sustava
Funkcija u(t) c´e opc´enito biti iz prostora (L2[0,T ])m. Promatramo prostor L2 jer zˇelimo promatrati
vec´i skup funkcija od skupa neprekidnih funkcija, a od svih Lp prostora, L2 je Hilbertov.
Ako je funkcija u neprekidna, onda prema prethodnom teoremu znamo da je rjesˇenje (funkcija
stanja) jednadzˇbe (1.1) oblika




i ovako definirana x(t) je sigurno diferencijabilna i njena derivacija je neprekidna. No, ako je funk-
cija u iz prostora L2, onda funkcija x u izrazu (1.6) nije nuzˇno diferencijabilna pa se postavlja
pitanje: je li problem (1.1) dobro postavljen? U ovom dijelu bih htio ukratko odgovoriti na to pita-
nje. Za pocˇetak, jedna lema koja c´e biti potrebna kasnije i za koju je bitno da problem promatramo
na kompaktnom skupu [0,T ] ⊂ R.
Lema 1.2.1. Neka je u ∈ L2(Ω) gdje je Ω ∈ B(R) omeden (B(R) je familija Borelovih skupova).
Tada je u ∈ L1(Ω).
Dokaz:






U nastavku koristimo sljedec´i teorem (visˇe u knjizi [1]):
Teorem 1.2.2. Funkcija F : [a, b]→ R je apsolutno neprekidna ako i samo ako je




za neku integrabilnu f na [a, b].
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Izraz za funkciju stanja glasi:




Lema 1.2.1 govori da je podintegralna funkcija u drugom cˇlanu iz prostora L1[0,T ] ako je u ∈
(L2[0,T ])m, pa je prema Teoremu 1.2.2 drugi cˇlan apsolutno neprekidan. Prvi je cˇlan glatka funkcija,
iz cˇega slijedi da je x(t) apsolutno neprekidna funkcija, za koju vrijedi da ima derivaciju u klasicˇnom
smislu gotovo svuda. Dakle, x(t) je gotovo svuda diferencijabilna, i toj derivaciji dajemo oznaku
x′(t).
1.3 Upravljivost
U ovom dijelu proucˇavamo sustav oblika:
x′(t) = Ax(t) + Bu(t),
x(0) = 0,
(1.7)





Prema izrazu (1.8), funkcija stanja linearno ovisi o funkciji u. U nastavku nas zanima kako promjena
ulazne funkcije utjecˇe na funkciju stanja. Drugim rijecˇima, zanima nas u koja sva stanja x(T ) je
moguc´e dovesti sustav promjenom funkcije ulaza u, za koju pretpostavljamo da lezˇi u prostoru
(L2([0,T ]))m za neki T ≥ 0.
Definicija 1.3.1: Za zadac´u (1.7) definiramo skup dostizˇnih stanja kao:
RT = {ξ ∈ Rn : (∃u ∈ (L2([0,T ]))m) x(T ) = ξ}. (1.9)
Rijecˇima, skup RT predstavlja skup svih moguc´ih vektora uRn u koje sustav (1.7) mozˇe stic´i za neku
ulaznu funkciju u. Treba imati na umu da promatramo sustav sa homogenim pocˇetnim uvjetom,
kasnije c´e se analizirati opc´i slucˇaj.
Lema 1.3.1. Za svaki T ≥ 0, RT je potprostor od Rn.
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Dokaz:
Neka su x, y ∈ RT i α, β ∈ R proizvoljni. Dovoljno je pokazati da je αx + βy ∈ RT . Prema definiciji,
znamo da postoje u1, u2 ∈ L2([0,T ]) takvi da
x1(T ) = x, x2(T ) = y,
gdje je x1 rjesˇenje sustava
x′(t) = Ax(t) + Bu1(t), x(0) = 0,
a x2 rjesˇenje od
x′(t) = Ax(t) + Bu2(t), x(0) = 0.





za i = 1, 2. Buduc´i da je L2([0,T ]) vektorski prostor, znamo da je αu1 + βu2 ∈ L2([0,T ]) i proma-
tramo sustav
x′(t) = Ax(t) + B(αu1(t) + βu2(t)), x(0) = 0. (1.10)











= αx1 + βx2.
Konstruirali smo ulaznu funkciju koja rjesˇenje sustava (1.10) dovodi u prema αx1 + βx2, pa je po
definiciji αx1 + βx2 ∈ RT .
QED
Definicija 1.3.2.: Jednadzˇbi x′(t) = Ax(t) + Bu(t) pridruzˇujemo matricu[
B AB A2B ... An−1B
]
.
Sliku te matrice nazivamo upravljivim potprostorom i dajemo mu oznaku CAB.
CAB je potprostor od Rn i pripadajuc´a matrica se nalazi u prostoru Mn,nm.





∗sds ∈ Mn(R). (1.11)
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Teorem 1.3.2. Za svaki T > 0 vrijedi:
RT = CAB = ImWT . (1.12)
Ovaj teorem povezuje na neocˇekivani nacˇin prethodne tri definicije i opisuje skup dostizˇnih
stanja, cˇime daje odgovar na pitanje sa pocˇetka potpoglavlja: koja su stanja dostizˇna?
Radi lakoc´e cˇitanja, dokaz je podijeljen u nekoliko manjih dijelova. Ideja je dokazati sljedec´e
inkluzije:
RT ⊂ CAB ⊂ ImWT ⊂ RT ,
sˇto c´e biti napravljeno u koracima po uzoru na knjigu [5].
1.4 Dokaz Teorema 1.3.2.
1. Korak: RT ⊂ CAB
Dokaz prvog koraka:
Neka je ξ ∈ RT proizvoljno dostizˇno stanje za neki T > 0. Prema definiciji, znamo da postoji ulazna





Prema Hamilton-Cayley teoremu, znamo da je An ∈ span{I, A, ..., An−1} (n je red matrice A). Buduc´i





n, postoje funkcije Y0(t), ...,Yn−1(t) takve da
eAt = Y0(t)I + ... + Yn−1(t)An−1,
jer se sve potencije matrice A (nakon, i ukljucˇujuc´i n) mogu zapisati kao linearne kombinacije u











B AB ... An−1B
] 
∫ T
0 Y0(T − s)u(s)ds
...∫ T
0 Yn−1(T − s)u(s)ds
 ,
gdje je desni vektor iz Rnm. Iz ovoga direktno slijedi da je ξ ∈ CAB jer smo dobili ξ kao linearnu
kombinaciju stupaca matrice koja generira CAB.
QED
2. Korak: CAB ⊂ ImWT
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Koristimo pomoc´ni rezultat:
Lema 1.4.1. Ako je V konacˇno dimenzionalan unitaran prostor te neka su L,M njegovi potprostori
takvi da je M⊥ ⊂ L⊥, onda je L ⊂ M.
Dokaz:
Neka je x ∈ L. U konacˇnodimenzionalnim prostorima vrijedi M⊥⊥ = M, pa ako dokazˇemo da je x
okomit na prostor M⊥, onda znamo da je x ∈ M⊥⊥ = M i dokaz je gotov. Zato uzmimo y ∈ M⊥
proizvoljan. Zbog inkluzije M⊥ ⊂ L⊥ znamo da je y ∈ L⊥, pa je po definiciji 〈x, y〉 = 0. Zbog
proizvoljnosti elementa y, dokaz je gotov.
QED
Ovaj nam rezultat govori da je dovoljno pokazati da je (ImWT )⊥ ⊂ C⊥AB. Buduc´i da je WT hermitska
matrica, vrijedi:
(ImWT )⊥ = ker(W∗T ) = kerWT .
Stoga se tvrdnja koraka svodi na inkluziju kerWT ⊂ C⊥AB.
Dokaz drugog koraka:
Neka je ξ ∈ kerWT proizvoljan. Tada posebno vrijedi
ξ∗WT ξ = 0.










Iz ovoga slijedi y∗(s) = 0, za sve s ∈ [0,T ], sˇto znacˇi da su derivacije proizvoljnog reda zdesna u
s = 0 jednake 0:
dky∗
dsk




B AB A2B ... An−1B
]
= 0,
iz cˇega slijedi da je ξ ∈ C⊥AB.
QED
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Trec´i korak: ImWT ⊂ RT
Dokaz trec´eg koraka:
Fiksiramo proizvoljno vrijeme T > 0 i stanje ξ ∈ ImWT . Tada prema definiciji, postoji v ∈ Rm
takav da je
ξ = WT v.
Pomoc´u tog vektora definiramo funkciju
u(s) = B∗eA
∗(T−s)v,













∗sdsv = WT v = ξ,
gdje smo za prijelaz izmedu dva reda koristili substituciju. Dakle, dobili smo da je za proizvoljan
ξ ∈ ImWT moguc´e nac´i funkciju ulaza koja c´e funkciju stanja u trenutku T dovesti do ξ. Dakle,
ξ ∈ RT .
QED
Ovime je dokazan Teorem 1.3.2, koji govori da su RT , CAB i ImWT zapravo isti skupovi, iako su
definirani naizgled nezavisno. Kada pogledamo te tri strukture, vidimo da samo jedna od njih ne
ovisi o vremenu: matrica WT je realna matrica sa konstantnim koeficijentima ali ovisi o izboru
T ≥ 0. RT govori o dostizˇnim stanjima u nekom danom trenutku i nije jasno kakva je veza izmedu
RS ,RT za razlicˇite S ,T i konacˇno, upravljiv potprostor CAB neovisan je o vremenu i potpuno je
odreden sa sustavom matricama A, B iz (1.7). Dakle, prva zanimljiva posljedica:
Korolar 1.4.2. Neka su S ,T > 0 proizvoljni. Tada je x ∈ RS ako i samo ako x ∈ RT .
Dokaz:
Neka je x ∈ RS . Tada je prema Teoremu 1.3.2, x ∈ CAB. Prema istom Teoremu je CAB = RT , dakle
x ∈ RT . Drugi smjer ide analogno.
QED
Rijecˇima, ako dokazˇemo da je npr. moguc´e utjecati na sustav tako da se nakon prve sekunde nalazi
u stanju y, onda je moguc´e sustav dovesti do y u proizvoljnom trenutku (sa odgovarajuc´om ulaznom
funkcijom).
Druga zanimljiva posljedica je da pocˇetni uvjet ne utjecˇe na upravljivost.
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1.5 Kalmanov teorem
Motivirani prosˇlom cjelinom, definiramo jedan od centralnih pojmova ovog rada: upravljivost.
Definicija 1.5.1.: Sustav
x′(t) = Ax(t) + Bu(t)
je upravljiv ako za svaki T ≥ 0 i svaka dva vektora x0, x1 ∈ Rn postoji funkcija u ∈ (L2[0,T ])m
(svaka komponenta je u L2([0,T ])) takva da za rjesˇenje sustava (1.1) vrijedi x(T ) = x1.
Iz Teorema 1.3.2. se dobiva sljedec´i bitan rezultat (zvan Kalmanov teorem), koji daje karakterizaciju
upravljivosti za sustave gdje inicijalan uvjet nije homogen:
Teorem 1.5.1. Sustav
x′(t) = Ax(t) + Bu(t), t ∈ [0,T ],
x(0) = x0,
(1.13)
je upravljiv u T > 0 ako i samo ako je r([B, AB, ..., An−1B]) = n, gdje je n red matrice A.
Dokaz:
Prvo dokazujemo da upravljivost sustava povlacˇi, da je tada
r([B, AB, ..., An−1B]) = n
i koristimo rezultat Teorema 1.3.2..
Neka je sustav upravljiv i fiksirajmo τ > 0. Postoji ulazna u takva da je x(τ) = 0. Definirajmo
funkciju y(t) = x(t + τ) za koju vrijedi:
y′(t) = x′(t + τ) = Ax(t + τ) + Bu(t + τ) = Ay(t) + Bu(t + τ), y(0) = 0.
Dakle, dobili smo sustav sa homogenim pocˇetnim uvjetom. Zbog upravljivosti pocˇetnog sustava
vrijedi da je RT = Rn, pa je prema Teoremu 1.3.2, r([B, AB, ..., An−1B]) = n.
Preostaje pokazati obratan smjer, odnosno da pretpostavka r([B, AB, ..., An−1B]) = n povlacˇi uprav-
ljivost sustava u proizvoljnom trenutku T . Uz tu pretpostavku znamo da je sustav (1.7) upravljiv,





Upravljivost pocˇetnog sustava dokazujemo po definiciji. Uzimamo proizvoljne T > 0, x0, x1 ∈ Rn i
pokazˇimo da postoji ulazna funkcija u takva da za rjesˇenje od
x′(t) = Ax(t) + Bu(t) t ∈ [0,T ],
x(0) = x0,
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vrijedi x(T ) = x1. Rjesˇenje ove zadac´e je




Prema Teoremu 1.3.2, za sustav sa homogenim pocˇetnim uvjetom vrijedi da je RT = Rn, dakle




eA(T−s)Bu(s)ds = x1 − eAT x0.
Ako tu istu ulaznu funkciju stavimo u izraz za rjesˇenje pocˇetnog sustava, dobiva se:
x(T ) = eAT x0 +
∫ T
0
eA(T−s)Bu(s)ds = eAT x0 + x1 − eAT x0 = x1,



















Upravljivost ovo sustava c´emo odrediti korisˇtenjem Kalmanovog teorema. Vrijedi da je





) = 1 < 2
iz cˇega slijedi da sustav nije upravljiv. Da li je to ocˇekivani rezultat? Iz sustava dobivamo dvije
jednadzˇbe:
x′1(t) = x1(t)
x′2(t) = x2(t) + u(t)
Vidimo da je rijecˇ o sustavu sa separiranim varijablama, tj. da varijabla x1 ne ovisi o x2 i obratno.
Vidimo da su dvije jednadzˇbe nezavisne u smislu da x1 ne ovisi o x2 i da x2 ne ovisi o x1. u(t)
se javlja samo u jednadzˇbi sa x2, dakle nije za ocˇekivati da je ovaj sustav upravljiv jer ne mozˇemo
utjecati na komponentu x1. Recimo da dodamo pocˇetni uvjet x1(0) = x1,0, x2(0) = x2,0. U
trenutku τ > 0 c´e neovisno o funkciji ulaza u vrijediti x1(τ) = x1,0eτ. Ako odaberemo cilj (α, β) ∈
R2 takvu da je α , x1,0eτ, onda nije moguc´e doc´i u tu tocˇku niti za jednu funkciju ulaza. Ali, prema







upravljiv potprostor, dakle sve tocˇke oblika (x1,0eτ, µ) su dostizˇne za sve µ ∈ R, sˇto se slazˇe sa
cˇinjenicom da upravo s x2 komponentom mozˇemo upravljati.
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Lema 1.5.2. Funkcija ulaza nije jedinstvena.
Dokaz:
Recimo da zˇelimo nac´i funkciju ulaza takvu da za sustav
x′(t) = Ax(t) + Bu(t), x(0) = 0,
vrijedi x(T ) = x1. Uzmimo proizvoljnu funkciju v1 ∈ (L2[0, T2 ])m. Ona c´e dovesti rjesˇenje sustava
u neku tocˇku x( T2 ) = X, iz koje se mozˇe doc´i u x(T ) = x1 pomoc´u nekog ulaza v2 ∈ (L2[ T2 ,T ])m
zbog upravljivosti sustava. Dakle, ulazna funkcija v koja zadovoljava v = v1 na [0, T2 ] i v = v2 na
[ T2 ,T ] (gotovo svuda) je u prostoru (L
2[0,T ])m i za odgovarajuc´u funkciju stanja vrijedi x(T ) = x1.
Zbog proizvoljnosti v1 vidimo da ulazna funkcija nije jedinstvena.
QED
Teorem 1.5.3. Sustav (1.13) je upravljiv u trenutku T ako i samo ako za adjungirani sustav
−y′ + A∗y = 0, 0 ≤ t ≤ T,
y(T ) = y0,
(1.14)
vrijedi sljedec´e:






Dokaz je po uzoru na knjigu [8]. Prvo dokazujemo da nejednakost (1.15) povlacˇi upravljivost
sustava (1.13). Pretpostavimo da vrijedi napisana nejednakost i definiramo kvadratni funkcional






|B∗y(t)|2dt − 〈x1, y0〉 + 〈x0, y(0)〉, (1.16)
gdje je y rjesˇenje sustava (1.14).
Neka funkcional J ima minumum (kasnije c´emo dokazati da minimum postoji) u y0min. Tada je
DJ(y0min) = 0 i ulazna funkcija u = B
∗ymin je takva da funkcija stanja zadovoljava x(T ) = x1 (ymin
je rjesˇenje adjungiranog sustava (1.14) uz y(T ) = y0min). Uzmimo φ





〈B∗ψ(t), B∗φ(t)〉dt − 〈x1, φ0〉 + 〈x0, φ(0)〉.
Dakle, ∇J(y0min) = 0 ako i samo ako je∫ T
0
〈B∗ymin(t), B∗y(t)〉dt − 〈x1, y0〉 + 〈x0, y(0)〉 = 0 ∀y0 ∈ Rn.
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Prethodna se jednadzˇba uz oznaku u(t) = B∗ymin(t) mozˇe zapisati u obliku∫ T
0
〈Bu(t), y(t)〉dt − 〈x1, y0〉 + 〈x0, y(0)〉 = 0 ∀y0 ∈ Rn. (1.17)
Mnozˇenje sustava x′(t) + Ax(t) = Bu(t) sa proizvoljnim rjesˇenjem zadac´e (1.14) daje∫ T
0




Lijeva se strana pomoc´u parcijalne integracije transformira u∫ T
0
(x′ + Ax)ydt =
∫ T
0
x(−y′ + A∗y)dt + 〈x(T ), y0〉 − 〈x0, y(0)〉.
Iz prethodna tri izraza se dobiva
〈x(T ) − x1, y0〉 = 0 ∀y0 ∈ Rn,
iz cˇega slijedi x(T ) = x1. Dakle, ako preslikavanje J ima minimum, onda se preko njega mozˇe
definirati ulazna funkcija koja stanje sustava dovodi u x1.
Preostaje dokazati da J ima minimum. Buduc´i da je J neprekidna, kvadraticˇna, konveksna i defini-















|B∗y(t)|2dt − 〈x1, y0〉 + 〈x0, y(0)〉 ≥ α||y0||2 + 〈a, y0〉,
za neke α > 0, a ∈ Rn. Vidimo da vrijedi (za odgovarajuc´e βi > 0, ci, d)
J(x1, ..., xn) ≥
n∑
i=0
βi(xi − ci)2 + d,
iz cˇega slijedi koercitivnost (nisu toliko bitne vrijednosti ci, d nego oblik funkcije). Time je dokazan
jedan smjer.
Preostaje dokazati da upravljivost sustava (1.13) povlacˇi nejednakost (1.15).
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Fiksiramo x1 = 0. Tada za svaki x0 ∈ Rn postoji vx0 ∈ (L2[0,T ])m t.d. funkcija stanja zadovoljava
x(T ) = 0. Pretpostavimo na trenutak da postoji konstanta C > 0 takva da za svaki x0
||vx0 ||L2 ≤ C||x0||2. (1.19)





gdje je y rjesˇenje sustava (1.14). Iz (1.19) i (1.20) se primjenom Cauchy-Schwartz nejednakosti
dobiva
|〈x0, y(0)〉| ≤ C||x||2||B∗y||L2 ,
sˇto daje
||y(0)||2 ≤ C||B∗y||L2 . (1.21)
Iz (1.21) direktno slijedi nejednakost koju zˇelimo dokazati jer vrijedi
y(0) = eT A
∗
y0,
y0 = (eT A
∗
)−1y(0),
||y0||2 ≤ K||y(0)||2 ≤ KC||B∗y||L2 ,
sˇto je trebalo pokazati.
Preostaje dokazati ocjenu (1.19), sˇto radimo preko teorema o zatvorenom grafu. Neka je X = Rn,
Y = (L2[0,T ])m. Prema teoremu o zatvorenom grafu, ako je A : X → Y linearan operator sa za-
tvorenim grafom, onda je A ogranicˇen. U nasˇem je slucˇaju A : X → Y operator koji proizvoljnom
vektoru x0 pridruzˇuje ulaznu funkciju v ∈ Y takvu da je x(T ) = 0 (sjetimo se, fiksirali smo x1 = 0 na
pocˇetku). U prostoru X × Y je norma dana sa ||(x, y)|| = ||x||X + ||y||Y i vrijedi da limn(xn, yn) = (x, y)
ako i samo ako je x = limn(xn), y = limn(yn).
Preostaje nam dokazati zatvorenost grafa, tj. skupa S = {(x, Ax) : x ∈ X} u prostoru X × Y . Neka
je (xn, un)n niz u S koji konvergira prema (x, v) ∈ X × Y . To povlacˇi dvije stvari:
1) x = limn(xn) u normi X i v = limn(vn) u normi Y ,
2) za funkciju stanja koju ima kao funkciju ulaza vn vrijedi x(0) = xn.
Mi zˇelimo pokazati da je (x, v) ∈ S . Za to je potrebno provjeriti da sustav
x′(t) = Ax(t) + Bv(t), t ∈ [0,T ], (1.22)
x(0) = x, (1.23)
zadovoljava x(T ) = 0. Opc´e je rjesˇenje oblika
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Vrijedi




Zbog 2) znamo da vrijedi




Oduzimanje ove dvije relacije daje
x(T ) = eAT (x − xn) +
∫ T
0
eA(T−s)B(v(s) − vn(s))ds, ∀n.
Kada n ide u beskonacˇnost, desna strana se priblizˇava nuli, zbog konvergencija u 1), pa vrijedi




Iz dokaza se vidi da varijacijski pristup konstruira jednu ulaznu funkciju, no mozˇe se pokazati i
visˇe: da ulazna funkcija konstruirana na taj nacˇin ima najmanju L2-normi od svih dopustivih ulaznih
funkcija. Radi jednostavnosti, pretpostavimo x1 = 0. Neka je u proizvoljna ulazna funkcija, a v ona





〈v, B∗y(t)〉dt = −〈x0, y(0)〉.
Kao i prije, neka je y0min minimizator funkcionala J i ymin pripadno rjesˇenje adjungiranog sustava














|uB∗ymin|dt ≤ ||u||L2 ||v||L2 .
Konacˇno, ||v||L2 ≤ ||u||L2 .
1.6 Hilbertova metoda jedinstvenosti HUM
Ova cjelina uvodi Hilbertovu metodu koja svodi problem upravljivosti na jednostavniji problem
trazˇenja vektora, sˇto je motivirano dosadasˇnjim rezultatima. Analiza je po uzoru na knjigu [3].
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Teorem 1.6.1. Neka su E, F Hilbertovi prostori i A : F → E neprekidan linearan operator takav
da je A∗ injektivan. Tada vrijedi:
ImA = {u ∈ E : (∃C > 0)(∀Y ∈ E′)| < Y, u >E′×E | ≤ C||A∗Y ||F}. (1.24)






cˇija je slika jednaka skupu dostizˇnih stanja (Teorem 1.3.2). Buduc´i da smo u konacˇno-dimenzionalnim
prostorima (E = F = Rn), vrijedi ImWT = (kerW
ν,∗
T )
⊥. Prema prethodnom teoremu, ako je
kerWν,∗T = 0, onda je sustav upravljiv jer je zadovoljeno ImWT = R
n. Buduc´i da je podintegralna
matrica simetricˇna, WT je takoder simetricˇna, tako da je za upravljivost dovoljno provjeriti da je WT
injekcija, sˇto je ekvivalentno tome da za proizvoljne p, q ∈ Rn, sustav WT p = q ima najvisˇe jedno
rjesˇenje.
Motivirani dokazom prethodnog teorema, trazˇimo rjesˇenje sustava
WT y0 = x1 − eT Ax0.
Ako je matrica punog ranga, onda znamo da rjesˇenje postoji i sa tim vektorom kao uvjetom u adjun-
giranoj zadac´i (1.14) se dobiva rjesˇenje y za koje vrijedi da je u = B∗y ulazna funkcija pocˇetnog
sustava koja dovodi funkciju stanja do x1 kao sˇto zˇelimo.
Dakle, sveli smo problem upravljivosti na problem rjesˇavanja linearnog sustava. Druga bitna stvar
je da ova metoda daje i konstrukciju ulazne funkcije: pomoc´u rjesˇenja linearnog sustava dobivamo
rjesˇenje adjungiranog linearnog sustava (1.14) (znamo egzaktnu formulu za rjesˇenje) i konacˇno
dobivamo ulaznu funkciju pomoc´u relacije u = B∗y. Kao sˇto je pokazano na kraju prosˇlog potpo-
glavlja, tako konstruirana funkcija u takoder ima svojstvo da je ulazna funkcija najmanje norme.
Poglavlje 2
Parametrizirani linearni sustavi
U prosˇlom poglavlju smo analizirali linearan sustav oblika
x′(t) = Ax(t) + Bu(t),
x(0) = x0.
(2.1)
Sada pretpostavljamo da je sustav podlozˇen parametriziranim perturbacijama (po uzoru na rad [6])




x(t, ν) = A(ν)x(t, ν) + B(ν)u(t, ν),
x(0, ν) = x0ν ,
(2.2)
gdje smo uveli parametar ν u opis problema i znamo egzaktnu ovisnost elemenata A(ν), B(ν), x0ν o
tom parametru. U primjenama, modeli su rijetko u potpunosti odredeni, vec´ su podlozˇeni gresˇkama
koje mogu biti posljedica ignoriranja nekog efekta (npr. kada pretpostavimo da je Zemlja inercijski
sustav) no gresˇke mogu biti i slucˇajne prirode. Tu razliku izmedu potpuno tocˇnog i nasˇeg pocˇetnog
modela (2.1) nastojimo popraviti uvodenjem dodatnog parametra ν.
Kao i prije, A : K → Rn,n je matrica koja opisuje slobodno gibanje sustava (u slucˇaju u(t, ν) =
0), B : K → Rn,m govori kako ulazna funkcija utjecˇe na funkciju stanja x(t, ν) ∈ Rn i x0ν je pocˇetni
uvjet. Uvodimo tri dodatne pretpostavke za daljnju analizu:
1. A, B, x0ν su Lipschitz-neprekidne funkcije, tj. postoje konstante LA, LB, Lx takve da
||A(ν1) − A(ν2)|| ≤ LA||ν1 − ν2||,
||B(ν1) − B(ν2)|| ≤ LB||ν1 − ν2||,
||x0ν1 − x0ν2 || ≤ Lx||ν1 − ν2||.
2. K ⊂ Rd je kompaktan skup. Buduc´i da je Rd konacˇnodimenzionalan, ekvivalentno je rec´i da
je K zatvoren i omeden.
16
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3. Sustav (2.2) je upravljiv za svaki ν ∈ K.
Pretpostavka (3) c´e biti zadovoljena cˇim su Lipschitz-ove konstante funkcija A(ν), B(ν) ”dovoljno
male” s obzirom na velicˇinu skupa K, o cˇemu preciznije govori sljedec´i rezultat.
Lema 2.0.1. Neka su ν → A(ν), ν → B(ν) Lipschitz neprekidne funkcije i neka je sustav (2.2)
upravljiv za neki ν0 ∈ K. Tada postoji okolina oko ν0 za cˇije je vrijednosti ν sustav (2.2) upravljiv.
Dokaz:
Za pocˇetak, ako su f , g dvije Lipschitz-neprekidne funkcije zadane na kompaktnom skupu K, onda
su i f + g, f g Lipschitz-neprekidne. Naime, vrijedi:
||( f + g)(x) − ( f + g)(y)|| ≤ || f (x) − f (y)|| + ||g(x) − g(y)||
≤ L f ||x − y|| + Lg||x − y|| = (L f + Lg)||x − y||,
|| f (x)g(x) − f (y)g(y)|| ≤ || f (x)|| · ||g(x) − g(y)|| + ||g(y)|| · || f (x) − f (y)||
≤ M f Lg||x − y|| + MgL f ||x − y|| ≤ L f g||x − y||,
pri cˇemu su L f , Lg Lipschitzove konstante funkcija f , g i M f = max{|| f (x)|| : x ∈ K},Mg =
max{||g(x)|| : x ∈ K}. Vrijednosti M f ,Mg su dobro definirane jer je domena kompaktan skup.
Neka je sustav upravljiv u ν0. Prema Kalmanovom teoremu, to znacˇi da je matrica




punog ranga: r(Cν0) = n. Bez smanjenja opc´enitosti mozˇemo pretpostaviti da je prvih n stupaca
linearno nezavisno i sa svim retcima cˇine podmatricu C˜ν0 t.d. det(C˜ν0) , 0. Determinanta je zbroj,
gdje je svaki pribrojnik umnozˇak n Lipschitz-neprekidnih funkcija. Primjetimo da ako je matricˇna
funkcija A(ν) Lipschitz-neprekidna, da su onda i komponente te matrice Lipschitz-neprekidne funk-
cije. Prema napomeni sa pocˇetka dokaza, det je Lipschitz-neprekidna funkcija. Stoga za ν ∈ K
proizvoljan vrijedi
| det(C˜ν) − det(C˜ν0)| ≤ LC ||ν − ν0||.
Dakle, ako je konstanta LC dovoljno mala, onda c´e vrijediti det(C˜ν) , 0, i pripadni c´e sustav na
temelju Kalmanovog teorema biti upravljiv. QED
Trec´a pretpostavka govori da za svaku vrijednost ν ∈ K znamo da postoji ulazna funkcija u(t, ν)
koja vodi funkciju stanja u x(T ) = x1. No, znamo i visˇe od toga. Glavna posljedica Teorema 1.5.3
je sˇto daje konstrukciju takve ulazne funkcije koja je ujedno ona minimalne (L2([0,T ]))m-norme
(sjetimo se, ulazne funkcije nisu jedinstveno odredene). Zbog njene vazˇnosti, ovdje ponavljamo tu






|B∗y(t)|2dt − 〈x1, y0〉 + 〈x0, y(0)〉, (2.3)
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gdje je y(t) rjesˇenje adjungiranog sustava (1.14) sa uvjetom y(T ) = y0. Pokazalo se da funkcional
ima jedinstven minimum, koji oznacˇujemo sa y0min. Uz y
0
min kao pocˇetni uvjet, adjungirani sustav
ima za rjesˇenje funkciju
y(t) = eA
∗(T−t)y0min, (2.4)
koja preko relacije u = B∗y daje egzaktan izraz za ulaznu funkciju koja funkciju stanja dovodi u x1.
U ovom je poglavlju drugacˇije to sˇto promatramo cijele familije sustava u ovisnosti o paramteru ν,




Izrazom (2.5) je dobro definirano preslikavanje iz K u (L2[0,T ])m, koje je zbog pretpostavke (1) sa
pocˇetka poglavlja Lipschitz-neprekidno.
Zanima nas kako odrediti konacˇno mnogo ν1, ..., νl ∈ K cˇije pridruzˇene ulazne funkcije (prema
prethodno definiranom preslikavanju), nam omoguc´uju dobru aproksimaciju ulazne funkcije za pro-
izvoljan parametar ν ∈ K. Preciznije, ovaj problem formuliramo na sljedec´i nacˇin:
Problem 1:
Za proizvoljne T > 0, x0ν , x
1 ∈ Rn, promatramo skup ulaznih funkcija najmanje L2 norme, u(t,K),
koje odgovaraju svim moguc´im vrijednostima ν ∈ K i zadovoljavaju uvjet x(T, ν) = x1. Taj skup je
kompaktan u [L2(0,T )]m.
Za dan  > 0 trazˇimo konacˇan skup parametara Kl = {ν1, ..., νl} ⊂ K (gdje l ovisi o ) i njima
odgovarajuc´e ulazne funkcije u1, ..., ul koje razapinju prostor Vl = [{u1, ..., ul}] takav da
(∀ν ∈ K)(∃u∗ ∈ Vl) ||x(T, ν) − x1|| ≤ ,
gdje je x(t, ν) funkcija stanja pridruzˇena ulaznoj funkciji u∗ preko relacije




Prije nastavka, zbog vazˇnosti dokazujemo jednu tvrdnju iz gornje formulacije:
Lema 2.0.2. Skup u(t,K) je kompaktan u [L2(0,T )]m
Dokaz:
Za pocˇetak, znamo da ako su X,Y normirani prostori, f : X → Y neprekidna funkcija i K ⊂ X
POGLAVLJE 2. PARAMETRIZIRANI LINEARNI SUSTAVI 19
kompaktan skup, da je onda f (K) ⊂ Y takoder kompaktan. Naime, ako je (yn) ⊂ f (K) proizvoljan
niz, znamo da postoji niz (xn) ⊂ K takav da
(∀n ∈ N) f (xn) = yn.
Buduc´i da je K kompaktan, (xn) ima konvergentan podniz (xp(n)) koji konvergira prema x ∈ K.
Dakle, za proizvoljan niz (yn) dobili smo podniz (yp(n)), gdje je yp(n) = f (xp(n)) koji konvergira
prema f (x) zbog neprekidnosti funkcije f .
Prostori Rd, [L2(0,T )]m su normirani, pa je dovoljno nac´i funkciju koja povezuje K i u(t,K)
te pokazati da je ona neprekidna. Ta je funkcija dana relacijom (2.5), a neprekidnost slijedi zbog
pretpostavke (1) sa pocˇetka poglavlja. QED
Vidimo da na neki nacˇin odustajemo od definicije upravljivosti iz prosˇlog poglavlja jer sada za dan
parametar ν trazˇimo ulaznu funkciju koja vodi stanje sustava dovoljno blizu fiksiranoj tocˇki, a ne
nuzˇno u tu tocˇku. Drugim rijecˇima, ovdje od funkcije stanja ocˇekujemo
||x(T, ν) − x1|| ≤ ,
dok smo prije ocˇekivali x(T, ν) = x1, iako prema pretpostavci (3) znamo da je sustav upravljiv
u smislu prethodnog poglavlja. Formalno, egzaktno upravljanje iz prethodnog poglavlja zamje-
njujemo aproksimativnim upravljanjem. Pretpostavka (3) ovdje zapravo sluzˇi kao opravdanje za
egzistenciju ulaznih funkcija u1, ..., ul koje definiraju vektorski potprostor Vl ≤ [L2(0,T )]m u kojem
c´emo trazˇiti ulaznu funkciju za proizvoljan ν ∈ K.
Na ovaj nacˇin izbjegavamo konstrukciju ulazne funkcije za svaku novu vrijednost parametra ν
sˇto mozˇe biti vremenski zahtjevno za velike sustave (no i dalje teorijski moguc´e). Ovdje je potrebno
samo jednom odrediti ulazne funkcije za odabrane parametre νi, i = 1, ..., l. Znamo da rjesˇenje Pro-
blema 1 postoji, jer prema pretpostavci (3) za dan ν ∈ K postoji jedna ulazna funkcija uν,egz koja
egzaktno vodi funckiju stanja u x1. Zbog neprekidnosti preslikavanja uν(t) → x(t, ν), znamo da
postoji okolina oko te ulazne funkcije cˇija pripadna funkcija stanja zadovoljava uvjet iz problema.
Prva ideja je uzeti dovoljno profinjenu mrezˇu nad skupom K, i uzeti vrijednosti te mrezˇe kao do-
voljne ν1, ..., νl iz kojih dalje gradimo ulazne funkcije. Zbog neprekidnosti ν → x(t, ν) znamo da je
taj algoritam dobar, no mi zˇelimo da broj izabranih parametara bude najmanji moguc´i. U tu svrhu
se sluzˇimo slabim pohlepnim algoritmom kojeg uvodimo i analiziramo u sljedec´em potpoglavlju.
2.1 Slabi pohlepan algoritam
Ovdje uvodimo algoritam kojim na efikasan nacˇin zˇelimo aproksimirati kompaktan K u Banacho-
vom prostoru X nekim konacˇnodimenzionalnim prostorom Vn dimenzije n. Algoritam se uvodi za
proizvoljan Banachov prostor, no analizirat c´emo konvergenciju u Hilbertovim prostorima, sˇto je
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prikladno jer su prostori nama od interesa Hilbertovi.
Za analizu uvodimo sljedec´u definiciju:
Definicija 2.1.1. Neka je X Banachov i K ⊂ X kompaktan. Kolmogorovljeva n-sˇirina je definirana
pomoc´u
dn = inf{sup{dist(x,V) : x ∈ K} : V ≤ X, dim(V) = n}. (2.7)
Za fiksan konacˇnodimenzionalan prostor V ≤ X, sup{dist(x,V) : x ∈ K} je najvec´a udaljenost
elemenata skupa K od potprostora V . Dakle, dn trazˇi po svim potprostorima dimenzije n od X
onaj za koji je ta udaljenost najmanja. Drugim rijecˇima, dn nam govori koliko se dobro mozˇe
aproksimirati kompaktan K pomoc´u potprostora dimenzije n.
Uvedena Kolmogorovljeva n-sˇirina je teoretska vrijednost. Kako bi se za dan skup odredio naj-
bolji aproksimativan potprostor dimenzije n, sluzˇimo se pohlepnim algoritmom koji se predstavlja
u nastavku.
Slabi pohlepni algoritam
• Fiksiramo γ ∈ 〈0, 1].
• Uzimamo element g0 ∈ K takav da ||g0|| ≥ γmax{||g|| : g ∈ K}.
• Pretpostavimo da smo za n ∈ N odabrali {g0, ..., gn−1} i definiramo prostor Vn = [{g0, ..., gn−1}].
Sljedec´i element biramo tako da zadovoljava
gn ∈ K, dist(gn,Vn) ≥ γmax{dist(g,Vn) : g ∈ K}.
Algoritam staje kada vrijedi
max{dist(g,Vn) : g ∈ K} < ,
za neku unaprijed dogovorenu vrijednost .
Paralelno uz konstrukciju niza gn definiramo i dodatan niz (σn)n sa
σ0 := max{||g|| : g ∈ K}, (2.8)
σn := sup{inf{||g − v|| : v ∈ Vn} : g ∈ K}. (2.9)
Koja je interpretacija broja σn? Znamo da je za fiksan g ∈ K, inf{||g − v|| : v ∈ Vn} udaljenost tog
elementa od potprostora Vn. Dakle, σn predstavlja najmanju gornju medu na udaljenost elemenata
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od K do prostora Vn. Kada je zadovoljen uvjet σn < , znamo da za proizvoljan element g ∈ K, u
njegovoj  okolini se nalazi neki element iz prostora Vn. Niz (σn)n je monoton, nerastuc´i.
Za vrijednost γ = 1, gornji algoritam se naziva pohlepni algoritam.
Niz gn kojeg algoritam generira nije jedinstven, sˇto nam govori da nisu toliko bitni sami elementi
niza (gn), vec´ koliko dobro linearna ljuska elemenata aproksimira kompaktan skup K. Algoritmi
staju kada je zadovoljen uvjet σn < , za neku unaprijed definiranu toleranciju  > 0. Dakle,
algoritam daje konacˇnodimenzionalan prostor Vn koji aproksimira K do na toleranciju .
Pri izvodenju slabog pohlepnog algoritma, dva se problema javljaju:
1. Skup K mozˇe sadrzˇavati beskonacˇno mnogo vektora.
2. U primjenama, skup K nije uvijek poznat.
Prvi se problem rjesˇava tako da umjesto cijelog skupa K promatramo konacˇan podskup. Naime,
kako je K kompaktan, znamo da se za dani δ > 0 mozˇe pokriti sa konacˇno mnogo kugala radijusa
δ. Da bi izbjegli drugi problem, zamjenjujemo udaljenost dist(g,Vn) nekom drugom ekvivalentnom
vrijednosˇc´u koju je laksˇe odrediti. O tome se bavi sljedec´e potpoglavlje. Za kraj, dajemo rezultat o
konvergenciji slabog pohlepnog algoritma, cˇiji se dokaz mozˇe nac´i u [4].
Teorem 2.1.1. Za slabi, pohlepni algoritam sa konstantom γ u Hilbertovom X vrijedi sljedec´e: ako
je kompaktan K takav da za neke α > 0,C > 0 vrijedi
dn ≤ C0n−α,
onda vrijedi
σn ≤ C1n−α, (2.10)
gdje je C1 = C0γ−225α+1.
Drugim rijecˇima, red konvergencije za niz σn je jednak redu konvergencije za dn. Buduc´i da
vrijedi dn ≤ σn, ocˇekivano je bilo da je red konvergencije niza (σn) sporiji ili jednak onome od
niza (dn) i ovaj rezultat govori da je red upravo jednak. Takoder, zanimljivo je vidjeti da izbor γ ne
utjecˇe na red konvergencije vec´ samo na konstantu C1.
2.2 Primjena slabog pohlepnog algoritma
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U ovom potpoglavlju prvo izvodimo ekvivalentnu formulaciju Problema 1 na temelju prethodnih
rezultata i nakon toga opisujemo primjenu pohlepnog algoritma na njegovo rjesˇavanje.
Sjetimo se, ulazna funkcija minimalne L2-norme je oblika u = B∗νy, gdje je y(t) = eA
∗
ν(T−t)y0min,ν
i y0min,ν minimizator modificiranog funkcionala iz Teorema 1.5.3 (uveden je parametar ν). Sljedec´a
tvrdnja karakterizira minimizator tog funkcionala Jν.








νy0||2dt − 〈x1, y0〉 + 〈x0ν , eT A
∗
νy0〉,
se mozˇe dobiti kao rjesˇenje linearnog sustava
WνT y

























〈y0,WνT y0〉 − 〈x1 − eT Aν x0ν , y0〉,
gdje je WνT Gramijan, pri cˇemu smo koristili cˇinjenicu: (e
A)∗ = eA∗ . Dakle, kvadratni funkcional





0 · y0 − (x1 − eT Aν x0ν) · y0. (2.12)
Ako je y0 minimizator, onda je posebno stacionarna tocˇka, pa vrijedi ∇J(y0) = WνT y0 − (x1 −
eT Aν x0ν) = 0, sˇto je upravo sustav (2.11). QED
Pretpostavili smo da je sustav upravljiv, za svaku vrijednost ν ∈ K, sˇto je automatski zadovoljeno
ako vrijedi
W−I ≤ WνT ≤ W+I, (2.13)
za neke pozitivne konstante W−,W+. Naime, u tom je slucˇaju Gramijan regularna matrica i sustav
(2.11) je rijesˇiv.
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1 − eT Aν x0ν . (2.15)
Relacija (2.15) govori kako dobiti ulaznu funkciju jednom kada je poznat vektor y0min,ν, pa je do-
voljno aproksimirati taj vektor, da bi se nasˇla aproksimacija za uν (preslikavanje yν → uν je nepre-
kidno).
Ovime smo definirali preslikavanje y0 : K → RN koje proizvoljnom parametru ν pridruzˇuje rjesˇenje
sustava (2.11) i za koje vrijedi da je y0(K) ⊂ RN kompaktan (dokaz kasnije). Zbog te veze izmedu
ulaznih funkcija uν i pridruzˇenih minimizatora y0(ν) = y0ν, originalan problem se mozˇe napisati na
ekvivalentan nacˇin:
Problem 2:
Neka su zadani T > 0 te proizvoljni x1, x0ν ∈ RN . Trazˇimo elemente ν1, ..., νn ∈ K takve da odgo-
varajuc´i minimizatori y01, ..., y
0
n koji razapinju prostor Y
0
n zadovoljavaju: (∀ν ∈ K)(∃y0,∗ν ∈ Y0n ) t.d.





Razlog za ovu formulaciju je sˇto ovdje aproksimiramo n-dimenzionalne vektore, umjesto [L2(0,T )]m
funkcija, tj. za dani ν aproksimiramo y0,∗ν ∈ Rn umjesto da direktno aproksimiramo u∗ν ∈ [L2(0,T )]m.
Sljedec´i je rezultat bitan jer se pohlepni algoritmi zasnivaju na tome da skup kojeg aproksimiramo
je kompaktan.
Lema 2.2.2. Skup Y(K) ⊂ Rn je kompaktan.
Dokaz:
Kao i prije, dovoljno je pokazati da je Y neprekidno preslikavanje. Iz relacije (2.11) vrijedi
Y(ν) = (WνT )
−1(x1 − eT Aν x0ν),
koje je neprekidno zbog neprekidnosti preslikavanja A(ν), B(ν), x0ν . QED
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2.3 Konstrukcija aproksimativnog prostora Y0n
Potpoglavlje zapocˇinjemo definicijom koja nam kasnije olaksˇava racˇunanje izraza dist(y0ν,Y
0
n ).
Definicija 2.3.1. Kazˇemo da su dvije metrike d1, d2 ekvivalentne na prostoru X ako za svaki x ∈ X
postoje α > 0, β > 0 takvi da za svaki y ∈ X vrijedi:
αd1(x, y) ≤ d2(x, y) ≤ βd1(x, y).
Za ekvivalenciju koristimo oznaku '.
U svakom koraku opisanog pohlepnog algoritma se zahtjeva racˇunanje udaljenosti Y(K) od prostora




1 − eT Aν x0ν ,
za svaku vrijednost ν. Dakle, u ovom slucˇaju, kompaktan skup y0(K) koji aproksimiramo, nije
dan eksplicitno i zato uvodimo prikladnu zamjenu za udaljenost dist(y0ν,Y
0




n ) ' dist(WνT y0ν,WνT Y0n ) (2.17)
= dist(x1 − eT Aν x0ν ,WνT Y0n ), (2.18)
gdje je WνT Y
0
n = [{WνT y01, ...,WνT y0n}]. Ekvivalencija u izrazu (2.17) je opravdana jer je WνT pozitivno
definitna matrica za svaki ν i zbog pretpostavke (2.13). Ideja iza ove zamjene je sˇto smo u izrazu





1 − eT Aν x0ν , kojeg je laksˇe odrediti.
Izraz (2.18) govori koliko dobro izbori {y01, ..., y0n} koji razapinju prostor Y0n aproksimiraju za pro-
izvoljnu vrijednost parametra ν njegov pripadni vektor y0ν. Prema dosadasˇnjim rezultatima, znamo




za cˇiju funkciju stanja vrijedi x(T ) = x1.
Neka je y0 ∈ Y0n proizvoljan vektor. Prema definiciji, y0 je linearna kombinacija vektora
{y01, ..., y0n} koji su nastali iz odabranih parametara ν1, ..., νn. Zanima nas koliko dobro y0 aproksi-
mira y0ν, gdje uspjesˇnost mjerimo gledajuc´i odgovarajuc´e funkcije stanja u trenutku t = T . Pomoc´u




za cˇiju pripadnu funkciju stanja vrijedi
x˜(T ) = WνT y
0 + eT Aν x0ν .
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Kada usporedimo dvije funkcije stanja u trenutku t = T , dobivamo:
||x(T ) − x˜(T )|| = ||x1 − eT Aν x0ν −WνT y0||, (2.19)
dok je prema definiciji,
dist(x1 − eT Aν x0ν ,WνT Y0n ) = inf{||x1 − eT Aν x0ν −WνT y0|| : y0 ∈ Y0n }. (2.20)
Usporedivajuc´i izraze (2.19) i (2.20), vidimo da dist(x1 − eT Aν x0ν ,WνT Y0n ) mjeri koliko se mozˇemo
priblizˇiti tocˇki x1, ako vektor y0ν zamjenimo njegovom projekcijom u prostoru Y
0
n . Ako za svaku
vrijednost ν mozˇemo nac´i vektor y0 ∈ Y0n takav da je ||x1 − eT Aν x0ν −WνT y0|| < , za neku unaprijed
fiksiranu vrijednost , onda smo rijesˇili Problem 2. U suprotnom, prostor Y0n nije dovoljno dobar i
moramo konstruirati prostor vec´e dimenzije na nacˇin koji je opisan u sljedec´em algoritmu.
U nastavku potpoglavlja je prezentiran algoritam za konstrukciju aproksimativnog potprostora
Y0n , dok u sljedec´em potpoglavlju dajemo konstrukciju aproksimacije vektora y
0
ν za proizvoljan
ν ∈ K, koja je potrebna za rjesˇenje Problema 2.
Algoritam za konstrukciju Y0n
Za pocˇetak, fiksiramo toleranciju  > 0, ovisno o tome koliko se blizu zˇelimo priblizˇiti zavrsˇnoj
tocˇki x1.
1. Diskretizacija
Odabiremo konacˇan podskup K ⊂ K t.d.
(∀ν ∈ K) d(ν,K) < δ,
gdje je δ > 0 konstanta koja ovisi o  (kasnije visˇe o izboru δ).
2. Izbor prvog elementa
Ako vrijedi nejednakost




zaustavljamo algoritam. U suprotnom,
ν1 = arg max{|x1 − eT Aν x0ν | : ν ∈ K},
i stavljamo da je y01 minimizator pripadnog funkcionala Jν1 .
3. Izbor elementa ν j+1
Pretpostavimo da smo odabrali {ν1, ..., ν j}. Ako je zadovoljena nejednakost,




stajemo sa algoritmom. U suprotnom, sljedec´i je element definiran kao
ν j+1 = arg max{dist(x1 − eT Aν x0ν ,WνT Y0j ) : ν ∈ K},
te odabiremo y0j+1 kao minimizator od Jν koji odgovara ν = ν j+1. Ponavljaj korak (3).
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Prvi korak algoritma rjesˇava jedan od problema koji je bio spomenut u potpoglavlju sa pohlepnim
algoritmima, da kompaktan skup K ima beskonacˇno mnogo elemenata. Zato se iterira samo po
konacˇnom podskupu K, koji je ”dovoljno gust” u smislu da se za svaki element ν ∈ K, u njegovoj
δ-okolini nalazi element iz K.
Algoritam daje aproksimativan prostor Y0n = [{y01, ..., y0n}] dimenzije n, gdje su {y01, ..., y0n} li-
nearno nezavisni. Naime, prema raspravi prije izlaganja algoritma, kada bi u odredenom koraku




j , onda bi lijeva strana u (2.21) bila jednaka
0, sˇto je kontradikcija. Dakle, svaki korak algoritma povec´ava aproksimativan prostor. Algoritam
zavrsˇava nakon n ≤ N koraka i zadovoljava pretpostavke za slabi pohlepni algoritam kao sˇto govori
sljedec´i teorem (dokaz po uzoru na [6]).
Teorem 2.3.1. Neka je ν → (A(ν), B(ν)) Lipschitz neprekidna i neka vrijedi pretpostavka (2.13) za
neke konstante W−,W+. Nadalje, neka je Cy Lipschitzova konstanta preslikavanja ν→ y0ν.
Ako za dani  > 0 uzimamo δ iz intervala 〈0, 2CyW− ], onda gornji algoritam daje slabu pohlepnu







i sa gresˇkom aproksimacije manjom od W− .
Dokaz:
Potrebno je pokazati dvije stvari:
• Vektori y0i pridruzˇeni parametrima νi zadovoljavaju
||y01|| ≥ γmax{||y0ν || : ν ∈ K} (2.23)
dist(y0j+1,Y
0
j ) ≥ γmax{dist(y0ν,Y0j ) : ν ∈ K}, j = 1, ..., n − 1, (2.24)
gdje je γ = W−2W+ .
• Algoritmom postignuta aproksimacija zadovoljava nejednakost:
σn(y0(K)) ≤ W− .
Dokaz provodimo u dva koraka.
1. Za pocˇetak, dokazujemo da vrijedi
||y01|| ≥ γmax{||y0ν || : ν ∈ K}.
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Vec´ smo dokazali da se vektor y01 mozˇe dobiti rjesˇavanjem pripadnog linearnog sustava. Na-
dalje, pretpostavka (2.13) kao posljedicu ima:
(∀y ∈ Rn) |W−|||y|| ≤ ||WνT y|| ≤ |W+|||y||. (2.25)
Naime, za svaki ν, WνT je hermitski operator nad konacˇnodimenzionalnim prostorom, pa se
mozˇe dijagonalizirati, tj. postoji ortonormirana baza svojstvenih vektora: {eν1, ..., eνn} (elementi
baze ovise o ν). Neka je y ∈ Rn proizvoljan.































gdje zadnja jednakost slijedi iz ortonormiranosti baze (Wνi su pridruzˇene svojstvene vrijed-
nosti). Zbog pretpostavke (2.13) vrijedi λ− ≤ min{λνi : i = 1, ..., n}, λ+ ≥ max{λνi : i =
1., , , n.}, za svaku ν ∈ K, iz cˇega slijedi trazˇena nejednakost (2.25).
Prema definiciji parametra ν1 i prethodnoj raspravi, znamo da za svaki ν ∈ K vrijedi
W+||y01|| ≥ ||Wν1T y01|| ≥ ||x1 − eT Aν x0ν || = ||WνT y0ν || ≥ W−||y0ν ||,
dakle dobili smo ocjenu ||y01|| ≥ 2γ||y0ν ||, koja vrijedi za sve ν ∈ K. Preostaje napraviti prijelaz
sa skupa K na cijeli K, sˇto nam omoguc´ava Lipschitz neprekidnost preslikavanja ν → y0ν.
Uzmimo sada proizvoljan ν ∈ K. Skup K smo konstruirali sa ciljem da bude dovoljno ”gust”
u skupu K, tj. da postoji ν ∈ K takav da ν ∈ B(ν, δ), gdje je δ kao u iskazu teorema. Tada
y0ν = Y(ν) zadovoljava










Sjetimo se, prema konstrukciji ν1 zadovoljava







≤ ||Wν1T y01|| ≤ W+||y01||.
Kombiniranjem prethodne tri relacije se dobiva upravo ono sˇto se trazˇilo:
(∀ν ∈ K) ||y01|| ≥ γ||y0ν ||.
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Slicˇnim se argumetima dokazuje odgovarajuc´a nejednakost za j−tu iteraciju. Uzmimo pro-
izvoljan ν ∈ K i ν ∈ B(ν, δ) ∩ K. Dobivamo
dist(y0ν,Y
0
j ) ≤ ||y0ν − y0ν || + dist(y0ν,Y0j )


























cˇime smo dokazali (2.24).
2. Nakon izvrsˇenog algoritma (u kojem je izvrsˇeno n iteracija), zadovoljena je nejednakost




Kao u prethodnom racˇunu, dobivamo
dist(y0ν,Y
0













za proizvoljan ν ∈ K, ν ∈ B(ν, δ) ∩ K. Kombiniranjem prethodne dvije relacije, dobiva se
trazˇeni rezultat.
QED
2.4 Konstrukcija aproksimativne ulazne funkcije u∗ν za proizvoljnu
vrijednost parametra ν ∈ K
Glavni razlog za konstrukciju prostora Y0n je sˇto ga zˇelimo koristiti za aproksimaciju (oznaka: u
∗
ν)
ulaznih funkcija uν za proizvoljne vrijednosti parametra ν ∈ K, i to se opisuje u ovom potpoglavlju.




gdje je y0 aproksimacija vektora y0ν (koji je pridruzˇen ν prema linearnom sustavu (2.11)) u prostoru
Y0n , koji je unaprijed generiran algoritmom iz prethodnog potpoglavlja.
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Takva ulazna funkcija dovodi sustav u stanje
x˜(T ) = WνT y
0 + eT Aν x0ν . (2.27)
Cilj je nac´i y0 za koji izraz I = ||x˜(T ) − x1|| postizˇe minimum (preko relacije (2.27)). Ovo mozˇemo
napisati na ekvivalentan nacˇin:
I = ||WνT y0 − (x1 − eT Aν x0)|| (2.28)
Vrijedi opc´enita tvrdnja: ako je H Hilbertov i M zatvoren potprostor u H, onda za svaki v ∈ H
postoje jedinstveni a ∈ M, b ∈ M⊥ takvi da je v = a + b. Takoder, vrijedi ||v|| = ||a|| + ||b||.
Izborom vektora y0 prolazimo po prostoru M = Im(WνT ), koji je zatvoren u Hilbertovom R
n (jer je
konacˇnodimenzionalan). Ako primijenimo prethodnu tvrdnju na vektor v = WνT y
0 − (x1 − eT Aν x0),
vidimo da je
I = ||a|| + ||b|| ≥ ||b||,
tj. promjenom vektora y0 ne mozˇemo utjecati na dio iz M⊥, pa izraz prima minimum kada je a = 0,
a to je upravo kada je WνT y
0 ortogonalna projekcija vektora x1 − eT Aν x0ν na prostor M.











i projekcija vektora x
1−eT Aν x0 na prostor WνT Y0n . Time
smo rijesˇili Problem 2 cˇije je rjesˇenje iskazano sljedec´im rezultatom (visˇe u [6]):
Teorem 2.4.1. Neka je ν → (A(ν), B(ν)) Lipschitz neprekidna i neka vrijedi pretpostavka o unifor-
mnoj upravljivosti (2.13).
Za dan  > 0, neka je Y0n = [{y01, ..., y0n}] aproksimativan prostor konstruiran pohlepnim algoritmom,









Tada za svaki ν ∈ K, aproksimativna ulazna funkcija u∗ν definirana izrazom (2.16) dovodi sustav u
 okolinu tocˇke x1, tj.
x˜(T ) ∈ B(x1, ).
Poglavlje 3
Numericˇki primjeri
Za kraj se okrec´emo primjenama spomenutih algoritama na primjerima valne jednadzˇbe i jed-
nadzˇbe provodenja. Semidiskretizacijom tih parcijalnih diferencijalnih jednadzˇbi se dobivaju sus-
tavi obicˇnih diferencijalnih jednadzˇbi oblika (2.2), kao sˇto c´e biti pokazano u sljedec´em potpoglav-
lju.
Zadac´a valne jednadzˇbe u jednoj dimenziji na ogranicˇenoj domeni je oblika
∂ttv(t, x) − ν1∂xxv(t, x) = 0, 〈0,T 〉 × 〈0, L〉,
v(t, 0) = 0,
v(t, 1) = uν(t),
v(0, x) = v0,ν2(x),
∂tv(0, x) = v1,ν2(x),
(3.1)
gdje je ν = (ν1, ν2) ∈ R2. Vidimo da ulazna funkcija uν ima interpretaciju desnog rubnog uvjeta.
Jednadzˇba provodenja u jednoj dimenziji na ogranicˇenoj domeni je dana sa
∂tv(t, x) − ν1∂xxv(t, x) = 0, 〈0,T 〉 × 〈0, L〉,
v(t, 0) = 0,
v(t, 1) = uν(t),
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Za pocˇetak, potrebno je iz parcijalnih diferencijalnih jednadzˇbi doc´i do sustava oblika (2.2), za koji
smo razvili teoriju u prethodnom poglavlju. Uvodimo ekvidistantnu mrezˇu oblika:
0 = x0 < x1 < ... < xn < xn+1 = L,
gdje c´e u oba slucˇaja vrijediti L = 1. Naziv semidiskretizacija dolazi iz cˇinjenice da se parcijalne di-
ferencijalne jednadzˇbe diskretiziraju samo po prostornoj varijabli. Jedan od nacˇina te diskretizacije
je metoda konacˇnih diferencija, koja se ovdje provodi.
Prvo izvodimo sustav za valnu jednadzˇbu. Za proizvoljan i ∈ {1, ..., n} konacˇnim diferencijama
se dobiva
∂ttv(t, xi) = ν1∂xxv(t, xi) ≈ ν1 v(t, xi−1) − 2v(t, xi) + v(t, xi+1)h2 , (3.3)
gdje je h = 1n+1 prostorni korak. Uvodimo n funkcija koje predstavljaju vrijednost rjesˇenja na
diskretnom skupu tocˇaka {x1, ..., xn} i da bi oznake bile konzistente onima iz prethodnog poglavlja,
te funkcije dobivaju naziv xi, dakle vrijedi
xi(t) = v(t, xi), i = 1, ..., n.
Dakle, funkcija xi(t) govori kako se rjesˇenje valne jednadzˇbe mijenja kroz vrijeme na dijelu domene




(xi−1(t) − 2xi(t) + xi+1(t)), i = 1, ..., n. (3.4)
Rubni uvjeti iz (3.1) daju eksplicitan izraz za x0(t), xn+1(t):
x0(t) = v(t, 0) = 0, (3.5)
xn+1(t) = v(t, 1) = uν(t). (3.6)





−2 1 0 . . . 0
















= λA˜νX(t) + λB˜νuν(t), (3.8)
gdje je λ = ν1h2 . Vidimo da je matrica A˜ν kvadratna, tridijagonalna i dimenzija je jednaka broju
unutarnjih tocˇaka mrezˇe (dakle, finija mrezˇa povlacˇi vec´i linearan sustav). Da bi dobili poznati
izraz iz prethodnog poglavlja, preostaje zamijeniti derivacije drugog reda derivacijama prvog reda,
sˇto c´e kao posljedicu imati da je matrica u novom sustavu dvostruko vec´e dimenzije, no i dalje c´e
biti rijetka.
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= Aνx(t) + Bνuν(t), (3.11)
gdje je λ = ν1h2 = (n + 1)
2ν1. Matrica Aν je reda 2n, a Bν je matrica sa jednim stupcem i 2n redaka.










































Ovime zavrsˇava izvod linearnog sustava iz valne jednadzˇbe.
Za jednadzˇbu provodena je postupak isti, samo sˇto u ovom slucˇaju nema potrebe za uvodenjem
novih funkcija kako bi se smanjio red jednadzˇbi jer se javlja samo prva vremenska parcijalna deri-
vacija. Dobiva se sustav:
x′(t) = λ

−2 1 0 . . . 0






0 0 0 . . . −2














Prije nastavka, potrebno je provjeriti da su zadovoljene pretpostake na kojima su se temeljili
rezultati u prosˇlom poglavlju, i to se radi u sljedec´em potpoglavlju.
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3.1 Provjera pretpostavki
Jedna od glavnih pretpostavki u prosˇlom poglavlju je bila to da su A(ν), B(ν) Lipschitz neprekidne
s obzirom na ν, i to prvo provjeravamo.
Lema 3.1.1. Preslikavanja ν = (ν1, ν2)→ A(ν), (ν1, ν2)→ B(ν) su Lipschitz-neprekidna.
Dokaz:
Dokaz se provodi za preslikavanje (ν1, ν2) → A(ν), postupak je analogan za (ν1, ν2) → B(ν). Pro-
jekcija p(ν1, ν2) = ν1 je Lipschitz neprekidna funkcija:
|p(ν11, ν12) − p(ν21, ν22)| = |ν11 − ν21| ≤
√
(ν11 − ν21)2 + (ν12 − ν22)2 = ||(ν11, ν12) − (ν22, ν22)||2. (3.15)
Iz oblika matrice Aν vidimo da je klase C1 s obzirom na argument ν. Vrijedi i jacˇa tvrdnja, ali
za ostatak dokaza je C1 dovoljna glatkoc´a. Buduc´i da je domena kompaktan skup, znamo da je
ν→ A(ν) Lipschitz neprekidno preslikavanje:
||A(ν1) − A(ν2)|| = ||A′(ν)||||ν1 − ν2|| ≤ max{||A′(ν)|| : ν ∈ K}||ν1 − ν2||, (3.16)
gdje prva jednakost slijedi iz teorema o srednjoj vrijednosti, a znamo da se maksimum postizˇe jer
je A ∈ C1. Preostaje uocˇiti da je preslikavanje (ν1, ν2) → A(ν) zapravo kompozicija spomenuta
dva preslikavanja, i da je kompozicija Lipschitz neprekidnih funkcija ponovo Lipschitz neprekidna
funkcija. Naime, ako su f , g Lip. neprekidne sa konstantama L f , Lg, vrijedi:
| f (g(x)) − f (g(y))| ≤ L f |g(x) − g(y)| ≤ L f Lg|x − y|. (3.17)
QED
Preostaje pokazati da je za svaku vrijednost (ν1, ν2) ∈ K, izveden sustav upravljiv. Prema
Kalmanovom teoremu, dovoljno je pokazati da za svaku vrijednost ν, vrijedi
r(
[
Bν AνBν . . . An−1ν Bν
]
) = n, (3.18)
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Sljedec´a lema olaksˇava racˇunanje matrice iz izraza (3.18) (dokaz se provodi indukcijom), koja je
posljedica blok-strukture matrice Aν:













Buduc´i da je u ovom posebnom slucˇaju matrica Bν jednostupcˇasta, sa samo zadnjim netrivijal-
nim elementom, vrijedi sljedec´a korisna tvrdnja:
Lema 3.1.3. U oba primjera, izraz r(
[
Bν AνBν . . . An−1ν Bν
]
) ne ovisi o parametru ν.
Dokaz:
Dokaz provodimo za primjer valne jednadzˇbe, za jednadzˇbu provodenja je ekvivalentan dokaz.
Buduc´i da Bν ima samo jedan stupac, svaka matrica oblika AiνBν doprinosi samo jedan stupac u
matricu M =
[
Bν AνBν . . . An−1ν Bν
]
, koja je u ovom slucˇaju kvadratna, reda n.
Koristec´i prethodnu lemu i cˇinjenicu da Bν ima samo jedan netrivijalan element (zadnji), znamo
da je AiνBν zadnji stupac matrice A
i
ν skaliran za λ. Po definiciji znamo da se rang proizvoljne matrice
P ne mijenja ako se neki stupac skalira za α , 0. Iz toga slijedi da se svaki stupac matrice M mozˇe
skalirati odredenom potencijom od λ tako da taj stupac visˇe ne ovisi o λ = νh2 (dakle, visˇe ne ovisi
o ν).
QED
Neka je n = 50, tj. da mrezˇa prostorne diskretizacije ima 50 unutarnjih tocˇaka (i josˇ dvije rubne).
To znacˇi da je matrica Aν reda 100 za valnu i reda 50 za jednadzˇbu provodenja. Koristec´i Matlab,
pokazuje se da je zadovoljen uvjet (3.18) u oba slucˇaja za jednu fiksnu vrijednost parametra ν1,
pa su odgovarajuc´e matrice punog ranga i prema Kalmanovom teoremu, oba sustava su upravljiva.
Prema prethodnoj propoziciji, znamo da je sustav upravljiv za sve ν, i time smo dokazali da vrijede
sve pretpostavke prosˇlog poglavlja.
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3.2 Jednadzˇba provodenja
Promatramo zadac´u jednadzˇbe provodenja (3.2) za ν = (ν1, ν2) ∈ K ⊂ R2, gdje je ν1 koeficijent
difuzije i ν2 parametar u pocˇetnom uvjetu.
Analiza numericˇkih primjera se sastoji od tri dijela. U prvom dijelu fiksiramo vrijednost ν2 i
zˇelimo rijesˇiti Problem 2 za ν1 ∈ K1 ⊂ R tako da nakon vremena T = 0.1 za funkciju stanja vrijedi
x(T ) = 0. U svim primjerima ovog rada je zavrsˇno stanje x(T ) = 0 i prostorna je domena dana sa
[0, 1]. Nakon toga se fiksira neka vrijednost ν1 i Problem 2 se rjesˇava za ν2 ∈ K2 ⊂ R. Za kraj
rjesˇavamo problem za (ν1, ν2) ∈ K ⊂ R2.
U prvom dijelu pretpostavljamo da je ν2 = pi konstantan, pa je pocˇetni uvjet dan sa v0,ν2(x) =
sin(pix). Parametar ν1 se nalazi u skupu [1, 2] koji je diskretiziran sa 100 tocˇaka.
Algoritam za konstrukciju aproksimativnog prostora staje nakon 3 iteracije uz toleranciju  =
0.001. Odabrani parametri za ν1 su 1, 1.161, 1.434, u tom redoslijedu. Zanimljivo je vidjeti da
nijedan parametar ne prelazi 1.5 sˇto je polovica skupa.
Iz tog razloga zˇelimo aproksimirati ulaznu funkciju vezanu uz parametar ν1 = 2 pomoc´u gene-
riranih vektora (provjeravamo da li vrijednosti parametra manje od 1.5 zaista dobro aproksimiraju
parametre vec´e od 1.5). Na slici 3.1 vidimo graf funkcije stanja koja je konstruirana preko aproksi-
macije ulazne funkcije kao sˇto je objasˇnjeno algoritmom iz drugog poglavlja.
Slika 3.1: Jednadzˇba provodenja, ν1 = 2
Vidimo sa slike 3.1 da aproksimacija ulazne funkcije dovodi funkciju stanja dovoljno blizu zavrsˇne
tocˇke. Preciznije, vrijedi:
||x1 − x˜(T )||2 = 5 · 10−5.
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Sada fiksiramo vrijednost ν1 = 1 i provodimo algoritam za konstrukciju aproksimativnog prostora
za ν2 ∈ [0, 10] sa tolerancijom  = 0.001. U ovom slucˇaju su matrice Aν, Bν konstantne jer ovise
samo o parametru ν1, dok je pocˇetni uvjet dan sa v0,ν2(x) = sin(ν2x).
Algoritam ponovo staje nakon 3 iteracije i izbacuje vrijednosti: 2.626, 5.858, 9.090. Aproksi-
macija ulazne funkcije za ν2 = 10 u generiranom trodimenzionalnom prostoru daje ulaznu funkciju
u∗ i pripadna funkcija stanja x˜ je dana na slici 3.2.
Slika 3.2: Jednadzˇba provodenja, ν2 = 10
Kao i prije, iako algoritam staje nakon naizgled malo iteracija (samo 3), aproksimacija ulazne funk-
cije ponovo dovodi funkciju stanja x˜ dovoljno blizu zavrsˇne tocˇke:
||x1 − x˜(T )||2 = 7 · 10−5.
Za kraj potpogavlja provodimo isti postupak za ν = (ν1, ν2) ∈ [1, 2] × [0, 10] uz toleranciju
 = 0.001. Kao i u prosˇlom slucˇaju, pocˇetni je uvjet dan sa v0,ν2(x) = sin(ν2x). Algoritam staje
nakon 5 iteracija. Na slici 3.3. se vidi kako se ponasˇala gresˇka aproksimacije pri konstruiranju
aproksimativnog prostora. Na y-osi je prikazana vrijednost logaritam gresˇke aproksimacije koraka:
log(max{dist(x1 − eT Aν x0ν ,WνT Y0j ) : ν ∈ K}).
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Slika 3.3: Logaritam gresˇke aproksimacije
Odabrani parametri se mogu vidjeti na slici 3.4., i oni iznose:
(1, 2.626), (1.475, 10), (1.101, 10), (1.212, 10), (1.080, 10).
Vidimo da svi osim prvog generiranog parametra imaju zajednicˇku drugu komponentu: ν2 = 10. Iz
Slika 3.4: Jednadzˇba provodenja, ν2 = 10
tog razloga provodimo postupak aproksimacije ulazne funkcije pridruzˇene vrijednosti (2, 1). Cilj je
bio odabrati vrijednost koja je udaljena od vrijednosti koje su generirane algoritmom, a da se nalazi
u domeni. Graf funkcije stanja pridruzˇene generiranoj aproksimaciji u∗ se nalazi na slici 3.5.
Funkcija stanja zadovoljava
||x1 − x˜(T )||2 = 9 · 10−6,
tako da je ponovo aproksimacija dovoljno dobra.
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Slika 3.5: Jednadzˇba provodenja, (ν1, ν2) = (2, 1)
Radi potpunosti promatramo jednadzˇbu provodenja pridruzˇenu parametru ν = (2, 1), bez ulazne
funkcije (u = 0). Graf rjesˇenja x˜ se nalazi na slici 3.6. Posebno nas zanima usporedba grafova sa
Slika 3.6: Jednadzˇba provodenja, (ν1, ν2) = (2, 1), u = 0
slika 3.5, 3.6 na dijelu t = T , i ta je usporedba vidljiva na slici 3.7 gdje je plavom bojom prikazan
vektor x˜(T ) (funkcija stanja sa ulaznom funkcijom) a crvenom bojom je dan vektor ˜˜x(T ), za koji
vrijedi
||x1 − ˜˜x(T )||2 = 0.42.
3.3 Valna jednadzˇba
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Slika 3.7: Usporedba rjesˇenja sa i bez ulazne funkcije
Ovdje provodimo slicˇnu analizu kao u prethodnom potpoglavlju, za primjer sa valnom jednadzˇbom,
sa T = 3, L = 1. U nastavku vrijedi:
v0,ν2(x) = sin(ν2x),
v1,ν2(x) = 0.
Pocˇinjemo sa fiksnim ν1 = 1 i rjesˇavamo Problem 2 za ν2 ∈ K2 = [0, 10] (K2 je diskretiziran sa
100 ekvidistantnih tocˇaka) i tolerancijom  = 0.5. Algoritam staje nakon 6 iteracija, i odabrani su
parametri vidljivi na slici 3.8. Konvergencija algoritma za konstrukciju aproksimativnog prostora
Slika 3.8: Valna jednadzˇba, ν1 = 1, izbor parametara
se vidi na slici 3.9 Aproksimiramo ulaznu funkciju pridruzˇenu parametru ν2 = 3, i funkcija stanja
pridruzˇena aproksimaciji u∗ je dana slikom 3.10. Za funkciju stanja vrijedi
||x1 − x˜(T )||2 = 1 · 10−2,
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Slika 3.9: Valna jednadzˇba, ν1 = 1, analiza konvergencije
Slika 3.10: Valna jednadzˇba, ν1 = 1, aproksimacija za ν2 = 3
tako da aproksimacija u∗ dovodi funkciju stanja dovoljno blizu x1.
Sljedec´e fiskiramo ν2 = pi i rjesˇavamo Problem 2 za ν1 ∈ [1, 10], uz toleranciju  = 0.1. Algoritam
staje nakon 71 iteracije i konvergencija algoritma je vidljiva na grafu 3.11. Takoder, na slici 3.12 se
mogu vidjeti odabrani parametri (i u kojem redoslijedu su generirane), te slika 3.13. sadrzˇi funkciju
stanja pridruzˇenu aproksimaciji u∗ za parametar ν1 =
√
2.
Iako je u ovom slucˇaju bilo potrebno visˇe iteracija, i dalje je aproksimacija ulazne funkcije bila
dovoljno dobra:
||x1 − x˜(T )|| = 0.03.
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Slika 3.11: Valna jednadzˇba, ν2 = pi, konvergencija
Slika 3.12: Valna jednadzˇba, ν2 = pi, parametri
Za kraj, promatramo primjer gdje se aproksimiraju parametri (ν1, ν2) ∈ [1, 10] × [0, 10] (oba
segmenta su diskretizirana sa 100 tocˇaka), sa preciznosˇc´u  = 0.5. Aproksimativan prostor Y0n je
generiran nakon 88 iteracija, i odabrani parametri se nalaze na slici 3.14 (na x-osi su parametri
ν1, a na y-osi parametri ν2). Konvergencija algoritma se mozˇe vidjeti na slici 3.15, gdje se na y-
osi nalaze logaritamske vrijednosti gresˇke aproksimacije u svakom koraku. Zavrsˇavamo primjer
aproksimacijom ulazne funkcije pridruzˇene parametru (ν1, ν2) = (10, 10). Graf pridruzˇene funkcije
stanja se nalazi na slici 3.16. Funkcija stanja zadovoljava:
||x1 − x˜(T )||2 = 1 · 10−2,
tako da je Problem 2 uspjesˇno rijesˇen.
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Slika 3.13: Valna jednadzˇba, ν2 = pi, aproksimacija za ν1 =
√
2
Slika 3.14: Valna jednadzˇba, izbor parametara
3.4 Zakljucˇak
U ovom smo poglavlju pokazali primjenu algoritma za konstrukciju aproksimativnog prostora i al-
goritma za aproksimaciju ulazne funkcije (koji su uvedeni u drugom poglavlju) na primjerima valne
jednadzˇbe i jednadzˇbe provodenja. Cilj je bio rijesˇiti Problem 2 na dva primjera). Pri rjesˇavanju tog
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Slika 3.15: Valna jednadzˇba, konvergencija
Slika 3.16: Valna jednadzˇba, graf
problema, u literaturi se prvi dio (konstrukcija aproksimativnog prostora) naziva oﬄine, a drugi dio
(konstrukcija u∗) naziva online dio. Kao sˇto su numericˇki primjeri pokazali, oﬄine dio je vremen-
ski vrlo zahtjevan, no za dani se problem provodi samo jednom. Nakon njegovog izvrsˇavanja, sa
lakoc´om se rijesˇi drugi dio, i problem trazˇenja aproksimacije u∗ traje znacˇajno krac´e (do 10 puta)
od egzaktnog trazˇenja ulazne funkcije za dan ν ∈ K.
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Za jednadzˇbu provodenja smo promatrali proces na malom vremenskom intervalu T = 0.1 zbog
svojstva rjesˇenja jednadzˇbe da trne. Zbog tog razloga je i oﬄine dio trajao kratko u tim primje-
rima (3-5 iteracija). Dakle, za jednadzˇbu provodenja se spomenuti algoritmi mogu provesti brzo i
efikasno.
Valna jednadzˇba nema to svojstvo, pa je oﬄine dio trajao znacˇajno dulje (do par dana), no jednom
kada je bio konstruirao aproksimativan prostor, funkcija u∗ se konstruirala u par minuta. Iako
je primjer sa valnom jednadzˇbom bio kompleksniji, i dalje su algoritmi bili primjenjivi na problem
kako bi se dobilo efikasno rjesˇenje (funkcija stanja se dovela dovoljno blizu zavrsˇne tocˇke za t = T .)
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Sazˇetak
Ovaj se rad bavi linearnim sustavima obicˇnih diferencijalnih jednadzˇbi koji su parametrizirani ele-
mentom ν ∈ K, gdje je K kompaktan skup. U primjenama nas zanima konstrukcija ulazne funkcije
uν koja za zadan ν ∈ K dovodi funkciju stanja do x(T ) = x1, za unaprijed odredenu vrijednost x1.
Takva je konstrukcija prezentirana u Teoremu 1.5.3. Numericˇki, da bismo dosˇli do takve funkcije je
potrebno rijesˇiti linearan sustav (2.11), sˇto mozˇe biti vremenski zahtjevno za velike sustave.
Ideja je pronac´i konacˇno reprezentativnih ulaznih funkcija u1, ..., un (koje razapinju prostor Vn ⊂
(L2[0,T ])m) pomoc´u kojih se za proizvoljan ν ∈ K mozˇe nac´i aproksimacija u∗ iz Vn egzaktne
ulazne funkcije uν za cˇiju pripadnu funkciju stanja vrijedi
||x(T ) − x1|| < ,
za unaprijed definiran . Dakle, zˇelimo ubrzati proces trazˇenja ulazne funkcije za dan ν i pritom
zˇrtvujemo preciznost, tj. visˇe nemamo egzaktnu upravljivost nego aproksimativnu upravljivost. Na
kraju testiramo uvedene algoritme na primjerima valne jednadzˇbe i jednadzˇbe provodenja.
Summary
In this thesis, we analyse linear systems of ordinary differential equations, which are parametrised
by ν ∈ K, where K is a compact set (in our case, K ⊂ Rn, for some n). In applications, we want to
construct a function uν, called an input function, which for a given ν ∈ K, drives the state function
x(t) to state x1 at t = T , where x1 is determined beforehand. Such a construction is described in the
proof of Theorem 1.5.3. Numerically, to construct such a function, we need to solve a linear system
of equations (2.11), which can take a long time, and the matrix can be ill-conditioned.
So, we wish to determine a finite number of representative input functions u1, ..., un (which span a
space Vn ⊂ (L2[0,T ])m) such that for every ν ∈ K, we can approximate the relevant input function
in the space Vn in the way that the following holds:
||x(T ) − x1|| < ,
where  is fixed. So, we wish to speed up the process of find the input function, but we lose
the precision by requiring approximate controllability instead of exact controllability. In the last
chapter, the proposed method is shown on two examples: for the wave equation and for the heat
equation.
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