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ABSTRACT
We design and build SKYHAUL, the first large-scale, au-
tonomous, self-organizing network of unmanned aerial ve-
hicles (UAVs) that are connected using a mmWave wireless
mesh backhaul. While the use of a mmWave backhaul paves
the way for a new class of bandwidth-intensive, latency-
sensitive cooperative applications (e.g. LTE coverage during
disasters, surveillance during rescue in challenging terrains),
the network of UAVs allows these applications to be executed
at operating ranges that are far beyond the line-of-sight dis-
tances that limit individual UAVs today.
To realize the challenging vision of deploying and maintain-
ing an airborne, mmWave mesh backhaul to cater to dynamic
applications/events, SKYHAUL’s design incorporates vari-
ous elements: (i) Role-specific UAV operations that simulta-
neously address application tracking and backhaul connec-
tivity (ii) Novel algorithms to jointly address the problem
of deployment (position, yaw of UAVs) and traffic routing
across the UAV network; and (iii)A provably optimal so-
lution for fast and safe reconfiguration of UAV backhaul
during application dynamics. We implement SKYHAUL on
four DJI Matrice 600 Pros to demonstrate its practicality and
performance through autonomous flight operations, comple-
mented by large scale simulations.
1. INTRODUCTION
We envision a self-organizing network of unmanned aerial
vehicles (UAVs), interconnected through a mmWave mesh
backhaul (Fig. 1) to enable a new class of cooperative, gi-
gabit [1] airborne applications. Gigabit applications [2] are
poised to transform every aspect of our communities. With
mmWave UAV meshes, we bring the benefits of ubiquitous
Gigabit wireless to a whole new class of applications such
as wide-area high-definition (4K) video streaming; multi-
Gbps 5G coverage for users and first responders in public-
safety situations [3, 4] even under challenging conditions;
on-demand, city-wide IoT connectivity; and immersive AR/VR
streaming from any location [5]. We refer to these applica-
tions as Gigabit Applications in the Sky, and our enabling
technology as a Gigabit Network Fabric in the Sky.
Industry operators have been exploring practical multi-
UAV capabilities, from the “UAV tower” proposal by Ama-
zon [6] to the use of high altitude balloons for internet ser-
vice by Google [7]. However, these early attempts do not
fully realize the potential of an airborne Gigabit network
fabric. We argue that the key enabler behind our vision is
GS UAV
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Figure 1: SKYHAUL deployment using role-based UAV op-
erations.
the capability for multiple UAVs to exchange/route data and
coordinate over a high-bandwidth backhaul to increase so-
lution coverage to the necessary, practical scale. In this pa-
per, we address the design and algorithmic challenges be-
hind such a technology enabler for on-demand deployments,
and answer the following question in the process: How do
we design and deploy an open and flexible network of UAVs
equipped with a high-bandwidth backhaul for real-time cov-
erage of dynamic events over a wide area?
Key Benefits of a multi-UAV Gigabit Fabric. A multi-
UAV, airborne mmWave Gigabit mesh brings with it several
key features for a new generation of applications:
Extended Operating Range: Existing UAV operations are
largely confined to line-of-sight operations that are bounded
by the range of the RF link between the ground station and
the UAV. With a UAV network, the operating range of all
UAVs is extended through the network of UAVs that form
a multi-hop mesh network for communications and control.
Such a network can be deployed, on-demand to provide LTE
coverage in public safety situations [3] (e.g. areas hit by hur-
ricanes), or as a wide-area search-and-rescue or surveilliance
assistance in inaccessible areas.
High Bandwidth Applications: Beyond this increased cov-
erage, a Gigabit airborne fabric enables high bandwidth ap-
plications that are previously impossible. E.g., Consider UAVs
live broadcasting Daytona 500 [8]. Existing approaches are
either limited to lower quality video streams (1080 or 720p),
or require a tethered UAV for high-resolution streams. With
a mmWave (60GHz) mesh backhaul operating at 1Gbps, we
can have a full-resolution 8K 24FPS live stream using a RED
MONSTRO camera [9] on an untethered UAV.
UAV-Attached Cloud Computing: Onboard compute capa-
bility available to current UAVs is highly constrained due to
size and power limitations. With a high-bandwidth, low la-
tency mmWave mesh, cloud-based compute resources on the
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ground can be seamlessly integrated. Real-time, closed loop
UAV network control using data streamed from UAVs and
cloud-based AI/analytics inference applications can now be
built over such a Gigabit UAV network fabric. As an illus-
tration, we enabled real-time object recognition using a 4K
video stream over our 60GHz UAV network. With only a 2s
delay between video capture at the UAV we achieved highly
accurate object identification at our cloud servers with 97%
of supported objects in the video being detected.
Challenges. Although there are many benefits of a mmWave
mesh on UAVs, realizing it in practice is challenging requir-
ing us to address multiple systems and algorithmic hurdles.
High Capacity vs Fragile Connectivity: 60GHz links are
fragile and constant UAV mobility, coupled with multiple
hops, exacerbates the connectivity challenge. Unlike tradi-
tional WiFi radios which use omni-directional antennas, the
60GHz radios use phased-array antennas, each with a limited
field-of-view (FOV) a.k.a. sector of operation. As we high-
light later in §2, the achievable throughput is unequal across
this entire sector, with the highest throughput available at
0◦ beam angles and decreasing as the beams are steered to-
wards the edge of the FOV. Consequently, even with mul-
tiple radios covering 360◦, the orientation of the radio with
respect to its sender/receiver (as determined by the UAV’s
yaw – UAV orientation along the vertical axis) has a signif-
icant impact on end-to-end performance, particularly during
radio capacity sharing in mesh deployments (e.g. Fig. 2).
Such an impact (UAV’s yaw) on 60 GHz link performance is
unique to UAVs, and is complementary to the well-studied
802.11ad link-layer mechanisms (beam and rate selection)
within a single radio at a fixed orientation.
Managing the Backhaul Network: In order to optimally man-
age the backhaul network, one needs to jointly solve for the
optimal (a) topology of the UAVs, and (b) traffic route be-
tween the UAVs and the ground station. The topology, de-
fined by the number of UAVs deployed along with the posi-
tion and yaw of each UAV is tightly coupled with the routing
policy employed throughout the backhaul network: Position
and yaw of each UAV determines its connectivity and capac-
ity to its neighboring UAVs, which in turn affects how this
capacity is shared by multiple end-to-end traffic flows from
other UAVs. Hence, solving for either topology or routing in
isolation results in a suboptimal UAV deployment solution.
Adding to the problem’s complexity is the need to find a so-
lution using the smallest number of UAVs, so as to best use
the available UAV resources to serve the application. This
challenge, and even subsets of them (e.g. solving for topol-
ogy discounting the routing policy) is NP-Hard. In contrast
to prior mesh networking solutions [10, 11, 12], this three-
dimensional problem (position, orientation and routing) is
unique to reconfigurable mmWave UAV networks, thereby
requiring a novel approach. To the best of our knowledge,
we are the first to address it comprehensively.
Tracking Event Dynamics: With UAV networks, there is
a fundamental tradeoff between the coverage needs of the
application or mission, and the requirements of the UAVs
to maintain mesh connectivity. Mobility requirements to
meet application goals (e.g. tracking a fast moving vehicle
or event) may result in network disconnection, preventing
the mesh from providing always-on, high-bandwidth con-
nectivity between UAVs and the ground station. Conversely,
maintaining a static configuration to ensure high bandwidth
routes can limit the UAV network from providing the nec-
essary coverage demanded by applications. Further, severe
limitations on power and weight requirements of UAV pay-
loads, requires us to carefully balance the use of multiple
mmWave radios (for increased connectivity/capacity) with
that of multiple sensors such as lidars, cameras, etc.(for bet-
ter application coverage).
Safe Re-configuration of the Backhaul: When catering to
event dynamics, the UAVs need to migrate (move) to a new
configuration to continue their coverage and satisfy applica-
tion demands. However, this must be conducted quickly, yet
in a collision-free manner – a challenge that is central to the
self-configuring capability of the UAV backhaul network.
SKYHAUL. In this paper, we design and deploy SKY-
HAUL, the first large-scale, airborne, self-organizing, multi-
UAV network that operates over a 60GHz mesh backhaul.
With each UAV carrying multiple 60GHz interfaces, the 60
GHz mesh network forms a data plane that carries high band-
width data between all UAVs, and a ground station bridge
that is connected to external resources. A separate control
plane (over 60GHz or public LTE) provides command and
control of all SKYHAUL UAVs in the network.
To simultaneously cater to the objectives of application
coverage and backhaul connectivity, SKYHAUL employs
functionally-specialized UAV operation as shown in Fig. 1:
Application UAVs focus their mobility decisions to meet app-
lication-specific objectives such as target tracking, cellular
coverage [3], etc.1, while Relay UAVs focus theirs on form-
ing and maintaining a robust backhaul network to connect
the Application UAVs to the ground station even during event
dynamics – the latter forming the focus of SKYHAUL. This
also has the added benefit of role-optimized payload design:
Application UAVs carry a payload with more sensors (e.g.
cameras, Lidar, etc.) and fewer radios, while Relay UAVs
carry more radios and fewer sensors. Note however that
UAVs can be repurposed for either roles as warranted by the
SKYHAUL’s design. Finally, a Ground Station UAV hovers
above or close to the station on the ground, and serves as
an airborne last-hop link connecting SKYHAUL’s network
to the outside world. SKYHAUL’s key contributions are:
Characterizing 60GHz Links on UAVs. To understand the
impact of UAV’s yaw (along with distance) on its link per-
formance and consequently SKYHAUL’s deployment deci-
sions, we conduct extensive measurements of UAV-mounted
60GHz links over varying distances and yaw angles. A com-
prehensive, yet practical model of 60GHz link throughput on
1Optimizing application UAVs’ objective is out-of-scope of this
work.
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Figure 2: UAV orientation complements 60 Ghz beam selection. Blue
– All possible radio beams. Red, Green, Brown – Selected beams after
successful connection.
UAV platforms as a function of its yaw and distance is de-
termined, to complement the traditional 802.11ad link layer
adaptations.
Novel algorithm for efficient positioning, orientation and
traffic routing across UAVs. Through a novel two-step op-
timization across radial and angular deployment directions,
SKYHAUL jointly solves the problem of UAVs network con-
figuration across three dimensions: (i) the appropriate quan-
tity and position of UAVs to be deployed; (ii) the yaw of the
UAVs such that the position of the onboard 60GHz interfaces
establish a desired mesh connectivity topology between the
deployed UAVs as well as the ground station (GS); and (iii)
the routing of traffic between UAVs and the GS to satisfy the
application’s traffic demands.
Provably optimal algorithm for fast backhaul re-config-
uration. SKYHAUL employs a provably safe algorithm that
leverages multiple layers of altitude to ensure that reconfig-
uration of the UAVs’ position and yaw is carried out quickly
(in shortest time) in response to dynamic events, while re-
maining collision-free.
Real-world implementation of SKYHAUL. We implement
SKYHAUL on a UAV network of four DJI M600Pro plat-
forms, and evaluate its performance under real-world condi-
tions. Application UAVs carry one Mikrotik 60GHz inter-
face [13] and a 4K camera, while Relay and Ground Station
UAVs each carry upto three 60GHz interfaces. Routing and
managing the UAVs and their 60GHz radios are done via an
on-board Intel Core i7 platform. The SKYHAUL controller
runs on AWS [14], and is connected to all UAVs via a LTE
interface on each UAV.
Through several real-world event tracking experiments,
we first demonstrate SKYHAUL’s ability to efficiently de-
ploy, maintain and adapt its mmWave backhaul network in
real-time to support both dynamic communication (data trans-
fer) and sensing (live video streaming and analytics) applica-
tions. Next, using SKYHAUL’s emperical throughput model,
we conduct large-scale simulations to show that SKYHAUL’s
algorithms can support twice the traffic demands for a given
number of UAVs, or satisfy the desired traffic demands using
half the number of UAVs, over baseline solutions addressing
either of the respective objectives. A video of SKYHAUL
demonstration can be found at [15].
2. CHARACTERIZING 60GHZ UAV LINKS
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Figure 3: Angular coverage & Link performance – Indoor
vs. outdoor
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Figure 4: Throughput vs.
Distance
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Figure 5: 802.11ad bitrate to
RSS mapping
Outdoor 60Ghz radios require LOS and appropriate rel-
ative orientation between radios to establish a connection.
Therefore, it becomes critical to understand and model the
impact of UAV’s yaw (orientation) on link performance at
coarse time scales (secs), which is essential for SKYHAUL’s
deployment decisions. Note that this is different from and
complementary to traditional mmWave link models [16, 17,
18] that capture link performance (e.g., beam selection) on
fine time-scales (millisecs), but for a given radio orientation.
Indoor vs. Outdoor Angular Coverage. To highlight the
impact of multipath-free outdoor operating environment, we
compare the performance of our 60GHz platform in outdoor
airborne scenarios, against that in a large indoor hall. Fig. 3
shows the azimuth angular coverage and throughput, when
Tx and Rx radios are placed 50m apart LOS, in both indoors
and outdoors. We change the relative angles between the Tx
and Rx radios by rotating the Tx radio about its fixed posi-
tion. We see that when the radios are indoors, rich multipath
allows coverage to be maintained as long as the Tx radio is
pointed ±180◦ of the Rx radio. However, when the UAVs
are moved outdoors, angular coverage is limited to ±80◦ —
a significant drop from that in the indoor measurement.
2.1 60GHz Link Measurement Study
We now briefly discuss the details of our measurement
study of the 60GHz radios mounted on UAVs. Further de-
tails of our 60GHz operating setup can be found in §4.1.
60GHz Radios. We mount MikroTik WAP 60G [13] long-
range 60GHz radios on DJI M600Pro UAVs for our experi-
ments. These 802.11ad devices utilize a Qualcomm QCA6335
chipset and a 32 phased array antenna, and support three
non-overlapping channels. Proprietary beam and rate selec-
tion algorithms based on the RSS are used to select optimal
operating parameters for each 60GHz link. A single link
supports PHY bitrate of up to 2.3Gbps (Modulation index 0
to 8). In our experiments, we fix the transmission power to
3
-80 -40 0 40 80
Angular Coverage (deg)
40
120
200
280
360
Di
st
an
ce
 (m
)
(a) Distance vs. Angular Coverage
100 60 20 20 60 100
Diff. in Tx & Rx Angle (deg)
0
500
1000
1500
2000
M
ed
ia
n 
Th
ro
ug
hp
ut
 (M
bp
s)
80m
120m
(b) Median throughput for diff. in
Tx & Rx angles, at 80m and 120m
Figure 6: Impact of UAV yaw
maximum, to achieve maximum link coverage.
Data Collection. We characterize the 60 GHz link per-
formance using UDP traffic. We fly two UAVs (a Tx and a
Rx UAV) at 60m altitude (has a clear LoS), and increase the
separation distance between them from 40 to 400m, in steps
of 40m. At each distance, we rotate the Rx and Tx UAVs in
turn from −100◦ to +100◦ (0◦ being the perfect alignment
of Tx/Rx antennas), while keeping the other UAV at 0◦. We
send UDP traffic using iperf3 and log the throughput ev-
ery second. We also log the PHY bitrate, beam angle, RSS,
and UAV telemetry data (position and yaw).
Link throughput is determined by two main factors – dis-
tance and angular difference between the radios. To analyze
the effect of each, we decouple them and study their impact
individually.
Throughput vs. Distance. We fix the angular difference
between two UAVs’ radios to 0◦ (i.e. both the Tx and Rx ra-
dios are directly facing each other) and measure the impact
of distance on the throughput. Fig. 4 shows the change in the
received throughput for different distances between the two
UAVs. The high variance in the instantaneous throughput is
due to the UAV’s volatility (e.g. vibrations, jerks) in the air,
to which, 802.11ad’s highly sensitive rate selection mech-
anism adapts. Even a small change of 1dB in RSS results
in radios selecting a different PHY rate as shown in Fig. 5.
Nevertheless, we still observe a clear monotonic, declining
trend in the median link throughput as the distance increases.
Throughput vs. Relative Yaw. For a given yaw angle
(0◦) of the Rx UAV, we vary the relative yaw angle of the
Tx UAV from −100◦ to +100◦, while sampling throughput
measurements at regular yaw intervals. Fig. 6a shows a bi-
nary map denoting successful 60GHz link connectivity (i.e.
when throughput > 100Mbps) at different distances and rel-
ative yaws. Although the radio’s (MikroTik) specifications
prescribes an antenna coverage of only 40◦ (−20◦to +20◦),
we observe that connectivity can be established across rel-
ative yaws from −80◦ to +80◦ when the UAVs are 80 m
apart, while only between−20◦ and +20◦ for distances greater
than 240 m. This is because the side-lobes of the Tx beam
have sufficient energy to establish connectivity at short ranges,
increasing the angular coverage. However, the side-lobes
have no impact at longer ranges, where the main lobes deter-
mine coverage. This interplay between main and side-lobes
is also reflected in the achieved throughput over the 60GHz
channel: Fig. 6b shows that at short distances (80 m), the
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Figure 7: Surface-curve fitting for the throughput model.
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Figure 8: SKYHAUL operational sequence.
maximum median throughput is achieved over a wider range
of relative yaw angles than at longer UAV distances (120 m).
2.2 60GHz UAV Link Throughput Model
Based on our measurement study, we can now charac-
terize the throughput model of our 60 GHz UAV links as
a function of both the relative UAV distance (D) and yaw
angles (∆φ). A weighted least-square regression approach
that accounts for heteroscedasticity of the throughput num-
bers in our dataset, results in the following quadratic model
as the best fit: C = a.D2 + b.(∆φ)2 + c.(∆φ).D + d.D +
e.(∆φ) + f , where a, b, c, d, e, and f are constants derived
from the regression curve-fitting technique. Fig. 7 shows the
surface curve-fitting of the model that accurately captures
the parabolic dependence of throughput on both D and ∆φ.
Leveraging the model. While a throughput’s quadratic
dependence on distance is expected in a LoS environment,
the model’s contribution lies in its incorporation of the joint
dependence on both relative distance and yaw. Indeed, while
802.11ad’s link adaptation mechanisms are meant to handle
instantaneous (millisecs granularity) throughput fluctuations
(due to UAV volatility), SKYHAUL’s throughput model is
meant to complementarily capture the impact of UAV’s yaw
on first-order (median, mean) throughput statistics. The lat-
ter allows SKYHAUL to optimize its deployment decisions
that are executed at coarse time scales (mins granularity).
Further, constructing this model is a one-time effort that de-
pends only on the mmWave radios and antennas employed.
3. SKYHAUL DESIGN
3.1 SKYHAUL Overview
SKYHAUL envisions to provide real-time coverage and
tracking of a target application (e.g. mobile connectivity,
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live video surveillance, etc.) from a Ground Station (GS)
that could be far away, using one or more UAVs. To allow
applications to flexibly and dynamically define their “Re-
gions Of Interest" (ROIs) on the ground based on their in-
dividual requirements, SKYHAUL decouples the objectives
of application coverage and backhaul connectivity, while fo-
cusing on the latter. It realizes this through functionally-
specialized UAV operation: Application UAVs are tasked
with specific ROIs by the application and move freely within
their AOI (“airspace of interest"; i.e., airspace above the ROI
assigned) to optimally track the target application, while Re-
lay UAVs focus only on forming, maintaining and adapting
a robust backhaul network to connect the dynamic Appli-
cation UAVs to the GS. This has the added benefit of role-
optimized payload design: Application UAVs carry a pay-
load with more sensors (e.g. cameras, Lidars, etc.) and few
radios, while Relay UAVs carry more radios and less sen-
sors. Note however, UAVs can be repurposed for either roles
as required by the application.
With the application UAVs being directed by the applica-
tion, SKYHAUL focuses on orchestrating the backhaul net-
work of Relay UAVs to satisfy the application requirements.
SKYHAUL accomplishes this through a simple operating con-
trol loop, as shown in Fig. 8. When the SKYHAUL net-
work is first initialized or a configuration update is triggered,
it (i) determines an efficient network configuration of Re-
lay UAVs to meet the desired application objectives. Then,
SKYHAUL (ii) computes a seamless migration plan to en-
able UAVs (both Relay and Application) to optimally and
safely deploy and reconfigure themselves in this configura-
tion. Once the UAVs are in their new configuration, SKY-
HAUL continuously (iii) monitors performance across the
60GHz mesh and triggers a reconfiguration step (along with
migration, if necessary) if: (a) traffic satisfaction (of applica-
tion sessions, λs) falls below a desired threshold (Tha), (b)
UAVs need to be brought back (and replaced with another
UAV) for energy (battery/gas) replenishment (when energy
below The), or (c) when Application UAVs have been re-
tasked to cover new ROIs.
Remark: Note that SKYHAUL does not focus on MAC/PHY
optimizations like beam and rate selection on links. Its coarse
time-scale network optimizations are complementary to such
fine time-scale link-layer optimizations that can be leveraged
from prior art [18, 19, 20].
3.2 Determining Efficient Configurations
3.2.1 Understanding the Problem
Formulation. SKYHAUL’s objective is to cover and track
an application/event that spans across multiple regions on
the ground (ROIs, refer Fig. 1), from corresponding, non-
overlapping zones above in the sky (AOIs, Ak; k ∈ K) at a
given altitude (i.e. a 2D deployment plane2). Thus, each
2The benefits of deploying UAVs at different altitudes (other than
during transient mobility) are unclear, especially in light of connec-
tivity requirements that are better addressed at the same altitude.
of these zones generates a traffic demand Tk (e.g. video
streams) that needs to be delivered through one or more Re-
lay UAVs to the ground station UAV (node 0, positioned
above GS, last-hop connecting the Relay UAVs to the GS),
which is assumed to be at the origin in the deployment plane.
The static GS UAV that anchors the backhaul UAV-relay net-
work, has one of its radios pointed down towards the GS (Z
axis), unlike all other UAV radios (oriented in the XY-plane).
This problem of Relay-UAV network configuration (DCR)
requires a joint optimization across three components: (i)
Deployment (placement) of UAVs; (ii) Connectivity between
UAVs and ground station (GS) as determined by orientation
(yaw) of UAVs’ radios; and (iii) Routing of traffic between
UAVs and GS to satisfy the application’s traffic demands.
For easier exposition of the formulation and solution, a sin-
gle ground station (GS) is considered. Furthermore, from
a practical realization standpoint, we consider flow routing
to be non-splittable, i.e. traffic in a session between Appli-
cation UAVs and the GS must be routed without being split
at any intermediate UAV, albeit, the latter can route flows
of multiple sessions. The formulation and solution can be
adapted to meet the setting of multiple ground station UAVs
and splittable flow easily.
DCR: D∗ = minD |D| (1)
s.t.,
∑
i x
k
ki = 1, ∀k ∈ K∑
i x
k
i0 = 1, ∀k ∈ K∑
v x
k
vi =
∑
u x
k
iu, ∀(i, k) : i 6= K ∪ {0}∑
u γius
m
iu +
∑
v γvis
m
vi ≤ 1, ∀i,m ∈ [1,M ]
γiuCiu ≥
∑
k λTkx
k
iu, ∀u, i ∈ D
γviCvi ≥
∑
k λTkx
k
vi, ∀v, i ∈ D
D denotes the network configuration to be determined,
D = {∪i(pi, φi, Xi)}, where each element in the configu-
ration corresponds to that of a UAV i, namely its position pi,
orientation φi and its flow routing Xi = {xkiu}, ∀u 6= i, k.
Each element of Xi is a binary variable corresponding to
whether flow k is routed from i to u (i.e. xkiu). Cuv =
Cap(pu, pv, φu, φv) is the expected throughput of the link
u − v, which (from §2), depends on the distance between
them (i.e their locations, pu, pv) and their respective radios’
orientation (φu, φv), i.e. Cap(pu, pv, φu, φv) = Cap(∆r(pu,
pv),∆φ(φu, φv)). The adjacent radios (total ofM ) at a UAV
are separated by 2piM radians, with each radio responsible for
covering its logical sector of 2piM radians. s
m
iu is a binary vari-
able that captures the presence of UAV u in the m-th sector
of UAV i and depends on their respective positions pi, pu and
also UAV i’s orientation φi. Note that a UAV’s position pu
is captured in terms of its polar coordinates (pu = (ru, θu))
taken with respect to the GS UAV at origin.
Objective. In practical environments, there is a need to
maintain additional drones to meet increasing application
demands or to replace existing drones with depleting en-
ergy. Hence, DCR’s objective is to find the deployment con-
figuration D∗ with the least number of Relay UAVs (cost)
that can completely satisfy (λ = 1) the current traffic de-
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mands, while yielding a feasible flow routing that accounts
for directional connectivity/capacity constraints. However,
its flexible framework allows for selecting appropriate con-
figurations that maximize demand satisfaction for a given
deployment cost as well (by evaluating solutions for vary-
ing λ ∈ (0, 1]). The first three constraints above correspond
to flow origination (at UAVs covering application k), termi-
nation (at GS UAV 0) and conservation (UAVs in between).
Note that SKYHAUL can handle bi-directional traffic as well,
where upstream and downstream flows will be considered as
separate sessions. The final three constraints are responsible
for coupling flow routing to the notion of directional con-
nectivity and capacity at each of the UAVs – specifically, for
all the links (incoming and outgoing) that share the capacity
of a radio (i.e., all the neighbors that fall in the sector of that
radio m) at a UAV i, there must be a feasible time-sharing
(γiu, γui) of those links (third last constraint), taking into
account their respective capacities, that is capable of carry-
ing the desired fraction (λ) of traffic demands (last two con-
straints). Energy. Note that energy consumption in drones
is dominated by their mechanical operation rather than con-
nectivity and hence not incorporated in DCR3. Nevertheless,
SKYHAUL will have the mechanisms needed to cope with
the impact of energy-related network dynamics (Fig. 8).
Challenges. Addressing DCR encounters challenges at
multiple levels. (i) Hardness of computing configurations:
The 3-way optimization in DCR is unique to the UAV en-
vironment and has not been addressed before. Its extremely
challenging nature is evident from the NP-hardness of solv-
ing even just one component (deployment using Euclidian
Steiner trees [22], without considering orientation and rout-
ing) or two components (routing and orientation assuming
deployment is given) jointly. (ii) Practical realization and
adaptation of configurations: The Relay UAVs have to pe-
riodically adapt and reposition themselves in a new network
configuration to seamlessly track a spatially evolving event
(e.g., forest fire) and hence the Application UAVs. Such a
migration of network configurations involving multiple UAVs
simultaneously needs to be executed both quickly and safely
(i.e., avoiding any UAV collisions).
Given the hardness of the simplest variants of the DCR
problem, SKYHAUL aims to design a solution that organi-
cally integrates the components of deployment, connectivity
and routing to compute efficient configurations, along with
the dynamic mechanisms needed to adapt and realize these
configurations safely in practice.
3.2.2 An Efficient Dual-Step Algorithm
Given the position of the application UAVs, i.e. pk =
A∗k, ∀k ∈ K, SKYHAUL determines an efficient UAV (back-
haul) network configuration D∗ to satisfy their traffic de-
mands through a novel two-step optimization (steps 2,3 in
Fig. 9): radial optimization per session, followed by angu-
lar optimization across sessions.
3Gas powered drones can operate for a few hours [21]
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Contraction 
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(a) Optimize deployment per-
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Contracted 
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(b) Optimize deployment across
sessions (angularly)
Figure 9: Two-step optimization for backhaul deployment.
Radial optimization per session: Given the optimal posi-
tion of the application UAVs A∗k,∀k with respect to event
coverage, SKYHAUL first determines the GS UAV’s orien-
tation that radially optimizes the deployment of relay UAVs
to support the desired traffic demands to/from each session
(application UAV) in isolation (steps 1-13, Alg. 1), while
load balancing across the capacity of GS UAV’s radios. It
accomplishes this by determining the minimal relay UAV
deployment needed for a given GS UAV’s orientation (steps
5-10, Alg. 1), and then picking that orientation that yields
the minimum deployment among all its orientations (step
12, Alg. 1)). When the GS UAV’s orientation (φ) is fixed,
this geometrically partitions (Sm,φ) the application UAVs,
i.e. load balances their traffic demands across the capacity
of various radios (sectors,m) at the GS UAV (step 7, Alg. 1).
In each sector of the GS UAV m, SKYHAUL determines the
minimal UAV deployment (step 8, Alg. 1) needed to support
the traffic demands of the application UAVs in that sector
(i.e. Sm,φ) by solving the following problem.
Init_Deploy(m,φ, Sm,φ) :
Minimizehk {
∑
k∈Sm,φ Nk,m,φ = d
rk
hk
e}
subject to, γk · Cap(0, (hk, θk), φ, 0) ≥ Tk, ∀k ∈ Sm,φ∑
k∈Sm,φ γk ≤ 1
This optimization helps determine the minimal number
of UAVs and their deployment positions needed to support
the traffic demand of each session in isolation (without shar-
ing relay UAVs across sessions), while accounting for time
(γk) sharing the same radio’s capacity (at the GS UAV) be-
tween sessions in the same sector. With our quadratic ca-
pacity function (Section 2), this can be solved through an
equivalent convex optimization (that relaxes ceiling func-
tion first, solves the resulting convex problem, then rounds
the fractional solution). Once the UAV deployment is de-
termined, their orientations are identified to deliver the data
rates needed to satisfy the corresponding session’s traffic de-
mand. The union of the relay UAV deployments in each sec-
tor provides the initial backhaul network configuration that
is radially optimized to support the given traffic demands.
Angular optimization across sessions: SKYHAUL then op-
timizes the deployment angularly by contracting (eliminat-
ing) relay UAVs with abundant radio capacity, and re-positioning
the remaining relay UAVs so as to efficiently utilize their
available radio capacity across sessions, all the while con-
tinuing to support the desired traffic demands (steps 16-35,
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Algorithm 1 Joint Deployment, Connectivity and Routing
in SKYHAUL
1: % Load-balanced deployment: Radial optimization per session
2: Input: GS UAV at p0 = (0, 0), Application UAVs at pk = A∗k =
(rk, θk), ∀k ∈ K
3: Output: Dcurm = {∪i(pi, φi, Xi)}% backhaul network configuration
4: for φ = [0, 2pi
M
) do
5: for m = [1,M ] do
6: %app UAVs in GS UAV’s sector m, orientation φ
7: Sm,φ = {k ∈ K : sector(k, φ) = m}
8: [Nk,m,φ,Dm,φ] = Get_RadialOpt_Dep(m,φ)
9: end for
10: Dφ = ∪mDm,φ
11: end for
12: φGS = arg minφ{N(Dφ) =
∑
m
∑
k∈Sm,φ Nk,m,φ}
13: Dcur = DφGS
14:
15: % Contraction: Angular Optimization across sessions
16: for m ∈ [1,M ] do
17: % Initialize all contraction variables
18: Con(i, j) = 1, ∀i, j ∈ Dcurm : {S(i) 6= S(j) &
19: i, j 6= k, k ∈ Sm,φGS}; and 0 otherwise
20: do
21: Icon = False
22: for (i, j) ∈ Dcurm : Con(i, j) 6= 0 do
23: L(i, j) = Get_ContractPoints(i, j,Dcurm )
24: Lˆ = {` ∈ L(i, j) :
25: ∃ Feasible_Orient(i, j, `,Dcurm )}
26: `∗ = arg min`∈Lˆ{
√∑
k′∈S(i)∪S(j) ∆r2(p`, pk′ )}
27: if Lˆ 6= ∅ then
28: Dcurm ← Update_Config(i, j, `∗,Dcurm )
29: Icon = True; break
30: else
31: Con(i, j) = 0
32: end if
33: end for
34: while Icon == True
35: end for
36: % Contracting UAVs across adjacent sectors
37: Repeat Contraction steps, while replacing Dcurm with Dcurm,m+1 =Dcurm ∪ Dcurm+1
Alg. 1). During this optimization in each sector, SKYHAUL
checks every pair of relay UAVs that belong to different ses-
sions, whether they can be contracted, i.e., removed and re-
placed by a single UAV in a new, appropriate position and
orientation, while supporting the aggregate traffic to both the
original UAVs (steps 22-33, Alg. 1). When such a pair ex-
ists, the contraction is done and the two UAVs are replaced
by the new UAV and the network configuration is updated
(steps 27-30, Alg. 1); i.e., the neighborhood connectivity for
the new UAV along with the routing of flow on its edges, as
well as its (and neighbors’) orientation are updated.
Contraction: Determining whether a pair of relay UAVs
can be contracted (Con(i, j)) is a challenging problem in
itself, given the infinite combinations of position and orien-
tation possible for the new contracted UAV. SKYHAUL ac-
complishes this efficiently in two steps: First, it identifies the
largest contraction region possible by relaxing the constraint
of orientation (i.e., assumes perfect orientation, ∆φ = 0);
then, selects a small number of boundary points of this re-
gion as potential contraction points (step 23 in Alg. 1). Fi-
A1* 
A2* 
Cap-1(T1+T2,0) 
Cap-1(T2,0) 
Cap-1(T1,0) 
Drones 
contracted 
Contraction 
region 
Figure 10: Bounding feasible region for contraction.
nally, for each of these contraction points, it determines if
there exists a feasible orientation for both the new contracted
UAV as well as all its neighbors such that existing traffic de-
mands can be satisfied (steps 24, 25 in Alg. 1).
The contraction region is determined by the polygon formed
from the intersection of the circles – one for each neigh-
bor of the pair of UAVs being contracted and whose radius
corresponds to the maximum distance (Cap−1(T )) that sup-
ports the traffic demand between that neighbor and the two
UAVs as shown in Fig. 10. The corner points of this polygon
along with its centroid are selected as a representative set of
contraction points to be evaluated for a feasible orientation
for routing. If multiple contraction points are feasible, then
the one that is farthest from the GS UAV and closest to the
application UAVs is selected (step 26 in Alg. 1); with con-
traction proceeding radially from the GS UAV, this increases
the scope for subsequent optimization/contraction. In check-
ing whether a feasible orientation exists (for demand satis-
faction, λ∗φ` ≥ 1) for the new contracted UAV and all its
neighbors, a simple optimization Solve_Orient() is solved
for each of the UAVs under consideration.
Solve_Orient(`, B(`), T (`), φB(`)) :
Maximizeγ,φ` minm` λm`,φ`
s.t., γb,m` · Cap(p`, pb, φ`, φb) ≥ λm`,φ` · Tb, ∀b ∈ Sm`,φ` , ∀m`∑
b∈Sm`,φ`
γb,m` ≤ 1, ∀m`
where, Sm`,φ` = {b ∈ B(`) : sector`(b, φ`) = m`}
The above optimization selects an orientation for UAV `
and a time sharing solution (γ) for each of its sectors such
that the maximum amount of its traffic demands can be sat-
isfied. For a given orientation of the UAV (φ`), this opti-
mization can be decoupled across the UAV’s sectors (m`),
where it becomes linear and can be solved individually (op-
timally) in each sector. Thus, the above optimization has the
following closed-form solution.
φ∗` = arg max
φ`∈[0, 2piM )
min
m`
λˆm`,φ` (2)
λ∗m` = λˆm`,φ∗` (3)
where,, λˆm`,φ` =
∏
b∈Sm`,φ`
Tb
Cap(p`,pb,φ`,φb)∑
b∈Sm`,φ`
∏
b∈Sm`,φ`
Tb
Cap(p`,pb,φ`,φb)
Tb
Cap(p`,pb,φ`,φb)
(4)
In addition to contraction within each sector of the GS UAV,
SKYHAUL also explores contraction across the edges of ad-
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jacent sectors (sep 37 in Alg. 1). It executes the contraction
procedure again within each virtual sector, where the latter
consists of two adjacent sectors.
3.3 Performance Monitoring and Adaptation
SKYHAUL adapts its backhaul network configuration from
time-to-time to cater to the varying positions and traffic de-
mands of application UAVs that are tracking the target event.
It monitors the end-to-end throughput of each session at the
GS along with the energy levels of UAVs. It triggers a net-
work configuration update, when (i) the current demand sat-
isfaction of any session drops below a certain threshold Tha
(balances responsiveness vs. session interruptions), (ii) UAVs
need energy replenishment (when energy drops below The),
or (iii) application UAVs have been reassigned to cover other
areas (ROIs). SKYHAUL first attempts to find a configura-
tion with updates to only the yaws of the UAVs that carry
traffic for the affected sessions (i.e., angular optimization
without contraction), thereby avoiding UAV migrations. When
this is not feasible, it executes a complete configuration up-
date that might necessitate UAV migrations.
3.4 Seamless UAV Migration Plan
Algorithm 2 De-conflicted Configuration Migration
1: Determine min-max bipartite matching assignment between old and
new configuration UAV positions (with Euclidian distance as weights),
which minimizes the time taken to migrate to the new configuration.
2: Color the conflict graph created with matching assignments as vertices
and crossing assignments (in the Euclidian plane) as conflicts (edges).
3: Assign configuration changes (edges) with different colors to different
altitudes to get a collision-free flight control path.
4: Move the UAVs (assigned to different altitudes) in altitude (z-axis)
alone first, while retaining their position in the x-y plane; then let the
UAVs in different altitudes move to their new position in the x-y plane
as dictated by their new configuration; then bring them all back to the
original altitude for operation in the new configuration.
Whenever a configuration update is triggered, SKYHAUL
computes a new configuration (Alg. 1) based on current po-
sition and demands from application UAVs. However, the
biggest challenge in realizing this new configuration lies in
UAVs optimally (i.e., in least time) migrating from their old
to new configurations (as shown in Fig. 11) without any col-
lisions in the airspace. SKYHAUL accomplishes this migra-
tion through a novel, optimal de-confliction flight control al-
gorithm (Alg. 2) by leveraging various layers of altitude as
described below. This same approach can be used to handle
deployment of UAVs (relay and application) both during net-
work initialization and later, as well as recovery of existing
UAVs (for battery replacement) as special cases
Flight plan for minimum migration time (Step 1): SKY-
HAUL first determines the flight plan that would result in
the least duration required to migrate to the new configura-
tion, without accounting for potential conflicts between UAV
movements during the migration (to be resolved in the sec-
ond step). It accomplishes this by formulating the flight
plan problem as a variant of the bipartite matching prob-
D0 
D1old 
D1new 
D2old 
D2new 
D3old 
D3new 
D4old 
D4new 
D5old 
D5new 
Figure 11: Adaptation of backhaul configurations.
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Figure 12: Conflict-free migration plan.
lem, where the objective is to determine the min-max bipar-
tite matching assignment between old and new configuration
UAV positions (with Euclidian distance as weights, serves as
a proxy for migration time). The min-max objective helps us
pick the migration plan that minimizes the maximum of the
weights, i.e., longest time taken by any of the UAVs during
their simultaneous migration.
Migration algorithm: While algorithms exist for maximum
or minimum weight bipartite matching, the variant of min-
max bipartite matching (M2BM) has not been addressed in
literature. To this end, we now provide an optimal algorithm
to solve M2BM. The algorithm proceeds by forming a flow
graph G′′ from the bipartite graph G, using the same set of
vertices but adding a source and sink that are connected to
the vertices in Vo and Vn respectively. Then it sorts the edges
in G based on increasing weights and adds them one by one
to G′′. At each iteration, a max-flow algorithm is run be-
tween s and t on G′′ with all edges carrying a weight of one.
The resulting max-flow solution yields a maximum match-
ing M between vertices Vo and Vn in G. If the matching
is perfect in G, i.e., its size is equal to that of the vertex
set of G, then M is the desired migration configuration (see
Fig. 12). Otherwise, the next sorted edge from G is added
to G′′ and the process is repeated until a perfect matching is
found. The resulting solution is optimal in that it takes the
least time for configuration migration.
De-conflicting the flight plan (Steps 2-4): The migration
solution does not account for potential conflicts/collisions in
the airspace when UAVs migrate in tandem on the same Eu-
clidian plane (i.e., when their migration paths cross). To de-
conflict such colliding migration paths, SKYHAUL uses the
layers of altitude available for migration (steps 2-4, Alg. 2).
Specifically, SKYHAUL creates a conflict graphGc, with the
edges of the output matching M , now serving as vertices
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Figure 13: Conflict-free migration to new configuration.
(Vc) of Gc, while edges in Gc correspond to migration paths
(Vc) that conflict in the Euclidian plane (e.g. paths that cross
or come in close proximity of one another). SKYHAUL then
colors Gc with the least possible colors (step 2, Alg. 2), and
assigns migrations (vertices) with different colors to differ-
ent altitudes to get a collision-free flight migration path (step
3, Alg. 2). Then, it executes the migration in a three step
procedure as shown in Fig. 13 (step 4, Alg. 2): (i) move
the UAVs (assigned to different altitudes) in altitude (z-axis)
alone first, while retaining their position in the x-y plane; (ii)
Then, allow the UAVs in different altitudes to move to their
new position in the x-y plane as dictated by their new config-
uration; and (iii) finally, bring them all back to the original
altitude for operation in the new configuration.
In practice, owing to Euclidian constraints and a migra-
tion solution targeting minimum duration, the conflict graph
Gc hardly has cliques of size three or more. This allows for
at most three altitude layers (existing, one above, one be-
low) needed to resolve the conflicts. Thus, the bulk of the
time needed for configuration migration arises from mov-
ing to the new configuration at a prescribed altitude (time to
move across altitude layers is relatively insignificant), which
in turn is optimized by SKYHAUL.
Impact of Altitude Changes: SKYHAUL operates with
UAVs on the same operating altitude. During UAV migra-
tion, SKYHAUL may temporarily move the UAVs to differ-
ent altitudes away from the SKYHAUL operating altitude.
This will temporarily disconnect the UAV from the SKY-
HAUL mesh, and will reconnect upon UAV returning to the
operating altitude. These temporary disconnections are short
and do not impact the overall operation.
3.5 Performance and Time Complexity
Time Complexity: We first characterize the time com-
plexity of SKYHAUL’s configuration determination algorithm,
Alg. 1. The complexity in the radial optimization comes
from solving the convex optimization for initial deployment
per session, which is O(K3), followed by orientation deter-
mination at each of the drones, which isO(N). Here, K and
N are the number of sessions and drones per sector of the GS
drone. Given that this optimization is done in each of the GS
drone’s (logical) sectors (total of M ) independently, this re-
sults in a net complexity of O(M · (K3 +N)). The key time
consuming component in angular optimization arises from
the contraction step, whose worst case complexity results
when every pair of drones (belonging to different sessions)
needs to be considered for contraction without success. This
results in a complexity of O(N2), while the check of fea-
sible orientation contributes another O(N) per pair consid-
ered, resulting in a net complexity of O(M · N3) for angu-
lar optimization. Putting the two steps together, SKYHAUL
accomplishes network configuration determination with an
efficient complexity of O(M · (K3 +N3)), where the cubic
impact is only with respect to sessions and drones in a sector
and not the whole network.
The time complexity of SKYHAUL’s configuration migra-
tion algorithm, Alg. 2 is dominated by the computation of
the migration plan itself. This in turn requires computing a
max-flow solution for the network graph (with O(N) ver-
tices, where N = |V |), whose edges are added incremen-
tally. The complexity of the max-flow solution is O(|E| ·f),
where E is the number of edges (that varies incrementally
from O(N) to O(N2)) and f is the max-flow value, which
in our case is the size of the perfect matching (N ). Hence,
when accounting for all the sectors, this results in a net com-
plexity of O(M · (N4)). We believe this can be reduced to
O(M · N3) by incrementally growing the augmenting path
of the max-flow solution in each iteration without having to
run the whole max-flow algorithm.
Performance: Given the hardness of the configuration
computation problem, it is hard to establish a performance
guarantee for Alg. 1. However, as we show in the evalua-
tion section, SKYHAUL delivers very efficient performance
in practice – it is able to satisfy all the traffic demands of the
target application at a deployment cost that is very close to
that of a (minimum) Steiner point solution; the latter serving
as a bound on the minimum number of drones needed to be
deployed purely from a binary connectivity standpoint with-
out accounting for mmWave constraints or traffic demands.
With respect to SKYHAUL’s migration solution, we can
establish the following performance.
SKYHAUL determines an optimal migration plan inO(M ·
N4), where M is the number of logical sectors (radios) at
the GS drone, and N is the number of drones deployed per
sector.
PROOF. Having already shown the time complexity, this
reduces to showing that Alg. 2 computes a perfect match-
ing (of size N ), whose maximum weight (migration time)
among all its migrations is the minimum. By incremen-
tally introducing edges, SKYHAUL ensures that a maximum
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matching is found at every iteration. Hence, if there exists
a perfect matching at any iteration, it will be found. Given
the addition of edges in order of increasing weights, this au-
tomatically results in the smallest (max) weight for which a
perfect matching is possible.
3.6 Leveraging Multiple Ground Stations
SKYHAUL can be easily adapted to leverage multiple ground
stations. Note that while multiple GSs bring additional ca-
pacity (entry/exit points) to the backhaul, they would also in-
cur additional drone deployment for connectivity. The chal-
lenge is to leverage the appropriate number of GSs (and their
capacity) to support the desired traffic demands of the appli-
cation.
Given a set of potential GSs (and their ground locations),
SKYHAUL accomplishes this by incrementally picking one
GS in each iteration, where the GS that yields the highest
marginal utility (mink∈K λk|Dcur| ) is chosen (from remaining GSs)
and added to the network. GSs are added until desired traffic
demands can be satisfied by the network.
In each iteration described above, SKYHAUL needs to solve
the backhaul deployment problem for a given number of
GSs. Here, the traffic demands to/from the application drones
are equally split to the different GSs. Then, SKYHAUL finds
the initial deployment of drones (using its radial optimiza-
tion) with respect to each of the GSs in isolation. Then, it
aggregates the deployment across all the GSs and contracts
the backhaul drones (using its angular optimization) across
both sessions and GSs jointly. This allows SKYHAUL to de-
termine an efficient backhaul deployment that is tailored to
the positions of the GSs under consideration.
4. IMPLEMENTATION AND EVALUATION
We implement SKYHAUL on four DJI Matrice 600 Pro
UAVs to demonstrate its performance in realistic flight con-
ditions, and highlight its ability for autonomous reconfigu-
ration of a multi-UAV network. To understand the merits
of SKYHAUL’s algorithms, we also study its performance in
large scale topologies (more UAVs) through simulations in
§5. Video demonstration of SKYHAUL can be found at [15].
4.1 Implementation
AWS. SKYHAUL controller is executed on an Amazon
Web Services instance, and communicates with the UAVs
via an LTE interface (through a smartphone). Each UAV
continuously transmits all its telemetry data (i.e. GPS po-
sition, yaw, battery level etc) to the AWS instance and exe-
cutes movement instructions that are sent back to them from
SKYHAUL controller. However, when cellular services are
unavailable, the 60Ghz network itself can be used as a con-
trol channel, with the SKYHAUL controller running on the
Ground Station (GS) computer. The large bandwidth of the
60Ghz link ensures negligible overhead for communicating
control information along with the actual data.
M600Pro. Each UAV is equipped with a single-board
Figure 14: Picture of 2 Application, Relay & GS UAVs
computer (SBC) with an Intel Core i7-6600U CPU running
Ubuntu 18.04. The UAV is controlled from this SBC using
DJI OnBoard SDK. We design and install role-specific pay-
loads on the UAV platforms, one GS UAV, one relay UAV
and two application UAVs (Fig. 14). The GS UAV has three
60GHz radios, one pointing downwards towards the GS, and
two mounted horizontally to connect to the other UAVs. The
relay UAV has two horizontally mounted radios and applica-
tion UAVs have one radio and a 4K camera for live video-
streaming. Each 60GHz radio is connected to the SBC via
an ethernet port.
UAV power consumption: Each UAV has a flight time of
≈20 min and can carry a payload of max. 5Kg. Power con-
sumed by on-board 60Ghz radios is negligible compared to
the power required for the actual flight. Many long-endurance
UAVs [23],[24],[25] with high-capacity batteries and flight
times extending to many hours are already available for use.
4.2 SKYHAUL– Evaluation
We first evaluate the impact of mmWave link through-
put due to UAV mobility. Subsequently, we focus on eval-
uating SKYHAUL, by running a series of experiments that
show workings of the proposed algorithms under two re-
alistic scenarios that enable (i) on-demand communication
(wireless access), and (ii) sensing (live 4K video analytics),
from application UAVs. We demonstrate SKYHAUL’s abil-
ity to seamlessly maintain network performance under actual
flight operations: The application UAVs move along a pre-
determined path to emulate tracking of application dynamics
(e.g. user movement, spread of forest fire), while SKYHAUL
continuously and autonomously positions the relay UAV to
satisfy the high traffic demands of the application UAVs. We
compare SKYHAUL to a MINDRONE baseline that only ad-
justs the yaw of the GS UAV to best maintain connectiv-
ity and share its multiple radios with the application UAVs,
without using a relay UAV. This is analogous to most com-
mercial solutions that currently exists.When the application
UAVs start moving, MINDRONE is unable to maintain the
initial level of network throughput with either the applica-
tion or the GS UAV.
Link Performance vs. UAV mobility: The graph in Fig. 15
shows the difference in a link’s median UDP throughput
when two UAVs are static (hovering), and when they are
continuously mobile while maintaining a constant distance
between them. The results are obtained for distances of
120m, 240m and 360m and for all relative UAV orientations
10
120 240 360
Distance (m)
0
2
4
6
8
10
12
D
iff
er
en
ce
 in
 
 T
hr
ou
gh
pu
t 
(%
)
1 2 3 4 5
No. of hops
0
500
1000
1500
2000
2500
M
ed
ia
n 
Th
ro
ug
hp
ut
 (
M
bp
s)
Figure 15: Static Vs. Mobile–Difference in median through-
put for all UAV Yaw (left) and Throughput Vs. Hop count
(right), with difference in radio angle between sender and
receiver equal to 0◦.
0 100 200 300 400 500 600 700
Time (sec)
0
200
400
600
800
1000
T
h
ro
u
g
h
p
u
t 
(M
b
p
s
)
SkyHaul
MinDrone
0o180o
210o GS
App1 App2
15
0m
150
m
20o 53o
84oGS
Relay3
60
m
App1 App2
0o180o
Initialization
Radial+Angular
Optimization
Figure 16: SKYHAUL Radial+Angular optimization -
Throughput performance(left) and UAV placements (right).
(yaws) from−80◦ to 80◦ (in steps of 20◦) for each of the dis-
tances. We do not observe a significant impact of UAV mo-
bility on link throughput. This indicates that once the radios
are oriented appropriately, small UAV vibrations and move-
ments due to air turbulence can be handled by 802.11ad’s un-
derlying beam selection algorithm. Additionally, we observe
that the end-to-end throughput is not affected by the path-
length (# of hops). Hence, extending coverage by adding
multiple relay UAVs should not affect SKYHAUL’s perfor-
mance appreciably.
4.2.1 On-demand Wireless Access
In order to emulate traffic load from a mobile small-cell
(WiFi-AP/LTE), each application UAV generates 450Mbps
UDP traffic using iperf3. We measure the actual received
throughput at the GS. All the UAVs operate at 60m altitude.
SKYHAUL- Radial + Angular Optimization: In our first
experiment, we initially place the application UAVs (APP1
and APP2) at 150 m radius and 90◦ and 78◦ respectively
from the GS UAV (fig.16). With APP1 and APP2 capable
of direct connectivity to the GS UAV, SKYHAUL determines
the optimal yaw for the GS UAV (30◦) and application UAVs
(300◦, and 258◦) that allows net traffic demand from both
the application UAVs to be satisfied by its same 60GHz ra-
dio. Since a relay UAV is not required yet, SKYHAUL and
MinDrone achieve a similar performance with an aggre-
gate throughput of 800Mbps.
After couple of minutes, the application UAVs while main-
taining their angular offsets (w.r.t. the GS UAV), start mov-
ing until they are 360 m away from the GS UAV. Once the
throughput of APP1 and/or APP2 falls below a certain thresh-
old (λ = 0.75, 330Mbps), SKYHAUL runs a configuration
update through its radial+angular optimization to determine
that while relay UAVs are needed to sustain service to either
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Figure 17: SKYHAUL Re-configuration and load balancing
- Throughput performance (left), UAV placements (right).
of the application UAVs, this can be achieved with a single
relay UAV. As shown in Fig. 16, it launches a relay UAV and
positions it at 84◦ and 160m from the GS UAV. The orien-
tation of the relay and application UAVs are then updated to
90◦, 290◦ (APP1), 217◦ (APP2), respectively, such that one
of the relay UAV’s radios is used to jointly serve both the ap-
plication UAVs, while the other provides connectivity to the
GS UAV, latter’s yaw being 84◦. During this dynamic event,
we observe a sharp throughput degradation in Fig. 16 that
results from disconnection as well as re-connection through
the relay UAV. However, after SKYHAUL completes its re-
configuration, the aggregate throughput is immediately re-
stored to 800Mbps. Without the aid of a relay UAV, MIN-
DRONE is unable to sustain the application demands, pro-
viding an aggregate throughput of at most 400Mbps, while
reaching a low of 200Mbps.
SKYHAUL- Re-configuration and Load Balancing: In
the next experiment, we initially place both APP1 and APP2
360m away from the GS UAV, with both being served by a
relay UAV placed as shown in the Fig 17. While APP1 re-
mains static, APP2 starts moving closer to the GS UAV un-
til it is 80 m apart (refer to Fig. 17). SKYHAUL determines
that while GS UAV can directly connect and support APP2’s
traffic demands, APP1 still needs a relay UAV. It computes
the updated configuration, resulting in relay UAV moving
to 165m, at 90◦ from GS UAV to serve APP1 alone, while
the GS UAV updates its yaw to 30◦ allowing it to use two
of its radios, each serving one application UAV. The appli-
cation and relay UAVs update yaws to 270◦,210◦ and 270◦,
respectively. This shows SKYHAUL’s ability to efficiently
leverage radios from various UAVs in the network to best
address application requirements.
SKYHAUL- Configuration Migration: In our third ex-
periment, we initialize APP1 and APP2 to be stationed at
distances of 360m (90◦) and 100m (270◦) from the GS UAV,
respectively. SKYHAUL’s initial configuration requires App1
to be served via a relay UAV and App2 can connect di-
rectly to the GS UAV. After a minute, we simultaneously
move APP2 away from the GS UAV to 360m,270◦, and
APP1 closer towards the GS UAV to a distance of 100 m.
With APP1 capable of direct connectivity to the GS UAV,
SKYHAUL determines that the relay UAV needs to be re-
purposed for APP2. However, this requires a flight plan,
since the path of APP1 conflicts with that of the relay UAV,
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Figure 18: SKYHAUL Network migration - Throughput per-
formance (left), UAV placements (right).
and the latter’s with the GS UAV. SKYHAUL employs its ef-
ficient route-planning solution to determine an optimal (fast)
collision-free migration of the relay UAV towards APP2: the
relay UAV first ascends to a different altitude of 70m (10m
above operating altitude of 60m) to resolve conflicts; while
the relay UAV moves to its new position at 70m, the two
application UAVs move to their new positions at 60m si-
multaneously; then the relay UAV reduces its altitude back
to operational height of 60 m, while retaining its position
in the plane. The whole migration process is executed au-
tonomously with no human input. At this point, SKYHAUL
updates the yaw of APP2, relay and GS UAVs to 90◦ such
that both application UAVs are effectively served. The through-
put result in Fig 18 captures this transition, as the net-throughput
decreases before being restored after re-connection. MIN-
DRONE is unable to accomplish such an adaptation and thus,
suffers a drastic drop in throughput to about 500Mbps over
the same duration.
4.2.2 Cloud-Based 4K Video Analytics
We demonstrate SKYHAUL’s capability in aerial video
surveillance applications by conducting real-time video ana-
lytics on multiple 4K 60FPS video streams sent from appli-
cation UAVs to the GS UAV. Application UAVs follow the
same flight path as in §4.2.1, while each sends a video stream
using FFMPEG to the GS, which are then forwarded to our
local GPU running YOLO3 [26] object detection algorithm.
Received Video Quality. Fig. 19a compares the per-frame
Structural SIMilarity Index (SSIM) [27] of the video stream,
encoded at different bitrates, received using SKYHAUL and
MinDrone w.r.t. the original stream recorded locally at
each application UAV. Compared to traditional metrics – PSNR
and MSE, SSIM metric takes into account more features be-
tween the original and the received images for quality com-
parison. SSIM considers three things: (a) Similarity in lu-
minance, (b) Similarity in contrast, and (c) Correlation be-
tween the two images. The SSIM index is a value between 0
(no similarity) and 1 (100% similar) — the higher the SSIM
value, the “cleaner” the received image and thus, the better
the object detection accuracy.
Observe that SKYHAUL achieves significantly higher SSIM
values than MinDrone at all video bitrates. While SKY-
HAUL achieves an SSIM index of 1 for over 80% of the
frames with a bitrate of 660 Mbps, MinDrone suffers early
even at 220 Mbps bitrate, with only 15% of frames achieving
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an SSIM score of over 0.8. As seen in Fig. 19b, higher band-
width of the backhaul also helps to significantly reduce the
number of lost frames in SKYHAUL, which directly impacts
on improving the accuracy of the object detection task.
Object Detection. We use a cloud server instance with a
32 core Intel E5-2686v4 CPU and four NVIDIA Tesla V100
GPUs with SKYHAUL for real-time video analytics. Video
streams from the application UAV are sent to the cloud in-
stance from the ground station for object detection.
SKYHAUL accelerates video analytics: Fig. 20a shows if
we rely only on on-UAV compute resources, object detection
proceeds at 0.2 frames-per-second (FPS). However, with SKY-
HAUL’s ability to maintain high bandwidth links to the ap-
plication UAVs, we achieve over 50× speed-up: Object de-
tection proceeds at up to 13FPS with a 440Mbps stream.
SKYHAUL increases object detection accuracy: SKYHAUL
delivers significantly fewer dropped frames to the cloud in-
stance than MINDRONE. Fig. 20b shows that as a result,
we achieve 97% object detection accuracy with SKYHAUL
(w.r.t. the lossless video recorded on the UAV) at all bitrates
while MINDRONE can only achieve as low as 10% detection
accuracy (on a 440Mbps stream) due to lost frame data.
5. LARGE SCALE SIMULATIONS
The devastating forest fires in Paradise, CA [28, 29], showed
that unavailability of traditional communication infrastruc-
ture cell-towers can hamper first responders’ rescue opera-
tions. We simulate deploying SKYHAUL to provide back-
haul connectivity to UAV based on-demand small-cells de-
ployed during such emergencies. To construct realistic topolo-
gies for application UAVs, we use the Paradise city map
showing evacuation zones [30]. Assuming each zone has
at least one ground station at the center, we generate 140
topologies (14 zones, 10 per zone) each with 5 (sparse de-
ployment), 10 (moderate) and 20 (dense deployment) appli-
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Figure 21: Simulation results for baselines and SKYHAUL
cation UAVs within each zone. We consider 3 radios per re-
lay UAV, and the ground station to have enough radio capac-
ity to satisfy the net traffic demand of all application UAVs.
Throughput requirement of each application UAV in each
run is randomized to be between 100Mbps-1Gbps.
We compare the performance of SKYHAUL against the
following baseline algorithms: (a)STEINER-MST: Finding
Steiner trees that employ a minimal number of Steiner points
(Relay UAVs) to connect the application UAVs with a bounded
edge (transmission) length, is a NP-hard problem. STEINER-
MST provides a heuristic construction by finding the mini-
mum spanning tree, connecting application UAVs to the GS
UAV, then adding Relay UAVs to the paths computed based
on the maximum communication length of each UAV. How-
ever, such Steiner solutions do not account for routing of
traffic demands. (b)MAXCAP: While STEINER-MST opti-
mizes for connectivity with reduced UAV budget, MAXCAP
optimizes for capacity, to provide 100% traffic satisfaction
to each application UAV, without optimizing the number of
relay UAVs employed. Here, the Relay UAV deployment
is optimized for each application UAV in isolation, while
accounting for other application UAVs that are sharing the
same radio of the GS UAV. (c)AIR-PART: This is a subset
of SKYHAUL with only the radial optimization (§3.2), i.e.
no angular optimization across multiple sessions.
Fig. 21 shows the CDFs of traffic satisfaction (Net through-
put / Net traffic demand) and average number of relay UAVs
used by each algorithm.While STEINER-MST uses fewest
UAVs, it is unable to satisfy the traffic requirement (Only
75%, 45% and 22% traffic satisfied in median case for 5,
10 and 20 application UAVs, respectively). On the other
hand, MAXCAP ensures 100% traffic satisfaction, but re-
quires nearly four times the number of relay UAVs (for 20
Application UAVs) than STEINER-MST. In contrast, both
SKYHAUL and AIR-PART strike a good balance between the
number of relay UAVs needed and ensuring 100% traffic sat-
isfaction. While the radial optimization in AIR-PART itself
employs 30% - 50% fewer UAVs than the MAXCAP, the an-
gular contraction in SKYHAUL optimizes deployment across
sessions to reduce the UAVs required by 15%-40%, all while
ensuring 100% traffic satisfaction.
6. RELATED WORK
60GHz Link Performance: Many studies have focused
on analyzing 60Ghz channel performance. Short-range 60Ghz
link models for indoor locations [31, 32] are not directly ap-
plicable for our reconfigurable environment. Outdoor 60Ghz
models [33, 34] developed using special hardwares like horn
antennas and dedicated channel sounders do not capture the
mobility of UAVs and hence the orientation of its mmWave
radios on coarse time-scale network deployment decisions.
UAV based networks: Apart from the popular high-altitude
UAV network projects [7, 35], there has been recent interest
in exploring solutions for low-altitude UAV-based cellular
networks [36, 37]. [38, 39, 3, 4] use UAVs as stand-alone
base stations, focusing on UAV placement for improving
cellular coverage to ground users. SKYHAUL has a comple-
mentary focus in establishing a robust, mmWave-backhaul
solution that can support the traffic demands of such cellu-
lar/WiFi access solutions. [40, 41, 42] target multi-UAV net-
works, relying on numerical models and omni-directionality
of the sub-6GHz RF technologies. This simplifies the UAV-
deployment problem, while being unable to support high-
bandwidth (mmWave) and the dynamics of applications. [43]
investigates effects of different types of wireless backhauls
offering various data rates on the number of ground users.
Routing algorithms: Routing in multi-hop networks has
been studied extensively [10, 11, 12], with a limited fo-
cus on specific routing algorithms for Flying Adhoc Net-
works [44]. However, all these algorithms assume a pre-
determined topology. This being not the case in SKYHAUL,
requires a joint optimization of both routing and topology.
7. CONCLUSION
In this work, we presented the design and deployment
of SKYHAUL– an autonomous, self-organizing, mmWave-
meshed, multi-UAV network that is capable of safely adapt-
ing itself to cater to highly dynamic applications and events.
Through extensive real-world experiments, and large-scale
simulations, we demonstrated the workings of SKYHAUL.
SKYHAUL for city-wide coverage: In order to establish
a city-wide backhaul network, the range of each mmWave
radio needs to be longer than 360m supported in this work.
However, radio products [45] that can extend range upto
1km are already available. SKYHAUL can be easily scaled-
up to cover cities using such long-range radios while reusing
its existing algorithms.
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