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We study the incommensurate charge ordered states in the t − t ′ − J model using the Gutzwiller
mean field theory on large systems. In particular, we explore the properties of incommensurate
charge modulated states referred to as nodal pair density waves (nPDW) in the literature. nPDW
states intertwine site and bond charge order with modulated d-wave pair order, and are characterized
by a nonzero amplitude of uniform pairing; they also manifest a dominant intra-unit cell d-density
wave form factor. To compare with a recent scanning tunneling microscopy (STM) study [Hamidian
et al., Nat. Phys. 3519 (2015)] of the cuprate superconductor BSCCO-2212, we compute the
continuum local density of states (LDOS) at a typical STM tip height using the Wannier function
based approach. By Fourier transforming Cu and O sub-lattice LDOS we also obtain bias-dependent
intra-unit cell form factors and spatial phase difference. We find that in the nPDW state the behavior
of form factors and spatial phase difference as a function of energy agrees remarkably well with the
experiment.This is in contrast to commensurate charge modulated states, which we show do not
agree with experiment. We propose that the nPDW states are good candidates for the charge
density wave phase observed in the superconducting state of underdoped cuprates.
PACS numbers: 74.20.-z, 74.70.Xa, 74.62.En, 74.81.-g
I. INTRODUCTION
Recent interest in cuprates has been spurred by the
observation of charge order, in the underdoped regime
of its phase diagram, through a variety of experimental
tools like STM12, NMR1, x-ray diffraction4, and resonant
x-ray scattering28. Charge order appears to be a generic
feature of the phase diagram being observed in materials
across the cuprate family such as YBCO2–4, BSCCO5,
LaBSCCO6, NaCCOC12 and HBCO14. In contrast to
the stripe phase observed, e.g. in LBCO15, charge or-
der in other cuprates does not generally accompany any
magnetic order. These are short range, uni-directional
and incommesurate charge modulations with wavevec-
tors [0, Q] or [Q, 0] where Q is around 0.3 in reciprocal
lattice units.
Understanding the momentum - energy dependence of
local intra-unit cell density form factors as a function of
doping can give clues to the origin and interplay of charge
order with other symmetry broken phases of cuprates. By
directly imaging conductance at Cu and O sublattices,
Hamidian et. al. have shown that at lower energies intra-
unit cell modulations at O sites are in-phase, giving rise
to a dominant s′-form factor; however, at higher energies,
where the signal reaches a peak intensity a d-form factor
dominates. The authors of Ref. 13 associated the char-
acteristic energy scale of the d-form factor modulation
to the pseudogap scale. Furthermore, in the higher en-
ergy range where the d-form factor dominates, the states
below and above the Fermi energy show a robust phase
difference of pi. In a recent development, the same group
has also discovered the modulation of the Cooper-pair
density in the charge order phase of BSCCO by using
Josephson tunneling microscopy10. The energy depen-
dence of the form factors, along with the observations of
pair density waves (PDW), put constraints on theories of
charge order in cuprates.
Theoretical efforts to understand the physics of the
charge order phase have mostly focused on the hot-spot
approximation or weak-coupling treatment of the spin-
fermion model16,18,19. Here, charge order appears as a
dFF bond order competing with d-wave superconductiv-
ity, and having wave vectors along diagonal16 or horizon-
tal or vertical axes of the Brillouin zone19. The PDW
state has also been shown to emerge from this model20
as a possible ground state. However, in a strong cou-
pling Eliashberg type treatment of the model, bond order
was found to be suppressed for experimentally relevant
parameters21.
From a more localized perspective, charge ordered
states have been investigated in t − J type models us-
ing simple mean field approximation, renormalized mean-
field theory (Gutzwiller approximation)11,23, variational
Monte Carlo22,25,26 and infinite projected pair entan-
gled states methods24. In particular, renormalized mean
field theory predicts several unidirectional and bidirec-
tional charge ordered states with ground state ener-
gies nearly degenerate with the uniform superconducting
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2state11,23,26. Of these, anti-phase charge density wave
(AP-CDW) and nPDW have dominant d-form factor and
exist in the doping range where charge order has been ex-
perimentally observed11.
The AP-CDW is a charge order with commensurate
wave vector e.g. [0, .25] or [.25, 0], that has been stud-
ied extensively in Ref. 11 and 23. These states have
an accompanying superconducting order parameter that
forms domains with opposite signs (hence, the name anti-
phase (AP) charge density wave). The nPDW is an in-
commensurate charge order with wave vector [0, Q] or
[Q, 0], where Q ≈ 0.3. In addition to the modulating
component, the pair field has a uniform d-wave compo-
nent giving rise to nodal structure in density of states at
low energies similar to the experimental observation12,13.
Thus the nPDW intertwines uniform superconductivity,
pair density wave and charge order. In this paper, we
will show that this state correctly captures the energy
dependence of form factors and spatial phase difference
as seen in the STM experiments on the superconducting
underdoped cuprates9.
STM and resonant x-ray scattering experiments di-
rectly probe the intra-unit cell lattice sites and provide
information about form factors28,29. However, in most
previous theoretical works, the form factor is obtained by
finding the renormalization of nearest neighbor hoppings
between unit cells along x- and y-axes16,17,19. A three
band model approach introducing planar oxygen states
can be utilized to resolve this issue, but the treatment of
the no-double occupancy criterion is more complicated30.
To avoid a three band calculation, and yet be able to
compute LDOS maps and form factors as in STM, we
have utilized a Wannier function based approach that
has been successfully used to explain STM conductance
maps around impurities in BSCCO and FeSe31,32.
In this paper, we first self-consistently solve the
t − t ′ − J model under Gutzwiller approximation with
suitable initial conditions to obtain nPDW state. Next,
we compute the lattice Green’s functions and then change
the basis to continuum space, with Wannier functions as
the matrix elements of transformation, to obtain the con-
tinuum Green’s function. After obtaining the Cu and O
sublattice continuum LDOS at typical STM tip heights,
we then calculate the form factors and show that the re-
sults for nPDW state are in very good agreement with the
STM experiment9. We find at low energies that the s′-
form factor has largest contribution; however, at higher
energies the d-form factor dominates. Moreover, we show
that the d-form factor modulations are in phase at low
energies and become out of phase at the energy scale at
which d-form factor becomes dominant. Furthermore, we
show that the modulation of d-wave pair order is crucial
to obtain the bias dependence of the form factors similar
to that observed in the experiment.
II. METHOD
The t− t′−J Hamiltonian on a 2-D lattice is given by
H = −
∑
i,j,σ
PGtij(c
†
iσcjσ +H.C.)PG + J
∑
〈i,j〉
Si · Sj , (1)
where c†iσ creates an electron at lattice site i = (ix, iy)
with spin σ = ± and Si is the spin operator at this site.
PG =
∏
i(1 − ni↑ni↓) is the Gutzwiller projection oper-
ator, where niσ = c
†
iσciσ represents the spin dependent
number operator for site i. The hopping matrix element
tij is equal to t and t
′ if i and j are nearest and next near-
est neighbor sites, respectively. t′ = −0.3t and J = −0.3t
are used in this work. When necessary to compare with
the experimental bias scale, we take t = 400 meV.
The no double occupancy constraint can be treated in
Gutzwiller approximation scheme34 where the projection
operator is replaced by Gutzwiller counting factors lead-
ing to the following renormalized Hamiltonian.
H =−
∑
i,j,σ
gtijtij(c
†
iσcjσ +H.C.)
+
∑
〈i,j〉
J
[
gs,zij S
s,z
i S
s,z
j + g
s,xy
ij
(
S+i S
−
j + S
−
i S
+
j
2
)]
(2)
For non-magnetic states the simplified Gutzwiller fac-
tors are given as23
gtij = g
t
iσg
t
jσ
gti =
√
2δi
1 + δi
gs,xyij = g
s,xy
i g
s,xy
j
gs,xyi =
2
1 + δi
gs,zij = g
s,xy
ij = g
s
ij
(3)
The Gutzwiller factors depend on the local values of
the hole density δi, pair field ∆
v
ijσ, and bond field χ
v
ijσ.
As in Ref. 11, the superscript v indicates that these
quantities are related to, but not same as the physical
order parameters. These mean-fields are given as
∆vijσ = σ〈Ψ0|ciσcjσ¯|Ψ0〉
χvijσ = 〈Ψ0|c†iσcjσ|Ψ0〉
δi = 1− 〈Ψ0|ni|Ψ0〉
(4)
where, σ¯ = −σ. The d-wave superconducting gap or-
der parameter and the bond order along x (y) direction
are given as
∆i =
1
8
∑
σ
(gti,i+xˆ,σ∆
v
i,i+xˆ,σ + g
t
i,i−xˆ,σ∆
v
i,i−xˆ,σ
− gti,i+yˆ,σ∆vi,i+yˆ,σ − gti,i−yˆ,σ∆vi,i−yˆ,σ)
(5)
3χi,i+xˆ(yˆ) =
1
2
∑
σ
gti,i+xˆ(yˆ),σχ
v
i,i+xˆ(yˆ),σ +H.C. (6)
Variational minimization of the ground state energy
Eg = 〈Ψ0|H|Ψ0〉, with respect to the unprojected wave-
function |Ψ0〉 under the constraints of normalization and
fixed total occupancy leads to the following mean-field
Hamiltonian,
HMF =
∑
i,j,σ
ijσc
†
iσcjσ +H.C.
+
∑
〈i,j〉
σD∗ijciσcjσ +H.C.−
∑
iσ
µiσniσ,
(7)
where
ijσ = −3
4
Jgsijχ
v∗
ijσδ〈ij〉 − gt(ij)σt(ij) +
∂W
∂gsij
∂gsij
∂χv(ij)σ
D∗〈ij〉 = −
3
4
Jgsij∆
v∗
〈ij〉σ +
∂W
∂gsij
∂gsij
∂∆v〈ij〉σ
µiσ = µ− 2
∑
j
[
∂W
∂gsij
∂gsij
∂niσ
+
∂W
∂gtijσ
∂gtijσ
∂niσ
]
W = 〈Ψ0|H|Ψ0〉 − λ(〈Ψ0|Ψ0〉 − 1)− µ(
∑
i
ni −Ne)
Here, δ〈ij〉 = 1 if i and j are nearest neighbors and 0
otherwise. λ and µ are Lagarange multipliers and Ne is
the total electron filling.
Since the charge order observed in most of the cuprates
is unidirectional28, we will focus only on realization of
such states in the extended t − J model. We assume
that charge modulation is in the x-direction and exploit
translational invariance in y-direction by switching to the
(ix, k) basis defined by following transformation.
c†iσ =
1√
N
∑
k
c†ix(k)e
−ikRiy , (8)
where N is the lattice dimension in y-direction, Riy is
the y-component of the lattice vector corresponding to
site i, and cixk creates an electron with transverse mo-
mentum k, at the site ix in the 1D lattice. In this ”col-
lapsed 1D” representation, the mean-field Hamiltonian
becomes
HMF =
∑
ix,jx,k,σ
ixjxσ(k)c
†
ixσ
(k)cjxσ(k) +H.C.
+
∑
ix,jx,k
σD∗ixjxσ(k)cixσ(k)cjxσ¯(−k) +H.C.
−
∑
ix,k,σ
µixσnixσ(k),
(9)
where
ixjxσ(k) =
∑
iy
ixiyjx0e
−ikRiy .
A similar expression holds for Dixjxσ(k) and µix =
µ(ix,0). The above Hamiltonian can be diagonalized by a
spin-generalized Bogoliubov-de Gennes (BdG) transfor-
mation, which leads to the following BdG equations,∑
j
[
ξij↑(k) −Dij↑(−k)
−D∗ji↑(k) −ξ∗ij↓(−k)
] [
unj↑(k)
vnj↓(k)
]
= En↑(k)
[
uni↑(k)
vni↓(k)
]
.
(10)
Here, ξijσ(k) = ijσ(k) − µiσδij . For simplicity of nota-
tion, we have replaced ix, jx with i and j respectively.
The mean fields are given following equations,
nix↑ =
1
N
∑
nk
|unix↑(k)|2f (En↑(k))
nix↓ =
1
N
∑
nk
|vnix↓(k)|2 [1− f (En↑(−k))]
∆vixjx↑(k) =
∑
n
unix↑(k)v
n∗
jx↓(k) [1− f (En↑(k))]
χvixjx↑(k) =
∑
n
un∗ix↑(k)u
n
jx↑(k)f (En↑(k))
χvixjx↓(k) =
∑
n
vnix↓(−k)vn∗jx↓(−k) [1− f (En↑(−k))] ,
(11)
where f represents the Fermi function. Eq. (10) and (11)
are solved self-consistently until the desired accuracy is
obtained. With converged values of the eigenfunctions,
the Green’s function matrix can be calculated using
Gijσ(ω) =
1
N
∑
k
gtig
t
jGixjxσ(k, ω)e
ik(Riy−Rjy )
Gixjxσ(k, ω) =
∑
n>0
[
unixσ(k)u
n∗
jxσ
(k)
ω − Enσ + i0+ +
vn∗ixσ(k)v
n
jxσ
(k)
ω + Enσ¯(k) + i0+
]
.
(12)
Throughout this paper we have used the artificial broad-
ening 0+ = 0.01t. To compute the LDOS at the STM tip
position, we change the basis and obtain the continuum
Green’s function using31.
Gσ(r, ω) =
∑
ij
Gijσ(ω)Wi(r)W
∗
j (r), (13)
where Wi(r) is the Wannier function at site i, and r is
a three dimensional continuum real space vector. The
Wannier function employed in this paper was generated
using the Wannier90 package33, and is similar in form
to that used in Ref. 32. Note that the local Green’s
function contains nonlocal contributions from all lattice
sites. The continuum local density of states is now easily
obtained as
ρσ(r, ω) = − 1
pi
Im[Gσ(r, ω)] (14)
4In most of the previous theoretical works16,17,19, intra-
unit cell form factors were calculated using the Fourier
transform of the nearest neighbor bond order χi,i+xˆ(yˆ),
which can be regarded as the measure of charge density
at the oxygen atoms on x(y) bonds at lattice site i. We
can express s-, s′-, and d-form factors as follows.
Dχ(q) = FT (χ˜i,i+xˆ − χ˜i,i+yˆ)/2
S′χ(q) = FT (χ˜i,i+xˆ + χ˜i,i+yˆ)/2
Sχ(q) = FT (1− δ˜i),
(15)
where FT refers to the Fourier transform and ˜ denotes
that the spatial average of the corresponding quantity has
been subtracted to emphasize modulating components.
Obviously, this quantity does not have any energy de-
pendence. However, STM experiments utilized phase re-
solved sublattice LDOS information7 to extract the form
factors and found a significant bias dependence9. Using
the continuum LDOS information, we can follow a sim-
ilar approach. First, we obtain LDOS Z-maps, defined
below, on a plane located at a typical STM tip height
(≈ 5 A˚) above the BiO plane.
ρZ(r, ω > 0) =
∑
σ ρσ(r, ω)∑
σ ρσ(r,−ω)
(16)
Next, we take non-overlapping square regions around
each atom in the Z-map, with the size of the region identi-
cal to that used in the experiment9,36, and subsequently
assign it to the sublattice Z-maps CuZ(r, ω), OZx (r, ω)
and OZy (r, ω). We note that form factor results are not
very sensitive to the size of the square region, however.
Here subscripts x and y designate two nonequivalent oxy-
gen atoms in the unit cell in horizontal and vertical direc-
tions, respectively. Taking the proper linear combination
of the Fourier transform of the sublattice LDOS yields
s-, s′-, and d-form factors as follows.
DZ(q, ω) = (O˜Zx (q, ω)− O˜Zy (q, ω))/2
S′Z(q, ω) = (O˜Zx (q, ω) + O˜
Z
y (q, ω))/2
SZ(q, ω) = C˜u
Z
(q, ω)
(17)
Another important quantity of interest is the average
spatial phase difference (∆φ) between the positive and
negative bias energies for the d-form factor modulations.
To compute ∆φ in accordance with the experimental
procedure9, we filter out the characteristic wave vector
corresponding to d-form factor modulation (Qd) from the
continuum LDOS maps at positive and negative energies
using a Gaussian filter. Then we take the inverse Fourier
transform to obtain the complex spatial map D(r, ω) and
determine its phase φ(r, ω). By taking the average of the
spatial phase difference at ±ω, we find ∆φ.
Dg(q, ω) = (O˜gx(q, ω)− O˜gy(q, ω))/2
D(r, ω) =
2
(2pi)2
∫
dqeiqrDg(q, ω)e−
(q−Qd)2
2Λ2
φ(r, ω) = arctan (Im[D(r, ω)]/Re[D(r, ω)])
∆φ = 〈φ(r, ω)− φ(r,−ω)〉,
(18)
where O˜gx(q, ω) and O˜
g
y(q, ω) are the Fourier trans-
forms of the sublattice LDOS maps for oxygen x and
oxygen y. Width of the Guassian filter was taken to be
Λ = 1/2N .
The full computational procedure is summarized as fol-
lows. First, we start with trial values for the hole den-
sity on each site, bond field on nearest and next nearest
neighbor sites and pair field on nearest neighbor sites in
a 2D lattice comprising N×N lattice sites. The hole den-
sity and bond field are taken to be uniform, whereas the
trial pair field is assumed to have a sinusoidal modula-
tion with a given amplitude ∆0 and wave number Q0.
With this initial guess, the BdG equations (Eqs. 10 and
11) are solved self-consistently until a converged solution
is obtained. Then we find the Green’s function matrix
using Eq. (12) in a supercell set-up to gain higher en-
ergy resolution. Finally, we obtain continuum LDOS at
height ≈ 5A˚ above BiO plane using Eqs. (13)-(16), and
compute form factors and spatial phase difference using
Eqs. (17) and (18), respectively.
III. RESULTS
Fig. 1 shows the plot of the energy per site (E/t)
for the uniform superconducting and the charge ordered
states as a function of hole doping. In the inset we plot
the gap order parameter in the uniform superconduct-
ing state in doping range 0.01-0.48 where it is realized in
t − t ′ − J model for the parameters considered. It is well-
known that the Gutzwiller approximation to the homoge-
neous t− t′−J phase diagram is similar to cuprates, but
with a renormalized doping scale. APCDW and nPDW
states were found in the doping range of 0.09-0.17 which
is below the optimal hole doping of 0.27. We note that
in BSCCO charge order is found empirically vanishes at
a critical doping xc ≈ 0.19 which is slightly above the
optimal hole doping8.
It is clear from Fig. 1 that the uniform supercon-
ducting state has lower energy per unit site than the
charge ordered states. A similar conclusion has been
reached in previous studies using variety of numerical
techniques11,23,24,26. We will return to this aspect in sec-
tion IV, where we discuss various scenarios in which the
energy of charge ordered states can be lowered relative
to the uniform superconducting state. Another striking
feature is that the APCDW and, nPDW states with dif-
ferent wave vectors are very close in energy at each and
every hole doping. This is consistent with the previous
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FIG. 1. (Color online) Energy per site (E/t) at various
hole dopings (x) for homogeneous superconducting state,
APCDW, and nPDW states. Inset: Variation of supercon-
ducting order parameter in the homogeneous state as a func-
tion of hole doping. Vertical lines mark the doping range in
which APCDW and nPDW states are realized.
study11 where authors find a large number of nearly de-
generate inhomogeneous solutions, although they consid-
ered a smaller 16× 16 lattice and t′ = 0.
In following subsections we describe each charge or-
dered state in detail.
A. APCDW
We first present the results for commensurate APCDW
state to set the stage for the discussion of the more com-
plicated incommensurate nPDW phase. The APCDW
state has been investigated in Refs. 11 and 23 (Note
that Yang et. al.23 referred to it as the piDW state). To
get an APCDW state, with a periodicity of four lattice
constants, we work with a system size which is multiple
of 8 and, initialize the BdG equations (10) and (11) with
a pair field modulating at wave number Q0 = 1/8. Re-
sults are shown in Fig. 2 for a 56×56 system at the hole
doping x = 0.125.
Fig. 2(a) shows the variation of hole density (δ) and
superconducting gap order parameter (∆) with lattice
sites in the central region of the 56 × 56 system. The
wavelength of the gap modulation is 8 which is twice of
the wavelength of the charge modulation. Moreover, the
gap changes sign after each period of the charge modu-
lation, and the hole density is found to be maximum at
the domain wall sites where gap order parameter van-
ishes. As is evident from Fig. 2(b), these real space ob-
servations are reflected in the Fourier domain where we
find dominant charge modulation wave vector (Q) and
gap modulation wave vector (Q∆) to be 0.25 and 0.125
respectively. Also, the uniform component of the gap is
zero. Thus, the APCDW phase intertwines a unidirec-
tional pair density wave and charge density wave with
wave vectors differing by a factor of two. Our result for
t′ = −0.3 is similar to that of t′ = 0 in Ref. 11.
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FIG. 2. (Color online) Characteristic features of APCDW
state. (a) Variation of hole density (δ) and gap order pa-
rameter (∆) with lattice sites in the central region of 56× 56
system. y-axis in left (right) corresponds to δ (∆). (b) Fourier
transform of the hole density (δ(q)) and gap order parameter
(∆(q)). The q = 0 component of hole density modulation,
not shown in the plot, is 0.125. (c) Density of states in the
homogeneous superconducting state and, APCDW state over
a period of lattice sites. (d) Intra-unit cell form factors in
APCDW state computed using Eq. 15.
The local density of states (LDOS) on lattice sites over
a period of APCDW state is plotted in Fig. 2(c) along
with the LDOS in homogeneous state. The APCDW
LDOS is finite at all lattice sites, and exhibits two sets
of coherence peaks with higher energy peak almost coin-
ciding with homogeneous state coherence peaks. The en-
ergy peaks are attributed to overlapping Andreev bound
states (ABS) which appear at the domain wall sites where
superconducting order parameter changes sign23. The
ABS form a one-dimensional band, and their overlap be-
tween neighboring domain walls broadens and shifts the
ABS energy away from the chemical potential. Similar
conclusions were drawn in connection to the Fulde-Ferrel-
Larkin-Ovchinikov (FFLO) phase35.
In Fig. 2(d) we show the density wave form factors
computed from the bond order on nearest neighbor using
Eq. 15. Clearly, APCDW state exhibits dominant d-
form factor at the wave vector [0.25, 0]. However, the
detailed bias dependence of these states do not match
experimental results well. We discuss these comparisons
in the Supplementary Information.
B. nPDW
It is well established that the charge order observed
in most of the cuprates is incommensurate and, gener-
ally, does not accompany a magnetic order28. Thus, in
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FIG. 3. (Color online) Characteristic features of nPDW
state. (a) Variation of hole density (δ) and gap order param-
eter (∆) with lattice sites in the central region of 60× 60 sys-
tem. y-axis on left (right) corresponds to δ (∆). (b) Fourier
transform of the hole density (δ(q)) and gap order parameter
(∆(q)). The q = 0 component of hole density modulation,
not shown in the plot, is 0.125. (c) Density of states in the
homogeneous superconducting state and nPDW state on four
consecutive lattice sites. (d) Intra-unit cell form factors in
nPDW state computed using Eq. 15.
order to address experiments in the context of t − t ′ − J
model, we must look for incommensurate order. How-
ever, a truly incommensurate charge order can not be
realized in a finite lattice calculation. Instead, we can
get a quasi-incommensurate state as a mixture of charge
ordered states having different commensurate ordering
wave vectors. To achieve this, we initialize the BdG equa-
tions (10) and (11) with a pair field modulating at wave
number which is not a multiple of 1/N , i.e. Q0 6= mN
where, m is an integer. Such assignment of wave vector
ensures that the initial seed to BdG equations has more
than one Fourier component, and thus a self-consistent
solution may converge to a quasi-incommensurate state.
The nPDW state, first reported in Ref. 11, was obtained
using a slightly different initialization procedure. In the
following we show the results obtained for a 60x60 system
with initial wave number guess Q0 = 0.154.
1. Characterization of nPDW
Fig. 3 shows the characteristic features of the nPDW
state in real and Fourier space. Fig. 3(a) shows the vari-
ation of hole density and gap order parameter in the cen-
tral region of 60x60 system at a hole doping of 0.125. The
root mean square variation in hole density is found to be
∆δrms = 0.01 holes. Interestingly, an NMR experiment
1
on the charge ordered phase of YBCO, with hole doping
of 0.108, finds a charge density variation ∆δ = 0.03±0.01
holes which is of the same order as our findings. Like
the case of the APCDW here too, the hole density is
maximum at the domain wall site which, in this case,
is defined as the lattice site where the order parameter
changes sign. The quasi-incommensurate nature of the
nPDW is reflected in Fig. 3(b) which shows that the
hole density and the order parameter have many Fourier
components. The dominant Fourier components in the
order parameter (Q∆) and hole density (Q) are 0.15 and
0.3 respectively, satisfying Q = 2Q∆ as in the APCDW
case.
Another characteristic feature of the nPDW is the
finite uniform component of the gap order parameter
which results into non-vanishing d-wave global pairing as
opposed to the case of APCDW. Thus, the nPDW state
intertwines quasi-incommensurate charge density wave,
pair density wave, and uniform d-wave superconductiv-
ity. Fig. 3(c) shows the density of states on a number
of lattice sites in nPDW state. Like APCDW, there are
two sets of coherence peaks. Higher energy peaks are
slightly shifted away from the coherence peak in the uni-
form superconducting state. Lower energy peaks can be
attributed to the hybridization of Andreev bound states
arising due to domains of sign changing pair field. More
importantly, the DOS has a nodal structure around Fermi
energy at all lattice sites. This is a direct consequence of
the non-vanishing global d-wave pairing. Fig. 3(d) shows
that the form factors computed from bond order param-
eter have several Fourier components with Qχ = 0.3 the
dominant one. Here too, the d-form factor has the largest
weight.
2. Continuum LDOS
For a more fruitful comparison with STM experiment,
we turn to the continuum LDOS and quantities derived
from it. With the first-principles Wannier function for
BSCCO-221232 as an input, we compute the continuum
LDOS using Eq. 13 and 14. The resulting LDOS map
at energy ω = 0.25t and in a 20x20 unit cell area at
a height z ≈ 5 A˚ above BiO plane, which is a typical
height for STM tip, is shown in Fig. 4(a). Two types
of modulating stripe structures can be observed. In Fig.
4(b) we plot a zoomed-in view of one of these structures
in the area bounded by a square as shown in 4(a). Cu
and O atoms located in the CuO plane underneath, are
represented as dots and open circles, respectively. The
LDOS shows modulations around all atoms which, in the
Fourier domain, implies that this particular bias has a
mixture of all intra-unit cell form factors.
More importantly, modulations at the two inequivalent
O atoms in an unit cell (Ox and Oy) are out of phase, i.e.
when Ox has large LDOS then Oy has small LDOS. This
leads to the conclusion that the d-form factor has larger
weight than s′-form factor. Indeed, a more quantita-
tive analysis of form factors, discussed in following para-
7graphs, shows that the d-form factor has largest weight at
this particular bias. This particular pattern is observed
in an energy range of 0.21t− 0.27t. Remarkably, similar
pattern has been observed in the STM experiments7,9.
In Fig. 4(c) LDOS map is plotted at the negative bias
ω = −0.25t in the same region as in (b). Comparing
Fig. 4(b) and (c), it is found that the atoms with larger
values of LDOS at positive bias have smaller values at
negative bias, which implies a spatial phase change of pi
between positive and negative biases. As emphasized in
Ref. [9], this is a characteristic feature of d-form factor
density wave. A more quantitative analysis of the phase
differences, calculated using Eg. 18, is given in following
paragraphs.
3. Bias and doping dependence
Fig. 5(a) shows the bias dependence of continuum
LDOS at Cu, Ox, and Oy atomic positions in unit cell
[25, 25] of a 60 × 60 system located at a height ≈ 5 A˚
above the surface BiO plane. The location of this par-
ticular unit cell in reference to others can be found in
the lower left corner of Fig. 4(b), and the cell is shown
explicitly in the inset of Fig. 5. Similar to the lattice
LDOS, two sets of ”coherence peaks” at ≈ ±0.21t and
0.37t can be observed. These peaks correspond to the
modulated Andreev state created by the PDW and that
associated with the charge density wave energy scale23.
Also, a small gap-like feature exists around around the
Fermi level due to the uniform component of the gap or-
der parameter. The most striking feature is the difference
between the LDOS at Ox and Oy atoms, which clearly
demonstrates intra-unit cell C4 symmetry breaking. The
difference between the two is maximum at ω ≈ ±0.21t,
the scale corresponding to the hybridized Andreev bound
states. As we will see, this is the bias at which d-form fac-
tor has largest magnitude. Another feature of the LDOS
is the strong particle-hole asymmetry. Interestingly, this
asymmetry is seen to be much more pronounced in the
continuum LDOS than lattice LDOS (Fig. 3(c)).
We expect that these intra-unit cell contrast of these
various effects will be mitigated somewhat when nonzero
tip size is accounted for37. In addition, we expect the
higher-energy features to be broadened significantly by
inelastic scattering38. To see this effect explicitly, we
incorporate linear inelastic scattering by replacing the
constant artificial broadening term (i0+) in Eq. 12 by an
energy dependent artificial broadening i0+ +iΓ(ω) where
Γ(ω) = α|ω|, as observed in Ref. 38. Fig. 5(b) shows
the resulting continuum LDOS spectrum for α = 0.25
. We find that high energy peaks are indeed broadened
and can not be resolved any more. This holds for all
higher values of α. The spectrum resemble those taken
on Ox, Oy, and Cu sites very closely
12. We note that the
value of spectral gap in BSCCO-2212 spectrum reported
in Ref. 12 is in the range 80-90 meV for which the value
of α is found to be in the range 0.25-0.33, justifying our
FIG. 4. (Color online) Continuum LDOS map at ω = ±0.25t
and ≈ 5 A˚ above BiO plane. (a) LDOS map at ω = 0.25t in
a range of 20x20 unit cells. (b) Zoomed-in view of the area
marked by square in (a). Black dots and open circles represent
position of Cu and O atoms, respectively, in the CuO plane
underneath. (c) LDOS map at ω = −0.25t in the same region
as in (b).
choice38.
Using the continuum LDOS map, we can calculate en-
ergy dependent form factors as formulated in Eq. 17.
To calculate the wave vector corresponding to d-form
factor modulation (Qd), we compute the d-form factor
(DZ(q, ω)) as a function of energy and obtain the wave
vector at which it peaks. We find that above a threshold
bias, this wave vector does not show any dispersion and
remains constant at Qd = [0.3, 0]. This non-dispersing
8−0.5 −0.25 0 0.25 0.5
0
0.5
1
1.5 x 10
−5
ω(t)
LD
O
S 
(t−
1 B
oh
r−
3 )
 
 (b) Cu
O
x
Oy
−0.5 −0.25 0 0.25 0.5
0
0.5
1
1.5
2
2.5 x 10
−5
ω(t)
LD
O
S 
(t−
1 B
oh
r−
3 )
 
 
Cu
O
x
Oy
x
y
(a)
FIG. 5. (Color online) Continuum LDOS spectrum 5 A˚above
BiO plane registered above Cu, Ox and Oy sites in the unit
cell [25, 25] at an height ≈ 5 A˚ above BiO plane (a) without,
and (b) with Γ = α|ω| inelastic scattering (α = 0.25), as ex-
tracted in Ref.38. The location of the unit cell can be referred
from Fig. 14(b) as shown in the inset. Dot and open circles
represent Cu and O atoms respectively.
behavior is very similar to that seen in the experiment9.
The energy dependence of the form factors at wave
vector Qd = [0.3, 0] is now shown in Fig. 6. Similar
to the experiment, we find an s′-form factor peak at a
lower energy and a d-form factor peak at higher energy.
Comparing the energy scales in the lattice LDOS (Fig.
3(c)) and continuum LDOS (Fig. 5), we find that the
energy at which d-form factor peaks (Ωd), corresponds
to the Andreev bound state peak. By studying the bias
dependence of form factors in systems with varying t′,
doping level and modulation wave vectors, we find that
the d-form factor always displays a peak and the partic-
ular bias at which it occurs corresponds to the Andreev
bound state peak in the lattice LDOS. However, the rel-
ative weight of the s′- and d-form factor depends on the
details of band structure and doping. For example if
we choose t′ = 0 at the hole doping 0.125, then d-form
factor is found to have largest magnitude at all energies.
Lastly, we note that the magnitude of the s-form factor is
comparable to others (although it is never the strongest
channel), whereas experiment finds it to be smaller than
the others.
The doping dependence of the peak value of the d-form
factor (DZmax) and corresponding bias (Ωd) is shown in
Fig. 7. Ωd decreases monotonically with hole doping. On
the other hand, DZmax shows a non-monotonic behavior
as function of hole doping. First, it increases achieves
a maximum at doping x = 0.13 and then drops rapidly.
This is in agreement with the doping dependence of the
STM intensity at the density wave modulation wave vec-
tor which can be thought as a measure of d-form factor
magnitude8.
The average spatial phase difference (∆φ) between the
d-form factor density wave modulations at positive and
negative biases, computed using Eq. 18, is shown in Fig.
8(a). We find at x = 0.125 that in the vicinity of Fermi
level spatial phase difference is zero and turns to pi for
ω > 0.12t. This bias dependence is in excellent agree-
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FIG. 6. (Color online) Bias dependence of the intra-unit cell
form factors at x = 0.125 computed from atomic sublattice
averages as described in the text.
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FIG. 7. (Color online) Doping dependence of (a) energy at
which d-form factor peaks (Ωd) and (b) corresponding mag-
nitude (DZmax).
ment with the STM experiment9. Fig. 8(b) shows that
the energy (Ωpi) at which pi phase shift occur decreases
with hole doping. We note that in the supplementary
information of Ref. 12, the authors show the bias de-
pendence of ∆φ at few more doping levels from which
one can infer that the energy corresponding to pi phase
shift decreases with increasing hole doping level, similar
to what we observe for the nPDW state.
To get a better understanding of the bias dependence
of form factors and spatial phase difference, we attempt
to disentangle PDW and CDW orders intertwined in
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FIG. 8. (Color online) (a) Bias dependence of average spatial
phase difference defined in Eq. 18. (b) Bias Ωpi at which initial
pi phase jump in ∆φ takes place vs. doping.
9the nPDW state, ”by hand”. We start with the self-
consistent mean fields in the nPDW state discussed pre-
viously. As a first test, we do the following replacements
in Eq. 10: δi → δ0 and χvijσ → χv0, where, subscript 0
indicates that the mean fields correspond to the uniform
superconducting state. The pair field remains inhomoge-
neous and unchanged from the nPDW solution. In the
second test, we do the following replacements in Eq. 10:
∆vijσ → ∆v0, and leave bond field and hole density inho-
mogeneous and unchanged from the nPDW solution.The
chemical potential is adjusted in both tests to yield the
correct average electron filling. Results for the lattice
LDOS, form factors and spatial phase difference in first
and second tests are shown in Fig. 9(a)-(c), and (d)-(f)
respectively. Comparing Fig. 3(c) with Fig. 9(a) and (d),
we find that the two sets of coherence peaks in the nPDW
state lattice LDOS are indeed originating from the pair
density wave, and that the CDW has an insignificant ef-
fect. Fig. 9(b) shows that the d-form factor in the pure
pair density wave state has the highest magnitude at the
energy corresponding to one of the coherence peaks in
the lattice LDOS (Ωd = 0.16t) and its bias dependence
and overall scale is very similar to the nPDW state (Fig.
6). However, when PDW order is artificially set to zero
then d-form factor acquires a bias dependence and scale
which is very different from the nPDW state as evident
from Fig. 9(e). The importance of PDW is again man-
ifested in Fig. 9(c) which shows that setting the charge
density modulations to zero artificially has little effect
on the spatial phase difference observed in the nPDW
state (Fig. 8). However, when the PDW order is set
to zero then we get a very different bias dependence of
spatial phase difference as evident from Fig. 9(f). Thus
we conclude that the most significant features in the bias
dependence of lattice LDOS, d-form factor and spatial
phase difference in the nPDW state are originating from
the pair field modulations.
IV. DISCUSSION
Within the inhomogeneous Gutzwiller approximation,
for the parameters employed here, the uniform d-wave su-
perconducting state has a lower energy than the charge
ordered states at all doping levels. Thus the nPDW is
not the ground state of the t − t′ − J model. How-
ever, the energy difference between the uniform state and
charge ordered states is of the order of only O(1 meV)
per site11,23. Thus, it is entirely plausible that other
effects not included in the model such as disorder and
electron-phonon interactions may stabilize these fluctu-
ating charge ordered states25,27. In fact, the short-ranged
nature of these states, observed in STM29 and resonant
elastic x-ray scattering experiments28, suggests that dis-
order might be playing an important role. Different local
disorder environments may then also pin slightly different
states, resulting in slightly different local LDOS patterns
that can be identified in STM images, not just two dif-
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FIG. 9. (Color online) (a)-(c) Lattice DOS, form factors
and average spatial phase difference (∆φ) in the case when
nPDW charge and bond modulations are turned off keeping
only pair field modulations. (d)-(f) Lattice DOS, form factors
and average spatial phase difference (∆φ), respectively, in the
case when nPDW pair field modulations are turned off keeping
charge and bond modulations.
ferent ladder-type domains, as is normally assumed.
As pointed out in Ref. 11, the evolution of the GW
factors with doping is responsible for the remarkable de-
generacy of the various charge states shown in Figure 1
across the doping range. The energy splitting of these
states above the homogeneous superconducting state re-
mains almost the same across this range as well. Thus
the addition of a magnetic field on the order of 10T or
1meV per site can potentially stabilize long-range charge
order. It is tempting to conclude that the recent obser-
vation of charge order in YBCO with a large correlation
length, at a magnetic field of order 30T may be reflecting
this effect39,40.
We find that at a given doping, nPDW states with
different ordering wave vectors Q around [0.3, 0] exist.
Keeping the same initial guess and changing the sys-
tem size (N × N) results in charge ordered states with
slightly different Q = [Q, 0], since Q is a multiple of 1/N .
However, LDOS, form factor and spatial phase difference
results are insensitive to such small changes. All such
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states at nearby Q are extremely close in energy, and
hence, at the level of the Gutzwiller approximation, we
can not quantitatively address the doping dependence of
the charge order wave vector. However, the bias depen-
dence of the form factors and spatial phase difference is
robust with respect to the change of ordering wave vec-
tor, band structure (t′) and doping. We always find a
dominant d-form factor at higher energies and a shift of
pi in the average spatial phase difference beyond a par-
ticular energy scale.
The analysis presented in the the previous section,
whereby PDW and CDW order were artificially sup-
pressed independently, strongly suggests that PDW char-
acter is necessary to explain the spectral characteristics,
in particular the bias dependence of the intra unit cell
form factors and spatial phase difference in experimental
measurements on BSCCO.
It is important to note further that the bias depen-
dence of the form factors in the current theory is the
clear result of electronic correlations in the CuO2 plane.
It has been observed in x-ray spectroscopy that the plane
in YBCO, for example, buckles in a pattern of O displace-
ments that mimics a d-wave form factor41, and suggested
that this structural pattern imprints itself on the local
tunneling conductance. However, it is difficult to see how
such a structural effect should be sensitive to the applied
bias, as seen in experiment and predicted here. Nor is it
clear why, in such a scenario, the other form factors can
be stabilized in other bias ranges.
Very recently, a new paper42 appeared analyzing the
conductance maps in BSCCO according to a new type of
“phase resolved electronic structure visualization”, con-
cluding that the charge states observed were locally com-
mensurate with lattice constant 4a0 separated by phase
slips (discommensurate), rather than incommensurate.
The authors also stated that their findings were consis-
tent with strong-coupling r-space based theories rather
than Fermi surface driven instabilities. The latter con-
clusion is consistent with a t − J model description of
the underdoped cuprates, and is quite consistent with
ours. Since we have not included disorder or allowed for
discommensuration, we cannot address their findings di-
rectly in this work. However it seems intuitive that the
introduction of disorder may favor discommensuration.
We leave this for a later project.
V. CONCLUSIONS
In summary, we have shown that there exist low-
energy, commensurate and incommensurate charge mod-
ulated renormalized mean field solutions of the t− t′− J
model that are not the ground state at any filling, but
which are extremely close to the energy of the uniform
superconducting state. Furthermore, the incommensu-
rate charge ordered states, called nPDW is intertwined
with modulated superconductivity, and display proper-
ties remarkably similar to STM observations of the 1D
modulated states seen on the surface of BSCCO and
NaCCOC. These are well-established features of cuprate
physics that have intrigued workers in the field for almost
a decade, but until now have defied explanation. Among
these properties are the same spectra and pattern of tun-
neling conductance maps within the unit cell as observed
by STM on under- to optimally doped BSCCO and NaC-
COC. To calculate these patterns, as well as continuum
LDOS spectra within the unit cell, we employed the new
Wannier function-based method of Ref. 31, which en-
ables the calculation of the wavefunctions in the corre-
lated state at any 3D position, including several A˚ above
the surface where the STM tip is placed. This gives us
an unprecedented ability to compare with details of the
experiments in the charge ordered regime.
In addition, the bias dependence of intra-unit cell d-,
s′- and s-form factors and their spatial phase difference
were obtained in the nPDW state and display good agree-
ment with the STM observations. The energy of the peak
d-wave form factor depends with doping in a manner sim-
ilar to the pseudogap. Note that with the exception of
Ref. 11, previous theories of charge ordered states in
t− t′−J type models treated only commensurate (4 unit
cell wavelength) charge order states, and could express
observables only in terms of bias-independent bond vari-
ables.
We have furthermore argued that, while the incom-
mensurate states found here are not the ground state
of the system studied, relatively small perturbations can
stabilize them. In particular, we discussed the possibility
that impurities stabilize the charge order, leading to the
disordered 1D patterns observed in STM on BSCCO and
NaCCOC. This disordered ground state would also be
consistent with the short-range charge-order observed by
RIXS. In such a system, a magnetic field should suppress
superconductivity and eventually favor long-range charge
order, as observed in experiments. We leave investigation
of this intriguing scenario to a future study.
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