Multiple attenuation in complex geology remains a very intensive research area. The proposed technique aims to use the spatial predictability of both the signal (primaries) and noise (multiples) in order to perform the multiple attenuation in the time domain. The spatial predictability is estimated with multidimensional prediction-error filters. These filters are time-variant in order to handle the non-stationarity of the seismic data. Attenuation of surface-related multiples is illustrated with field data from the Gulf of Mexico with 2-D and 3-D filters. The 3-D filters allow the best attenuation result. In particular, 3-D filters seem to cope better with inaccuracies present in the multiple model for short offset and diffracted multiples.
INTRODUCTION
The last decade has seen an exponential growth in the use of 3-D seismic imaging methods. Contemporaneous with this development, imaging techniques have become more complex in the effort to account for multi-pathing in complex media and to produce true amplitude migrated pictures of the subsurface. Since multiples are not accounted for in the physical model that leads to these migration methods, they can severely and adversely affect the final migration result producing erroneous interfaces or amplitude artifacts; consequently, the multiples have to be removed from the data prior to any imaging attempt.
As pointed out by Weglein (1999) , the multiple attenuation techniques may be divided into two families: (1) filtering methods which exploit the periodicity and the separability (moveout discrepancies) of the multiples and (2) the wavefield methods, where the multiples are first predicted, for example by autoconvolution of the recorded data, and then subtracted (Verschhur et al., 1992; Dragoset and MacKay, 1993; Weglein et al., 1997) . Traditionally, filtering techniques are the method of choice for multiple processing because of their robustness and cost. However, because these techniques are mainly 1-D methods, they do not extend their multiple attenuation properties very well to higher dimensions, i.e, 2-D or 3-D. Therefore, filtering techniques have some limitations when tackling multiples in complex media. For example predictive deconvolution in the ray parameter domain fails when the water bottom is not flat (Treitel et al., 1982) .
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In this paper I present results of a multiple attenuation technique based on the spatial predictability of both primaries and multiples. The attenuation is based on the assumption that primaries and multiples have different patterns and amplitudes. The pattern is estimated with time-space domain (t-x) multidimensional prediction-error filters (PEFs). In the first section following this introduction, I present the multiple attenuation technique. In the second section I illustrate the proposed method with a Gulf of Mexico field data example. I will show that 3-D PEFs give the best noise attenuation result. More specifically, 3-D PEFs are able to attenuate diffracted multiples better and are also less sensitive to modeling inaccuracies at short offset.
THEORY OF MULTIPLE ATTENUATION AND FILTER ESTIMATION
Recently Spitz (1999) and Brown and Clapp (2000) presented a noise attenuation technique based on patterns. The main idea is simple: the noise and signal have different multidimensional spectra that PEFs can approximate (Claerbout, 1992) in order to perform the separation. In this approach, the multiple attenuation is similar to Wiener filtering (Abma, 1995) . One important approximation is that the noise and signal are uncorrelated so that the cross-spectrum between these two components is not needed. In this section, I show how the separation is performed and how the PEFs are estimated.
Multiple attenuation
First, I consider that any seismic data is the sum of signal and noise as follows:
where d are the seismic data, s the signal we want to preserve and n the noise we wish to attenuate. In the multiple elimination problem, the noise is the multiples and the signal the primaries.
Now, assuming that we know the multidimensional PEFs N and S for the noise and signal components, respectively, we have
by definition of the PEFs. Equations (1) and (2) can be combined to solve a constrained problem to separate signal from spatially uncorrelated noise as follows:
We can easily eliminate n in the last equation of the fitting goal (3) by convolving with N. Doing so, we end up with the following fitting goals:
For some field data, it might be useful to add a masking operator on the data and signal residual r d and r s in order to perform the noise attenuation. It happens for example when the noise appears after a certain time or offset. I call M this masking operator and I weight the fitting goals in equation (5) as follows:
Solving for s in a least-squares sense lead to the objective function
where is a constant to be chosen a-priori that relates to the signal/noise ratio. The leastsquares inverse for s becomesŝ
where ( ) stands for the adjoint. Note that since M is a diagonal operator of zeros and ones, we have M M = M 2 = M. It is interesting to note that N MN is the inverse spectrum of the noise and S MS is the inverse spectrum of the signal where we perform the attenuation. Soubaras (1994) uses a very similar approach for random noise and more recently for coherent noise attenuation (Soubaras, 2001) with F-X PEFs. Because the size of the data space can be quite large, we estimate s iteratively with a conjugate-gradient method. In the next section, I describe the PEFs estimation method I use to compute N and S needed in equation (7).
Filter estimation
The PEFs I estimate are time domain non-stationary filters to cope with the variability of seismic data with time and offset. I describe in the appendix how the PEFs are estimated. 
where Y is a matrix for non-stationary combination, K is a masking operator, a a vector of the unknown PEFs coefficients, y the data vector from which we want to estimate the PEFs and R a regularization operator. I describe each of these elements in more detail in the appendix.
Often with seismic data, the amplitude varies across offset and time. These amplitude variations can be troublesome when we want to use least-squares inversion because they tend to bias the final result (Claerbout, 1992) . Therefore, it is important to make sure that the amplitude variation does not affect our processing. One solution is to apply a weight to the data like Amplitude Gain Control (AGC) or a geometrical spreading correction. However, a better way is to incorporate the weight inside our inversion by weighting the residual (Guitton, 2003) . Introducing a weighting function W in the PEFs estimation, we have the following fitting goals: 0 ≈ r y = W(YKa + y) 0 ≈ r a = Ra.
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As shown by Guitton (2003) , this weighting improves the signal/noise separation results. The choice of the weighting function will be discussed later for the multiple attenuation example. This weight can also be different for the noise and signal PEFs. If we want to find a in a least-squares sense, we have to minimize the objective function
which leads to the least-squares estimate of â
Because we have many filter coefficients to estimate, a is estimated iteratively with a conjugategradient method.
Now, prior to the signal estimation in equation (5), S and N need to be computed from a signal and noise model, respectively. The multiple model is derived by autoconvolving the recorded data (Verschhur et al., 1992) . I then obtain a prestack model of the multiples that I use to estimate the bank of non-stationary PEFs N.
It is important to keep in mind that at this stage, I assume that the relative amplitude of all order of multiples is preserved. In theory, an accurate surface-related multiple model can be derived if (1) the source wavelet is known, (2) the surface coverage is big enough, and (3) all the terms of the Taylor series that model different orders of multiples are incorporated (Verschhur et al., 1992) . In practice, however, a single convolution is performed (first term of the Taylor series) which leaves us with a multiple model with erroneous relative amplitude for high order multiples. In addition, the surface coverage might not be sufficient. This leaves us with wrong amplitudes for short offset traces and complex structures. Because PEFs estimate patterns, wrong relative amplitude can affect our noise estimation. However, as we shall see later, 3-D filters seem to better cope with noise modeling inadequacies.
The signal PEFs are more difficult to estimate since the signal is usually unknown. However, Spitz (1999) shows that for uncorrelated signal and noise, the signal PEFs can be expressed in terms of 2 PEFs: the PEFs D, estimated from the data d, and the PEF N, estimated from the noise model such that
Equation (12) states that the signal PEFs equal the data PEFs deconvolved by the noise PEFs. This deconvolution insures that the PEFs S and N will not span similar components of the data space. To avoid the deconvolution step suggested in equation (12), I apply the noise PEFs N to the data vector d and estimate the signal PEFs from the convolution result. This will give me an approximation of S that I later use for the noise attenuation (Spitz, 2001, personal communication) .
Thanks to the Helix (Mersereau and Dudgeon, 1974; Claerbout, 1998) , the PEFs can have any dimension. In this paper, I use 2-D and 3-D filters and demonstrate that 3-D filters lead to the best noise attenuation result. When 2-D filters are used, the multiple attenuation is performed for one shot gather at a time. When 3-D filters are used, the multiple attenuation is performed for one macro-gather at a time. A macro-gather is a cube made of fifty consecutive shots with all the offsets and time samples. When the multiple attenuation is done, the macropatches are reassembled to form the final result. Note that there is an overlap of five shots between successive macro-gathers. In the next section, I show a prestack multiple attenuation example with field data from the Gulf of Mexico.
A 2-D FIELD DATA EXAMPLE
This section demonstrates that the proposed multiple attenuation method yields an efficient attenuation of surface-related multiples for complex subsurface. The modeling of the multiples is made in 2-D and does not incorporate off-plane events. This dataset has been extensively used in a special edition of The Leading Edge (January 1999) on multiple attenuation. More recently Liu et al. (2000) shows the result of a plane-wave attenuation technique with the same dataset.
The multiple attenuation is carried out in the shot domain. I display in Figure 1 a nearoffset section of the data. First, I estimate a weighting function W for the filter estimation and a masking operator M for the noise attenuation. For the masking operator, I manually picked the first surface-related multiple and applied a mute in the offset panel with the water velocity. Figure 2a shows a masking operator for one shot gather at location 4500 m. in Figure  1 . The ones in Figure 2a show data points that are affected by the signal/noise separation. The zeros show data point that will be kept unchanged. For the noise and signal PEFs weighting operators, I first applied an AGC of 0.8 second (200 samples) on the shot gather for the data and the multiple model. From these gathers, I estimated a weighting function by dividing the gathers with AGC by the gathers without AGC, making sure that no division by zero would occur. Figure 2b displays the weighting function used for the noise PEFs estimation. Figure  2c shows the weighing function used for the signal PEFs estimation. Note that the weight for the signal PEFs is estimated from the data.
Having computed the masking and the weighting operators, we can proceed to the filter estimation and the multiple attenuation steps. The first step is to estimate the noise and signal PEFs, i.e., equation (11). Then, I estimate the signal, i.e. equation (7). I show the results of the multiple attenuation for three different locations in Figures 3, 4 and 5. In Figure 3b , we notice that the multiple model has weak amplitudes at short offset. This comes from the acquisition geometry at short offset (Dragoset and Jericevic, 1998) . It is interesting to notice that the weighing function in Figure 2b for the same location is boosting-up the short offset traces to balance this effect. The same problem in the multiple model can be seen in Figures  4b and 5b.
For each result in Figures 3, 4 and 5 I compare the estimated signal when 2-D and 3-D filters are utilized for the signal/noise separation. For every gather, the 3-D filters yield a better noise attenuation result. It is interesting to see that the 3-D filters can handle modeling errors and diffracted multiples very well (Figure 5d ). Below the salt, e.g, Figure 4 , the 3-D attenuation is very good at short and far offset. I show in Figure 6 time slices of the time/offset/shot cube in which the multiple attenuation is performed. As expected, 3-D filters (Figure 6d) attenuate the noise much better than 2-D filters (Figure 6c ). It is quite remarkable that 3-D filters Guitton SEP-113 perform so well in areas where the multiple model is known to be inaccurate. In particular, diffracted multiples and off-plane/3-D multiples are better attenuated (between offsets 2000 and 3000 m in Figure 6 ). Now, I show the stacked section of the input data, the estimated signal with 2-D and 3-D filters in Figures 7, 8 and 9 , respectively. The multiple attenuation with 3-D filters gives the best stacked results. With 3-D filters, most of the diffracted multiples are well attenuated, although they are not completely predicted in the multiple model. Therefore, having more dimensions for the filter greatly improves the multiple attenuation. It is also important to notice that as opposed to Liu et al. (2000) , no internal mute or f − k filtering are necessary when the 3-D filters are utilized. Figure 10 shows a close-up of the stacked sections for the data (Figure 10a ), the estimated signal with 2-D filters (Figure 10b ) and the estimated signal with 3-D filters (Figure 10c) . The multiple attenuation with 3-D results clearly preserves the signal better than with 2-D filters. 
DISCUSSION-CONCLUSION
I have presented a multiple-attenuation technique that aims to model and separate the noise and signal with time-variant, multidimensional prediction-error filters. These filters can be 2-D or 3-D thanks to the helical boundary conditions. The estimation of these filters incorporate weighting functions to cope with amplitude variations in the data and in the noise model. In addition, a masking operator is introduced in the signal/noise separation method in order to preserve areas where no multiples are present. Tests with a field data example from the Gulf of Mexico prove that the multiple attenuation works much better when 3-D filters are utilized, as opposed to 2-D filters. These 3-D filters allow a better signal/separation in areas where the multiple model is known to be inaccurate, e.g., short offset traces, diffracted multiples and off-plane/3-D events. 
APPENDIX A ESTIMATION OF NONSTATIONARY PEFS
As shown by Margrave (1998), the generalization of stationary convolution to the non-stationary case can be done in two different ways called non-stationary convolution and non-stationary combination. As identified by Rickett (2001) , our programs at the Stanford Exploration Project implement non-stationary combination. This section intends to explain in a matrix form the filter estimation step for non-stationary PEFs for both non-stationary convolution and combination.
Definitions
I call A the convolution or combination operator with a bank of non-stationary filters. For the non-stationary convolution, the filters are in the column of A conv (one filter corresponds to one point in the input space) whereas for the non-stationary combination, the filters lie in the rows of A comb (one filter corresponds to one point in the output space). For the convolution matrix, I define a i, j as the i th coefficient of the filter for the j th data point in the input space. For the combination matrix, I define a i, j as the j th coefficient of the filter for the i th data point in the output space. Therefore, for the non-stationary convolution we have
and for the non-stationary combination we have
The size of both matrices is (n × m) where n is the size of an output vector (x) and m the size of an input vector (y) if
The helical boundary conditions allow to generalize this 1-D convolution to higher dimensions. We can rewrite equation (A-3) for the convolution as follows:
where n f is the number of filter coefficients, and for the combination
In the next section, I show how the non-stationary PEFs are estimated.
Filter estimation
When PEFs are estimated, the matrix A is unknown. If y is the data vector from which we want to estimate the filters, we minimize the vector r y as follows: . . .
where n f is the number of coefficients per filter. This definition of a is independent of Y. We might want to have one filter common to different input or output points instead of one filter per point. In that case, the matrix Y is obtained by adding successive Y k matrices depending on how many points have a similar filter. Note that in the stationary case, for both the convolution and the combination case we have a 0 = a 1 = a 2 = · · · = a and
(A-11)
Therefore, for the matrix Y, we have to add all the Y k matrices together. If we take advantage of the special structure of Y k for the convolution and the combination, we obtain for the stationary case 
which is the matrix formulation of the stationary convolution.
With the definitions given in equations (A-8), (A-9) and (A-10), the fitting goal in equation The next step consists of estimating the filter coefficients in a least-squares sense.
Regularization of the filter coefficients
The number of coefficients to estimate is usually much greater than the number of data points. This makes the problem very under-determined. A solution is to introduce more equations in equation (A-18) as follows: 0 ≈ r y = YKa + y 0 ≈ r a = Ra.
(A-20)
The second term in equation (A-20) improves the conditioning of our problem and is called regularization. In the filter estimation problem, it is reasonable that R penalizes strong variations between filter coefficients. Hence, R is usually a gradient or a Laplacian. Crawley (2000) proposes smoothing the filter coefficients along radial directions. This proposal is valid for shot or common mid point gathers only where constant dips are roughly aligned along radial segments. For instance, if R is a gradient operator we have Because of the number of unknowns and of the sparseness of the problem, we use a conjugate gradient method to estimate our PEFs.
