The definition of bisimulation suggests a partition-refinement step, which we show to be suitable for a saturation-based implementation. We compare our fully symbolic saturation-based implementation with the fastest extant bisimulation algorithms over a set of benchmarks, and conclude that it appears to be the fastest algorithm capable of computing the largest bisimulation over very large quotient spaces.
Introduction
The bisimulation problem has applications in verification of model equivalence and model minimization in preparation for analysis or composition. An algorithm by Paige and Tarjan [11] finds the largest bisimulation of an explicitly-represented transition system with N states and M transitions in O(M log N ) time. The only major performance improvement over that algorithm, for explicitly represented systems with cycles, is the linear time algorithm [12] for the single function coarsest partition problem, the special case of the bisimulation problem where there is a single transition relation and that relation is a function.
In practice, it is desirable to minimize transition systems with large state spaces that cannot conveniently be represented explicitly. Symbolic encodings can be used, in some cases, to store state spaces many orders of magnitude larger than possible with explicit representations. These encodings have been used for bisimulation with varying degrees of success. The empirically fastest prior symbolic algorithms [7, 16] represent bisimulations as partitions corresponding to the minimized state space, and use data structures with size at least linear in the number of partition classes. Those algorithms may be efficient when there are relatively few large partition classes, but become infeasible when the minimized transition system still has many states, since each class is symbolically represented while the collection of classes itself is instead explicitly represented.
It was noted [2] that an interleaved representation (Section 2.4) has the potential to efficiently handle the desired partitions. However, the bisimulation algorithm employing this representation [2] performed relatively poorly on large problems. We consider the case where the transition relation of a globally asynchronous system is disjunctively partitioned into multiple transition relations according to the highlevel system description. That is, the global (system) transition relation T is the union of local (event) transition relations T = e∈E T E , for some set of events E.
Our recent algorithm [10] handles the special case where each of these transition relations is a partial function, as is the case with Petri nets having unique transition labels. We reduced the functional case of bisimulation to a transitive closure problem, then showed that, usually, this problem may be solved efficiently using a saturation-based algorithm with interleaved partition representation. The performance of that algorithm prompted further investigation into the possibility of using the saturation heuristic for the more general case where the transition relations are non-deterministic. Here, we show a more general saturation-based algorithm capable of computing the largest bisimulation of systems having non-deterministic transitions and very many equivalence classes. Whereas [10] reduces the functional case of bisimulation to a reachability problem to be solved using the saturation heuristic (application of events in a certain order), the current work applies saturation to solve the more general case directly, by applying equations derived from the definition of bisimulation, while considering events ordered by the saturation heuristic. Usually, the classic symbolic bisimulation algorithm [2] has good memory performance with interleaving, but is slower than [16] . Algorithms such as [16] tend to perform well when there are few equivalence classes, but use memory at least linear in the number of classes. [10] can provide good performance with many equivalence classes, but only applies if each transition relation is deterministic. The current work extends [10] to allow non-deterministic transition relations, but has other weaknesses, discussed in Section 5.2.
Background

Labeled transition systems (LTSs)
A labeled transition system is a tuple S, S init , E, T E , where S is a set of states; S init ⊆ S are the initial states; E is a set of events (transition labels); T E ⊆ S ×E ×S is a labeled set of transition relations over S. or s 1 , s 2 ∈ T e . This means that, if the LTS is in state s 1 ∈ S, its state may nondeterministically change to s 2 , for any s 1 , e, s 2 ∈ T , where T = e∈E T E .
In the context of bisimulation, the state of an LTS is not directly visible, so an LTS may be thought of as a black box, which an observer attempts to analyze. Upon instantiation, an LTS has its state set to one of the initial states in S init , as chosen by the observer. Beyond instantiation, the observer may only inspect the LTS by choosing a label e ∈ E, and requesting the transition(s) corresponding to e in the LTS's current state. The result of this request is a (possibly empty) collection of LTS's, one in each of the states reachable, in one step, via T e from the current state(s). Each LTS in the resulting collection is a black box which the observer may inspect as described above.
Bisimulation
A bisimulation is an equivalence relation among the states of a labeled transition system (LTS). For example, the states of a minimized finite-state automaton (FSA) are given by the quotient of the original set of states over the largest bisimulation of the original FSA. States s 1 and s 2 are extensionally equivalent iff s 1 ∼ s 2 , where ∼ is the largest bisimulation of the automaton. Equivalent (bisimilar) states of the original FSA are merged into a single state in the minimized FSA. Formally, the largest bisimulation ∼ of a LTS S, S init , E, T E is the largest equivalence relation B ⊆ S ×S where bisimilar states have only matching transitions, to bisimilar states:
Weak bisimulation
A weak bisimulation is also an equivalence relation among the states of an LTS. Weak bisimulation allows for the existence of an invisible event "τ ", which may occur invisibly. Formally, the largest weak bisimulation ∼, with invisible event τ , of an LTS S, S init , E, T E is the largest equivalence relation B ⊆ S × S where:
As may be apparent from the definition, a weak bisimulation problem may be reduced to a standard bisimulation problem by preprocessing the set of transition relations (see Section 4 in [2] ). The weak bisimulation problem on LTS S, S init , E, T E with visible events E and invisible event τ ∈ E corresponds to the bisimulation problem on LTS S, S init , E, { s 1 , e, s 2 |e ∈ E ∧ s 1 Given a sequence of K finite sets S K:1 (S K , ..., S 1 ) (where, w.l.o.g., we assume S k = {0, 1, ..., n k − 1}), we encode a non-empty set of K-tuples X ⊆ S K:1 as a quasi-reduced ordered Multi-way Decision Diagram (MDD) of depth K. An MDD is a uniform-depth, acyclic, finite, single-rooted, directed graph, where each non-leaf node r at level level (r) = k ∈ {K, ..., 1} (the distance from r to a leaf node) has at most n k outgoing edges labeled with distinct elements from S k , is itself an MDD root (of the subgraph induced by the nodes reachable from r), and is canonical (no two nodes are roots of MDDs encoding identical sets).
We write r[i] to denote the MDD node reached by following the i-labeled edge from r, if it exists. We use an MDD d to encode a (non-empty) set with characteristic function Map(d) from the K-tuples in S K:1 to booleans, defined as follows:
where → b is the nullary map to b (for a leaf MDD)
Thus, MDD a has a path with arcs labeled s K:1 from the root a to some leaf labeled b iff M ap(a) contains the tuple s K:1 → b . Depending on the context, we use a single symbol (say Q) to represent either the MDD, the root node of the MDD, or the set whose characteristic function is M ap(Q).
The ability to combine tuples provides for encoding of arbitrary finite relations over the elements of a tuple domain. Both concatenation and interleaving are used to combine tuples. In concatenated representation, we represent a binary relation R on S K:1 as a set of tuples from the product domain S K:1 × S K:1 , by concatenation of the elements in each pair of R, so that the pair s K:1 , s We encode sets of LTS states, as well as transitions and partitions, as MDDs, typically in interleaved representation. Our S m A r T MDD library provides efficient implementations of set operations, such as union, intersection, difference, symmetric difference, relation composition, relational product, cartesian product, and quantification, in interleaved or concatenated representation. In S m A r T, a unique-table mechanism maintains canonicity. A newly-constructed node might be the root of an MDD that coincidentally encodes the same map as some other existing MDD, thus is submitted to the unique-table mechanism which provides a node at the root of an MDD encoding the desired map while preserving the canonicity of the collection of stored MDDs. Mutation of existing data structures is not allowed, resulting in a functional-like style of programming where operations on maps encoded as MDDs tend to be written recursively, employing concurrent DFS-like searches through homologous parts of input MDDs. Function caching avoids exponential runtimes. 
Saturation
The reachable state space S rch ⊆ S of an LTS is the least fixpoint with respect to the transition relation T satisfying S init ⊆ S rch , i.e., S rch = T * (S init ). In practice, S rch can be obtained symbolically without actually computing the reflexive and transitive closure of T , i.e., T * = ( e∈E T e ) * . Rather, a set S tmp is initialized to S init and a sequence of updates of the form S tmp ← S tmp ∪f (T E , S tmp ) is performed, until S tmp cannot be augmented further, at which point it equals S rch . The nature of the update determines the memory and time efficiency of this fixpoint iteration.
The conceptually simplest algorithm is a breadth-first exploration, employing the update S tmp ← S tmp ∪T (S tmp ). However, if T is disjunctively stored as |E| separate MDDs, a chaining algorithm is actually simpler and often much more efficient, as it "accelerates" each "outer" fixpoint iteration by using instead |E| individual "inner" lightweight updates S tmp ← S tmp ∪ T e (S tmp ), for each e ∈ E.
In principle, however, the inner and outer iterations can be arbitrarily reorganized, resulting in a chaotic algorithm employing only lightweight updates of the form S tmp ← S tmp ∪T e (S tmp ), for one e ∈ E. This still computes the correct fixpoint as long each event e is considered often enough (i.e., until applying each T e once in an arbitrary order does not add any new state). The saturation [15] heuristic is an example of such chaotic iteration, resulting in enormous efficiency when exploring large state spaces of asynchronous systems.
Saturation assumes the following decomposition w.l.o.g.: a state is described as a K-tuple of simple variables, s K:1 ∈ S K:1 . Let Top(R) of a (transition) relation R be the highest index h of any variable s h in the support of R. The transition relation T = e∈E T e is partitioned in such a way that E = {K, ..., 1}, and Top(T e ) = e. In other words, there exists an "equivalent" transition relation T e carrying the same information as T e but involving only variables s e , ..., s 1 of the state tuple, since variables s K , ..., s e+1 do not influence the enabling of T e and T e acts on them as the identity function, i.e., s K:1 , s
While the MDD encoding of T e has depth 2K, saturation uses T e , with depth 2e.
Saturation applies a transition T e (1) only to sets already closed under all the transitions T e−1:1 and (2) only at level e of the MDD encoding the (current) S tmp , by employing T e (with interleaved encoding) instead of T e . Requirement (1) tends to keep the encodings of various values of S tmp compact, since all the nodes below the current level e are saturated (we observe that this property is enjoyed by any node in the MDD encoding S rch , regardless of the algorithm used to compute S rch ), while requirement (2) results in efficient application of each T e , as it altogether avoids considering MDD nodes at levels above e, which would remain unchanged anyway).
Both requirements can be implemented with a recursive algorithm as shown by the pseudocode in Fig. 1 , where SatClos uses saturation to compute the smallest closure of input S in over the relations T k:1 corresponding to the input MDDs encoding T k:1 (in interleaved representation). This algorithm returns the MDD in working variable S tmp . Line 5 initializes S tmp to S in , line 10 sets S tmp to the closure • converges to output local MDD Sprev;
• saves old S tmp to check for convergence
• leaf or empty 2 return S in ; 3 if SatClos(T k:1 , S in ) is in the cache then 4 return cached result; 5 S tmp ← S in ; 6 repeat 7 Sprev ← S tmp ; 8 S tmp ← new MDD node at level k;
• not in the unique table
• intern in unique table
• break invariant 13 until S tmp = Sprev; 14 put the result S tmp = SatClos(T k:1 , S in ) into the cache; 15 return S tmp ; of S prev (which is the previous value of S tmp ) under relations T k−1:1 , and line 12 can only add states to S tmp . Thus, no state is ever removed from S tmp , establishing the invariant S in ⊆ S tmp . The more important goal of SatClos is closure of S tmp under relations T k:1 . The purpose of lines 6-13 is to iteratively close S tmp over transition T k , using the assignment S tmp ← S tmp ∪ T k (S tmp ), while recursively enforcing closure over transitions T k−1:1 . It must therefore assure that T k (S tmp ) ⊆ S tmp , which is guaranteed by line 12 and the termination condition. Loop termination can be proved by considering the termination condition together with the monotonically increasing nature of S tmp . Consequently, after line 13, S tmp = T * k:1 (S in ). The recursive calls always terminate, as the leaf case is trivially handled in the first line while the remaining cases involve recursive calls, always with parameters of lower rank.
The saturation heuristic is not limited to the computation of the reachable state space. For solving other problems, we generally have a set-valued variable, which we incrementally modify to satisfy some global solution requirement. Generally, what is required is a partitioning of the solution requirement into multiple requirements, which may each be evaluated locally. That is, each individual requirement may be checked by inspecting only a few variables of the solution, and preferably variables which are near each other in the variable ordering of an MDD representation.
At each level of the recursion, saturation requires that the operations for that level be evaluated using (or modifying) variables at that level or lower. At level k, we only operate on variables s k through s 1 . We consider each member (tuple) s of the tuple-set we are modifying as composed of a prefix s ↑ , having variables s K through s k+1 , followed by a suffix s ↓ , having variables s k through s 1 , so that s = s ↑ s ↓ = s K:k+1 s k:1 = s K:1 . At level k in the recursion, we therefore only operate on variables in the suffix s ↓ . The above algorithm for set closure satisfies this requirement, since any transition T k whose top is k is equivalent to some transition T k defined over the suffix variables, and is processed at level k in the saturation recursion.
Variations on the saturation heuristic have been used to compute shortest paths (the fixpoint of an integral function encoded by a K-level EV + MDD) [5] and relational transitive closures (the fixpoint of a relation encoded by a 2K-level MDD) [17] . Closer to the present work, our RP'11 paper [10] also employs saturation to compute a fixpoint on relations. Section 3 shows how saturation may be used to compute a fixpoint of a more complex formula. We conclude this brief discussion by observing that the saturation algorithm has been enhanced algorithmically in various ways, such as employing fine-grained chaining [3] . Although such enhancements may produce additional improvement, our work uses the basic saturation heuristic described above, without additional algorithmic enhancements, to obtain the largest bisimulation of a LTS.
Symbolic bisimulation
Several symbolic algorithms exist for largest bisimulation (see Section 6). Among them, the ones with faster observed performance are limited by the fact that their runtime is always at least linear in the number of states of the minimized automaton. Our recent algorithm [10] (see Section 6) overcame this limitation by focusing on the special case where the automaton has deterministic transitions, as in a Petri net with unique transition labels. In this case, it is easy to reduce the bisimulation problem to an equivalent transitive closure problem, and apply the saturation heuristic to its solution.
Symbolic bisimulation algorithms are typically based on iterative partition refinement, using splitting techniques. Generally, a working variable B initially holds a partition of the state space, either the partition containing a single equivalence class, or block (i.e., the entire state space) or, in the case of colored transition systems where each state is assigned a color, the partition containing a block for each color (i.e., each block contains all states of the corresponding color). Ultimately, the output is a refinement of the initial partition of the state space where the equivalence classes are based on bisimilarity. After initialization, B is iteratively refined by a splitting operation, which may split one or more blocks to increase compliance with the key bisimilarity requirement (Eq. 1): if a block C 1 contains states x and y and, for some event e, there is a block C 2 containing state x ′ such that x e → x ′ , but C 2 contains no y ′ such that y e → y ′ , then states x and y are not bisimilar. Consequently, we may use the splitter C 2 to split block ulation. More advanced algorithms combine many splitting operations into one step, or chain them in an organized manner to improve efficiency [7, 16] .
Combining Saturation and Bisimulation
Our novel bisimulation algorithm represents a working partition B as the set of pairs of states p, q where p and q are presumed to be in the same equivalence class. The tuples of B are represented using the interleaved ordering of their state variables, so the pair of states p, q is represented as p K , q K , ..., p 1 , q 1 . Recall that the support of a transition relation T e is limited to variables s k , ..., s 1 , where k = Top(T e ). As our saturation algorithm traverses B, it will utilize T e whenever it is operating on a node at level 2k, and (in a functional manner, by providing a replacement) "updates" B in a way that involves only variables s k , ..., s 1 . Such a node in B, at level 2k, is involved in representing various interleaved tuples p K , q K , ..., p k+1 , q k+1 , p k , q k , ..., p 1 , q 1 . Such a tuple, encoding a pair p, q , comprises a prefix p K , q K , ..., p k+1 , q k+1 and a suffix p k , q k , ..., p 1 , q 1 , which we label as p ↑ , q ↑ and p ↓ , q ↓ , respectively, where p = p ↑ p ↓ and q = q ↑ q ↓ . Let's call this node B p ↑ ,q ↑ , and note that it is the root of the MDD encoding the subset
where the all state pairs have the common prefix p ↑ , q ↑ . We also note that the prefix p ↑ , q ↑ (when interleaved) is the sequence of edge labels encountered on the path the algorithm has traversed from the root node of B to the node B p ↑ ,q ↑ , and that, due to canonicity, there may be other paths (say, B x ↑ ,y ↑ ) from B to the node
The above saturation-related considerations constrain our algorithm as follows. The traversal of B by the saturation algorithm is not performed in a completely fixed order, so the only portion of B we may use in computing an update for B p ↑ ,q ↑ is B p ↑ ,q ↑ itself, since it is the only part of B that can be accessed at that time. The update computation for B p ↑ ,q ↑ must not use (or modify) any prefix information, so it must be independent of the prefix p ↑ , q ↑ . This ensures that the update for B p ↑ ,q ↑ will also correctly update any other subsets B x ↑ ,y ↑ of B corresponding to other paths from B to B x ↑ ,y ↑ = B p ↑ ,q ↑ .
Our algorithm uses the following refinement step (from B to B ′ ), derived directly from Eq. 1 and guaranteed to maintain B ′ as an equivalence relation:
where appropriate simplifications, produces:
where
We now substitute (uw
It is now obvious by inspection that this splitting method does not use any variables in the prefixes and only uses the locally accessible portion B p ↑ ,q ↑ of B.
Our Bisimulation Algorithm
Our algorithm for strong bisimulation (function Bisim in Fig. 2 ) takes in input a "current" level number k, which must be set to K initially, a labeled set of transition relations T E , each T e∈E restricted to the domain and range S k × · · · × S 1 , where k = Top(T e ), and an initial approximation B, which should be set to the full space of pairs S × S, the cross-product of the reachable state space with itself. It returns the largest bisimulation.
Like SatClos in Fig. 1 , this function must be memoized, but we omit those details here for simplicity. Also, the details of the descent of the input MDDs in the recursive calls are relegated to a helper function (BisimSaturate in Fig. 3 ), as this case is slightly more complex. As with SatClos, Bisim also recursively saturates descendants of the current MDD (line 3), before the loop (lines 4-14) whose termination condition enforces Eq. 1. The descendants are also re-saturated (line 12) after each modification (line 11) of the working variable B. An internal loop (lines 6-13) iterates over the relevant transition relations for this level, those where Top(T e ) = k. Within that loop, lines 7-11 perform a splitting step to remove pairs not conforming to Eq. 1, for transition relations T e where Top( T e ) = k. The recursive calls in lines 3 and 12 ensure that, after these steps, Eq. 1 holds w.r.t. transition relations T e , where Top(T e ) < k. The leaf case (line 1) always satisfies Eq. 1, since there are no transition relations T e where Top(T e ) ≤ 0 = k. Consequently, it is easy to show that the loop in lines 4-14 terminates only when Eq. 1 holds w.r.t. transition relations T e where Top(T e ) ≤ k. Termination can be shown, since B is initially finite, it is never increased, and the loop terminates when B remains unchanged. • memoize this function
• saturate below this level 4 repeat 5 B old ← B; 6 for each e ∈ E where Top(
• also 1 step composition
• re-saturate 13 end loop; 14 until B old = B; 15 return B; The helper function BisimSaturate handles details of recursive descent of the input B. At each recursion, two levels of B are descended, since it encodes a set of state pairs in interleaved representation, for each decrement of k. The function simply builds (and returns) a replacement for B, by applying Bisim to each grandchild of B.
The computations of D and D R , involving set difference ("∧¬"), differ from the description in Section 3. When computing D (resp. D R ) the variable q (resp. p) must be constrained by the expression "q ∈ S k × . . . × S 1 " (resp. "p ∈ S k × . . . × S 1 "). 
Experimental Results
We implemented our algorithm, as well as the algorithm of Wimmer, Herbstritt, and Becker (Section 6) [16] , in the S m A r T verification tool using our own MDD library. We then measured the performance of each implementation by computing the largest bisimulation of many instances of various parametric Petri net models, including the five ones described below.
Flexible Manufacturing System (Kanban)
This net describes a kanban-style flexible manufacturing system [14] , having fixed size and topology, and is parameterized by manufacturing station capacity. No two states are equivalent, so there are always as many equivalence classes as there are states. This is the same Kanban model used in our RP'11 paper, and has only deterministic transitions.
This model comprises four connected identical manufacturing stations, each having the same capacity given by the model parameter N . Each task held by a station is either in work, in a waiting-for-rework state, or ready for output. The first station may begin processing any number of jobs up to its capacity. A task in the first station that is ready for output spawns a task in both the second and third stations, but only once both those stations have sufficient capacity; this event releases capacity in the first station. A completed task in the second station and one in the third station produce a task in the fourth station, releasing capacity in the second and third station. Finally, a task finishing in the fourth station is considered finished and immediately releases capacity in the fourth station.
Scheduler (Round-Robin)
This Round-Robin scheduler model [4, 8] is similar to Milner's scheduler [9] , with some additional complications. An extra place, shared by all processes, is used as a lock to disallow states where more than one process is in a "start" local state. The case where a process finishes before its successor finishes a previous task is distinguished from the case where the process finishes after its successor finished a previous task, by the occurrence of a separate transition sequence. This model is variable-sized, parameterized in the number N of processes. This model is modified, as described further below, to introduce non-deterministic transitions, from the Scheduler model used in our RP'11 paper.
The model comprises a ring of N processes (numbered from 0 to N − 1) which must be scheduled so that, for i ∈ 0...N − 1, process (i + 1) mod N may not start a new task until process i starts a new task, with the exception that a specific process, 0, may initially start. Each process executes a single task to completion, and the tasks may finish in any order. The Petri net shown in Fig. 4(b) corresponds to a single typical process in the ring, showing the initial marking. Fig. 4(a) shows the initial marking for the Petri net modeling process 0, which starts the first task. In snd1 [1] snd2 [1] snd1 [0] snd2 [0] (a) Process 0 (b) Process i = 0 of task termination that was transmitted between processes, considerably reducing the number of equivalence classes.
Extrema Finding (Leader)
This model simulates the distributed extrema finding algorithm of [6] . Numeric tokens are passed unidirectionally around a ring of processes in a sequence of phases resulting in the recognition of the largest token. This model is variable-sized, parameterized in the number N of processes. There is significant event locality. Some states are equivalent, resulting in about 10% fewer equivalence classes than states. This is the same Leader model used in our RP'11 paper, having only deterministic transitions.
This model comprises a ring of processes joined by unidirectional buffers. Initially, each process holds a unique numeric token, and is considered "active". In the initial phase, each process sends this token to its successor. Between phases, the state of each process includes three items: (1) the token it currently holds, (2) the value of the largest token it has previously held, and (3) whether the process is active or inactive. In subsequent phases, before the largest token is recognized, each active process receives from its predecessor a token which it will hold next. Inactive processes simply forward messages. An active process not holding the largest token may become inactive as follows. It becomes inactive if the value of the token it will hold next is less than the value of the largest token it has previously held. Each active process also forwards the value of the token it will hold to its successor process, and receives such a value from its predecessor. It then becomes inactive if the value received is greater than the value of the token it will hold next. Eventually exactly one process remains active, it receives the largest token and recognizes this as the same value remembered as the largest token it has previously held, and then enters a unique state, recognizing the maximum token.
Few Classes (Cascade)
In the course of evaluating our recent algorithm for our RP'11 paper, we found that ordinary models having only visible deterministic transitions (no "τ "-transitions) tend to have as many (or nearly as many) equivalence classes as states. To evaluate algorithm performance in the important case where a model has few equivalence classes, We developed this Cascade model, having only deterministic transitions, yet having few equivalence classes. This model has a variable number of stages with three places each and three transitions between each stage of places. The initial marking, shown in the left side of Fig. 5 , has one token in each place in the first stage and no other tokens. In any state other than the final state, all three transitions after one of the stages are enabled and no other transition is enabled. The three transitions fire in such a way that one of them firing results in disabling the other two transitions and in depositing one token in each place of the next stage,
start [0] g [1] done [0] start [0] fork
done [i] start [i] fork enabling all transitions after the subsequent stage. Each firing also leaves one token in a place that records the firing, so that every state remembers the firing sequence that produced it. In this variable-size model, parameterized in the number of stages N , there are exponentially many states in the number of stages, while the number of classes equals the number of stages.
Local Nondeterminism (Forks)
We found that the use of weak bisimulation to hide many transitions tends to decrease the locality upon which saturation depends. This is because the invisible τ transition must include all invisible transitions, so the support of τ can include many variables, often spanning the majority of variables in the chosen ordering.
Since weak bisimulation over a system with events e ∈ E is performed as a strong bisimulation with events composed from τ * , these events tend to all have the same top variable as τ . For the Round-Robin model, this was avoided by careful variable re-ordering, but even in this case, the tops of the resulting transitions were all above level N (out of K = 2N + 1 total levels). To provide a model with significant non-deterministic transitions and substantial locality, we built the Forks model. It is similar to Milner's scheduler [9] , except each process has internal concurrency which will be hidden.
As with the Round-Robin model, it is a ring of N processes, numbered from 0 to N − 1 and scheduled so that, for i ∈ {0, ..., N − 1}, process (i + 1) mod N may not start a new task until process i starts a new task, with the exception that process 0 may initially start. Each process executes a single task to completion, and the tasks may finish in any order. The Petri net shown in Fig. 5(b) corresponds to a single typical process in the ring, showing the initial marking. Fig. 5(a) shows the initial marking for the Petri net modeling process 0, which starts the first task.
In Table 1 lists the model sizes in the first set of columns, while the remaining columns summarize performance results for our saturation-based algorithms and for our implementation of the algorithm of Wimmer et al.
Performance
For the algorithm of Wimmer et al., column iter reports the number of iterations executed (including a final iteration resulting in no changes), while column refine gives the number of calls to the "Refine" subroutine of their algorithm, indicating the number of attempted block refinements [16] . The runtime and maximum memory to store the unique table for all runs are in seconds and Mbytes, respectively.
The last set of columns give performance figures for the algorithm described in our RP'11 paper, restricted to systems with deterministic transitions.
It should be noted that our implementation of the algorithm of Wimmer et al. uses quasi-reduced MDDs as described above, and encodes transition relations over the full set of variables, rather than over the basis of the transition, for each individual transition. We somewhat compensate for this by using interleaved variable ordering for the encoding, but the performance we observe for this algorithm is likely to be worse than necessary by up to a factor roughly related to the average ratio of support variables to total variables.
Comments
The parametric models Leader, Cascade, and Forks, exhibit strong event locality. That is, with the chosen variable ordering, the typical event span of transitions does not increase significantly with problem size (N ). In these cases, the saturation-based bisimulation algorithms appear to perform well with increasing problem size, even when there are very many equivalence classes. For the Robin model, where the τ transition has an event span covering half of the levels and all other transitions also consequently have event spans covering at least half of the levels, no strong event locality is present. The Kanban model does not have strong event locality simply because the number of model variables (MDD levels) is fixed, as are the event spans of the transition relations. In these cases the saturation-based algorithms do not appear to scale as well, especially when the size of the sets S k , thus of the nodes at level k, become too large. In those models having only deterministic transitions, the "Deterministic Saturation" algorithm from our RP'11 paper usually performed better that our novel algorithm which allows non-deterministic transitions. Presumably, this is due to the relative simplicity of that algorithm, and the fact that the newer algorithm must compute certain, possibly large, intermediate results (Z, Z R , D, and D R ) in each saturation step. It is therefore slightly surprising that the newer algorithm performed better with the Cascade model. We can only speculate that the extreme problem regularity caused the intermediate results to have a very simple and compact form in that case.
By contrast, Wimmer et al.'s algorithm appears to perform well, independently of problem size, as long as the number of equivalence classes is reasonable. The primary improvement offered by the current saturation-based algorithms appears to be in cases where strong event locality is present and the number of equivalence classes is very large, although we are also competitive in the Cascade model, which has only a linear number of classes.
Related Work
Symbolic bisimulation minimisation [2] describes an algorithm based on iterative partition refinement that, at each iteration, splits every block using every other block as a splitter, performing a constant number of advanced symbolic operations. It is among the earliest work on symbolic bisimulation methods. The purpose of this algorithm is to compute weak bisimulation (see Section 2.3), where some transitions are unobservable. Pre-processing the collection of transition relations transforms a weak bisimulation problem into the standard bisimulation problem. Their article compares their algorithm using interleaved decision diagrams vs. using non-interleaved diagrams and found that the relative performance using these structures depended on the final partition. Interleaved decision diagrams perform better when the partition has many blocks, while non-interleaved diagrams perform better when it has very few blocks.
An efficient algorithm for computing bisimulation equivalence [7] produces a (probably) good initial partition of the state-space based on the computed rank of states. Their explicit implementation uses the set-theoretic notion of rank, where nodes in the transition graph correspond to sets (say, node c corresponds to set C), and arcs between nodes correspond to membership between the respective sets (arc a → a ′ corresponds to A ′ ∈ A). This is reasonable because states with different rank cannot be equivalent. The possibility of cycles in transition graphs forces the use of non-well-founded-set theory [1] . Their symbolic implementation uses the following definition of rank: the rank of a non-well-founded node is one more than the highest rank of any well-founded node it reaches on any path, or −∞ when there is no such path. Their algorithm always terminates in a number of symbolic steps linear in the number of states. After initial partitioning based on rank, some other algorithm must be used to complete the partitioning. The rank sequence of the initial partition can be used to efficiently direct the order of splitting operations.
Forwarding, splitting, and block ordering to optimize BDD-based bisimulation computation [16] describes several methods to accelerate symbolic bisimulation computation. The main algorithm is similar to that of [2] , although blocks are represented explicitly, and assigned unique serial numbers. Aside from complications relating to weak bisimulation and branching bisimulation, their main optimizations are: (1) Use of state signatures, as in [2] , to compute block refinements. States with different signatures belong to different partition blocks. Their concatenated BDD encoding for signatures puts state variables toward the root and signature variables toward the leaves. This allows efficient partition refinement by substitution of block serial numbers into the BDD at the level of the signature, as the canonicity of the BDD guarantees that each node at that level corresponds to a distinct block. This technique is doomed to failure when there are many classes, as the encoding requires at least one BDD node per class. (2) Block forwarding updates the current partition immediately after blocks are split. They split (and compute signatures for) only one block at a time. The partition is updated after each block splitting, allowing subsequent splittings to benefit immediately from the more refined partition. (3) Split-driven refinement uses a backward signature (similar to the inverse of the transition relation) to determine which blocks may require splitting after the splitting of a given block, and skips the splitting of blocks whose elements signatures include no blocks split since the given block was created. (4) Block ordering is the deliberate choice of which splitter to use at any given time that such a choice is available. They found that two heuristic orderings: "choose the block with a larger backward signature", and "choose the larger block", both produced improved run times compared to random choice.
A fully symbolic bisimulation algorithm [10] , our RP'11 paper, describes the use of the saturation heuristic to efficiently compute strong bisimulation in the case where each transition is deterministic. The algorithm is observed to be quite effective (as compared to other algorithms) when the transitions have the same type of locality that allows the saturation heuristic to efficiently generate the state space, especially when the number of equivalence classes is large (> 10 9 ). When the transition relations are deterministic, for all e ∈ E, transition relation T e is a partial function, so that we have T e : S S, where the notation " " stresses that the function might be undefined for some domain elements. Since T e is a partial function, we may write s 2 = T e (s 1 ) whenever s 1 , e, s 2 ∈ T E . We also take the liberty to (ambiguously) write s 1 = T −1 e (s 2 ) whenever s 1 , e, s 2 ∈ T E , even though T −1 e may not be a function. This algorithm is understood by starting with the definition of bisimulation: p, q ∈ B ⇒ ∀e ∈ E, ∀p ′ ∈ S, (p e → p ′ ⇒ ∃q ′ ∈ S, q e → q ′ ∧ p ′ , q ′ ∈ B) and taking the contrapositive: p, q / ∈ B ← ∃e ∈ E, ∃p ′ ∈ S, (p e → p ′ ∧ ∀q ′ ∈ S, q e → q ′ ⇒ p ′ , q ′ / ∈ B). Restriction to the case of deterministic transitions allows the following to be derived: ∀e ∈ E, ∀p ′ ∈ S, ∀q ′ ∈ S, ( T −1
. This provides a way of deriving non-bisimilar pairs from other non-bisimilar pairs. The largest bisimulation can therefore be computed as follows:
(1) let B 0 ← e∈E (S e ×(S \S e ))∪((S \S e )×S e )
• pairs with different enablings where ∀e ∈ E, S e = {s ∈ S: ∃s ′ , s 
Conclusions
Saturation-based bisimulation provides efficient bisimulation for LTS where strong event locality is present (models where saturation is also ideal for state-space generation). Our algorithm is effective both when the bisimulation results in few classes and when it instead results in many classes, possibly even one per state. This is particularly important because we envision a tool chain where a bisimulation reduction is routinely attempted after state-space generation and prior to any further analysis. In this framework, it is then essential for the bisimulation algorithm to be efficient even (or perhaps, especially) when its application does not result in a reduction of the state space.
A variation of this algorithm may also be applicable to the lumping problem for Markov chains. Future research in this area may also improve this algorithm via additional techniques that produced improvement in saturation-based state-space generation, such as fine-grained chaining, and use of fully-identity reduced extensible decision diagrams.
