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Abstract 
In this paper we introduce a recurrent neural network (RNN) 
based variational autoencoder (VAE) model with a new con- 
strained loss function that can generate more meaningful elec- 
troencephalography (EEG) features from raw EEG features to 
improve the performance of EEG based speech recognition sys- 
tems. We demonstrate that both continuous and isolated speech 
recognition systems trained and tested using EEG features gen- 
erated from raw EEG features using our VAE model results in 
improved performance and we demonstrate our results for a lim- 
ited English vocabulary consisting of 30 unique sentences for 
continuous speech recognition and for an English vocabulary 
consisting of 2 unique sentences for isolated speech recogni- 
tion. We compare our method with another recently introduced 
method described by authors in [1] to improve the performance 
of EEG based continuous speech recognition systems and we 
demonstrate that our method outperforms their method as vo- 
cabulary size increases when trained and tested using the same 
data set. 
Even though we demonstrate results only for automatic 
speech recognition (ASR) experiments in this paper, the pro- 
posed VAE model with constrained loss function can be ex- 
tended to a variety of other EEG based brain computer interface 
(BCI) applications. 
Index Terms: electroencephalography (EEG), speech recogni- 
tion, deep learning, variational autoencoder (VAE), technology 
accessibility 
 
1. Introduction 
The emergence of virtual personal assistants like Amazon 
Alexa, Apple Siri, Windows Cortana, Samsung Bixby etc has 
improved the interactions between user and smart phones, per- 
sonal computers etc. Most of the virtual personal assistants sup- 
port voice recognition which allows the users to interact with 
them hands free. However current voice recognition systems 
used in virtual personal assistants are trained to recognize only 
acoustic features and their performance degrades in presence of 
background noise as well as when the input speech is distorted 
or broken. This limits technology accessibility for smart phone 
users with speaking disabilities or for people who are not able 
to produce speech. Recently researchers have started explor- 
ing the possibility of using deep learning models to perform 
isolated and continuous speech recognition using non invasive 
electroencephalography (EEG) neural signals as demonstrated 
by the works explained in [2, 3, 4]. The EEG is a non inva- 
sive way of measuring electrical activity of human brain. The 
EEG sensors are placed on the scalp of the subject to obtain 
the recordings. The EEG signals offer very high temporal res- 
olution and the technique is completely non invasive making it 
extremely safe and easily deployable. 
In [3] authors demonstrated isolated speech recognition us- 
ing EEG signals on a limited English vocabulary of four words 
and five vowels with high accuracy and they also demonstrated 
that EEG  features can be  used to  improve the performance  
of isolated speech recognition systems operating in presence 
of background noise. In [2] authors demonstrated continuous 
speech recognition using EEG features for a limited English vo- 
cabulary consisting of 30 unique sentences. Similarly in [4] au- 
thors demonstrated continuous speech recognition using various 
EEG features sets for a limited vocabulary of 9 unique English 
sentences. The results demonstrated by authors in [2, 4] show 
that continuous speech recognition using EEG features is more 
challenging than isolated speech recognition using EEG [3]. 
Recently in [1] authors introduced various techniques to im- 
prove the performance of EEG based continuous speech recog- 
nition systems. They demonstrated that by initializing the 
weights of the encoder layers in the automatic speech recogni- 
tion (ASR) model with weights from a regression model trained 
to predict concatenation of acoustic and articulatory features 
from EEG features will help in improving the performance of 
the ASR system for performing recognition using EEG features. 
In [5, 6] authors introduced the concept of variational au- 
toencoder (VAE). The VAE is related to a normal autoencoder 
[7] but with more constraints or control on latent representation. 
A normal autoencoder learns the compressed representation of 
data automatically by first compressing the input and decom- 
pressing it back to match the original input. The compression 
part is done by the encoder model and the decompression part 
is done by the decoder model in the autoencoder model. A VAE 
operates in the same way like the autoencoder but a VAE mod- 
els the latent variables as isotropic gaussian priors thus allowing 
each dimension in the latent representation to be as independent 
as possible [5]. In this we paper we demonstrate that by making 
use of this independence property of the latent representation 
modeling in VAE and by adding a new term to the VAE loss 
function, the model can be used to generate more meaningful 
EEG features from raw EEG features to improve the perfor- 
mance of EEG based speech recognition systems. We compare 
our method with the method described by authors in [1] to im- 
prove the performance of EEG based continuous speech recog- 
nition systems and we demonstrate that our method outperforms 
their method for larger test set vocabulary sizes, when trained 
and tested using the same data set and our proposed method 
doesn’t need additional features like acoustic features or articu- 
latory features which are needed to implement the method de- 
scribed by authors in [1]. 
 
2. Variational Autoencoder (VAE) model 
with constrained loss function 
The variational autoencoder (VAE) like a normal autoencoder 
learns the compressed representation of data automatically by 
first compressing the input and decompressing it back to match 
the original input but the latent representation in VAE is mod- 
eled as isotropic gaussian priors thus allowing each dimension 
in the latent representation to be as independent as possible [5]. 
The overview of our idea is described in Figure 1. The basic 
idea is to modify the VAE model in such a way that it can take 
raw recorded experimental EEG features as input, denoises the 
EEG features and generates EEG features which are the best 
representations of acoustic features, since we are only inter- 
ested in EEG features which are helpful in improving the perfor- 
mance of ASR systems. The Figure 2 explains the architecture 
of our model in detail. As seen from Figure 1, the encoder in the 
VAE model takes EEG features recorded in parallel with speech 
as input, transforms it into latent representation and the decoder 
model reconstructs the EEG features from the latent space. We 
used latent space of dimension 5. The latent space dimension 
value is a hyper parameter and it was chosen to be set to the 
value of 5 based on hyper parameter tuning experiments. Based 
on the property of VAE, each dimension in the latent space 
tries to be as independent as possible. Even though the input 
raw EEG features were recorded in parallel with speech, dur- 
ing speaking process, the subject’s brain is not only processing 
speech production but in parallel it is processing other activities 
like emotions, thoughts etc, hence the EEG neural recordings 
reflects a mixture of brain activity responsible for speech pro- 
duction, emotions, thoughts etc. In order to design a robust reli- 
able EEG based speech prosthetic we should be able to separate 
out EEG activity responsible only for speech production from 
the rest, hence any one dimension output from the latent space 
( in our work we used the last node output from latent space as 
seen from Figure 1) is passed to a ASR model in every epoch 
during the training of VAE model. So now the model will have a 
net loss consisting of the VAE default loss plus the ASR model 
loss. The intuition here is as the VAE model and ASR model 
are trained simultaneously, the four other dimensions in the la- 
tent space of the VAE will learn the representations of neural 
activities responsible for non speaking related activities and the 
fifth node or dimension (that is connected to the ASR model) in 
the latent space will learn to generate EEG features which are 
the closest representation of acoustic features or in other words 
the fifth dimension in latent space will produce EEG features or 
neural activities responsible only for speaking task as the both 
ASR and VAE models are trained simultaneously until the com- 
bined net loss is showing convergence. 
As seen from Figure 2, the encoder of our VAE model is 
a single layer long short-term memory (LSTM) [8] with 128 
hidden units which takes raw EEG features of dimension 30 as 
input. The last time step output of encoder LSTM is passed to 
dense layers consisting of hidden units same as number of time 
steps of EEG. The number of time steps of EEG is computed 
as the product of the sampling frequency of EEG features and 
sequence length. The dense layer outputs are then repeated for 
5 times, where 5 corresponds to the latent space dimension to 
form the Zmean (mean) and ZLogSigma (variance) vectors. Us- 
ing Zmean and ZLogSigma a point from the latent space is sam- 
pled [6]. The output of the sampling layer is of the shape [batch 
size, 5, time steps] and it is then reshaped to [batch size, 5, time 
steps, 1]. Then the fifth dimension value from latent space (from 
the previous reshaped tensor) of the form [batch size, time steps, 
1] is fed into the ASR classifier model described in Figure 3 dur- 
ing every training epoch. As seen from Figure 3 the ASR clas- 
sifier model consists of two layer of gated recurrent unit (GRU) 
[9] with 128, 64 hidden units respectively with dropout [10] 
regularization followed by a linear dense layer consisting of 64 
hidden units followed by a final dense layer with 2 hidden units 
and softmax activation function to get prediction probabilities. 
The loss function of the ASR classifier model was categorical 
cross entropy. 
The sampled point is decoded using a two layer LSTMs 
with 128 and 30 hidden units respectively and the reconstruc- 
tion error or mean squared error (MSE) between the decoded 
EEG features and input EEG features is computed as shown   
in Figure 2. The VAE also have an additional KL Divergence 
loss computed between the returned distribution and a standard 
Gaussian to make distributions returned by the encoder LSTM 
close to a standard normal distribution [5, 6]. The model’s net 
training loss convergence is shown in Figure 4. Both the VAE 
and ASR classifier models were trained simultaneously for 100 
epochs with a batch size of one using rmsprop as the optimizer. 
During test time the LSTM encoder in the trained VAE model 
takes EEG features of dimension 30 as input and we take output 
from the fifth dimension node in the VAE latent space which 
outputs EEG features of dimension one. 
 
3. ASR models used for performing 
experiments 
We performed both isolated and continuous speech recognition 
using the raw EEG features of dimension 30 (baseline) and also 
using the EEG features of dimension one generated using the 
fifth dimension node in the latent space of the VAE model de- 
scribed before. For performing isolated speech recognition we 
used an ASR classifier model similar to the one explained in 
Figure 3 but instead of GRU (128) we used temporal convolu- 
tional network (TCN) [11] layer with 128 filters and instead of 
the GRU (64) layer a GRU (32) layer was used and we skipped 
the Dense (64) units layer. The classifier model was trained for 
200 epochs with batch size 200, categorical cross entropy as 
loss function and using adam [12] as the optimizer. 
For performing continuous speech recognition experiments 
we used the connectionist temporal classification (CTC) [13, 
14] model described in Figure 1 in [1] with the exact same hy- 
per parameters and training parameters used by authors in [1] 
but the encoder layers in the CTC model were initialized with 
random weights [2, 4]. An external language model was used 
during inference time like the ones used by authors in [1]. 
 
4. Data Sets used for performing 
experiments 
For performing continuous speech recognition experiments us- 
ing EEG we used Data set B used by authors in [1]. First we 
perform continuous speech recognition experiments using EEG 
features of dimension 30 from Data set B [1] and then we pass 
the EEG features of dimension 30 to our model described in 
Figure 2 and get the output from fifth dimension node of the 
latent space to get EEG features of dimension one. Then exper- 
iments are performed using those EEG features of dimension 
one. 
For performing isolated speech recognition experiments we 
used the combined EEG data for first two unique sentences from 
Data set A and B used by authors in [2], consisting of a total of 
108 EEG recording examples. The same data set was used to 
train our VAE model described in Figure 2. Since there were 
only two unique sentences, hence the ASR classifier model’s 
final dense layer had two hidden units with softmax activation 
function. We considered EEG samples for only two unique sen- 
tences since we were interested in faster training of the simulta- 
  
 
Figure 1: Overview of our proposed VAE model 
 
 
 
neous VAE and ASR classifier models. More details of the data 
set, EEG experiment design, EEG recording hardware etc are 
covered in [2, 1]. 
For each data set we used 80% of the data as training set and 
rest as test set. The train-test split was done randomly. There 
was no overlap between training and testing set. The way we 
splitted data for performing continuous speech recognition ex- 
periments in this work was exactly similar to the method used 
by authors in [1]. 
 
5. EEG feature extraction details 
We followed the same EEG preprocessing methods used by au- 
thors in [3, 2] for extracting raw EEG features. The EEG sig- 
nals were sampled at 1000Hz and a fourth order IIR band pass 
filter with cut off frequencies 0.1Hz and 70Hz was applied. A 
notch filter with cut off frequency 60 Hz was used to remove the 
power line noise. The EEGlab’s [15] Independent component 
analysis (ICA) toolbox was used to remove other biological sig- 
nal artifacts like electrocardiography (ECG), electromyography 
(EMG), electrooculography (EOG) etc from the EEG signals. 
We extracted five statistical features for EEG, namely root mean 
square, zero crossing rate,moving window average,kurtosis and 
power spectral entropy [3, 2]. So in total we extracted 31(chan- 
nels) X 5 or 155 features for EEG signals. The EEG features 
were extracted at a sampling frequency of 100Hz for each EEG 
channel. 
 
6. EEG Feature Dimension Reduction 
Algorithm Details 
After extracting EEG features as explained in the previous sec- 
tion, we used Kernel Principle Component Analysis (KPCA) 
[16] to perform initial denoising of the EEG feature space as 
explained by authors in [2, 3]. We reduced the 155 EEG fea- 
tures to a dimension of 30 by applying KPCA for both the data 
sets. We plotted cumulative explained variance versus number 
of components to identify the right feature dimension. We used 
 
 
 
 
 
Figure 2: Architecture of our proposed VAE model 
 
 
KPCA with polynomial kernel of degree 3 [3, 2]. We used these 
EEG features of dimension 30 as EEG features for calculating 
baseline results for both isolated and continuous speech recog- 
nition experiments and these 30 EEG dimensional EEG features 
are passed to the model described in Figure 2 to get EEG fea- 
tures of dimension one. 
 
7. Results 
For isolated speech recognition experiments during test time we 
used classification accuracy as the performance metric and for 
continuous speech recognition experiments during test time we 
used word error rate (WER) as performance metric. The classi- 
fication accuracy during test time is defined as the ratio of num- 
ber of correct predictions given by the model to total number 
of predictions given by model on test set. The results obtained 
for isolated speech recognition during test time are described 
in Table 1. As seen from Table 1, training and testing isolated 
speech recognition classifier model with EEG features gener- 
ated using the fifth dimension in the latent space of our VAE 
model resulted in 4.55 % performance improvement compared 
to the baseline where the model was trained and tested using 
30 dimensional EEG features. The isolated speech recognition 
results demonstrated by authors in [3] had higher accuracy as 
they had more examples per each label compared to our set up 
and in their case labels were vowels and words but in our case 
label is complete sentence. 
Table 2 shows the test time results obtained for continuous 
speech recognition experiments. For baseline results we use 
30 dimensional EEG features with CTC encoder with random 
weights, we then compare results obtained using our proposed 
method in this paper with the results obtained by authors in [1]. 
We specifically compare our results with the results explained 
EEG 
DIM 30 
BASELINE 
(% Test 
Accuracy) 
EEG 
DIM 1 
(% Test 
Accuracy) 
50 54.55 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Architecture of the ASR classifier model used in our 
proposed VAE model 
 
 
 
Figure 4: Training loss 
 
 
in Table 2 in reference [1]. As seen from Table 2 continuous 
speech recognition using EEG features of dimension one gen- 
erated using our model described in Figure 2 always resulted in 
superior performance compared to baseline and demonstrated 
superior performance or lower WER compared to the method 
introduced by authors in [1] for larger test set corpus sizes. 
Results from Tables 1 and 2 summarizes that our pro- 
posed method can be used to generate EEG features to improve 
the performance of isolated and continuous EEG based speech 
recognition systems. Our proposed method doesn’t depend on 
additional features like acoustic or articulatory features like the 
method used by authors in [1]. 
 
8. Conclusion and Future work 
In this we paper we demonstrate that by making use of the in- 
dependent and identically distributed (IID) property of the la- 
tent representation modeling in VAE and by adding a ASR loss 
Table 1: Test time results for isolated speech recognition 
 
 
 
 
Total 
Number 
of 
Sentences 
WER 
(%) 
EEG 
DIM 
30 
BASE 
LINE 
WER 
(%) 
EEG 
DIM 
30 
REF 
[1] 
TECH 
NIQUE 
WER 
(%) 
EEG 
DIM 
1 
PROPOSED 
TECH 
NIQUE 
30 82.63 74.36 75.47 
60 84.30 74.45 77.57 
90 82.67 77.76 79.85 
120 88.94 79.68 74.48 
150 90.39 81.97 78.15 
180 85.39 84.9 84.22 
Table 2: Test time results for continuous speech recognition 
 
 
 
term to the VAE loss function, the model can be used to gen- 
erate more meaningful EEG features from raw EEG features to 
improve the performance of EEG based speech recognition sys- 
tems. We compare our method with the method described by 
authors in [1] to improve the performance of EEG based con- 
tinuous speech recognition systems and we demonstrate that our 
method outperforms their method for larger test set vocabulary 
sizes, when trained and tested using the same data set and our 
proposed method doesn’t need additional features like acoustic 
features or articulatory features which are needed to implement 
the method described by authors in [1]. 
For future work we would like to improve the current results 
by replacing the ASR classifier model in the VAE setup with 
continuous speech recognition models like CTC or Attention 
model but that will require larger training data set with more 
number of EEG examples and data from larger number of sub- 
jects. We would also like to combine our proposed method with 
the method introduced by authors in [1] to see if that helps in 
establishing a new baseline for state-of-the-art continuous EEG 
based speech recognition. 
Finally, even though we demonstrate results only for auto- 
matic speech recognition (ASR) experiments in this paper, the 
proposed VAE model with constrained loss function can be ex- 
tended to a variety of other EEG based brain computer interface 
(BCI) applications by using other application specific loss func- 
tions instead of ASR loss in the VAE set-up. 
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