University of New Mexico

UNM Digital Repository
Electrical and Computer Engineering ETDs

Engineering ETDs

Spring 4-12-2021

Heterogeneously Integrated Photonic Modulators and HighVolume Manufacturing of Related Technologies
Nicholas Adam Boynton

Follow this and additional works at: https://digitalrepository.unm.edu/ece_etds
Part of the Electrical and Computer Engineering Commons, and the Optics Commons

Recommended Citation
Boynton, Nicholas Adam. "Heterogeneously Integrated Photonic Modulators and High-Volume
Manufacturing of Related Technologies." (2021). https://digitalrepository.unm.edu/ece_etds/505

This Dissertation is brought to you for free and open access by the Engineering ETDs at UNM Digital Repository. It
has been accepted for inclusion in Electrical and Computer Engineering ETDs by an authorized administrator of
UNM Digital Repository. For more information, please contact disc@unm.edu.

Nicholas Adam Boynton
Candidate

Electrical and Computer Engineering
Department

This dissertation is approved, and it is acceptable in quality and form for publication:
Approved by the Dissertation Committee:

Prof. Daniel Feezell

, Chairperson

Dr. Anthony Lentine

Prof. Mansoor Sheik-Bahae

Prof. Marek Osinski

Heterogeneously Integrated Photonic
Modulators and High-Volume
Manufacturing of Related Technologies

by

Nicholas Adam Boynton
B.S., Electrical Engineering, University of New Mexico, 2015
M.S., Electrical Engineering, University of New Mexico, 2017

DISSERTATION
Submitted in Partial Fulfillment of the
Requirements for the Degree of

Doctor of Philosophy
Engineering
The University of New Mexico
Albuquerque, New Mexico
May, 2021

Dedication

To my beautiful wife, Kristin. I love you, Forever & Always.

iii

Acknowledgments
First and foremost, I would like to thank my wife Kristin for her support, encouragement, inspiration, and patience throughout this journey. I would have never been
able to complete this without her, and being able to share my joy, and frustration,
with her has been vital to the completion of this work.
I also thank my family for their support, in particular my Papa Larry Navarro,
who encouraged me greatly to achieve more than I thought I could. I am appreciative
of the support my parents Victoria and John, their partners Ed and Lisa, my sister
Abbey, my cousins (primos) Leanne and Lauren and her husband Carlos, my Nina
and Uncle Ronnie, my in-laws Tony, Claudia and Leah, my nephews Emiliano, Oliver
and Randy, and my Godsons Anthony and Mateo have shown me.
A special thanks goes out to my close friends, Mikey, Danny and Kap, who
provided a much needed distraction and rest from my research.
I would like to thank my university adviser Daniel Feezell, for guiding and supporting me throughout my educational process. I would also like thank my research
advisers, Anthony Lentine, Christopher DeRose, and Michael Gehl for the encouragement, support, and thoughtful discussions which contributed greatly to my learning
experience. I thank my colleagues Nick Martinez and Ashok Kodigala for helpful
discussions during my time as a student. I am thankful and appreciative of my
colleagues Douglas Trotter, Andrew Starbuck, Andrew Pomerene, Christina Dallo,
Thomas Friedmann, Shawn Arterburn, Hong Cai, Dana Hood, Christopher Long,
Aaron Katzenmyer Forrest Valdez, Shayan Mookherjea, Scott Madaras and Patrick
Chu for their support and insight during my time as a student. Lastly I would like
to thank Mansoor Sheik-Bahae, Marek Osinski, and Mani Hossein-Zadeh for their
insight and support.

iv

Heterogeneously Integrated Photonic
Modulators and High-Volume
Manufacturing of Related Technologies
by

Nicholas Adam Boynton
B.S., Electrical Engineering, University of New Mexico, 2015
M.S., Electrical Engineering, University of New Mexico, 2017
Ph.D, Engineering, University of New Mexico, 2021

Abstract
Silicon photonics is an attractive approach to cost-effective integrated optics due
to the infrastructure established for silicon CMOS electronics. The material properties of silicon however are not ideal for optical devices. Specifically, silicon lacks
the ability to easily produce light-emitting devices due to its indirect bandgap, and
has a centro-symmetric crystal structure which does not facilitate the Pockels effect
required for linear modulation. Conversely, lithium niobate is an excellent optical
material due to its strong Pockels effect but, is a notoriously difficult material to process. One method of simultaneously overcoming the material limitations of silicon
and the fabrication limitations of lithium niobate is the heterogeneous integration of
the two platforms. In this dissertation we review an architecture which integrates
thin-film lithium niobate and silicon photonics via bonding to simultaneously address the manufacturing difficulties associated with lithium niobate, and material
property limitations associated with silicon. In this architecture, integrated systems

v

are completely fabricated in a CMOS foundry with the exception of the final bonding
step, and no etching of lithium niobate is required. An electro-optic modulator is
fabricated using this architecture and characterized.
One of the primary advantages of silicon photonics is the high-yield and highvolume manufacturing integrated systems, and as such the systematic uniformity
of devices and systems using this bonded, integrated architecture is also addressed.
Variation in the bonding surface is discussed, and mitigation strategies are implemented to improve uniformity. Characterization methods of waveguide based devices
are explored as well in order to identify systematic process variations.
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Chapter 1
Introduction and Dissertation
Overview

1.1

Optical Communication and Overview

A communication link is a system in which information is exchanged between two
points. The generator of this information is referred to as a transmitter, and the
recipient of the information is the receiver. In addition to the transmitter and receiver, a medium in which the information passes through is the third and final basic
element of a communication system. Communication links are in fact quite general
and can describe a multitude of systems, such as two people flashing lights to one
another, or even two people speaking to one another. A common communication link
with a well establish infrastructure consists of radio frequency (RF) wave transmitted through Earth’s atmosphere via satellites, and is how information is exchanged
when using cell phones for example.
This dissertation will focus on optical communication links, in which the carrier
frequencies used will be electromagnetic radiation at optical frequencies (roughly
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193 THz in the C-band). For optical communication systems, the carrier frequency
will be generated as laser light, and information will be encoded on the optical
carrier via modulation. A schematic representation of such a link is portrayed in
Figure 1.1. In general, optical communication networks support high-bandwidth
communication applications, which is implemented most famously in the Transatlantic telegraph cable. Modulation is the variation of the properties of the optical
signal, which otherwise would be a sine wave, and is how information is added to the
carrier. Three common types of modulation are when the amplitude of the optical
carrier is modulated (AM), when the frequency of the carrier is modulated (FM),
and when the phase of the carrier is modulated (PM). Other more complex modulation schemes exist, such as quadrature amplitude modulation (QAM) and pulse
amplitude modulation (PAM) but are not of focus here. Further details regarding
modulation schemes can be found in [12].

Figure 1.1: A schematic of an optical communication link.

In optical communication links, modulation can be achieved in two ways: direct
modulation of the laser source and external modulation, in which the methods of
driving the laser are unaltered. We will focus on the case of external modulation
because this method is not impacted by the laser dynamics [13] and can provide
higher modulation bandwidths. The components in our communication systems will
be limited to continuous wave (CW) lasers and Mach-Zehnder modulators as the
transmitter, photodiodes as the receiver, and optical fibers as the medium in which
the carrier propagates through.
Many communication systems do not rely on optical carriers and are used in our
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day to day life, so a fair question to ask is why would one bother building optical communication systems when other links have established infrastructure? First, optical
communication systems have higher channel capacity based high carrier frequency
(100’s of THz). As demands for higher bandwidth continue to grow, the requirement to transmit higher frequency signals becomes necessary. Existing microwave
solutions are not ideal for this purpose due to the high attenuation experienced in
microwave waveguides (such as high frequency coaxial cables) and the atmosphere
for radio communication, which scales with frequency. However by modulating an
optical carrier and transmitting it through optical fiber, the attenuation is significantly reduced, which also enables long haul links. The attenuation in optical fiber
is incredibly low, on the order of fractions of dB/km. Aside from power attenuation,
optical fibers also provide additional security to ensure that others are not intercepting the transmitted information. If an optical fiber is damaged, the receiver will
easily know. In the case of RF communication, the power can be absorbed by an
unauthorized receiver, and this is more difficult to know.
Lastly, the size, weight, and power (SWaP) is an important aspect of optical communication links. While bulky communication systems can be constructed with discrete optical components (lenses, prisms, etc.), it has been shown that many required
components can be built and integrated in micro-systems leveraging semiconductor
manufacturing. These links provide a significant reduction in size and weight, and
due to this, also a reduction in power requirements. Generally the production of
optical systems in this manner is referred to as integrated photonics.

1.2

Silicon Photonics

Silicon photonics is a field in photonics in which silicon is used as the optical medium.
By itself, silicon is not a very good optical material. It cannot be easily used to build
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light-emitting devices because it is an indirect bandgap semiconductor, and it does
not have useful non-linear effects to be used as a modulation device. However silicon
modulators can be fabricated by constructing optical waveguides out of PN junctions, where the index is modulated through carrier injection [14]. This effect is not
unique to silicon, and because this is essentially a functioning diode, the modulation
characteristics are not linear (the carrier densities in the junction are not linear with
the applied voltage). The primary interest in silicon photonics is the manufacturing
capabilities. The semiconductor processing of silicon has been incredibly well studied due to the investment in silicon CMOS microelectronics. Furthermore, many
electronics are fabricated on a thin layer of silicon above a silica or SiO2 layer, which
is ideal for the formation of optical waveguides where the silicon is the waveguide
core, and the SiO2 the cladding. This starting material is called silicon-on-insulator,
or SOI. The end result is that silicon photonics provides a low cost, high-yield photonic platform despite its material limitations. By high-yield, we are referring to the
production of devices which function the same way. Because many of the fabrication
issues are already solved, the rate at which the amount of devices grows, per year,
in a silicon photonic system is increasing faster when compared to other photonic
platforms [15], such as indium phosphide (InP) photonics. To overcome the material
limitations of silicon, heterogeneous integration of silicon photonics is considered to
be a good solution, in which III/V semiconductors are integrated with silicon to form
lasers [15], or lithium niobate integrated with silicon to form electro-optic devices [8].
Despite the material limitations of silicon, there is still great interest in silicon
photonics. In addition to lasers, the components required for photonic integrated circuits are detectors, optical processing elements (e.g., filters and multiplexers), routing
elements such as planar waveguides, and modulators. All of these components have
been fabricated on silicon photonic platforms. The field of silicon photonics began
in 1987 when the plasma dispersion effect (Soref and Bennett model) was established in theory and experiment [14], which allows modulators to be built on silicon.
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A comparison of silicon based and lithium niobate based modulators is offered in
Table 1.1. To overcome the challenges with producing high-bandwidth devices in
silicon, several communication channels are typically implemented through multiplexing/demultiplexing. Many channels are supported in silicon photonic integrated
circuits due to the ability to form high index contrast waveguides, allowing for resonant devices with small footprints [16] and also for waveguides to be placed near
one another without cross-talk. Commercial silicon photonic systems exist [17], and
several mature CMOS foundries exist allowing for research groups to design and test
photonic devices without having direct access to a CMOS foundry. Much more detail
regarding the history and other benefits of silicon photonics can be found here [17].
This dissertation will focus on the design, fabrication, and characterization of
integrated photonic modulators in which electro-optic materials are integrated with
silicon photonics. Silicon photonics relies on the well-established fabrication capabilities of CMOS technology, which opens the doors to high-volume manufacturing
(HVM) of these technologies. In Chapter 2, we will review the theory of integrated
waveguide electro-optic modulators, and in Chapter 3 we will review the design,
fabrication and experimental results of a heterogeneously integrated modulator. In
Chapter 4 we will discuss a method of improving the uniformity of the bonding
surfaces for such devices for the purpose of HVM. This is important, as the hybrid
platform has some high-yield manufacturing aspects borrow from silicon photonics,
but the bonding step is not a standard step in silicon photonics, and requires special
attention in order to realize the same yield output that silicon photonics provides.
The bonding surface is not the only parameter that experiences variation in this,
or any, photonic platform, and so in Chapter 5 we will discuss methods of characterizing other systematic process variations and mitigation strategies. In Chapter 6
we introduce a novel method for performing these characterizations, and compare
to the methods established in Chapter 5. Lastly this dissertation will be concluded
in Chapter 7 by summarizing this work and providing the steps that must be taken
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to fabricate high performance, heterogeneously integrated photonic circuits in highvolume and at a high-yield.

1.3

Overview of Heterogeneously Integrated
Electro-Optic Modulators

Electro-optic modulators are utilized as tools to convert electrical signals into optical
signals and play vital roles in optical communication networks. Lithium niobate
(LiNbO3 ) has been utilized as a platform for commercial electro-optic modulators
for decades due to its transparency at telecommunication wavelengths and strong
second-order nonlinearities (Pockels effect) [9]. Historically, weakly guiding optical
waveguides are fabricated on bulk LiNbO3 by diffusing titanium (Ti) into the Pockels
medium. Optical waveguides can also be fabricated through an annealed proton
exchange [9]. Metal, usually a thick gold film, is then deposited onto the surface
of the LiNbO3 and patterned to fabricate the RF waveguides which are typically
coplanar waveguides (CPW’s). These weakly guiding optical waveguides require
CPW’s with large gaps between electrodes and a large voltage for a given electric
field. To counteract this, most commercial devices are 50 – 150 mm long (2 – 6
inches), which makes them unsuitable for compact high-bandwidth communications
and low SWaP applications. Commercially, these types of modulators can reach 3 dB
bandwidths of 35 GHz with half-wave voltages of 3.5 V [1]. In these bulk modulators,
the electro-optic bandwidth will be limited by the electrical bandwidth of the CPW
and the mismatch of velocity between the optical and RF modes.
LiNbO3 based modulators have seen drastic improvements in performance since
the development of thin-film LiNbO3 (TFLN) technology, or LiNbO3 on insulator
(LNOI), in which a thin layer (hundreds of nanometers) of LiNbO3 is placed and
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bonded atop an SiO2 layer (typically 2 m thick), which is placed on top of a carrier
wafer whose material is LiNbO3 or silicon. Etching of LiNbO3 is a difficult task [9],
however recently research groups have achieved successful etching of TFLN resulting
in high quality optical waveguides [2–4]. By dry etching this TFLN layer, it is possible
to fabricate high index contrast optical waveguides and improve device performance
substantially by improving optical waveguide quality and allowing more control over
the group index of the optical mode. Devices based on the TFLN platform have
shown impressive performance with operating frequencies in the terahertz regime [2]
and half-wave voltages as low as 1.4 V [3]. Other groups have implemented various approaches to fabricate photonic devices utilizing the Pockels effect in LiNbO3
without needing to etch the LiNbO3 . These approaches typically involve deposition
and patterning of silicon nitride (SiNx ) and metal (typically gold) atop of a TFLN
wafer [5, 6], or fabricating waveguides and bonding TFLN to these waveguides prior
to fabricating the rest of the modulator [7, 18, 19]. A diagram of the various optical
waveguide cross sections for these electro-optic modulators is presented in Figure
1.2. While directly etching the TFLN, or deposition of RF electrodes after bonding
of TFLN offer promising performance, it does not support the manufacture of photonic integrated circuits (PICs) utilizing other photonic components (photodiodes,
compact spectral filters) and electronics.
The silicon photonics (SiP) platform on the other hand has been demonstrated to
support complex multi-channel PICs utilizing electro-optic modulators [20, 21] and
photodiodes. SiP has attractive manufacturing benefits due to the infrastructure
developed to build CMOS electronics, and additionally has a monolithic integration
capability with these electronics [22]. The ability for integration and ease of manufacturing are advantageous for PICs, but silicon unfortunately has non-ideal optical
material properties. Monolithic SiP modulators operate through the plasma dispersion effect (Soref and Bennett model) [14], in which the refractive index of silicon
is modulated by changing the carrier density within the waveguide core, and as a
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Figure 1.2: Optical waveguide configurations utilizing (a) Ti diffused waveguide
cores, utilized in [1], (b) etched TFLN waveguide cores, utilized in [2–4], and (c)
a waveguide core consisting multiple dielectric materials, which is by bonding of
TFLN and implemented in [5–8]. The dimensions in (c) are those that are used
in [8]. Reprinted with permission from [8] The Optical Society.

©

consequence, the modulation bandwidth of these modulators is fundamentally limited by the mobility of the carriers within silicon [23]. This method of modulation
additionally is nonlinear. Silicon also suffers from two-photon absorption [24] which
limits the power handling capability of silicon waveguides. This limit is typically
is not an issue in low power communications applications due to the desirability of
using low optical power levels [25] but may be a requirement in an RF photonic
application [26]. A summary of these modulators is provided in Table 1.1.
The goal here is to develop electro-optic modulators that utilize the material
properties of LiNbO3 while simultaneously leveraging the manufacturing benefits of
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Table 1.1: Comparison of reported monolithic and hybrid electro-optic modulators.
Reprinted with permission from [8] The Optical Society.

Platform
Bulk LiNbO3
Integrated LiNbO3
Integrated LiNbO3
Integrated LiNbO3
Silcon Photonic
Silcon Photonic
Hybrid SiNx /TFLN
Hybrid SiNx /TFLN
Hybrid SiNx /TFLN
Hybrid SiNx /TFLNb

Electro-optic
Half-wave voltage
bandwidth (GHz) length product (V×cm)
35
>10
a
500
3.8
100
2.2
110a
9.4
30
2.6
34
0.74
8
3
33
3.1
>106
6.7
30.6
6.67
a
Operation up to these frequencies.
b
This work.

Reference
[1]
[2]
[3]
[4]
[20]
[21]
[5]
[6]
[7]
[8]

SiP. We propose and demonstrate a SiP/TFLN heterogeneously integrated platform
in Chapter 3 which consists of fabricating SiP PICs (SiPICs) using Sandia’s CMOS
fabrication facilities and bonding a sample diced from a TLFN wafer to the smoothed
surface of the SiPIC (see Figure 1.3). Aside from utilizing the benefits from the
monolithic TFLN and SiP platforms, this approach also does not require any etching
of LiNbO3 , which while possible, is a difficult process. Even when etching of LiNbO3
is achieved, the sidewall angle and roughness can be difficult to control, revealing
significant process development surrounding LiNbO3 waveguides. SiNx waveguides
[27, 28] are also incorporated in this platform which can provide lower fiber to chip
coupling losses and remove the limitation on optical power handling capacity using
silicon waveguides, while still providing the capability of monolithic integration with
CMOS electronics. This approach enables a simplified fabrication of TFLN devices
and systems while simultaneously addressing the material limitations of silicon with
respect to modulation and power handling capacity. Other groups have built devices
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leveraging the optical material properties of LiNbO3 without the need to etch the
material [5–7,18,19,29], but these methods all require processing outside of a CMOS
foundry. Aside from high-bandwidth, efficient EOMs [2–8, 18, 19, 29, 30], modern
thin-film LiNbO3 devices include, nonlinear optics (NLO) wavelength conversion
devices [31–34] and quantum photonics devices [35–37]. There are three principal
ways in which such devices are made: etching of LiNbO3 [2–4, 18, 31, 35], deposition
and patterning of dielectric material directly on top of TFLN [5,6,32,36], and bonding
of unetched LiNbO3 to a patterned and planarized photonics chip which contains rib
waveguides for confining the mode [7, 8, 19, 29, 30, 33, 34].

Figure 1.3: A cross section of the proposed heterogeneously integrated platform
utilizing standard CMOS compatible materials bonded to pieces of TFLN. Reprinted
with permission from [8] The Optical Society.

©

In Chapter 3, we discuss the design, fabrication and characterization of a heterogeneously integrated SiP/TFLN traveling wave modulator. The fabricated devices
in this work only utilize the materials necessary to realize modulation which are
aluminum (Al) and two SiNx waveguide layers encased in SiO2 bonded to a TFLN
chip which is diced from commercially obtained TFLN wafers (see Figure 1.3). The
methodology implemented in [8] and discussed in Chapter 3 allows for complete
PIC fabrication using CMOS facilities with the exception of dicing and bonding of
a TFLN chip, which is performed at room temperature using van der Waals forces.
Because the RF and optical structures are fabricated completed in CMOS facilities,
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these TFLN modulators are the most CMOS compatible TFLN modulators to date,
as of this writing. Modulators designed on this platform do not suffer from the fundamental bandwidth limitation of depletion-mode SiP modulators or the two-photon
absorption phenomena in silicon, which would otherwise be an effect in silicon waveguides or hybrid waveguides using silicon as a core material. The fabricated 0.5 cm
long modulators discussed in Chapter 3 have electro-optic 3 dB bandwidths of 30.55
GHz and half-wave voltages of 6.67 V×cm, which is compared to the state of the art
TFLN based modulators in Table 1.1.

1.3.1

Bonding Surface Uniformity

The discussed heterogeneously integrated technologies have additional fabrication
steps outside of standard CMOS process facilities that can affect device yields. To
take full advantage of the silicon photonic manufacturing benefits, RF structures such
as coplanar waveguides (CPW’s) must be fabricated using CMOS compatible metals.
In this scenario and in general, the bonding surface of the silicon photonic chip is
polished SiO2 [7,8,19,29,30,33,34] formed through a chemical mechanical planarization (CMP) process. Although bonding of two materials can be achieved through use
of adhesives such as BCB, this generally increases the distance between the lithographically formed waveguides and bonded TFLN [38], which negatively impacts
modulation efficiency by reducing the overlap of optical power in the electro-optic
material. To ensure that there is a minimal amount of material between the TFLN
and waveguide strip, direct bonding is preferred which uses van der Waals forces,
although this type of bonding does impose stricter requirements on the smoothness
of the surfaces being bonded. For successful and strong oxide bonding, the two surfaces must be smooth (RMS roughness of less than one nm) and flat. Specifically,
there should be a minimum amount of polished SiO2 thickness variation throughout the PIC. Excess roughness will not facilitate high quality bonds, and excessive
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thickness variation will not accommodate uniform bonding for large pieces of TFLN,
resulting in un-bonded regions (voids). It can be difficult to achieve planarity and
absence of bowing and dishing when a multi-layer wafer that contains metal electrodes undergoes CMP in preparation for bonding. Conventional electrode designs
for electro-optic devices can range up to several millimeters, and result in abrupt
discontinuities in localized metal density at the boundary between electrodes and
other areas of the chip, which contain ‘fill’ or ‘dummy’ patterns in order to meet optimal metal densities to achieve uniform metal etching [39]. It has been shown that
significant polished SiO2 variations can occur during the CMP process when the
metal structures below the polished surface have varying localized density [8,40–44],
which is the scenario described. This variation in SiO2 thickness above the metal
does not provide a flat bonding surface and limits the area of bonding, and reduces
the overall yield of bonded device fabrication. In Chapter 4 we will discuss removing
the systematic bonding surface non-uniformities the engineering the metal density of
buried RF structures, and show that experimentally the performance of these devices
is unaffected.

1.4

Characterizing Optical Waveguide
Based Devices

The mass production of any photonic technologies will depend on the yield of the
fabricated devices. Leveraging semiconductor manufacturing, devices and systems
can be manufactured in incredibly high volumes, particularly when using CMOS facilities due to the established infrastructure. However, photonic devices can be very
sensitive to small variations during fabrication, and these imperfections alter device
performance [16]. Aside from changing how a device is designed to perform, this
may lead to propagation of errors throughout an integrated system. It is desirable
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Figure 1.4: A photograph of the TFLN electro-optic modulator from [8] consisting of
a diced TFLN wafer bonded to a diced silicon photonic chip. The circular fringes arise
from variation in the polished SiO2 thickness due to the non-uniform distribution of
buried metal structures, and the fringes on the bottom left of the TFLN chip indicate
the surfaces are not properly bonded in that region.

to fabricate uniform devices on a large of a scale as possible, but prior to doing this,
it is necessary to identify the sources of variation. The effective index of a guided
mode is quite sensitive to changes in the waveguide cross-sectional geometry [16], as
will be discussed in Chapter 5. This can be directly measured by analyzing resonant
cavities based on integrated waveguides. Deviations in cross-sectional geometries
in waveguides can arise from variation in film thicknesses prior to patterning the
waveguides, and also from lithographic variations. Even if uniformity is not critical,
it is imperative to be able to accurately and precisely quantify the characteristics of
optical waveguides (propagation loss, effective index and dispersion) because these
are the most fundamental building blocks for most photonics applications. Characterization of the properties of guided modes can be achieved in theory using resonant
cavities, however, as will be discussed, resonant cavities can be difficult to adequately
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characterize. Because of these challenges, it is necessary to consider other methods
of waveguide characterization.
Waveguide loss characterization has been performed in the past using several different methods. By using the cut-back method [45], propagation loss is calculated by
measuring several waveguides of different lengths and fitting a line to loss as a function of waveguide length. The slope of the fitted line then is the loss per unit length.
The difference in coupling efficiency on and off chip varies for each individual waveguide however, which contributes uncertainty to the measurement. A modification to
the cut-back method has been explored [46] which involves light being coupled into
a single waveguide and routed to an arbitrary number of waveguides using cascaded
3 dB splitters. Transmitted optical power is then measured in each waveguide by
using grating couplers and a wavelength appropriate camera. This method allows the
measurement of loss independent of the input fiber to waveguide coupling efficiency,
however because each waveguide is connected to a different grating coupler, some
uncertainty can be attributed to the light emission through each output. Waveguide
loss has also been measured through the analysis of the quality factor (Q) of microring resonators [47], which is inversely proportional to the waveguide loss. This
method does not require knowledge of the on and off chip coupling efficiency; however, for low loss (high-Q) resonators small amounts of sidewall roughness can cause
sufficient scattering to couple the resonant clockwise mode to the counterclockwise
mode. This can significantly alter the spectrum of the ring resonator [48,49], making
the extraction of Q non-trivial. More sophisticated models have been developed to
extract loss from forward and backward propagating resonant modes in [48, 50, 51]
and Chapter 5, but rely on knowledge of the ring radius which may not be known
accurately due to systematic process variations due to manufacturing [16, 52–59],
which will affect the accuracy of the extracted loss. Additionally, the intrinsic quality factor of a ring resonator includes losses from the bending of the ring, making
it more challenging to accurately extract propagation loss as it becomes difficult to
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isolate the contributions to total loss. Fringe depth in Fabry-Perot interferometers
has also been used as a propagation loss metric [60–62]. This method also is independent of fiber-coupling loss, but does require knowledge of the facet reflectivity,
which is difficult to accurately measure. Measurement accuracy using this method
has been demonstrated to be improved by using a broadband optical source and
optical spectrum analyzer rather than a narrow linewidth laser and photodiode [61].
Similarly, propagation loss of photonic waveguides can be found through analysis of
fringe depth in unbalanced Mach-Zehnder interferometers [63]. This method relies
on measuring the extinction ratio of the through and cross ports for both inputs of
the interferometer, imposing a requirement of four individual measurements. Loss
has also been investigated through analyzing light which scatters out of the waveguide at different spatial locations along the length of the waveguide [64], however
this method may be difficult to apply to low loss waveguides where the scattering
due to side-wall roughness is minimal due to improved fabrication technology.
In Chapter 6 we will review a novel waveguide characterization method using
arrayed waveguide structures and a swept-wavelength interferometer [10], in which
an interferogram is gathered to study the temporal characteristics of the arrayed
waveguides. This method removes typical coupling uncertainties that are included
in other types of measurements. We also will compare this measurement method
to ring resonators which is a common way to perform these types of measurements.
Finally we will conclude this dissertation by discussing how all of these items are
relevant to the production of bonded TFLN in Chapter 7.

15

Chapter 2
Fundamentals of Electro-Optic
Modulators
Electro-optic modulation is the transfer of electric signal to an optical carrier. In
standard communication links, the carrier wave is modulated (in amplitude, frequency or phase) with the information signal to be transmitted. Transmission of
high frequency signals is quite challenging in microwave systems due to the high
electrical attenuation that scales with frequency. While it is possible to use gain
mechanisms to compensate for this loss (e.g., repeaters), this is not an ideal solution.
The invention of low loss optical fiber was a huge breakthrough for high speed communication systems, which are capable of transmission of high speed electrical signals
via modulation of CW light. To transfer the information signal onto an optical carrier, and electro-optic modulator may be used, in which an electric signal (electric
field/voltage or current) influences the optical material properties that make up the
optical waveguide. In semiconductor materials, it is possible to change refractive
index through charge injection by the plasma dispersion effect, or Soref & Bennet
model [14]. This method of modulation relies upon constructing optical waveguides
out of PN junctions, and therefore is inherently nonlinear. Additionally power con-
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sumption is a concern using this method, as charge injection implies modulating
electrical current, although these types of devices are often operated in reverse bias
to alleviate this concern.
A more popular method of modulation leverages the linear electro-optic effect, or
Pockels effect. In this case, an optical waveguide is built using electro-optic materials,
where the Pockels effect may be leveraged [65]. This is an attractive approach to the
problem of modulation, because in Pockels material (such as LiNbO3 ), the change
in refractive index varies linearly with an applied electric field/voltage. This ensures
that the modulation of the optical modal index is linear with applied signal, which
can provide linear transfer of information onto the optical carrier. Because there is no
charge injection in this method, this is also a power efficient method of modulation.
By altering the material index of an optical waveguide, the phase of the guided
mode is modulated to realize phase modulators. These phase modulators then can
be used to build amplitude modulators by constructing interferometric devices out
of the phase modulators. In this chapter we will be reviewing the fundamentals of
electro-optic modulators and discuss common figures of merits for these devices.

2.1

Lithium Niobate Optical Material Properties

There are many materials that may be used in order to realize index modulation. In
this dissertation we will focus on LiNbO3 , which is an exceptionally well characterized
material to use for these applications due to its high electro-optic coefficient and
broadband optical transparency.
Consider a waveguide which is constructed using LiNbO3 as part of its core.
LiNbO3 is anisotropic and its refractive index for the X-cut case is
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(2.1)

where, at optical wavelengths of 1550 nm, no = 2.3 is the ordinary refractive
index and ne = 2.11 is the extraordinary refractive index. The refractive index
relates the electric field E to the electric flux density (or displacement field) D as
D = 0 n2 E, where the permittivity of free space is 0 = 8.854 × 10−12 F/m. For
other optical wavelengths, the Sellmeier equation can be used to find the ordinary
and extraordinary refractive indices. The equation has the form of [66]

n2e,o − 1 =

Cλ2
Eλ2
Aλ2
+
+
λ2 − B λ2 − D λ2 − F

(2.2)

whose coefficients are also taken from [66] and seen in Table 2.1.
Table 2.1: Sellmeier coefficients for LiNbO3

Coefficient
A
B
C
D
E
F

ne
no
2.9804 2.6734
0.02057 0.01764
0.5981 1.2290
0.0666 0.05914
8.9543 12.614
416.08
474.6

Because of the anisotropic nature of LiNbO3 , the crystal will behave differently in
different orientations. The common crystal orientations for electro-optic modulators
are X-cut or (2110) and Z-cut or (0001) [67], which are provided in the diagrams in
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Figure 2.1. The ‘cut’ of the crystal indicates what direction the optical axis lies in,
which is parallel to the z-axes in Figure 2.1. In the case of an transverse electric
(TE) polarized optical waveguide mode with electrodes on either side with a potential
difference, in the X-cut configuration, the refractive index will change by a quantity

1
e
(x, y)
∆nx = − n3e r33 ERF
2

(2.3)

Figure 2.1: An example of the different cuts of LiNbO3 . X-cut (a) requires TE
polarized light with the optical mode between two electrodes to access r33 , while in
the case of Z-cut LiNbO3 (b), TM polarized light is required with the optical mode
beneath one of the electrodes to access r33 . Figure altered from [9], 2000 IEEE.

©

where r33 is the electro-optic coefficient and is 30.1 pm/V in LiNbO3 (for TE
e
(x, y) is the distribution of the radio
polarized light and X-cut LiNbO3 ), and ERF

frequency (RF) electric field within the LiNbO3 along the extraordinary axis (zaxis). The superscript is used here to emphasize the fact that this is the field along
the direction of the extraordinary axis, which is the z-axis in Figure 2.1, as this is
the component that will interact with r33 . Although it is not used in this work, the
change in index along the extraordinary direction for X-cut LiNbO3 (also for a TE
optical mode) is

1
e
(x, y)
∆nx = − n3e r13 ERF
2

(2.4)
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where r13 is the electro-optic coefficient in Y-cut LiNbO3 for transverse magnetic
(TM) polarized light and is 8.6 pm/V. This electro-optic coefficient is not employed
here because we will be using TE light for the devices presented in Chapter 3, and in
our configuration the electric field will be polarized along the extraordinary axis only
in the X-cut configuration so that we can access the largest electro-optic coefficient in
LiNbO3 (r33 ). In general, the orientation or ‘cut’ of LiNbO3 dictates what direction
the optical mode will be polarized in. In order to access the high r33 , the externally
e
(x, y)), and the electric field of the optical mode should
applied electric field (ERF

align with the extraordinary access of the crystal. This is why in Figure 2.1, for the
case of Z-cut LiNbO3 , the optical waveguide is placed below the electrode. In this
orientation, the optical mode should also be polarized in the TM direction as well,
to ensure that more of the electric field in the optical mode ‘sees’ the change in index
along the extraordinary direction.
It is worth noting that through deriving the index ellipsoid under influence of
electric field for LiNbO3 , one finds that the refractive index changes in all directions:
not just along the extraordinary direction [68]. The change in index in the other
directions is ignored due to the fact that the mode is dominantly polarized along in
the extraordinary direction, and the change in index along these directions will be
smaller as well.

2.2

Integrated Waveguide Phase Modulators

In general, an electro-optic modulator is formed by transmitting light through an
electro-optic material, and applying a time variant external electric field. By applying
an electric field to the material in which the light is passing through, the material
index of the electro-optic material is changed, therefore changing the accumulated
phase. Under no external field, the accumulated phase after propagating through a
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material of physical length L is

L

Z

Z

L

βdz

k0 ndz =

φ=

(2.5)

0

0

where φ is the total accumulated phase of the light wave at the end of the material,
k0 is the free space wave number, n is the refractive index of the material, and β
is the propagation constant of the guided mode. What we are ultimately interested
in is how we can change this accumulated phase in order to transfer information to
the optical domain, which we accomplish by using these phase modulators as arms
of an interferometer. By changing the refractive index that the guided mode travels
through by an amount ∆n, we find that

Z
∆φ =

L

Z
k0 ∆ndz =

0

L

∆βdz

(2.6)

0

where the accumulated phase changes by an amount ∆φ due to the change in
propagation constant ∆β.
Traditionally these devices are made from a bulk material with Ti diffused waveguide (low index contrast with large optical modes), are pigtailed to fiber connectors,
and commercially available as standalone devices [1]. For the purpose of clarity we
will only focus on devices with lithographically formed waveguides, which improve
the index contrast and yield more confined modes, as opposed to ‘bulk’ devices, because this is the most commonly applicable device to photonic integrated circuits
(PIC’s), which is the focus of this work.
For integrated waveguide devices, we must first establish some governing equations as well as the constituent waveguide parameters. Light is simply electromagnetic radiation, and therefore to understand the behavior of light in a waveguide we
look towards the electromagnetic wave equation.
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∇ × ∇ × e(x, y, z) − (x, y, z)

1 ∂2
e(x, y, z) = 0
c2 ∂t2

(2.7)

Here e(x, y, z) is the electric field solution to the wave equations given the boundary conditions defined by the spatial distribution of the relative dielectric constant,
(x, y, z), and c is the speed of light in vacuum. We neglect loss and other sources
in Equation (2.7) and assume nonmagnetic materials (µ = 1), which is the case for
the work presented in this dissertation. This partial differential equation will supply
most of what we need, and to develop intuition to the physics, we will further simplify the problem by assuming the electric field that satisfies the above equation is
of the form

e(x, y, z) = E(x, y)ej(βz−ωt)

(2.8)

In Equation (2.8), ω is the angular frequency of the wave and β is the propagation
constant. These assumptions physically state that the solution to the wave equation
is invariant in the direction of propagation, which is defined here to be z. We also
assume the boundary conditions given by (x, y, z) are invariant along the direction
of propagation. This is the definition of an optical mode, which is a solution to
the electromagnetic wave equation with a non-variant field distribution along the
direction of propagation. The wave equation can then be expressed as



∇2t E(x, y) + n2 (x, y)k02 − β 2 E(x, y) = 0

(2.9)

where k0 is the free space wavenumber. To arrive at this equation, one must make
the assumption that ∇(∇ · e(x, y, z)) is zero. This term is not strictly zero generally,
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namely at step boundaries between waveguide core and cladding, but it is typically
sufficiently small to make this a valid approximation [69].
The solutions for Equation (2.9) are typically found through utilization of numerical methods such as finite difference time domain (FDTD) or finite element method
(FEM) solvers. Using numerical methods, the electric field distribution e(x, y, z) is
found as well as the modal index, or effective index, nef f . The propagation constant
is related to the free space wavenumber and effective index as β = nef f k0 . Rather
than attempt to solve these equations analytically, we will consider a small change
in the refractive index distribution n → n + ∆n, which results in a change in propagation constant β → β + ∆β. For a small perturbation, the electric field distribution
will be roughly the same as in the unperturbed waveguide. Under these conditions,
Equation (2.9) can be expressed as



∇2t E + (n2 + 2n∆n)k02 − (β 2 + 2β∆β) E = 0

(2.10)

where the ∆n2 and ∆β 2 terms are ignored because we are assuming ∆n is a small
perturbation. The spatial dependence of the electric field and refractive index have
been remove for clarity but are implicit from here forward. By distribution, and
using Equation (2.7), this can be further reduced to

n∆nk02 E = β∆βE

(2.11)

Finally after dot multiplying each side of Equation (2.11) by the complex conjugate electric field E ∗ and integrating over the waveguide cross section yields

k02
∆β =
β

R
EOR

n∆n|E|2 ds
|E|2 ds
∞

(2.12)
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The numerator is only integrated over the electro-optic region, because ∆n is
zero outside of it. Now that we have a generalized expression for the change in
propagation constant, we can begin to consider the total accumulated phase along
the length of a modulator. Substituting Equation (2.3) into Equation (2.12), we find
the change in propagation constant for a guided mode in a waveguide modulator is
expressed as

n4e r33 k02
∆β = −
2β

R
EO

e
(x, y)|E|2 ds
ERF
R
|E|2 ds
∞

(2.13)

Using this expression, we will derive some constituent parameters for electro-optic
modulators in the next sections, namely the half-wave voltage, which is a measure of
modulation efficiency, and the electro-optic bandwidth. This expression typically is
expressed in terms of the modal index nef f , and for completeness we use the identities
β = k0 nef f to arrive at

∆nef f

2.2.1

n4 r33
=− e
2nef f

R
EO

e
(x, y)|E|2 ds
ERF
R
|E|2 ds
∞

(2.14)

Half-Wave Voltage

The half-wave voltage, or Vπ , is one of the constituent parameters for electro-optic
modulators. It quantitatively describes what voltage must be applied to the modulator in order to achieve a phase shift of π in the modulation region, and is a direct
measurement of the modulation efficiency. For amplitude modulators, this is exactly
how much voltage is required to transition from minimum optical transmission to
maximum transmission (or a phase shift of π), where the difference between maximum and minimum transmission is referred to as the extinction ratio. In practical
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optical communication links, it is desirable to maintain a large extinction ratio and
a small Vπ . This ensures that the modulator can operate with well defined, open eye
diagrams (high extinction ratio), while remaining energy efficient.
To derive the half-wave voltage we begin with plugging Equation (2.6) into Equation (2.13) to arrive at

L

Z
|∆φ|=
0

n4e r33 k02
2β

R
EO

e
(x, y)|E|2 ds
ERF
R
dz
2 ds
|E|
∞

(2.15)

where the change in propagation constant is integrated over the length of the
modulator region. In principle, the terms can vary along the direction of propagation,
but in practice the modulator is designed such that the integrated waveguide crosssection in the modulation region is constant along the length of the modulator,
reducing Equation (2.15) to

|∆φ|= L

V
GCP W

n4e r33 k02
2β

R
EO

F (x, y)|E|2 ds
R
|E|2 ds
∞

(2.16)

e
where the identity ERF
(x, y) = F (x, y)V /GCP W is used, where F (x, y) is the

normalized applied RF electric field distribution (not from the optical mode) in the
electro-optic material with an applied electric potential V across metal electrodes
separated by a distance of GCP W . The subscript of CPW is used because this distance
is typically the gap between electrodes in a coplanar waveguide, which will ultimately
be used to guide the RF mode in the modulator.
To find the half-wave voltage Vπ , we will set the magnitude of the accumulated
phase in Equation (2.16) to π and solve for the applied voltage. Doing this and
simplifying the expression provides
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1 λ0 GCP W nef f
Γ Ln4e r33

(2.17)

ERF (x, y)|E|2 ds
R
|E|2 ds
∞

(2.18)

Vπ × L =
where

R
Γ=

EO

The factor Γ is a measure of the overlap between the optical mode and applied
external electric field in the electro-optic material. Note that in the case of the
weakly guiding titanium diffused waveguides used in ‘bulk’ modulators, nef f = ne .
The expression in Equation (2.17) is then reduced to

Vπ × L =

1 λ0 GCP W
Γ Ln3e r33

(2.19)

which is commonly offered in textbooks [70] and older research articles [65].
Because the accumulated phase can ultimately be increased by simply having
longer modulators, the standard metric of modulation efficiency is the half-wave
voltage length product and is usually expressed in units of volt centimeters. From
Equation (2.17) it is clear that Vπ × L can be decreased by increasing the overlap of
the interaction between the external field distribution and optical mode within the
electro-optic material (i.e., Γ). In integrated LiNbO3 waveguides, only part of the
core consists of the electro-optic material. Some designs utilize LiNbO3 as the entire
waveguide core [3] while other hybrid waveguides consist of more complex waveguide
cores [8, 71]. Therefore increasing the quantity Γ can be a difficult engineering task
depending on the materials used. For modulators utilizing un-etched thin film lithium
niobate (TFLN) [8, 71], the waveguide must be carefully designed to optimize the

26

Chapter 2. Fundamentals of Electro-Optic Modulators

factor Γ while ensuring the mode remains guided, which requires that some of the
optical power remains outside of the TFLN. Other takeaways from Equation (2.17)
include the wavelength dependence of the half-wave voltage. As the wavelength
gets smaller, so does Vπ × L, which is an intuitive result as the interaction per
optical wavelength length increases. Additionally from Equation (2.17) it is clear
why LiNbO3 is an ideal material for modulators, as the higher the Pockels coefficient,
r, is, the higher the modulation efficiency becomes.

2.2.2

Electro-Optic Bandwidth

In this section we will focus on the derivation of the expressions governing the frequency response of electro-optic modulators and their implication. We will assume
that the cross-section of the integrated waveguide in the modulation is constant along
the length of the modulator and begin with an expression for the traveling wave on
an RF waveguide, appropriate because high speed modulators utilize RF waveguides
to transfer the electrical signal onto the optical carrier to realize high speed operation. The relationship of RF wavelength on a modulator of a given length is shown
in Figure 2.2, where it can be seen that the electrical wavelength is smaller than the
overall modulator length at sufficiently high frequencies. In this scenario it is appropriate to abandon the lumped element analysis developed through circuit theory and
implement RF engineering techniques for the design of the transmission lines [70,72].
In general, the voltage on a transmission line propagating along z, at angular
frequency ω = 2πf is expressed as



V (ω, z, t) = V + e−γ(ω)z + V − eγ(ω)z ejω(t0 +z/vg )

(2.20)

where V + and V − are the initial amplitudes of the forwards and backwards
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Figure 2.2: Distribution of an RF wave on a transmission line of 1 mm length at
different frequencies. Note that at lower frequencies, the voltage does not vary much
over (is nearly constant) the length of 1 mm, however when the frequency increases
the signal begins to have oscillatory behavior. It is in this regime that it becomes
necessary to consider the wave nature of the signal on the transmission line as opposed
to treating it as a lumped element.

propagating wave respectively, and γ is the complex RF propagation constant and
is expressed as

ω
γ(ω) = α(ω) + j nRF (ω)
c

(2.21)

where α is the loss coefficient of the RF mode, nRF (ω) is the frequency dependent
effective index of the RF mode, and c is the speed of light in a vacuum.
Note that Equation (2.20) is expressed in terms of the optical group velocity (vg ),
and t0 is the time the optical wavefront enters the modulation region. Equation (2.20)
is expressed in these terms so that we can develop relations between the electrical and
optical modes. It is necessary to use the group velocity of the guided optical mode,
vg , because once the light becomes modulated it is no longer monochromatic. The
attenuation of the guided RF mode, α, consists of dielectric losses, conductive losses,
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and radiative losses at high enough frequencies. Dielectric loss increases linearly with
frequency, conductive losses increases as the square root of frequency, and radiative
losses increase as the frequency cubed. The effective index of the guided RF mode
(nRF (ω)) has a dependence on frequency as well due to dispersion. The amplitudes of
the forward and backward propagating waves, V + and V − depend on the impedance
matching conditions between the transmission line characteristic impedance, Z0 , the
load and generator impedance, ZL and ZG , the reflection coefficient from the load
and generator, ΓL and ΓG , the overall modulator length L and the voltage wave
amplitude VA .

V+ =

Z0
1
VA
−2γ(ω)L
1 − ΓL ΓG e
Z0 + ZG

(2.22)

V− =

Z0
ΓL e−2γ(ω)L
VA
−2γ(ω)L
1 − ΓL ΓG e
Z0 + ZG

(2.23)

In developing formalism for the frequency response, the characteristics of the
RF mode will become significant. As discussed in the previous section, the voltage
(electric field) is used to transfer the signal to the optical carrier. As the attenuation
increases in the RF mode, less of the electrical signal can be transferred to the
optical carrier. Because we are interested in high frequency operation and will be
considering the wave nature of the guided RF wave, the velocity of the RF mode
will be a significant design concern. Significant velocity mismatch between the RF
and optical modes can have the effect of ‘undoing’ the phase accumulation in the
modulator region and ultimately can negatively impact the frequency response.
Each of these points will be described in detail but first, in order to understand the
implication of the frequency response in traveling wave modulators, we will develop
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some formalism by substituting Equation (2.20) into our expression for change in
accumulated phase, ∆φ.

Z
n4e r33 π jωt0 L  +
∆φ(ω) =
Γe
V exp[−α(ω)z + jω(1/vg − 1/vRF )z]
nef f
0
+ V − exp[α(ω)z + jω(1/vg + 1/vRF )z] dz

(2.24)

where vRF is the phase velocity of the RF mode and vg is the group velocity of
the optical mode. After integration, this expression can be reduced to



∆φ(ω) = A V +

exp[−α(ω)L + jω(1/vg − 1/vRF )L] − 1
(2.25)
−α(ω)L + jω(1/vg − 1/vRF )L

− exp[α(ω)L + jω(1/vg + 1/vRF )L] − 1
+V
α(ω)L + jω(1/vg + 1/vRF )L

where

A=

n4e r33 π jωt0
Γe
nef f

(2.26)

From Equation (2.25) it is more clear how the electrical attenuation and velocity
mismatch effects the overall frequency response of the electro-optic modulator by
considering only the forward propagating RF mode. This is valid to gain intuition as
the modulators are typically designed to be impedance matched to the load forcing
V + >> V − . Clearly as attenuation increases, there will be less RF signal to transfer
to the optical carrier. The effect of attenuation on frequency response is shown in
Figure 2.3.

In addition to RF attenuation, the effects of velocity matching is a concern at
sufficiently high frequencies (as the RF wavelength approaches the length scale of
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Figure 2.3: Effects of electrical attenuation on the shift in propagation constant along
the length of an integrated waveguide modulator. The RF waveform loses power as
it propagates along the transmission line/modulator (top), directly corresponding to
a reduced amplitude of localized phase shift (bottom). Recall that the accumulated
phase shift is the integral of the curves on the bottom.

the modulator). If there is a mismatch in the propagation of the two electromagnetic
waves, with respect to the RF wave, the optical wavefronts will propagate ‘along’
the RF wave amplitude. The non-constant variation in optical phase is detrimental
to the accumulated phase at the end of the modulator, as depicted in Figure 2.4,
ultimately impacting bandwidth. At sufficiently high velocity mismatches, the optical wavefront will experience a variation in the externally applied field, and the
total accumulated phase can be greatly reduced. Typically the RF phase velocity is
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slower than the group velocity of the optical mode due to the dispersion properties
of materials. Velocity matching can be achieved through design of the optical waveguide (waveguide materials), or similarly through design of the RF CPW. By utilizing
a dielectric stack with materials with smaller dielectric constants, such as air, the
group RF phase velocity can be reduced to better match the group velocity of the
optical mode. It is also worth noting that perfect velocity matching is not possible
to achieve over a wide range of frequencies again due to the dispersion relations.
The constituent parameters in Equation (2.25) can be calculated through numerical methods (FDTD or FEM softwares such as COMSOL or Lumerical). This generally is necessary due to the complex structures that integrated waveguide electrooptic modulators are made of. The simulated electro-optic bandwidth for a modulator with similar structure in [8] is seen in Figure 2.5. The measurement of this
bandwidth is schematically depicted in the same figure.

2.3

Mach-Zehnder Modulators

Thus far we have discussed how to utilize the electro-optic property of LiNbO3 to
achieve phase modulation, and how to quantify the efficiency of this modulation
and its frequency response. In this section we will discuss how to use these foundations to produce amplitude modulation by building the Mach-Zehnder modulator
(MZM), which is simply a Mach-Zehnder interferometer (MZI) whose arms consist
of the phase modulators discussed in the previous section. The MZM schematically
illustrated in Figure 2.6. The required 3 dB (50%/50%) couplers for integrated photonics are typically multi-mode interference (MMI) devices, directional, adiabatic,
and Y-branch couplers.
In this configuration, when the unmodulated input light, I0 is injected into one input port while no light is injected into the second. Amplitude modulation is achieved
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Figure 2.4: Effects of velocity mismatch on the shift in propagtion constant along the
length of an integrated waveguide modulator. The RF waveform is not impacted here
(top), but the shift in propagation constant is affected (bottom). Again recall that
the total phase shift is the integral of the bottom curves. As the velocity mismatch
increases, the local phase changes signs, directly reducing the accumulated phase
shift.

at both the through and cross output ports as depicted in Figure 2.6, and the light,
and the modulation in these ports is complementary. We will show this through deriving the spectral characteristics of an MZI using spatial coupled mode theory. We
will consider three reference planes: amplitude of light after the first 3 dB coupler (i),
light after the modulation region (ii), and light after the second 3 dB coupler (iii).
For this derivation we will need the relationship between the inputs and outputs of a
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Figure 2.5: Modeled electro-optic frequency response for a 5 mm long modulator
limited by attenuation, and a modulator limited by velocity mismatch (a), and an
example measurement schematic showing a standard method of characterizing the
frequency response (b). The curves in (a) assume that the characteristic impedance
of the transmission line is 50 Ω throughout the spectrum, which is generally not true,
but used here to more clearly show the attenuating mechanisms of electrical attenuation and velocity mismatching in these modulators. In the case of zero attenuation
and perfect velocity matching, the response would simply be a flat line at 0 dB and
the modulator would have infinite bandwidth.

3 dB coupler. For simplicity we will consider symmetrical directional couplers such
that the waveguide cross-sections in the upper and lower arm of the interferometer
in Figure 2.6 are the same, and therefore have the same propagation constant β. In
this case, the directional coupler will have two electric field inputs (Ain and Bin )
and two outputs (Aout and Bout ), where A is used to refer to the field upper arm
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Figure 2.6: Schematic representation of a MZM. The electrical signal is applied to
in the ground-signal-ground configuration to achieve amplitude modulation in both
output ports. The port directly across from the input is defined as the through port
while the other port is defined as the cross port.

and B refers to the field in the lower arm. The coupled mode theory describing the
relations between these fields are [73]

Aout = Ain cos κl − jBin sin κl

(2.27)

Bout = −jAin cos κl + Bin sin κl

(2.28)

where κ is the mode coupling coefficient between waveguides, and l is the coupling
√
length. For a 3 dB coupler, κl = π/4, so then we have cos κl = 1/ 2 and sin κl =
√
1/ 2. With this formalism we can begin to describe the inteferometer in Figure 2.6
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by only considering light of intensity I0 being injected into one input of the device
while the other input has no source of excitation. After the first 3 dB coupler, using
Equations (2.27) and (2.28), the electric fields in the upper and lower arm of the
MZI are

r
Ai =

I0
2

r
Bi = −j

(2.29)

I0
2

(2.30)

The next region has no coupling, and the only change is in the phase for the
waves traveling in the interferometer arms. Accordingly, this is expressed as

r
Aii =

I0
exp[−jβL − ∆φ]
2

r
Bii = −j

(2.31)

I0
exp[−jβL + ∆φ]
2

(2.32)

where ∆φ is the change in phase arising from the externally applied electric field,
and L is the length of the modulator region. By using Equations (2.31) and (2.32)
as the input for the a 3 dB coupler, we can calculate the output fields as

Athrough = Aiii = −j

Bcross = Biii = −j

p

I0 e−jβL sin ∆φ

p
I0 e−jβL cos ∆φ

(2.33)

(2.34)
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Finally by squaring these fields we are left with the intensity exiting each arm of
the MZM.

Ithrough = I0 sin2 (φ0 + ∆φ)

(2.35)

Icross = I0 cos2 (φ0 + ∆φ)

(2.36)

The identities sin x = −j[exp(jx) − exp(−jx)]/2 and
cos x = [exp(jx) + exp(−jx)]/2 are used for simplification.
The phase term φ0 is included in Equations (2.35) and (2.36) to account for the
bias point of the modulator, which will help us to ensure linear modulation by setting
φ0 = π/4. In this case, the Taylor series for Equations (2.35) and (2.36), for small
∆φ, is


Ithrough ≈ I0


Icross ≈ I0


1
+ ∆φ
2

(2.37)


1
− ∆φ
2

(2.38)

Note that at the bias point of φ0 = π/4, or integer multiples of π/4, both the
cosine and sine function are at the most linear point in their respective transfer functions. The transmission through each output of the MZI is plotted in Figure 2.7
to illustrate this point. This bias can be set through an applied DC voltage, or by
setting an appropriate optical wavelength in the case of the unbalanced interferometer. At sufficiently high applied RF signals (large ∆φ), the modulation will begin to
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occur outside of the linear portion of the sine and cosine transfer functions, which
results in non-linear modulation (i.e., generation of frequencies that do not belong
to the driving signal).

Figure 2.7: The intensity transmission through the outputs of an MZI. Note that
from this figure, it is clear that modulation around the intersection of the two curves
(where the phase is π/4) will result in linear modulation through each port.

Therefore linear amplitude modulation can be achieved using the MZM. Now
we have the modulated optical intensity in the small signal regime being directly
proportional to what is essentially the applied RF voltage. The fact that the applied
voltage or field modulates optical intensity can cause some confusion, particularly
with the definition of bandwidth, and the next paragraph clarifies this point.
In Figure 2.5, there is an RF signal driving the link, and at the end an RF signal
is measured. In this measurement scheme, the optical power being measured is
directly proportional to |∆φ(ω)| (from Equations (2.37) and (2.38)), and therefore is
proportional the applied RF voltage or field. However, the RF power being measured
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is proportional to the optical power squared, since the photocurrent is linear with
optical power, and the RF power scales as the photocurrent squared. Then, the RF
power being measured is actually |∆φ(ω)|2 . The bandwidth for many applications
is defined as the point in frequency in which the frequency response becomes half of
the DC response (3 dB down), and the bandwidth for electro-optic modulators (and
electro-optic links in general) must be appropriately defined and handled. In some
applications, the optical 3 dB bandwidth of interest is the optical bandwidth, which
defined as


10 × log10

∆φ(f )
∆φ(0)


= −3dB

(2.39)

In the link depicted in Figure 2.5, the RF power is being measured, and in this
case what we care about is the electrical bandwidth, which is defined as

10 × log10

∆φ(f )
∆φ(0)

2

!
= −3dB

(2.40)

The optical bandwidth is always larger than that of the electrical bandwidth and
so it is important to understand the context of the measurement and applications
when performing characterizations and interpreting data. We will always be referring
to the electrical 3 dB bandwidth when discussing bandwidth in this dissertation.
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Chapter 3
Heterogeneously Integrated
Electro-Optic Modulators
Silicon photonics is a platform enabling densely integrated photonic components and
systems, and supports the integration with CMOS microelectronic circuits. Depletion mode modulators designed on this platform suffer from a fundamental frequency
response limit due to the mobility of carriers in silicon. Lithium niobate based modulators have demonstrated high performance but is a difficult material to process,
and cannot be easily integrated with other photonic components such as photodiodes
and lasers, along with CMOS electronics. In this chapter, we discuss the design and
characterization of a modulator that simultaneously take advantage of the benefits of
silicon photonics (e.g., established infrastructure, cost of manufacturing, high-volume
manufacturing, etc.) and the Pockels effect in lithium niobate by heterogeneously
integrating silicon photonic integrated circuits with thin-film lithium niobate. We
experimentally demonstrate a highly CMOS compatible thin-film lithium niobate
modulator which has electro-optic 3 dB bandwidths of 30.6 GHz and half-wave voltages of 6.7 V × cm. A comparison of these results to both silicon photonic modulators
and other TFLN modulators is provided in Table 1.1 These modulators are fabri-
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cated entirely in CMOS facilities with the exception of the bonding of a thin-film
lithium niobate sample post fabrication and requires no etching of lithium niobate.

3.1

Modulator Design and Fabrication

The finalized hybrid device is an amplitude modulator in the Mach-Zehnder configuration. It consists of two phase modulators as the arms of the Mach-Zehnder
modulator (MZM) in a push-pull configuration to reduce the half-wave voltage, Vπ .
Each of the phase modulators that make up the arms of the Mach-Zehnder modulator (MZM) consist of two layers of SiNx waveguides; one of which serves to route
the guided optical mode beneath the TFLN region to avoid optical loss to reflection
at the air/TFLN interface (which here is referred to as the bus waveguide), and the
other is a hybrid waveguide whose guided mode resides in the TFLN as well as the
SiNx in order to take advantage of the Pockels effect in the TFLN while maintaining
a guided mode.

3.1.1

Vertical Adiabatic Couplers

Light is transferred between the top and bottom SiNx waveguide layers via two

µ

µ

overlaying 250 m linear tapers, with a minimum width of 0.2 m and a maximum

µ

µ

width of 1.2 m. The top layer waveguide additionally tapers out from 1.2 m to

µ

µ

1.6 m over a 100 m distance. A schematic of the two-layer SiNx waveguides used
in the arms of the MZM, along with the evolution of a guided mode through such a
structure, is displayed in Figure 3.1. The two-layer waveguide structure is necessary
to simultaneously achieve optimal optical transmission across the device and high
overlap of the optical mode with TFLN. A single waveguide layer device would
result in either poor optical transmission due to losses at the air/TFLN interface, as
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indicated in Figure 3.1, or poor modal overlap with the TFLN, resulting in non-ideal
half-wave voltages.

Figure 3.1: Perspective schematic (not to scale) of the heterogeneously integrated
SiP/TFLN phase modulators and corresponding evolution of optical power distribution through the structure, where light enters through the i) bottom 300 nm thick
Si-rich SiNx waveguide, ii) propagates underneath the TFLN/air interface, and iii)
couples up to the hybrid SiNx /TFLN waveguide using 250 m long tapers in each
waveguide layer. The SiNx and TFLN thicknesses are 225 nm and 200 nm respectively. Light couples out of the phase modulator region in the reverse fashion. (b)
Simulated optical loss at the air/TFLN interface for the implemented bi-layer waveguide structure and a single waveguide structure as a function of waveguide width.
Reprinted with permission from [8] The Optical Society.

µ

©

The vertical coupler utilized in this device is necessary to reduce optical loss,
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and the operational physics can be described through spatial coupled mode theory.
This is the same approach taken to describe devices such as codirectional couplers,
switches, and the Mach-Zehnder modulator in Chapter 2. Here we will outline some
general design rules to provide intuition for these devices, and discuss how they are
designed for this modulator. As mentioned, we implement vertical couplers for the
purpose of loss mitigation, however these devices are of great interest to multi-layer
integration of photonic devices [74] to assist with dense and complex layouts.
These couplers rely on two mechanisms for functionality. The most basic concern
is ensuring that the fundamental mode is transferred from one waveguide to the other.
This is sometimes referred to as the adiabatic condition, however strictly speaking
the adiabatic approximation states that variation in the translational direction is
slow enough that there is negligible change in the power carried by the mode [69].
To understand our vertical coupler, we begin by calculating the effective index of the
fundamental mode in the hybrid and bus waveguides independent of one another,
which depicted in Figure 3.1. These simulations are the unperturbed waveguides
which only include one waveguide, which isn’t the case in the coupler, but serves as
an excellent starting point, and are accomplished using 2D mode solvers (Lumerical).
The goal is to make sure that over the length of the coupler, the fundamental mode
begins in one waveguide, and ends up in the other waveguide at the end with minimal
loss. This is ensured when the effective index of the guided mode is continuous across
the coupler length. If this is not the case, then reflections can be expected, directly
impacting the coupling efficiency. Here, as mentioned, the effective index in each
waveguide is varied by changing the waveguide width, which is linearly changing
along the direction of propagation. The curves showing effective index as a function
of coupling distance is shown in 3.2.
Notice that in the the case of 150 nm and 200 nm TFLN, the index curves
intersect, showing that the fundamental mode can transfer from one waveguide to
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Figure 3.2: Effective indices for fundamental TE modes in the hybrid and bus waveguides for as a function of coupling distance for TFLN thicknesses of 150 nm (a), 200
nm which is used in this device (b), and 250 nm. The TFLN slab mode index is
also depicted. As the coupler length gets larger, the SiNx strip width in the hybrid
waveguide gets larger, while the bus waveguide width gets smaller.

the other. This is not the case when the TFLN film is increased to 250 nm, as
the highest index in the bus waveguide can never be as large as the smallest index
of the hybrid waveguide. This restricts the thickness of TFLN that can be used
in the modulator design and directly affects the modulator performance, as will be
discussed in Chapter 7. Thicker films can be used through thinning of the TFLN
in the vertical coupler area, or by using thicker bus waveguides, although higher
order modes become a design consideration in this case. Different materials as the
waveguide core with higher material indices can also be considered for the same
effect, for example silicon.
Aside from the effective index aspect, the other important design consideration
is the modal overlap between the waveguides. This is frequently quantified as the
coupling coefficient (κpq ), which has various definitions in the literature. Here we
consider the expression as Equation (3.1) taken from [73].

κpq


R∞ R∞
ω0 −∞ −∞ n2 (x, y) − n2q (x, y) E ∗p · E q dxdy

= R∞ R∞
∗
∗
u
·
E
×
H
+
E
×
H
z
p
p
p
p dxdy
−∞ −∞
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The subscripts p and q indicate the modal solutions to the unperturbed waveguides p and q. n(x, y) is the index distribution for the system containing both
waveguides, while n(x, y)q is the index distribution in the unperturbed q waveguide.
ω is the angular frequency of the electromagnetic radiation, 0 is the permittivity
of free space, and uz is the unit vector in the direction of wave propagation. For
the case of this vertical coupler, the bus waveguide would be waveguide p, and the
hubrid waveguide would be waveguide q, and the coupling coefficient κpq describes
the coupling coefficient from the bus waveguide to the hybrid waveguide. We won’t
get into too much detail in this, but rather use the qualitative information in Equation (3.1) to develop some intuition for the vertical couplers. As mentioned there are
several different forms of the coupling coefficient, and the common factor is the fields
in the unperturbed waveguides interacting with each other, which is seen as the dot
product in Equation (3.1). Although the waveguides modes considered are calculated
independently, they are calculated using the same spatial references. Therefore it is
clear that as the waveguides become more separated in space, there will be less interaction. Or mathematically speaking, the dot product in Equation (3.1) is reduced,
directly reducing the coupling coefficient. This is an intuitive result, as it doesn’t
seem realistic that these couplers can function if the distance between waveguides is
too great.
Now that these two design rules are established, the full vertical coupler can
be simulated using FDTD methods, or eigen-mode expansion solvers, which is much
faster. In this work linear tapers were used as a conservative design choice, along with

µ

the long coupling length of 250 m. Other geometries may provide more efficient
coupling over shorter lengths, but may be more difficult to fabricate (exponential
tapers for example).
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3.1.2

Silicon Photonic Fabrication

These devices are fabricated using Sandia’s microsystems engineering, science and

µ

applications (MESA) complex. The starting materials are 3 m of thermally grown
SiO2 atop of high resistivity (> 1000Ω×cm) silicon wafers, which are used to minimize attenuation of the RF mode (due to dielectric loss). A metal stack is deposited
on top of the thermally grown SiO2 , which consists of Ti/TiN/AlCu/TiN with a
total thickness of 870 nm is patterned to form the CPWs. The conductivity of this
metal stack is 2.61×107 Ω−1 m−1 . High density plasma (HDP) oxide is deposited and
a chemical-mechanical planarization (CMP) step is utilized to provide a flat surface
a target of 350 nm above the metal circuit. Then, a 300 nm thick silicon rich plasma
enhanced chemical vapor deposition (PECVD) SiNx film [28] with a material index
of 2.11 (at 1546 nm) is deposited and patterned to form the bottom waveguide layers.
A second layer of HDP oxide is deposited and another CMP step is utilized to achieve
a target thickness of 375 nm of SiO2 above the bottom waveguide layer in an effort
to improve coupling efficiencies between top and bottom waveguide layers. A second
PECVD SiNx film, with a material index of 1.91 (at 1546 nm) and a thickness of 225
nm is deposited atop this smooth SiO2 surface and patterned before another HDP
oxide deposition. The SiO2 layer above the top waveguide layer is planarized using
a final CMP step such that there is a targeted SiO2 thickness of < 100 nm above the
top waveguide layer, however this is difficult to control in the CMP process and the
measured thickness of SiO2 above the top waveguide layer is 123 nm (via analyzing
an SEM of a device cross section). This is a nominal value for this SiO2 thickness,
however there is expected to be non-uniformities in the thickness of the polished SiO2
throughout the wafer due to CMP variations, which will be discussed in more depth
in Chapter 4. Minimizing the amount of SiO2 above the top waveguide layer helps
ensure that more of the guided mode will reside in the TFLN as well as the SiNx ,
which directly improves the efficiency of the modulator (i.e. lowers Vπ ). Openings in
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the oxide are patterned and etched for access to the fabricated RF structures. This
planarized SiO2 surface will then be the bonding surface in which the diced X-cut
TFLN chips will be bonded to.

3.1.3

Bonding

The bonding of the TFLN chips to the SiP samples is accomplished at low temperatures, where the bonding process is realized through van der Waals forces [7]. This
occurs when two sufficiently smooth surfaces are placed within very close proximity
to each other (within angstroms) using force [75]. The two bonding surfaces are
the TFLN surface, and the planarized SiO2 surface of the SiP sample. The TFLN
bonding samples are diced from commercially obtained TFLN wafers (NanoLN) and

µ

µ

consist a 500 m thick handle wafer consisting of X-cut LiNbO3 with a 2 m oxide
layer and a nominal 200 nm thick TFLN layer (also X-cut). TFLN wafers utilizing
high resistivity silicon as the handle material are also commercially available. In
order to achieve quality bonds, the surfaces to be bonded must be very smooth.
The bonding surface of the silicon photonic sample is planarized using CMP steps to
have a targeted root-mean square (RMS) roughness of less than 1 nm and is nominally 0.96 nm. This is characterized using atomic force microscopy (AFM) methods.
There are no polishing or planarization steps performed on the TFLN chips. The

°

two samples are cleaned using an SC1 clean (H2 O:H2 O2 :NH4 OH, 60:4:1 at 40 C with
a 75 W megasonic applied for 120 seconds), proceeded by a 60 second O2 plasma
activation. The SC1 clean is a standard clean in semiconductor manufacturing, and
in fact is short for ‘standard clean’ 1, as there are other subsequent cleans that can be
pursued. Once each bonding surface is cleaned, the bond is initiated by pressing the
two samples together with a force of 500 Newtons for twelve hours while applying a

°

thermal anneal of 50 C. Relatively low bonding temperatures are used here to avoid
damage to the samples which would be expected due to the mismatch of coefficients
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of thermal expansion (CTE) between LiNbO3 and SiO2 . A schematic of the modulator and a cross section of the device prior to bonding with labeled dimensions, as
well as a photograph of the fabricated device is presented in Figure 3.3.

Figure 3.3: (a) Cross section of the final, pre-bond cross-section of the MZM with
dimensions labeled (not to scale), (b) Top-down schematic of the bonded modulator
detailing the signal and ground traces of the CPW, and the hybrid SiNx /TFLN
phase modulators in red, and (c) a photograph of the TFLN chip bonded to the SiP
sample. The concentric fringes are due variations in SiO2 arising from variations in
the CMP process, while the diagonal fringes on the bottom left of the transparent
TFLN sample are due to the sample not being completely bonded. Note that the
dimensions in (a) are offered to illustrated all layers used in fabrication, and that
the two nitride layers only overlap in the vertical couplers, and no where else in the
device. Adapted with permission from [8] The Optical Society.

©

The fringes seen in the photograph in Figure 3.3 arise from variations in the
thickness in SiO2 which are a result of CMP variations. The planar structures under
the surface of the SiP sample can be designed to have a more uniform distribution
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of material density, as well as utilization of higher quality CMP tools, to achieve
more uniform SiO2 thicknesses between the TFLN and topmost SiNx waveguides.
The limits of bonding temperature and bonding strength were not explored in this
work and are the topic of future investigation because the bonding imperfections did
not facilitate many bonded devices. More detail is provided on this topic in Chapter
4. For reference, the metal density is nearly 100% near the center of the fringes
where the CPWs are located, and outside of this area the metal density is smaller
(roughly 50%). The fringes can also be expected due to variations in bond quality,
where a thin layer of air is present between TFLN and SiO2 , commonly referred to as
voids. The thickness of SiO2 between the optical waveguides and TFLN is difficult to
control using CMP and heavily impacts the characteristics of the optical waveguide
and affects the distribution of the RF field (albeit to a much lesser extent).

3.2

Hybrid Mach-Zehnder Modulator

3.2.1

Multi-Mode Interference 3 dB Splitters

Two phase modulators make up the arms of an MZM, between the signal and ground
traces of a coplanar waveguide (CPW) to realize amplitude modulation. The 3
dB splitters at the input and output of the MZM are fabricated in the bottom
routing SiNx waveguide layern (the bus wavguide layer). To realize broadband optical
operation, multi-mode interference (MMI) devices are implemented. The dimensions

µ

µ

of the 4-port MMI 3 dB couplers are 330 m × 12 m with waveguide tapers from

µ

µ

1.2 m to 4 m into the MMI slab to reduce optical loss.
MMI devices utilize the self-imaging effect [73], and consist of individual waveg-

µ

uides as inputs. The multi-mode region is quite wide ( up to tens of m’s) and
supports several modes (hence the naming convention), which interfere with one an-
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other. The length of the muli-mode region then determines the splitting ratio at the
end of the device. A simulated transmission through an MMI, as a function of multimode region length, is offered in Figure 3.4 along with the electric field distribution
through the device at a length that provides 3 dB splitting, which is the design used
in this work. The 3 dB coupling is necessary to ensure that the same optical power
is in each arm of the modulator. If there is power variation here, which is the case
if the coupler is not 50%/50% or 3 dB, the extinction ratio will not be maximized.
Generally speaking, the extinction ratio should be high for optical communication
in order to have high modulation depth (difference between maximum signal and
minimum signal). In general, an abrupt transition between waveguides of different
widths will result in reflections and contribute to optical loss. To avoid this, the
input waveguides are tapered such that they are wider at the MMI region.

3.2.2

Modulation Region

µ
) of 6 µm.

The CPW used in the MZM has a gap (GCP W ) of 4 m between the signal and
ground traces with a signal trace width (WCP W

µ

The ground planes of

the CPW are 130.5 m wide. The gap here is relatively small and is chosen to be
such in order to increase the overlap of the externally applied field with the optical
power in the TFLN, which is difficult in our architecture. Then, the width of the
CPW is chosen such that the attenuation of the RF mode is minimized and the
RF phase velocity matches the optical group velocity as close as possible to improve
the electro-optic bandwidth, while maintaining a characteristic impedance as near to
50Ω as possible to reduce reflections of the RF mode. In Figure 3.3, the electrodes
apply equal amplitude fields in opposite directions to each optical waveguide simultaneously. Because the electro-optic effect is dependent on the direction of the field,
the two phase shifters act in a complementary manner often referred to as push-pull
configuration, where one waveguide experiences phase shift +∆φ, while the other
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µ

Figure 3.4: The dependence on a 12 m wide 2x2 MMI coupler as a function of
MMI length (a) and the magnitude of the field distribution of an MMI coupler with
a length of 330 m (b). Notice that the power through both MMI outputs is roughly
equal at 330 m in (a). This provides the 3 dB coupling condition required for the
MZM. These results are for an optical wavelength of 1550 nm, a device thickness of
300 nm. The waveguide core material is silicon rich SiNx with a refractive index of
2.11 clad with SiO2 (index of 1.44).

µ

µ

experiences a phase shift of −∆φ.
The CPW is designed to have a characteristic impedance, Z0 , of 50 Ω, minimal RF
attenuation and the matching of the velocity of the RF and optical mode to achieve
optimal frequency response. The 50 Ω design goal is to reduce reflections from the
transmission line from the terminating load and generator impedances, which are
typically 50 Ω. However by purposely mismatching this impedance, the standing
waves on the transmission lines can increase the signal driving the modulator, improving bandwidth at the cost of microwave efficiency. These design constraints are
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realized through numerical methods (FEM simulations), and these simulated constituent parameters for the CPW used in this MZM design are plotted in Figure 3.5.

µ

µ

Additional curves are included for electrode gaps of 3.5 m and 4.5 m to illustrate
how sensitive the device is to this parameter. Because the RF waveguide is fabricated using CMOS compatible materials and dimensions, the CPW’s consist of a

µ

predominately aluminum stack which is 0.87 m thick. The RF waveguides then are
very thin, and RF attenuation will always be a limiting factor in the performance of
devices built on this platform. Additionally the CPW gap is also small in order to
facilitate more efficient devices, but this however increases attenuation.
A challenging design task is to simultaneously design the CPW to accomodate
low Vπ devices. As seen in Equation (2.17), by using small CPW gaps the half-wave
voltage can be reduced. However this increases RF attenuation, which reveals the
design trade-off between speed and efficiency.
Analytic equations have been derived for CPW’s with simple structures, such as
something that would be implemented in a high speed electrical circuit [76]. However,
the composition of our CPW’s are quite complex so computer software (COMSOL)
is employed to design the CPW’s. The CPW characteristics are found using two
dimensional FEM mode solvers at a given frequency. In these simulations, the solver
provides the propagation constant of the RF mode, as well as the field distribution.
In COMSOL and other mode solvers, the propagation of the RF mode is found, and
the field components are calculated from the propagation constant and distribution
of materials. Because of this, the potential between electrodes is typically unknown
and must be calculated. This is necessary to calculate the characteristic impedance
of the device. The voltage V between conductors and current carried by the can be
calculated as [72]
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Figure 3.5: The simulated (a) RF attenuation, (b) phase index, and (c) characteristic
impedance for the CPW used in the heterogeneously integrated MZM as a function
of frequency for the designed gap of 4 ± 0.5 m. The metal is 0.87 m thick with a
conductivity of 2.61×107 Ω−1 m−1 . Reprinted with permission from [8] The Optical
Society.

µ
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E · dl

(3.2)

H · dl

(3.3)

a

I
I=
C

where the integral in (3.2) is carried out over a contour between the ground (point
b in the integral limit) and signal conductor (point a in the integral limit), and the
integral in (3.3) is carried out over the closed contour C which encloses the signal
conductor of the CPW. The characteristic impedance is then calculated as
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Z0 =

V
I

(3.4)

The field distribution resulting from a one volt potential between the ground and
signal electrodes is provided in Figure 3.6, along with the distribution of optical power
in the phase modulator. While the propagation constant will change as the frequency
changes, as shown in Figure 3.5, the field distribution should not change appreciably.
This is because the CPW’s have quasi-TEM solutions, thus performing simulations
for a CPW at DC (zero frequency) can provide insight into the field distribution,
but does not contain useful information about the propagation constant.

Figure 3.6: The optical power distribution (white contours) and external electric
field distribution in one arm of the MZM. The bounds of TFLN are the dotted black
lines to show the area of interaction to achieve electro-optic effects using this device.
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The bandwidth of Pockels medium electro-optic modulators is governed by the
electrical attenuation of the voltage on the CPW and the mismatch the RF phase
velocity and optical group velocity. This velocity mismatch can be intuitively understood by considering the phase fronts of the optical and RF modes periodically
becoming in and out of phase relative to one another, which is compounded in
modulators utilizing large lengths, and leads to a reduction in total phase change accumulation at the end of the modulation region. The effect of electrical attenuation
on bandwidth is trivial and is attributed to less voltage (and therefore less change in
refractive index) in the modulation region as the attenuation increases with modulation frequency. It is worth noting that this formalism is valid for a phase modulator,
and in our push-pull configuration, two phase modulators are utilized such that the
change in optical phase in each arm is opposite in polarity from one another and
provides an overall phase difference between arms of 2∆φ. While the push-pull configuration does not provide improvements to frequency response, it directly improves
the driving efficiency by a factor of two, and is a common method used to reduce
the half-wave voltage Vπ .
It is difficult to control the thickness of SiO2 between the TFLN and SiNx within
the modulation region of the device through the CMP process, and because of this,
the device needs to be robustly designed such that it will function regardless of
this variation. This distance is very small compared to RF wavelengths and does
not appreciably impact the performance of the CPW. However, the optical mode is
quite sensitive to this thickness, and the effective/group index of the guided mode
will change with the amount of SiO2 between each of the hybrid waveguide cores.
Additionally, the overlap of the optical mode with the TFLN will change with this
thickness as well. To realize a robust design for the modulator, the predicted electrooptic bandwidth and half-wave voltage are calculated over a range of SiO2 thickness
between TFLN and SiNx are plotted in Figure 3.7. These simulations implement the

µ

dimensions provided in Figure 3.3 for the designed CPW gap of 4 ± 0.5 m to show
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how sensitive this modulator design is to this parameter.

Figure 3.7: The simulated sensitivity to SiO2 thickness between TFLN and SiNx
for the (a) electro-optic bandwidth and (b) half-wave voltage of the heterogeneously
integrated MZM with an electrode gap of 4 ± 0.5 m, where a clear tradeoff between
bandwidth and half-wave voltage can be seen as the electrode gap is increased. The
optical simulation uses a 225 nm SiNx strip 1.6 m wide with refractive index of 1.91
separated from a 200 nm thick TFLN slab by 100 nm. Reprinted with permission
from [8] The Optical Society.

µ
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3.3

µ

Device Characterization

The modulator was designed with an extra length of passive waveguide (bottom
routing SiNx ) in one arm to enable simple measurement of the MMI balance and
modulator extinction across a wavelength span as shown in Figure 3.8. Adding optical path length to one arm of the interferometer creates what is called an ‘imbalanced
interferometer’. By doing this, it is ensured that there will always be a path length
difference at the output of the device. Rewriting Equations (2.36) and (2.35) without
external fields (∆φ = 0) for an unbalanced interferometer gives
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Ithrough = I0 sin2 (β∆L)

(3.5)

Icross = I0 cos2 (β∆L))

(3.6)

where ∆L is the physical path length difference between the arms of the interferometer. This is a helpful diagnostic tool in the lab, as it allows characterization
of the interferometer characteristics without the requirement of external fields. If
∆L = 0, then there would be no way to study the interferometer without application
of external electric fields, which can be problematic during debugging for example.
The modulator is biased at quadrature by setting the optical wavelength of the
laser source such that the output light is 3 dB less from the maximum optical transmission in the MZM spectra, which is shown in Figure 3.8. This method of biasing
the modulator only is possible in the case of an unbalanced device. This approach
eliminates a bias tee that would be used to set the bias point in a balanced device; in
a broadband optical data application, one would choose the bias tee approach as it
does not impose restrictions on the wavelength. There is a weak absorption in SiNx
around 1520 nm [28], and results in the curvature in the spectra of the MZM. At
peak transmission around 1550 nm, the total insertion loss through the cross port of
the MZM is 13 dB. Light is injected into the device and collected using lensed fibers

µ

with a 3.5 m spot size.
The CPW’s are designs without bends, and thus are parallel to the optical waveguides. This is a small inconvenience during characterization, as when the device is
probed, it is impossible to view the fibers with typical imaging systems that are normal to the sample surface. Because of this, the lensed fibers are quite helpful. With
cleaved fibers, it is common to perform the alignment, and press the fiber against
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Figure 3.8: (a) Spectra of both outputs of the un-bias MZM with near constant
splitting ratio and extinction ratios above 20 dB from 1500 nm to 1600 nm and
(b) low frequency half-wave voltage (Vπ ) results measured by applying a 50 kHz
sawtooth signal to the 0.5 cm long MZM and measuring the electro-optic response
using an amplified photodiode. Reprinted with permission from [8] The Optical
Society.

©

the sample. Because the divergence of light is high at the end of a cleaved fiber, the
best coupling condition is with the fiber tip pressed against the waveguide taper, and
this is very difficult to achieve without imaging the fibers. With lensed fibers, the
optimal coupling position is at a finite distance (focal length of the lens) away from
the waveguide taper, allowing alignment without the need to make physical contact
to the sample.

3.3.1

Optical Loss

Due to the complexity of the structure, there are numerous sources of loss which arise
from a mismatch between the fiber mode and planar waveguide mode, propagation
loss of each waveguide, mismatch of the mode on either side of the TFLN chip edge,

µ

optical loss through the 250 m long vertical couplers, MMI coupler loss, and the
bent waveguides routing light into the MMI devices. The simulated loss for each

58

Chapter 3. Heterogeneously Integrated Electro-Optic Modulators

of these components, along with measured loss (where feasible) are summarized in
Table 3.1. The simulations implement the dimensions featured in Figure 3.3, and
are performed using mode solvers and EME methods using Lumerical. These simulations likely underestimate loss for these components due to non-ideal experimental
conditions (fabrication nonuniformities, roughness at the bonding interface and nonuniform SiO2 thickness above the topmost SiNx waveguide due to CMP variations)
that are difficult to capture in simulation, resulting in the disagreement between
measurements and simulation. Insertion loss of the MZM’s can be improved through
careful component design (MMI, waveguides at the air/TFLN interface, bends). Better design of the planar waveguide dimensions routing light into the chip from the
fiber can significantly improve optical transmission, although this is a difficult problem due to the asymmetry of the structure at the end of the chip combined with the
relatively large size of the fiber mode.

©

Table 3.1: Measured and simulated loss for each MZM element and their total contribution to the modulator components. Reprinted with permission from [8] The
Optical Society.
MZM Element

Simulated Loss
Total Measured
per Element (dB) Insertion Loss (dB)
Fiber-to-chip interface
-2.34
N/A
a
Propagation loss
-1.28
N/A
Air/TFLN interface
-0.96
N/A
Vertical coupler
-0.15
N/A
MMI coupler
-0.55
N/A
Bending loss
-0.49a
N/A
Amplitude modulator
-9.77
-13.4
a
Total contribution to insertion loss.
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3.3.2

Electro-Optic Characterization

The half-wave voltage is measured through applying a low frequency (50 kHz) sawtooth wave to the heterogeneously integrated MZM. Light is injected into the modulator from a tunable laser biased at 1551.64 nm at power levels of 6 dBm, and the
modulator output is measured using an amplified InGaAs detector. The measured

µ

value of Vπ × L is 6.67 V×cm for this MZM with an electrode gap of 4 m. Using
Equation (2.17), we find that the predicted value of Vπ × L is 4.88 V×cm. The
disagreement between this measurement and Equation (2.17) arises from fabrication uncertainties which make modeling difficult, particularly the effective index of
the guided mode and the overlap factor between optical and RF modes due to the
polished SiO2 thickness distribution previously mentioned. This can be directly attributed to non-ideal bonding surfaces resulting in variations at this surface along the
length of the phase modulators. Because the MMI couplers are broadband photonic
components, the fabricated MZM can be biased at quadrature at using several values
of wavelengths from 1500 nm to 1600 nm. For all measurements reported here, the
bias wavelength is chosen to be 1551.64 nm but can be operated at any wavelength
3 dB down from maximum power output.
The electro-optic bandwidth is measured in a similar way. The modulator is
driven by one port of a vector-network analyzer (VNA) while biased at quadrature
by tuning the optical wavelength to 1551.64 nm. The optical output of the modulator is amplified using an erbium doped fiber amplifier (EDFA) to overcome insertion
loss in the device (∼13 dB total loss at 1550 nm using lensed fibers) and filtered
using a 1 nm bandpass filter before being routed into a high-speed photodiode (3
dB bandwidth of 42 GHz) whose electrical output is then fed into the second port
of the VNA. The bandwidth of the CPW used in the modulator, along with the
electro-optic bandwidth of each modulator, is plotted in Figure 3.9, where a 3 dB
electro optic bandwidth of above 30 GHz is observed. Integration of Equation (2.25)
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is straight forward if the group index of the guided optical mode is constant throughout the phase modulation region. This is not strictly true in the case of this modulator due to the changing waveguide structure (vertical transitions, routing bottom
waveguides), but serves as a first order approximation. Electrical bandwidth of the
CPW is measured independently of the MZM electro-optic bandwidth and plotted
against simulated bandwidth in Figure 3.9. There are additional RF losses in the
measurement unaccounted for in simulation due to a sheet charge present between
the high-resistivity silicon substrate and SiO2 [77]. The simulated group index of the
guided optical mode in the phase modulator region is found to be 2.051, and, along
with the simulated frequency dependent CPW parameters, Equation (2.24) may be
evaluated as shown in Figure 3.9. The disagreement between measured frequency
response is explained through variation in the SiO2 thickness between LiNbO3 and
SiNx along the length of the phase modulator, which results in variation of the optical
group index along the length of the phase modulator. The model may be improved
by accounting for these translational variations in the optical group index along the
phase modulator and calculating Equation (2.24) numerically. The variation in the
bond between the SiO2 and LiNbO3 along the phase modulators contribute this
uncertainty, similar to the issue with modeling the half-wave voltage.

3.3.3

Hybrid Modulator Performance in an RF Photonic
Link

To assess the linearity of the hybrid SiP/TFLN photonic modulator in an RF photonic link, the spurious-free dynamic range (SFDR) is also measured. The SFDR
is a metric that describes what power range an RF can be operated over. At low
driving RF power, an output signal will be difficult to measure due to the presence
of noise (i.e., the received power is smaller than the noise in the link). However if
the driving signal is too high, higher order frequency terms are generated (spurs).
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Figure 3.9: The electrical 3 dB bandwidth of the CPW used in the traveling wave
modulator is 20 GHz and shows a 6 dB bandwidth above 40 GHz (a), the 3 dB electrooptic bandwidth of the traveling wave modulator is 30 GHz, and experimental results
are plotted against modeled frequency response using Equation (2.25) (b). Reprinted
with permission from [8] The Optical Society.

©

It is in this case that the small-signal approximation used to derive our expressions
showing linear modulation, (2.38) and (2.37), are no longer valid. At sufficiently
high driving powers, additional RF spurs will be created, and all of the applied RF
power will no longer be contained in the driving frequencies, causing distortion. The
result of the measurement is seen in Figure 3.10. SFDR is measured by driving
the modulator with two RF signals (f1 = 1 GHz, and f2 = f1 + δf, where δf = 100
MHz) with amplitudes V0 . The optical wavelength is again set to 1551.64 nm to
bias the MZM at quadrature and the laser output power is set to 12 dBm. The
modulated optical signal is fed into our high-speed photodiode and the electrical
signal is recorded using an RF spectrum analyzer with a normalized noise floor of
-150.80 dBm/Hz. It is worth noting here that the noise floor here is normalized
to the bandwidth of the measurement. During any measurement with a spectrum
analyzer, power is measured over some bandwidth, and because of this, RF noise
power (in units of dBm), increases with larger resolution bandwidths. To isolate the
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Table 3.2: Reported SFDR for various electro-optic modulators. Reprinted with
permission from [8] The Optical Society.
Modulator Type
HybridSiNx /TFLN MZM

Spurious Free Dynamic
range (dB2/3 )
97.3 (at 1 GHz)

HybridSi/TFLN ring

98.1 (at 1 GHz)

Bulk LiNbO3
Hybrid SiNx /TFLN MZM

94.7 (at 1 GHz)
96.7 (at 1 GHz)

Waveguide
Architecture
SiNx deposited on
TFLN
Bonded TFLN to Si
ring
Ti diffused
Bonded TFLN to SiNx

Reference
[6]
[19]
[19]
This work

measured noise floor from spectrum analyzer measurements, such as dynamic range,
the noise floor is normalized to the resolution bandwidth in the measurement, and it
is this normalized noise floor that is typically used in analyzing RF photonic links.
This subtlety is illustrated Figure 3.10, where the noise floor in the measurement can
be seen to be roughly -110 dBm while the normalized noise floor is -150.80 dBm/Hz.
The SFDR for modulators based on various platforms is summarized in Table 3.2.


SF DR =

POut
NOut

2/3
(3.7)

The fundamental response of the modulator (f1 , f2 ) along with the third order
intermodulation distortion (IMD3) terms (2f2 – f1 , 2f1 – f2 ) are recorded as a function
of RF input power, as seen in Figure 3.10. On a logarithmic scale (both the driving
signal and measured response), the fundamental RF tones scale linearly with the
input RF power at a slope of unity, while the IMD3 terms scale linearly with a slope
of three. By extrapolating upon these experimentally collected values, the intercepts
of these curves are found to be (34.12 dBm, -5.82 dBm). Using the output power
of the intercept point (POut = -5.82 dBm), and the measured noise floor of the RF
photonic link (NOut = -150.80 dBm/Hz), the SFDR of our link using our MZM with

µ

CPW gap of 4 m is measured to be 96.653 dB×Hz2/3 using Equation (3.7).
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Figure 3.10: Measured and modeled fundamental and third order intermodulation
distortion (IMD3) response of the hybrid TFLN modulator at 1 GHz. The noise
floor (in units of dBm) can be clearly seen around -110 dBm, while the normalized
noise floor (in units of dBm/Hz) is plotted as blue dashed line and is dominated by
RIN. Reprinted with permission from [8] The Optical Society.

©

2

Id (t) = PLas gamp TM ZM cos



V0 (sin 2πf1 t + sin 2πf2 t)
φQuad − π
Vπ





NOut


2hν nfamp 2
= (1 + glink )kB T0 + 2qhId iRL + RINLas +
I RL
PLas TM ZM d

(3.8)

(3.9)

The measured SFDR shows good agreement with the modeled link in Equation
(3.8), which utilizes the transfer functions of the components in the link [78]. The
optical power at the photodiode can be expressed using the transfer function of the
MZM biased at quadrature with phase φQuad , whose amplitude is equivalent to the
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linear product of the laser power (PLas , 12 dBm), insertion loss of the MZM (TM ZM ,
-13 dB), and gain of the EDFA utilized between the MZM and the photodiode (gamp ,
12 dB). This is converted to current in the photodiode (Id ) by multiplying the optical
power by the responsivity (0.6 A/W) of the photodiode. This time domain current
is easily converted to the output power of the link using Ohm’s law and 50 Ω load
resistance RL , and the fundamental and third order distortion terms can be found
by using the Fourier transform and analyzing the frequency domain power output.
The output noise, NOut , in units of W/Hz, is calculated using specified values of
noise contributing components in the link as seen in Equation (3.9), whose first term
arises from thermal noise, second term from shot noise, and final term from relative
intensity noise (RIN) in the laser and EDFA. The brackets around Id in Equation
(3.9) are used to indicate the time-averaged photocurrent. In Equation (3.9), kB is
the Boltzmann constant (1.38×10−23 J/K), T0 is room temperature (290 K), glink
is the link gain (-38.13 dB), q is the electron charge (C), RINLas is the laser noise
(-150 dBc/Hz), hν is the photon energy at 1550 nm (J), and nfamp is the noise
figure of the EDFA (5 dB). The SFDR is then calculated by analyzing the range
of RF power that the link can be operated over while such that the power carried
by the third order frequencies (IMD3 terms) remains below the noise floor of the
link, which is an alternative but equivalent definition to Equation (3.7). By using
the specified noise figures (N F ’s) of each component, we determine dominating noise
arises from the relative intensity noise (RIN) of our tunable laser, which is calculated
to be -151.48 dBm/Hz using Equation (3.9). The excess experimentally measured
noise power is attributed to the presence of noise in the spectrum analyzer used in
the experiment. SFDR can be improved through increasing the difference in the
interpolated third order intercept point and the noise floor of the link. In practice,
this can be accomplished through improving optical loss in the link (improving device
insertion loss for example) or through utilizing differential detection schemes [79].
These scenarios are modeled using the parameters of the experimental environment
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Table 3.3: Predicted dynamic range and noise figure under various conditions.
Reprinted with permission from [8] The Optical Society.
Modeled SFDR
(dB × Hz2/3 )
96.7
100.7

109.2

120.6

Modeled Link Noise
Figure (dB)
60.7, RIN limited
54.6, RIN limited

Conditions

Measured experimental values.
Modeled assuming MZM insertion
loss reduced to only propagation
loss of SiNx (standard detection).
41.9, shot limited
Modeled using differential
detection with measured
experimental conditions.
25.3, shot noise limited
Modeled using differential
detection and 1 W of optical power
from laser source using all other
measured link parameters.

discussed here and summarized in Table 3.3.
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Chapter 4
Mitigation of Systematic Bonding
Surface Variations
In this chapter we address the issue of non-uniform SiO2 thickness above a buried
metal layer through engineering the ground planes of RF waveguides. By patterning
the ground planes of CPW’s in a way to match the metal density outside of the
device area in our chips, we show that the polished SiO2 thickness uniformity is vastly
improved and that the polished thickness distribution is changed from a bi-modal
distribution to a normal distribution when implementing this design strategy. Nonuniformities in the bonding surface has the effect of reducing the bonding quality or
providing non-reproducible bonding surfaces due to the variations. Aluminum CPW
devices are fabricated and characterized using Sandia’s SiP process with both solid
and patterned ground planes. We show experimentally that the patterning of these
GP’s does not alter the RF performance of these devices, and show that this design
methodology can be utilized to improve global uniformity of of bonding surfaces in
TFLN/SiP integrated technologies. As discussed in Chapter 3, the SiO2 thickness
above the active waveguide layer impacts the frequency response and efficiency of
modulators when using the heterogeneous integration architecture, and mitigation
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of these non-uniformities in the polished thickness is not only necessary to improve
bonding quality, but also is required in order to mass produce devices with high yield
(all devices have the same characteristics).

4.1

Fabrication and Thickness Characterization

Two CPW designs, which are depicted schematically in Figure 4.1, are fabricated
using Sandia’s CMOS fabrication facilities, whose design parameters are listed in

µ

Table 4.1. These CPW’s consist of 0.87 m thick aluminum layer with a DC sheet

µ

resistance of 42 mΩ/sq. The aluminum layer is fabricated atop a 3 m thick layer
of thermally grown oxide. Both of the CPW designs are fabricated at two different
lengths (0.52 cm and 1.02 cm) using both a standard, solid ground plane design and
a patterned ground plane design. The silicon handle resistivity for the CPW’s with
solid ground plane designs is specified to be greater than 10 kΩ×cm, while the silicon
handle wafer used for the CPW’s with patterned ground plane designs is specified to
be 450-620 Ω×cm. This discrepancy does not affect the performance of the modal
characteristics significantly. There is change in some interface characteristics at the
interface between the insulating SiO2 and high resistivity silicon, but this can be
mitigated during measurement, as will be shown. The pattered ground plane features

µ

µ

µ

‘holes’ which are 8 m × 8 m and have a center-to-center spacing of 10 m from
each other in both directions along the length of the CPW’s. As an ad-hoc rule,
this pattern begins at a distance of at least three times the signal conductor width
from the edge of the ground plane nearest the center conductor, such that an integer
number of the patterned holes will fit in the total ground plane width. During
fabrication these holes become filled with SiO2 .
The RF wavelength is much larger than the size of these holes, so it is not
expected that the devices should behave much differently than the devices without
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Table 4.1: CPW parameters for the different ground plane (GP) devices used in this
study.

µ

CPW 1
CPW 2

µ

µ

Gap ( m)

Width ( m)

GP Width ( m)

4
8

6
10

130.5
120.5

Solid GP Handle
Patterned GP Handle
Resitivity (Ω×cm) Resitivity (Ω×cm)
> 10e3

450-620

the holes. However, due to the fact that some of the conductor is missing in the
patterned ground plane devices, the sheet resistance in the patterned area is expected
to increase, as well as the attenuation of the guided mode. The current density in a
CPW is mainly confined to the center conductor and the ground plane edges nearest
the center, so the idea of keeping a small region of the ground plane solid is done to
avoid excess losses, while still reducing the metal density to improve CMP uniformity.
The choice of the solid section width in the ground plane is arbitrary, and can likely
be further optimized through simulation methods.
By patterning the ground planes this way, the density of metal in the CPW region
can be better matched to the density of the metal fill outside of the CPW region.
In CMOS processes, the density of patterned metal required will depend on the etch
chemistry [39], and this requirement is typically met by including metal structures
outside of the regions that the devices occupy that serve no function aside from the
increasing overall material density in the layout. Without engineering the ground
plane patterns to match the metal fill density, there will be a significant and abrupt
change in the localized metal density at the boundaries of the CPW region (which
will be nearly 100% in the ground plane regions, and a significantly smaller value
outside of this region), which causes the planarized oxide above the CPW’s to be
thicker than the other regions of the chip [8, 40–44]. The effects of the SiO2 bonding
surface, formed by a CMP process, for samples using both the solid ground planes
and patterned ground planes are shown in Figures 4.2 and 4.3, which depicts the
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Figure 4.1: A photograph of a bonded TFLN device (a), a cross section of the CPW’s
used in this study (b), a schematic of a CPW with solid ground planes (c) and a
schematic depiction of the patterned ground plane in some of the fabricated devices
(d) which shows the 8 m × 8 m holes with a center-to-center separation of 10 m.
For electro-optic devices utilizing buried electrode structures, as in [8], the optical
waveguide will be above the electrodes near the bonding surface (b) and between the
electrodes as shown in (c) and (d) to ensure that there is maximum interaction of
the optical mode and the RF fields in the bonded electro-optic material.

µ

µ

µ

distribution of thickness in each sample. The metal patterning is identical in chip A,
with the exception of the patterned and non-patterned GP, and has dimensions of
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8.1 × 12.5 mm2 . For chip B, the dimensions are 14.2 × 12.5 mm2 . There are more
CPW’s in the patterned ground plane chip B than in the non-patterned chip, but
this still provides some qualitative understanding as to the effects of engineering the
metal density of the CPW’s when the devices are larger than in the case of chip A.

Figure 4.2: The distribution of thickness for chip A which contains the 0.52 cm long
CPW’s. The spatial distribution of relative thickness of the chip using the solid
ground plane design (a) and the patterned ground plane design (b). Histograms
of the thickness distributions for the solid ground plane designs (c) and patterned
ground plane designs (d) show a clear reduction in the spread of thicknesses when
the patterned ground plane design is used. The variation in SiO2 thickness can even
be seen visually in photographs of the chips with solid ground plane designs (e)
and patterned GP’s (f). These two chips have identical metal patterning with the
exception of the patterned GP’s. The region occupied by the CPW’s are enclosed in
the white areas in (e) and (f).
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Figure 4.3: The distribution of thickness for chip B which contains the 1.02 cm long
CPW’s. The spatial distribution of relative thickness of the chip using the solid
ground plane design (a) and the patterned ground plane design (b). Histograms
of the thickness distributions for the solid ground plane designs (c) and patterned
ground plane designs (d) show a clear reduction in the spread of thicknesses when
the patterned ground plane design is used. The variation in SiO2 thickness can even
be seen visually in photographs of the chips with solid ground plane designs (e)
and patterned GP’s (f). These two chips have identical metal patterning with the
exception of the patterned GP’s. The region occupied by the CPW’s are enclosed in
the white areas in (e) and (f).

This data is collected using an 3D surface characterization instrument (FRT
MicroProf 200), which is a routine tool used to perform total thickness variation
(TTV) measurements. The variations in thickness in Figure 4.2 are due to non-
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uniformities in the CMP speed over localized metal pattern density variations in
CMP arising from the changing metal density in the chip layout. Again, for the
purpose of bonded TFLN devices, the final polished SiO2 surface will be the bonding
interface for the final device, so globally smooth surfaces are necessary in order to
improve the bonding quality for integrated devices, particularly when larger TFLN
pieces are required. The fringes seen in Figures 4.2 a) and b), and 4.3 a) and b) are
Moirè patterns, and arise from sampling errors. These measurement artifacts can be
seen in Figure 4.4, where the fringe pattern ‘wavefronts’ change direction when the
point spacing in the measurement is changed. The metal fill pattern used in these
designs are an array of small metal shapes which resembles checkerboard pattern

µ

with a frequency of 10 m (present in both the solid ground plane and patterned
ground plane samples). The maximum resolution of the surface characterization

µ

instrument is 50 m, and thus the Nyquist sampling criterion is not satisfied, creating
false spatial frequencies (i.e., aliasing) that manifest as the measurement artifacts in
Figures 4.2 a) and b), and 4.3 a) and b). In order to satisfy the Nyquist criterion,

µ

the sampling resolution should be at least 5 m, which is twice the maximum spatial
frequency expected in the measurement. In theory these artifacts can be removed
through image processing, but this removes information from the data and is not
implemented in this study. Regardless of the presence of these measurement artifacts,
the distribution of thicknesses in Figures 4.2 c) and d), and 4.3 c) and d) show that
not only the distribution of thickness narrows when using the patterned GP’s, but
also that thickness distribution in the solid ground plane sample is bimodal, while
the distribution in the patterned ground plane sample is unimodal.
The effect of having thicker polished oxide above the CPW’s causes interference
fringes under the illumination of visible light, which can be observed as the rings
seen in the chip using the solid ground planes (Figures 4.2e and 4.3e). When the
patterned ground plane architecture is utilized, the density of metal is more uniform
through the entire chip, and in contrast with the solid GP’s, the interference fringes
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Figure 4.4: The effect of the Moirè effect on the thickness measurements of Chip A
when the point spacing is 100 m (a) and 50 m. The direction of the fringes are
highlighted with a red line to show that these patterns are not physical, and the
orientation of these fringes clearly changes when the point spacing is adjusted. This
is the same measurement performed twice, with the only difference being the point
spacing used.

visually disappear, implying the polished oxide thickness is more uniform across the
chip. This is not a quantitative result however it reassurance of the presented method
to improve polished SiO2 thickness uniformity.

4.2

RF Characterization

The scattering parameters are measured for all devices using a two-port vector network analyzer (VNA). Due to the fact that the solid ground plane devices and the
patterned ground plane devices have different substrate resistivities, there will be different charge accumulations at the interface between the SiO2 and silicon [77,80,81].
To remove any loss dependence on this sheet charge, a DC voltage is applied to each
device during the scattering parameter measurements such that there is no charge
accumulation at the SiO2 /Si interface (i.e., the flat-band voltage) [77, 80]. The flatband voltage is found here by measuring the minimum propagation loss at 1 GHz
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as a function of DC bias by using a high-speed bias tee. All measured parameters
are in acceptable agreement with each other, indicating that RF performance is not
altered when implementing this ground plane patterning.
For a reciprocal two port network (which is the case in a CPW), the scattering
matrix is written as [82]





2
sinh γL
Z02 − Zref
S11 S12
1


=
Ds
2Z0 Zref
S21 S22


2Z0 Zref


2
2
Z0 − Zref sinh γL


2
Ds = 2Z0 Zref cosh γL + Z02 + Zref
sinh γL

(4.1)

(4.2)

where γ is the complex propagation constant, Z0 is the characteristic impedance
and Zref is the reference impedance. Here S12 and S21 are the complex wave transmission from port 2 to port 1, port 1 to port 2, respectively. S11 and S22 are the
reflections into port 1 and 2 respectively. Note that all these parameters vary with
frequency. The equivalent ABCD matrix can be written as



A B






=
C D

cosh γL Z0 sinh γL
sinh γL
Z0

cosh γL


(4.3)



Although the ABCD matrix is not as common as the scattering matrix, it is
helpful in deriving physical expressions from the scattering matrix measurements.
The ABCD matrix is known as the transmission matrix and relates the input voltage
and current (Vin and Iin ) to the output voltage and current (Vout and Iout ) of a two
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port network. This is useful when cascading multiple two port networks. A two port
network described using this transmission matrix is expressed as

  


Vin
A B
Vout
 =


Iin
C D
Iout

(4.4)

The relationship between the scattering matrix and the ABCD matrix is [82]



A B






=
C D

1+S11 −S22 −∆S
221

1−S11 −S22 +∆S
221 Zref



(1+S11 +S22 +∆S)Zref
221

1−S11 +S22 −∆S
221

∆S = S11 S22 − S12 S21

(4.5)

(4.6)

Applying Equation (4.2) to Equations (4.2) and (4.2), the propagation constant
and characteristic impedance for the reciprocal transmission line cane be derived as
functions of the scattering parameters.

α+j

2
2
1
1 + S21
− S11
2πf
nef f = cosh−1
c
L
2S21

s
Z0 = Zref

2
(1 + S11 )2 − S21
2
(1 − S11 )2 − S21

(4.7)

(4.8)
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The propagation loss α and effective index nef f of the guided RF mode on a
transmission line of length L is extracted at frequency f from the measured scattering
parameters using Equation (4.7), where c is the speed of light. The characteristic
impedance is extracted using Equation (4.8), where Zref is the reference impedance
and is 50 Ω in this study and in general. In addition, the modeled performance of
these CPW’s with both solid and patterned ground planes is depicted in Figures
4.5 and 4.5 with the experimentally extracted data and shows that conventional
design methods (i.e., models that do not include the patterned GP’s) are valid when
implementing patterned ground plane architecture.
The loss mechanisms for these CPW’s arise from conductive losses, and dielectric
losses. The conductive losses are proportional to the square root of the frequency,
while dielectric losses are linear with frequency. The DC dependent losses due to
charge accumulation at the SiO2 interface are a consequence of band bending in
the semiconductor when the two material are joined together. The amount of band
bending (and charge accumulation) depends on the doping (resistivity) of the semiconductor. However during thermal processing of the silicon (e.g., growing thermal
oxide) [80], the sheet charge characteristics are altered, which makes it difficult to
know what the flat-band voltage is. The forces the requirement of experimentally
finding the flat-band voltage in order to be able to reduce the DC dependent losses.
Another strategy to mitigate this effect is to deposit a thin layer of amorphous silicon
between the SiO2 and Si layers [81], which passivates charges at the interface. The
frequency dependent modal parameters are measured for the CPW 1 and CPW 2
designs using both ground plane architectures and plotted in Figures 4.5 and 4.6,
where no appreciable difference in modal characteristic is measured up to 50 GHz
between the solid and patterned ground plane architectures.
The scattering parameters are measured from 50 MHz to 40 GHz using an Agilent
E8364B at RF powers of -17 dBm at each port. The CPW’s are probed using GSG
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Figure 4.5: The extracted propagation loss (a), modal index (b), and magnitude of
characteristic impedance (|Z0 |) (c) for CPW 1 with 0.52 cm and 1.02 cm long CPW’s
using both solid and patterned ground plane designs, and the simulated results of
the solid ground plane device using COMSOL.

Z probes rated for operation up to 40 GHz. A high speed bias tee (Picosecond
Labs 5542-202) was placed between port 1 of the VNA and the probe in order to
apply the DC bias previously mentioned to remove any bias dependent losses. To
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Figure 4.6: The extracted propagation loss (a), modal index (b), and magnitude of
characteristic impedance (|Z0 |) (c) for CPW 2 with 0.52 cm and 1.02 cm long CPW’s
using both solid and patterned ground plane designs and the simulated results using
COMSOL.

calibrate the measurement link, an impedance standard substrate was used which
contains calibrated broadband 50 Ω loads, open circuits, and calibrated throughput
waveguides. The DC bias was provided using a Keithley 2400 source meter. The
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modeling of these frequency dependent modal parameters is achieved by using the
electromagnetics toolbox in COMSOL by simulating the CPW cross-section of a
device. These simulations do not account for the ground plane patterning because
they are only 2D simulations.
This study demonstrates a path towards improving the uniformity of planarized
surfaces through CMP processes when buried electrodes are implemented. This is
significant for integrating photonic materials together, particularly for silicon photonics featuring buried metal structures encased in SiO2 integrated with TFLN. By
engineering the metal density of the embedded structures, the local density is made
to be more uniform throughout the chip layout, reducing systematic thickness variations from the CMP process. Although CMP has been demonstrated to provide local
planarity, photonic integrated circuits requiring larger interactions lengths with the
TFLN also demand global planarity to achieve sufficient bonds.
This patterning does not detrimentally effect the performance of RF waveguides
using patterned and non-patterned ground planes, indicating no trade-off in performance and bond quality at least up to 40 GHz. Simulations have been conducted to
show that minimal trade-off in CPW performance exists up to operating frequencies
of 100 GHz [83]. This work also can be expanded upon to integration of silicon
photonics or any photonic platform with buried metal structures, with materials
for other heterogeneously integrated technologies by designing the GP patterning
to match the ‘fill’ or ‘dummy’ metal features used to meet minimum metal density
requirements and reduce polished thickness non-uniformities of the SiO2 bonding
surface.
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Chapter 5
Waveguide Non-Uniformity
Characterization Using Ring
Resonators
As discussed in Chapters 2 and 3, the performance of waveguide based modulators is
highly dependent on the effective index of the modulated mode, which will vary with
the waveguide cross-sectional dimensions. The ability to measure propagation loss
within the modulator region of the device is also desirable and non-trivial to measure,
as it difficult to isolate loss only within the modulator region. In this chapter we
present a method of characterizing the loss and effective index of waveguide based
devices using ring resonators, and in Chapter 6 we present an alternative method of
measuring loss and group index of waveguide based devices. Both of these methods
are implemented to characterize silicon waveguides but can be easily expanded upon
to characterize the waveguides discussed in Chapters and 3.
Photonic resonators are frequently implemented as wavelength division multiplexing (WDM) devices and as filters. Ring resonators in particular consist of an
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Figure 5.1: A schematic depiction of waveguide-coupled ring resonators. The all
pass filter (a) is used as a notch filter and has a single bus coupled waveguide, which
the add-drop filter (b) is typically employed for more complex applications such as
WDM. The intentionally excited mode a is shown, along with the often undesired
contradirectional excited mode, b.

integrated waveguide bent upon itself. These devices are quite simplistic and can be
used to study the characteristics of the modes guided by the waveguide that makes
up the resonator. An additional benefit is the small footprint these devices occupy,
especially in silicon ring resonators, which can have very small bending losses due to
the high index contrast. The spectral characteristics of these devices may be analyzed
in order to extract cavity losses and the group index of the modes guided within the
resonator. In this chapter, we provide a general, theoretical framework for resonant
cavities, and then apply this theory to a wafer scale characterization of silicon photonic ring resonators, whose results are used to reveal a systematic process variation
leading to device performance variability. Much of the theoretical foundation established here describing resonators is not unique to photonic resonators, and can be
applied to many resonant systems, such as RLC circuits. The ring resonators we will
be focusing on are schematically depicted in Figure 5.1. We conclude this chapter
by showing that the variation in ring resonator performance is highly dependent on
systematic process variations, and therefore device performance can be significantly
improved by simply correcting these variations in the manufacturing process.
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5.1

Temporal Coupled Mode Theory Description
of Photonic Ring Resonators

In this section we will derive the spectral response of resonant cavity. We will begin
by analyzing the time dependent characteristics of a resonant mode using temporal
coupled-mode theory. This roughly follows the same approach utilized in [48, 51, 84].
We will also review other resonator characteristics that are frequently used in practice
to extract modal characteristics in waveguide based resonators.
We begin by considering how the amplitude, a, of a resonant cavity mode decays
with time. If the angular resonant frequency is ω0 , the time dependence of the mode
amplitude can be written as

a ∝ ejω0 t e−t/τ

(5.1)

where τ is the amplitude or field decay rate. What contributes to this decay
rate will be discussed soon. Differentiating with respect to time yields the following
differential equation

d
a=
dt



1
jω0 −
τ


a

(5.2)

The amplitude a is related to the energy in the cavity by |a|2 = W , where W is the
total energy in the cavity. Now we have a differential equation describing a resonant
mode within a cavity that shows an exponential decay of energy. However, this is
not useful for passive photonics as Equation (5.2) does not describe any excitation
of the resonant mode. In practice a resonator is driven through an incident wave,
and in the case of a ring resonator, this is achieved by coupling a waveguide mode
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to the resonant cavity. In this case, the coupling region of the ring resonator system
is essentially a directional coupler, and can be described by Equations (2.27) and
(2.28). We can define the incident wave (the driver of the resonator) as sin , and
modify Equation (5.2) to include a driving source.

d
a=
dt



1
jω0 −
τ


a + κsin

(5.3)

In this equation, sin is related to the total power P carried by the incident wave
as |sin |2 = P . Note that the resonant wave has a relationship to energy where the
incident wave is related to power. In Equation (5.3), the factor κ is a coefficient
determining how much of the incident is coupled to the resonant wave. This is not
the same coupling coefficient described in Chapter 2. This is the scenario depicted
in Figure 5.1, where there is no contradirectional coupling (only the resonant mode
a exists). At this point we can define the quality factor of a resonant cavity. There
will be two quality factors discussed here: the loaded quality factor and intrinsic
quality factor. The loaded quality factor is defined as

Qloaded = Q =

ω0 τ
2

(5.4)

Unless noted otherwise in this dissertation, the term quality factor refers to the
loaded quality factor. The quality factor generally describes how ‘narrow’ a resonance
is, and is related to how much power is dissipated in the resonator. Because of this,
the factor of 2 in Equation (5.4) is required and essentially converts amplitude or
field decay to power decay. In principle, there are at least two contributing factors
to loss with a resonator. One is the loss within the cavity itself, such as the material
loss inside of the cavity. For ring resonators and other waveguide based resonators,
this is the propagation loss in the guided mode due to scattering at the sidewalls
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and material loss, and bending loss. The other general source of loss is due to the
resonant mode coupling outside of the cavity. This is a requirement in order to get
energy into and out of the cavity. In a Fabry-Pérot cavity, this is related to the
mirror loss. For waveguide coupled cavities like ring resonators, this is related to the
coupling efficiency between waveguide and resonator. The total decay rate can then
be written as

1
1
1
=
+
τ
τ0 τw

(5.5)

where τ0 is the decay rate due to internal losses (i.e., the waveguide loss), and
τw is the decay rate due to the resonant mode coupling outside of the cavity. Note
that in the case of the add-drop filter in Figure 5.1, the factor τw must include the
losses due to coupling in both bus waveguides (i.e., τw and τw0 ). Additionally, this
formalism only describes the case where light is incident from only one waveguide
(i.e., multiple sources of light are not exciting the resonant mode of the cavity). The
internal loss is related to the intrinsic quality factor by

Q0 =

ω0 τ0
2

(5.6)

Some sources define a ‘coupling’ quality factor related to τw [51] and is expressed
as

Qw =

ω0 τw
2

(5.7)

With all these terms described we can solve for a in Equation (5.3) by assuming
the time dependence of sin is ejωt (where ω is the angular frequency of the incident
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wave), and that at some point before sin is applied to the resonator there is no
resonant mode excited. The ordinary first order differential equation can be solved
using an integrating factor and its solution is

a=

sin κ
j(ω − ω0 ) + 1/τ0 + 1/τw

(5.8)

For the waveguide coupled ring resonators depicted in Figure 5.1 excited by only
sin , the output wave can be expressed as [48]

spass = sin − κ∗ a

(5.9)

sdrop = −(κ0 )∗ a

(5.10)

Typically in experimental data, the power spectrum is measured (as opposed to
the field spectrum expressed in Equations (5.9) and (5.10)), and normalized to the
incident power. By normalizing Equations (5.9) and (5.10) to sin and taking the
magnitude squared (recall that |sin |2 is proportional power),

spass
sin

2

sdrop
sin

2

= 1−

= −

κ∗ κ
j(ω − ω0 ) + 1/τ0 + 1/τw

(κ0 )∗ κ
j(ω − ω0 ) + 1/τ0 + 1/τw

2

(5.11)

2

(5.12)

These equations are of the form of Lorentzian lineshapes which are typically used
to describe the power transmission through a resonant cavity. The only undetermined
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factor in Equations (5.11) and (5.12) is κ. This can be found by invoking power
conservation with the time reversed solution of Equation (5.3) in a lossless cavity
(1/τ0 = 0) [48, 84]. For the purpose of this derivation, we also assume that energy
only decays through one side of the cavity (e.g., a Fabry-Pérot cavity consisting of
a perfectly reflecting mirror and a partially reflecting mirror). As will be revealed,
it is the case in ideal ring and disc resonators resonators that light can only exit the
cavity in one direction. The coupling coefficient is then found as

r
κ=

2
τw

(5.13)

At this point we can define two types of resonators: standing wave and traveling
wave. In a standing wave cavity (such as a Fabry-Pérot resonator) without perfectly
reflecting mirrors and both mirrors having the same reflectivity (a practical example), the energy of the resonant mode decays equally out of both side of the cavity.
Therefore, for this type of cavity,

r
κSW =

1
τw

(5.14)

In a traveling wave cavity, light cannot couple equally out of the cavity in both
directions (e.g., a ring or disc resonator). This is due to the momentum matching of
the traveling wave, which can only be met in one direction [85]. In this scenario,

r
κT W =

2
τw

(5.15)

Note that in the traveling wave case, the decay rate τw is half of that in the
standing wave case, representing the fact that energy is only lost in one direction
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Figure 5.2: The spectrum of an all-pass (one coupled waveguide)silicon nitride ring
resonator in the O-band along with the model derived using coupled mode theory.
Note the well defined Lorentzian lineshape in this data.

as opposed to two. Because of this, it is clear that the primary benefit of traveling
wave resonators is the fact that, in theory, all energy within the resonator can be
coupled out of the waveguide in one direction, which is imperative for the efficiency
of WDM applications. From Equations (5.11) and (5.12), it can clearly be seen that
at the resonant frequency of the all-pass resonator (single coupled waveguide), power
transmission is minimum, and the drop port transmission of the add-drop filter (two
coupled waveguides) is maximum at the resonant frequency. To illustrate this model,
the spectral transmission through an all-pass, or notch filter, is plotted Figure 5.2 in
along with the model in Equation (5.11).
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5.1.1

Contradirectional Coupling of Resonant Modes

In some cases, the forward propagating mode can couple energy into a contradirectional (backwards) propagating mode. This can happen in waveguide based resonators with sufficiently high perturbations to the resonant mode. This perturbation
can arise from sidewall roughness in the resonator or even the presence of the bus
waveguide and can enable a transfer of energy between modes [49, 86]. When this
happens, the spectral behavior of the resonance becomes distorted and seems to
‘split’. This contradirectional mode coupling is depicted schematically as the dashed
lines in Figure 5.1. It is incorrect to fit a summation of Equation (5.11) to the spectral response to understand the behavior of the spectral mode for a couple of reasons.
First, the coupling of the two modes is related to the fields, not the power. Secondly,
as will be revealed in the formalism below, this is simply not an accurate description of the cavity. It is also misleading to consider the response in this situation
as two distinct resonances, because physically, power is being taken away from the
forward propagating resonant mode (as opposed to additional power being added to
the spectrum). In this scenario, which is schematically depicted in Figure 5.1, two
coupled differential equations describe the system.

d
a=
dt



d
b=
dt



1
jωa −
τa

1
jωb −
τb


a + κs − jµb

(5.16)

b − jµa

(5.17)



In Equations (5.16) and (5.17), a, b are the amplitudes (fields) of the forward and
backwards propagating modes, respectively. Similarly, ωa,b and τa,b are the resonant
frequencies and decay rates (related to the loaded quality factors) of these respective modes. The factor µ is the mutual coupling between these modes. Assuming

89

Chapter 5. Waveguide Non-Uniformity Characterization Using Ring Resonators

that there is no energy in the cavity prior to the excitation of the resonant modes,
Equations (5.16) can be solved using an integrating factor to yield

a = κs

j(ω − ωb ) + 1/τb
[j(ω − ωa ) + 1/τa ] [j(ω − ωb ) + 1/τb ] + µ2

(5.18)

In the case of coupling to the contradirectional mode, there are two distinct
cases: the degenerate case when ωa = ωb and the nondegenerate case where ωa 6=
ωb . It is intuitive to assume the two modes should always have the same resonant
frequency, and several degenerate cases are explored in [51]. However through the
introduction of loss, the system can be perturbed enough such that the two modes
do not have the same resonant frequency [85]. The contradirectional propagating
mode is typically undesirable, and aside from distorting the spectral characteristics
of the resonator, prevents all of the power coupled into the ring to be extracted
through a waveguide in one direction (the cavity becomes standing wave as opposed
to traveling wave), which renders ring resonators with this behavior insufficient for
efficient filtering applications. With two traveling modes propagating in opposite
directions, the cavity additionally becomes standing mode and will lose energy in two
directions, as the momentum matching condition can now be met in two directions.
Any cavity perturbation can induce this behavior in resonators, but frequently in
waveguide based devices this is caused by sidewall roughness of the waveguide [49,86],
which is formed due to the lithographic process that defines the waveguide patterning.
To calculate the power transmission through a ring resonator in the presence of
contradirectional coupling, we substitute the solution for Equation (5.16) into the
expressions in Equations (5.11) and (5.12), which is shown in Equations (5.19) and
(5.20). The spectral transmission of a ring resonator that exhibits contradirectional
coupled modes is provided in Figure 5.3. Note that in this analysis we have been
working in the domain of angular frequency ω. To convert this to the domain of
wavelength λ, which is typically the domain of the measurement, we use the simple
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identity ω = 2πc/λ, where c is the speed of light in vacuum.

spass
sin

2

= |1 − κ∗ a|2 = 1 − |κ|2

sdrop
sin

2

j(ω − ωb ) + 1/τb
[j(ω − ωa ) + 1/τa ] [j(ω − ωb ) + 1/τb ] + µ2

(κ0 )∗ κ1
= |−(κ ) a| =
[j(ω − ωa ) + 1/τa ] [j(ω − ωb ) + 1/τb ] + µ2
0 ∗

2

2

(5.19)

2

(5.20)

Figure 5.3: The spectrum of an all-pass (single coupled waveguide) silicon nitride
ring resonator in the O-band along with the model of the nondegenerate contradirectional solution for the resonator derived using coupled mode theory. In this case
the spectrum becomes distorted and the resonance seems to ‘split’, indicating some
power from the intentionally excited mode has been coupled into the backward propagating mode.
The models presented in this chapter are suitable to extract characteristics of
the resonant mode, and these differ from the standard Lorentzian lineshape that
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is sometimes fit to a resonator spectrum, which uses a linewidth factor instead of
the physically significant decay rates. Notice that in our transmission models, the
waveguide coupling and intrinsic cavity losses can be decoupled, because the coupling factor is always related to only the waveguide losses. When using the simple
Lorentzian model, only the loaded quality factor can be extracted, and without the
considerations discussed here, it is not possible to decouple the waveguide coupling
and intrinsic cavity losses.

5.1.2

Ring Resonator Characteristics

Now that we have derived expressions for the spectral form of these resonators we can
begin to discuss some other properties of ring resonators. In the previous section, we
considered a single resonant frequency/wavelength. Beginning here we will depart
from the frequency notation and use wavelength, as this is the more common domain
in practice. In most practical photonic applications, the cavities are several times the
length of the resonant wavelength, which leads the cavity to support several resonant
modes. The resonant wavelength can the be expressed as

λres =

L
nef f , m = 1, 2, 3...
m

(5.21)

where L is the length of the resonator and nef f is the effective index of the guided
mode. The spectral distance between resonances is defined as the free-spectral range,
and is denoted as δλ or δν in the frequency domain, and is defined as

δλ =

λ2
ng L

(5.22)
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δν =

c
ng L

(5.23)

where ν is the optical frequency and c is the speed of light. These expressions are
derived by taking the difference between the mth and (m+1)th resonant wavelengths,
along with the identity c = λν. Note that in the definition of free spectral range, the
group index, ng , of the resonant mode is used as opposed to the effective index. The
group index must be considered here because we are no longer considering the case
of monochromatic light, but rather we are using a range of wavelengths. Because of
this the dispersive nature of the waveguide and materials must be considered. The
group index of a guided mode with effective index nef f and at wavelength/frequency
λres /νres

ng = nef f − λres

d
d
nef f = nef f + ν nef f
dλ
dν

(5.24)

The free spectral ring in a resonant cavity is routinely used to extract the group
index information of the guided modes. Another important characteristic is called
the extinction ratio (ER), which is defined as a the ratio of off-resonance power
transmission to on-resonance power transmission. Thus, using Equations (5.11) and
(5.12) the extinction ratio can be described as

ER =

sout (ω =
6 ω0 )
sdrop (ω = ω0 )
=
sout (ω = ω0 )
sdrop (ω 6= ω0 )

(5.25)

The extinction ratio can be considered the depth of the resonance, and more
simply is the ratio of maximum power transmission to minimum power transmission.
Note that typically power measurements are taken in logarithmic units of power (i.e.,
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dBm) and the equation expressed in Equation (5.25) has units of watts, and must
be adjusted when using logarithmic scales. Further, the extinction ratio is usually
expressed in dB, so care must be taken during analysis. As will be discussed, the ER
is dictated by the relationship between the internal losses of the resonator and the
coupling losses.
In the previous section, a distinction was noted between the difference of intrinsic
and coupling losses in a resonator. In measurement, the total spectral width is related
to the loaded quality factor and the total resonator loss. The loaded quality factor
can be described as

1
1
1
=
+
Q
Q0 Qw

(5.26)

The extinction ratio is related to the loaded quality factor and the coupling
conditions in the resonant system. When Qw < Q0 , the resonance will be broad and
the primary contribution to total loss will be due to coupling losses. This scenario
is defined as overcoupled. In this case, most of the resonant power will be expelled
by coupling out of the cavity, and the ER will be small. This can be intuitively
understood by considering the resonant mode coupling out of cavity on resonance,
providing measurable power output even when the resonator is excited at its resonant
frequency. The opposite case is when Qw > Q0 , which is defined as undercoupled.
Here, the resonant mode has difficulty coupling out of the resonator, in contrast
to the overcoupled case, and is much more narrow as the intrinsic resonator loss
becomes dominant. The undercoupled resonance also has a small extinction ratio,
due to light at the resonant wavelength not being fully coupled to the resonator (i.e.,
the power in the incident wave cannot be completely coupled to the resonator, even
at the resonant frequency). Undercoupled resonators are sometimes used to bound
propagation loss of waveguide based resonators by fitting the standard Lorentzian
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model to the spectra because the primary contribution to the loaded quality factor
is only the internal cavity loss.
Using the derived models in the previous section however allow one to extract
the same loss regardless of coupling conditions. The third and final case is when
Qw = Q0 , and this is referred to as critical coupling. In this case, the extinction ratio
is infinite, as the power lost in a single round trip of the resonator (due solely to
the intrinsic losses) is equal to the coupling losses. In other words, all of the power
coupled into the resonator are dissipated within, resulting in no energy exiting the
cavity at the resonant wavelength. This is also commonly used to extract propagation loss in waveguide based resonators using the Lorentzian model, but again is
unnecessary with the formalism developed in the previous section. In practice this is
also very difficult as the coupling gap in a resonator is very sensitive to process variations [16]. The coupling condition for a ring resonator is changed by changing the
gap between the coupling waveguide and ring resonator, with small gaps generally
providing overcoupling, and large gaps providing undercoupling.
As mentioned several times previously, the loss in waveguide based resonators is
related to the intrinsic or unloaded quality factor Q0 . We have developed formalism
to extract this value and now will show how to use it to calculate propagation loss.
The unloaded quality factor can be described as [84]

Q0 =

ω0
αvg

(5.27)

where α is the decay rate of power (not of the field) and is expressed in units of
inverse length, and vg is the group velocity. Group velocity is used here because it
is the velocity of energy transport. A wave packet will propagate undistorted at the
group velocity which is the case of the resonant mode [84]. The variables in Equation
(5.27) are not typically used for photonic applications, by using some relationships
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between the speed of light and angular frequency we can express the loss in units of
dB/cm as

αdB/cm = ng

4.343
2π
×
λQ0
100

(5.28)

The factor of 4.343/100 arise from converting linear loss to logarithmic loss using
10 log10 e = 4.343, and the factor of 100 converts inverse meters to inverse centimeters.

5.2

Characterization of Non-Uniformities in Silicon Waveguides

In this section, we analyze the characteristics of ring resonators on a wafer scale
in order to understand the relationship between device performance deviation, and
systematic process variations such as waveguide thicknesses and waveguide widths.
We find that, through a combination of simulation and experimental results, that
a significant contribution to variation in device performance is directly related to
the systematic process variations. We also show that the variation in device performance can be improved by a factor of two through removal of the systematic
process variations, which is a technological constraint as opposed to a fundamental
constraint. This type of study is important to understanding the effects of the tooling
and materials used during manufacturing of photonic systems.
In order to characterize the variation in resonant frequency in Sandia’s 150 mm
wafer, 248 nm lithography silicon photonics process a mask set was designed which
consists of five cascaded silicon ring resonators. These resonators are formed of 400
nm wide strip waveguides bent on themselves, with a nominal thickness of 230 nm. A
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Figure 5.4: (a) Dark field microscope image of a unit cell. (b) Typical transmission
spectrum through grating couplers and drop port of a unit cell. (c) Resonant wavelength of 6 m diameter ring across the wafer plotted vs. final silicon device layer
thickness.

µ

dark field micrograph of a group of fabricated ring resonators is shown in Figure 5.4
(a). The five ring resonators have equal waveguide width and varying outer diameters

µ

and coupling gaps (6.00, 6.03, 6.06, 6.09, 6.12 m and 360, 340, 320, 300, 280 nm,
respectively). A second set group of five identical ring resonators were positioned 15

µm away, which were not used in this experiment as short range disorder has been

previously shown to be relatively benign [58]. These two sets of ring resonators form

µ

µ

a unit cell which was repeated every 1000 m laterally and 400 m vertically. A
total of 1680 unit cells were on each die with 16 complete die per wafer for a total of
268,800 rings per wafer. In this section, we present statistics of data measured from
3360 of those rings across a 150 mm wafer. In addition to the ring resonators, there
is also another strip waveguide used for alignment and normalization of resonator
spectrum to the spectrally dependent loss of the fiber grating couplers. Wafers were
fabricated with a passive process flow consisting of a full thickness silicon ( 230 nm)

µ

etch and cladding in 2.4 m thick high density plasma (HDP) oxide.
The resonant wavelength of a ring resonator, λres , is given by:

λres =

2πr
nef f (T, w, λ)
m

(5.29)
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where r is the radius of the ring, m is the azimuthal mode number, nef f is the
effective refractive index of the propagating mode, T is the waveguide thickness, w
is the waveguide width and λ is the optical wavelength. From FDTD simulations
(Lumerical) we calculate that the mode number is 54 near 1550 nm. Thus, it is clear
that perturbations in the resonator thickness, width and radius are the variables
which most strongly influence the resonant wavelength.
Variation in the ring radius is primarily due to deviations in magnification in
the lithography system. Measurement of the magnification error in the ASML DUV
scanner lithography system was measured to be less than 0.1 ppm across the reticle
field which corresponds to 4 mm out of a 41 mm diagonal field. Thus, the variance in
SOI thickness and waveguide width significantly outweigh the variation in resonator
radius [59]. No further consideration is given to ring resonator radius variation in
this work.

µ

The sensitivity to geometric variation of the 6.00 m diameter ring resonator (r1
in Figure 5.4(a)) is modeled using FDTD simulation. From the results of these simulations, a first order model of resonant wavelength as a function of the ring resonator
waveguide cross-sectional dimensions is developed, which is seen in Equation (5.29).

(0)

λres =

λ(0)
res

(0)

dλres
dλres
(T − T0 ) +
(w − w0 )
+
dT
dw

(5.30)
(0)

where T , and w are the waveguide thickness and width respectively, dλres /dT
(0)

(0)

and dλres /dw are the thickness and width dependencies, and λres , T0 , and w0 are
(0)

the unperturbed mean values of the above variables. In Equation (5.30), λres is 1550
nm, w0 is 400 nm and T0 is 230 nm. The thickness dependency dλres /dT is found
to be 1.25 nm shift in resonance per nm change in SOI thickness, and the width
(0)

dependency dλres /dw is found to be 1.08 nm shift in resonance per nm change in
waveguide width using FDTD simulations.
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µ

Figure 5.5: (a) Contour plot of measured silicon device layer thickness. (b) Contour
plot of post-etch waveguide width. (c) Contour plot of resonant wavelength of 6 m
diameter ring.

Prior to fabrication, the SOI layer thickness was measured using spectroscopic
ellipsometry. A contour map of the wafer thickness can be seen in Figure 5.5 (a).
From this contour plot it is clear that the silicon device layer thickness varies systematically with a tilted radial dependence which has a sharp gradient at the edge
of the wafer. This variation is likely due to a combination of bonding/cleaving and
CMP in the manufacture of the wafer. The standard deviation in wafer thickness,
σt , was measured to be 3.9 nm.
The variation in lithographic feature size both pre and post-etch were measured
with a CD-SEM. A contour plot of the across wafer waveguide width post-etch is
shown in Figure 5.5 (b). We find that the distribution of waveguide width across the
wafer is not uniform, rather it has a radial dependence. We hypothesize the radial
dependence of waveguide width is due to variation in temperature in the temperature
of the hotplate used in the poste exposure bake. The deep UV photoresist uses an
acid catalyzed sensitizer which helps reduce exposure times and increase throughput.
This technique creates a pattern by first generating a weak acid latent image from
the deep UV expose which is then followed a post exposure bake which completes
the exposure by further unzipping the polymer catalyzed by the presence of the weak
acid. Therefore, the total exposure can be considered to broken down into two parts;
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the deep UV and the thermal. Since a cool spot of one degree celsius can shift the
critical dimension (CD) by 30nm, the temperature uniformity of hotplate being used
in the litho cluster attached to the deep UV scanner is very important. We find
that the post-etch waveguide width has a standard deviation, σw , of 5.2 nm. In
addition to the columnar structure can be seen in Figure 5.5 (b). This is likely due
to non-uniform illumination of the slit in the lithographic lens system which could
be improved with further calibration of the ASML DUV scanner lithography system.
Measurement of resonant wavelength across the wafer was done in a Cascade
Microtech Summit probe station. Light from an Agilent tunable laser, swept from

µ

1480 – 1610 nm, was coupled into and out of the device through a 127 m pitch fiber

°

array angled at 8 . The light was polarized in the transverse electric (TE) direction.
The transmission spectrum for each unit cell was measured at a spacing of 4 mm
all 16 full die on the 150 mm wafer. Alignment of the fiber array to the device,
stepping of the wafer, and data collection was automated using MATLAB. A typical
transmission spectrum of the fiber grating coupler and ring resonators is shown in
Figure 5.4(b).
The resonant wavelength is found by using a noise robust peak finding algorithm.
Before peak-finding the spectra from the ring resonators were normalized to the
transmission through the grating couplers to flatten the spectrum (Figure 5.4 (b)).
A consistent azimuthal order m of each resonant wavelength is found by only considering those resonances which are clearly grouped as a function of wafer thickness
as seen in Figure 5.4 (c). Grouping the resonances this way enabled tracking the
resonant wavelength over separations that were larger than one FSR. It is important
to point out that as shown by Equation (5.22), smaller cavity lengths result in larger
FSR’s. This can easily be implemented in silicon because the high index contrast
enable small ring radii, but this would be more difficult to apply to other waveguide
systems which do not have as high of an index contrast (e.g., silicon nitride).

100

Chapter 5. Waveguide Non-Uniformity Characterization Using Ring Resonators

A contour map of the resonant wavelength measured across the wafer is shown in
Figure 5.5 (c). Using Equation (5.30) and the measured variance in waveguide width
and thickness the expected standard deviation in resonant wavelength, σλ , can be
estimated using:

v
!2
u
u dλ(0)
res
σT
σλ = t
+
dT

(0)

dλres
σw
dw

!2
(5.31)

From Equation (5.31) we estimate σλ to be 7.5 nm. This is in good agreement
with the direct measurement of σλ of 6.9 nm measured across the 150 mm wafer
given that the distributions are not Gaussian. This offers additional confirmation
that variation in ring resonator radius (i.e. magnification error) is not a strong
contributor to the variation in resonant wavelength.
Qualitatively there is a high degree of correlation between the resonant wavelength, thickness and waveguide width. The degree of correlation was quantified
using the linear correlation coefficient. For two random variables X, Y the correlation coefficient ρXY is given by

ρXY =

cov(X, Y )
σX σY

(5.32)

where cov(X, Y ) is the covariance of X and Y , and σX , σY are the standard
deviations of X and Y respectively. The correlation coefficients are tabulated in
Table 5.1. Random variables with a correlation coefficient greater than 0.5 can be
considered to be well correlated to first order. According to Table 5.1, the resonant
wavelength is well correlated with both the silicon thickness and waveguide width.
Furthermore, as evidenced by the contour plot, the post-etch waveguide width is well
correlated with the radial wafer position.
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Figure 5.6: Permutations of spectral separation plotted against their spatial separation for the measured devices (left) and the predicted spectral separation after
removing systematic process variations using Equation (5.30). These plots are formed
by taking one ring resonator, and subtracting its resonant wavelength from all other
ring resonators, as a function of their physical separation on the wafer. This is done
for every resonator.

By using the simulated dependencies on effective index against waveguide thickness and width along with the measured distributions in thickness and width, we
can predict the uniformity of effective index if these process variations were removed.
This is portrayed in Figure 5.6, where it can be seen that the variation in resonant
wavelength (and effective index) can be reduced significantly and is highly dependent
on the waveguide geometry
An estimate of how improvement in processing conditions may result in a reduction resonant wavelength variation can be made by removing the correlation with
the random variables. By removing the correlation with the wafer thickness σλ is reduced to 4.0 nm. One approach to reduce the correlation of resonant wavelength with
thickness is to use a feed-forward lithography scheme as proposed in [52]. Rather
than reduce the correlation σλ could be similarly reduced by better control of σT .
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Table 5.1: The correlation matrix of resonant wavelength variation with the sources
of systematic variation.

λres (r1 )
SOI Thickness
Guide Width
Wafer Position (Radial)

λres (r1 )
1
0.810
0.540
0.599

SOI

Guide Width

Wafer Position

1
0.220
0.368

1
0.690

1

Deviation
6.86 nm
3.89 nm
5.21 nm

The standard deviation in thickness can be reduced with several approaches such as
coring a 300 mm wafer or using local etching of the silicon device layer; the latter
has been shown to reduce the σT to 0.9 nm [87]. The effect of reducing the positional dependence of the lithography has been estimated to reduce σλ to 5.5 nm by
eliminating the correlation with radial wafer position from the data set. The positional dependence of the lithography can be removed in practice by improving the
temperature uniformity of the hot plate used for the post exposure bake.
Simultaneously optimizing both the correlation with wafer thickness and the positional lithography dependence would result in σλ = 3.61 nm. Further process
improvements such as improved illumination uniformity of the DUV scanner may
result in additional improvements of device uniformity. Ideally for photonic devices
the process will be controlled such that uniformity is limited by more fundamental
noise sources such as photoacid diffusion in resist or shot noise in the case of e-beam
lithography. It is worth noting that the level of uniformity obtained by removing
the systematic variation is comparable to the best results reported in the literature
as shown in Table 5.2. Furthermore, the same process of removing the predicted
dependency of resonant wavelength on waveguide geometry is applied to the other
ring resonators in this study, and we find that through removal of the systematic
process variation, the deviation in resonant wavelength distributions can be reduced
be nearly a factor of two for all of the ring resonators.
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Table 5.2: A comparison of process uniformity previously reported in the literature.
The bottom two rows are the results for the study described in this chapter.

Reference
[52]
[55]
[56]
[57]
[59]
[16]
[16]∗

Wafer Size (mm)
200
300
200
300
300
150
∗

Lithography (nm)
193
193 (immersion)
193
193 (immersion)
193
248

σw
2.59

2.55
5.50
5.20

σT
2

0.55
1.35
3.90

σλ
1.05
5.2
2.03
5.40
6.86
3.61

Adjusted for systematic process variations.

Table 5.3: The deviation of resonant wavelength for all resonator geometries studied
along with the deviation with the predicted systematic process variations removed.

Equation (5.31)
Measured
∗
∗

r1
6.55 nm
6.86 nm
3.61 nm

r2
6.62 nm
6.80 nm
3.69 nm

r3
6.60 nm
6.86 nm
3.69 nm

r4
6.90 nm
6.99 nm
3.68 nm

Adjusted for systematic process variations.
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r5
6.84 nm
7.20 nm
3.62 nm

Chapter 6
High Resolution Methods of
Characterizing Optical Waveguides
In Chapter 5 we discussed methods of characterizing optical waveguides utilizing ring
resonators. In practice many resonators must be used to gather statistics on propagation loss, and additionally perturbations within the ring resonator can complicate
the data extraction process. In this chapter we discuss a novel waveguide characterization method to accurately extract propagation loss as well as group index of
a guided mode. Although the measurement method is a bit more complex than a
ring resonator, the data is much easier to interpret, as we are only measuring the
characteristics of waveguides of varying length. Additionally we isolate propagation
loss for the guided mode by using the same coupling structure to guide light from
the fiber into several waveguide simultaneously.
This loss method uses an arrayed waveguide structure (AWS), which is essentially
a 1x1 arrayed waveguide grating (AWG). A microscope image of this device is depicted in Figure 6.1. In the device depicted in Figure 6.1, light is coupled into several
arrayed waveguides of different lengths, with the only difference between these waveg-
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uides being their length. As will be shown, the coupling to and from the arrayed
waveguides is either known or the same for all waveguides, which removes measurement uncertainty that arises from coupling a fiber to several individual waveguides.
The time domain transmission through all arrayed waveguides is measured simultaneously by taking an interferogram using a swept wavelength interferometer (SWI)
of this device, and taking its fast Fourier transform (FFT) to get transmission in
time. As will be discussed, this measurement method is capable of measuring both
propagation loss and group index of a guided mode.
This measurement method is applied to a series of silicon photonic waveguides to
characterize propagation loss and group index as a function of waveguide geometry.
We also show that this measurement method is much better suited to measure small
changes in these characteristics by applying this method to devices after exposure to
gamma radiation, and show that the same measurement is not possible when using
ring resonators without significant design consideration. This is highly relevant to
further understand the effects on waveguide characteristics, such as propagation loss,
before and after the bonding of TFLN to the modulators discussed in Chapter 3.
Other devices, such as integrated interferometers can be used to extract propagation
loss in waveguide based devices as well [47, 60–63], however these require several
measurements whereas the method discussed here only requires one, which takes less
than a second for data acquisition and processing, limited primarily by the sweep
speed of the laser.
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Figure 6.1: (a) A microscope image of one of the arrayed waveguide structures used in
this study. It consists of 15 (depicted) or 35 arrayed waveguides of a fixed width and
etch type (fully etched embedded strip or partially etched rib waveguide). Each of
the arrayed waveguides has 32 180 bends to accommodate a small footprint design,
which is 4×4 mm2 (depicted) and 8×8 mm2 in this study. (b) A microscope image
of the star couplers used in these loss measurements. The center waveguide on the
bottom is used as the input/output channel to the M arrayed waveguides at the top.
The other two waveguides on the bottom act as buffers to ensure coupling is the same
for all waveguides and are tapered off to avoid any type of reflection. The practicality
of this design choice is evident for an AWS with more than a single input/out, and
is implemented in this study for simplicity. The yellow region in the middle is the
FPR, and is where the entering light is modeled as a Gaussian beam. (c) Microscope
image of 16 180 bends in the shortest arrayed waveguide, which tapers from a 3
m wide partially etched rib waveguide in the straight section to a 400 nm fully
etched embedded strip waveguide in the bent region to avoid excitation of higher
order modes. Reprinted with permission from [10] The Optical Society.
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6.1
6.1.1

The Arrayed Waveguide Structure
Design

AWG’s typically are used as wavelength-division multiplexing (WDM) components,
making up a system with N input channels, M arrayed waveguides of different
lengths, P output channels, and two free propagation regions (FPR) between the
arrayed waveguides and inputs/outputs. Input light enters through one of the N
input channels into an FPR, typically a star coupler, and is coupled to all M arrayed
waveguides. The path length differences in the arrayed waveguides yield different
accumulated phase for each of the M waveguides. Therefore, when light recombines
in the second FPR (also a star coupler), the resultant interference pattern results
in a focusing of the light onto the plane of output waveguides. Which waveguide
this light is focused on will depend on the difference in accumulated phase, or optical wavelength, in adjacent arrayed waveguides. For the purpose of waveguide loss
characterization, we are interested in the phase and amplitude transmission of all
arrayed waveguides, which can be extracted from transmission through a single input and output channel of the AWG. For this reason, the AWG used in this study is
fabricated with only a single input and output channel N = P = 1, and is referred to
as an arrayed waveguide structure (AWS). Because there is only one channel at the
input and output of the AWG, channel spacing and other parameters constituent to
the AWS dynamics (such as the diffractive nature of a grating) are ill-defined and
not further discussed.
The main parameter of interest for this work is the difference in physical path
length between adjacent arrayed waveguides. This length is chosen to be sufficiently
long to introduce a large group delay between adjacent waveguides to provide adequate resolution during the SWI measurement. At the same time, consideration of
the expected propagation loss is taken into account to allow sufficient signal to noise
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of the longest waveguide. The AWS’s used in this work are based on those in [88]
which consist of two star couplers joined by 15 individual waveguides of equal width
designed to occupy a 4 × 4 mm2 area. Another AWS design is used which consists
of identical star couplers joined by 35 waveguides and occupy a space of 8 × 8 mm2 .
The star couplers each consist of silicon tapers which serve as the input and output
channels to the AWS structure and are designed so that roughly 80% of light entering
the FPR couples to the arrayed waveguides which results in ∼1 dB of insertion loss.
These silicon tapers couple light to a silicon slab FPR, where the input light fans
out to the output waveguides. The output waveguides are arranged on a circular
arc, centered on the center input waveguide. Light entering the FPR from the center
input waveguide will reach each output waveguide with the same optical phase. The
arrayed waveguides are located at the opposite side of where the tapers couple to
the FPR, as seen in Figure 6.1. More detail on AWG characteristics can be found
in [73,89]. The arrayed waveguide width is held constant for a single AWS. AWS’s of
various waveguide widths ranging from 400 nm to 3000 nm are fabricated in order to
characterize waveguide loss in Sandia’s silicon photonic platform. Both fully etched
(strip) and partially etched (ridge) waveguides were studied. The fundamental mode
profile of these waveguides is depicted in Figure 6.2.

Figure 6.2: The transverse electric (TE) modal distribution at a wavelength of 1550
nm in (a) fully etched strip waveguides and (b) partially etched rib waveguides of
strip and rib width w=1 m. Reprinted with permission from [11] The Optical
Society.
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Each waveguide in the array is designed with 32 identical 180 bends resulting
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in a serpentine geometry to realize designs with smaller footprints. Some of the
arrayed waveguides studied here are sufficiently wide to become multimode in the
presence of scattering due to sidewall roughness. This is undesirable because we
only wish to analyze the loss of the fundamental mode, and the higher order modes
obscure this information. To avoid mode conversion from the fundamental to higher
order modes, each waveguide transitions to a single mode waveguide before each bent
section of waveguide. In all devices studied, this bent waveguide is a 400 nm wide
fully etched strip waveguide, regardless of arrayed waveguide width or type studied
(fully or partially etched waveguide) to ensure that the arrayed waveguides remain
single mode throughout the entire structure. The bent section of the waveguide is
tapered to the arrayed waveguides being studied. Importantly, the cross-section of
the arrayed waveguides (the plane normal to the direction of the propagation of light)
is held constant for a given AWS device. That is, each path has an equal number
of identical transitions and waveguide bends. This ensures that any change in the
modal properties of adjacent arrayed waveguides will be attributed to their different
lengths. Using FDTD simulations, the loss from each bend is estimated to be less

°

than 0.03 dB, which results in a loss of less than 1 dB in for the 32 180 bends in
each waveguide. These devices are fabricated using Sandia’s MESA facilities, and
follow the flow described in Chapter 5.

6.1.2

Arrayed Waveguide Structure Transmission Theory

To model the transmission of the AWS, we first consider the star coupler on the input
side of the AWS, which can be seen in Figure 6.1. Light entering the center waveguide
reaches the FPR of the star coupler and begins to expand. We treat the propagation
in this region as a Gaussian beam propagating along the z-direction [73, 89], and
assume the beam waist is located at the end of the input waveguide. We also assume
that the output waveguides are located far from the beam waist, allowing us to
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treat the wave front as circular. The output waveguides are positioned along a
circular curve centered on the input waveguide, and therefore we can assume that the
optical phase is uniform across the entrance of each output waveguide. We therefore
consider only the amplitude of transmission from the star coupler to the mth arrayed
waveguide, which is a Gaussian distribution [73] given by Equation (6.1). ISC is
the intensity of the light entering the star coupler, δr is the spacing between output
waveguides, and ω(z) is the beam width as the light propagates along the z-direction,
given by Equation (6.2), where ω0 is the beam waist at the input waveguide

 2 )
m − M2+1 δr
, m = 1, 2, ..., M
= ISC exp −
ω 2 (z)
( 

SC1
Im

s
ω(z) = ω0

1+



λz
nF P R πω02

(6.1)


(6.2)

Note that the factor of (M + 1)/2 is used to ensure that the arrayed waveguide in
the middle of the waveguide channel array, m, has maximum transmission. This is
necessary as the Gaussian expanding from the input of the FPR will be maximum for
the waveguide channel in the middle of the waveguide array, and that the coupling to
the other waveguides will be symmetric about this point. From these two equations,
we see that knowledge of the star coupler transmission can be used to extract the
effective index of the FPR (nF P R ). The effective index is directly related to the
material index, as well as the width of the input waveguide and the thickness of
the FPR. All three of these parameters can potentially vary with the fabrication
process [16, 52–59] and therefore, measuring the effective index provides valuable
information for monitoring and correcting process variations. However, because all of
these terms will vary with process variations the absolute value of the effective index
has significant uncertainty. Additional information, such as physical measurement
of the fabricated dimensions would be required to reduce this uncertainty.
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Figure 6.3: Power transmission into each arrayed waveguide for the discussed star
couplers for different values of δr/ω(z) using Equation (6.1). There are 35 arrayed
waveguides in this example.

The value of δr/ω(z) dictates the length of the FPR between the input waveguide,
and the arrayed waveguides, and the effect this term has on transmission into the
arrayed waveguides is shown in Figure 6.3. The spacing between waveguide, δr, is
fixed by design, so the quantity δr/ω(z) will decrease as the length between input
and arrayed waveguide increases. Note that if this value is too large, which is the case
when the FPR length is short, light cannot couple into the other arrayed waveguides.
This is an intuitive result since the beam propagating in the FPR will not have
diverged enough in order to couple into the other waveguides. As δr/ω(z) decreases,
as is the case with a long FPR, the coupling into all arrayed waveguides becomes
much more uniform. However it is a poor design choice to make the FPR length very
large in order to achieve uniform transmission, because if it is too long, some of the
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power from the input waveguide will not be able to couple into anything, and will
result in increasing the overall loss. This same thought process can be applied to the
spacing of the arrayed waveguides to optimize loss of the overall AWS structure.
Following the star coupler, light propagates through the mth arrayed waveguide
which have a length of L0 + m∆L. As stated earlier, each waveguide consists of
a series of bends and transitions designed to create a compact device. This causes
the effective index and waveguide loss to vary throughout the waveguide. However,
devicehere are designed such that each of the waveguides has the same number
of bends and transitions. The additional length added to each waveguide, ∆L,
occurs completely in the waveguide type of interest and not at all in the bend or
transition sections. This allows the extra phase and loss associated with the bends
and transitions to be pulled out as a global term common to all arrayed waveguides,
and can be ignored in the final analysis. The phase and loss term of interest is
wg
then given by Equation (6.3), where Im
is the transmission through the mth arrayed

waveguide. In Equation (6.3), nef f (ν) is the effective group index of the fundamental
TE mode of the arrayed waveguides, and α(ν) is the loss of the fundamental mode
in units of inverse length.

wg
Im




2πνnef f (ν)
− α(ν) (L0 + m∆L)
∝ exp j
c

(6.3)

Finally, the light enters the output star coupler. At this point light enters a slab
region from each of the arrayed waveguides. Each waveguide enters the slab along
the radius of a circle centered on the center waveguide on the opposite side of the
slab region. We can assume that the phase accumulated by light traveling from each
of the arrayed waveguides to this center waveguide is the same, and therefore ignore
it as a global phase term. Additionally, each of the waveguides is directed towards
this center waveguide. The spacing between arrayed waveguides in the star coupler,
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δr, is sufficiently small such that the angle between all arrayed waveguides satisfy
the small angle approximation, so we can therefore assume, to first order, that the
transmission from each arrayed waveguide to the center output waveguide will be
the same. For these reasons, we ignore the output star coupler completely, treating
the amplitude and phase transmission as a global term.
Combining Equation (6.1) and Equation (6.3) we are left with Equation (6.4).
This equation provides the basis for extracting the propagation loss and group index
of the waveguide of interest. The real part, Equation (6.5), and the imaginary part,
Equation (6.6), of the exponent will be used to fit measured data from the SWI,
explained in the next section. In Equation (6.5), the propagation loss is written as a
function of optical frequency, which is the general case. As will be discussed later, the
measurement must be taken over an optical frequency range where the propagation
loss is constant in order for our Fourier analysis to hold.

tm ∝ exp [ξm (ν) + jθm (ν)]

(6.4)

 2
m − M2+1 δr
− α(ν) × (L0 + m∆L)
ξm (ν) = −
ω 2 (z)

(6.5)



θm (ν) =

6.2

2πνnef f (ν)
× (L0 + m∆L)
c

(6.6)

Swept Wavelength Interferometer

Measurement of the AWS is accomplished using a swept source interferometer as
depicted in Figure 6.4 which utilizes a tunable laser source (TLS). The clock Mach
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Zehnder interferometer (MZI) is imbalanced, with extra optical fiber in one arm. As
the TLS is swept, the output from this MZI will be a series of peaks and valleys
at regular intervals as the wavelength is swept in time. Hence, the clock MZI of
the SWI is used as a clock to trigger sampling in the lower MZI. This is necessary
because the TLS source may not tune optical frequency linearly. The clock signal
is calibrated using a hydrogen cyanide (HCN) wavelength reference, and found to
provide triggering at a frequency spacing of 1.406 MHz (11.278 fm). That is, the SWI
is sampling at equal intervals of 1.406 MHz (11.278 fm) in the domain of TLS optical
frequency (wavelength). Polarization paddles are placed in the clock MZI in order
to maximize interference fringe depth in the clock. Similarly, in the measurement
MZI, polarization paddles are placed in the upper arm and after the device under
test (DUT) in the lower arm to maximize fringe depth.
The propagation loss studied here that of the TE waveguide mode, so a polarization paddle is placed before the DUT to ensure that this is the excited mode. TE
polarization is achieved by taking the spectrum of a micro-disk modulator optimized
to have high quality factor TE cavity modes. Balanced photodiodes are used to optimize the signal-to-noise ratio (SNR) at the outputs of the SWI. The AWS is placed
in one arm of the measurement MZI as the DUT. Light passes through each of the
arrayed waveguides and then interferes with the reference arm, of length Lref , of the
measurement MZI at the output. The electric field at one output of the measurement
MZI is given by Equation (6.7).

2πνnref
ef f (ν)Lref
E(ν) = Eref exp j
c

!
+ E0

M
X

exp [ξm (ν) + jθm (ν)]

(6.7)

m

The amplitude of the exiting electric field from the AWS, given by Equation (6.5),
has M + 1 terms, and its intensity, given in Equation (6.6), has (M + 1)2 terms. Of
these (M + 1)2 terms, M 2 terms are arise from transmission through each arrayed
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Figure 6.4: Schematic representation of the SWI used in this study which consists
of a clock MZI which is used to ensure linear sampling of optical frequency ν and
a measurement MZI which is used to measure the DUT. Reprinted with permission
from [10] The Optical Society.

©

waveguide interfering with one another (self-interference in the AWS), and is the
first summation of Equation (6.8). A single term will be related to the transmission
intensity of the reference arm of the MZI (Iref ), and lastly 2M of these terms will
correspond to the interference of the M waveguides with the reference arm of the
MZI, which is the second summation of Equation (6.8). The terms in this second
summation is what we are ultimately interested in. We will see that as long as the
optical path length of the reference arm of the measurement MZI is much longer
than the longest optical path length of the AWS, the terms that come from the
self-interference terms will not interfere with our analysis.
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M
X


2πνnef f (ν)
I(ν) = Iref + I0
(m − k)∆L
exp [ξm (ν) + ξk (ν)] cos
c
m,k


M
X
p

2πν  r
ξm (ν)
e
cos
+ 2 I0 Iref
nef f ef (ν)Lref − nef f (ν)(L0 + m∆L)
c
m


(6.8)
As the optical frequency ν of the TLS is tuned linearly, the measured intensity at
the output of the interferometer oscillates due to the cosine terms in Equation (6.8).
By taking the FFT of this intensity as a function of optical frequency, we are given
the intensity as a function of time (Fourier domain of frequency). To understand
the meaning of the time axis, we can look at the cosine terms in Equation (6.8).
When taking the FFT, we expect these cosine terms to result in peaks centered at
positive and negative values associated with the ‘frequency’ of the cosine term. The
instantaneous frequency of the cosine terms in the second summation of Equation
(6.8) is given by the derivative of the phase of the cosine function with respect to the
optical frequency. This is shown in Equation (6.9), and from this we can see that the
cosine will oscillate with a frequency proportional to the difference in group delay
between light traveling in the reference arm and the mth arrayed waveguide of the
AWS. Therefore, the time axis in the FFT can be associated with the relative group
delay of light traveling through the DUT. Once calibrated, we can use the relative
group delay between arms of the AWS to extract the group index of the mode guided
by each waveguide type being studied.





∂ ref
∂
2π
∂
ref
(θref − θm ) =
nef f + ν nef f Lref − nef f + ν nef f (L0 + m∆L)
∂ν
c
∂ν
∂ν

2π  ref
=
ng Lref − ng (L0 + m∆L)
c
(6.9)
By this same reasoning, the terms in the first summation of Equation (6.8) will
oscillate at a frequency proportional to the relative group delay between individual
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arms of the AWS. This series of terms will have many overlapping frequencies; for
example, the (m = 1, k = 2) term will have the same relative group delay as the
(m = 2, k = 3) term. For this reason, these terms do not provide meaningful data
and we wish to ignore them. By choosing the length of the reference arm to be
sufficiently long, we can ensure that the terms from the first summation in Equation
(6.8) will appear at frequencies (group delays) much lower than the terms from the
second summation. In the final analysis we only care about the second summation,
shown in Equation (6.10), which in the group delay domain, will be a series of peaks
with intensity proportional to exp [ξm (ν)].

M
X
p
eξm (ν) cos
Iint (ν) = Iref I0
m

6.3





2π  ref
ng (ν)Lref − ng (ν)(L0 + m∆L)
(6.10)
c

Extraction of Modal Parameters

In order to extract the propagation loss and group index of themode guided by
each waveguide type of the AWS, we perform a sweep of the SWI over some optical
frequency range. A greater frequency range will provide higher resolution in the
group delay domain. However, care needs to be taken here to avoid significant
dispersion, which will effect the analysis here. For this work, the laser was swept over
approximately 1.8 THz, which provides a group delay resolution of approximately
540 fs. The maximum group delay that can be measured is fixed by the frequency
step of the clock MZI at approximately 350 ns. Because we are measuring the group
delay relative to the reference arm of the measurement MZI, this time is further
limited (i.e. zero physical group delay does not show up at zero group delay in the
FFT data).
Once we have measured the interferogram produced by the measurement MZI,
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with the DUT in one arm, we perform the FFT on this data. By performing the
Fourier transform of Equation (6.8), we find that the intensity is a summation of
Dirac-delta functions centered at group delays τm , which is the group delay of the
mth arrayed waveguide in the group delay domain, as seen in Equation (6.12). For
this analysis, we assume that the transmission amplitude and group delay of the
waveguides is nearly constant over the bandwidth of the laser sweep. If these values vary significantly over the bandwidth of the sweep, the associated peak will be
broadened and may contain additional structure (e.g., side-bands).

F {Iint (ν)} =

M
X
p
eξm (ν)
Iref I0

∆ν

δ(t ± τm )

(6.11)

m

τm =

1 h ref
ng (ν)
c

i
L
−
hn
(ν)i
(L
+
m∆L)
ref
g
0
∆ν
∆ν

(6.12)

Since we are assuming a nearly constant propagation loss and group index, the
intensity corresponding to the transmission of each arrayed waveguide in Equation
(6.11) is found by integrating the experimentally measured power around each of the
M peaks in the group delay domain. This yields a discrete data set that contains
M points which correlate to the transmission through each of the M arrayed waveguides. Note that if the propagation loss is constant throughout the optical frequency
sweep, Equation (6.11) is true. If however the loss varies with optical frequency,
when taking the FFT of Equation (6.10) convolution with the functional form of
the propagation loss will be necessary. Prior to integrating transmission round each
peak, experimental data is averaged over 100 measurements in order to reduce any
noise present in the measurement. A typical group delay spectrum is seen in Figure
6.5. By taking the natural logarithm of this discrete data set we are left with the
terms in Equation (6.5) as a function of waveguide number m. After fitting to a
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second-order polynomial to this data set, we are able to accurately extract waveguide loss as the linear coefficient of the fit. The linear term is normalized by the
differential waveguide path length ∆L to get the loss in units of inverse centimeters,
and scaled by 10 log10 e to convert to units of dB/cm. The quadratic coefficient of
the fit is related to the material parameters and dimensions of the FPR in the star
coupler, as explained in section 6.1.2. A typical dataset of intensity as a function
of waveguide number, along with a quadratic fit in which loss is extracted from, is
shown in Figure 6.5. The loss uncertainty is extracted from the fit of the quadratic
function to experimental data as a function of waveguide number m, and is typically
on the order of 0.05 dB/cm.
Finally, the relative group delay of each peak is determined and a linear fit is made
to the group delay as a function of waveguide number m. The slope of this fit is
the group delay per waveguide. Dividing this number by the differential waveguide
path length (∆L) provides the group velocity, and dividing the speed of light by
the velocity gives the group index. The uncertainty in this value can be again be
determined from the linear fit and is typically on the order of 0.015%.
The advantage of this method of measurement can now clearly be seen. For a
given structure consisting of M arrayed waveguides, we are able to extract M loss
terms in a single measurement. This allows the possibility of statistically analyzing a set of loss data after performing a single measurement. Therefore, in a single
measurement, we are able to calculate an average value for propagation loss, along
with the associated uncertainty of this value. As with any measurement, accuracy
can be statistically improved through increasing the sample size of the experiment,
which in this case is achieved through increasing M , the number of arrayed waveguides. Furthermore, accuracy can be improved by applying Equation (6.5) to a
dataset with higher contrast between data points, which here is the total loss in
each waveguide. This can be accomplished by increasing the path length difference
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Figure 6.5: (Group delay domain spectra 400 nm wide fully etched embedded strip
arrayed waveguides with peak transmission circled in red (a) and the quadratic function fit to the integrated transmission from each of the M arrayed waveguides (b).
Reprinted with permission from [10] The Optical Society.

©

between waveguides, ∆L. Therefore, the tolerance of this method can be further
improved by increasing the path length difference between the longest and shortest
arrayed waveguide, (M − 1)∆L. As a result of being able to acquire a large amount
of data points per measurement, an accurate measurement can be found even in
the presence of anomalous data points (which for example may arise from process
variation or waveguide defects) through identifying and removing these statistical
outliers. Increasing the quantity (M − 1)∆L is also necessary in the case of very low
loss waveguides as a method of increasing the dynamic range in the measurement.
The optimal value of (M − 1)∆L resulting in minimum relative uncertainty will then
depend on the propagation loss of the waveguide being studied, and as will be seen
in section 6.4.
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6.4

Modal Characteristics of Silicon Photonic
Waveguides in the C-Band

Using this method of loss characterization, we are able to measure propagation loss
as a function of waveguide width in the silicon photonic platform at Sandia for both
fully etched embedded strip waveguides and partially etched rib waveguides at widths
ranging from 400 nm to 3000 nm, which is shown in Figure 6.6. This experimental
data agrees well with the loss model in Equation (6.13), which consists of loss due
to scattering from sidewall roughness and free carrier absorption.

σ2
g(V )fe (x, ζ) + ∆αh × ΓSi
2k0 d4 n1

(6.13)

U 2V 2
1+W

(6.14)

αtot = √

Where

g(V ) =

x
fe (x, ζ) =

h

2 2

2 2

(1 + x ) + 2x ζ
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+1−x


1/2
(1 + x2 )2 + 2x2 ζ 2

∆αh = 6.0 × 10−18 ∆Nh

2

1/2
(6.15)

(6.16)

The first term in Equation (6.13) is derived by Payne and Lacey in [90] for a
three-layer dielectric slab waveguide with an RMS deviation of σ from a smooth
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surface. g(V ) depends on the waveguide geometry; V = k0 d × (n21 − n22 )1/2 , U =
d × (n21 k02 − β 2 )1/2 , W = d × (β 2 − n22 k02 )1/2 , β is the propagation constant of the
fundamental waveguide mode, k0 is the wavenumber in free space, d is the half width
of the waveguide, and n1 and n2 are the refractive index of the core and cladding
of the waveguide, respectively. fe (x, ζ) depends on the statistical distribution of
surface roughness which has an exponential autocorrelation function for sidewalls
that are manufactured lithographically [91], where x = W Lc /d, ζ = n2 V /(n1 W ∆1/2 )
and ∆ = (n21 − n22 )/(2n21 ). In order to apply this model to our data, the effective
index method is employed to reduce the waveguides in this work to equivalent threelayer dielectric slabs, which is the same procedure in [92]. The RMS roughness and
correlation length are found to be 0.95 nm and 57.48 nm respectively through analysis
of SEM images taken from 500 nm wide SOI waveguides.
The second term in Equation (6.13) is the change in absorption due to excess
hole concentration and is derived from the Soref & Bennett model [14], where ΓSi
is the modal confinement factor in silicon. The excess hole concentration is derived
from the resistivity of the SOI film and found to be approximately 1e15 cm−3 . These
numbers are applied to the model in Equation (6.13) and plotted against waveguide
width in Figure 6.6 for both fully and partially etched waveguides, along with the
independently extracted experimental propagation loss. The agreement between
experiment and model indicates that our measurement method is accurate, and can
be further improved by performing atomic force microscopy (AFM) measurements on
the waveguide sidewalls in order to more accurately extract the roughness statistics.
As expected from the model in Equation (6.13), the loss decreases as the waveguide
becomes wider. This is because the modal overlap with the Si/SiO2 interface is
reduced as the waveguide widens. As modal overlap with the sidewalls becomes
sufficiently small, the free carrier absorption becomes a dominant source of loss.
The variation in experimental data can be attributed to process non-uniformities,
which can significantly affect the performance of photonic devices [16, 52–59]. The

123

Chapter 6. High Resolution Methods of Characterizing Optical Waveguides

relative uncertainty of these particular measurements is inversely proportional to the
measured loss, which can be prominently seen as the relatively high uncertainty in
the wider waveguides in Figure 6.6. The accuracy for measured propagation loss of
these wide waveguides can be improved through increasing the total loss between
waveguides by increasing the path length difference between the longest and shortest
arrayed waveguides, (M − 1)∆L. In the measurements included here, (M − 1)∆L is
held constant for every arrayed waveguide structure by design, and as a consequence
we can easily observe the relative measurement uncertainty increase as loss decreases,
indicating that an optimal value for (M −1)∆L will depend on the actual propagation
loss in the studied waveguide.
It has been shown that scattering due to sidewall roughness is a dominating source
of loss in silicon photonic waveguides [10, 92, 93]. This loss can be reduced through
reducing the sidewall roughness at the Si/SiO2 interface [93], or through making
the waveguides sufficiently wide to reduce modal power overlap with the sidewall
interface, as shown in Figure 6.5. As the loss due to sidewall roughness decreases,
the dominating source of loss is observed to come from the material loss in silicon,
which arises primarily from the background carrier concentration in the silicon film.
The silicon film in which the waveguides are fabricated from is lightly p-type with a
carrier concentration of roughly 1×1015 cm−3 in this study.
The group index from the fundamental mode of each waveguide dimension is
extracted and seen in Figure 6.7 along with the simulated group index. The group
index is experimentally extracted from the time delay between the transmission of
adjacent arrayed waveguides, which is τm+1 − τm = ng (ν)∆L/c, where the path
length difference between adjacent waveguides, ∆L is known by design, and c is
simply the speed of light. The simulated group index is found through an eigenmode
solver and plotted against waveguide width along with the independently extracted
experimental data. We find that the effective group index follows a decreasing trend
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Figure 6.6: Extracted waveguide loss as a function of waveguide width using the
arrayed waveguide structure and the loss model due to scattering and free carrier
absorption for (a) fully etched embedded strip waveguide and (b) partially etched
rib waveguide. The uncertainty in loss measurement is attributed to variation in
waveguide loss due to uncertainty in process variations. Reprinted with permission
from [10] The Optical Society.

©

Figure 6.7: Experimentally extracted effective group index and group index simulation results as a function of waveguide width for fully etched embedded strip
waveguides (a) and partially etched rib waveguide (b). Reprinted with permission
from [10] The Optical Society.

©

as waveguide width increases, which is expected due to the optical mode overlap with
the waveguide cladding as the waveguide dimensions decrease. The experimentally
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extracted values show excellent agreement with simulation results, suggesting that
this measurement method can accurately measure group delay to a high degree of
accuracy, which can be attributed to the ability to gather group index data from
(M − 1) waveguide simultaneously.
This measurement method is also applied to SiNx AWS’s, which are used in the
modulator discussed in Chapter 3. The experimentally extracted propagation loss
and group index as a function of waveguide width are seen in Figure 6.8. Note
that models are not included on these plots as the line edge roughness measurement
is more difficult in this case, as there is less SEM contrast between the SiNx and
SiO2 . Group index simulations are not carried out here as SiNx characteristics are
not as well characterized as silicon and can be engineered during process (e.g., the
silicon rich SiNx discussed in Chapter 3). Although these measurements are not for
the hybrid waveguides themselves, but this measurement does show how the AWS
method of characterization is not unique to silicon and can be expanded upon to
other waveguide types.

Figure 6.8: Experimentally extracted propagation loss and effective group index
offully etched SiNx strip waveguides as a function of their width.
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6.5

Sensitivity of Silicon Waveguides to Gamma
Radiation Exposure

In this section we will experimentally explore the sensitivity of this phase sensitive
measurement method by measuring propagation loss and the group index for a set
of AWS’s before and after exposure to a 100 krad(Si) dose of gamma radiation. The
(Si) following the 100 krad is used to indicate that the dose absorbed in silicon is
100 krad, as different materials will absorb different amounts of radiation. The value
of 100 krad(Si) is chosen because it is the upper bound of total ionizing dose (TID)
levels expected in space vehicles operating in low Earth orbit (LEO) for one year [94].
Aside from demonstrating that this measurement technique is more sensitive when
compared to other methods (e.g., ring resonators), these experiments provide insight
to the suitability of using silicon photonics in space vehicles and other high energy
environments. It would be beneficial to be able to apply the high data capacity
and energy efficiency offered by silicon photonics can in high radiation environments
such as space vehicles [95] and high-energy physics experiments [96]. It has been
shown previously that radiation hardened (rad hard) CMOS is required for microelectronics in radiation environments, due to the degradation of materials and device
performance, which can be attributed to ionizing radiation (gamma and X-ray radiation) and heavy ion radiation [97]. In order to utilize PIC’s in these environments,
it is imperative to understand how the basic waveguide will be affected, because
this is the basic building block in which more sophisticated devices and systems are
made. Previous studies have investigated the effects of radiation on active silicon
photonic devices such as Mach-Zehnder modulators [96], micro-disk modulators [98]
and silicon-germanium photodiodes [96, 98, 99] which have shown that these devices
are suitable for operation in radiation environments. The radiation effects on passive
photonic components have also previously been studied, particularly waveguides with
core materials of amorphous silicon [100, 101], silicon nitride [100], and silicon [102].
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The radiation effects for these waveguides were investigated by studying variation
within the spectral characteristics for resonant cavities (ring resonators and Fabry
Perot). Other studies on radiation effects on photonic devices include silicon ring
resonators exposed to x-ray radiation [103], silicon oxynitride ring resonators exposed
to alpha radiation [104], silicon Mach-Zehnder interferometers exposed to X-ray and
neutron radiation [105], silicon nitride ring resonators under proton radiation [106],
and lithium niobate waveguides under gamma radiation [107].
The ability to measure the small changes in propagation loss observed in this
study is enabled by employing the previously described measurement method, and
allows us to directly measure small changes in propagation loss that are not expected
to be revealed using other methods of loss extraction. As a comparison to this
study, we discuss the sensitivity of measuring changes in propagation loss using ring
resonators. If the quality factor is high enough, in theory, the small changes in
propagation loss can be measured using ring resonators, but no other studies have
been implemented utilizing ring resonators with sufficiently high quality factors when
studying radiation effects.
Using the measurement method and devices discussed in this chapter, we find
an increase in propagation loss in irradiated silicon photonic waveguides, measured
around a wavelength of 1550 nm. Although there is an increase in propagation loss,
it is small, not strongly dependent upon waveguide design, and we find that this
excess loss can be improved through annealing at the relatively low temperature of

°

200 C. We also find that the group index of the fundamental mode guided by the
studied waveguide geometries changes by less than 0.5%, and is nearly unaffected by
exposure to gamma radiation.
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6.6

Radiation Effects Background

After being exposed to high energy gamma radiation (∼1 MeV), holes can become
trapped at and near the Si/SiO2 interface [108–111], creating a space-charge region.
Additionally, the density of surface states (traps) at this interface has been shown to
increase under exposure to gamma radiation [112], which can cause optical absorption
[113]. Photons in the energy range of ∼1 MeV are not energetic enough to cause
lattice defects in either the silicon or oxide regions, so we can therefore associate
any variation in performance to a change in charge distributions and generation of
surface states within the waveguide structure. The gernation of surface states and
accumulation of charge can occur at and near the interface between the waveguide
core and cladding, illustrated as the black contours in Figure 6.2.
Although it is not expected to be a dominant effect in this study, another effect of
gamma radiation exposure is dopant passivation. This is due to a radiation induced
hydrogenation process [114], in which trapped hydrogen in the oxide can become free
and passivate dopants. This effect is neglected in this study however, because the
devices investigated in this study are very lightly doped (p-type 1015 cm−3 ).

It has been previously shown that the damaging effects of gamma radiation in
CMOS structures can at least be partially reversed through heat treatment (annealing) [112,114,115]. Due to the similarity of these structures, we can predict that any
performance degradation to silicon photonic components due to gamma radiation
can be at least partially recovered through heat treatment of our exposed samples.
Furthermore, in-situ heating may be applied to improve exposed photonic device
performance through the implementation of integrated heating elements. It is worth
stating that the waveguide structure differs from the structure of a MOS device
mainly due to the fact that there is not an applied electric field, however the field of
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radiation studies on silicon CMOS devices serve as a comparison and reference point
for similar studies on photonic integrated circuits.

6.7

Characterization of Radiation Effects

The previously described measurement technique [10] is applied to the same silicon
photonic AWS’s with 35 arrayed waveguides to extract the modal characteristics
of the fundamental TE mode of the waveguides. The AWS are irradiated using a
cobalt 60 (60 Co) source with a dose rate of approximately 130 rad/s. The AWS is
maintained near room temperature during irradiation by flowing room temperature
(24◦ C) air over the samples. Fully and partially etched AWS of varying widths
are irradiated to a total dose of 100 krad (Si) (100×103 rad (Si)). Sandia’s silicon
photonic waveguides are fabricated in a manufacturing environment with densified
cladding which prevents device degradation due to environmental factors, and as
such these waveguides are well characterized and do not experience variation in
modal characteristics over time. Measurements before and after exposure to gamma
radiation, for a given AWS, are taken at room temperature and within thirty minutes
of one another, with the exposure process taking no more than fifteen minutes.
At and near each of the Si/SiO2 interfaces in the waveguide cross section depicted
in Figure 6.2, we expect an accumulation of trapped holes in the oxide region near
the interface causing a redistribution of free carriers in the waveguide core [108–
111], along with the generation of surface state which can introduce loss through
absorption [112, 113]. Propagation loss and group index is measured in several fully
and partially etched AWS with different widths both before and after irradiation,
which is plotted in Figure 6.9 as a function of waveguide width for both strip and
rib waveguides.
From Figure 6.9 it is clear that the propagation loss in the fundamental TE
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Figure 6.9: Measured propagation loss for the fundamental TE mode in silicon photonic strip (a) and rib (b) waveguides, and the measured group index of the same
mode in strip (c) and rib (d) waveguides with a 0 krad (Si) dose and a 100 krad (Si)
dose, along with a measurement proceeding heat treatment after exposure to radiation. The error bars at each of these data points are the 95% confidence intervals in
the extracted propagation loss and group index, and are represented as the shaded
rectangles around the data points, colored to match the corresponding curve colors.
Reprinted with permission from [11] The Optical Society.

©

mode increases after exposure to a 100 krad (Si) dose, regardless of waveguide crosssectional geometry. Figure 6.9 also depicts the measured group index of the fundamental mode against waveguide geometry, where we find that the change in index
before and after irradiation is quite small (less than 0.5 % for all measurements).
To understand how propagation loss changes with increasing dose, an AWS with

µ

a 3 m rib width was irradiated incrementally, such that propagation loss could be
measured after increasing doses have been absorbed into the sample. The results of
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this study are depicted in Figure 6.10, where we see that the excess propagation loss
minimally increases over an absorbed dose spanning two orders of magnitude. After
the initial degradation from 0 to 10 krad (Si), the degradation from 10 krad to 1
Mrad (Si) is significantly less. This indicates that the overall radiation sensitivity
of silicon photonic waveguides is low once a dose of roughly 10 krad (Si) has been
absorbed.

µ

Figure 6.10: Measured propagation loss along with measurement uncertainty of the
fundamental TE mode in a 3 m partially etched rib waveguide at various absorbed
dosages and its pre-exposure propagation loss. The initial propagation loss (at 0 rad
(Si) absorbed dose) and its uncertainty is indicated as the grey region. The sample
received the discussed heat treatment the 1 Mrad (Si) dose. The errors bars at each
data point are the 95% confidence intervals in the extracted propagation loss and
are provided as the red horizontal lines above and below each data point. Reprinted
with permission from [11] The Optical Society.

©

After exposure, excess loss can be reduced through a thermal anneal, in which
the induced charge becomes neutralized [114, 115] and surface state densities becomes reduced [112]. Each irradiated AWS is heated to 200◦ C on a hot plate in
atmosphere for two hours before propagation loss is measured again, and the resultant propagation loss is displayed in Figure 6.9. As predicted, loss is improved for
all waveguide geometries studied here, due to the induced radiation effects becoming
at least partially reversed. Again, the group index of the fundamental mode corre-
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sponding to each of these waveguide geometries is largely unchanged after the heat
treatment, which allows for a method of improvement in propagation loss without
changing other constituent modal parameters.

6.8

Comparison of Measurement Sensitivity to
Ring Resonators

We have experimentally observed an increase in propagation loss in silicon photonic waveguides after exposure to gamma radiation using a high resolution measurement method capable of measuring small changes in the characteristics of waveguide
modes. This excess loss is associated with radiation induced charge accumulation
along with the generation of surface states at and near the waveguide core/cladding
interface [108–113]. We observe that the measured excess loss after the 100 krad (Si)
exposure does not strongly depend on the type of waveguide (strip or rib waveguide)
or its width.
These results differ from the results presented in [102], where the spectral characteristics of silicon ring resonators were used to investigate the effects of exposure to
gamma radiation. To address This discrepancy is due to the different measurement
methods used in this study and can be understood by analyzing the characteristics
of the ring resonators reported in [102]. The measured or loaded quality factor for a
ring resonator, QL , can be expressed as

1
1
1
1
=
+
+
QL
QP L QBend QCoup

(6.17)

where QP L , QBend , and QCoup are the contributions to the measured quality factor
due to propagation loss, bending loss, and coupling loss respectively. Recall from
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Chapter 5 that these quantities have inverse relationships with these respective losses.
For a resonant mode with propagation constant β, effective index nef f , group index
ng , and propagation loss αmode , the change in QP L (dQP L ) due to a small change in
propagation loss, dαmode , is found to be Equation (6.18).

dQP L = −dαmode

ng
β
2
nef f αmode

(6.18)

Then by differentiating Equation (6.17) with respect to QP L and using the chain
rule, the resultant change in measured or loaded quality factor, dQL , due to a small
change in propagation loss is found to be Equation (6.19).

nef f Q2L
dQL = −dαmode
ng β

(6.19)

The maximum change in propagation loss, dαmode , measured in this study is 1.35
± 0.11 dB/cm. Using this value along with the reported loaded quality factors of
10,000 from the similar ring resonator study in [102], and assuming a fully etched
silicon photonic waveguide 230 nm thick and 500 nm wide (propagation constant
of 10.1

µm

−1

, effective index of 2.49 and group index of 4.22 at a 1.55

µm free

space wavelength) in Equation (6.19), the change in loaded quality factor is -1812 ±
15, or 1.82 ± 0.15 % of the original measurement. These small quantities make it
unsurprising that such small changes in propagation loss could not be observed using
ring resonators with low loaded quality factors, and from Equation (6.19) it is clear
that these small changes in propagation loss would be more difficult to observe for
even lower loaded quality factors. From this we conclude that without the design of
very low loss ring resonators, the AWS devices are much better solutions when small
changes in modal properties need to be measured.
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This analysis also helps reveal that the bending and coupling losses must be well
characterized within the ring structure in order to accurately quantify the waveguide
propagation loss, and any uncertainty in these parameters make it more difficult
to extract a small change in propagation loss. Accurately quantifying all of these
quantities can be difficult because of the systematic process variations that exist [16].
Hence, we believe that the AWS/SWI measurement technique enables us to observe changes in propagation loss that cannot be accurately measured by analyzing
the spectrum of a ring resonator with a low loaded quality factor. We acknowledge
that by analyzing ring resonators with sufficiently high loaded quality factors can enable the detection of smaller changes in propagation loss, as predicted by Equation
(6.19).
The measured group index of the fundamental mode for all of the waveguide
geometries in this study is minimally affected (measured change of less than 0.5%)
by the absorbed doses studied of 100 krad (Si) suggesting that exposure to gamma
radiation does not change the dispersion characteristics of passive silicon photonic
components. This empirical information along with the small observed changes in
propagation loss indicates that the radiation hardness of silicon photonic waveguides
is not dependent upon the waveguide designs studied here, which implies that a wide
design space exists for silicon photonics for harsh environments. Additionally, we
have shown that once an appreciable radiation dose has been absorbed into our silicon photonic waveguides, the change in excess propagation loss is small. These results
indicate that these waveguides can be implemented in scenarios where large amounts
of radiation are expected for short periods of time, or where smaller amounts of radiation are present for long periods of time. We have experimentally shown that the
induced excess propagation loss can be improved through heat treatment by allowing
the neutralization of induced charge radiation effects, which may be accomplished
using in-situ heaters, for example. This shows that silicon photonic systems can po-
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tentially be reused for several experiments in which radiation is present, implying the
practicality for silicon photonic systems for applications in radiation environments.
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Chapter 7
Conclusions and Future Work
In this work, an architecture has been developed to fabricate hybrid TFLN/silicon
photonic devices, and an electro-optic modulator was built using this architecture
and characterized. The mitigation of systematic non-uniformities in the bonding
surface of these devices is addressed in order to improve bonding quality and overall
yield of bonded devices. Methods of characterizing and mitigating systematic process
variations for waveguide based devices is also addressed, which again is a necessary
problem to tackle to enable high-yield manufacturing of bonded TFLN/silicon photonic devices. We discussed that ring resonators are common and simple devices
used to characterize waveguide based devices, and also offer a novel characterization
method using an AWS in tandem with a swept-wavelength interferometer. The sensitivities of the two methods are finally compared and show that the AWS has a simple
transmission model and is superior in terms of sensitivity, while the ring resonator
has a more complex transmission model but is much smaller. In this chapter, we
will address the future of this work along with some of the general challenges. The
proposed integrated architecture is highly applicable to high performance electrooptic devices such as modulators and frequency conversion devices, and integrated
optical communication systems in general, such as radio over fiber or RF photonic
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applications.

7.1

Modulator Performance

One of the primary concerns with the modulator architecture described in Chapter
3 is performance. When comparing this device with other reported thin-film electrooptic modulators, it is clear that performance in both bandwidth and efficiency (Vπ )
can be improved. In our device, one of the primary goals was to build an electro-optic
modulator without processing lithium niobate at all. This forced us to use thinner
films in order to fabricate low loss vertical couplers and compromise performance
for the sake of simplifying the fabrication. With thinner TFLN films, there is less
optical interaction with the electro-optic material because the TFLN was physically
quite thin, directly hindering the modulation efficiency (Vπ ). In order to account
for this, the CPW gap was designed to be smaller to compensate. However, this
makes the capacitance of the device larger, and reduces the bandwidth. Another
effect of the thinner TFLN used in Chapter 3 is that the group index of the mode
in the hybrid waveguide is also small, which can make velocity matching difficult
to achieve, compounding all of these problems. Here we list several paths toward
improving the device performance while maintaining the described manufacturing
benefits.

7.1.1

Removal of the Carrier Wafer

Prior to bonding, the hybrid modulator is fabricated on top of a silicon wafer, which
is used as the support for the overall structure, and does not interact with the optical
mode at all. The TFLN purchased for bonding typically uses LiNbO3 as a carrier
wafer (analogous to SOI), but TFLN wafers on silicon wafers can also be purchased.

138

Chapter 7. Conclusions and Future Work

LiNbO3 has very high dielectric constant at RF frequencies, which decreases the
phase velocity of the RF mode, and the problem of velocity matching arises. One
possible path to remedy this issue is to simply remove the handle material, which
can be achieved through grinding or deep reactive ion etching (DRIE). The simulated results of removal of the superstrate (the TFLN carrier wafer) and removal of
the substrate (the silicon photonic carrier wafer) are displayed in Figure 7.1. It is
important to mention that any processing steps that take place after bonding of the
TFLN will require high quality bonds to ensure that the bond is not affected by the
additional processing.

Figure 7.1: The simulated effect of removal of the superstrate and substrate for the
design of the hybrid device presented in Chapter 3. Adapted with permission from [8]
The Optical Society.

©

The substrate and superstrate in theory can both be removed for significant
performance improvement. This would result in a thin membrane device essentially
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suspended in air, so other design considerations would be required to ensure the
device can be operated. By engineering the material that the RF mode interacts
with, the dielectric losses can also be removed. The effect of all of this improves the
overall electro-optic bandwidth of the device, and negligibly changes the half-wave
voltage. Although this requires further processing out of the CMOS foundry aside
from the TFLN bonding, the performance trade-off make this approach worthwhile.

7.1.2

Damascene Metallization

One method of improving the bandwidth is removal of the carrier wafers. The
half-wave voltage however can be improved by pursuing a damascene metallization
process [116] in which trenches are etched into the SiO2 , and the metal is deposited
into these trenches. This allows for the metal electrodes to be placed closer to the
bonding surface of the hybrid device. In the fabrication method described in Chapter
3, the metal electrodes are formed by depositing a metal film, and then patterning
it. This imposes a strict restriction on the amount of material between the bonding
surface and the top of the electrodes. The simulated effect of using a damascene
metallization process are given in Figure 7.2. Ideally, the optical waveguide should
be placed directly in between the electrodes for maximum overlap if the applied
field and optical mode. As the distance between the optical mode and electrodes is
increased, the optical mode will only interact with the fringes in the applied field,
which limits efficiency.
It is important to note that the simulated electro-optic performance improvements
shown in Figures 7.1 and 7.2 are simulated using the modulator design provided in
Chapter 3. Different designs would result in different performance metrics, but in
general the process of removing the handle wafers will improve bandwidth while
shifting the CPW’s closer the TFLN will result in stronger interaction between the
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Figure 7.2: The simulated effect of the interaction between the optical and RF modes
in TFLN as a function of the distance between the bonding surface and electrodes,
achievable by implementing a damascene metallization process. The parameters used
in the simulation are those described in Chapter 3. Adapted with permission from [8]
The Optical Society.
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optical and RF modes.

7.1.3

Other Performance Improvement Strategies

To consider what a completely optimized modulator might look like, we neglect the
vertical couplers in order to accommodate thicker TFLN films and focus on the
arms of the hybrid Mach-Zehnder modulator. Thicker TFLN films directly enable
stronger overlap of the optical mode and external applied fields and increase the
group index of the optical mode, which helps achieve velocity matching. We start by
optimizing the bandwidth of the CPW. The CMOS compatible metal will be lossier
than comparable gold CPW’s used in similar devices, so it is imperative to have low
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loss designs to achieve higher bandwidths. Generally, this forces the CPW gap to be
larger, which typically would reduce the efficiency of the device. However, due to the
complex cross-section of the device, the RF field distribution is non-trivial, but this
can actually be leveraged to improve efficiency. By designing the optical waveguide
to be offset from the center of the electrode gap, it can be placed in an area with
higher RF field amplitude. These effects can be seen in Figure 7.3 which contains a
field distribution of one arm of the simulated modulator.
The bandwidth simulated in Figure 7.3 utilizing a 600 nm thick TFLN sample
bonded to the silicon photonic integrated circuit. In these simulations, the TFLN
handle wafer is removed while the silicon photonic handle wafer remains. By altering
the CPW design, offsetting the optical waveguide in the CPW gap, and implementing
thicker TFLN layers, a 3 dB bandwidth of above 300 GHz is predicted with a halfwave voltage length product of 4 V×cm. This design does not change the fabrication
steps described in Chapter 3 (i.e., damascene metallization is ignored).
As mentioned, thicker TFLN films make efficient vertical coupler design challenging. One way to address this challenge is to thin the TFLN in the region the
vertical couplers occupy. In Chapter 3 we experimentally demonstrate that these
couplers work with TFLN thicknesses of 200 nm, so by thinning to at least 200
nm the couplers will function. Further tapering would need to be considered to
maintain low loss operation (i.e., the transition between thinned TFLN and thick
TFLN). Alternatively, the thickness and width of the vertical couplers can be altered to accommodate transitions to hybrid waveguides with thicker TFLN. Higher
index materials, such as as silicon, could potentially be implemented to achieve the
same goal. The result of this approach is that the thin layers of TFLN required
for the adiabatic transitions discussed in Chapter 3 can still be accomplished while
providing a superior modulation region. All of these strategies are being explored in
order to realize high performance devices.
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Figure 7.3: (a) Electro-optic bandwidth for a modulator design achieving a 3 dB
bandwidth greater than 300 GHz using a 600 nm thick piece of bonded LiNbO3 .
(b) The half-wave voltage length product as a function of lateral position between
the CPW electrodes relative to the center of this gap and (c) cross section of one
arm of the MZM detailing the optical power distribution (white contour), the optical
waveguide offset, and the magnitude of the x-component of the electric field resulting
from the application of one volt DC to the CPW. The boundaries of the electrodes
and TFLN are depicted as the dashed white lines.
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7.2

Characterization Methods for Integrated
Platform

In Chapter 4 we discussed the significance of the polished SiO2 thickness uniformity
as it relates to bonding quality and yield. While we discuss and demonstrate a
method to achieve more uniform polished SiO2 thickness, it is still difficult to use
CMP processes to hit exact thickness targets. For example, we require oxide between
the SiNx waveguide and TFLN to form the bonding surface. However it is important
to keep this oxide layer thin, otherwise the device will not be as efficient as possible,
and the effects of this oxide thickness are discussed in Chapter 3. This problem is
quite challenging as any other non-uniformities present during fabrication can affect
the ability to hit this target (less than 100 nm) across the wafer. Other methods of
thinning the oxide layer may be used provided that the roughness of the surface can
still be less than one nm, which is also a challenging task. Pursuing different bonding
surfaces is another valid approach. For example, by depositing SiNx directly on top
of the TFLN to form the waveguides clad with SiO2 , the bonding surface can be
the waveguide cladding. This approach accommodates a very controllable method
to form the hybrid optical waveguides, but an additional challenge of alignment for
the bond becomes apparent. In our devices the alignment uncertainty was a very

µ

forgiving metric, however if waveguides, which are on the order of 1 m wide must
be aligned, special tooling will be required. Additionally, further designs would
need to be investigated to ensure bonded vertical couplers can still support low loss
transitions. Adhesive bonds can also be pursued (such as BCB, or spin on glass), and
these adhesive layers can be implemented instead of the SiO2 top cladding used in
the SiNx waveguide in Chapter 3. An issue here again boils down to how repeatable
this process can be, and whether or not it is possible to use thin enough adhesive
layers to ensure small distances between SiNx and TFLN. This approach could be
very promising however, as the strict surface restrictions required for direct bonding
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will become relaxed when utilizing adhesive bonding.
Finally characterization of the bonded waveguides needs to be performed to quantify device variation to study the yield of these devices. We have discussed using
ring resonators and arrayed waveguide structures to do this, and have shown that the
arrayed waveguides provide more sensitive measurement to determine the difference
in loss characteristics before and after bonding. This is necessary to quantify the
variations in uniformity and is required prior to the mass production of these hybrid
technologies.

7.3

Expanding the TFLN/Silicon Photonic
Platform

Assuming that these fabrication concerns are addressed and that high performance
modulators can be built with minimal systematic process variations, the hybrid device platform can be expanded upon, as shown in Figure 7.4. Aside from manufacturing other electro-optic devices, the platform itself can be expanded to include
germanium for photodiodes, for example.

©

Figure 7.4: A cross section of the expanded integrated silicon photonic and TFLN
platform. Reprinted with permission from [8] The Optical Society.

Adding other photonic devices allow for fabrication of more complex photonic
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systems, and the functionality is obviously expanded as well. By having a single
platform in which all these devices can be manufactured, in high volumes, photonics
can become a much more cost-effective, energy efficient solution to communication
links. The final integrated platform however is very challenging from a manufacturing perspective. In much of this work we discussed challenges with fabrication of
integrating TFLN with silicon photonics, and of course similar challenges would arise
when integrating this platform with other materials. However in theory, assuming
that all manufacturing issues can be solved, this platform can accommodate fabrication of all common photonic devices and accordingly can be used to build integrated
systems with complex functionality.
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Appendix A
CMOS Foundry Fabrication of
Heterogeneously Integrated
Modulators
This appendix describes the fabrication steps, prior to the final step of the TFLN
bonding, for the heterogeneously integrated modulator described in Chapter 3. The
step-by-step process is depicted in Figure A.1. The materials and process used in this
design are required to be CMOS compatible in order to maintain the manufacturing
benefits of silicon photonics. This places a limit on any process that requires high
temperature processes, such as low pressure chemical vapor deposition (LPCVD)
silicon nitride films, or metallization using gold. Although these materials offer
lower loss (for the optical modes in the LPCVD waveguides as well as the RF loss in
the CPW’s), they are not compatible with a CMOS foundry standard process and
negatively impact the manufacturing of these devices.
The metal layer in Figure A.1 consists of a titanium / titanium nitride / aluminum copper / titanium nitride (Ti/TiN/AlCu/TiN) stack with thicknesses of
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20/50/750/50 nm. The initial Ti layer serves as an adhesion layer while the TiN
layers serve as anti-reflection (AR) coating layers as well as diffusion barriers. These
layers are all formed using a chemical vapor deposition (CVD) process. The conductivity of this stack is measured using a four point measurement and found to be
2.61 ×107 Ω−1 m−1 . CMP steps are used after every HDP oxide deposition in order
to reduce any potential topography present to ensure the final bonding surface is as
smooth as possible. All patterning is achieved through 248 nm lithographic process.
The refractive index of the two SiNx waveguide layers are measured through
analyzing what modes are coupled into a thin film (i.e., the waveguide layers prior
to patterning) using a prism through varying the angle of the incidence light [117]
(Metricon system). The measured index for the standard SiNx and silicon-rich SiNx ,
at a wavelength of 1546 nm, is measured to be 1.91 and 2.11 respectively. Note that
the index of silicon-rich SiNx is lower than that of TFLN, which highlights one of
the major challenges of designing the vertical adiabatic couplers. The index of the
SiNx is altered through varying the silicon content of the film, where a larger silicon
content translates to higher optical losses.
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Figure A.1: The fabrication for the electro-optic modulators prior to TFLN bonding.
(a) The starting material is a high-resistivity silicon wafer, where 3 m of thermal
oxide is grown. (b) The CMOS compatible metal layer is deposited and (c) patterned
to form the CPW’s. (d) HDP oxide is deposited and planarized such that the oxide
above the metal is nominally 350 nm thick. (e) The 300 nm thick silicon-rich SiNx
film is deposited and (f) patterned to form the bus waveguides, followed by another
(g) HDP oxide deposition and planarization such that the oxide is nominally 375
nm thick above the bus waveguide layer. Similarly, (h) a 225 nm thick SiNx layer is
deposited and (i) patterned to form the rib portion of the hybrid waveguide. This is
followed by (j) a final HDP oxide depostion and final planarization step where the
remaining oxide above the SiNx layer is minimized (targeted to be less than 100 nm).
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Appendix B
Procedure for Electro-Optic
Measurements
This appendix describes the procedure used to characterize the electro-optic characteristics of modulators. There are many electro-optic modulator characteristics,
however here we will focus on the frequency response and SFDR. The procedures
described here can be used as a basis for measuring other quantities (such as Vπ ).
Prior to performing these measurements, the device will need to be set up for both
optical and electrical characterization.
For optical measurements, the device will need to have fibers aligned to its input
and output waveguides, such that power transmission is maximized through the
device. The transmission may depend on the polarization of the incident light,
which is an important consideration. Cleaved polarization maintaining fibers may
be used for this purpose, but setting the polarization can be difficult and requires
the use of tools which control the rotational angle of the cleaved fiber. Another
way to perform this characterization is to simply use single mode fiber (SMF) and
a polarization controller. During the initial measurement, the polarization state will
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be unknown. It is then helpful to use devices whose characteristics are different
for different polarization states, and a common device used for this purpose is the
ring resonator. By taking the spectra of a ring resonator with an unknown state of
polarized light, many resonances of both the transverse electric (TE) and transverse
magnetic (TM) modes can be measured. The TE and TM resonances will typically
have different quality factors, allowing one to isolate which resonances belong to
which polarization state. If the quality factor (or broadness) of the resonance is
similar between the two polarization states, the free spectral range (FSR) can be used
to identify the TE or TM resonances as the group index of the TE and TM mode will
not be the same so long as the waveguide is not symmetric (equal height and width),
which is typically the case in integrated photonics. To set the polarization to the
TE/TM state, the TE/TM resonance must be identified and its extinction ratio must
be maximized. This can be done by minimizing power transmission on resonance
by changing the polarization state. Note that some waveguide based devices do not
support more than one mode, and in this case, the power transmission through the
device simply needs to be maximized to set the polarization state. To align the
device for electrical characterization, it is helpful to first have the device completely
optically aligned, and then align the electrical probes. Prior to contacting the probe
to the device, the RF cables should be installed to avoid having to move the probe
while it is near the sample to be measured. Contacting the device may change the
alignment condition, so optical alignment may need to be performed again. If the
probes do not allow the direct imaging of the optical fibers, it is more helpful to
implement lensed fibers as opposed to cleaved fibers, as these do not need to come
into physical contact with the sample to achieve alignment. Aligning cleaved fibers
without being able to directly view them is very challenging. At this point, the
sample is prepared for electro-optic characterization.
The measurement link to characterize the electro-optic frequency response of a
device is depicted in Figure B.1a). Here one port of a vector network analyzer
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(VNA) is connected to the probe contacting the device, and the other is connected
to a photodiode. The VNA will measure the power at the same frequency it is
supplying power at. A big consideration here is making sure enough RF power is
being generated at the photodiode so that the output can be measured at the VNA.
This is because the typical responsivity of photodiodes are not very high for high
speed devices. To ensure sufficient signal into the VNA, electrical or optical amplifiers
can be used. Amplifiers will contribute noise to the measurement, but the signal-tonoise ratio is usually sufficient for measurement purposes. Optical bandpass filters
can be used to reduce additional noise from optical amplifiers in the measurement.
These are commercially available and a 1 nm filter will not interfere (i.e., filter out
the modulated laser light) with the measurement unless the bandwidth of the device
is very high. An optical wavelength bandwidth of 1 nm translates to a frequency
bandwidth of roughly 125 GHz (at 1550 nm), so operating frequencies below this
will not be filtered out. This is not an issue for most VNA measurements in any case
as VNA’s that operate above 50 GHz are incredibly expensive (operation up to 40
or 50 GHz is standard for high frequency test equipment).
For measurements with the VNA, it is important to calibrate the measurement
to remove the frequency response of the cables and probes being used. This is
done in the measurements in Chapters 3 and 4 by using a calibration substrate
with calibrated short, through, open, and broadband load (SOLT) structures to be
contacted with RF probes. Some VNA’s also can use electronic calibration kits, but
these cannot be used to remove the frequency response of the RF probes (because
it cannot be contacted with the probes, but is connected via the RF cables). There
are routines built into VNA’s to achieve the initial calibration measurements. To
perform the calibration, the measurement link needs to be set up without the device
under test (DUT). When using the calibration substrates, this requires placing the
substrate where the DUT is placed, and each port of the VNA is connected to
probes on either side of the substrate. Note that this is different from the electro-
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optic measurement, where one probe contacting the device is driven by on port of the
VNA, and the other is terminated with a 50 Ω load. When the electronic kits are used,
the cables connected to the probes must be disconnected and connected to the kit. It
is important to move the cables as little as possible from the calibration step to the
measurement step, as small movements in the cable can affect the frequency response
of the cables. The frequency response of the photodiode can be measured through
a heterodyne measurement, where two optical wavelengths are beated together to
drive the photodiode at an RF frequency (the difference frequency of the two optical
wavelengths). In this case an RF power meter is required and the frequency response
of this power meter must be high enough to avoid indirectly measuring its’ frequency
response. After calibration, the electro-optic frequency is straightforward to measure.
The SFDR assesses the linearity of an RF or RF photonic link as discussed in
Chapter 3, and the measurement schematic is depicted in Figure B.1b). The SFDR
is a measurement of the power range the link can be operated over such that there
are no distorting elements in the link, which arise from large signal modulation. A lot
of good information regarding the metrics of RF photonic links can be found in [78],
which covers a lot of the mathematical descriptions regarding the SFDR. Large signal
modulation will result in the generation of higher order frequency terms. In other
words, if a link is begin driven at sufficiently high powers at a frequency of f , the
power measured at the end of the link will be measured at frequencies of f , 2f , 3f ,
and so on. The SFDR defines the range of RF power the link can be operated such
that the f terms can be measured, but not the 2f terms. However, in practice, it
is not practical to perform a measurement where the RF power is increased until
the 2f terms can be measured, especially at high frequencies, as this requires more
knowledge of the frequency response of each element of the link. So in practice, the
SFDR is measured by driving a link using two frequency sources, f1 and f2 . This
creates intermodulation distortion (IMD) terms which are closer in the frequency
domain to the f1 and f2 terms than the f and 2f terms in the single source scenario.
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Figure B.1: Common measurement links to characterize (a) the electro-optic
bandwidth or frequency response of a modulator, and (b) the SFDR of an RF photonic link.

This is also more practical in terms of how an actual RF photonic link would be
operated where some arbitrary information signal is transmitted. If the f1 and f2
are different by 100 MHz or so, the IMD terms (spurs) are generated at f1 − 100
MHz and f2 + 100 MHz, if f1 < f2 . More rigorously, the IMD terms are generated
at frequencies of 2f1 − f2 and 2f2 − f1 . If f2 = f1 + δf , then these IMD terms can be
written as f1 − δf and f2 + δf [72,78]. These are the third order terms (analogous to
3f ) in the measurement, and as such, the power carried at these frequencies scales
cubically with input power. The fundamental response of the link (f ) scales linearly
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with input power for reference. In measurement, the fundamental and third-order
response of the link can be extrapolated upon to find their intersection along the
axis of output power, which is referred to as the third order output intercept point
(OIP3 ). The SFDR is then expressed on a logarithmic scale as

SF DR =

2
[OIP3 − NOut − 10 log(B)]
3

(B.1)

where NOut is the link measurement noise described in Chapter 3 and is in units
of dBm/Hz, OIP3 is in units of dBm, and B is the measurement bandwidth (i.e., the
resolution bandiwdth of the spectrum analyzer in the measurement), and is in units of
Hz. The expression in Equation (B.1) is normalized to the measurement bandwidth
B, and accordingly SF DR has units of dB×Hz2/3 . The SFDR is typically defined
using the third order IMD terms, but in general can be defined for any order of
distortion terms. In this case, SF DRn can be expressed as

SF DRn =

n−1
[OIPn − NOut − 10 log(B)]
n

(B.2)

The nth order SFDR has units of dB×Hzn−1/n . This form of the SFDR is not
typically reported in the literature but is included here for completeness. To measure
SFDR is very similar to measuring the electro-optic frequency response. Instead of
using a VNA, the modulator is driven with two frequency sources f1 and f2 which is
described previously. These two frequencies should be sufficiently close to each other
such that the frequency response of the elements in the link do not interfere with the
measurement. The power carried by f1 and f2 driving the link should be the same as
well for simplicity, and should be combined using a microwave coupler between the
sources and modulator. To measure the response of the link, an electronic spectrum
analyzer (ESA) should be used. The power carried by the fundamental terms is
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recorded, as well as the power carried by the third order IMD terms, as a function
of the input RF power. This data set allows one to fit lines to output power vs
input power in both the fundamental and third order response of the link to provide
OIP3 . The measurement noise, NOut , can be measured through recording the average
noise in the link as a function of resolution bandwidth (B in Equations (B.1) and
(B.2)). A line can be fit to this data set, and extrapolated upon to find the noise
at 1 Hz. This is roughly the same as measuring the noise power and normalizing
it to the resolution bandwidth. This step of normalizing the measured noise power
to measurement bandwidth is important as the measured noise power is a function
of resolution bandwidth, however we are only interested in the absolute noise floor.
With all of these quantities the SFDR can be calculated.
Other electro-optic characteristics can be measured by modifying these two measurement methods, and in general simply require the measurement of the optical
response of the electrically driven modulator. For example, by replacing high frequency driving source with a low frequency ramp function, the half-wave voltage (Vπ )
can be measured. The applied ramp is a linear increase in voltage, and Vπ is defined
as how much voltage is necessary to achieve a π phase shift, which is the voltage required to shift the optical response from maximum to minimum. DC measurements
can be used rather than a ramp function, however applying the ramp function is
faster for data acquisition. The applied signal does require low frequencies to ensure
that the frequency response is flat. A frequency dependent Vπ may also be measured
in this fashion.
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Integrated lithium niobate electro-optic modulators operating at cmoscompatible voltages. Nature, 562(7725):101–104, 2018.
[4] Andrew J Mercante, Peng Yao, Shouyuan Shi, Garrett Schneider, Janusz Murakowski, and Dennis W Prather. 110 ghz cmos compatible thin film linbo3
modulator on silicon. Optics express, 24(14):15590–15595, 2016.
[5] Shilei Jin, Longtao Xu, Haihua Zhang, and Yifei Li. Linbo 3 thin-film modulators using silicon nitride surface ridge waveguides. IEEE Photonics Technology
Letters, 28(7):736–739, 2015.
[6] Ashutosh Rao, Aniket Patil, Payam Rabiei, Amirmahdi Honardoost, Richard
DeSalvo, Arthur Paolella, and Sasan Fathpour. High-performance and linear
thin-film lithium niobate mach–zehnder modulators on silicon up to 50 ghz.
Optics letters, 41(24):5700–5703, 2016.
[7] Peter O Weigel, Jie Zhao, Kelvin Fang, Hasan Al-Rubaye, Douglas Trotter,
Dana Hood, John Mudrick, Christina Dallo, Andrew T Pomerene, Andrew L
Starbuck, et al. Bonded thin film lithium niobate modulator on a silicon photonics platform exceeding 100 ghz 3-db electrical modulation bandwidth. Optics express, 26(18):23728–23739, 2018.

160

References

[8] Nicholas Boynton, Hong Cai, Michael Gehl, Shawn Arterburn, Christina Dallo,
Andrew Pomerene, Andrew Starbuck, Dana Hood, Douglas C Trotter, Thomas
Friedmann, Christopher T. DeRose, and Anthony Lentine. A heterogeneously
integrated silicon photonic/lithium niobate travelling wave electro-optic modulator. Optics Express, 28(2):1868–1884, 2020.
[9] Ed L Wooten, Karl M Kissa, Alfredo Yi-Yan, Edmond J Murphy, Donald A
Lafaw, Peter F Hallemeier, David Maack, Daniel V Attanasio, Daniel J Fritz,
Gregory J McBrien, et al. A review of lithium niobate modulators for fiberoptic communications systems. IEEE Journal of selected topics in Quantum
Electronics, 6(1):69–82, 2000.
[10] Michael Gehl, Nicholas Boynton, Christina Dallo, Andrew Pomerene, Andrew
Starbuck, Dana Hood, Douglas C Trotter, Anthony Lentine, and Christopher T
DeRose. Accurate photonic waveguide characterization using an arrayed waveguide structure. Optics express, 26(14):18082–18095, 2018.
[11] Nicholas Boynton, Michael Gehl, Christina Dallo, Andrew Pomerene, Andrew
Starbuck, Dana Hood, Paul Dodd, Scot Swanson, Douglas Trotter, Christopher
DeRose, et al. Gamma radiation effects on passive silicon photonic waveguides
using phase sensitive methods. Optics Express, 28(23):35192–35201, 2020.
[12] Govind P Agrawal. Fiber-optic communication systems, volume 222. John
Wiley & Sons, 2012.
[13] Larry A Coldren, Scott W Corzine, and Milan L Mashanovitch. Diode lasers
and photonic integrated circuits, volume 218. John Wiley & Sons, 2012.
[14] RICHARDA Soref and BRIANR Bennett. Electrooptical effects in silicon.
IEEE journal of quantum electronics, 23(1):123–129, 1987.
[15] John E Bowers. Heterogeneous iii-v/si photonic integration. In CLEO: Science
and Innovations, pages SM1G–1. Optical Society of America, 2016.
[16] Nicholas Boynton, Andrew Pomerene, Andrew Starbuck, Anthony Lentine,
and Christopher T DeRose. Characterization of systematic process variation
in a silicon photonic platform. In 2017 IEEE Optical Interconnects Conference
(OI), pages 11–12. IEEE, 2017.
[17] Shawn Yohanes Siew, Bo Li, Feng Gao, Hai Yang Zheng, Wenle Zhang, Pengfei
Guo, Shawn Wu Xie, Apu Song, Bin Dong, Lian Wee Luo, et al. Review of
silicon photonics technology and platform development. Journal of Lightwave
Technology, 2021.

161

References

[18] Li Chen, Jonathan Nagy, and Ronald M Reano. Patterned ion-sliced lithium
niobate for hybrid photonic integration on silicon. Optical Materials Express,
6(7):2460–2467, 2016.
[19] Li Chen, Jiahong Chen, Jonathan Nagy, and Ronald M Reano. Highly linear ring modulator from hybrid silicon and lithium niobate. Optics Express,
23(10):13255–13264, 2015.
[20] Matthew Streshinsky, Ran Ding, Yang Liu, Ari Novack, Yisu Yang, Yangjin
Ma, Xiaoguang Tu, Edward Koh Sing Chee, Andy Eu-Jin Lim, Patrick GuoQiang Lo, et al. Low power 50 gb/s silicon traveling wave mach-zehnder modulator near 1300 nm. Optics express, 21(25):30350–30357, 2013.
[21] Saeed Sharif Azadeh, Florian Merget, Sebastian Romero-Garcı́a, Alvaro
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Richard P Leavitt, Marko Lončar, and Edo Waks. Integration of quantum
dots with lithium niobate photonics. Applied Physics Letters, 113(22):221102,
2018.
[37] Olivier Alibart, Virginia D’Auria, Marc De Micheli, Florent Doutre, Florian Kaiser, Laurent Labonté, Tommaso Lunghi, Éric Picholle, and Sébastien
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