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ARITHMETICS IN NUMBER SYSTEMS WITH CUBIC BASE
MAGDALE´NA TINKOVA´
Abstract. This paper focuses on greedy expansions, one possible representation of num-
bers, and on the arithmetical operations with them. Performing addition or multiplication
some additional digits can appear. We study the length of eventual extension assuming
the finiteness of the expansion of considered sum or product, especially for the case of
cubic Pisot units.
1. Introduction
Using a base β and a finite set of digits, we can express real or complex numbers in many
different ways. One possibility, the so-called greedy expansions, was introduced by A. Re´nyi
in [17]. These representation are, in lexicographical sense, the largest and conserve the order
of real numbers. We can recognize them by comparing with the special representation of
number 1 [16].
However, when we add or multiply our numbers with a finite greedy expansion, i.e., ended
with infinitely many zeros, it is not true that the result of these operations has always a
finite greedy expansion. This issue is related to property (F ) or weaker option property
(PF ). As it was proved in [11], the only candidates for this property are Pisot numbers.
In such systems, there were introduced β-integers, an analogy to our common integers,
which have zeros after the fractional point in their greedy expansions. Nevertheless, there
can appear even infinitely many nonzero digits after the fractional point in the greedy expan-
sions of the sum or of the product of β-integers. Therefore, there were introduced bounds
L⊕(β) and L⊗(β), the maximums of the number of such digits assuming the finiteness of
the greedy expansions of the result of these operations.
In [11, 13], the authors proved that bounds L⊕(β) and L⊗(β) are finite for Pisot numbers.
Currently, we know quite precise estimates for quadratic Pisot number, see [9, 13, 6, 12].
In case of cubic Pisot number, there were found estimates or exact values of these numbers
only for few examples [4, 5, 8, 15]. The main goal of this paper is to extend this group of
cubic Pisot numbers.
We will restrict our attention to the unit cases with real conjugates. First of all, Section
2 presents some basic facts about greedy expansions and investigated bounds. Sections 3
and 4 discuss the case with sufficiently small positive conjugate, which together leads to
our main results summarized in the following theorem.
Theorem. Let β be a cubic Pisot unit which has a positive conjugate and does not satisfy
property (PF ). Then 1 ≤ L⊕(β) ≤ 2 and L⊗(β) ≤ 4 except for the dominant root of the
polynominal X3 − 2X2 −X + 1, where 2 ≤ L⊕(β) ≤ 3 and 3 ≤ L⊗(β) ≤ 5.
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In Section 5 we we will look more closely at the remaining case with a positive conjugate,
i.e., such that β satisfies property (PF ), for which we will provide only partial solution of
our question. The cubic Pisot units with two negative conjugates are examined in Section
6, in which we derive a lower bound on L⊕(β) for wide group of such units and, futhermore,
give an upper bound for a few cases applying the idea of Rauzy fractals.
2. Preliminaries
Let β > 1 be a base and A = {0, 1, . . . , ⌈β⌉ − 1} be an integer alphabet. Throughout
this paper, we will work only with positive bases and this type of alphabet. Let x be a
real number. Then the (β,A)-representation of x is a sequence (ai)Ni=−∞ of numbers of the
alphabet such that
x =
N∑
i=−∞
aiβ
i = aNaN−1 . . . a1a0 • a−1a−2a−3 . . .
where N ∈ Z. One such a number can have more than one (β,A)-representation, which
we distinguish using the so-called lexicographic ordering, denoted by ≻. Let (ai)Ni=−∞ and
(bi)
N
i=−∞ be two (β,A)-representations of x. We say that (ai)Ni=−∞ is lexicographically
greater than (bi)
N
i=−∞ if there exists j such that ai = bi for all i ∈ {j +1, j +2, . . . , N} and
aj > bj.
In this paper, we focus on one concrete representation, the so-called greedy expansion.
We can obtain it using the following algorithm. Let x ∈ [0, 1). Set
(1) r0 = x,
(2) xj = ⌊rj−1⌋, rj = βrj−1 − ⌊βrj−1⌋.
Then 0•x1x2x3 . . . is a greedy expansion of x in base β, which we denote by 〈x〉β . If x > 1,
we divide x by the least power of β such that the result of this operation belongs to the
interval [0, 1) and after that we move the fractional point. In case x < 0, we use a sign to
define the greedy expansion of x. A number x has a finite greedy expansion if it is ended
with infinitely many zeros. We say that a greedy expansion is eventually periodic if it is
ended with the periodical repetition of some finite sequence xlxl−1 . . . xL+1xL. We denote
that by (xlxl−1 . . . xL+1xL)ω.
If we set x = 1 in the previous algorithm, the obtained string t1t2t3 . . . is so-called Re´nyi
expansion of 1 in base β. We denote it by dβ(1). Note that we do not consider the greedy
expansion of 1, which is equal to 1. We also use the infinite Re´nyi expansion of 1 defined
by
• d∗(β) = (t1t2 . . . tm−1(tm − 1))ω if dβ(1) = t1t2 . . . tm−1tm(0)ω ,
• d∗(β) = d(β) otherwise.
Note that ⌊β⌋ = t1. This version of expansion of 1 helps us to decide if some representation
of a number x is also the greedy expansion of this number. In [16], the following theorem
was proved.
Theorem 2.1 ([16]). Let (ai)
N
i=−∞ be a (β,A)-representation of x. Then (ai)Ni=−∞ is the
greedy expansion of x in base β if and only if
(ai)
J
i=−∞ ≺ t1t2t3 . . .
for all J ∈ Z.
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Figure 1. Coefficients of the minimal polynomial X3 − aX2 + bX + c of
cubic Pisot units for c = −1 and c = 1, distinguished by the properties (F )
and (PF ).
Moreover, in [7], Bassino has found the Re´nyi expansions of 1 for all cubic Pisot numbers.
We can also cite [2] as a source for dβ(1) of cubic Pisot units.
In this paper, we will work with following sets:
fin(β) = {x ∈ R : |x| has a finite greedy expansion},
Zβ = {x ∈ R : |x| has a greedy expansion of the form aNaN−1 . . . a0 • (0)ω}.
The elements of Zβ are called β-integers and are analogues to common integers. If fin(β)∩R+0
is closed under addition, we say that β satisfies property (PF ). If the whole set fin(β) is
closed under addition, then the β satisfies property (F ). We know that fulfillment of at
least property (PF ) gives that β is a Pisot number, see [11]. It means that β > 1 is an
algebraic integer and the absolute values of all its conjugates are less than 1. The opposite
implication is not generally true.
We next define two numbers which we want to examine in this paper. Let
L⊕(β) = min{L ∈ N0 : for all x, y ∈ Zβ, x+ y ∈ fin(β)⇒ βL(x+ y) ∈ Zβ},
L⊗(β) = min{L ∈ N0 : for all x, y ∈ Zβ, xy ∈ fin(β)⇒ βL(xy) ∈ Zβ}.
As we have seen in the previous paragraph, the condition x+ y ∈ fin(β) is crucial in these
definitions. We know that if β is a Pisot number, the numbers L⊕ and L⊗ are finite, see
[11, 13]. In case of Pisot numbers, we also know that there exists a finite set F such that
Zβ + Zβ ⊂ Zβ + F and ZβZβ ⊂ Zβ + F .
Nearly sharp bounds on L⊕(β) have been found for all quadratic Pisot numbers. Our
goal in this paper is to determine them for some cubic Pisot unit bases. In [2], Akiyama
characterized all cubic Pisot numbers, we cite the results only for units.
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Figure 2. Coefficients of the minimal polynomial X3 − aX2 + bX + c of
cubic Pisot units for c = −1 and c = 1, distinguished by the discriminant.
Theorem 2.2 ([2]). Number β is a cubic Pisot unit if and only if β is the dominant root
of the polynomial
P (X) = X3 − aX2 + bX − 1
where |b+ 1| < a+ 1, or of the polynomial
P (X) = X3 − aX2 + bX + 1
where |b+ 1| < a− 1.
We also know the distribution of cubic Pisot units according to fulfillment of properties
(PF ) and (F ) [2, 3]. We can also describe our roots of cubic equations according to the
discriminant ∆(P ). If ∆(P ) ≥ 0, the polynomial P has three real roots, otherwise it has
one real and two complex roots. In our paper, we focus on the first option. We show these
distributions in Figures 1 and 2.
If we want to determine the lower bound on L⊕(β) or L⊗(β), one way is to find an
example of two β-integers whose sum has a required greedy expansion. On the other hand,
we can apply several different methods to find the upper bound. Except Chapter 6, we use
the so-called HK method or its modification. Let β′ be a Galois conjugate of β. Set
H = sup{|x′| : x ∈ Zβ},
K = sup{|x′| : x ∈ Zβ \ βZβ}
where ′ is an appropriate coordinate isomorphy. If |β′| < 1 and K > 0, then(
1
|β′|
)L⊕(β)
<
2H
K
and (
1
|β′|
)L⊗(β)
<
H2
K
,
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see [13]. We also know that if |β′| < 1, the number H can be estimated as H ≤ ⌊β⌋1−|β′| .
Moreover, if β′ ∈ (0, 1), then K = 1.
3. Case with two positive conjugates
In the HK method, it is favourable to have a base with a positive conjugate, which
simplifies some steps in this procedure. Actually, we have examples of cubic Pisot unit bases
which have even two positive conjugate, see [14]. In this case, we work with polynomials of
the form
P (X) = X3 − aX2 + bX − 1
where 2 ≤ b < a and the dicriminant ∆(P ) is nonnegative. We also know that a ≥ 6, which
can be deduced from the discriminant of cubic polynomials.
These bases do not satisfy either property (F ) or property (PF ), which implies that the
sum of two numbers of fin(β) may have an infinite greedy expansion. In [7, 2], the authors
find a Re´nyi expansion of 1 of the form dβ(1) = (a−1)(a− b−1)(a− b)ω, thus the alphabet
is A = {0, 1, . . . , a− 1}.
First of all, we will obtain the lower bound on L⊕(β).
Lemma 3.1. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 + bX − 1
where ∆(P ) ≥ 0 and 2 ≤ b < a. Then L⊕(β) ≥ 1.
Proof. In this case, the Re´nyi expansion of 1 has the form (a − 1)(a − b − 1)(a − b)ω.
Moreover, we know that a − b − 1 ≥ 0, a − b ≥ 1 and a ≥ 6. Set 〈x〉β = (a − 1)00b and
〈y〉β = 2000, these strings are greedy expansions of β-integers x and y. Now we deduce the
greedy expansion of their sum.
a− 1 0 0 b •
2 0 0 0 •
a+ 1 0 0 b •
1 −a b −1
1 1 b −1 b •
−1 a −b • 1
1 1 b− 1 a− 1 0 • 1
Thus, since this string is lexicographically less than the infinite Re´nyi expansion of 1, we
have 〈x+ y〉β = 11(b − 1)(a− 1)0 • 1. Therefore L⊕(β) ≥ 1. 
In the following lemma, we derive a useful estimate of one of our positive conjugates. As
we can see in other parts of this paper, similar procedure is used repeatedly.
Lemma 3.2. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 + bX − 1
where ∆(P ) ≥ 0 and 2 ≤ b < a. Then one of its conjugates is less than or equal to 1√
a−1 .
Proof. We know that ⌊β⌋ = a − 1. Denote by β′ and β′′ two positive conjugates of β. To
obtain a contradiction, assume that both these conjugates are greater than 1√
a−1 . It follows
that
1 = ββ′β′′ > (a− 1) 1√
a− 1
1√
a− 1 = 1,
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which is impossible. 
Applying the HK method, we obtain an upper bound on L⊕(β). We use an estimate
found in the previous lemma, which shows that one of positive conjugates is small for large
a.
Proposition 3.3. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 + bX − 1
where ∆(P ) ≥ 0 and 2 ≤ b < a. Then 1 ≤ L⊕(β) ≤ 2 for sufficiently large a.
Proof. Lemma 3.1 gives us the lower bound on L⊕(β). Let β′ be the conjugate of β such
that β′ ≤ 1√
a−1 , whose existence is guaranteed by the previous lemma. Morever, we can
say that β′ ≤ 12 for large a. Therefore K = 1 in the HK method. Our next claim is that
H ≤ ⌊β⌋
1− β′ ≤
a− 1
1− 12
= 2(a− 1).
Thus, we deduce that (
1
β′
)L⊕(β)
<
2H
K
≤ 4(a− 1).
Moreover, we can find the lower bound on
(
1
β′
)L⊕(β)
as
(
√
a− 1)L⊕(β) ≤
(
1
β′
)L⊕(β)
and get
(
√
a− 1)L⊕(β) < 4(a− 1).
Applying the function ln and modifying the inequality we obtain
L⊕(β) <
ln(4(a− 1))
ln
√
a− 1 = 2
(
1 +
ln 4
ln(a− 1)
)
.
Therefore, we have L⊕(β) ≤ 2 for large a. 
Remark. Replacing 12 by
1
3 in the previous proof we see that
L⊕(β) < 2
(
1 +
ln 3
ln(a− 1)
)
.
Therefore L⊕(β) ≤ 2 for a ≥ 10. The cases where a < 10 are treated in the following
example.
Example 1. We have finitely many bases of this type on which we have not decided yet.
However, if we use an approximate value of our conjugates in the HK method, we get the
following estimates. Our results are given in Table 1.
Summaring the results of Proposition 3.3 and Example 1, we obtain the following propo-
sition.
Proposition 3.4. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 + bX − 1
where ∆(P ) ≥ 0 and 2 ≤ b < a. Then 1 ≤ L⊕(β) ≤ 2.
ARITHMETICS IN NUMBER SYSTEMS WITH CUBIC BASE 7
Polynomial L⊕(β)
X3 − 6X2 + 5X − 1 ≤ 2
X3 − 7X2 + 6X − 1 1
X3 − 8X2 + 6X − 1 ≤ 2
X3 − 9X2 + 6X − 1 ≤ 2
Polynomial L⊕(β)
X3 − 8X2 + 7X − 1 1
X3 − 9X2 + 7X − 1 1
X3 − 9X2 + 8X − 1 1
Table 1. L⊕(β) for a ≤ 9 and two positive conjugates
We can also provide some results about the bound L⊗(β). We will use the same tools as
in the case of bound L⊕(β) including the estimation of one of the conjugates of β. Finally,
we will also have to examine finitely many remaining bases.
Proposition 3.5. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 + bX − 1
where ∆(P ) ≥ 0 and 2 ≤ b < a. Then L⊗(β) ≤ 4 for sufficiently large a.
Proof. For sufficiently large a, we can estimate the positive conjugate by 13 . We then get
the inequality
L⊗(β) < 4
(
1 +
ln 32
ln(a− 1)
)
,
which gives our assertion. 
Remark. Our smaller positive conjugate is less than or equal to 13 if a ≥ 10. Considering
the last inequality in the previous proof it also follows that L⊗(β) ≤ 4 for such a.
Example 2. We have again finitely many cases on which we have not decided yet. Table 2
containing the same polynomials as for addition shows our results.
Polynomial L⊗(β)
X3 − 6X2 + 5X − 1 ≤ 3
X3 − 7X2 + 6X − 1 ≤ 2
X3 − 8X2 + 6X − 1 ≤ 3
X3 − 9X2 + 6X − 1 ≤ 3
Polynomial L⊗(β)
X3 − 8X2 + 7X − 1 ≤ 2
X3 − 9X2 + 7X − 1 ≤ 2
X3 − 9X2 + 8X − 1 ≤ 2
Table 2. L⊗(β) for a ≤ 9 and two positive conjugates
We summarize Proposition 3.5 and Example 2 in the following proposition.
Proposition 3.6. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 + bX − 1
where ∆(P ) ≥ 0 and 2 ≤ b < a. Then L⊗(β) ≤ 4.
Proposition 3.4 and 3.6 form one part of the main theorem stated in the introduction.
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4. Case with small positive conjugate
As we have seen in the previous section, it is uselful to have a base with a small positive
conjugate. If a norm of the cubic Pisot unit base is equal to −1, we have bases with one
positive and one negative conjugate. According to the coefficient b, the considered bases
divide into two cases. First of these possibilities has exactly the required small positive
conjugate.
Assuming this option we work with the polynomials of the form
P (X) = X3 − aX2 − bX + 1
where 0 < b < a. Moreover, as in the previous case, these bases do not satisfy either of the
useful properties (F ) or (PF ). The Re´nyi expansion of 1 is equal to dβ(1) = a[(b−1)(a−1)]ω
and we consider the alphabet A = {0, 1, . . . , a}.
We will start with the lower bound on L⊕(β).
Lemma 4.1. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 − bX + 1
where 0 < b < a. Then L⊕(β) ≥ 1.
Proof. In this case, dβ(1) = a[(b − 1)(a − 1)]ω and a ≥ 2. If we consider two β-integer
〈x〉β = a0 and 〈y〉β = 1b, their sum has the greedy expansion of the form 〈x+y〉β = 110•1.
Thus L⊕(β) ≥ 1. 
In some cases, we can improve this lower bound.
Lemma 4.2. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 − bX + 1
where 0 < b < a. If
(1) a ≥ 2 and b = 1 or
(2) a ≥ 4 and b = 2,
then L⊕(β) ≥ 2.
Proof. Set 〈x〉β = (a− 1)b(a− 1)a and 〈y〉β = (a− 1)0(a− 1)a. One representation of their
sum in base β has the form 1(a− 2)20(a− 2b) • (2− b)1. This representation is the greedy
expansion if all its digits are nonnegative and small, which is satisfied for the cases given
by the statement of the lemma. We note that it is also true for a = 2 and b = 1, since
〈x+ y〉β = 10200 • 11 in this case and at the same time, dβ(1) = 2(01)ω . 
Note that we omit the possibility b = 2 and a = 3 in the previous lemma. As we can see
below in this paper, this base has different properties than other bases with a small value
of coefficient b.
We next find the estimate of the positive conjugate of β, which is similar to the result in
Section 3.
Lemma 4.3. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 − bX + 1
where 0 < b < a. Then the positive conjugate of β is less than or equal to 1√
a
.
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Proof. This follows by the same method as in Lemma 3.2. In this case, the positive conjugate
of β′ is less than the absolute value of the negative one. We have
0 > −b = ββ′ + ββ′′ + β′β′′ = β(β′ + β′′) + β′β′′.
Since −1 < β′β′′ < 0 and β > 0, the conditition β′+β′′ < 0 is the only way how to obtain a
negative integer in this sum. The rest of the proof follows from the fact that |ββ′β′′| = 1. 
The following proposition shows that the upper bound on L⊕(β) for large a is again
constant and significantly small.
Proposition 4.4. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 − bX + 1
where 0 < b < a. Then 1 ≤ L⊕(β) ≤ 2 for sufficiently large a.
Proof. The proof of this proposition is similar to the proof of Proposition 3.3. In this case,
we obtain the inequality
L⊕(β) < 2
(
1 +
ln 3
ln a
)
,
thus L⊕(β) ≤ 2 is satisfied for a ≥ 9. 
Example 3. Our next goal is to find the upper bound on L⊕(β) for a < 9. The Table 3
contains our results. We have used the approximate values of positive conjugates and, in
some cases, we have improved our estimates of H in the HK method.
Polynomial L⊕(β)
X3 − 2X2 −X + 1 ≤ 3
X3 − 3X2 −X + 1 2
X3 − 4X2 −X + 1 2
X3 − 5X2 −X + 1 2
X3 − 6X2 −X + 1 2
X3 − 7X2 −X + 1 2
X3 − 8X2 −X + 1 2
X3 − 3X2 − 2X + 1 1
X3 − 4X2 − 2X + 1 2
X3 − 5X2 − 2X + 1 2
X3 − 6X2 − 2X + 1 2
X3 − 7X2 − 2X + 1 2
X3 − 8X2 − 2X + 1 2
X3 − 4X2 − 3X + 1 1
Polynomial L⊕(β)
X3 − 5X2 − 3X + 1 1
X3 − 6X2 − 3X + 1 1
X3 − 7X2 − 3X + 1 1
X3 − 8X2 − 3X + 1 1
X3 − 5X2 − 4X + 1 1
X3 − 6X2 − 4X + 1 1
X3 − 7X2 − 4X + 1 1
X3 − 8X2 − 4X + 1 1
X3 − 6X2 − 5X + 1 1
X3 − 7X2 − 5X + 1 1
X3 − 8X2 − 5X + 1 1
X3 − 7X2 − 6X + 1 1
X3 − 8X2 − 6X + 1 1
X3 − 8X2 − 7X + 1 1
Table 3. L⊕(β) for a ≤ 8 and small positive conjugate
The combination of our results for large and small coefficients a leads to the following
proposition.
Proposition 4.5. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 − bX + 1
where 0 < b < a. Then 1 ≤ L⊕(β) ≤ 2 except for the case a = 2 and b = 1, where
2 ≤ L⊕(β) ≤ 3.
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Remark. The dominant root of the polynomial X3−2X2−X+1 was in detail investigated
in [10]. The authors found the corresponding set F such that Zβ + Zβ ⊂ Zβ + F . The
elements contained in F suggest that there may exist a sum such that its greedy expansion
has three additional digits after the fractional point.
Moreover, we can provide a stronger result for small values of b.
Corollary 4.6. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 − bX + 1
where 0 < b < a. If
(1) a ≥ 3 and b = 1 or
(2) a ≥ 4 and b = 2,
then L⊕(β) = 2.
As we can see in Example 3, L⊕(β) = 1 for significantly many cases. This observation
leads us to the following proposition.
Proposition 4.7. Let z ∈ N. Then for large a ∈ N and β > 1 root of the polynomial
X3 − aX2 − (a− z)X + 1
we have L⊕(β) = 1.
Proof. Let β′ be the positive root of β and β′′ be the negative one. We know that z − a =
ββ′+ ββ′′+β′β′′. Moreover, our roots satisfy that ⌊β⌋ = a, β′ < 1 and |β′′| < 1. Therefore
z − a = ββ′ + ββ′′ + β′β′′ > aβ′ − (a+ 1)− 1,
which is equivalent to β′ < z+2
a
. We have β′ ≤ 12 for large a. Applying the HK method in
the same manner as in previous cases we obtain the inequality
L⊕(β) < 1 +
ln(4(z + 2))
ln a− ln(z + 2) ,
from which, combining with our lower bound, follows the statement of our proposition. 
Remark. We can easily determine the condition on a in the previous proposition. We need
ln(4(z + 2))
ln a− ln(z + 2) ≤ 1
to be satisfied. If a > z + 2, our inequality is equivalent to
4(z + 2) ≤ a
z + 2
.
Thus L⊕(β) = 1 for a ≥ 4(z + 2)2.
Example 4. We now show the application of the previous proposition for the case z = 1.
We have 4(z+2)2 = 36, moreover, we know that L⊕(β) = 1 for a ∈ {3, 4, . . . , 8}, which was
determined in Table 3. We also checked the possible values of L⊕ for a ∈ {9, . . . , 35} and
we can claim that L⊕ = 1 for all these cases.
Considering this example we can state the following corollary.
Corollary 4.8. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 − (a− 1)X + 1
where a ≥ 3. Then L⊕(β) = 1.
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Our next aim is to examine the number L⊗(β) for this type of bases. We will start with
the lower bound.
Lemma 4.9. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 − bX + 1
where 0 < b < a. Then L⊗(β) ≥ 2.
Proof. Set 〈x〉β = (a−1)(b+1) and 〈y〉β = a. Then 〈x× y〉β = (a−1)1b• (a− b−1)1 is the
greedy expansion of the product x× y in base β, since 0 < b < a. Hence L⊗(β) ≥ 2. 
We will improve this lower bound for the case b = 1.
Lemma 4.10. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 −X + 1
where a ≥ 2. Then L⊗(β) ≥ 3.
Proof. In this case, we have dβ(1) = a[0(a−1)]ω . Put 〈x〉β = (a−1)0(a−1)a. The product
x×x can be expressed as (a− 2)20(a− 4)31(a− 4)2 • 0(a− 2)1. This representation is also
a greedy expansion if a ≥ 4. If a = 2, we have 〈x×x〉β = 1120101•001. If a = 3, we obtain
〈x× x〉β = 12000002 • 011. In all considered cases, we have exactly three additional digits
after the fractional point, thus L⊗(β) ≥ 3. 
Using the small positive conjugate we can find the upper bound on L⊗(β) for large values
of the coefficient a.
Proposition 4.11. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 − bX + 1
where 0 < b < a. Then 2 ≤ L⊗(β) ≤ 4 for sufficiently large a.
Example 5. Using the bound 13 on the positive conjugate we get that 2 ≤ L⊗(β) ≤ 4 for
a ≥ 9. The Table 4 shows the results for remaining cases. As we can see, there is a stripe
with higher upper bounds, which we have not supported by the corresponding lower bounds.
We summarize our results in the following statement.
Proposition 4.12. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 − bX + 1
where 0 < b < a. Then 2 ≤ L⊗(β) ≤ 4 except for the case a = 2 and b = 1, where
3 ≤ L⊗(β) ≤ 5.
Moreover, we can conclude the following proposition, which is similar to the result for
L⊕(β).
Proposition 4.13. Let z ∈ N. Then for large a ∈ N and β > 1 root of the polynomial
X3 − aX2 − (a− z)X + 1
we have L⊗(β) = 2.
Proof. We use the same procedure as in Proposition 4.7. In this case, the statement is
satisfied for a ≥ 4(z + 2)3. 
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Polynomial L⊗(β)
X3 − 2X2 −X + 1 ≤ 5
X3 − 3X2 −X + 1 ≤ 4
X3 − 4X2 −X + 1 ≤ 4
X3 − 5X2 −X + 1 ≤ 4
X3 − 6X2 −X + 1 ≤ 4
X3 − 7X2 −X + 1 ≤ 4
X3 − 8X2 −X + 1 ≤ 4
X3 − 3X2 − 2X + 1 2
X3 − 4X2 − 2X + 1 ≤ 3
X3 − 5X2 − 2X + 1 ≤ 3
X3 − 6X2 − 2X + 1 ≤ 3
X3 − 7X2 − 2X + 1 ≤ 3
X3 − 8X2 − 2X + 1 ≤ 3
X3 − 4X2 − 3X + 1 2
Polynomial L⊗(β)
X3 − 5X2 − 3X + 1 2
X3 − 6X2 − 3X + 1 2
X3 − 7X2 − 3X + 1 2
X3 − 8X2 − 3X + 1 ≤ 3
X3 − 5X2 − 4X + 1 2
X3 − 6X2 − 4X + 1 2
X3 − 7X2 − 4X + 1 2
X3 − 8X2 − 4X + 1 2
X3 − 6X2 − 5X + 1 2
X3 − 7X2 − 5X + 1 2
X3 − 8X2 − 5X + 1 2
X3 − 7X2 − 6X + 1 2
X3 − 8X2 − 6X + 1 2
X3 − 8X2 − 7X + 1 2
Table 4. L⊗(β) for a ≤ 8 and small positive conjugate
Example 6. Let us develop our study of the case z = 1. In this case, 4(z + 2)3 = 108.
Hence L⊗(β) = 2 for a ≥ 108. Moreover, L⊗(β) = 2 for a ∈ {3, 4, . . . , 8}, see Table 4. We
also checked all the possible coefficients a between 8 and 108 and we can claim that again
L⊗(β) = 2.
Summarizing it we can state the following corollary.
Corollary 4.14. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 − (a− 1)X + 1
where a ≥ 3. Then L⊗(β) = 2.
If we connect our results in Sections 3 and 4, we obtain the main theorem stated in the
introduction.
5. Case with large positive conjugate
In this section, we discuss the remaining option of bases with the norm −1. We consider
the minimal polynomials of the form
P (X) = X3 − aX2 + bX + 1
where 0 ≤ b ≤ a − 3. In contrast with the previous cases, these bases satisfy property
(PF ), i.e., the sum of two nonnegative numbers with finite greedy expansion has also a
finite greedy expansion, which, in some sense, complicates the estimation of L⊕(β). The
nonnegative coefficient b gives us that the positive conjugate of β is larger than the absolute
value of the negative conjugate. Futhermore, dβ(1) = (a − 1)(a − b − 1)(a − b − 2)ω and
A = {0, 1, . . . , a− 1}.
We proceed with the lower bound of L⊕(β).
Lemma 5.1. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 + bX + 1
where 0 ≤ b ≤ a− 3. Then L⊕(β) ≥ 2.
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Proof. In this case, we have dβ(1) = (a − 1)(a − b− 1)(a − b − 2)ω . Let 〈x〉β = a − 1 and
〈y〉β = 1. Then 〈x + y〉β = 10 • b1. Obviously, this representation is the greedy expansion
of the considered sum. 
In the previous sections, we have derived a useful estimate of the positive conjugate of β.
In this case, we cannot provide similar results. However, we will show how to find an upper
bound on our conjugate, which we will use in the following application of the HK method.
Lemma 5.2. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 + bX + 1
where 0 ≤ b ≤ a− 3. Then the positive conjugate of β is less than or equal to
b+
√
a− 1 + 2√
a−1
a− 1 .
Proof. Let β′ be the positive conjugate of β and β′′ be the negative one. In the same
manner as in previous sections we can prove that |β′′| ≤ 1√
a−1 . Futhermore, we know that
⌊β⌋ = a− 1 and ⌈β⌉ = a. Therefore
b = ββ′ + ββ′′ + β′β′′ ≥ (a− 1)β′ − a 1√
a− 1 −
1√
a− 1 = (a− 1)β
′ − a− 1√
a− 1 −
2√
a− 1 =
= (a− 1)β′ −√a− 1− 2√
a− 1 .
Modifying this inequality we obtain the statement of our proposition. 
This lemma implies that the upper bound on our positive conjugate get the exact value
of L⊕(β) in limit.
Proposition 5.3. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 + bX + 1
where 0 ≤ b ≤ a− 3. Then for every b ∈ N0 there exists a0 ∈ N such that for every a ≥ a0
we have L⊕(β) = 2.
Proof. As before, we use the HK method applied on the positive conjugate β′ of the base
β. From the previous lemma, we have an upper bound on β′, i.e.,
β′ ≤
b+
√
a− 1 + 2√
a−1
a− 1 .
Let b be fixed. Then for large a we know that β′ ≤ 12 . We can also assume that for large
a the bound on β′ has similar properties as the fuction 1√
a−1 , so the conjugate β
′ can be
estimated by β′ ≤ cb√
a−1 where cb is a constant depending on the coefficient b.
Applying the HK method we obtain
L⊕(β) < 2
(
1 +
ln(4c2b )
ln(a− 1)− ln c2b
)
,
which completes the proof. 
In the same manner we can derive some assertions about the number L⊗(β). Let us start
with the lower bound.
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Lemma 5.4. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 + bX + 1
where 0 ≤ b ≤ a − 3. Then for every b ∈ N \ {1} there exists a0 ∈ N such that for every
a ≥ a0 we have L⊗(β) ≥ 4.
Proof. Set 〈x〉β = a− 1 and consider the greedy expansion of x× x. One representation of
this product is equal to (a − 2)b • (a− 2b+ 1)(b2 − b− 2)(2b − 1)1. If b > 1 and a is large
enough, then we have obtained the greedy expansion. 
Note that we excluded the options b ∈ {0, 1}. We will solve it separately in the following
lemma.
Lemma 5.5. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 + bX + 1
where 0 ≤ b ≤ a− 3 and b ∈ {0, 1}. Then L⊗(β) ≥ 4.
Proof. Let b = 0. Then the Re´nyi expansion of 1 has a form dβ(1) = (a− 1)(a− 1)(a− 2)ω .
Put 〈x〉β = (a− 2)(a − 1)(a− 1). The greedy expansion of x× x is equal to
(a− 2)0(a − 1)1(a − 2)(a − 3) • (a− 1)011.
Note that a− 1 ≥ 2.
In the second case, i.e., b = 1, we have dβ(1) = (a − 1)(a − 2)(a − 3)ω . Put 〈x〉β =
(a− 1)(a − 2)(a− 3). The greedy expansion of x× x is equal to
(a− 1)(a− 2)(a − 4)210 • (a− 4)131.
Note that a ≥ 4 in this case. 
The upper bound follows.
Proposition 5.6. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 + bX + 1
where 0 ≤ b ≤ a− 3. Then for every b ∈ N0 there exists a0 ∈ N such that for every a ≥ a0
we have L⊗(β) = 4.
Proof. From the previous lemma we have the lower bound on L⊗(β). Using the estimate of
the positive conjugate we obtain the inequality
L⊗(β) < 4
(
1 +
ln(2c2b )
ln(a− 1)− ln(c2b)
)
,
which gives our claim. 
6. Case with two negative conjugates
Last option which we examine is a base with two negative conjugates. As we can see in
[14], these bases are the dominant roots of the polynomials
P (X) = X3 − aX2 − bX − 1
where b < a + 2 and ∆(P ) ≥ 0. As it was proved in [2], these bases satisfy property (F ),
therefore, a sum of two β-integers has a finite greedy expansion. This time, we work with
two different Re´nyi expansions of 1, i.e., dβ(1) = (a + 1)00a1 if b = a+ 1 and dβ(1) = ab1
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otherwise. In this paper, we focus only on L⊕(β) for the second option, for which we can
rewrite our polynomials as
P (X) = X3 − aX2 − (a− z)X − 1
where z ∈ N0. We consider the alphabet {0, 1, . . . , a}.
We start with a useful lemma, which will help us to find the greedy expansion of the sum
of two concrete β-integers.
Lemma 6.1. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 − (a− z)X − 1
where a > 1 and z ∈ N0 such that a − z > 0. Let 〈xk〉β = a0a0 . . . a0a be a greedy
expansion of β-integer xk where k is a number of a in this greedy expansion. Then one of
the representations of xk + xk in Z has the form
1(a− 1)(z + 2)(a− z − 3)(2(z + 2))(a− 2z − 5) . . . ((k − 1)(z + 2))(a− (k − 1)z − (k − 1))•
•(−ka+ kz + (k − 1))(−k).
Proof. The proof is by induction on k. If k = 1, then 〈x1〉β = a and we can get the required
form in the following proces.
a •
a •
2a •
1 −a • −a+ z −1
1 a • −a+ z −1
Assume the formula holds for k; we will prove it for k+1. To get the similar representation
for k+1, let move the fractional point in this representation for k a add 2a to the new last
digit, i.e., the digit on the position 0. By this procedure, we obtain some representation
of xk+1, which does not have the form given in the statement of our lemma. By repeated
adding of zero, we can derive it.
. . . a− (k − 1)z − (k − 1) −ka+ kz + (k − 1) −k •
2a •
. . . a− (k − 1)z − (k − 1) −ka+ kz + (k − 1) 2a− k •
−k ka ka− kz • k
. . . a− (k − 1)z − (2k − 1) kz + (k − 1) (2 + k)a− kz − k • k
For simplicity we next edit the end of the precedent representation.
. . . kz + (k − 1) (2 + k)a− kz − k • k
k + 1 −(k + 1)a • −(k + 1)a+ (k + 1)z −(k + 1)
. . . k(z + 2) a− kz − k • −(k + 1)a+ (k + 1)z + k −(k + 1)
As we can see, we have deduced the desired form.

We now proceed with modificated representation of the sum from the previous lemma.
Under certain conditions, following representation is also the greedy expansion in base β.
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Lemma 6.2. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 − (a− z)X − 1
where a > 1 and z ∈ N0 such that a − z > 0. Let 〈xk〉β = a0a0 . . . a0a be the greedy
expansion of a β-integer xk where k is a number of a in this greedy expansion. Then one
of the representations of xk + xk in Z has the form
1(a− 1)(z +2)(a− z− 3)(2(z +2))(a− 2z − 5) . . . ((k− 1)(z +2))(a− (k− 1)z − (2k− 1))•
•(kz + 2(k − 1))(a − kz − (2k − 1))((k − 1)(z + 2))(a − (k − 1)z − (2k − 3)) . . . .
. . . (a− 2z − 3)(z + 2)(a− z − 1)1.
Proof. As previously, the proof is by induction on k. For k = 1 we have
1 a • −a+ z −1
−1 • a a− z 1
1 a− 1 • z a− z − 1 1
where we use the beginning of Lemma 6.1. Assume that xk has this representation and
consider the representation for k in the precedent lemma. By appropriate modifications, we
obtain the following form. We show only the end of the representation.
. . . a − (k − 1)z − (k − 1) • −ka+ kz + (k − 1) −k
−k • ka ka− kz k
. . . a− (k − 1)z − (2k − 1) • kz + (k − 1) ka− kz − k k
k − 1 −(k − 1)a −(k − 1)a + (k − 1)z −(k − 1)
. . . a− (k − 1)z − (2k − 1) • kz + 2(k − 1) a− kz − k −(k − 1)a − (k − 1)z + k −(k − 1)
Let consider the representation for k + 1 from the previous lemma. We can also edit its
form.
. . . a− kz − k • −(k + 1)a + (k + 1)z + k −(k + 1)
−(k + 1) • (k + 1)a (k + 1)a− (k + 1)z k + 1
. . . a− kz − (2k + 1) • (k + 1)z + k (k + 1)a− (k + 1)z − (k + 1) k + 1
We now proceed with the end of the derived representation which is after the fractional
point.
. . . (k + 1)z + k (k + 1)a− (k + 1)z − (k + 1) k + 1
k −ka −ka+ kz −k
. . . (k + 1)z + 2k a− (k + 1)z − (k + 1) −ka+ kz + (k + 1) −k
−k ka ka− kz k
. . . (k + 1)z + 2k a− (k + 1)z − (2k + 1) kz + (k + 1) ka− kz − k k
We can continue even more.
. . . kz + (k + 1) ka− kz − k k
−(k − 1) −(k − 1)a −(k − 1)a+ (k − 1)z −(k − 1)
. . . kz + 2k a− kz − k −(k − 1)a+ (k − 1)z + k −(k − 1)
As we can see, the ends of modificated representations for k and k + 1 have the same
digits. By assumption, the representation for xk has the form given by the statement of
lemma, thus the beginning and the end of the representation for xk+1 have the desired form.
During the proof of this lemma, we have also derived the middle part, which also satisfies
our conditions, and the proof is completed. 
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Proposition 6.3. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 − (a− z)X − 1
where a > 1 and z ∈ N0 such that a − z > 0. If a ≥ kz + 2k − 1 where k ∈ N0, then
L⊕(β) ≥ 2k + 1.
Proof. The proof is based on the examination of the representation in the precedent lemma.
This representation is the greedy expansion if it satisfies two conditions. First of all, each
digit is nonnegative. It holds in the case that a ≥ kz + 2k − 1, the possible negative
digits are larger than the digit a − kz − (2k − 1). We next require that all parts of the
representation are lexicographically smaller than the infinite Re´nyi expansion of 1, which is
equal to d∗β(1) = (ab0)
ω . However, satisfying the previous condition, all the digits are less
than a, thus we have the greedy expansion.
It remains to prove how many digits we get after the fractional point. We claim that
the greedy expansion of xk + xk has two more digits in the end than the expansion of
xk−1 + xk−1. Since the greedy expansion of x1 + x1 has exactly three digits behind the
fractional point, the greedy expansion of xk + xk has 2k + 1 digits in the mentioned part.
Hence L⊕(β) ≥ 2k + 1. 
Note that if we fix z and increase the coefficient a, then the lower bound on L⊕(β) also
raises. It differs from the situation when the base does not satisfy any of useful properties
(F ) and (PF ). However, for some bases, this estimate is not optimal. The difference of
certain β-integers can produce more digits after the fractional point. First of all, we will
prove the following lemma, the used procedure is similar to the previous approach.
Lemma 6.4. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 − (a− z)X − 1
where a > 1 and z ∈ N0 such that a − z > 0. Let 〈xk〉β = a0a0 . . . a0a0 and 〈yk〉β =
a0a0 . . . a0a be greedy expansions of β-integer xk and yk where k is a number of a in these
greedy expansions. Then one of the representations of xk − yk in Z has the form
(a− 1)1(a− (z + 2))(z + 3)(a− 2(z + 2))(2z + 5) . . . ((k − 2)z + 2k − 3)(a− (k − 1)(z + 2))
((k − 1)z + (k − 1)) • (ka− kz − (k − 1))k.
Proof. The proof is again by induction on k. For k = 1, we obtain the representation of the
form
(a− 1)0 • (a− z)1,
which satifies our conditions. Assumming the formula to hold for k, we will prove it for
k+1. We move the fractional point in the representation for k and add the number aβ−a.
. . . (k − 1)z + (k − 1) ka− kz − (k − 1) k •
a −a •
. . . (k − 1)z + (k − 1) (k + 1)a− kz − (k − 1) −a+ k •
k −ka −ka+ kz • −k
. . . (k − 1)z + (2k − 1) a− kz − (k − 1) −(k + 1)a+ kz + k • −k
We proceed with the modification of the end of our previous result.
. . . a− kz − (k − 1) −(k + 1)a+ kz + k • −k
−(k + 1) (k + 1)a • (k + 1)a− (k + 1)z k + 1
. . . a− k(z + 2) kz + k • (k + 1)a− (k + 1)z − k k + 1
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As we can see, this new representation of xk − yk has a desired form. 
Lemma 6.5. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 − (a− z)X − 1
where a > 1 and z ∈ N0 such that a − z > 0. Let 〈xk〉β = a0a0 . . . a0a0 and 〈yk〉β =
a0a0 . . . a0a be greedy expansions of β-integer xk and yk where k is a number of a in these
greedy expansions. Then one of the representations of xk − yk in Z has the form
(a− 1)1(a− (z + 2))(z + 3)(a− 2(z + 2))(2z + 5) . . . ((k − 2)z + 2k − 3)(a− (k − 1)(z + 2))
((k−1)(z+2))• (a−kz−2(k−1))((k−1)(z+2))(a− (k−1)z− (2k−3))((k−2)(z+2)) . . .
. . . (z + 2)(a− z − 1)1.
Proof. This follows by the same method as in the proof of Lemma 6.2. Using the represen-
tation obtained in the previous lemma, we get the required form. 
Under some conditions, the representation from the precedent lemma is the greedy ex-
pansion of the difference of two β-integers.
Proposition 6.6. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 − (a− z)X − 1
where a > 1 and z ∈ N0 such that a − z > 0. If a ≥ kz + 2k − 2 where k ∈ N0, then
L⊕(β) ≥ 2k.
Proof. We want the representation from the previous lemma to be a greedy expansion in
base β. All digits are nonnegative if a ≥ kz + 2k − 2. Except the case k = 1, it also means
that all digits are less than a, thus we have a greedy expansion. If k = 1, the representation
is (a − 1)0 • (a − z)1. If z 6= 0, we have obtained a greedy expansion. For z = 0, consider
the infinite Re´nyi expansion of 1, which is equal to d∗β(1) = (aa0)
ω . Since a > 1, our
representation is also a greedy expansion.
It is easily seen that the greedy expansion for k has two more digits after the fractinal
point than this representation for k − 1, and we have exactly two such digits for k = 1.
Hence L⊕(β) ≥ 2k, which completes the proof. 
In some cases, this proposition improves our first lower bound on L⊕(β).
Proposition 6.7. Let β be the dominant root of the polynomial
P (X) = X3 − aX2 − (a− z)X − 1
where a > 1 and z ∈ N0 such that a − z > 0. Let k1 ∈ N be the largest number such that
a ≥ k1z + 2k1 − 1. Let k2 ∈ N be the largest number such that a ≥ k2z + 2k2 − 2. Then
L⊕(β) ≥ max{2k1 + 1, 2k2}.
If z = 0, then we can easily check that L⊕(β) ≥ a + 2. For z = 2 and low values of the
coefficient a, we can see our situation in Table 5.
In [5], the authors have found better lower bound on L⊕(β) for b = 1. Neverthless, it
would be interesting to examine how precise is this bound for large values of the coefficient
b. In the rest of the paper, we will derive the upper bound for several bases of this type, in
some cases, we will obtain the exact value of L⊕(β).
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a 1st lower bound 2nd lower bound L⊕(β)
3 3 2 ≥ 3
4 3 2 ≥ 3
5 3 2 ≥ 3
6 3 4 ≥ 4
7 5 4 ≥ 5
8 5 4 ≥ 5
9 5 4 ≥ 5
10 5 6 ≥ 6
11 7 6 ≥ 7
12 7 6 ≥ 7
Table 5. Lower bounds for z = 2
Polynomial 3H(a, b)
√
x′2 + x′′2 〈x〉β L⊕(β)
X3 − 5X2 − 5X − 1 28.2984 32.4341 0 • 05352241 7
X3 − 6X2 − 6X − 1 38.248 39.9482 0 • 612043251 8
X3 − 7X2 − 7X − 1 49.6577 56.4726 0 • 0457244261 9
X3 − 7X2 − 6X − 1 37.6329 53.1601 0 • 05273361 6 ≤ L⊕(β) ≤ 7
X3 − 8X2 − 7X − 1 46.6466 55.0153 0 • 07573361 7
X3 − 9X2 − 8X − 1 56.6167 64.2425 0 • 813064371 7 ≤ L⊕(β) ≤ 8
X3 − 8X2 − 6X − 1 39.4296 49.8007 0 • 8160451 5 ≤ L⊕(β) ≤ 6
X3 − 9X2 − 7X − 1 47.2792 75.0428 0 • 08292461 5 ≤ L⊕(β) ≤ 7
X3 − 10X2 − 8X − 1 55.8281 76.2425 0 • 0(10)593471 6 ≤ L⊕(β) ≤ 7
X3 − 11X2 − 9X − 1 65.0857 77.8837 0 • 09794481 7
X3 − 10X2 − 7X − 1 49.3429 77.7175 0 • (10)060561 5 ≤ L⊕(β) ≤ 6
X3 − 11X2 − 8X − 1 57.0579 97.6844 0 • 0(10)2(11)2571 5 ≤ L⊕(β) ≤ 7
X3 − 12X2 − 9X − 1 65.3281 108.5816 0 • 174(11)3581 5 ≤ L⊕(β) ≤ 7
Table 6. Upper bounds for bases with negative conjugates, x as considered minimum
Let β′ and β′′ be the conjugates of our base β. Each of them has a corresponding
coordinate isomorphy denoted by ′ or ′′. We set σ(x) = (x′, x′′) for all x ∈ R. Then the
closure of the image of Z+β , i.e., σ(Z
+
β ), is a Rauzy fractal of β.
Our next step is to find the β-integer with the highest value of
‖σ(x)‖2 =
√
x′2 + x′′2.
Considering the symmetry of Zβ, we can restrict to nonnegative β-integers. In the case of
two negative conjugates, we know the upper bound on this value value, which is√(
a
1− β′2
)2
+
(
a
1− β′′2
)2
.
Let us denote it by H(a, b) referring to the coefficients of the minimal polynomial of β. Let
w be a number obtained when we add or subtract two nonnegative β-integers. Obviously,
0 ≤ ‖σ(w)‖2 ≤ 2H(a, b). Now consider numbers whose greedy expansion has exactly l
digits after the frational points, i.e., a−l 6= 0 and ai = 0 for all i < −l. If we prove that
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for all such numbers it holds that their norm is greater than 2H(a, b), we also show that
numbers with more digits satisfy the same inequality. It follows from the fact that the set
with l + 1 digits can be examined as a set with l digits and consequently the components
in the image of map σ are multiplied by 1
β′
< −1 and 1
β′′
< −1, which leads to increase in
the value of the norm of σ.
Therefore, if we prove that all the numbers wl with l digits behind the fractional point
satisfy ‖σ(wl)‖2 > 2H(a, b), then we obtain the upper bound on L⊕(β). However, we have
infinitely many numbers with this property. But we can consider the numbers whose greedy
expansion has only l digits after the fractional point, no nonzero digits before, and find the
minimum of their set, which is finite and can be examined by a program. Nevertheless,
we also must increase the value of the bound from 2H(a, b) to 3H(a, b) to deal with our
simplification. The Table 6 shows our results for several cubic Pisot unit bases with two
negative conjugates, where we combine our computer calculations with the lower bound
provided by the beginning of this section. The number x denotes our minimum.
As we can see, in some cases, we have obtained the exact values of L⊕(β).
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