In this paper, we shall study L p −boundedness of two kinds of maximal operators related to some families of singular integrals.
Introduction
Let y be a point on the unit sphere S n−1 in R n (n ≥ 2) and dσ be the induced Lebesgue measure on S n−1 . The Calderón-Zygmund singular integral, initially defined on S(R n ), is defined by
where b is a measurable function and Ω ∈ L 1 (S n−1 ) is a homogeneous function of degree 0 and satisfies S n−1 Ω(y )dσ(y ) = 0. The study and applications of this operator have a long history, for example, see [1] , [8] - [11] and their references, etc. In this paper, we are interested in two maximal operators related to this integral. The first operator is defined in [5] by
where the supreme is over the set of all radial function h satisfying
In [5] , Chen and Lin proved that if Ω ∈ C(S n−1 ), then T (f ) p ≤ C n,T f p for p > 2n 2n−1 . Also, they pointed out that the range p > 2n 2n−1 is the best possible. However, in this paper, we will prove that the condition Ω ∈ C(S n−1 ) can be greatly weakened. We will prove the following theorem. and Ω ∈ L 1 (S n−1 × S m−1 ) satisfies the cancellation condition
We have
) and satisfies (1) and
Theorem 2(ii) has the following generalization. For α ≥ 1, consider the maximal operator
where ∆ α consists of all h satisfying
The second operator we shall consider is
where the supreme is over the set of all Ω satisfying Ω L q (S n−1 ×S m−1 ) ≤ 1 and the cancellation condition (1). We have
It also works for the one parameter case.
Proofs of the Theorems

Proof of Theorem 1
We follow the argument in [5] . By duality,
Recalling that Ω ∈ H 1 (S n−1 ) has atomic decomposition (see [6] ), we may assume that
Also, without loss of generality, we assume x 0 = 1 = (1, 0, · · · , 0). Now to prove (i) of the theorem, it suffices to show that
where C n,p is a constant independent of atoms a(y ).
Let {Φ j } +∞ −∞ be a smooth partition of the unit in (0, ∞) adapted to the interval (2 j−1 , 2 j+1 ). To be precise, we require the following:
Define the multiplier operators S j on R n by
where A ρ is the linear transform such that
Following the argument on page 123 of [5] , we have
where
. By Plancherel's theorem and Fubini's theorem,
By page 327 in [8] , we know
where F a (s) satisfies
By Littlewood-Paley theorem, we have
By interpolation, we obtain (i) of Theorem 1.
To prove (ii) of Theorem 1. First, by checking the proof on p.123 in [5] , it is easy to see that for
However, in the proof of (i), we obtained
So, (ii) follows by interpolation.
Proof of Theorem 2
We will adapt some standard ideas in the one parameter case. By duality, we have
Z is the set of all integers. So, by Minkowski's inequality, we have
and
It is easy to see that Ω l satisfies (1) and
Thus
Before continuing the proof, we first give two lemmas.
Lemma 5 For
∃α ∈ (0, 1) such that
Proof. Similar to the proof of Lemma 10 of [3] . 
, where p ∈ (2, 2 min(n, m)) and
Proof. We shall use duality method and spherical maximal function. For p > 2,
f (x, y)dxdy.
Thus, by Hölder's inequality and changes of variables x and y, we get
So, by boundedness of spherical maximal function operators, we get
The last inequality gives the desired result.
Now, we shall prove Theorem 2(i).
By Plancherel's identity, we have
Thus, by the definition of f k+µ,j+ν , we get
where I l r,s is defined in (5).
by Hölder's inequality, we have
This implies
Thus, by Hölder's inequality and Littlewood-Paley theory, we have
Now, let
where N will be chosen later and large enough, Λ = {0, 1, −1},
by (7) and (6), thus, by (8) and interpolation, we get
for some θ p ∈ (0, 1). Therefore, for sufficiently large N , we have
Similarly, we have that for sufficiently large N (or see proof in [3] ),
By (3), (9) and (10), we get
which proves Theorem 2(i). Now, we shall prove Theorem 2(ii).
which means that
by Littlewood-Paley theory. On the other hand, by Fourier transform, it is easy to show that
So, by interpolation, we get
Now, for Ω ∈ L q (S n−1 × S m−1 ) and 1 < q ≤ 2, write
and, set
2 ) is to be determined and z is a complex number. When
Now, for γ ∈ ( 
which proves Theorem 2(ii) because the case γ ∈ [2, ∞) is a corollary of Theorem 2(i).
Proof of Theorem 3
When α = 1, by duality and Hölder's inequality, we have
So, by the L p −boundedness of spherical maximal function (see [11] ),
On the other hand, for α = 2, by Theorem 2,
σq +2σ−2 . Now, for α ∈ (1, 2) and H(·, ·; x, y) ∈ ∆ α , consider 
)α sign(H(r, s; x, y))
and z is a complex number. When (17) and (18) and interpolation of analytic family of operators, for p ∈ (
, we have
which proves Theorem 3.
Proof of Theorem 4
We shall use the rotation method and only consider the product case. Let
where "o" means odd and "e" means even, L q o,e consists of all L q (S n−1 × S m−1 ) functions which is odd in the first variables and even in the second variables, etc. Say, Refers to [2] .
So, we only need to consider the boundedness of
where α, β = o or e.
by L p −boundedness of H u and H v , where q ≤ p < ∞.
To continue the proof, we need a Lemma from [2] . Let R i (i = 1, · · · , n) and R j For α = β = e, note that 
