connect a few kinds of "abelianness" conditions of invariant states with decompositions, such as the ergodic decomposition or the subcentral decomposition of invariant states. Now recall that an a-invariant state cp is said to be Gabelian if, for each x, y in A and w^-in variant vector £ in H^, where the infimum is taken over all x' in the convex hull of {<x, t (x)\teG}. Then G-abelianness of cp yields abelianness of {^(,4)11 wg}' and the corresponding maximal measure with barycenter cp is uniquely determined. This implies that the notion of G-abelianness is most suitable for carrying out the ergodic decomposition (see [1] or [9] for the details). Recall also that an a-invariant state (p is said to be G-central if, for each x, y in A, z in n^A)' and i^-invariant vector £ in H, where the infimum is taken over all x' in the convex hull of {a t (x)\teG}. Then G-centrality of cp implies G-abelianness of cp and yields that n 9 (A) f fl tig' -n 9 (AY f] n^A)' n ug' -Thus the corresponding maximal measure is subcentral. This implies that the notion of G-centrality is most suitable for carrying out the subcentral decomposition of invariant states (see [1] for the details). Though we have so far concentrated on the problem of decomposing an invariant state into ergodic states, we now turn our attention to decomposing an a-invariant state, in particular an ergodic state, into states which are not necessarily a-invariant. More precisely, we restrict G to locally compact abelian groups and consider the decomposition into almost periodic states. Here note that a state \f/ of A is said to be almost periodic if, for each x in A, the function G3t ->\l/(a t (x)) is the uniform limit of a family of finite linear combinations of characters of G (cf. [1] or [2] ). In the almost periodic decomposition, the notion corresponding to G-abelianness in the ergodic decomposition was originated by [6] , explicitly introduced by [1] and is called G r -abelianness, which is defined as follows. For given x in A and y in the dual group G of G, let Con(ya(x)) denote the convex hull of «t, y>a,(x)|teG}. Then an ain variant state cp is said to be G r~a belian if, for all x, ye A, yeG, and wg-almost periodic vectors where the infimum is taken over all x' in Con(ya(x)). It is well-known that G rabelianness characterizes uniqueness of maximal measures, over the state space of A, which are supported by an appropriate class of almost periodic states (see [1, 4.3.41] ).
In this paper, we introduce the notion corresponding to G-centrality in order to consider the subcentral decomposition into almost periodic states, and we shall refer to such notion not as G r -centrality but as G-centrality of almost periodic type (occasionally, almost periodic G-centrality) in order to emphasize "almost periodicity". Section 2 is devoted to the preliminaries to establish our main results given in Section 3. More precisely, for a G-central state of almost periodic type, we describe some results corresponding to the spectral results in G r -abelian case [1, 4.3.30-31] .
In Section 3, we shall give some necessary and sufficient conditions for an invariant state to be a G-central state of almost periodic type. In particular, we shall show that, an invariant state cp is a G-central state of almost periodic type if
and {p ( Let (A, G, a) be a C*-dynamical system. Throughout this paper, we assume that a locally compact group G is always abelian. We denote by G the dual group of G. We generally use additive notation for group operations of G. But for brevity we shall occasionally use multiplicative notation, i.e., y±y 2 We obtain the group of automorphisms a of n^A)" by the canonical extension for all x in 7c v (>4)" and t in G.
For each y in G, we define a unitary representation yu* of G on H 9 by for all t in G. Similarly, we define a family of bijective linear maps ya of A by for all x in ,4 and t in G.
We are now in a position to introduce the notion of a G-central state of almost periodic type. This proposition corresponds to [1, Proposition 4.3 .30] in G r -abelian case and the proofs are almost similar. Hence it is left to the reader to check the details.
In statement (3) 
where p 9 is the projection on the subspace spanned by u^-almost periodic vectors and e Nc(> is the projection onto the subspace of u% ^-invariant vectors.
This is shown in the same way as [1, Theorem 4.3.31] by using Lemma 2.3. The details are left to the reader.
We have just obtained that if an a-ergodic state cp of A is a G-central state of almost periodic type, then we have Conversely, it would be very interesting to consider the question whether every a-ergodic state cp satisfying the above formula is always a G-central state of almost periodic type. But we can not expect the affirmative answer to this question in general. In fact, we will give a counterexample in the next section (see Example 3.15). In the case where cp is not necessarily oc-ergodic, we will describe some conditions equivalent to the condition that (p be a G-central state of almost periodic type or to the above formula under some assumption, in Theorem 3.9, Corollaries 3.10-3.11 and Propositions 3.12-3.13.
Note Proof. Since cp is factorial, the center of n v (A)" is trivial. Hence, the above theorem shows that {i^lyea^)}" consists only of scalars, which implies that a t (Vy) = v y for all t in G. We thus obtain that <£, y> = 1 for all t in G, and therefore 7 = 0.
Q.E.D.
Remark 2,6, Assume that a G-central state of almost periodic type cp is TY^-ergodic. Then (p is also G-ergodic. In this case, it follows from Theorem 2.4 and A/^-ergodicity that {v y \y£a(u*)}" consists only of scalars. Thus, we obtain the same conclusion as in the above corollary. §3o Some Conditions Equivalent to Almost Periodic frCentrafiity Let (A, G, a) be a C*-dynamical system with a locally compact abelian group G and let cp be an a-invariant state of A. Using the invariant mean m on G in Proposition 2.2, we define a linear map Q y from n^A)" onto the closed subspace for all x in n^A)" and y in G. This formula will be used to prove the next lemma. Moreover, we will see from the proof of the next lemma that if ^ is separating for n^A)" , then £ y6 <?6 y is the identity map of n^(A)"{\{p q }' . Lemmas 3.1, 3.2 and 3.4 are keys to establish our main results in this paper. 
\\Q y (x)fl -Q 7 (xjri\\ ^ \Q y (x)r, -Q y (x)z^\\ + \\Q y (x)z£ 9 -Q y (x^9\\
This establishes the desired result. Q.E.D.
Let (p be an a-invariant state of A. From now on, we denote by q 9 the support projection of p 9 , in n 9 (A)" 9 which is directly defined as the projection from Hy onto the closed subspace generated by n 9 (A)'p 9 H 9 . In the case when the canonical cyclic vector ^ is separating for n 9 (A)" 9 i.e., cyclic for n 9 (A)' , we remark that q 9 = 1.
Lemma 3.4 Let <p be an a-invariant state of A. Assume that
V {PtpXtp^pcp}" is abelian, or if ^ is separating for n 9 It therefore follows, from the assumption, that Multiplying the above inclusion by n^A)' from the left-hand side, we obtain that {M^''nOU'K ^ K^rn^Wn^}'}^.
Since the reverse inclusion is clear, we obtain the desired result.
Next we consider the case when ^ is separating for 71^(^4)". Let S be the antilinear operator on H v defined by We thus obtain the desired result.
Let cp be an a-invariant state of A. Then we put
aw = M^)"n{p*}'-
This notation will be used in the next lemma and the proof of Lemma 3.7. Since the reverse inclusion is clear, we complete the proof. Q.E.D. (1) {M^rnfo}'}^ = KWn^Wn{p^}'}^. Proof. (1)=>(2). Using Lemma 3.1, we have Q y (n 9 (A)") c n 9 (A)" n{p«,}' for 7 in G. By condition (1), we have for all y in G. As seen in the proof of Lemma 3.5, q^ is an element in 50ln50T. We therefore obtain that [6 y (^(x) ), q^n^yjq^ = 0 for all x, y in A and 7 in G. Thus we see from Lemma 3.6 that cp is a G-central state of almost periodic type.
(2) => (1). Assume that £ 9 is separating for n^A)". Combining Lemma 3.6 with Lemmas 3.1 (2) and 3.3, we obtain that lx, q^yq^ = 0 for all xeXFJ and ye n 9 (A). Thus we see the desired result from Lemma 3.5.
Q.E.D. Q.E.D.
In the above theorem, we remark that condition (5) does not necessarily implies condition (1), hence condition (4), in general (see Example 3.15). Thus the condition that ^ be separating for n 9 (A)" is necessary for the implications (5)=> (4) and (1) Proof. If <p is a G-central state of almost periodic type, then <p is Gcentral. Hence, cp is a-ergodic from the note preceding Corollary 2.5. By Corollary 3.10, we complete the proof.
Consider the case when A is the C*-algebra of all compact operators on a Hilbert space. Since every state on A is factorial, Corollary 3.11 will be useful for such a C* -dynamical system (A, G, a).
As mentioned before, almost periodic G-centrality implies G-centrality and the converse is not true in general (see Example 3.15). On the other hand, if we consider ./V-centrality for some closed subgroup N of G, that condition is usually stronger than G-centrality. Hence it is very natural to consider whether or not we can find a closed subgroup N of G such that JV-centrality is equivalent to almost periodic G-centrality. We now give an approach to this "duality" problem. We remark that in the implication (2)=>(1) of the above proposition, the condition that ^ be separating for n^A)" is not necessary. Note also that the proof of Proposition 3.12 did not use this condition except to show that n^A)' n {p 9 Note that an a-invariant factorial state q> is a-ergodic if it satisfies either of conditions (1) and (2) in Proposition 3.13. Hence the result of Proposition 3.13 is valid under the assumption that cp is factorial. This paper ends by stating simple examples. Example 3.14. Let u be any unitary operator, on an infinite-dimensional Hilbert space H, with a unique unit eigenvector ^ corresponding to the eigenvalue zero. Let A be a C*-algebra on H such that uAu* = A and A =£ {0}. Then we consider a C*-dynamical system (A, Z, a) where Z denotes the set of integers and the action a is defined by oc n (x) = u n xu~n. Furthermore, define an a-invariant state cp on A by Then {p (p n (p (A)p (p }" is abelian and n 9 (A}' n {p 9 }' = C • 1, from which it follows that q> is a G-central state of almost periodic type (cf. Theorem 3.9). Note also that <p is an extremal point in the weak* closure of the convex set of almost periodic states of A. Some results related to extremal almost periodic states will be discussed in [7] .
Next we give an example of a G-central state which is not a G-central state of almost periodic type.
Example 3.15. Let A be the C*-algebra of all 2 x 2 complex matrices and let a group G be the one-dimensional torus group. We define an action of G by But (p is not a G-central state of almost periodic type.
