In this article we study the asymptotic behavior of pseudoholomorphic half-cylinders which converge exponentially to a periodic orbit of a vector field defined by a framed stable Hamiltonian structure. Such maps are of central interest in symplectic field theory and its variants (symplectic Floer homology, contact homology, embedded contact homology). We prove a precise formula for the asymptotic behavior of the "difference" of two such maps, generalizing results from [11, 3, 2, 8] . Using this result with a technique from [10], we then show that a finite collection of pseudoholomorphic half-cylinders asymptotic to coverings of a single periodic orbit is smoothly equivalent to solutions to a linear equation.
Let (W, J) be an almost complex manifold. A (parametrized) pseudoholomorphic curve in W is a map u : (S, j) → (W, J) from a Riemann surface (S, j) whose derivative satisfies the equation
In symplectic field theory (and related theories: symplectic Floer homology, contact homology, embedded contact homology, etc.), the central objects of study are a special class of pseudoholomorphic curves. The domains of these curves are punctured Riemann surfaces, i.e. closed Riemann surfaces with a finite number of points (punctures) removed. The targets of the maps of interest are manifolds with cylindrical ends of the form R ± × M ± , where the M ± are closed odd dimensional manifolds equipped with nowhere vanishing vector fields X ± belonging to a special class of dynamical systems. Moreover, the almost complex structure on the target manifold is required to satisfy some "compatibility" conditions related to both a nondegenerate 2-form and the vector fields X ± coming from the cylindrical ends. Requiring a finite energy condition and properness on pseudoholomorphic maps in this set-up then guarantees that near the punctures, pseudoholomorphic curves will be asymptotic to cylinders of the form R × γ ⊂ R × M ± , where γ is the image of a periodic orbit of X ± , i.e. a closed integral curve of X ± . Moreover, in the event that all periodic orbits of X ± are nondegenerate or Morse-Bott, then the convergence near a puncture of a pseudoholomorphic curve to a cylinder over a periodic orbit is exponential.
In this work we will study the asymptotic behavior of punctured pseudoholomorphic curves. We model the behavior near a puncture by studying pseudoholomorphic half-cylindersũ : [R, ∞) × S 1 , j → R × M,J .
Here we equip the half-cylinder [R, ∞)×S 1 with the complex structure j that arises from viewing it as a subset of R × S 1 ≈ C/iZ. The manifold M is equipped with a nowhere vanishing vector field X and a hyperplane distribution ξ everywhere transverse to X. The almost complex structureJ on R × M is invariant under translations in the R coordinate and has some prescribed behavior with respect to X and ξ that we will describe more precisely later.
Let P : S 1 ≈ R/Z → M be a T -periodic orbit of the vector field X, and assume thatũ converges to a cylinder over P exponentially fast and in C ∞ , as would be the case if P satisfies an appropriate nondegeneracy condition. In this case, we can writeũ (ψ(s, t)) = T s, exp P (t) U (s, t) ∈ R × M where ψ : [R 1 , ∞) × S 1 → [R, ∞) × S 1 is a proper embedding U is a map satisfying U (s, t) ∈ ξ P (t) for all (s, t) ∈ [R 1 , ∞)×S 1 , and exp is the exponential map associated to a Riemannian metric on M . Previous works of Hofer, Wysocki, and Zehnder [3, 2] and Mora [11] show that the map U can be written U (s, t) = e λs [e(t) + r(s, t)]
where e is an eigenvector of a self-adjoint operator on L 2 (P * ξ) related to the linearized flow along P , λ < 0 is the eigenvalue of e, and r converges exponentially to zero as s → ∞.
While this representation formula for the map U provides useful information about the asymptotic behavior of pseudoholomorphic half-cylinders, it does not provide any information about the relative behavior of two half-cylinders asymptotic to P in the event that the same eigenvector appears in the formula for each cylinder. The main result (Theorem 2.2) of this paper, which is a generalization and refinement of previous work of Kriener [8] , addresses this issue by providing a precise description of the "difference" of two pseudoholomorphic half-cylinders asymptotic to the same periodic orbit. More precisely, assumeṽ : [R, ∞) × S 1 → R × M is another pseudoholomorphic half-cylinder asymptotic to P for which we can writẽ v(φ(s, t)) = (T s, exp P (t) V (s, t)) with φ and V satisfying the same properties as ψ and U above. Then the difference V − U can be written V (s, t) − U (s, t) = e λs [e(t) + r(s, t)]
where λ, e, and r satisfy the same properties as the corresponding terms in the formula for U . This result then allows one to distinguish the relative behavior of two pseudoholomorphic half-cylinders in situations where the previous results of [3, 2, 11] would not.
In the event that the periodic orbit P is multiply covered, this result can be applied to provide a refinement (Theorem 2.3) of the asymptotic description of a single half-cylinder from [3, 2, 11] . This refinement is useful for understanding the self-intersection and embeddedness properties of a single pseudoholomorphic half-cylinder. Moreover, applying a technique due to Micallef and White [10] , we are able to show (Theorem 2.4) that given a finite family of pseudoholomorphic half-cylinders converging to covers of the same periodic orbit, there is a coordinate system so that the curves, after reparametrization, are given by maps of the form (s, t) ∈ [R, ∞) × S 1 → ks, kt,
where k is a nonzero integer, n is a nonnegative integer, each e i is an eigenvector of an unbounded self-adjoint operator A k on L 2 (S 1 , R 2n ) arising from the linearized flow, and λ i < 0 is the eigenvalue of e i .
The results of this paper are most useful when the target manifold R × M is 4dimensional. In this case, these results can be used to develop an intersection theory for punctured pseudoholomorphic curves [5, 13, 12] . This intersection theory in turn is important for the foundations of a 4-dimensional variant of symplectic field theory due to Hutchings known as embedded contact homology [5, 6, 7 ] -a theory which exploits the fact that the embeddedness of punctured curves in dimension 4 can be controlled in terms of topological data.
Background and Main Results
2.1. Hamiltonian Structures. Let M be a compact oriented 2n + 1 dimensional manifold. A framed stable Hamiltonian structure H = (λ, ω) on M is a pair consisting of a 1-form λ and a 2-form ω satisfying (H1) λ ∧ ω n is a volume form on M . (H2) dω = 0. (H3) ker ω p ⊆ ker dλ p for every p ∈ M . In condition (H3) we are defining the kernel of the 2-form α at p ∈ M to be the kernel of the associated linear map T p M → T * p M defined by v → α p (v, ·). Condition (H1), implies that ker ω p is one dimensional for all p ∈ M , and therefore ω determines a line bundle defined by ℓ ω = ∪ p∈M (p, ker ω p ). It is also clear from this condition that ξ H := ker λ is hyperplane distribution transverse to ℓ ω , and hence that ω restricts to a nondegenerate form on ξ H . Defining a vector field X H to be the unique section of ℓ ω satisfying λ(X H ) = 1, we see that condition (H1) implies that the tangent bundle T M splits (1) T
as the direct sum of a line bundle with a preferred nowhere vanishing section, and a symplectic vector bundle. Let ψ t be the flow generated by X H , i.e.ψ t = X H • ψ t . Using condition (H2) and the fact that X H is defined to satisfy i XH ω = 0, we find that
Similarly, using condition (H3) and the fact that i XH λ = 1 by definition, we find that d dt ψ * t λ = ψ * t L XH λ = ψ * t (i XH dλ + di XH λ) = 0. We conclude that ψ * t ω = ω and that ψ * t λ = λ for all t ∈ R, which together imply that the splitting (1) is preserved under the flow of X H , and that the map
In what follows the dynamics of the vector field X H will play an important role, and the periodic orbits of X H will be of particular interest. For our purposes, it will be convenient to think of periodic orbits as maps parametrized by S 1 ≈ R/Z equipped with the basepoint 0 ∈ R/Z. More precisely, for T = 0 we define the set
and we will denote the set of all periodic orbits by
We note that each set P T (M, H) is invariant under the S 1 action on C ∞ (S 1 , M ) defined by c * γ(t) = γ(t + c) for c ∈ R/Z and γ ∈ C ∞ (S 1 , M ). A periodic orbit P ∈ P will be called multiply covered if it has a nontrivial isotropy group G(P ) = {c ∈ S 1 | c * P = P } 1 Note that this definition allows T < 0. with respect to the S 1 action, and the covering number cov(P ) will be defined to be the order of this (necessarily finite) group. Put more simply, cov(P ) is the largest positive integer k satisfying 1 k * P = P . 2 It is straightforward to show that if P ∈ P T (M, H) has covering number k > 1, then P factors through a simply covered orbit via a k-fold covering, i.e. there exists a p ∈ P T /k (M, H) with covering number cov(p) = 1 such that P (t) = p(kt).
We will associate to any periodic orbit a differential operator related to the linearized flow. Let P ∈ P T (M, H) be a T -periodic orbit and let h be a vector field along P , that is h :
Since the flow ψ t of X H preserves the splitting (1), so must L XH , and we can
and therefore the differential operator ∇ t · −T ∇ · X H maps sections of P * ξ H to sections of P * ξ H .
Given any symplectic vector bundle (E, ω), we say that a complex structure J on E is compatible with ω if the bilinear form defined by g J (·, ·) = ω(·, J·) is a metric on E. It is a well known fact that the space of all such J is nonempty and contractible in the C ∞ topology (see e.g. [4] ). Recalling that (ξ H , ω) is a symplectic vector bundle, we define the set J (M, H) ⊂ End(ξ H ) to be the set of complex structures on ξ H which are compatible with ω. Choosing some J ∈ J (M, H), we associate to each T -periodic orbit P ∈ P T (M, H) a differential operator A P,J : C ∞ (P * ξ H ) → C ∞ (P * ξ H ) acting on the space of smooth sections of ξ H along P defined by
We note that the discussion of the previous paragraph implies that A P,J does in fact map the space of sections of ξ H along P to itself, and that A P,J is independent of symmetric connection ∇ used to define it. We will refer to A P,J as the asymptotic operator associated to the orbit P . Define an inner product on C ∞ (P * ξ H ) by
2 Throughout, we will make no notational distinction the S 1 action and the corresponding 1-periodic R action.
Noting that the compatibility of J with ω implies that ω(J·, J·) = ω(·, ·), and recalling that L XH ω = 0, we have that
Therefore A P.J is formally self-adjoint, and A P,J induces a self-adjoint operator
Since the embedding H 1 (P * ξ H ) ֒→ L 2 (P * ξ H ) is compact, A P,J has a compact resolvent. Therefore, the spectrum of A P,J consists of real eigenvalues of finite multiplicity which accumulate only at ±∞.
Viewing C ∞ (S 1 , ξ H ) as a vector bundle over C ∞ (S 1 , M ) with fiber γ * ξ H over the loop γ ∈ C ∞ (S 1 , M ), we note that for fixed c ∈ S 1 the map c * · on C ∞ (S 1 , ξ H ) can be viewed as a bundle map covering the map c * · on C ∞ (S 1 , M ). Moreover, it is clear from the definition of the asymptotic operator that A P,J = (−c) * •A c * P,J • c * for any P ∈ P(M, H) and c ∈ S 1 . Therefore A P,J and A c * P,J have the same spectrum, and c * · maps the eigenspaces of A P,J to the eigenspaces of A c * P,J . In particular, the isotropy group G(P ) ≈ Z cov(P ) acts on the eigenspaces of A P,J and we define the covering number cov(e) of an eigenvector e of A P,J to be the order of the isotropy group
Alternatively, we say that cov(e) is the largest integer m dividing cov(P ) for which 1 m * e = e. If P ∈ P(M, H) is any periodic orbit and we let P k ∈ P(M, H) be the map defined by
it follows from the definition of A P,J that if e is an eigenvector of A P,J with eigenvalue λ, then the section e k ∈ C ∞ (P * k ξ H ) defined by e k (t) = e(kt) is an eigenvector of A P k ,J with eigenvalue kλ. If we further require that cov(P ) = 1, it is straightforward to see that any eigenvector e of A P k ,J with covering number m = cov(e) can be written e(t) = f (mt) for some eigenvector f of A P k/m ,J with cov(f ) = 1.
We observe that if e ∈ C ∞ (P * ξ H ) is an eigenvector of A P,J , then e(t) = 0 for all t ∈ S 1 . Indeed, assume that e ∈ ker(A P,J −λ). Then, in any trivialization of P * ξ H , e satisfies a linear first order linear o.d.e. of the form −J(t) d dt e(t)+(S(t)−λ)e(t) = 0, where S and J are smooth matrix valued functions, and J(t) 2 = −I. Therefore, if e(t) = 0 for some t ∈ S 1 , e(t) = 0 for all t ∈ S 1 . Hence nonzero vectors e ∈ ker(A P,J − λ) satisfy e(t) = 0 for all t ∈ S 1 . Much of the utility of our main theorems derives from this fact.
2.2.
Asymptotically Cylindrical Pseudoholomorphic Half-Cylinders. Let (M, H) be a closed 2n + 1 dimensional manifold equipped with a framed stable Hamiltonian structure H = (λ, ω). We will define a preferred class of almost complex structures on R×M which we will then use to define a first order elliptic system. Recall that we defined the set J (M, H) to be composed of all complex structures J on ξ H for which ω(·, J·) is a metric on ξ H . We extend each J ∈ J (M, H) to an R-invariant almost complex structureJ on R × M by requiring
where a is the parameter along R.
Given a P ∈ P T (M, H), note that the mapP :
We will call such a map a cylinder over the periodic orbit P . In this paper we will studyJ-holomorphic maps from half cylinders [R, ∞) × S 1 ⊂ R × S 1 = C/iZ to R × M which are asymptotic to cylinders over periodic orbits. In particular, given real numbers d > 0, R, and a T -periodic orbit P :
(2) The loops t → u(s, t) converge to P in C ∞ (S 1 , M ) as s → ∞.
(3) There exists positive constants M β so that the R-component a ofũ = (a, u)
satisfies
We refer to elements of M d R (P, J) for a given d > 0 and R as asymptotically cylindrical pseudoholomorphic half-cylinders. We will abbreviate M R (P, J) = ∪ d>0 M d R (P.J) and M(P, J) = ∪ R∈R M R (P, J) when convenient.
We remark that in practice the exponential convergence to a periodic orbit that we require in the definition of asymptotically cylindrical is usually a consequence of the cylinderũ satisfying a finite energy condition, and the periodic orbit P being either nondegenerate of Morse-Bott (see [3, 2, 11] ). However, for the purposes of the present study, only the asymptotic behavior of the cylinder is relevant, and so 3 Here the "-" sign can be interpreted with respect to the Lie group structure on S 1 × R 2n .
When β = (0, 0) the symbol | · | should then be interpreted as distance from the identity element (0, 0) ∈ R/Z × R 2n .
we will neither make any assumptions about the degeneracy of the periodic orbits in question nor deal with the definition of finite energy.
For the results in this paper it will be convenient to describe elements of M(P, J) in terms of sections of the bundle P * ξ H . In order to do this we associate to each J ∈ J (M, H), a metric g J on M by
where we are making the standard identification T (R × M ) ≈ R ⊕ T M . We will denote the exponential maps of g J andg J by exp and exp respectively and we note that these maps are related by
sinceg is the sum of the standard flat metric on R with the metric g on M . We now make a definition which will be important for the statement of our main theorem.
We say that U is an asymptotic representative ofũ if there exists a proper embedding ψ : [R, ∞) × S 1 → R × S 1 asymptotic to the identity, so thatũ (ψ(s, t)) = (T s, exp P (t) U (s, t)) = exp (T s,P (t)) (0, U (s, t)).
for all (s, t) ∈ [R, ∞) × S 1 .
Using the assumed asymptotic behavior of elements of M(P, J), it is straightforward to show that every asymptotically cylindrical pseudoholomorphic curve has an asymptotic representative (this also follows from a special case of Proposition 5.1). Moreover, the requirement that the embedding ψ from this definition be asymptotic to the identity implies the asymptotic representative U of a mapũ ∈ M(P, J) is uniquely determined up to restriction of the domain [R, ∞)×S 1 of U to larger values of R. We can define an S 1 action on C ∞ (R × S 1 , R × M ) by c * ũ(s, t) =ũ(s, t + c), and note that c * · maps the set M d R (P, J) to the set M d R (c * P, J). In particular, if cov(P ) = k there is a Z k ≈ G(P ) action on M d R (P, J) generated by 1 k * . Similarly, we can define an S 1 action on the space of maps C ∞ ([R, ∞) × S 1 , P * ξ H ) for any P ∈ P(M, H), and we note that if
. Then if u(ψ(s, t)) = exp P (t) U (s, t) with ψ converging asymptotically to the identity, it is easy to see that
asymptotically to the identity since ψ does.
Main Results.
In this work, we will take the existence of pseudoholomorphic half-cylinders for granted, and study their asymptotic behavior. Our main result is the following (cf. [8] ). where the map r satisfies We observe that when the periodic orbit P has covering number k > 1, we can apply the theorem to the reparametrized maps i k * ũ and j k * ṽ to find that the maps (s, t) → V (s, t + i k ) − U (s, t + j k ) for any i, j ∈ Z can be represented by a formula of the same form. We can, in particular, apply this observation to the case whereṽ =ũ to obtain a representation formula for each of the maps
. We also observe that in the special case where V ≡ 0, i.e. whenṽ has image contained in the cylinder R × P (S 1 ), then Theorem 2.2 just gives a formula for the asymptotic representative U ofũ as in [3, 2, 11] . Combining this observation with that of the previous paragraph leads us to the following generalization of the results in [3, 2, 11] . where
• The λ i are a sequence of negative eigenvalues of A P,J which is strictly decreasing in i (i.e. λ j < λ i for j > i). • Each e i ( = 0) is an eigenvector of A P,J with eigenvalue λ i . • The sequence of positive integers defined by k 1 = cov(e 1 ), k i = gcd(k i−1 , cov(e i )), is strictly decreasing in i. • The r i satisfy 1 ki * r i = r i . Moreover, each r i satisfies decay estimates of the form ∇ l s ∇ m t r i (s, t) < M lm e −ds . Theorem 2.2 can be taken a step further to give a coordinate system near a cylinder over an orbit in which a family of curves asymptotic to coverings of that orbit have a particularly simple form. In particular, we adapt an argument of Micallef and White from [10] to prove the following theorem.
Theorem 2.4. Let P ∈ P τ (M, H) be a simply covered periodic orbit with period τ > 0, let P k ∈ P kτ (M, H) be as defined in (2) . Letũ i ∈ M(P ki , J) for i = 1 . . . n be a finite collection of asymptotically cylindrical pseudoholomorphic curves, and let Φ : S 1 × R 2n → P * ξ H be a trivialization of P * ξ H . Then there exist an open neighborhood U of P (S 1 ), a smooth embeddingΦ :
proper embeddings ψ i : [R, ∞)×S 1 → R×S 1 asymptotic to the identity, and positive integer N i so that
where the λ i,j are negative eigenvalues of A P k i ,J , and the e i,j are eigenvectors of
We remark that the precise description of curves provided by this theorem comes at the expense of the coordinate systemΦ not respecting translations in the R components of R×U and R×S 1 ×R 2n . More precisely, near an orbit it is frequently convenient to work with coordinates systemsΦ :
where c is some nonzero constant and φ : U → S 1 × R 2n is an embedding. We call such a coordinate system R-equivariant. While the coordinate systemΦ produced by Theorem 2.4 is not R-equivariant it is clear from the construction ofΦ in the proof of the theorem thatΦ is asymptotic to an Requivariant coordinate system in the following sense: there exist an R-equivariant coordinate systemΨ on R × U and positive constants M β , d so that
for all β ∈ N 2n2 and all (s, t, w) ∈Φ(R × U ), where π R×S 1 : R × S 1 × R 2n → R × S 1 and π R 2n : R×S 1 ×R 2n → R 2n are the coordinate projections π R×S 1 (s, t, w) = (s, t) and π R 2n (s, t, w) = w.
2.4. Some Consequences of the Main Results. In this section we provide some useful consequences of Theorems 2.2 and 2.3.
Corollary 2.5. Let P ∈ P(M, H) be a simply covered periodic orbit, and letũ ∈ M R1 (P k1 , J),ṽ ∈ M R2 (P k2 , J) be asymptotically cylindrical half-cylinders, where P k is as defined in (2) . Further, assume that neither of the setsũ
Proof. Assuming initially that k 1 = k 2 , we observe that all intersections ofũ and v lying outside some sufficiently large compact subset of R × M correspond to zeros of a map of the form (s,
, where U and V are asymptotic representatives ofũ andṽ respectively. Our assumption that the sets
contain an open set allows us to conclude that none of the maps U (s, t) − V (s, t + j k1 ) vanish identically, so Theorem 2.2 allows us to conclude that each of the maps U (s, t) − V (s, t + j k1 ) is nonzero for all sufficiently large values of s. This completes the proof in this case.
Next observe that if k 1 and k 2 have opposite sign, the result is an easy consequence of the asymptotic behavior of the R-components ofũ andṽ. It therefore remains to consider the case where k 1 = k 2 and k 1 and k 2 have the same sign. In this case we define mapsũ |k2| ∈ M R1 (P k1|k2| , J) andṽ |k1| ∈ M R2 (P k2|k1| , J) = M R2 (P k1|k2| , J) byũ |k2| (s, t) =ũ(|k 2 |s, |k 2 |t) andṽ |k1| (s, t) =ṽ(|k 1 |s, |k 1 |t). We can then apply the argument in the previous paragraph to show thatũ |k2| andṽ |k1| don't intersect for s sufficiently large, and hence neither doũ andṽ.
Corollary 2.6. Let P ∈ P(M, H) be a simply covered periodic orbit, and let P k be as defined in (2) . For any pseudoholomorphic half-cylinderũ ∈ M R0 (P k , J), there is an
with the λ i , e i and r i satisfying the properties listed in the theorem. Assume initially that the k N := gcd(cov(e 1 ), . . . , cov(e N )) = 1. Then it follows that the map (s, t) → U (s, t) − U (s, t + j |k| ) does not vanish identically for any nonzero j ∈ Z |k| . Arguing as Corollary 2.5, this implies that there is an
is also a proper map, soũ| [R1,∞)×S 1 must be an embedding. Now assume that k N > 1. We note that the e i and r i appearing in the formula (3) for U each satisfy e i (t + 1 kN ) = e(t) and r i (s, t + 1 kN ) = r i (s, t), and hence U also satisfies U (s, t + 1 kN ) = U (s, t). This implies that there are sectionsê i ∈ C ∞ (P * k/kN ξ H ) and mapsr i :
Moreover, theê i are easily seen to be eigenvectors of
Now, apply the Riemann mapping theorem to find a biholomorphic map ρ :
kN ) of the deck transformation group of the cover p kN , the map
which furthermore implies thatφ kN is holomorphic. Using further thatφ kN is asymptotic to φ kN we must have thatφ kN = φ kN since φ kN is the only biholomorphic map on [R ′ , ∞) × S 1 with this property. This in turn implies that the diffeomorphism ψ 1 commutes with φ kN .
Comparing the formulas (4) and (3) for V and U it is clear that gcd(ê 1 , . . . ,ê N ) = 1 kN gcd(e 1 , . . . , e N ) = 1. We can therefore apply the argument of the first paragraph toṽ and V to show that there is an
, and p kN • ρ asymptotic to p kN as required.
Corollaries 2.5 and 2.6 can be combined with results of McDuff [9] or Micallef and White [10] to prove for punctured pseudoholomorphic curves generalizations of well-known results about closed pseudoholomorphic curves. Namely, two connected punctured pseudoholomorphic curves which are asymptotically cylindrical near the punctures either have identical image or intersect in a finite set. Also, a punctured curve which is asymptotically cylindrical near the punctures either factors through a branched cover or has a finite number of double points. (See [13] for more precise statements.)
As mentioned in the introduction, Theorems 2.2, 2.3, and 2.4 are most useful in dimension 4 where intersection theory related algebraic invariants can be computed in terms of the windings of the eigenvectors appearing in the asymptotic formulas from these theorems. These results and related topics are pursued further in [13] and the forthcoming paper [12] . In addition, Theorems 2.2 and 2.3 imply that the index inequality of Hutchings from [5] can be shown to hold for pseudoholomorphic curves in any 3-manifold equipped with a framed stable Hamiltonian structure, without needing any additional restrictions on the behavior of the almost complex structure near the periodic orbits. This index inequality is important for the definition of Hutchings' variant of symplectic field theory known as embedded contact homology [6, 7] .
2.5.
Outline of Subsequent Sections. The remainder of the paper is dedicated to the proofs of Theorems 2.2, 2.3, and 2.4. Theorems 2.3 and 2.4 are consequences of Theorem 2.2, and are proven in sections 3 and 4 respectively assuming Theorem 2.2. Section 5 is then dedicated to the proof of Theorem 2.2. In section 5.1, we introduce some notation and outline the proof of Theorem 2.2, dividing the argument up into three propositions. In sections 5.2, 5.3, and 5.4 we then provide the proofs of these propositions. Finally, in the appendix, we prove a general result about a certain class of Cauchy-Riemann equations on half-cylinders which is needed in the proof of Proposition 5.2 in section 5.3.
Proof of Theorem 2.3
In this section we will prove Theorem 2.3 assuming Theorem 2.2. Let P :
for some proper embedding ψ : [R, ∞) × S 1 → R × S 1 converging asymptotically to the identity. According to a special case of Theorem 2.2, we can write
where λ 1 is a negative eigenvalue of A P,J , e 1 is an eigenvector with eigenvalue λ 1 , and ρ 1 (s, t) converges exponentially to zero, as do all derivatives ∇ l s ∇ m t ρ 1 . If the function ρ 1 in this formula for U satisfies ρ 1 (s, t + 1 cov(e1) ) = ρ 1 (s, t) then there is nothing more to prove. If not, we can average the functions (s, t) → ρ 1 (s, t + j cov(e1) ) over j ∈ Z cov(e1) to obtain a function r 1 which does satisfy r 1 (s, t + 1 cov(e1) ) = r 1 (s, t). We will see that Theorem 2.2 allows us to write
, cov(e 2 )) < cov(e 1 ), and ρ 2 converging exponentially to zero. We can therefore write
with every term satisfying the conclusions of the theorem except possibly ρ 2 . Now, if ρ 2 satisfies ρ 2 (s, t + 1 k2 ) = ρ 2 (s, t) with k 2 = gcd(cov(e 1 ), cov(e 2 )) there is nothing more to prove. If not, we carry out the same argument with ρ 2 to write
where every term in the sum satisfies the conclusions of the theorem except possible ρ 3 , which we know decays exponentially with all derivatives. We continue this process until we have a formula for U that satisfies the conclusion of the theorem.
The details of the main step of this argument are made precise in the following lemma. The theorem is then an easy consequence of an iterative argument which applies the lemma at each step. It is clear that this argument must terminate after a finite number of steps (i.e. applications of the lemma) since each application of the lemma leads to a new term, k j = gcd(cov(e 1 ), . . . , cov(e j )), in a strictly decreasing sequence of positive integers. Lemma 3.1. Let U be the map defined above, and assume that U can be written
where:
• The λ i are all negative eigenvalues of A P,J satisfying λ i+1 < λ i .
• The e i are eigenvalues of A P,J with eigenvalue λ i .
• The positive integers k i defined by k 1 = cov(e 1 ) and
• The map ρ converges to zero exponentially fast as do all of its derivatives ∇ l s ∇ m t ρ. Then the map ρ either satisfies ρ(s, t + 1 kj ) = ρ(s, t) or there exists a map r j :
where the maps ∇ l s ∇ m t ρ 1 converge exponentially to zero for all (l, m) ∈ N 2 .
Proof. We first introduce some notation. Recall that since k = cov(P ), there is a Z k action on the space of sections C ∞ (P * ξ H ) generated by 1 k ∈ S 1 ≈ R/Z and that this action fixes the eigenspaces of A P,J . In the remainder of this section we
For any such m we define the map A m : C ∞ (P * ξ H ) → C ∞ (P * ξ H ) by averaging over the Z m orbit of a section, i.e. we define
We note that A m can be thought of as the projection onto the space of sections that are fixed by the Z m action; that is any section in the image of A m is fixed by the Z m action, and A m acts as the identity on the space of sections that are fixed by the Z m action. We will make the obvious extensions of the Z m action and the map A m to the subset of the space
Proceeding with the proof, we assume that ρ is not fixed by the Z kj action. We define r j := A kj ρ so that
with r j satisfying the required properties. Note that since all terms in the original expression for U are fixed by the Z kj action except for ρ, we can rewrite this as
Rearranging this equation gives
.
where λ j+1 is a negative eigenvalue of A P,J , e = 0 is an eigenvector with eigenvalue λ j+1 , and r(s, t) converges exponentially to zero. Using this with (5) we can write
We therefore can write
with r j satisfying the required properties and with e j+1 ∈ ker(A P,J − λ j+1 ). Moreover, the required decay properties of ρ 1 follow easily from the definition of ρ 1 and the similar decay properties for r coming from Theorem 2.2. It remains to show that e j+1 is nonzero, that λ j+1 < λ j , and that k j+1 := gcd(k j , cov(e j+1 )) is strictly less than k j . Assuming for the moment that e j+1 = 0, the fact that λ j+1 < λ j follows easily from (6) and the exponential decay of ρ and r j . To show both that e j+1 is nonzero and that k j+1 < k j it suffices to show that 1 * kj e j+1 = e j+1 . To see that it is indeed the case that 1 * kj e j+1 = e j+1 , we use the above formula for e j+1 to compute
Therefore e j+1 = 1 * kj e j+1 is equivalent to e = A kj e which in turn is equivalent to e = 1 * kj e. However, assuming e = 1 * kj e leads to
or equivalently
This is a contradiction since |e(t)| is bounded away from zero while the right hand side decays exponentially. We have therefore shown that e j+1 is nonzero, that λ j+1 < λ j , and that k j+1 < k j . This completes the proof of the lemma.
Proof of Theorem 2.4
In this section we show how Theorem 2.4 follows from Theorem 2.2. Let P : S 1 → M be a simply covered τ -periodic orbit with τ > 0 and let P k denote the map t → P (kt). Let u i ∈ M(P ki , J) be a family of asymptotically cylindrical pseudoholomorphic half-cylinders. Let Φ : S 1 × R 2n → P * ξ H be a trivialization of P * ξ H , and define the inverse of a coordinate map φ :
The coordinate mapΦ produced by the Theorem will given by the map φ −1 composed with a map of the form (s, t, w) → (s, t, w − R(s, t, w)).
This will be a diffeomorphism provided |R w (s, t, w)| < 1 for every (s, t, w) in the domain of R.
Before proceeding with the proof we make some simplifying assumptions. We first assume that the k i are either all positive, or all negative. This entails no loss of generality since we are only interested in the behavior of the maps outside some set of the form [−N, N ] × M . Indeed, if we restrict the domains of the mapsũ i so that all of the maps lie entirely in either [N, ∞) × M or (−∞, N ] × M we can construct the required change of coordinates separately for large positive and large negative R values, and then interpolate. For simplicity then we will assume that all k i are positive. The proof in the case that the k i are all negative is nearly identical.
Assuming then that all k i have the same sign, we can also assume that all the k i are equal. If not, we choose some k which is a multiple of every k i and replace the mapũ i with the mapũ i • p k/ki ∈ M(P k , J) where p m : R × S 1 → R × S 1 denotes the covering map p(s, t) = (ms, mt). Suppose then that we have proven the theorem in this case, i.e. we can write
where U i (s, t) = N j=1 e λij s e ij (t), with λ ij < 0 eigenvalues of A P k ,J , and e ij ∈ ker(
, we apply ki k * to both sides of this equation to find (ks, kt, ki
Comparing the first two components of this equation tells us that ρ is a deck transformation of the covering p k , or more simply that ρ(s, t) = (s, t + j k ) for some j ∈ Z k . However, it is easily seen from the asymptotic behavior of φ k/ki and ψ i that ρ is asymptotic to the identity, so we must have that ρ(s, t) = (s, t), and hence that ψ i • φ k/ki = φ k/ki • ψ i . Comparing the last 2n components of this equation then yields ki k * U i = U i . This implies that the eigenvectors e ij appearing in the formula for U i also satisfy ki k * e ij = e ij since the eigenspaces of Φ −1 A P k ,J Φ are fixed by the Z k action. We can therefore find mapsê ij ∈ ker(
Moreover the fact that ψ i commutes with the generator φ k/ki of the deck transformation group of p k/ki implies that there is an embeddingψ : [R, ∞) × S 1 → R × S 1 satisfying p k/ki • ψ =ψ • p k/ki . We therefore get that
e λij sê ij ( k ki t)).
which in turn implies
N j=1 e ki k λij sê ij (t)).
as required.
Proceeding now with the above assumptions, we have a family of mapsũ i ∈ M(P k , J). It follows easily from the definition of M(P k , J) (or from Proposition 5.1) that there exist proper embeddings
We will denote the set of functions U i arising in this way by S. We will enlarge the set S to include each j k * U i for all j ∈ Z k and all U i ∈ S (alternatively, we could enlarge the original collection of mapsũ i to include all j k * ũ i ). Let µ 1 be the largest negative eigenvalue of A P k ,J , and number the remaining negative eigenvalues of A P k ,J by the positive integers in decreasing order, that is µ j < µ i for j > i. In what follows we will abbreviate Φ −1 A P k ,J Φ by A. By Theorem 2.2, for each pair of distinct functions U , V ∈ S, we can write
for some positive constants d, M β . For any i > 0 and U ∈ S, define S i (U ) to be the set
where |S i (U )| is the number of elements in S i (U ). Observe that there exists an N ∈ Z so that A U i ≡ U for all i ≥ N and all U ∈ S. Indeed, choose N to be the unique positive integer satisfying
where the λ U,V are defined by (7) . We now give some important properties of the A U i in a series of lemmas. Lemma 4.1. For any U ∈ S and any i ≥ 1, there exists a unique (possibly zero)
Proof. Some easy computations using the definition of A U i leads to
By Theorem 2.2 and the definition of S i (U ), we can write (7)) satisfies λ U,V = µ j , i.e. 
This shows that for every ε > 0, there exists an R(i, U, ε) so that
Moreover, since the set S 0 is assumed to be finite, and since A U i ≡ U for all i > N , it follows that the choice of R(ε) can be made independent of U and i. Now we address the second claim. Recalling the definition of e U,V from (7), choose some ε satisfying 0 < ε < 1 4 min U =V ∈S0,t∈S 1 e U,V (t) , and note that such an ε exists since the e U,V (t) are all nonzero for all t ∈ S 1 . Assuming that λ U,V = µ j as in (8), it follows immediately from Lemma 4.2 that A U i ≡ A V i for i < j and that for i ≥ j there exists an R(i, U, V ) so that
Again using that S 0 is finite and A U i ≡ U for all i > N , we can choose an R 1 independent of i, U , and V so that the result holds.
Next we define functions R
] be a smooth cutoff function with ρ(x) = 0 for |x| > 1 and ρ(x) = 1 for |x| < 1 2 . Define for each i > 0 a functionR i : 
Proof. We first prove that eachR i is well defined. Assume that there exist maps U , V ∈ S 0 and a point (s, t, w)
Therefore the mapsR i are well defined since they are independent of any choices made in the definition.
Next, we note that since the group of deck transformations of the cover π k is generated by the map (s, t, w) → (s, t + 1 k , w), it suffices to show thatR i (s, t, w)
that there is no U ∈ S with w − A U i (s, t) < εe µis . Therefore in this case we have thatR
We now complete the proof of Theorem 2.4.
Proof of Theorem 2.4. Define a function
where the R i are the functions defined in Lemma 4.4. Recalling from Lemma 4.
Using this with the definition (9) of R U i and the fact that A U N = U , we find that
e µis e U i (t).
e µis e Uj i (t)).
ThusΦ •ũ j • ψ j has the required form for all j It remains to show thatΦ(τ s, P (t)) = (s, t, 0) ∈ R×S 1 ×R 2n , and thatΦ is an embedding. To see that the first claim is true, we include the pseudoholomorphic map P (s, t) = (τ s, P (t)) in the original collection. It is clear that φ −1 •P (s, t) = (s, t, 0), so the above results show that −R(ks, kt, 0) = N j=1 e µj s e j (t) for some appropriate e j ∈ ker(A − µ j ). Thus redefining R to be the map (s, t, w) → R(s, t, w) − R(s, t, 0), we will have thatΦ •P (s, t) = (s, t, 0) as required, while each of theΦ •ũ j • ψ j still have the required form. Finally to see thatΦ is an embedding, we note that the map R is easily seen to satisfy decay estimates of the form ∂ β R(s, t, w) ≤ M β e µ1s by construction. In particular, we will have that |∂ w R(s, t, w)| < 1 for all sufficiently large s. Therefore, by choosing R 1 larger if necessary, it is clear thatΦ will be an embedding on the set φ([R 1 , ∞) × S 1 × B 2n ε (0)).
5.
Proof of Theorem 2.2 5.1. Overview of the Proof. In this section, we outline the proof of Theorem 2.2 and fix some notation. In everything that follows we will identify S 1 with R/Z unless otherwise stated. On R 2n = {(x 1 , . . . , x n , y 1 , . . . , y n )}, we will denote by J 0 the standard complex structure defined by J 0 ∂ ∂xj = ∂ ∂yj and we let the orientation of R 2n be determined by the volume form ω n 0 , where ω 0 = n i=1 dx i ∧ dy i . Through this section, we will frequently be dealing with maps of the form f :
n times represents the n-torus (in what follows we will always have n 1 , n 2 ∈ {0, 1}). It will often be convenient to work with a lifted map between the universal covers f : R m1 × R n1 → R m2 × R n1 in order to take advantage of the linear structure there. We will generally do this without saying so explicitly, and without making any notational distinction between the map and the chosen lift. It should be clear from context when the constructions we make require us to work with the lifted maps, although there will be very little harm in the reader assuming that we are always working with lifted maps.
Let (M, H) be a 2n + 1 dimensional manifold equipped with a framed stable hamiltonian structure H = (λ, ω). Let J ∈ J (M, H) be a compatible complex structure on ξ H , and as before extend this to an R-invariant almost complex struc-tureJ on R × M . We define a metric on M by
where π ξ H : T M = RX H ⊕ ξ H → ξ H is the projection onto ξ H along X H , and we denote the exponential maps of g by exp.
Let P ∈ P T (M, H) be a T -periodic orbit of the vector field X H with covering number cov(P ) = k. Let Φ : P (S 1 ) × R 2n → ξ H | P (S 1 ) be a unitary trivialization of the hyperplane distribution ξ H over P (S 1 ), i.e. Φ satisfies Φ • J 0 = J • Φ and h, k = ω(Φh, JΦk). Define a map φ :
and note that if ε 0 is sufficiently small, φ is a k-fold covering map of some neighborhood U of P (S 1 ). Extend Φ to a unitary trivialization (still denoted Φ) of ξ H | U .
Pulling back the trivialization Φ to a unitary trivializationΦ of (φ * ξ H , φ * J, φ * ω), we note thatΦ will be given by an (2n + 1) × 2n matrix-valued function on S 1 × B 2n ε0 (0) and thatΦ (t, 0) = 0 1×2n I 2n×2n .
where the coordinates on S 1 × R 2n are ordered by (t, x 1 , . . . , x n , y 1 , . . . , y n ). Letũ = (a, u),ṽ = (b, v) ∈ M(P, J). Using that the loops u(s, ·) and v(s, ·) converge to P as s → ∞, we can find for some sufficiently large R 0 lifts u φ , v φ :
ε0 (0) of u and v respectively, chosen so that the loops
. It follows from the definition of M(P, J) that the lifted mapsũ φ andṽ φ satisfy
and denote E ε,R = E| [R,∞)×S 1 ×B 2n ε (0) for any ε > 0 and R > R 0 . Note that by choosing ε small enough and R large enough, we can guarantee that the image of E ε,R lies within the domain of the covering mapφ. The first main step in the proof of Theorem 2.2 is the following proposition, which is proved in Section 5.2. The next step in the proof is to get a precise description of the map h from this proposition. In order to do this we use the relationship between h and the pseudoholomorphic mapṽ to deduce that h satisfies a perturbed Cauchy-Riemann equation. Then applying a general result about Cauchy-Riemann equations on halfcylinders proved in the appendix, we obtain a precise description of the asymptotic behavior of h. This is the content of the following proposition which is proved in Section 5.3. where e : S 1 → R 2n is an eigenvector of the operator Φ −1 • A P,J • Φ with eigenvalue λ < 0, and where ∂ β r 0 (s, t) converges exponentially to zero for all β ∈ N 2 .
The final step in the proof of Theorem 2.2 is to relate the asymptotic behavior of the function h above to the asymptotic behavior of the difference of asymptotic representatives ofũ andṽ. We first note that an easy special case of Proposition 5.1 produces a mapṼ : [R, ∞)×S 1 → R 2n and an embedding ψ v : [R, ∞)×S 1 → R×S 1 satisfying
and
Similarly for some perhaps still larger R we get a mapŨ : [R, ∞) × S 1 → R 2n and an embedding ψ u :
The asymptotic behavior of the difference ofŨ andṼ is now given by the following proposition. This proposition is easily seen to complete the proof of Theorem 2.2. Indeed, applyingφ to both sides of (11) and (12) gives v(ψ v (s, t)) = (T s, exp P (t) Φ(P (t))Ṽ (s, t)) andũ (ψ u (s, t)) = (T s, exp P (t) Φ(P (t))Ũ (s, t)) so V (s, t) := Φ(P (t))Ṽ (s, t) and U (s, t) := Φ(P (t))Ũ (s, t) are asymptotic representatives ofṽ andũ respectively. Proposition 5.3 then tells us that V (s, t) − U (s, t) = e λs [Φ(P (t))e(t) + Φ(P (t))r 1 (s, t)]
where Φe is an eigenvector of A P,J with eigenvalue λ < 0, and where r(s, t) := Φ(P (t))r 1 (s, t) satisfies decay estimates of the form
as a result of the exponential decay estimates for r 1 .
5.2.
Lifting (Proof of Proposition 5.1). Before proving Proposition 5.1 we will need some facts about the map E, and in particular we will need to understand the asymptotic behavior of E. The main result to this end is the following lemma. Proof. Using the definitions of E andΦ, we can write
The first term on the left satisfies exponential decay estimates given by (10) , so it remains to show that the quantity Φ (u φ (s, t)) −Φ(t, 0) w also satisfies appropriate decay estimates. To see this observe that we can writẽ
where the function
has uniformly bounded derivatives of all orders. It then follows easily from the asymptotic behavior of u φ that • Assuming ε and R have been chosen so that the previous claims all hold, there exists an R ′ > R and a δ > 0 so that the tubular neighborhood
Proof. We first observe that it is a straightforward consequence of Lemma 5.4 that there is an ε > 0 and an R 0 > R so that E ε,R is an immersion with bounded derivatives of all orders. To prove the first claim, it therefore suffices to show that there exist constants ε > 0, R > R 0 , and c > 0 so that
ε (0), where dist denotes the Euclidean distance on R × S 1 × R 2n . If this is not true, then there exist sequences p k = (s k , t k , w k ),
If dist(p k , q k ) 0, we can find a constant δ > 0 and subsequences p kj and q kj so that dist(p kj , q kj ) > δ for all k. Using Lemma 5.4 we have
for sufficiently large j. This contradicts (13) , and we therefore assume that lim k→∞ dist(p k , q k ) = 0. In this case we lift E to a map [R 0 , ∞) × R × R 2n → R × R × R 2n on the universal covers and use the linear structure to rewrite (13) as
We can rewrite the left hand side as
Passing to subsequences p kj , and q kj for which
which contradicts (14). This contradiction finishes the proof that R and ε can be chosen so that E ε,R is an embedding. We next address the second claim. Abbreviating A(s, t, w) := DE(s, t, w), we start by showing that all derivatives of the inverse matrix A −1 are bounded on [R, ∞) × S 1 × B 2n ε (0) for some ε > 0 and R. We first show that A −1 is uniformly bounded on [R, ∞) × S 1 × B 2n ε (0) for some ε > 0 and R. If not, there exists a sequence of unit vectors v k ∈ R 2n+2 , and a sequence (
Using the Lemma 5.4, we therefore find that
This contradiction implies that for some ε > 0 and R > R 0 , the matrix A −1 (s, t, w) is uniformly bounded for (s, t, w)
To see that all partial derivatives of A −1 are uniformly bounded, we differentiate I = AA −1 to get
Therefore uniform bounds for Finally, to see that E −1 ε,R has bounded derivatives of all orders we write
Applying ∂ β to both sides of this equation gives
. The left hand side of this equation is a matrix containing partial derivatives of E −1 ε,R of order |β| + 1, and the right hand side can be expanded using the chain and product rules to a polynomial in the derivatives of B and E −1 ε,R of order at most |β|. Therefore uniform bounds on the derivatives of E −1 ε,R of all orders follow from the uniform bounds on the derivatives of B and induction on |β|.
We now address the final claim. Recall that we showed that E ε,R is an embedding by showing that it satisfies an inequality of the form dist(E ε,R (p), E ε,R (q)) ≥ c dist(p, q)
for some c > 0 and all p, q in its domain. It follows that for any p ∈ [R, ∞) ×
) contains a ball of radius cε ′ around E ε,R (p). Therefore, choosing R ′ ≥ R + ε and δ < cε it follows that any point within distance δ of the setũ φ ([R ′ , ∞) × S 1 ) is contained in the image of E ε,R as required.
We are now ready to complete the proof of Proposition 5.1.
Proof of Proposition 5.1. Note that it follows immediately from (10) that for appropriate positive constants M β , d that
for all β ∈ N 2 and all (s, t) ∈ [R 0 , ∞) × S 1 . Choosing an ε and R so that E ε,R satisfies all conclusions of Corollary 5.5, it follows that there exists some R ′ for which the setṽ φ ([R ′ , ∞) × S 1 ) will be in the image of the map E ε,R . Define functions
and since E −1 ε,R has bounded derivatives of all orders, it follows that
Arguing as in Corollary 5.5, the estimate
implies that ψ 0 | [R ′′ ,∞)×S 1 is invertible for sufficiently large R ′′ , and that the inverse ψ := ψ −1 0 has bounded derivatives of all orders. We can then write
where D(s, t) :
) dτ has bounded derivatives of all orders, and we conclude that for appropriate constants M β , d > 0 we will have ψ(z) ). Moreover, it follows from the exponential decay of h 0 and the uniform bounds for ψ that there exist positive constants d, M β so that ∂ β h(s, t) ≤ M β e −ds for all β ∈ N 2 .
The Cauchy-Riemann Equation (
Proof of Proposition 5.2). In this section we derive the PDE satisfied by the map h from Proposition 5.1. After deriving this PDE, we apply a general result about a class of Cauchy-Riemann equations on half-cylinders to obtain a precise description of the asymptotic behavior of h.
LetJ ∞ denote the almost complex structure on R × S 1 × B 2n ε0 (0) obtained by pulling backJ via the coveringφ, i.e.
Observe that it is a straightforward consequence of the R-invariance ofJ and the definition ofφ thatJ ∞ is also R-invariant. We will therefore writeJ ∞ as a function of just the t ∈ S 1 and w ∈ R 2n variables when convenient. Choosing ε > 0 and R so that all the conclusions of Corollary 5.5 are satisfied, and so that E([R, ∞) × S 1 × B 2n ε (0)) ⊂ R × S 1 × B 2n ε0 (0), we use the map E ε,R to pull back the almost complex structureJ ∞ on R × S 1 × B 2n ε0 (0) to an almost complex structurē
on [R, ∞) × S 1 × B 2n ε (0). We will writē
, and J(z, w) ∈ End(R 2n ). It is immediate from the definition ofJ that the map
0) isJ-holomorphic precisely when the map z → E(f (z)) isJ ∞ -holomorphic, which in turn is true precisely when the map z →φ (E(f (z) )) isJ-holomorphic. Moreover, it follows from the definition of E ε,R and the fact that thatΦ is a unitary trivialization of (φ * ξ H ,J ∞ , φ * ω) thatJ
where j 0 is the complex structure on [R, ∞) × S 1 and J 0 is the standard complex multiplication on R 2n . Now recalling that h :
, whereṽ φ is a lift underφ of aJ-holomorphic map, we must have that the tangent space of the graph of h is invariant underJ. More precisely, if we define a map
Observing Γ h is an immersion, we can define an almost complex structurej on
so that Γ h will satisfy the equation We would like to apply Theorem A.1 to obtain a formula for h. In order to do this, we must understand the asymptotic behavior ofJ, and then rewrite (17) in a form that allows us to apply the theorem. The main result to this end is the following.
Lemma 5.6. WithJ,J ∞ defined as above, there exist constants d, M β > 0 so that
First observe that it follows from Lemma 5.4 and the R-invariance ofJ ∞ that after potentially choosing larger R, and smaller ε we will have For the following corollary, we writē
to represent howJ ∞ decomposes with respect to the splitting 
where D 2 represents the partial derivative with respect to the R 2n variable of S 1 × R 2n . Moreover, J * and j * have uniformly bounded derivatives of all orders, and there exist constants d, M β > 0 so that
Proof. Using thatJ(z, 0) = J 0 , we writē J(z, h(z)) = J 0 + J (z, h(z)) −J(z, 0)
The asymptotic behavior ofJ from the lemma tells us that D 2J has bounded derivatives of all orders on [R, ∞)
where J * has bounded derivatives of all orders as required. Similarly, using (16) with i(z, 0) = j 0 and β(z, 0) = 0, we get
where j * is defined by
It then follows from the asymptotic behavior ofJ that j * has bounded derivatives of all orders. Once again, the asymptotic behavior ofJ implies that D 2 2 γ has bounded derivatives of all orders on [R, ∞)×S 1 ×B 2n ε (0), which, with the exponential decay of h, implies that γ * decays exponentially with all derivatives.
We now give the proof of Proposition 5.2.
Proof of Proposition 5.2. The formula for h will follow from Theorem A.1 once we have shown that h satisfies a PDE of the form It follows from the uniform bounds on the derivatives ofJ, J * , and j * , and the exponential decay of all the derivatives of h and γ * that ∆ decays exponentially together will all of its derivatives. It therefore remains to show that
Let ∇ be some symmetric connection on M and let∇ be the extension of ∇ to R × M obtained by requiring ∂ a to be a parallel field, where a again denotes the parameter along R. Viewing ξ H P (t) as lying in T (0,P (t)) (R × M ), we rewrite A as Aη = −J∇ t η + T J∇ η X H = π −J∇ t η + TJ∇ η X H where π ξ H again denotes the projection onto ξ H along X H . Using the definition of J and∇ we find thatJ∇
and so we find that A can be written
Using that the coordinate fields ∂ t , ∂ xi , ∂ yi are invariant under the deck transformations of the covering φ, we can choose the connection ∇ to be a flat connection near P (S 1 ) which pulls back via φ to a connection which is just the standard derivative on S 1 × R 2n . Moreover, the extension∇ to R × M will pull back to the standard derivative on R × S 1 × R 2n . Now, observing that φ was constructed to satisfy
where π R 2n is the projection onto the R 2n coordinates of S 1 × R 2n , it is straightforward to deduce that term π ξ H T (∇ ηJ )X H at P (t) lifts viaφ to D 2 γ ∞ (t, 0)(Φ −1 η(t))∂ t , and that J∇ t η lifts via φ to J 0 d dt Φ −1 η(t) . We therefore find that
as claimed, and this completes the proof. 
We know that h can be written
where λ < 0, e ∈ ker(A − λ) \ {0}, and where r and all its derivatives exhibit exponential decay. We would like to prove a similar formula for the function z → V (z)−Ũ (z) with the same eigenvalue λ and eigenvector e. The following lemma will be important in the proof of Lemma 5.8. The maps ψ u , ψ v , and ψ satisfy
where λ < 0 is the negative eigenvalue of A appearing in Proposition 5.2.
Proof. Using (18) and (21), we can write
and similarly using (19) and (20) gives
Letting π R×S 1 denote the projection of R × S 1 × R 2n onto the first two coordinates, we find that
where in the third line we have subtracted 0 = π R×S 1 (0, h(z)). If follows from 
as well.
We now proceed with the proof of Proposition 5.3. 
and using (18) and (21) gives
Here π R 2n : R× S 1 × R 2n → R 2n denotes the projection onto the last 2n coordinates of R × S 1 × R 2n . Subtracting these expressions gives
Going from the second to third line, we have used that the function z → In this appendix, we give the proof of the asymptotic formula from Proposition 5.2. This result is implicit in [11] and our arguments are adapted from those in [3] , [2] , [1] , and [11] .
Throughout we will use the notationR + to denote the closed half-line [0, ∞). We will equip R 2n with its standard norm and inner product, and all Banach or Hilbert spaces of R 2n -valued functions will be equipped with the standard norms and inner products arising from those on R 2n . We will consider S 1 = R/Z with coordinate t ∈ R/Z, and we will equip S 1 with the measure dt.
Theorem A.1. Let w :R + × S 1 → R 2n satisfy the equation where λ is a negative eigenvalue of the self-adjoint operator
e : S 1 → R 2n is an eigenvector of A with eigenvalue λ, and |∂ β r(s, t)| ≤ M ′ β e −cs for some positive constants constant c and M ′ β and all β ∈ N 2 . To prove this we assume that w does not vanish identically and we study the where w(s) : S 1 → R 2n denotes the smooth loop t → w(s, t), v(s) is defined similarly to w(s), ∆(s) ∈ L(L 2 (S 1 , R 2n )) is the bounded linear operator defined by (∆(s)x)(t) = ∆(s, t)x(t) for t ∈ S 1 , and where · and ·, · denote respectively the standard norm and inner product on L 2 (S 1 , R 2n ). We note that the similarity principle (see Appendix A.6 in [4] ) implies that w either vanishes identically or has only isolated zeroes. In the latter case, we must have w(s) > 0 for all s ≥ 0 so v(s, t) is well-defined and smooth. Theorem A.1 will follow from the following proposition.
With v, µ defined as above there exist positive constants c, C β , C k and a smooth eigenvectorê(t) :
We prove this proposition by proceeding in a series of smaller results. As stated in the discussion preceding Proposition A.2, we can assume by the similarity principle that w has only isolated zeroes, and hence w(s) > 0 for all s ≥ 0. Using this, we can integrate the above equation to give (29). 
Differentiating (28), and using (30),(31), and self-adjointness of A gives
Using v(s) = 1 we get
Using (30) and (25), this is equivalent to
where ε(s) is used to denote quantities that approach 0 as s → ∞.
We now show that µ is bounded from above. If there is a number K > 0 such that µ(s) > K for all s > s 0 then it follows from (29) that w(s) → ∞ as s → ∞ in contradiction to (24). Therefore if µ is not bounded from above it must oscillate. In particular there exists a positive real number η / ∈ σ(A) and a sequence s n → ∞ such that µ(s n ) = η and µ ′ (s n ) ≤ 0. However, the assumption η / ∈ σ(A) implies that
where we have used that (A − η) −1 = (dist(η, σ(A))) −1 for the resolvent of a self-adjoint operator. This together with (34) and µ(s n ) = η implies that for large n we will have µ ′ (s n ) ≥ 1 2 dist(η, σ(A)) 2 > 0 which contradicts µ ′ (s n ) ≤ 0. Therefore µ must be bounded from above. Define
and observe that by (25), g(s) is finite and satisfies lim s→∞ g(s) = 0. Since µ is bounded from above, the function µ 1 :R + → R defined by
is also bounded from above. Moreover using (33) we have that
so µ 1 is nondecreasing, and therefore lim s→∞ µ 1 (s) exists. Since lim s→∞ g(s) = 0, the limit lim s→∞ µ(s) must also exist and satisfy we now show that λ ∈ σ(A). We have that
where again we use ε(s) to denote a quantity that goes to 0 as s → ∞. If λ / ∈ σ(A), it follows from (34) and (35) that for sufficiently large s we will have
which contradicts the upper bound for µ. We therefore conclude λ ∈ σ(A). It remains to show that λ < 0. First observe that it follows from (24) that This with (29) gives us
with M ′ > 0, which contradicts (36). We therefore conclude λ < 0.
Lemma A.5. The functions v and µ satisfy 
We will use elliptic estimates for the∂-operator to show inductively that
for all k ∈ N and p > 2, where C k,p are constants that are independent of s ′ . The result will then follow from the Sobolev embedding theorem.
Recalling the well known a priori estimate for the∂-operator, we have we use C 0 bounds on S, ∆, and µ to estimate
Here c depends on p > 1, the C 1 norm of β 1 , and the C 0 norms of S, ∆, and µ, but not on s ′ . Recalling v(s) = 1, we have v L 2 (Q0(s ′ )) = 2 so we conclude v W 1,2 (Q1(s ′ )) < C 1,2 for C 1,2 independent of s ′ . Therefore, by the Sobolev embedding theorem, we have for all
thus establishing (37a-1,p) for all p > 1.
We observe that (37b-0,p) follows directly from Lemma A.4. For k ≥ 1 and p > 1 we differentiate formula (32) and use Hölder's inequality to find
Integrating this inequality over I k (s ′ ) and using the uniform bound on µ, we conclude that
Finally, for k ≥ 2 and p > 2 we use (38), (39), the uniform C k bounds for S and ∆, and the uniform C k+1 bounds for β k to estimate
Here we've used that
provided (k − 1)p > 2. The inequalities (37) now follow from (41), (42), and induction on k.
As an immediate corollary we have the following. Proof. If not we can find a k ≥ 1, a constant c > 0, and a sequence s n → ∞ such that |µ (k) (s n )| > c for all n. Defining a sequence of functions µ n : [−s n , ∞) → R by µ n (s) = µ(s + s n ), it follows from Arzelà-Ascoli and the previous lemma that a subsequence converges in C ∞ loc to a smooth function µ ∞ : R → R. Moreover, by Lemma A.4 we must have µ ∞ ≡ λ. Indexing the subsequence still by n it follows that µ We now proceed with the proof of (45). LettingĀ be the diagonal operator on ⊕ k+1 L 2 (S 1 , R 2n ) associated to (A − λ) we observe that (44) implies that V satisfies an equation of the form (46) ∂ s V =ĀV + Γ(s)V +∆(s, t)V.
for matrix functions Γ and∆. We observe that Γ is made up of 2n × 2n blocks of the form c jl ∂ j s (λ − µ)I 2n×2n for some constants c jl , and thus satisfiesQΓ = ΓQ and ∂ k s Γ(s) → 0 as s → ∞ for all k ∈ N. Moreover∆ is made up of blocks of the form c jl ∂ k s ∆, and thus satisfies |∂ β∆ (s, t)| ≤ M β e −ds for appropriate constants M β > 0 and all β ∈ N 2 . ApplyingQ to (46) and using ∂ s (QV ) =Q∂ s V we get that V ⊥ :=QV satisfies the equation If |r| < |c 1 | we can take c = |r|, but c must be strictly smaller than |c 1 |.
Using (47) and the self-adjointness ofĀ gives us
and similarly
for some constant M σ depending on σ. Furthermore, letting ε(s) represent any positive quantity that converges to 0 as s → ∞ we can estimate
Putting these estimates together gives a ′′ (s) ≥ (2 − σ − ε(s)) V ⊥ s 2 − (σ + ε(s)) V ⊥ 2 − M σ e −2ds .
Using (47) again, we find
Finally using Ā V ⊥ ≥ C λ V ⊥ , the previous estimates yield a ′′ (s) ≥ (2C 2 λ − σ − ε(s)) V ⊥ 2 − M σ e −2ds = (4C 2 λ − σ − ε(s))a(s) − M σ e −2ds . Therefore choosing σ small, we can find for any c ∈ (0, min(C λ , d)) a constant M c so that where a = e −δ(0) w(0) = 0 and r(s, t) = a e δ(s) v(s, t) −ê(t) . Moreover, the function r(s, t) and all of its derivatives will satisfy exponential decay estimates since the functions e δ(s) − 1 and v(s, t) −ê(t) and all their derivatives do.
