Rearrangement-Invariant Spaces of Functions on LCA Groups  by Gulisashvili, Archil
journal of functional analysis 156, 384410 (1998)
Rearrangement-Invariant Spaces of Functions on
LCA Groups
Archil Gulisashvili
Department of Mathematics, Ohio University, Athens, Ohio 45701
Received November 14, 1997; revised February 10,1998; accepted February 23, 1998
In this paper the rearrangement-invariant hulls and kernels of the classes
[ f : f # L p] and [ f : f # L1loc] on a noncompact nondiscrete locally compact abelian
group are characterized. The space L1loc & S$ of tempered distributions serves as the
extended domain of the Fourier transform instead of the classical domain L1+L2.
We also introduce and study a new function space P0 which arises as the rearrange-
ment-invariant hull of some of the classes under consideration.  1998 Academic Press
1. INTRODUCTION
In this paper we study the integrability properties of the Fourier trans-
form of rearranged functions. A typical expression arising in this setting is
( f b |)7 where f is a function defined on a locally compact abelian group
G, | is an automorphism of the Haar measure space on G, and 7 denotes
the Fourier transform. A transformation f  f b | is called a rearrange-
ment. It is clear that for any function f and any automorphism | the func-
tions f and f b | are equidistributed. Our objective in this paper is to study
the rearrangement-invariant hulls and kernels of some function classes on
G. We will be especially interested in the classes A p=[ f : f # L p] for
1< p and A1loc=[ f : f # L
1
loc].
The key words describing the rearrangement-invariant hull are ‘‘for at
least one |,’’ while the kernel is described by the words ‘‘for all |.’’ More
precisely, the hull problem for a class A can be formulated as follows. Find
a necessary and sufficient condition for a function f to be such that f b | # A
for at least one |, whereas in the formulation of the kernel problem we
should replace the expression ‘‘for at least one |’’ by the expression ‘‘for all
|.’’ More details will be given in the sequel.
The subject of this paper goes back to Hardy and Littlewood [HL1,
HL2] (see also [Z, Ch.11]) who studied connections between the equi-
measurability relation for functions and the behavior of their Fourier coef-
ficients. The work of Hardy and Littlewood was continued in [C1, C2, G1,
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G2, G3, H, HR2]. We refer to our paper [G3] where more information
can be found concerning the earlier investigations of the equimeasurable
and rearrangement-invariant hulls and kernels of various function classes.
It is worth noting that the choice of the domain of the Fourier transform
is important in the definition of the classes A p and A1loc . Different choices
of such a domain may lead to different hulls and kernels. In our previous
paper [G3] devoted to this subject we chose the space L1+L2 as the
domain of the Fourier transform and found some answers to the hull and
kernel problem in the case of a general locally compact abelian group G.
In the present paper we mostly consider noncompact nondiscrete groups
and choose the space L1loc & S$ of locally integrable functions which are
also tempered distributions as the domain of the Fourier transform. The
choice of the extended domain for the Fourier transform does not affect the
kernels of the classes under consideration. On the other hand, the hulls in
the (L1loc & S$)-theory often differ from those in the (L
1+L2)-theory. The
description of the hulls in the (L1loc & S$)-theory may require introducing
some new function classes. We define such a new class in Section 2 and
denote it P0 . The class P0 turns out to be the rearrangement-invariant hull
of all the classes A p with 2< p and of the class A1loc (see Section 2). It
is interesting to note that if the Haar measure of the group G is _-finite,
then the class P0 is not linear (see Lemma 5 below). It seems to the author
that this is the first case where such a class appears as the rearrangement-
invariant hull of some interesting function class.
Throughout this paper, G will denote a noncompact nondiscrete locally
compact abelian group and G will stand for the dual group of G. The
Fourier transform F: L1(G)  C0(G ) is defined by
Ff (#)= f (#)=|
G
f (x)(&x, #) dx
for all # # G . It is possible to extend the Fourier transform F to the space
S$(G) of tempered distributions on G (see [B]). The extended operator
F: S$(G)  S$(G ) is an isomorphism. The inverse operator F&1: S$(G )
 S$(G) corresponds to the inverse Fourier transform defined on L1(G ) by
the formula
F&1g(#)= g (#)=|
G
g(#)(x, #) d#.
The symbol M(G) stands for the space of real-valued measurable almost
everywhere finite functions on G, and M0(G) denotes the subspace of M(G)
consisting of functions f for which the set supp( f ) is of _-finite measure.
For a function f # M(G), we use the symbols f + and f & to denote the
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positive part f +(x)=max[ f (x), 0] of f and the negative part f &(x)=
max[&f (x), 0] of f, respectively.
The Lorentz space L( p, q)(G) where 1< p< and 1q is defined
by the following
f # L( p, q)(G)  & f &*p, q={|

0
f *(t)q tqp&1 dt=
1q
<
for 1< p<, 1q<. In the case q=, we have
& f &*p, =sup
t>0
[t1pf *(t)].
Here the function f is complex and f * denotes the monotone decreasing
rearrangement of | f | on (0, ). It is known that the functional & }&*p, q
defines a quasi-norm on L( p, q)(G) and there exists a norm on L( p, q)(G)
equivalent to the quasi-norm & }&*p, q (see [Hu, SW]). The space L p(G) is
a special case of the Lorentz spaces corresponding to p=q.
The space of locally integrable functions L1loc(G) consists of all measurable
functions f such that f/E # L1(G) for every measurable relatively compact
set E. It is known that L1loc(G)/D$(G) where D$(G) denotes the Schwartz
space of distributions on G. We say that a function f # L1loc(G) belongs to
the space of tempered distributions S$(G) on G if the corresponding func-
tional on D(G) can be extended to a continuous linear functional on the
space S(G) of rapidly decreasing test functions on G.
In order to avoid difficulties arising in the case of a non _-compact
group G, we will restrict our attention to the class L10, loc(G) consisting
of functions f # L1loc(G) for which the support [x: f (x){0] is of _-finite
measure. It is clear that for a _-compact group G we have L10, loc(G)=
L1loc(G).
We use an appropriate normalization of the Haar measures of G and G
for which the Fourier inversion formula holds (see [R, 1.1.3 and 1.5.3]). It
will always be assumed with no loss of generality that for a compact group
G the Haar measure mG satisfies mG(G)=1, while for a discrete group G,
the Haar measure will always be the counting measure.
It is known that the Haar measure of G has the following homogeneity
property: any two measurable sets E1 and E2 of equal finite measure have
the same metric structure mod 0. This means that for some measurable sets
E 1 /E1 and E 2 /E2 such that mG(E 1)=mG(E1) and mG(E 2)=mG(E2)
there exists a measure preserving invertible transformation |: E 1  E 2 . The
proof of this asserion in the case of the Lebesgue measure space on [0, 1]
can be found in [Ha1]. The general case is considered in [G2].
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Our objective in this paper is to study the following function classes
on G:
A1loc(G)=[ f # (L
1
0, loc & S$)(G): f # L
1
loc(G )], (1)
A p, q(G)=[ f # (L10, loc & S$)(G): f # L( p, q)(G )],
1< p<, 1q, (2)
and
A(G)=[ f # (L10, loc & S$)(G): f # L
(G )]. (3)
Note that an element of the class A1loc can be described as ‘‘a function
whose Fourier transform is also a function.’’
Consider the following equivalence relation on the space M(G) of Haar
measurable functions on G. Two functions f and g in M(G) are equivalent
iff f = g b | where |: G  G is a Haar measure preserving invertible mod 0
transformation. We use the symbol R to denote this equivalence relation.
If fRg, then we say that f is a rearrangement of g. A set B/M(G) is called
rearrangement-invariant if ( f # B) 6 (gRf ) O g # B.
Definition 1. The rearrangement-invariant hull C of a set C/M(G) is
the intersection of all rearrangement-invariant subsets of M(G) containing C.
Definition 2. The rearrangement-invariant kernel C

of a set C/M(G)
is the union of all rearrangement-invariant subsets of M(G) contained in C.
The R-hull of C coincides with the smallest R-invariant set containing C
while the R-kernel is the largest R-invariant set contained in C.
We now summarize the contents of this paper. In Section 2 we introduce
a new function class P0(G) on the group G and formulate our main results
concerning the hulls and kernels of the classes A p(G) and A1loc(G). Section 3
is devoted to the study of some properties of the class P0(G). In addition,
we discuss in Section 3 some connections between our description of the
rearrangement-invariant hull of the class A1loc(G) and the characterization
of the solid kernel of the same class due to Aronszajn and Szeptycki [AS,
S1, S2, S3] (see [BD, BL, M, MS] for more results concerning the solid
hulls and kernels of function classes). We hope to compare our results in
[G1, G2, G3] and the present paper with some known results from the
theory of extended domains of integral operators and the solid hulls and
kernels of function classes (see [AS, S4, S5]) in future publications. In
Section 4, we give a description of the rearrangement-invariant hull and
kernel of the space of locally integrable functions on the group G. Finally,
we prove our main results in Sections 5 and 6.
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2. MAIN RESULTS
In this section we introduce a new function class on G and then formulate
the main results of the present paper.
Definition 3. Let G be a noncompact nondiscrete LCA group. We say
that a function f # M(G) belongs to the class P0(G) if there exists a disjoint
sequence En , n1, of measurable subsets of G such that:
1. supp( f )/n1 En ,
2. m(En)=1 for all n1,
3. f # L1(En) for all n1 and limn   En f dx=0.
It is clear that P0(G)/M0(G) and the class P0(G) is rearrangement-
invariant.
Now we are ready to formulate the main results of this paper. In all of
them G stands for a noncompact nondiscrete LCA group.
Theorem 1. The following formulas hold
A1loc(G)=P0(G), (4)
A1loc(G)=(L
1+L2)(G). (5)
Theorem 2. For every p>2 and 1q we have
A p, q(G)=P0(G), (6)
A p, q(G)=L( p$, q)(G) (7)
where 1p+1p$=1.
Theorem 3. For every 1< p<2 and 1q we have
A p, q(G)=[0]. (8)
Theorem 4. The following formulas hold
A(G)=P0(G), (9)
A(G)=L1(G). (10)
Remark 1. We do not know a description of the hull A p, q(G) in
Theorem 3. A natural guess here is
A p, q(G)=L( p$, q)(G). (11)
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It is known that formula (11) holds in the case of the space (L1+L2)(G)
as the domain of the Fourier transform if we consider the equimeasurable
hull of the class A p, q(G) instead of its rearrangement-invariant hull (see
[G3]). Although the equimeasurability and the rearrangement-invariance
are closely related, it does not immediately follow from the above men-
tioned result that formula (11) holds for the rearrangement-invariant hull.
The main difficulty here is in the extreme sensitivity of the condition
f # L( p, q)(G) for 1< p<2 with respect to even minor changes in the func-
tion f.
3. SOME PROPERTIES OF THE CLASS P0(G)
In the sequel, we will need several lemmas clarifying the structure of the
class P0(G).
Lemma 1. Let f # M0(G). If
m[x: | f (x)|< y]= (12)
for all y>0, then
f # P0(G). (13)
If (12) is not true, then (13) holds if and only if
| f + dx=| f & dx=. (14)
Proof of Lemma 1. The validity of condition (12) for a function
f # M0(G) means that there is a rich supply of measurable sets E having a
small integral E | f | dx. This allows us to enlarge a set E of small measure
having a small integral E | f | dx so that a new set F is of measure 1 and
the integral F | f | dx is still small. More precisely, using the continuity of
the Haar measure, we can cover the support of f by measurable sets Fk
so that 0<m(Fk)<1 for k1, f is integrable over each set Fk , and
Fk | f | dx  0 as k  . Now the continuity of the Haar measure and
condition (12) allow us to find a set E1 such that F1 /E1 , m(E1)=1,
and E1"F1 | f | dx<1. After that we set F $2=F2 "E1 and, using (12), find
a set E2 not intersecting E1 and such that F $2 /E2 , m(E2)=1, and
E2"F $2 | f | dx<12. Next we set F $3=F3"(E1 _ E2) and, using (12) again,
find a set E3 not intersecting E1 _ E2 and such that F $3 /E3 , m(E3)=1,
and E3"F $3 | f | dx<13. Now it is clear how to finish the proof by induction.
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The sets Ek and F $k defined in this construction should satisfy Ek"F $k | f | dx
<1k.
If condition (12) does not hold for f # M0(G), then m[x: | f (x)|< y]<
for some y>0. Assume (14) is true. Using the continuity of the Haar
measure, we shall prove that there is a rich supply of sets E satisfying
|
E
f dx=0. (15)
More precisely, the following lemma holds.
Lemma 2. Let f # M0(G) and let E/G be a measurable set with
0<m(E)< such that the function f is integrable over E and E f dx=0.
Then for every : with 0:m(E) there exists a set E /E such that
m(E )=: and E f dx=0.
Proof. Let 7 consist of all measurable subsets F of E such that
|
F
f dx=0. (16)
Then 7 is a subalgebra of the _-algebra 2 of all measurable subsets of E.
Let us show that the measure m restricted to 7 is non-atomic. Suppose A
is an atom in 7. This means that 0<m(A)<m(E) and for any set B # 7
contained in A we have either m(B)=0 or m(B)=m(A). It follows that
f {0 a.e. on A. Let A+=A & [ f >0] and A&=A & [ f <0]. Using (16),
we get
|
A+
f dx+|
A&
f dx=|
A
f dx=0. (17)
Moreover, equality (17) and condition f {0 a.e. give
|
A+
f dx=&|
A&
f dx>0. (18)
Consider the measure &(C)=C f dx. It is clear that & is non-atomic on
A+ and A& . It follows from (18) that there exist measurable sets B+ /A+
and B& /A& so that
|
B+
f dx=
1
2 |A+ f dx (19)
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and
|
B&
f dx=
1
2 |A& f dx (20)
(see [Ha2], (2) on p. 174). Formulas (18), (19), and (20) show that the set
A0=A+ _ A& is in 7. Since A0 /A and 0<m(A0)<m(A), A is not an
atom. It follows that the measure m restricted to 7 is non-atomic. Using
(2) on p. 174 in [Ha2] once more, we get Lemma 2.
Let us continue the proof of Lemma 1. Condition (14) and properties of
the measures ++ and +& imply the existence of a measurable partition of
the set supp( f ) into subsets Fk such that 0<m(Fk)< and Fk f dx=0 for
all k1. Consider the set H1=k1k=1 Fk where k1 is the smallest index for
which m(H1)>1. By Lemma 2, there exists a set E 1 /Fk1 for which
:
k1&1
k=1
m(Fk)+m(E 1)=1 (21)
and E 1 f dx=0. Set
E1=\ .
k1&1
k=1
Fk +_ (E 1).
By (21), we have m(E1)=1. It is also clear that E1 f dx=0.
Next consider the set
H2=(Fk1 "E 1) .
k2
k=k1+1
Fk
where k2 is the smallest index for which m(H2)>1. By Lemma 2, there
exists a set E 2 /Fk2 such that
m(Fk1 "E 1)+ :
k2&1
k=k1+1
m(Fk)+m(E 2)=1 (22)
and E 2 f dx=0. Set
E2=(Fk1 "E 1) .
k2&1
k=k1+1
(Fk) _ (E 2).
By (22), we get m(E2)=1. We also have E2 f dx=0. Now it is clear
how to construct the required family Ek by induction. This shows that if
condition (12) does not hold, then (14) O (13).
Our next goal is to prove that if condition (12) does not hold, then
(13) O (14). Suppose (12) does not hold and let f # P0(G). Then
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m[x: f (x)=0]<. Since f # M0(G), the Haar measure of G is _-finite.
There exists y0>0 for which m[x: | f (x)| y0]< and, hence, m[x: | f (x)|
> y0]=. Let us assume f & # L1(G). Then m[x: f &(x)> y0]<.
Denote E=[x: | f (x)| y0] _ [x: f &(x)> y0]. We have m(E)< and
f # L1(E). Moreover, f (x)> y0 for all x # G"E. Denote Ak=Ek & E and
Bk=Ek & (G"E) where [Ek] is a disjoint family of sets satisfying condi-
tions 1-3 in Definition 3. Since m(E)<, we have m(Ak)  0 as k  .
Using condition f # L1(E), we get
lim
k   |Ak | f | dx=0.
It follows from condition 3 in Definition 3 that
lim
k   |Bk f dx=0.
Since f > y0 on Bk , we get m(Bk)  0 as k  . However,
1=m(Ek)=m(Ak)+m(Bk)
for all k1. This leads to a contradiction, since the sum above tends to 0
as k  . So, f &  L1(G). Similarly, f +  L1(G). Hence, condition (14)
holds and the proof of Lemma 1 is thus completed.
Remark 2. Lemma 1 shows that the following dichotomy is true for a
function f # P0(G). Either there exists a disjoint measurable covering [Ek]
of the set supp( f ) satisfying
m(Ek)=1, k1 (23)
and
lim
k   |Ek | f | dx=0,
or for some disjoint measurable covering [Ek] of supp( f ) condition (23)
holds and we have
|
Ek
f dx=0
for all k1.
A more careful analysis shows that it is possible to control the size of the
integrals Ek | f | dx in the first part of the proof of Lemma 1. Indeed, sup-
pose &k is any positive monotone decreasing sequence with limk   &k=0
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and  &k=. Then we can start with any covering Fk of the set supp( f )
such that m(Fk)<1 and Fk | f | dx<&k 2 for all k1. Then using the same
reasoning as in the first part of the proof of Lemma 1 and imposing a
new condition Ek"F $k | f | dx&k 2 we get the estimate Ek | f | dx&k . This
estimate together with the dichotomy mentioned in Remark 2 gives the
following lemma.
Lemma 3. If f # P0(G) and &k  0 is a positive sequence with  &k=,
then there exists a disjoint family of measurable sets [Ek] covering the
support of f and such that m(Ek)=1 and
} |Ek f dx }&k
for all k1.
From Lemma 3 we get the following assertion.
Lemma 4. If f # P0(G) and 1< p<, then there exists a disjoint family
of measurable sets [Ek] covering the support of f and such that m(Ek)=1
and
:
k1 } |Ek f dx }
p
<.
Remark 3. A Banach function space A on G is called solid provided
conditions f # A and | g(x)|| f (x)| almost everywhere imply g # A and
&g&& f &. In [S1, S2, S3] the largest solid space V contained in the class
A1loc(G) was characterized. For G=R
n, the space V is the Wiener amalgam
space l 2(L1). The norm in l 2(L1) is given by
& f &l2(L1)= :
k # Zn \|C1+k | f | dx+
2
where C1 is the unit cube in Rn. It is easy to see that the rearrangement-
invariant hull l 2(L1) coincides with the class of all functions f for which
there exists a measurable partition [Ek] of Rn such that m(Ek)=1,
f # L1(Ek) for all k, and
:
k \|Ek | f | dx+
2
<.
If we write the absolute value sign in the previous inequality outside the
integral sign, we get a condition defining the class P0(Rn) (see Lemma 4).
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Since the definition of P0(Rn) takes into account the cancellation properties
of the positive and negative values of a function, the class l 2(L1) is a proper
subset of the class A1loc(R
n)=P0(Rn). On the other hand, for nonnegative
(nonpositive) functions we have f # P0(Rn)  f # l 2(L1).
Lemma 5. Let G be a noncompact nondiscrete LCA group such that the
Haar measure of G is _-finite. Then the class P0(G) is not linear. On the
other hand, if the Haar measure of G is not _-finite, then the class P0(G) is
linear.
Proof. Suppose the Haar measure of G is _-finite. Let f be the charac-
teristic function of a measurable subset E of G such that m(E)= and
m(G"E)=. Since the _-finiteness of the Haar measure implies M(G)=
M0(G), we may apply Lemma 1 and get f, g # P0(G) where g=1& f.
However, f + g=1, and it follows from the definition of the class P0(G)
that the function f + g does not belong to P0(G). This shows that the class
P0(G) is not linear.
Now suppose the Haar measure of G is not _-finite. Let f, g # P0(G).
Then the support of the function f + g is a set of _-finite mesaure. It follows
that m(G"supp( f + g))=. Applying Lemma 1, we get f + g # P0(G).
Hence, the class P0(G) is linear. This proves Lemma 5.
Lemma 6. For every locally compact noncompact nondiscrete group G we
have
P0(G)+L1(G)/P0(G).
Proof. It follows from Lemma 5 that we may restrict ourselves to the
case of a group G having _-compact Haar measure. Suppose G is such a
group and let f # P0(G) and g # L1(G). Denote E=k Ek where [Ek] is
the covering of the set supp( f ) arising in Definition 3. Then we have
f + g=h1+h2 where h1=( f + f ) /E and h2= g/G"E . It follows that
h1 # P0(G). Indeed, the family [Ek] covers the set supp(h1) and we have
|
Ek
h1 dx=|
Ek
f dx+|
Ek
g dx  0
as k  .
If m[x: |h1(x)|< y]= for all y>0, then the same condition holds for
the function f + g since the supports of the functions h1 and h2 are disjoint.
Using Lemma 1, we get f + g # P0(G). If m[x: |h1(x)|< y0]< for some
y0>0 and  h+1 dx= h
&
1 dx=, then the same is true for the function
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f + g because the supports of h1 and h2 do not intersect and h2 # L1(G). By
Lemma 1 we get f + g # P0(G). The proof of Lemma 6 is thus completed.
4. THE REARRANGEMENT-INVARIANT HULL AND KERNEL
OF THE SPACE L10, loc(G)
In order to warm up before getting started with the proofs of our main
results, let us give a characterization of the rearrangement-invariant hull
and kernel of the space of locally integrable functions with _-compact
support.
Theorem 5. For every noncompact nondiscrete group G, we have
L10, loc(G)=M0(G), (24)
L10, loc(G)=((L
1+L) & M0)(G). (25)
Equality (24) for G=Rn asserts that for any Lebesgue measurable
almost everywhere finite function there exists a locally integrable rearrange-
ment. On the other hand, equality (25) tells us that if all rearrangements
of a measurable function are locally integrable, then the function can be
represented as the sum of a function from L1(Rn) and a function from
L(Rn).
Proof of Theorem 5. We need the following known result.
Theorem 6 (The Structure Theorem, See [HR1, R]). Every LCA
group G has an open subgroup H which is a direct product of a compact
group W and a Euclidean space Rn with n0.
It is clear that
L10, loc(G)/M0(G).
In order to prove the converse inclusion, we assume f # M0(G). By the
Structure Theorem, we may restrict ourselves to the following two cases. In
the first case there exists an open subgroup H of G such that H=Rn_W
where W is a compact group and n>0. It is clear that the quotient group
GH is discrete. If this group is infinite, we may choose an infinite
countable family [H+xi], 1i< of elements of GH such that almost
all points of the set supp( f ) are contained in i1 (H+xi).
Consider a partition mod 0 of the set H+xi consisting of the sets
Ek, i=(C1+k)_W+x i
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where C1=[x=(x1 , x2 , ..., xn) : 0xs1, 1sn] is the unit cube of Rn
and k # Zn. Then there exists a measurable partition [F jk, i], 1 j< of
the set Ek, i for which m(F jk, i)=2
& j and
|
F jk, i
| f | dx<
for all 1i, j<, k # Zn.
Now, consider a partition of the set H+xj with j1 consisting of the
sets
K jr=(2
& jnC1+2& jnr)_W+xj
with r # Zn. Let * be a one-to-one mapping of Zn onto Z+_Zn. Define a
measure preserving invertible transformation | such that it coincides with
the identity transformation outside the set i1 (H+xi) and satisfies
|(K jr)=F
j
*(r) for all r and j. It follows that f b | # L
1
0, loc(G). Therefore,
M0(G)/L10, loc(G).
If the quotient group GH is finite or if n=0 in the Structure Theorem,
then we may use the same ideas. This gives formula (24).
In order to prove formula (25), we should check that
L10, loc(G)/((L
1+L) & M0)(G) (26)
because the converse inclusion is obvious.
Suppose a function f # M0(G) does not belong to (L1+L)(G). Then
|
| f |> y
| f | dx= (27)
for every y>0. Denote Ek=[x: k2<| f (x)|(k+1)2], k1. Our goal is
to prove that some rearrangement f b | of the function f does not belong
to L1loc(G). It is sufficient to show that
|
E
| f | dx= (28)
for some set E with m(E)<. With no loss of generality, we may assume
m(Ek)<1 for all k. Otherwise, we can find a minorant of the function | f |
satisfying this condition and condition (27), and then prove (28) for the
minorant.
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If  m(Ek)<, then (27) for y=1 implies (28). If  m(Ek)=, then
it is possible to choose sets Fk /Ek such that m(Fk)=m(Ek)k2 for k1.
Denote F=k Fk . We have
|
F
| f | dx k2m(Fk)= m(Ek)=
while
m(F )=
m(Ek)
k2
<
1
k2
<.
This proves (28). Hence, inclusion (26) holds, The proof of Theorem 5 is
thus completed.
5. THE EQUIMEASURABLE HULLS OF CLASSES A1(G), A p, q(G),
AND A(G)
Proof of formulas (4), (6), and (9). It is clear that
A p, q(G)/A1loc(G), A
(G)/A1loc(G) (29)
for every 1< p<, 1q. Hence in order to prove formulas (4), (6),
and (9), it is sufficient to check the following inclusions:
P0(G)/A p, q(G) (30)
for every p>2 and 1q,
P0(G)/A(G), (31)
and
A1loc(G)/P0(G). (32)
In the sequel, we will need two lemmas from our paper [G3] (see [G3,
Lemmas 5 and 6].)
Lemma 7. Let G be a nondiscrete LCA group. Suppose h # L1(G),
g # L(G), and G h dx=0. Then for every =>0 there exists a Haar measure
preserving invertible mod 0 transformation |= : supp(h)  supp(h) such that
&F(g(h b |=))&L(G )=. (33)
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Lemma 8. Let 2< p< and 1q. Assume that all conditions in
Lemma 7 hold. Then the conclusion of Lemma 7 holds with the estimate
&F(g(h b |=))&L( p, q)(G )= (34)
instead of (33).
Let us begin with inclusion (30). Suppose f # P0(G). By Lemma 3, there
exists a sequence of measurable sets [En] such that supp( f ) is covered by
Ek ’s, m(Ek)=1, and
} |Ek f dx }<
1
k
. (35)
Let
P( f )(x)= :
k1 \|Ek f dy+ /Ek(x).
Then (35) gives P( f ) # L( p$, q)(G) where 1p+1p$=1. As 1< p$<2, we
have
F(P( f )) # L( p, q)(G ) (36)
(see [Hu, SW]).
Let
hk(x)=_ f (x)&|Ek f dy& /Ek(x).
As  hk dx=0 for every k, we can apply Lemma 8 to hk , g(x)=1, and
=k=2&k. It follows that
&F(hk b |k)&L( p, q)(G )2&k
where |k : Ek  Ek are some measure preserving invertible mod 0 transfor-
mations. Now we define a global transformation |: G  G in the following
way. It coincides with |k on the set Ek and is the identity transformation
on the complement of the set k1 Ek . It is clear that
f (|(x))&P( f )(x)= f (|(x))&P( f )(|(x))= :
k1
hk(|k(x)).
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The series on the right side of the previous equality converges in S$(G)
because the series k1 F(hk b |k) converges in L p, q(G ) and hence in S$(G )
as well. Therefore,
F( f b |)&F(P( f )) # L( p, q)(G ). (37)
It follows from (36) and (37) that F( f b |) # L( p, q)(G ). This proves
inclusion (30). The proof of inclusion (31) is similar. We use Lemma 7
instead of Lemma 8 in the proof of inclusion (31).
Now we turn our attention to inclusion (32). Suppose f # A1loc(G). Then
for some rearrangement g= f b | of the function f we have
g # (L10, loc & S$)(G) (38)
and
g^ # (L1loc & S$)(G ). (39)
Our goal is to prove that for any function g conditions (38) and (39) imply
g # P0(G). Let us first show that with no loss of generality we may restrict
ourselves to the case g0. Suppose that for every function g0, satisfying
conditions (38) and (39), we have g # P0(G). Let h # M0 be a function, not
necessarily nonnegative, for which (38) and (39) hold. Then either h # P0
or, by Lemma 1, we may assume m[x: | f (x)|< y0]< for some y0>0,
h+  L1(G), and h& # L1(G) (the case where h&  L1(G) and h+ # L1(G) is
similar). Since both h and h& satisfy (38) and (39), the function h+ satisfies
(38) and (39) as well. Since h+0, we have h+ # P0 by our assumption
concerning nonnegative functions. Using Lemma 6 for h+ # P0(G) and
h& # L1(G), we get h # P0(G). This proves that conditions (38) and (39)
imply g # P0(G).
Let us assume for the time being that G=Rn. This is the most important
case. The rest of the cases will be dealt with using the proof for Rn and the
Structure Theorem. Let g0 be a function on Rn satisfying (38) and (39).
There exists a nonnegative function  # C 0 (R
n) such that its Fourier trans-
form F is also non-negative and satisfies
F(x)1 (40)
for x # C1 where C1 is the unit cube in Rn. Indeed, we may take (!)=
*n({ V {&)(*!) where { # C 0 , {0,   d!=2, {&(!)={(&!), and *>0 is
chosen so as to guarantee the validity of condition (40). We have
|
Rn
g^(!) (!) e2?ik! d!=|
Rn
g(x)  (x&k) dx (41)
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for every k # Zn. Both integrals in (41) exist because g, being a nonnegative
function from S$(Rn), grows no faster than a polynomial, and we have
 # C 0 (R
n) and  # S(Rn). As the inverse Fourier transform of an
integrable function tends to zero, the expression on the right-hand side of
(41) tends to zero as k   on Zn. By property (40), we get
|
C1+k
g dx  0
as k  . Therefore, g # P0(Rn). This proves inclusion (32) for G=Rn.
In order to prove inclusion (32) for a general noncompact nondiscrete
group G, we consider two cases in the Structure Theorem as in the proof
of Theorem 5. In the first case there exists an open subgroup H of G such
that H=Rn_W where n>0 and W is a compact group. Assume g0
satisfies (38) and (39). Our goal is to find an appropriate function \0 on
G such that \^0 on G and the following equality similar to that in (41)
is satisfied:
|
G
g^(!) \(x)( y, !) d!=|
G
g(x) \^(x& y) dx (42)
for every y # G.
The group 1=GH is a discrete group. Hence, we have G 1 =Rn_W
where W is a discrete group. Denote the unit element of W by e. The func-
tion \ we are looking for can be defined as follows. For (!, ’) # Rn_W , we
set \~ (!, ’)=(!) if ’=e and \~ (!, ’)=0, otherwise. Then we lift the func-
tion \~ from G 1 onto G by the quotient mapping G  G 1 and get the
function \ on G . It is clear that \ # D(G ). Moreover, the function \^ is
supported in H=Rn_W and its value at a point (x, z) # Rn_W does not
depend on the W-component z and coincides with  (x). Hence, \^0 and
equality (42) can be justified exactly as equality (41) above. Now we get
from (42)
|
G
g^(!) \(!)( y, !) d!=|
Rn_W+ y
g(x) \^(x& y) dx (43)
for all y # G. As g^\ # L1(G ), the integral on the right side of (43) is the
inverse Fourier transform of a function from L1(G ). Hence, the integral on
the right side of (43) tends to zero on G. Moreover, it follows from the
description of the function \^ above that
|
C1_W+ y
g dx  0 (44)
on the group G.
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Consider a covering of the support of g by a countable family of the
form [Rn_W+ yj] where yj , j1 are some elements of G and, moreover,
all elements of the family are distinct. Consider another covering [Ek, j]=
[[(C1+k)_W]+ yj] of the set supp(g) where k # Zn, C1 is the unit cube
of Rn, and the elements y j ’s are as above. Now, we get from (44) that
|
Ej , k
g dx  0
as j   and k  . Therefore, g # P0(G). This proves inclusion (32) in the
case n>0 in the Structure Theorem.
In the second case there exists an open compact subgroup H of G. Then
the group 1=GH is discrete. Assume g0 satisfies (38) and (39). Define
a function on G by {( y)= g V /H( y). The function { coincides with the
inverse Fourier transform of the function *(!)=Fg(!) F/H (!)= g^(!) /1 (!)
where ! # G . As g^/1 # L1(G ), we conclude that
|
H+ y
g(x) dx  0 (45)
on G.
It is possible to cover the set supp(g) by a countable family of sets
[H+ yj] where yj , j1 are some elements of G and all sets H+ yj are
distinct. It follows from (45) that g # P0(G). This proves inclusion (32).
The proof of formulas (4), (6), and (9) is thus completed.
6. THE EQUIMEASURABLE KERNELS OF CLASSES A1loc(G),
A p, q(G), AND A(G)
Proof of formulas (5), (7), (8), and (10). Formula (7) was proved
in [G3] in the case of the Fourier transform defined on the space
(L1+L2)(G). For the (L1loc & S$)(G)-Fourier transform, the proof of (7) is
similar. First we construct special pyramids of measurable sets on G as we
did in [G3], then rearrange functions along those pyramids, and finally
apply special interpolation theorems (Theorems 810 and Corollary 1
in [G3]) to the mapping F: S$(G)  S$(G ) (see [G3] for the details.)
Formula (8) can also be obtained from the corresponding result in [G3]
(see Theorem 4(i) in [G3].)
In order to prove formulas (5) and (10), it is sufficient to show that
A1loc(G)/(L
1+L2)(G) (46)
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and
A(G)/L1(G) (47)
because the opposite inclusions are obvious.
Let f # A1loc(G). Then we have
f b | # (L10, loc & S$)(G) (48)
and
F( f b |) # (L1loc & S$)(G ) (49)
for all measure preserving invertible transformations |: G  G.
We will consider two cases in the Structure Theorem as before. In the
first case there is an open subgroup H=Rn_W where W is a compact
group and n>0. Then we have supp( f )/j # J j for some countable sub-
group J of the discrete group GH. Let us fix a partition [Ek, j , k # Zn,
j # J] of the set D=j # J j where Ek, j=(C1+k)_W+xj and xj # G are
some representatives of the classes j.
Set
P( f )(x)= :
k # Zn, j # J \|Ek, j f ( y) dy+ /Ek, j (x)
and consider the difference g= f &P( f ). We have
g(x)= :
k, j
gk, j (x)= :
k, j \ f (x)&|Ek, j f ( y) dy+ /Ek, j (x).
From  gk, j dx=0 and Lemma 7, we get that there exist measure preserving
invertible transformations |k, j : Ek, j  Ek, j such that the functions gk, j b
|k, j have small norms in the space L(G). This allows us to construct a
global transformation | from the pieces |k, j on Ek, j and from the identity
transformation outside the set D. The series  gk, j b |k, j converges in
S$(G) because the corresponding series consisting of the Fourier transforms
converges in L(G ). Hence,
F(g b |) # L(G ). (50)
Now, equality P( f ) b |=P( f ), (49) and (50) give
F(P( f )) # (L1loc & S$)(G ).
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Similarly,
F(P( f b |)) # (L1loc & S$)(G ) (51)
for every measure preserving invertible transformation |: G  G.
As
P( f )= ak, j/Ek, j
with
ak, j=|
Ek, j
f dy,
we have
P( f ) /H=:
k
ak, e/Ek, e
where e denotes the unit element H=Rn_W of the group J. The function
F(P( f ) /H) can be considered as a function defined on the group H =G 1
where 1=GH. As 1 is a discrete group, the group 1 is compact. Our next
goal is to prove that
F(P( f ) /H) # L1loc(H ). (52)
Denote
;(’)=|
1
F(P( f ))(’+$) d+1 ($)
where ’ # G 1 .
We need the following well known assertion (see [R, p. 54]). Let G be
a LCA group and H be a closed subgroup. Let mG , mH , and mGH denote
the Haar measures of the indicated groups.
Theorem 7. For any function f # L1(G) the integral H f (x+ y) dmH( y)
exists for almost all x # G and depends only on the equivalence class ! in GH
containing x. Moreover, the following formula holds
|
G
f dmG=|
GH
dmGH(!) |
H
f (x+ y) dmH( y).
Theorem 7 and condition (51) imply
; # L1loc(G 1 ). (53)
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Let , # D(G 1 ). Then , # S(H) and we may choose a sequence {m # D(H)
such that {m  , in S(H) as m  . Using Theorem 7, we get
;(,)=|
G 1
;(’) ,(’) d+G 1 =|
1
F(P( f ))(!) ,(!) d+G
=P( f )(, )= lim
m   |H P( f )(x) {m(x) d+G(x)
=P( f ) /H(, )=F(P( f ) /H)(,).
Therefore, the functions ; and F(P( f ) /H) coincide as elements of the
space D$(G 1 ). Now (53) implies (52). Precisely the same reasoning works
for all functions of the form
\?(x)= :
k, j
a?(k, j) /Ek, j (x)
where ?: Q  Q is a permutation of the set Q=Zn_J. Thus we get
F(\?/H) # L1loc(H ) (54)
for all permutations ? as above.
In the sequel, we will need the following two results. The first one is due
to Helgason [H] and Hewitt and Ross [HR1]. The reader may find more
information concerning this result in [G3].
Theorem 8. Let b be a complex function defined on a discrete abelian
group 4. Then b b ? is the Fourier transform of a function h? # L1(4 ) for all
permutations ?: 4  4 iff b # L2(4).
The second assertion concerns functions { defined on a LCA group
U=Rn_W where W is a compact abelian group by the formula
{(x, v)= :
k # Z n
ak/Ek(x, v)
where x # Rn, v # W, Ek=(C1+k)_W, and C1 is the unit cube of Rn. The
function { is locally integrable on U. Assume also { # S$(U). This is equiv-
alent to the slow growth of the family [ |ak |] on Zn.
Lemma 9. A necessary and sufficient condition that
{^ # L1loc(U ) (55)
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is that
ak=F(h)(k), k # Zn (56)
for some function h integrable over the n-dimensional torus T n.
Proof of Lemma 9. The Fourier transform {^ is supported in the set
Rn_[e] where e is the unit element of the group U . Hence, with no loss
of generality we may assume U=Rn in Lemma 9. Then we have
{(x)={a(x)= ak /C1+k(x)
where a stands for the sequence [ak].
Let b=[bk] be any slowly growing sequence on Zn. Then bk=F(db)(k)
for some distribution db # D$(T n). Denote by d b a 1-periodic distribution
on Rn corresponding to db . It follows that
F({b)=d b F(/C1). (57)
Suppose (56) holds. Then we get from (57) that F({)=F({a)=h F(/C1)
with h # L1(T n). Therefore, (55) is true.
Assume now the validity of condition (55). Our goal is to prove that the
distribution d a on Rn, corresponding to the function { by formula (57), is
generated by a locally integrable function.
Consider the following function
\(!)={
1
F(/C1)(!)
if ! # C =\&34,
3
4+
n
0 otherwise
The function \ is bounded. Moreover, it is infinitely differentiable in C and,
hence, for every , # D(Rn) with supp(,)/C we have \, # D(Rn). Now we
get from formula (57) with b=a that the distribution d a coincides with an
integrable function {^\ in the cube C . Reasoning as above, we see that for
every cube C +k, k # Zn, the distribution d a coincides with the 1-periodic
extension g of the function {^\ from the cube [&12 ,
1
2]
n to Euclidean space
Rn. As the cubes C +k cover Rn, we may use the resolutions of the identity
to prove d a= g. This implies (56) and the lemma follows.
Let us proceed with the proof of inclusion (46). First we are going to
prove that
:
k # Zn, j # J
|ak, j |2< (58)
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where
ak, j=|
Ek, j
f dy
and
Ek, j=[(C1+k)_W]+xj , j # J.
It follows from (52) and Lemma 9 that ak, e=F(l )(k) for some function
l # L1(T n). Therefore, we can choose a subsequence [ak$, e] of the sequence
[ak, e] so that
:
k$
|ak$, e |2<. (59)
Denote Q=Zn_J, Q1=[(k$, e)], and Q2=[(k, j): j{e]. If the set
Q"Q1 is finite, then (58) holds. If the set Q"Q1 is infinite, then fix one-to
one mappings $: Q2  Q1 and &: Q"Q2  Q"Q1 . For every permutation
=: Q"Q2  Q"Q2 define a permutation ?= : Q  Q by
?=(q)={$(q)& b =(q)
if q # Q2
if q # Q"Q2
Applying (54), Theorem 8, and Lemma 9, we obtain
:
(k, j) # Q"Q1
|ak, j | 2<. (60)
Now, (59) and (60) imply (58).
As the same reasoning applies to any function of the form f b |, we get
:
k # Zn, j # J } |[(C1+k)_W]+xj f b | dy }
2
<
for every |. It follows that
:

s=1 } |Fs f dy }
2
< (61)
for every disjoint measurable partition [Fs] of the set
D= .
j # J
((Rn_W)+xj)
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such that m(Fs)=1 for all s1. Hence, f is integrable over any set of finite
measure. Moreover,
f/[ | f |> y] # L1(G) (62)
for every y>0. It remains to prove that
h= f/[ | f | y0] # L
2(G) (63)
for some y0>0.
It is clear that condition (61) is true with h instead of f. With no loss of
generality we may assume h0 in the inequality
:

s=1 {|Fs h dy=
2
<. (64)
Then we have m[x: h(x)> y]< for all y>0. Otherwise, the sum in
(64) would be infinite for some partition [Fs]. We may also assume
m[x: h(x)>0]= because otherwise condition (63) would automatically
follow.
Let us prove that there exists a partition [Us] of the set supp(h) such
that m(Us)=1 and
inf
x # Us
h(x) sup
x # Us+1
h(x) (65)
for all s1. Indeed, the distribution function D( y)=m[x: h(x)> y] is
right-continuous and D(0)=, D(&)=0. If D( y1)=1 for some num-
ber y1 , then we set U1=[x: h(x)> y1] and look for a number y2 such that
D( y2)=2. If such a number exists, then we set U2=[x: y1h(x)> y2]. If
there is no number y1 such as above, then there exists a number y~ 1 for
which D( y~ 1&)1>D( y~ 1). In this case we have h(x)= y1 on a set B of
measure D( y~ 1&)&D( y~ 1). Choose a subset B of the set B such that
m(B )=1&D( y~ 1) and set U1=[x: h(x)> y~ 1] _ B . Combining these two
constructions, we obtain a partition [Us] satisfying (65).
Now, we get from (64) and (65) that
> :
s1 {|Us h dy=
2
 :
s1
[ inf
y # Us
h( y)]2 :
s2
sup
y # Us
h2( y) :
s2
|
Us
h2 dy.
This implies (63). Now, (62) and (63) give f # (L1+L2)(G). Inclusion (46)
in the case n>0 in the Structure Theorem follows. Hence, formula (5) is
true in this case.
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If n=0 in the Structure Theorem, then the proof is similar but much
easier because it is sufficient to consider only one index j instead of the two
indices k and j.
The proof of formula (5) is thus completed.
Now we turn our attention to inclusion (47). This inclusion can be
proved exactly as inclusion (46) but here we need the following two results
similar to Lemma 9 and Theorem 8. The proof of the first of them differs
from that of Lemma 9 only in minor details and we leave it as an exercise
for the reader.
Lemma 10. Let { be as defined prior to Lemma 9. A necessary and
sufficient condition that {^ # Lloc(H ) is that ak=F(h)(k), k # Z
n for some
function h # L(T n).
Remark 4. It is possible to replace the space Lloc(H ) by the space
L(H ) in the formulation of Lemma 10.
Theorem 9. Let b be a complex function defined on a discrete abelian
group 4. Then b b ? is the Fourier transform of a function h? # L(4 ) for
every permutation ?: 4  4 iff b # l 1(4).
Proof of Theorem 9. We follow the proof of Theorem 8 in [G3]. All we
need is to show that
:
* # 4
|b* |<, (66)
provided
b b ?=h ? (67)
for all permutations ?: 4  4 and functions h? # L(4 ).
A subset E of a discrete abelian group 4 is called a Sidon set if every
function h # L(4 ) with supp(h )/E satisfies
:
* # 4
|h (*)|<.
This is one of several equivalent definitions of the Sidon sets (see [R,
Section 5.7].) It is known that every infinite subset of a discrete group
contains an infinite Sidon set (see [R, p. 126].)
Suppose b satisfies (67). Then we may assume I=supp(b) is an infinite
set because, otherwise, (66) trivially holds. There is a subsequence [*i $] of
[*i] such that
:
*i $
|b*i $ |<. (68)
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With I$=[*i $], we may assume that the set J=I"I$ is also infinite. Fix a
countable infinite Sidon set E contained in I$ and consider a permutation
?: 4  4 defined in the following way. The permutation ? coincides with
the identity mapping on the set 4"(E _ J) and satisfies ?(E)=J and
?(J)=E. There is a function f # L(4 ) so that f (?&1(*i $))=b*i$ for *i $ # I$
and f =0 elsewhere. Then supp(h ?)/E. Using the definition of Sidon sets,
we conclude that h ?& f # l 1(4). It follows from (68) that b # l 1(4) and (66)
holds. This proves Theorem 9 and inclusion (47) follows. The proof of
formula (10) is now completed.
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