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Abstract—In this paper a new method to compute 
saliency of source images is presented. This work is an 
extension to universal quality index founded by Wang 
and Bovik and improved by Piella. It defines the 
saliency according to the change of topology of 
quadratic tree decomposition between source images 
and the fused image. The saliency function provides 
higher weight for the tree nodes that differs more in the 
fused image in terms topology. Quadratic tree 
decomposition provides an easy and systematic way to 
add a saliency factor based on the segmented regions in 
the images. 
I. INTRODUCTION 
Image fusion is the process of merging two or more 
images to produce a new image that is better than the 
original ones. A formal definition of image fusion was 
defined by Wald [3]. Other definitions can be found in [4] 
and [5]. Not only does the fusion aim to combine features 
of source images into a resulting one, it also aims to make 
new features visible.  
 
Quality assessment of image fusion algorithms is one of 
the hot topics in the field of fusion. However, judging 
fusion algorithms objectively is not easy. The main reason 
behind this is discusses by Wang [11]. If really meaningful, 
the fusion algorithm will be able to determine the 
importance of input images in the fusion process. It also 
extends image fusion definition so it can fit to several 
applications. A fusion system should be able to identify 
informativity of images prior to fusion and estimate how 
much more information was added after fusion regardless 
of the content of the image. Xydeas and Petrovic [12] 
estimated fusion performance based on edges in the image. 
Zhang and Blum [7] used a mixture of Rayleigh probability 
density functions to model image histogram and estimate 
quality of noisy images. Mutual information measure was 
examined, using joint histogram, by Qu [10]. It described 
the use of joint histogram between the fused image with 
each of the source images. Studied local cross-correlation 
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of the feature maps of the source and fused images was 
studied by Zhao in [14]. 
 
Buntilov and Bretschneider [8] applied multi-level 
thresholding to variance maps in order to identify the 
spatial blocks holding more information, and probably, 
should be transferred into the fused image. They concluded 
that quality measures of image fusion algorithm should be 
extended to take into considerations segmented regions and 
weight averaging their contribution in assessment of quality 
based on their areas and how much information each region 
holds. They also have derived a segmentation based 
solution in  [17]. 
  
Objective quality assessment has a range of applications 
beyond assessing the performance of the fusion algorithm. 
For example, in an automated battle field where a swarm of 
robots are gathering information from a sensor network or 
directly from the field, there must be a scale defining how 
good or bad the captured images are before sending them. 
If a robot is running in a dark environment, a visual image 
will actually give nothing, while a thermal one will be far 
more informative. Such information allows the robot to 
allocate the proper resources, namely bandwidth, to 
transmit both images. It also can embed the estimated 
quality in the image prior sending as described in [13]. This 
will allow the receiver to enhance the received image to 
reach the hidden quality message. 
 
An excellent survey about performance measures was 
presented by Blum [15]. Most of the described techniques 
assume two-way image fusion system and rely on 
measuring how far the resulting fused image is from both 
source images. The overall metric measures how much 
information was transferred from source images to the 
fused image. Piella [2] added a saliency factor for each pair 
of blocks (a block from each input image) being examined 
against the corresponding block in the fused image. In this 
paper quadratic tree decomposition is employed to calculate 
saliency factor that identifies how much input images did 
contribute in the fusion process. 
 
The rest of this paper is organized as follows. Section 
two discusses related work. Section three describes the new 
saliency factor. Experiments, results, and analysis are 
derived in section four.  
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II. RELATED WORK 
In this section related work is stated. It is subdivided into 
three subsections. First subsection introduces to universal 
quality index founded by Wang and Bovik [1]. It also 
introduces to its application to assess performance of image 
fusion algorithms. Saliency factors are declared in the 
second subsection while the third section introduces quad-
tree decomposition and how it is going to be used in quality 
assessment. 
 
A. Universal Quality Index 
Wang and Bovik proposed a universal quality index in 
[1] and its improvement in [16]. It takes into consideration 
the structural similarity between images. It employs 
statistical features as follows.  
 
Given two real valued discrete signals 
1( , , )Nx x x=   and 1( , , )Ny y y=  , let xμ , 2xσ  
and xyσ be the mean of x , the variance of x , and the 
covariance of x and y , respectively. The quality index 
between the two images x and y is then defined as; 
1 2
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where 1C  and 2C  are small constants to prevent possible 
instabilities. 
 
The universal quality index is applied block by block to 
the images being examined. Two moving windows 
navigate both images spatially, and a quality index is 
calculated for each pair of corresponding blocks. A quality 
index map is then derived, where each value represents 
how far the corresponding spatial blocks in source images 
and the fused one are. The overall quality index is obtained 
by simple averaging of all per-block quality indices. In 
Wang and Bovik [16] noted that other means of averaging 
may be employed depending on the application. 
0
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w W
Q x y Q x y w
W ∈
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 (2) 
where W is the set of all windows and |W| is the cardinality 
of W. 
 
In order to apply this quality measure to assess image 
fusion algorithms, averaging the quality index between 
fused image and each source image is the simplest idea. 
( , ) ( , )( , | )
2
Q x f Q y fQ x y f +=
 (3) 
The general form will then be; 
1
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 (4) 
where xi|i=1, …, N are source images in a multi image 
fusion process. 
 
B. Saliency Factors 
Piella and Heijman [2] added weighted averaging to the 
universal quality index to measure the performance of 
image fusion algorithms. They defined a saliency factor 
that measures how much each of the input images did 
contribute in the resulting fused image. This factor was 
defined as follows; 
( , | )( , , )
( , | ) ( , | )w
s x f wx y f
s x f w s y f w
λ =
+  (5) 
where ( , | )s x f w  and ( , | )s y f w  are local saliencies 
of both input images. The fusion quality index was defined 
as; 
( , | )
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 (6) 
The saliency factor defines which image contributes 
more in estimating the quality index. Saliencies may 
depend on contrast, edges, sharpness, or entropy. Cvejic [6] 
defined the saliency factor as a continuous non 
differentiable function of covariance between two images. 
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 In [2] a further improvement was to identify which 
block among the index map is contributing more. Therefore 
a weighting factor is given for each block (window). The 
fusion quality index is then defined as; 
 
( , | ) ( ( , ) (1 ) ( , ))w w w
w W
Q x y f c Q x f Q y fλ λ
∈
= ⋅ + − ⋅

 (9) 
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max( ( | ), ( | ))wC s x w s y w=  (11) 
where wc represents the perceptual importance of each 
block in the process of quality estimation (the saliency 
factor). 
 
C. Quadratic Tree Decomposition 
Quadratic tree decomposition is a recursive procedure 
that subdivides an image into a set of square blocks 
according to some criterion. This criterion could be based 
on entropy, contrast, or dynamic range. Quad-tree 
decomposition starts with a squared image. It estimates the 
criterion of the whole image. If the estimated value violates 
some threshold, it subdivides the image into four quarters. 
The same procedure is then applied, recursively, to each 
one of the quarters. Finally the resulting tree consists of 
very large blocks, where the original image has no 
sufficient details, and very small blocks where the image 
has high frequencies, such as edges, noise … etc. Fig.1 
shows how quad-tree decomposition works. 
 
 
 
Quadratic tree decomposition is highly dependent on the 
criterion on which the algorithm evaluates for each block 
whether to be subdivided or not. It is also highly sensitive 
to the selected threshold. In Fig.2, two examples are shown. 
The first example demonstrates the use of a very low 
threshold which yields to subdividing the image into very 
small blocks. The second example shows a coarse 
subdivision of the image due to using a very high threshold. 
This example uses the entropy as a criterion. Since the 
source image is a grey level one, a threshold of 7-8 
bits/pixel is considered very high. This leads to no 
subdivision or coarse grained blocks. On the other hand, a 
threshold of 1-2 bits/pixel is very low. This means that each 
block should only have four gray levels at most. Further 
details about Quad-tree decomposition and optimizing its 
thresholds are described in [20], [21], and [22]. 
III. QUADTREE DRIVEN QUALITY ASSESSMENT 
 In this paper a new variation of saliency factor is 
derived. It depends on how much information was added to 
the fused image. Quadtree decomposition subdivides the 
entire image depending on the information it holds in each 
part. This new saliency factor takes into consideration the 
contribution of regions in quality assessment. Some regions 
may have more information than others.  
By definition, the image fusion process combines 
features of first and second images into one fused image. It 
aims to add more visible information than what is already 
visible in source images. 
 
 
 
However, sometimes one or more source images lose 
information. Fig.3 demonstrates how quadratic tree 
decomposition helps in estimating the saliency factor. In 
Fig.3 red squares highlight blocks that had less 
information, according to the chosen criterion, which have 
become more informative in the fused image. This might be 
a result of fusing it with highly informative blocks in the 
second image. On the other hand green squares highlight 
blocks where fused image has less information than already 
found in one of the source images. The main reason for this 
is fusing this block with a less informative block in the 
other source image. This also indicates how weak the 
features in this block are. 
 
Equations (3) and (4) state how to estimate the quality 
index for a fused image. They average the quality indices 
between the fused image and each one of the source 
images. However, as demonstrated in Fig.3, different 
regions of source images cause different amounts of added 
or lost information. This is where Piella’s saliency factors 
[2] (equations (5), (6), and (9)) should be employed.  
 
When calculating the saliency factor, dimensions of 
corresponding blocks in both source images are compared 
to each others. If blocks in both source images are of the 
same size, this means that both images contributed equally 
in the fusion process. In this case, wλ evaluates to 0.5. In 
other cases, where corresponding blocks are of different 
   
 
Fig.1 Left: Source image. Right: Quadratic tree representation. 
   
 
Fig.2 Left: Very low threshold. Right: Very high threshold. 
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sizes, wλ  is linearly mapped using the size of the 
corresponding block in the fused image. The saliency factor 
is then defined as follows. 
( , , )
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 (12) 
where, ( )wd x , ( )wd y , and ( )wd f  are dimensions of 
corresponding blocks in source images x and y, and the 
fused image f. 
 
 
 
IV. EXPERIMENTS AND SENSITIVITY ANALYSIS 
Quadratic tree decomposition is highly sensitive to the 
threshold beyond which sub-images have to be split into 
four quarters. If the threshold is too low or too high, the 
quad-tree decomposition will result a set of equally sized 
blocks and the structural hierarchy will be lost. In this case 
all the blocks will be of the same size and equation (12) 
will always equal to 0.5. 
 
Another source of sensitivity is the window size of the 
universal quality index. A very small window size yields to 
same-colored small block where variance and covariance 
values are very close to zero. Not only does it cause 
instabilities, but also it gives inaccurate estimation of the 
quality. On the other hand, if the window size is very large, 
for instance quarter the image size, it will capture the 
contrast of only four blocks in the image and lose the 
structural information.  
 
To evaluate how meaningful the assessment of image 
fusion algorithm is, a simulation experiment was run. A 
source image has been subdivided into two complementary 
images. Both images suffer from the multi-focus problem. 
Fusion algorithms must be able to use these source images 
to synthesize a better image. The resulting fused image 
should have no blurred portions. The experiment runs the 
quad-tree driven universal quality index with entropy 
threshold ranging from 1-8 bits/pixel, and window size 
ranging from 2x2 to 128x128 pixels. For every entropy 
threshold-window size combination, two values are 
estimated; namely, the quality index and the estimated 
error.  
 
 
 
A B C 
 
D E F 
 
G H I 
Fig.4 Top: A, B and C represent both source images and the resulting 
fused image, respectively. 
Middle: D, E, and F are representations of quadratic tree 
decomposition with an entropy threshold of 4 bits/pixel. 
Bottom: G represents the selected blocks of first image that are 
considered contributing in the fusion process. H represents blocks of 
second source image that are considered contributing in the fusion 
process. 'I' represents the linear combination of selected parts from 
both source images. 
 
A B C 
 
D E F 
 
G H I 
Fig.3 Top: A and B are source images, and C is the fused image. 
Middle: Quad-tree decomposition for top images, respectively. 
Bottom: Red squares highlight big blocks (less information) getting 
smaller after fusion. Green squares highlight small blocks getting 
large after fusion (lost information). 
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The procedure of estimating the error works as follows.  
According to equation (12), each block is assigned a 
saliency factor. This factor indicates the estimated amount 
of contribution of source images. To assess how good or 
bad the chosen threshold is, the saliency factors are 
multiplied by the selected blocks in both source images and 
added up to form a synthesized image. This synthesized 
image is then compared to the resulting fused image. We 
chose RMSE to measure how close synthesized image is to 
the one resulting from fusion. Fig.4 demonstrates one step 
of the experiment, where the entropy threshold is 4 
bits/pixel, and the window size of 8x8 pixels.  
 
 
 
Fig.5 represents all results of the experiments. The top 
graph represents estimated quality index. As the window 
size becomes larger, quality index tends to be the same for 
all entropy thresholds. On the other hand, the bottom graph 
represents the RMSE error of synthesized image. It 
represents how confident the resulting quality index graph 
is. Studying the error graph in Fig.5 shows how the 
synthesized image becomes bad (far from the fused one) as 
entropy threshold tends to 0 bits/pixel. The reason for this 
is that such an entropy threshold yields to a quad-tree 
where all leaf nodes are same-sized tiny blocks with the 
same color (zero variance).  
 
Results also suffer from instability as the entropy 
threshold tends to 8 bits/pixel. The reason for this is that 
such a threshold results in a quad-tree where all leaf nodes 
are same-sized very large blocks. The error also increases 
as the window size gets too small since the variances tend 
to zero. It also increases as the window size becomes too 
large because it loses the structural information. 
 
This quality metric becomes unstable when quad-tree 
thresholds reach certain points beyond which these 
thresholds become meaningless like investigating more bits 
than the image already uses as illustrated in Fig.5, and a 
standard deviation threshold larger than the overall 
standard deviation of the entire image as Fig.6 shows. 
 
 
V. CONCLUSIONS AND FUTURE WORK 
The Universal quality index was proved to capture the 
real structural similarity between images. However, when 
applying to image fusion quality assessment, a weighting 
Fig.6 Top: Quality indices plotted against different window sizes and 
standard deviation thresholds. 
Bottom: Distance between synthesized images and the fused image 
plotted against different window sizes and standard deviation 
thresholds. 
Fig.5 Top: Quality indices plotted against different window sizes and 
entropy thresholds. 
Bottom: Distance between synthesized images and the fused image 
plotted against different window sizes and entropy thresholds. 
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factor for each pair of blocks in source images is needed. 
This weighting factor must capture the actual contribution 
of each block in the resulting fused image. Quadratic tree 
decomposition provides information about how much 
information was transferred from source images to the 
resulting fused one during the process of image fusion. 
Both quadratic tree decomposition and universal quality 
index are very sensitive to the window size being used. 
This metric is also very sensitive to the dynamic range of 
quad-tree thresholds. This can provide further information 
about the images being examined, and prevents future 
instabilities.  
 
In the future, evaluation criteria are needed to assess the 
confidence of quality metrics. Other saliency measures 
should be examined. Saliency factors based on human 
visual system (HVS) are needed. Foveation is a very 
promising technique to identify the importance of different 
blocks in the image. Bovik and his team employed 
foveation for image coding [9] and frame prediction for 
video coding [18] and [19]. Research is required to 
investigate the effect of foveation as a saliency factor. 
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