Hepatocellular carcinoma (HCC) is graded mainly based on the characteristics of liver cell nuclei. This paper proposes a textural feature descriptor and a novel computational method for classifying liver cell nuclei and grading the HCC histological images. The proposed textural feature descriptor observes local and spatial characteristics of the texture patterns by using multifractal computation. The textural features are utilized for nuclear segmentation, fiber region detection, and liver cell nuclei classification. Four categories of nuclear features are computed such as texture, geometry, spatial distribution, and surrounding texture, for HCC classification. Significance of liver cell nuclei classification method is evaluated by classifying non-neoplastic and tumor tissues. Furthermore, characteristics of the liver cell nuclei were utilized for grading a set of HCC images into four classes and obtained 97.77% classification accuracy.
Introduction
GLOBOCAN reported that liver cancer has become the fifth most common cancer in men and the seventh in women by 2008 [1] . Hepatocellular carcinoma is the most common histological type of primary liver cancer developed in the liver cells. Pathological examination is one of the techniques used for HCC diagnosis. Pathologists determine tumors or their grades by visually examining the degree of malignancy of tissue samples. Edmondson and Steiner's grading is commonly-used standard to describe the malignancy of HCC. It defines four cancer grades: G1, G2, G3, and G4 (where G1 is the lowest and G4 is the highest grade) [2] . It is essential that the low grade tumors are correctly diagnosed because most of the low-grade tumor has good prognosis and high grade tumors indicate low survival rate. Manual tumor grading depends on the experience of the person who performs it. In last two decades a number of image classification-based CAD (computer Figure 1: Overview of the proposed method aided diagnosis) systems have been introduced to improve the efficiency and the reliability of pathologists' manual diagnostic decisions. However, few studies have been reported for computer-assisting-based HCC grading [3, 4] . In a whole slide image (WSI) of biopsy specimen, tumor regions are erratically distributed and a selected region of interest (ROI) may contain different types of cells such as liver, fiber, endothelial, etc. However, HCC grading is determined based on the characteristics of nuclei in liver cells. To imitate the pathological investigation on HCC histological images, it is necessary to segment and classify the liver cells nuclei. Nuclear segmentation can be accomplished by supervised or non-supervised methods [3, 5] . Some of the methods used all segmented nuclei for tumor discrimination and others further classified the nuclei using their textural and/or morphological features [5, 6] . This paper proposes a multifractal computation-based textural feature descriptor and novel computational method for liver cell nuclei classification and HCC grading. The proposed textural feature descriptor is inspired from our previous study [4] , which extracted pixel's local and spatial characteristics into high dimensional feature space using multifractal computation. Overview of the proposed method is illustrated in figure 1 . At first, pixel-wise textural characteristics are extracted by using the proposed feature descriptor. These features are employed to classify the liver cell nuclei through three consecutive tasks. Each task has been carried out as a supervised learning scheme. Task 1 segments every possible nucleus such as liver cell nuclei, fiber cell nuclei, endothelial cell nuclei, histiocytes, lymphocyte and so on. Generally, nuclei in fiber regions are irregularly distributed and very close (or bounded). Therefore, task 2 detects the fiber regions and excludes the nuclei within the fiber regions. Task 3 classifies the liver cell nuclei. Subsequently, HCC classification is performed by extracting four categories of nuclear features, namely textural, morphological, spatial distribution, and surrounding texture. In the proposed method, task 2 and task 3 subsequently exclude the nuclei that seem to play few important role in manual HCC grading. In the experiments, we investigated the effectiveness of each task for HCC tumor classification. In particular, utilizing set of HE (Hematoxylin and Eosin)-stained HCC biopsy image dataset, we analyze the effectiveness of each task for classifying non-neoplastic vs. tumor tissues. Experimental results showed that each task significantly contributes for HCC image classification by showing continuous increment of the correct classification rate (CCR) from task 1 to task 3. Finally, the proposed method is used to classify HCC images into four classes.
Previous tudies
Based on the morphological and textural features of the nuclei, a HCC hitological image classification method was proposed in [3] . They segmented the nuclear regions using a duel-morphological operation and estimated the contours using GVF (gradient vector flow) active contour method. Three categories of features were extracted from the segmented nuclei such as geometrical relationship between nucleus and cytoplasm, geometry of the nucleus, and texture of the nuclei. All together 13 dimensional feature vector is constructed. In the experiments, authors divided a given ROI into 12 non-overlapping sub-images and used the majority of the prediction for classifying the ROI. Using SVM-based decision-graph classifier, they obtained 94.54% CCR.
Multifractal computation-based textural feature descriptor was proposed for grading the HCC images in [4] . They employed bag-of-feature (BOF)-based classification model to compute 300 dimensional feature vector (histogram) for characterizing a given image. They selected 50 sample patches from a given ROI and thresholded the majority of the predictions (threshold-based majority voting rule) for classifying the ROI. They obtained 95.03% CCR for five class classification.
The proposed method in [3] utilized all segmented nuclei for grading the HCC images. Their results might be influenced by non-liver cell nuclei such as lymphocyte, histiocyte, etc. Also the method in [4] utilized the entire texture to characterize the tumor grades and this might extract noninformative textural regions such as muscles, fiber and fat.
Materials

Multifractal analysis on digital image
Fractal dimension (FD) is a non-integer exponent used to describe the complexity of fractal structures. Multifractal analysis is a generalization of fractal analysis that can be used to characterize natural images as a spectrum of FDs, i.e., multifractal spectrum [7] . Multifractal computation for digital images is illustrated below.
We can find the local irregularity at a given point (x, y) in an image using a function µ called "multifractal measure", which is a non-integer exponent and described by the Hölder Exponent h µ (x, y),
where, W ε (x, y) denotes a square window of side length ε centered at (x, y). We plot log(µ(W ε (x, y))) against log(ε) for different sizes of neighbors and estimate h µ (x, y) by computing the gradient of the linear regression line. This h µ (x, y) is called α exponent. Accordingly, we compute α exponents for each pixel in the image and derive a matrix called α feature matrix. Subsequently, we quantize the entire range of α (from minimum to maximum) into R discrete sub-ranges and derive a binary image for each sub-range. Let α r be all α values quantized into r th sub-range and I αr gives a binary value matrix as,
where, α rMin and α rMax denote lower and upper limits of r th sub-range and α(x, y) is the value at point (x, y) in α matrix. Then, we compute the FD for each I αr using a method called box-counting algorithm. This method covers the entire image with grids of side length ε ′ , and counts the number of non-empty boxes N ε ′ (I). When ε ′ tends to 1, the limiting value of N ε ′ (I) follows the power law
We compute the FD of I by plotting log(N ε ′ (I)) against log(ε ′ −1 ), and estimate the gradient of the linear regression line, i.e., the FD of I. The FDs obtained for each sub-range α r form a spectrum called f (α), i.e., multifractal spectrum. In addition, for each element in the α matrix has a corresponding FD in the f (α) and it yields a matrix called f (α) feature matrix.
The above description shows that α features observe the pixel's local behavior with respect to the neighborhood and f (α) features contain the pixel's spatial characteristics.
S 3.2 BOF-based classification model
The BOF classification model involves computing a codebook, in which the most representative patterns are codified as codewords, and characterizing given images by a frequency analysis of the codewords. When the texture is presented in a high-dimensional feature space, the codebook is a collection of distinct feature vectors. These codewords can be used to represent the characteristics of the pixels of a particular image domain. The frequency analysis of the codewords in an image derives a histogram, in which each bin represents a codeword and its value indicates the frequency. When different sizes of images or image regions are used, the areas of the histograms are different. Therefore, there histograms are required to be normalized.
Methodology
In this paper, we propose a novel methodology for HCC grading and it contains several contributions such as textural feature descriptor, liver cell nuclei classification, and nuclei feature extraction. Furthermore, we investigate the discriminative performance of nuclear surrounding texture, which is part of cytoplasm. To the best of our knowledge there has been no study that performs to classify liver cell nuclei and use them for grading HCC histological image.
Feature descriptor
The α and f (α) features are associated with the multifractal measure µ that was used in (1). In particular, different textural characteristics can be obtained for different multifractal measures. We utilize four multifractal measures to extract α and f (α) feature matrices.
The proposed feature descriptor utilizes four multifractal measures: Maximum: µ Max , Minimum: µ Min , Summation: µ Sum , and Ndiff: µ N dif f as defined in (4a), (4b), (4c), and (4d), respectively [7, 8] . These four measures observe the disparity of the intensities from four different viewpoints.
where, µ (.) (m, n) represents the measurement at point (m, n). Ω is the square window with side length ε centered at point (m, n). Ω * represents all of the non-zero pixels of Ω. g(k, l) is the intensity at point (k, l).
In this study, we compute α and f (α) feature matrices for Red, Green, and Blue (RGB) color channels using the above mentioned four multifractal measures, which yield a 24 dimensional multifractal feature space. Subsequently, we combine the RBG color intensities with the multifractal features and obtain 27-dimension of feature space. More precisely, each pixel of an image can be characterized by a 27-dimension feature vector in the combined feature space.
Nuclear segmentation
We utilize a training dataset, in which nuclei and their background regions are manually annotated. We compute the feature vectors for each pixel in the annotated regions and train a random forest classifier for two classes: nuclei and background. For a given image, we perform a pixel-based classification and compute the prediction posterior probabilities for nucleus class. Subsequently, we normalize these probabilities into range [0, 255] and obtain a gray-scale image, in which high intensities represent the regions of nucleus. The noise in the gray image is removed and boundaries of the nuclei are refined by morphological closing operator with three pixels radius of disk shape structural element. We employ level-set contour estimation method [9] on the resulted image and compute the boundaries of the nuclei. Furthermore, the results are refined by deleting the smaller region, of which area is less than 50 pixels.
Fiber region detection
The fiber regions are detected as block-based classification. All images in the training dataset are divided into 32 × 32 pixels of non-overlapped blocks and annotated into two classes: fiber and background blocks. Utilizing the proposed textural feature descriptor with a BOF model, we compute the histograms for each block and train a random forest classifier. We divide a given image into non-overlapped blocks of same size and compute the histograms. These histograms are classified using the trained classifier and the noise (false positives) is further refined using non-linear filtering approach.
Let C, C ′ be the outcomes of two class classification, P (b i |C) be posterior probability that b i belongs to class C, and b 
Liver cell nuclear classification
We exclude the segmented nuclei within the fiber regions and the rest are used for classifying the liver cell nuclei. The selected set of nuclei was annotated by the experts into two classes: liver cell nuclei and others (lymphocyte, histiocyte, endothelial nuclei, etc.). For each annotated nuclei, we compute the normalized histograms using the proposed feature descriptor and BOF model, and train a random forest classifier. This classifier is used to classify segmented nuclei in the experimental dataset. A graphical example classified nuclei is shown in figure 2.
Nuclear feature extraction
We extracted four categories of features from the segmented/classified nuclei regions.
f 1 : Textural features
We extract the texture of the segmented nucleus regions using the proposed textural feature descriptor and compute a normalized histogram using BOF model. Employing a codebook of 50 codewords, we obtain 50-dimensional feature vector that describes nuclear textural characteristics of a given image.
f 2 : Morphological features
The morphological features are composed of the area, perimeter and shape of the nucleus. Area is the total number of pixels in the segmented region, perimeter is the length of the contour, and circularity is perimeter 2 /(4π × area). A sample image (size: 1024×1014 pixels) contains a large number of nuclei. Therefore, we empirically select three percentiles such as 5%, 50%, and 95% from the average cumulative distributions of each morphological feature. Consequently, nine-dimension of feature vector is obtained to describe the nuclear morphological characteristics of the entire image.
f 3 : Spatial distribution features
The spatial distribution characteristics of nuclei are extracted from the density and FD. To estimate the density, we randomly locate 50 sub-windows of size 256×256 pixels in the image and count the total number of nuclei within each sub-window. We select three percentiles: 5%, 50%, and 95% from the average cumulative distribution of the densities. We obtain the configuration pattern of the segmented nuclei as a binary image (nuclei: 1, background: 0) and compute its FD using the box-counting method. This feature provides the irregularity and the complexity of the nuclear configurations over the entire image. As a consequence, four-dimensional feature vector is generated to describe spatial distribution patterns of the nuclei.
f 4 : Surrounding textural features
The segmented nuclei regions were eroded using a structural element of radius 10 and the eroded regions are taken as the surrounded texture. Textural characteristics of the surrounded regions are extracted using the similar manner as described in section 4.5.1. The surrounding textural features are also represented as a 50-dimensional feature vector.
Experiments and results
Data acquisition
We obtained HE-stained liver biopsy specimens of 109 HCC patients and each specimen was scanned into a WSI using a scanner called Nano-Zoomer (Hamamatsu Photonics K.K.) with an objective lens of 20x magnifications. The approximate size of the WSI is 33600×21000 pixels. Several experienced pathologists examined these WSIs, and annotated a set of ROIs with one of four categories such as G0, G1, G2, and G4. G0 is non-neoplastic tissues and the others are three grades of tumors. In practice, G4 grade is easily determined because their nuclei are very large and located very close/combined, and cytoplasm regions are very thin and small in between the nuclei. Therefore, estimating the contour of individual nuclei in G4 graded images might be impractical. In our previous work [4] , we classified G4 histological images approximately 96% accuracy using only the textural features. In this investigation, we avoided the G4 graded images from the experimental dataset. Using the annotations from G0 to G3, we selected 10 ROIs from each category. The rest of the ROIs were used as the experimental dataset, which contained 93, 72, 67, and 48 ROIs for G0, G1, G2, and G3 categories, respectively. The size of a ROI is 2174×2174 pixels. For the efficiency of processing, each ROI was divided into four non-overlapping sub-images. Therefore, the experimental dataset contains totally 1120 images.
Implementation
We computed α-features according to (1) by setting ε as 1, 3, 5,..., 13 and quantized the α range (minimum to maximum) into 70 discrete sub-ranges to obtain 70 binary images. f (α) was computed according to (3) by setting ε ′ as 1, 2, 4,..., 16.
The MATLAB random forest implementation [10] was used for the classification through the entire implementation. We computed the codebook for fiber region detection (section 4.3) as follow. We randomly selected approximately 50,000 pixels form the annotations (fiber and background), computed the feature vectors, clustered them into 500 clusters using k-mean algorithm, and selected the centroids. Subsequently, we computed 50 most discriminative codewords using MI (mutual information) feature selection method [11] . The similar approach was used to compute the codebooks for liver cell nuclei classification (section 4.5), nuclear textural feature extraction (section 4.5.1), and nuclear surrounding textural feature extraction (section 4.5.4). For liver cell nuclei classification, and nuclear inner and outer textural feature extractions, we normalized the histograms dividing frequency of each bin by the sum of the frequencies.
For the evaluation, 10-fold cross validation was performed with respect to the ROIs. In particular, four sample patches obtained from a ROI were indexed into single fold to keep the separation in between training and testing dataset. We computed CCR, precision, and recall values for each iteration (in the cross validation) and computed the averages.
Evaluation of the proposed method
The proposed method contains three major tasks; Task 1: nuclear segmentation, Task 2: excluding the nuclei within fiber regions, and Task 3: liver cell nuclei classification. Each task attempts to exclude the nuclei that are not significant for HCC classification. Furthermore, we also proposed a nuclear feature extraction method that extracts four feature sets: f 1 , f 2 , f 3 , and f 4 from the segmented nuclear regions. We investigated discrimination performance of each feature set computed from the outcomes of each task. This experiment was performed as two class classification: non-neoplastic tissues and tumor (G0 vs. G1, G2, and G3) and the result is shown in figure 3 . Furthermore, impact of each task for tumor classification is assessed as two class classification by combining four feature sets and the results are given in table 1. We utilized the proposed method for HCC grading as multi-class classification using only the liver cell nuclei. Table 2 presents the classification performance in confusion matrix form. The second column shows the total number of images used in each class, and the spanned column "Predictions" shows the predictions of each image. For example, the second row indicates that 288 images were labeled as G1; there were 284 correctly classified, three images were classified as G0, one image was classified as G2, and CCR for G1 grade is 98.61%. Figure 3 shows that nuclear texture feature (f 1 ) has achieved the highest classification accuracy for each task. It is an evident for the discrimination capability of the proposed feature descriptor. Morphological features (f 2 ) has achieved the highest incremental rate. The nuclei in fiber regions are irregular, very close or overlapped, and difficult to compute isolated contours for each nucleus. Therefore, the geometrical properties of the nuclei in fiber regions considerably mislead the classifier. Table 1 indicates that the CCR is increased continuously from task 1 to task 3. The textural, geometrical, and spatial distribution characteristics of the nuclei such as fiber, lymphocyte, endothelial, etc., may not significantly changed with respect to the grades of HCC. Avoiding the characteristics of these nuclei for computational grading should increase the performance of the classifier and it is obvious from the results. Table 2 shows the results of multiclass classification and it achieved 97.77% average CCR for the entire dataset. These results indicated the significance of the entire approach.
Discussion
Conclusion
It is important to classify and utilize liver cell nuclei for computational grading of HCC images. This paper proposed a textural feature descriptor based on multifractal computation and a computational method for classifying liver cell nuclei for grading HCC tumor. We computed characteristics of each pixel by the proposed feature descriptor and utilized them for nuclei segmentation, fiber region detection and liver cell nuclei classification. Furthermore, nuclear feature extraction technique is proposed, which computes textural, geometrical, spatial distribution, and surrounding textural features of segmented/classified nuclei. Every intermediate process and nuclear feature set were experimentally assessed. The experimental results show the significance of the proposed method by classifying HE-stained HCC histological images into 4 grades with 97.77% accuracy.
