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Este trabalho apresenta uma metodologia para adaptar os pesos de uma rede modelo ’A’, que é
baseada na rede IAC original, proposta por Rumelhart. Originalmente, as redes IAC têm valores
de pesos exclusivamente iguais a -1, 0 ou 1, não necessitando de um algoritmo de aprendizado.
Esta característica limita sua aplicação prática. Os pesos de redes modelo ’A’, propostas de forma a
solucionar a restrição básica da rede IAC original, podem assumir qualquer valor pertencente ao
intervalo [-1,1]. Sendo assim, são estudadas e propostas uma função de fitness, bem como uma
representação cromossômica, que permitem a utilização de um algoritmo genético para encontrar um
conjunto de pesos apropriado para a rede.
Os pontos principais envolvidos na elaboração da metodologia consistem da proposta de conjuntos
de treinamento e formas de representação. O conjunto de treinamento pode ser composto por pares
de entrada/saída, assim como pode ser composto por um conjunto de categorias para os pesos. Entre-
tanto, pode-se também utilizar as categorias para os pesos na geração da população inicial, e utilizar
os conjuntos de entrada/saída para o treinamento.
De forma a testar e validar o algoritmo proposto, foram utilizados três exemplos de problemas: o Jets
& Sharks, um modelo simplificado de diagnóstico diferencial de Hepatite A e B, e um modelo sim-
plificado para diagnóstico diferencial em Reumatologia. Os dois últimos exemplos não são possíveis
de implementar usando a rede IAC original.
O modelo do Jets & Sharks teve seus pesos encontrados pelo Algoritmo Genético, e foram obti-
das matrizes que forneceram resultados tão bons quanto aqueles fornecidos pela implementação uti-
lizando a rede IAC original.
A metodologia proposta apresentou resultados consistentes também para os outros exemplos uti-
lizados, sendo, portanto, considerada adequada para aplicação em outras classes de problemas que
possam ser resolvidos com o modelo ’A’ de redes IAC.
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This work describes a methodology to derive the weights in a model ’A’ network. This model is
based on original IAC model, proposed by Rumelhart. The IAC networks have weights valued as -1,
0 or 1, therefore not needing a learning algorithm. This characteristic implies on little practical use.
On the contrary, model ’A’ networks, developed as an answer to the original IAC networks primary
restriction, can assume any value within the interval [-1,1]. So, we present fitness functions, and a
problem encoding as well, that allow the use of genetic algorithms to find a weight-set suitable to this
network topology.
In this work, the principal points are to propose training sets and problem encodings. The training
set can be composed by input/output pairs, as well weigth categories. However, it is also possible to
use the weigth categories in the generation of the initial population, and to use the input/output pairs
to training.
To evaluate and validate the proposed algorithm, we applied it to three examples: Jet & Sharks, a
simplified model of differential diagnosis of Hepatitis A and B and a simplified model of differential
diagnosis in Reumathology. Both diagnosis of Hepatitis and diagnosis in Reumathology can not be
implemented using the original model.
We applied the methodology to Jets & Sharks problems, e we get weigth matrices whose results are
so good as those supplied by the implementation using original net IAC.
Results are consistent for all examples, showing that our algorithm can be considered a fitting and
unrestricted methodology for application in any other problems solvable with the model ’A’.
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Capítulo 1
Introdução
A InteligŒncia Articial (IA) surgiu a partir de idØias de pesquisadores que pretendiam
atribuir aos computadores um comportamento inteligente. Com o prosseguimento das
pesquisas, observou-se que esta Ø uma tarefa que apresenta um alto grau de complexidade.
Apesar disso, os estudos continuam nos trŒs principais paradigmas apresentados pela IA 
o simbólico, o conexionista e o evolucionÆrio  e excelentes resultados vŒm sendo obtidos
nestas Æreas.
Na IA Simbólica, representada, entre outros, pelos Sistemas Especialistas (SE), tenta-se
reproduzir o funcionamento do raciocínio de um especialista, na soluçªo de um problema, em
uma determinada Ærea do conhecimento. Este tipo de paradigma Ø interessante para resolver
tarefas onde Ø possível articular, com relativa facilidade, o conhecimento necessÆrio para
solucionÆ-las. Uma das principais formas de se representar o conhecimento, ao se utilizar
um SE, Ø por meio de regras.
Na IA Conexionista, tem-se como objetivo construir modelos que imitem o neurônio
biológico e a organizaçªo neurológica do cØrebro humano, simulando, desta forma, com-
portamentos inteligentes [1]. Aplica-se melhor em modelos onde nªo se tem conhecimento
explícito de como realizar determinada tarefa, ou quando os especialistas nªo conseguem
formular regras apropriadas para a sua resoluçªo. Existem vÆrios tipos de sistemas cone-
xionistas, tais como Redes Neurais Articiais, Redes de Autômatos e Redes Bayesianas.
As Redes Neurais Articiais (RNA) permaneceram por muitos anos apenas como pesqui-
sas de laboratório, sem muita utilizaçªo prÆtica. A partir da dØcada de 80, houve um grande
incremento no seu uso. Diferentes fatores colaboraram para esta expansªo e o maior, talvez,
tenha sido a capacidade de aprender das RNAs [2], que passaram, entªo, a ser aplicadas às
mais diversas Æreas, como por exemplo, reconhecimento de padrıes, reconhecimento de voz,
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processamento de sinais, modelagem e controle neural, prediçªo, processamento de imagens,
classicaçªo e diagnóstico de falhas.
Na Ærea biomØdica, hÆ, tambØm, uma sØrie de trabalhos que utilizam RNAs como ferra-
menta. Entre estes, pode-se citar:
• Trabalhos na Ærea de anÆlise de imagens mØdicas [3, 4];
• Trabalhos na Ærea de processamento de sinais biomØdicos [5, 6, 7];
• Detecçªo e anÆlise de eventos epileptiformes em EEG [8, 9];
• Detecçªo de hipoglicemia baseada na anÆlise e classicaçªo do eletroencefalograma
[10];
• Detecçªo de fadiga muscular, por anÆlise do Eletromiograma [11];
• Detecçªo de contraçªo ventricular prematura [12].
As RNA podem ser denidas como sistemas conexionistas formados por um conjunto de
unidades elementares de processamento, baseadas no neurônio biológico, e conectadas entre
si. As conexıes sªo valoradas e a rede pode apresentar um equacionamento matemÆtico,
atravØs do qual os pesos das conexıes sªo ajustados. Isto permite que se aprenda uma deter-
minada tarefa, interagindo sobre exemplos de treinamento. Elas sªo caracterizadas por uma
sØrie de componentes, tais como [13, 14]:
• Um conjunto de unidades de processamento, tambØm chamadas de neurônios;
• Um estado de ativaçªo, que estÆ denido para cada unidade da rede;
• Uma funçªo de saída, que utiliza como argumento o valor de ativaçªo e que fornece
um valor de saída a ser transmitido para outras unidades da rede;
• Topologia, que Ø o padrªo de conectividade entre as unidades, e determina como cada
uma delas estÆ conectada às outras pertencentes à rede. O padrªo de conectividade
tambØm especica que unidades podem se conectar a uma outra particular;
• Regra de propagaçªo, ou funçªo de combinaçªo, que propaga as atividades da unidade
atravØs da rede;
• Regra de ativaçªo, que muda a atividade de cada unidade, usando o valor de ativaçªo
corrente e as entradas recebidas de outras unidades;
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• Ambiente externo, que fornece informaçªo para a rede ou interage com ela;
• Regra de aprendizado, que modica o padrªo de conectividade, usando informaçªo
fornecida pelo ambiente externo.
Embora nªo haja uma norma estabelecida, algumas destas características servem como
forma de classicar a rede, tais como a unidade de processamento, a forma de conexªo ou
topologia e o tipo de aprendizado.
A unidade de processamento, ou neurônio, Ø a peça fundamental que compıe uma RNA.
A rede pode ser classicada como homogŒnea ou heterogŒnea, dependendo se as unidades
utilizadas sªo iguais ou nªo. A partir do primeiro modelo, proposto por McCulloch e Pitts
[15], foram propostos vÆrios outros, que permitem a produçªo de uma saída qualquer, nªo
necessariamente zero ou um, e com diferentes funçıes de ativaçªo, tais como o encontrado
em De Azevedo [16].
Na topologia, estªo incluídas características como o nœmero de unidades de processa-
mento, o nœmero de camadas e as conexıes entre as unidades de processamento das diversas
camadas. Nªo existe uma regra denida para a determinaçªo destes parâmetros, que sªo es-
colhidos de forma empírica, com base na experiŒncia do pesquisador e no tipo de aplicaçªo
que estÆ sendo desenvolvida. Existem alguns trabalhos realizados no sentido de auxiliar a
escolha destes parâmetros, tais como aquele desenvolvido por Brasil [17]. Entre as diferentes
topologias, as mais comuns sªo as redes diretas ou feedforward e as redes com realimentaçªo
ou feedback. Existem, ainda, as redes simØtricas.
Nas redes diretas, as conexıes nªo formam ciclos, ou seja, as unidades de processamento
nªo recebem sua própria saída como entrada, nem de forma direta, nem de forma indireta, por
meio de outras unidades de processamento. Sªo comumente representadas por redes que tŒm
suas unidades organizadas em camadas, onde cada uma delas pode comunicar-se exclusiva-
mente com a seguinte, conforme ilustrado na Figura 1.1. Pode haver uma ou mais camadas
de pesos adaptativos. Estas sªo, atualmente, as redes mais populares, principalmente, por
existirem mØtodos de aprendizado bastante difundidos e documentados.
Figura 1.1: Exemplos de redes diretas.
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Entretanto, as redes com realimentaçªo ou feedback, ao contrÆrio das diretas, apresentam
a saída de uma unidade de processamento como entrada para ela mesma, direta ou indire-
tamente, formando grafos de conectividade com ao menos um ciclo. Um exemplo de rede
com ciclos estÆ ilustrado na Figura 1.2. Uma rede com ciclos pode ser constituída de uma
œnica camada, onde cada unidade de processamento usa seu sinal de saída para alimentar as
entradas de todas as outras unidades.
Figura 1.2: Exemplo de rede com ciclos.
As redes simØtricas sªo um caso particular de redes com ciclos, que apresentam a matriz
de conectividade simØtrica. O seu grafo tem arcos nªo orientados. Da mesma forma que
outras redes, elas podem ter unidades de processamento de entrada, de saída e internas.
Aqui, destacam-se as redes IAC, que sªo objeto de estudo deste trabalho.
O aprendizado Ø uma característica de extrema importância para a maioria dos modelos
de RNA, jÆ que permite que a rede seja treinada atravØs do ajuste de pesos das conexıes,
sendo assim, possível que ela aprenda os padrıes que estªo sendo apresentados [18]. Uma
das formas mais comuns de classicaçªo de RNA Ø segundo o tipo de aprendizado que ela
apresenta, sendo os dois tipos principais o supervisionado e o nªo-supervisionado.
No aprendizado supervisionado, um conjunto de treinamento, formado por pares de en-
trada e de saída, Ø apresentado à rede, de modo que esta verique, a cada uma das entradas,
se a saída obtida Ø igual à desejada. Se nªo for, a distância entre as duas Ø medida, obtendo-se
um erro com o qual os pesos da rede sªo ajustados. Isto signica que uma correçªo Ø intro-
duzida a cada iteraçªo, de modo a encontrar uma ligaçªo entre os diversos pares, que sªo
apresentados repetidamente, esperando-se que o erro diminua, atØ car dentro de um limite
aceitÆvel.
No aprendizado nªo-supervisionado, a saída desejada nªo Ø conhecida. Sendo assim,
nªo existe uma medida de erro para efetuar a correçªo dos parâmetros da rede. Portanto, os
padrıes de entrada sªo apresentados repetidamente, atØ serem automaticamente particiona-
dos em classes. Utilizando-se de tØcnicas de inibiçªo lateral e competiçªo, entre outras,
espera-se que a rede responda de modo semelhante a exemplos semelhantes.
Uma outra forma de aprendizado Ø dada pelo aprendizado evolutivo, que se utiliza de
tØcnicas fornecidas pelo paradigma evolucionÆrio da IA, tais como Algoritmos GenØticos
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(AG). Por este mØtodo, que foi inspirado na evoluçªo biológica, Ø possível determinar vÆrios
parâmetros pertencentes a uma rede.
Entre os diversos modelos de rede existentes, alguns apresentam treinamento supervi-
sionado, tais como o Perceptron de mœltiplas camadas, enquanto outros apresentam treina-
mento nªo-supervisionado, tais como as redes de Kohonen [18]. Entretanto, algumas redes
nªo possuem uma fase real de aprendizado, ou seja, o conhecimento Ø inserido a priori, com
a determinaçªo e armazenamento dos pesos na sua própria estrutura. Este Ø o caso das re-
des de Competiçªo e Ativaçªo Interativa (do inglŒs Interactive Activation and Competition -
IAC).
Nas redes IAC, o princípio de operaçªo Ø o mesmo daquele das redes de Hopeld [19,
20], isto Ø, o projetista determina a topologia e o estado inicial da rede [21]. Esta evolui,
entªo, para um estado de equilíbrio que representa a resposta para um determinado questio-
namento efetuado.
As redes IAC apresentam, como principal característica, a recuperaçªo de informaçªo
geral e especíca de padrıes de informaçªo previamente armazenados na rede. Ou seja, ela
pode ser usada como uma memória associativa bidirecional, onde informaçªo incorreta, par-
cial ou ruidosa apresentada, resulta na recuperaçªo da informaçªo correta ou completa, após
um novo estado de equilíbrio ser encontrado. Esta característica teria uma grande aplicabili-
dade, caso a rede original IAC nªo apresentasse certas restriçıes.
Uma das principais restriçıes existentes Ø a limitaçªo nos pesos das conexıes entre os
neurônios, que podem assumir somente os valores -1, 0 e +1. Numa rede IAC, as unidades de
processamento se encontram organizadas em grupos, onde cada grupo representa um ’con-
ceito’ ou ’característica’ relacionado a um problema, e as unidades dentro deste grupo repre-
sentam ’valores’ que podem ser assumidos por este ’conceito’. As conexıes entre unidades
pertencentes a um mesmo grupo podem assumir, exclusivamente, o valor -1, e as conexıes
entre unidades de diferentes grupos assumem valor +1, se existe relaçªo entre elas, e valor
0, caso contrÆrio.
Portanto, existe inibiçªo completa entre os neurônios de um mesmo grupo, indicando que
o ’conceito’ deve apresentar ’valores’ mutuamente exclusivos. Da mesma forma, quando hÆ
relaçªo entre duas unidades de processamento, esta deve ser total. Estas características nªo
sªo encontradas em muitos problemas existentes no mundo real, o que limita a aplicabilidade
da rede.
Assim, outros pesquisadores estudaram as características do modelo original, pretenden-
do ampliar a sua aplicaçªo. Em alguns de seus trabalhos, De Azevedo [22] usou uma rede
inspirada nos princípios da rede IAC, chamada rede modelo ’A’, mas que apresentava como
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característica adicional o fato de possuir pesos de conexıes reais, no intervalo [−1,1], per-
mitindo que uma quantidade maior de problemas seja representado.
A rede IAC, por assumir apenas os valores 1, 0 ou -1 para as conexıes, nªo necessita
de um algoritmo que realize o ajuste de pesos. Deve-se levar em consideraçªo, tambØm,
que estas redes sªo aplicadas em problemas onde o conhecimento, traduzido por meio das
relaçıes entre os diferentes ’valores’ dos ’conceitos’, Ø muito bem denido. JÆ no caso
da rede modelo ’A’, os pesos das conexıes sªo reais, transformando o seu ajuste em um
processo bastante demorado, visto que atØ o presente momento nenhum algoritmo para seu
aprendizado foi desenvolvido. Isto representa uma forte limitaçªo para este tipo de rede,
pois o ajuste manual exige um grande esforço, tornando o seu uso, de certa forma, menos
interessante.
Por causa das restriçıes apresentadas tanto pelo modelo original, como pelo modelo ’A’,
as redes IAC tŒm sido aplicadas em poucos trabalhos, sendo alguns destes mencionados a
seguir.
Lua e Gan [23] utilizaram redes IAC em tarefas de reconhecimento de padrıes, mais
especicamente no reconhecimento de caracteres chineses.
Burton, Bruce e Johnston [24] utilizaram as IAC na modelagem dos processos envolvidos
em reconhecimento de faces, de forma plausível biológica e psicologicamente.
Barreto e De Azevedo [25] utilizaram o modelo ’A’ para implementar sistemas especia-
listas de auxílio ao diagnóstico.
Jaszlics, Jaszlics e Jones [26] propuseram um modelo alternativo de redes IAC, denomi-
nado Linear Interactive Activation and Competition (LINIAC). Este modelo, de alta veloci-
dade e orientado a objeto, foi usado em simulaçıes de ’jogos de guerra’ (ou, mais precisa-
mente, Distributed Interactive Battle Simulations) mostrando-se promissor.
Nascimento e Zarrop [21] provaram que redes IAC, tanto quanto as redes de Hopeld
[19], podem ser usadas para resoluçªo de problemas de otimizaçªo quadrÆtica.
Cheng [27] descreveu um mØtodo, baseado no modelo ’A’, para armazenamento e recu-
peraçªo de informaçªo cientíca, clínica e mØdica.
Tambouratzis e Antonopoulos-Domis [28] aplicaram redes IAC na estimaçªo e moni-
torizaçªo do tempo de transiçªo (transit time) em reatores à Ægua fervente (boiling water
reactors - BWRs). O sistema proposto apresentou-se robusto na presença de componentes
global e local, bem como na adiçªo de ruído branco nªo correlacionado.
Ni et al. [29] examinaram a possibilidade de utilizar redes IAC como uma alternativa para
implementaçªo de sistemas que utilizem tØcnicas de Raciocínio Baseado em Casos (RBC).
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Garcez, Oliveira et al. [30] utilizaram o modelo ’A’ para a construçªo de um sistema
para apoio à decisªo, relacionada à responsabilidade por danos em equipamentos de con-
sumidores, em uma concessionÆria de distribuiçªo de energia elØtrica.
Saldías [31] propôs o uso do modelo ’A’ em mecanismos de adaptaçªo de interfaces.
Nesta aplicaçªo, o modelo identica usuÆrios de um sistema tutorial para portadores de
Diabetes Mellitus, indicando qual o melhor conteœdo e a forma como este conteœdo deve
ser apresentado ao usuÆrio.
Nesta mesma linha, Barbosa [32] prevŒ o uso de redes IAC em mecanismos de adaptaçªo
de interfaces, para sites adaptativos.
Dazzi [33] pretende realizar uma implementaçªo da metodologia proposta em [31], por
meio de agentes inteligentes.
Entre os trabalhos citados, existem alguns que propıem mecanismos de aprendizado.
Entretanto, estes mecanismos afetavam características fundamentais do modelo, como por
exemplo, a bidirecionalidade, que permite que qualquer neurônio da rede possa ser consi-
derado como entrada ou saída. Este Ø o caso do trabalho apresentado em [24].
Os trabalhos de Saldías [34], Barbosa [32] e Dazzi [33] foram desenvolvidos no Instituto
de Engenharia BiomØdica da UFSC (IEB). Em [34], que pretende identicar um usuÆrio de
um sistema tutorial para portadores de Diabetes Mellitus, os grupos da rede modelo ’A’ uti-
lizados podem ser divididos em atributos de interface e características do usuÆrio. A partir
das características do usuÆrio, extraídas por meio de um questionÆrio, a rede modelo ’A’ de-
ne os atributos de interface, ou seja, dene qual o conteœdo e a forma como este conteœdo
deve ser apresentado. Entretanto, se durante a navegaçªo, o usuÆrio demonstrar mais inte-
resse por outro conteœdo ou forma de apresentaçªo, Ø possível realimentar as suas caracterís-
ticas, a partir destas informaçıes. Isto Ø possível, graças à característica de bidirecionalidade
inerente à rede IAC, tanto original, quanto modelo ’A’.
O desenvolvimento deste trabalho indicou que o ajuste de pesos, feito por mØtodos de
tentativa e erro, Ø um processo complexo e demorado. Embora os resultados obtidos fossem
aceitÆveis, necessitavam de um maior renamento. Um algoritmo de aprendizado se torna
interessante, para que seja possível automatizar esta tarefa.
Entretanto, em [25] e [30], foram utilizadas tØcnicas de elicitaçªo de conhecimento para
montar as matrizes de conectividade. Este mØtodo, porØm, nªo se mostra robusto o suciente
para redes maiores.
A ferramenta escolhida para solucionar o problema do mecanismo de aprendizado Ø ori-
ginada do paradigma EvolucionÆrio da IA: os Algoritmos GenØticos. O AG fornece uma
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ferramenta de fÆcil utilizaçªo em mecanismos de busca e otimizaçªo. A sua estrutura bÆsica
pode ser utilizada para qualquer problema de otimizaçªo que se queira resolver. Existem,
porØm, dois pontos que sªo dependentes do problema em questªo, que sªo a funçªo de
tness e a representaçªo para o indivíduo. Se estes nªo sªo denidos de maneira a representar
adequadamente o problema, o AG acaba tendo um desempenho ruim, e pode nªo encontrar
uma soluçªo. Desta forma, os principais esforços devem se concentrar em propor diferentes
formas de representaçıes e funçıes a serem aplicadas a diferentes exemplos ilustrados.
Os AGs jÆ tŒm sido utilizados com sucesso no treinamento de alguns tipos de Redes
Neurais Articiais. Em redes Perceptron Multicamadas, tŒm sido utilizados para auxiliar em
diversas tarefas, como, por exemplo, na determinaçªo dos parâmetros ótimos do algoritmo
Backpropagation. Podem ser usados, tambØm, para determinar a melhor topologia de rede
a ser utilizada, incluindo o nœmero de camadas intermediÆrias, assim como o nœmero de
neurônios contidos em cada uma delas [35]. A deniçªo destes valores, ou seja, a otimizaçªo
da arquitetura de uma RNA Ø um problema considerado bastante complexo [36]. Sendo
assim, este tipo de paradigma se mostra bastante interessante em problemas críticos, onde
uma estrutura otimizada de topologia de rede seja necessÆria. Outras redes que tŒm utilizado
AGs no seu treinamento, ou na procura da topologia ideal, sªo as redes de base radial [37],
redes recorrentes [38, 39, 40] e as redes neurais fuzzy [41].
1.1 Objetivos
A partir do que foi exposto acima, pode-se denir os objetivos deste trabalho, apresenta-
dos a seguir.
1.1.1 Objetivo Geral
O objetivo geral desta pesquisa Ø:
• Desenvolver propostas de algoritmos de aprendizado, baseados em Algoritmos GenØti-
cos, para redes modelo ’A’.
1.1.2 Objetivos Específicos
Entre os objetivos especícos traçados para a pesquisa, tŒm-se:
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• Encontrar uma representaçªo adequada para o problema;
• Desenvolver uma ou mais funçıes de tness, que forneçam uma medida da aptidªo de
cada indivíduo para solucionar o problema;
• Testar as propostas desenvolvidas;
• Realizar estudos sobre a estabilidade da rede;
• Construir um sistema computacional que permita:
– Criar redes IAC, de ambos os modelos, automaticamente;
– Realizar consultas às redes, tanto geradas manualmente, como geradas por treina-
mento;
– Realizar o treinamento de redes IAC modelo ’A’;
– Realizar estatísticas sobre o funcionamento da rede.
1.2 Descrição dos Capítulos
Este trabalho estÆ dividido em 9 capítulos, organizados como segue abaixo:
• Este capítulo contextualiza o problema que se pretende resolver e dene os objetivos
traçados para o trabalho.
• O capítulo 2 apresenta as redes IAC, tanto o modelo original, quanto o modelo ’A’,
seu equacionamento e algumas características que estas redes apresentam.
• O capítulo 3 fala sobre Algoritmos GenØticos. Aborda a nomenclatura utilizada, a es-
trutura bÆsica e seus operadores principais, que sªo o cruzamento e a mutaçªo. Traz,
tambØm, um AG simples, abordando os passos envolvidos e as possibilidades de im-
plementaçªo em cada passo.
• O capítulo 4 apresenta os exemplos que foram utilizados para realizaçªo dos testes
com a metodologia proposta. Foram escolhidos exemplos que abrangessem tanto ca-
racterísticas mutuamente exclusivas, como nªo mutuamente exclusivas. TambØm se
procurou problemas que apresentassem as relaçıes entre unidades de diferentes grupos
assumindo diferentes graus. Os trŒs exemplos selecionados foram: Jets & Sharks,
Diagnóstico Diferencial de Hepatite e Diagnóstico Diferencial em Reumatologia.
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• O capítulo 5 apresenta todas as propostas elaboradas durante o desenvolvimento deste
trabalho. Enfoca-se, principalmente, o desenvolvimento da representaçªo e das funçıes
de tness. Sªo apresentados os diferentes alfabetos utilizados, os conjuntos de treina-
mento criados e as funçıes de tness especícas para cada um deles. TambØm sªo
apresentados as diferentes possibilidades implementadas para os operadores genØti-
cos, como seleçªo, cruzamento e mutaçªo.
• O capítulo 6 aborda a questªo da estabilidade relacionada a redes modelo ’A’, com
base na prova feita por Nascimento [21].
• O capítulo 7 apresenta o sistema que foi criado para implementar as propostas apresen-
tadas. Este sistema permite criar redes IAC, tanto no modelo original, como o modelo
’A’, permite treinar as redes modelo ’A’ e realizar consultas às redes geradas. É pos-
sível, tambØm, aplicar conjuntos de testes a redes obtidas por treinamento, gerando
algumas estatísticas, que permitem analisar o seu comportamento.
• O capítulo 8 apresenta todos os testes realizados e as discussıes pertinentes, rela-
cionadas aos resultados obtidos. EstÆ dividido em 3 etapas, que se diferenciam pelo
conjunto de treinamento utilizado, o que implica em diferentes funçıes de tness.
Outro ponto que as diferencia Ø a forma como a populaçªo inicial Ø gerada. Sªo uti-
lizados exemplos completos apresentados em 4, assim como versıes resumidas, para
um melhor acompanhamento do desempenho das propostas elaboradas.
• O capítulo 9 traz as consideraçıes nais a respeito do trabalho.
Capítulo 2
Redes de Competição e Ativação
Interativa
As redes de competiçªo e ativaçªo interativa, ou redes IAC, sªo redes com representaçªo
local, que fornecem um mecanismo de memórias associativas. O conceito de memória as-
sociativa Ø intuitivo, e Ø uma das funçıes primÆrias do cØrebro humano. É este conceito que
permite que se associe um nome à face de uma pessoa conhecida, e, tambØm, que se possa
reconstituir padrıes corrompidos ou incompletos.
Esta rede foi proposta por McClelland e Rumelhart para modelar reconhecimento de
palavras e a recuperaçªo de informaçıes gerais e especícas do conhecimento armazenado
sobre indivíduos [42]. Uma das características mais marcantes deste modelo de rede Ø o fato
de seus pesos sinÆpticos serem xos, ou seja, serem denidos a priori, assumindo apenas os
valores 1, 0 e -1.
Entretanto, foram propostas variaçıes, baseadas no modelo original, tais como a apresen-
tada em [22], chamada de Modelo ’A’, que permite que se utilize pesos no intervalo [−1,1].
Estes dois modelos sªo abordados neste capítulo.
2.1 Modelo de Rumelhart e McClelland
O modelo original da IAC consiste numa rede com feedback que opera em tempo con-
tínuo ou discreto e cujas saídas sªo nœmeros reais [43]. A rede Ø composta, basicamente,
de unidades de processamento organizadas em grupos. Cada grupo representa um ’conceito’
ou ’característica’ para o problema em questªo, e cada unidade dentro do grupo representa
uma possível ’propriedade’ ou ’valor’ para o ’conceito’. As conexıes entre as unidades tŒm
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um peso associado, que pode assumir exclusivamente os valores -1 (conexªo inibitória) e 1
(conexªo excitatória), alØm do valor 0, correspondente à ausŒncia de relaçªo.
Num mesmo grupo, todas as unidades sªo conectadas a todas as outras, salvo a ela mesma
(wii = 0), atravØs de conexıes inibitórias, gerando um processo de competiçªo (daí o compe-
tition de IAC). Entre unidades de grupos diferentes, as conexıes sªo excitatórias, caso haja
relaçªo direta entre elas, ou assumem o valor 0. Quando duas unidades tŒm conexªo exci-
tatória, ao se ativar uma delas, ela tende a ativar, tambØm, a outra unidade com a qual estÆ
conectada (daí o activation de IAC).
Estes pesos formam uma matriz W de dimensıes MXM, onde M Ø o nœmero de unidades
existentes na rede, e cada linha e cada coluna representam um neurônio. Esta matriz Ø
simØtrica, pois as conexıes existentes entre as unidades sªo bidirecionais. Isto quer dizer que,
existindo uma conexªo de uma unidade i para uma unidade j, existirÆ tambØm uma conexªo,
de mesmo valor, da unidade j para a unidade i (wi j = w ji). Desta forma, o processamento
se torna interativo (daí o interactive de IAC), jÆ que as unidades em um determinado grupo
inuenciam e sªo inuenciadas por unidades de outros grupos da rede, que podem ser de
dois tipos:
• Grupos visíveis: contŒm unidades que recebem entradas externas. Podem ter trŒs tipos
de conexıes, que sªo aquelas com unidades do mesmo grupo, com unidades de outro
grupo e com o exterior;
• Grupo escondido: contØm unidades que nªo podem receber entradas do exterior, sendo
suas entradas obtidas apenas como a combinaçªo das saídas de outras unidades às
quais elas estªo conectadas. Tem como nalidade fazer a ligaçªo entre os diferentes
’conceitos’. Normalmente, tem o mesmo nœmero de neurônios que o maior grupo
visível.
Na Figura 2.1, Ø apresentado um modelo de rede IAC. Os círculos pretos representam
os neurônios. Cada círculo transparente representa um grupo visível, que traz os neurônios
associados ao ’conceito’ que ele representa, podendo receber entradas vindas do exterior. O
círculo cinza representa o grupo escondido, que nªo pode receber entradas vindas do meio
externo. Pode-se observar, tambØm, que nªo existem conexıes entre grupos visíveis, sendo
estas feitas atravØs do grupo escondido. Neste modelo, cada neurônio do mesmo grupo inibe
todos os outros. As conexıes bidirecionais negativas entre neurônios do mesmo grupo nªo
estªo apresentadas nesta gura.
Cada unidade da rede tem um nível de ativaçªo, que Ø modicado por trŒs diferentes tipos
de estímulos:
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Figura 2.1: Modelo de rede IAC original. O grupo cinza representa o grupo escondido e os demais
representam os grupos visíveis.
• os provenientes de fora da rede (para os grupos visíveis) e que correspondem a uma
armaçªo da existŒncia daquele ’valor’ particular para o ’conceito’;
• os provenientes de outras unidades do mesmo grupo, atravØs das conexıes inibitórias
existentes entre todos os ’valores’ para o ’conceito’ que este grupo representa. Estes
estímulos provocam competiçªo entre essas unidades;
• os provenientes de unidades do grupo escondido, atravØs de conexıes excitatórias.
Estas conexıes representam as relaçıes existentes entre os diferentes ’conceitos’, ou
seja, entre os diferentes grupos visíveis.
A ativaçªo de um neurônio na rede IAC evolui gradualmente no tempo. A unidade que
teve sua ativaçªo modicada pela entrada externa à rede inuenciarÆ as unidades com as
quais ela tem conexªo. Ou seja, ela tende a inibir a ativaçªo das unidades pertencentes ao
mesmo grupo, que estªo conectadas a ela com pesos -1, e excitar a unidade correspondente no
grupo escondido, que estÆ conectada a ela com valor +1. É esta unidade pertencente ao grupo
escondido que farÆ com que as unidades relacionadas de outros grupos sejam excitadas,
desde que tambØm estejam conectadas a ela com conexıes de valor +1.
Considere uma unidade simples. Se a maioria das unidades ativas na rede Ø conectada
a esta unidade com pesos positivos, entªo a sua ativaçªo tende a ser incrementada. Se a
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maioria das unidades ativas Ø conectada a ela com pesos negativos, entªo sua ativaçªo deve
ser diminuída.
Desta forma, pode-se dizer que o processo de mudança de ativaçªo ocorre de acordo com
uma funçªo de ativaçªo, que considera tanto a ativaçªo atual da unidade como tambØm a
entrada da rede procedente de outras unidades, ou oriunda de fora da rede para esta unidade.
A equaçªo Ø, entªo, semelhante à maioria dos modelos encontrados, ou seja, Ø a soma das
entradas recebidas, calculadas pelo produto da saída pelo peso da respectiva conexªo, mais
as entradas externas à rede para a unidade.
Para calcular a entrada de uma unidade i, Ø necessÆrio calcular as entradas excitatórias
exci (dada pela Equaçªo 2.1), que levam em conta somente as entradas com conexıes posi-
tivas, e as entradas inibitórias inibi (dada pela Equaçªo 2.2), que levam em conta somente as
entradas com conexıes negativas.
exci =
M
∑
j=1
wi j ∗ ext j, com wi j ≥ 0 (2.1)
inibi =
M
∑
j=1
wi j ∗ ext j, com wi j < 0 (2.2)
onde:
wi j . . . . . . . . . . Peso da conexªo entre a unidade i e a unidade j
ext j . . . . . . . . . Valor da entrada externa para a unidade j
Assim, a Equaçªo 2.3 mostra a relaçªo característica da entrada de uma unidade i (neti)
considerando um modelo de uma rede IAC:
neti = exci ∗α+ inibi ∗ γ+ exti ∗ estr (2.3)
onde:
exci . . . . . . . . . Valor das entradas excitatórias para a unidade i
inibi . . . . . . . . Valor das entradas inibitórias para a unidade i
exti . . . . . . . . . Valor da entrada externa para a unidade i
α . . . . . . . . . . . Gradua a força das entradas excitatórias
γ . . . . . . . . . . . Gradua a força das entradas inibitórias
estr . . . . . . . . . Gradua a força das entradas externas
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A cada nova entrada calculada, obtØm-se uma mudança nas ativaçıes desta unidade i. O
resultado desta alteraçªo Ø obtido atravØs das Equaçıes 2.4 e 2.5, que sªo as equaçıes de
atualizaçªo das ativaçıes yi. Considerando que neti > 0, entªo:
∆yi = (max− yi)neti−decay(yi− rest), para neti > 0 (2.4)
onde:
yi . . . . . . . . . . . Ativaçªo para a unidade i
neti . . . . . . . . . . Entrada para a unidade i
max . . . . . . . . . MÆximo valor de ativaçªo para a unidade
decay . . . . . . . Taxa de decaimento
rest . . . . . . . . . Nível de ativaçªo de repouso
Por outro lado, para neti ≤ 0, a equaçªo se torna:
∆yi = (yi−min)neti−decay(yi− rest), para neti ≤ 0 (2.5)
onde:
yi . . . . . . . . . . . Ativaçªo para a unidade i
neti . . . . . . . . . Entrada para a unidade i
min . . . . . . . . . Mínimo valor de ativaçªo para a unidade
decay . . . . . . . Taxa de decaimento
rest . . . . . . . . . Nível de ativaçªo de repouso
A saída de uma unidade i (oi) nªo Ø necessariamente idŒntica ao seu valor de ativaçªo
(yi). O valor de oi Ø dado pela Equaçªo 2.6.
oi =
{
yi, se neti > 0
0, se neti ≤ 0
(2.6)
onde:
yi . . . . . . . . . . . Valor de ativaçªo para a unidade i
neti . . . . . . . . . Entrada da unidade i
Com relaçªo às Equaçıes 2.4 e 2.5, pode-se concluir que:
• neti determina quando a ativaçªo da unidade incrementa ou decrementa;
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• se a ativaçªo de uma unidade Ø igual ao max, entªo a rede acredita na hipótese com-
pletamente;
• se a ativaçªo Ø igual a min, entªo a rede desacredita completamente na hipótese;
• se a ativaçªo Ø igual a rest, entªo a rede estÆ em um estado de repouso;
• os termos (max− yi) e (yi−min) dªo certeza que a ativaçªo da rede permanece entre
min e max, evitando que ela cresça ou diminua alØm destes limites;
• o termo −decay(yi− rest) força a ativaçªo a retornar ao valor de repouso na ausŒncia
de entradas externas.
Leva-se em consideraçªo, tambØm, no cÆlculo de neti, que os estímulos externos e os
estímulos excitatórios e inibitórios, vindos de unidades de dentro da rede, sªo ponderados
por valores representados por alguns dos parâmetros apresentados pela rede. Existem vÆrios
parâmetros no modelo IAC de Rumelhart e McClelland que podem ser controlados pelo
usuÆrio:
• min: Ativaçªo mínima. Nas simulaçıes realizadas por Rumelhart e McClelland, o seu
valor foi denido como -0,2;
• max: Ativaçªo mÆxima. Seu valor cou estabelecido como 1;
• rest: Nível de ativaçªo de repouso para o qual as ativaçıes tendem a estabelecer-se na
falta de uma entrada externa. O seu valor Ø -0,1;
• decay: Taxa de decaimento, que determina a força da tendŒncia de retorno ao nível de
ativaçªo de repouso. O seu valor nas simulaçıes Ø 0,1;
• estr: Representa a força das entradas externas. O seu valor foi denido como 0,4;
• α: Gradua a força das entradas excitatórias, sobre as unidades, provenientes de outras
unidades da rede;
• γ: Gradua a força das entradas inibitórias, sobre as unidades, provenientes de outras
unidades da rede.
Poder-se-ia pensar na possibilidade de atribuir valores separados especícos a estes parâ-
metros para cada unidade (o modelo original IAC nªo permite isso, fazendo com que cada
parâmetro afete toda a rede), mas este procedimento aumentaria, fortemente, a complexidade
do modelo, nªo originando nenhum benefício conhecido.
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Os valores propostos por Rumelhart e McClelland sªo, portanto, tomados como base em
simulaçıes realizadas, jÆ que eles nªo propuseram diretrizes para a seleçªo de tais parâme-
tros. Sabe-se que max, rest e min obedecem à seguinte relaçªo: max > 0 ≥ rest ≥ min.
O grÆco da Figura 2.2 mostra a relaçªo existente entre os parâmetros max, min, decay,
estr e rest.
Figura 2.2: Gráfico ilustrativo da ativação de um neurônio exposta ao decay.
Pode-se dizer que alguns dos parâmetros citados tŒm signicado biológico. Por exemplo,
a curva de decaimento (decay) Ø uma metÆfora do esquecimento dos seres humanos e o
parâmetro rest signica que, geralmente, nªo se tem esquecimento total [44].
Como a rede IAC Ø tambØm uma rede realimentada (com feedback), o tempo Ø discreto,
pois o processamento Ø dividido em seqüŒncia de passos, ou ciclos. Cada ciclo inicia-se
com todas as unidades possuindo um valor de ativaçªo, determinado no nal do ciclo prece-
dente, e os novos valores de ativaçªo sªo considerados somente em um novo ciclo. Entªo, o
processo de atualizaçªo de cada unidade Ø síncrono.
A Figura 2.3 apresenta uma rede IAC que contØm informaçªo sobre duas gangues rivais,
os Jets e os Sharks. A rede apresenta 7 grupos: um grupo para o nome dos membros da
gangue, um para a idade, um para a ocupaçªo, um para o estado civil, um para o nível
escolar, um para a gangue a qual pertencem e um que Ø o espelho do grupo de nomes,
responsÆvel por fazer a ligaçªo entre os ’conceitos’. Pode-se observar que a informaçªo
dentro do grupo Ø mutuamente exclusiva, ou seja, se uma pessoa Ø casada, ela nªo pode
ser solteira ao mesmo tempo. Entretanto, as relaçıes existentes entre ’valores’ de diferentes
grupos sªo completamente excitatórias. Este Ø um ponto importante na topologia apresentada
por esta rede e certamente representa uma limitaçªo ao uso das redes IAC, pois nªo sªo
muitos os problemas em que esta restriçªo pode ser atendida para todos os ’conceitos’, ou
grupos.
As conexıes indicam os ’valores’ de cada ’conceito’ que estªo relacionados entre si, para
cada membro da gangue. Na Figura 2.3, estªo indicadas as características relacionadas ao
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nome Art. Ele estÆ na faixa de 40 anos, Ø solteiro, Ø ladrªo, Ø membro da gangue dos Jets e
tem como escolaridade JH.
Figura 2.3: Rede IAC que modela o exemplo dos Jets & Sharks. Estão ressaltadas apenas algumas
conexões.
2.2 Rede Modelo ’A’
A arquitetura sugerida por De Azevedo [22] foi inspirada no modelo IAC proposto por
Rumelhart e McClelland, e foi desenvolvido de forma a solucionar as restriçıes de aplicabi-
lidade prÆtica do modelo IAC original. Um esquema Ø apresentado na Figura 2.4.
Neste modelo, o grupo escondido pode ou nªo ser utilizado, sendo esta a primeira dife-
rença com relaçªo ao modelo original, embora nªo usar o grupo escondido provoque uma
melhora nas respostas, tal como descrito em [22]. A ausŒncia do grupo escondido permite
que as conexıes ocorram entre quaisquer unidades de quaisquer grupos.
Outra diferença Ø que cada conexªo pode assumir qualquer valor real no intervalo [-1,1],
onde valores negativos representam inibiçªo e positivos, a excitaçªo. O valor absoluto dos
pesos representa a força da inuŒncia que existe entre dois neurônios. Dentro dos grupos,
os pesos sªo negativos, de tal forma que os neurônios competem entre si. Entre grupos, os
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Figura 2.4: Exemplo de uma rede Modelo ’A’.
valores dos pesos dependem da força das relaçıes entre cada ’propriedade’ de cada dife-
rente ’conceito’ e podem ser tanto positivos quanto negativos. As equaçıes e parâmetros do
modelo ’A’ sªo aqueles do modelo original de Rumelhart. O que este modelo pode perder
em inspiraçªo biológica e psicológica, características do modelo original de Rumelhart, ele
ganha em utilidade. Ou seja, ele pode ser aplicado a uma imensa gama de problemas que
nªo podem ser modelados utilizando-se a rede IAC original.
Em contrapartida, a utilizaçªo de valores reais para os pesos gera a questªo de como
ajustÆ-los para a soluçªo de um dado problema. Primeiramente, esse ajuste foi realizado
de forma similar a de um engenheiro de conhecimento, na implementaçªo de um Sistema
Especialista. Redes maiores, todavia, nªo se apresentam tªo robustas, indicando que este
procedimento nªo Ø adequado. MØtodos de tentativa e erro foram utilizados em [34], im-
plicando em muito consumo de tempo para o projetista. Ou seja, surge a necessidade do
desenvolvimento de um algoritmo de treinamento que realize o ajuste adequado dos pesos
sinÆpticos.
2.3 Aprendizado em Redes IAC
Devido às suas características intrínsecas, as redes IAC apresentam diferentes dicul-
dades a um projetista, em comparaçªo com os modelos mais conhecidos, no momento da
implementaçªo da soluçªo de um problema.
No caso das redes mais conhecidas, o projetista utiliza uma topologia prØ-determinada e
ajusta os pesos atravØs de um algoritmo de treinamento, sendo esta a parte central do pro-
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blema. Para exemplicar, Ø considerada uma rede feedforward. Para denir qual topologia
deve ser utilizada (que forneça, ao menos, um resultado razoÆvel) nªo hÆ diculdades, jÆ
que o nœmero de entradas e saídas Ø denido pelo problema. Com relaçªo à camada in-
termediÆria, sabe-se que uma œnica camada resolve a maioria dos problemas, residindo a
maior diculdade na escolha do nœmero de neurônios desta camada. No entanto, hoje em
dia, existem vÆrias heurísticas para resolver esta questªo [45]. JÆ quanto ao treinamento, o
desenvolvimento Ø mais complicado.
Continuando com o exemplo do modelo feedforward, sabe-se que existem diversos algo-
ritmos prontos para realizar o treinamento deste tipo de rede. Um desses algoritmos, talvez
o mais conhecido hoje, Ø o backpropagation [17]. PorØm, mesmo com a topologia da rede
pronta e o algoritmo de aprendizado escolhido, hÆ uma sØrie de parâmetros a serem ajusta-
dos adequadamente como, por exemplo, a taxa de aprendizado e o termo Momentum. Existe
tambØm o problema do conjunto de treinamento, ou seja, deve existir um conjunto de exem-
plos para realizar o treinamento da rede que seja representativo do problema e em nœmero
suciente, cuja obtençªo nªo se constitui, necessariamente, em tarefa trivial.
JÆ no paradigma IAC, o centro do problema, e, certamente, sua maior diculdade, estÆ
em se encontrar uma topologia que represente adequadamente o problema em questªo, e nªo
no ajuste de pesos, jÆ que este passo nªo existe para estas redes. Em outras palavras, como
nªo existe fase de aprendizado, a tarefa do projetista se traduz, exclusivamente, em denir
uma topologia que represente o problema, ou seja:
• denir quais sªo os ’conceitos’ envolvidos no problema, sendo que cada um deles, no
momento da implementaçªo, serÆ representado por um grupo visível;
• denir todos os possíveis ’valores’ para cada conceito e, a seguir, representar cada um
destes valores atravØs de um neurônio dentro do grupo;
• denir todas as possíveis relaçıes existentes entre cada um dos ’valores’ dos diferentes
’conceitos’ e, a seguir, denir o grupo escondido atravØs do qual todas as ligaçıes serªo
realizadas;
• fazer as ligaçıes entre todos os neurônios de todos os grupos, utilizando-se de um dos
trŒs pesos permitidos, baseado nas relaçıes que foram denidas entre os ’valores’ dos
diferentes ’conceitos’.
Esta sØrie de passos nªo seria um problema por demais complicado, se o modelo original
de Rumelhart nªo apresentasse as restriçıes mencionadas. Exemplicando, no caso dos Jets
& Sharks, ao mesmo tempo em que uma pessoa só pode ter um estado civil possível, como
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casado, a relaçªo do neurônio, que representa a pessoa no grupo escondido, com o neurônio
correspondente a casado tem valor +1, pois a pessoa Ø ou nªo Ø casada.
Nªo seria, portanto, possível representar os sintomas relacionados a alguma patologia, jÆ
que uma mesma doença pode apresentar diferentes sintomas. Mais ainda, um sintoma pode
ter relaçªo maior ou menor com um determinado diagnóstico.
Como exemplo, pode-se citar o trabalho implementado por Saldías [34], que trata de In-
teligŒncias Mœltiplas, para a adaptaçªo de interfaces. Segundo a referida teoria de Howard
Gardner [46], existem diferentes tipos de InteligŒncia (musical, lingüística, lógico-matemÆti-
ca, espacial, corporal-cinestØsica, interpessoal, intrapessoal e ecológica), e uma mesma pes-
soa poderia apresentar mais de uma inteligŒncia com diferentes graus. Este problema seria
impossível de resolver utilizando-se o modelo tradicional, jÆ que as características nªo sªo
mutuamente excludentes. Por este motivo, foi utilizada o modelo ’A’, que utiliza pesos reais.
Uma questªo que Ø levantada, a partir do momento que se decide utilizar valores reais
para as conexıes, Ø se nªo poderiam ser utilizadas arquiteturas mais conhecidas, possuidoras
de algoritmos de aprendizado bem estabelecidos, para a representaçªo do problema. Pode-se
dizer que a resposta para este questionamento Ø negativa, jÆ que a rede IAC apresenta carac-
terísticas que nªo sªo comuns a outras redes, tais como a bidirecionalidade nas conexıes e
organizaçªo em grupos.
Em trabalhos como o de Burton [47, 48] foram introduzidas modicaçıes na rede IAC
original, criando uma nova topologia com pesos reais para as conexıes. Para treinar es-
tas conexıes, foi utilizada a regra de Hebb. Os pontos principais que se observam neste
novo modelo Ø que ele continua usando conceitos com valores mutuamente exclusivos e as
conexıes, que tŒm pesos reais, passam a ser unidirecionais, fazendo com que o modelo perca
uma das características mais interessantes do modelo original.
A partir do que foi exposto, pode-se observar que a rede criada por Rumelhart tem ca-
racterísticas bastante interessantes, mas tambØm apresenta sØrias restriçıes. O objetivo desta
Tese Ø, aproveitando as características do modelo de Rumelhart e o conceito de conexıes
reais introduzidos nas redes Modelo ’A’, desenvolver propostas de algoritmos de apren-
dizado, conciliando as características positivas da rede, e, ao mesmo tempo, tentando re-
solver as restriçıes que estes modelos impıem.
2.4 Propriedades das Redes IAC
A rede IAC apresenta algumas propriedades que sªo comuns a alguns modelos de RNA.
Entre elas, pode-se citar [49]:
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• Endereçabilidade por conteœdo: habilidade de acessar informaçıes dado qualquer um
dos componentes do fato ou episódio. Esta propriedade permite o acesso à informaçªo
apesar de descriçıes com erros. Torna-se dispensÆvel um endereço para recuperaçªo,
em contraposiçªo às mÆquinas Von Neuman, que necessitam de um endereço especí-
co para a recuperaçªo dos dados.
• Robustez em presença de ruído: habilidade de acessar informaçıes, mesmo com pre-
sença de informaçªo incompleta ou incorreta. Representa a capacidade do sistema de
continuar funcionando mesmo quando danicado, operando, desta forma, apenas com
dados parciais.
• Generalizaçªo: habilidade de generalizar a partir de um conjunto de exemplos. Uma
RNA pode, com base em um conjunto de exemplos previamente aprendidos, estabele-
cer um padrªo geral. Computacionalmente, esta Ø uma operaçªo difícil, mas que as
pessoas realizam rotineiramente.
• Associaçªo padrªo: habilidade de associar valores-padrªo plausíveis, caso um fato
fornecido nªo esteja armazenado na memória. Pode-se encontrar padrıes típicos ou
classes de indivíduos, embora nenhum indivíduo em especial instancie estes padrıes.
A propriedade nal a ser examinada Ø a habilidade da rede IAC de fornecer padrıes
plausíveis quando nªo conhece um pedaço da informaçªo, ou seja, associar valores
padrªo plausíveis para variÆveis desconhecidas. O sistema de memória humana faz
uso extensivo destes valores. Na rede IAC, o fornecimento de padrıes plausíveis Ø
muito próximo da generalizaçªo. Itens que sªo similares ao item alvo sªo usados para
extrapolar o que a informaçªo perdida nªo fornece.
Capítulo 3
Algoritmos Genéticos
A Computaçªo EvolucionÆria (CE) surgiu a partir da idØia de que os mecanismos de
evoluçªo, observados na natureza, poderiam inspirar ferramentas de otimizaçªo para proble-
mas de Engenharia e Computaçªo [50].
Este paradigma engloba diferentes mØtodos, sendo que os mais difundidos sªo os Algo-
ritmos GenØticos [51, 52], a Programaçªo EvolucionÆria [53] e as EstratØgias EvolucionÆrias
[54]. Todos eles tŒm em comum o uso dos chamados ’operadores genØticos’ (seleçªo, re-
produçªo ou cruzamento e mutaçªo) na evoluçªo de uma populaçªo de soluçıes, tal como
na evoluçªo de populaçıes reais, observadas na natureza [55]. No caso deste trabalho, a fer-
ramenta de interesse sªo os Algoritmos GenØticos (AG), que sªo a tØcnica mais difundida,
entre aquelas pertencentes a CE. Os AG foram propostos por Holland [52], e sªo utilizados
em diversas Æreas da Engenharia ElØtrica, como por exemplo, Telecomunicaçıes, Eletrônica,
Sistemas ElØtricos de PotŒncia e Mecatrônica e Controle [56].
Em Æreas como Engenharia e Computaçªo, hÆ uma sØrie de problemas para os quais nªo
existe uma soluçªo satisfatória, principalmente, aqueles que envolvem otimizaçªo [57]. Sªo
problemas que apresentam um espaço de busca muito amplo, e, portanto, os mecanismos
de busca tradicionais nªo sªo capazes de encontrar uma soluçªo razoÆvel, em um tempo
razoÆvel. Nestes casos, pode-se empregar, entre outras tØcnicas, os AG, que permitem que
vÆrias soluçıes pertencentes ao espaço de busca sejam pesquisadas simultaneamente [58].
Os AGs podem, desta forma, ser aplicados em problemas complexos de otimizaçªo: pro-
blemas com diversos parâmetros ou características que precisam ser combinadas em busca
da melhor soluçªo; problemas com muitas restriçıes ou condiçıes que nªo podem ser re-
presentadas matematicamente; e problemas com grandes espaços de busca [59]. AlØm de
problemas de otimizaçªo, outros que tŒm utilizado AGs sªo [50]:
• Ecologia: AGs tŒm sido usados para modelar fenômenos ecológicos;
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• Sistemas Imunes: AGs tŒm sido usados para modelar vÆrios aspectos de sistemas
imunes naturais;
• Aprendizagem de máquina: AGs tŒm sido usados em muitas aplicaçıes de apren-
dizado de mÆquina, incluindo tarefas de prediçªo e classicaçªo.
Uma das principais razıes para o sucesso dos AGs reside na sua capacidade de explorar
vÆrios pontos do espaço de busca de forma simultânea e adaptativa. Isto permite que a
informaçªo acumulada sobre um espaço de busca desconhecido seja utilizada de maneira a
induzir pesquisas subsequentes, dentro de subespaços œteis [60].
Os AGs tŒm uma nomenclatura baseada naquela usada pela biologia, conforme apresenta
a Tabela 3.1 [50]. Um cromossomo, ou indivíduo, Ø composto por uma sequŒncia de genes,
sendo que em cada gene existe um valor, pertencente ao alfabeto sendo utilizado, que re-
presenta o alelo. A Figura 3.1 mostra uma possibilidade de indivíduo, utilizando um alfabeto
binÆrio A = {0,1}.
Tabela 3.1: Nomenclatura utilizada pelos AGs.
Termo Significado
Cromossomo Indivíduo (string)
Gene Cada elemento que compıe o indivíduo
Alelo Valor de cada gene
Loco Posiçªo do gene no cromossomo
Genótipo Soluçªo candidata (i)
Fenótipo Valor de aptidªo para a soluçªo ( f (i))
Geraçªo Ciclo
Figura 3.1: Nomenclatura associada a um AG.
Um AG simples tem os passos mostrados na Figura 3.2. A partir de um problema que se
quer resolver, dene-se a representaçªo a ser utilizada. Depois disso, gera-se uma populaçªo
inicial, onde cada indivíduo representa uma possível soluçªo para o problema. Para cada
indivíduo i, Ø calculado o seu valor de aptidªo f (i). Com base neste valor, realiza-se a
seleçªo, escolhendo-se os indivíduos sobre os quais sªo aplicados os operadores genØticos.
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Os indivíduos selecionados sªo cruzados dois a dois, trocando material genØtico entre si. E,
nalmente, seleciona-se alguns indivíduos para sofrerem mutaçıes.
Figura 3.2: Esquema geral de um Algoritmo Genético.
Estes passos sªo executados, atØ que a populaçªo satisfaça um critØrio de tØrmino, que
pode ser um valor de aptidªo a ser alcançado, ou entªo, um nœmero mÆximo de geraçıes.
A partir de uma populaçªo P, composta pelos indivíduo I1, ..., ITP, onde T P Ø o nœmero de
indivíduos na populaçªo, a cada ciclo do AG, Ø gerada uma nova populaçªo intermediÆria,
P′, composta por indivíduos gerados pelos processos de cruzamento e mutaçªo, e tambØm
por indivíduos vindos diretamente da populaçªo anterior. Cada um destes passos Ø avaliado
mais detalhadamente nas próximas seçıes.
3.1 Representação
A representaçªo Ø uma característica de extrema importância, na aplicaçªo de AGs em
problemas reais, jÆ que estes manipulam os indivíduos, que sªo as variÆveis codicadas,
e nªo as variÆveis propriamente ditas. Portanto, o esquema de representaçªo pode limitar a
visªo que o AG tem a respeito do problema, implicando que uma boa deniçªo Ø fundamental
para seu desempenho [61].
Desta forma, a codicaçªo Ø feita de acordo com o problema em questªo, onde cada
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variÆvel deve ser discretizada e representada por um conjunto de genes, e o conjunto de
variÆveis codicadas forma o indivíduo [56]. Para decidir a representaçªo a ser utilizada,
deve se ter bem denido o problema a ser resolvido, ou seja, quais as variÆveis que devem
ser encontradas e qual a precisªo necessÆria que estas devem apresentar.
Dependendo da natureza do problema, Ø necessÆrio escolher um alfabeto para a represen-
taçªo, alØm de denir quantos genes sªo utilizados para representar cada variÆvel. Com estas
informaçıes, dene-se como Ø composto o indivíduo, que tem um tamanho T I. Na maioria
das aplicaçıes com AG, T I Ø mantido constante ao longo de todo o processo evolucionÆrio.
Entre os alfabetos possíveis de serem utilizados em um AG, o binÆrio Ø aquele que tem
sido extensivamente utilizado nas mais diversas aplicaçıes. Esta tem sido a representaçªo
dominante, com tamanho xo, pois resultados teóricos mostram que sªo efetivas e tŒm re-
presentaçªo simples [61]. Por intermØdio deste alfabeto, cada gene pode assumir exclusiva-
mente os valores 0 ou 1.
A representaçªo binÆria oferece algumas vantagens, tais como simplicidade, facilidade na
manipulaçªo dos indivíduos atravØs dos operadores genØticos, facilidade de ser transformada
em inteiro ou real, e ainda, facilidade na prova de alguns teoremas. Todavia, em alguns
problemas, Ø necessÆrio um alfabeto de representaçªo com mais símbolos, jÆ que este deve
ser capaz de representar todo o espaço de busca que se deseja investigar.
Apesar da representaçªo binÆria ser a mais difundida, sabe-se que as características dos
AGs sªo aproveitÆveis, tambØm, para representaçıes nªo binÆrias. Entre outros alfabetos
mais comuns, tŒm-se:
• Alfabeto Inteiro: Cada gene pode assumir qualquer valor inteiro. Algumas aplicaçıes,
que utilizam este tipo de representaçªo, podem ser encontrados em [62, 63, 64, 65, 66,
67].
Exemplicando, em [62], Ø mostrado uma aplicaçªo em classicaçªo, onde hÆ N
padrıes a serem classicados em K grupos. Na representaçªo do indivíduo, Ø uti-
lizado valores inteiros, onde o tamanho do cromossomo Ø igual ao nœmero de padrıes
N. Assim, cada gene contØm um nœmero inteiro que varia de 1 a K, indicando o grupo
k ao qual o padrªo n pertence. Uma vantagem, neste tipo de representaçªo, estÆ rela-
cionada ao fato de que a representaçªo binÆria pode gerar valores invÆlidos, a menos
que K seja uma potŒncia de dois. Utilizando-se a representaçªo inteira, este tipo de
problema nªo ocorre.
• Alfabeto Real: Os AGs que utilizam esta representaçªo sªo conhecidos por Algoritmos
GenØticos com Codicaçªo Real (AGCR) [61], onde cada gene pode assumir um valor
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real. Alguns estudos apontam que a representaçªo por nœmeros reais (ponto utuante)
oferece melhor desempenho do que aquele fornecido pela binÆria [59].
Os AGCR sªo utilizados, entre outros, em problemas de otimizaçªo com variÆveis
contínuas. Os estudos com este tipo de representaçªo iniciaram em 1991, e jÆ existem
diversas aplicaçıes que a utilizam [61, 68, 69, 70, 71, 72].
Existem, tambØm, outros alfabetos sendo utilizados, como o alfabeto com símbolos [73],
entre outros.
As deniçıes feitas para a codicaçªo sªo utilizadas para realizar a decodicaçªo do cro-
mossomo, quando se realiza a sua transformaçªo na soluçªo real para o problema [59]. Em
alguns casos, cada gene jÆ representa uma variÆvel, nªo sendo necessÆrio realizar nenhuma
transformaçªo. Entretanto, quando um conjunto de genes representa uma œnica variÆvel,
o que Ø comum quando se usa alfabeto binÆrio, este conjunto deve ser transformado para
um nœmero inteiro ou real, de acordo com o especicado pela representaçªo. Esta transfor-
maçªo Ø dependente do alfabeto que se utiliza, e da forma real como as variÆveis devem ser
apresentadas.
3.2 Inicialização da População
Após ser feita a deniçªo de como Ø composto o indivíduo, Ø necessÆrio gerar uma po-
pulaçªo inicial P0, que pode ser obtida aleatoriamente. É interessante que esta populaçªo
tenha indivíduos com diferentes graus de aptidªo. Todavia, o usuÆrio, com base em seus
conhecimentos prØvios, pode estabelecer limites, fazendo com que os valores gerados quem
mais próximos da soluçªo desejada [45].
Em problemas de otimizaçªo de larga-escala, por exemplo, a populaçªo inicial pode in-
corporar conhecimento a priori sobre soluçıes. Quando se conhece bem o problema e sabe-
se em que intervalo pode estar contida a resposta, a populaçªo pode ser gerada diretamente
dentro deste intervalo e os elementos podem ser distribuídos uniformemente, fazendo com
que a convergŒncia seja mais rÆpida. Este procedimento nªo deve restringir drasticamente a
diversidade da populaçªo, ou entªo, a convergŒncia prematura pode ocorrer [74].
O nœmero de elementos na populaçªo constitui um dos parâmetros do AG, nªo existindo
uma regra para dení-lo. Um parâmetro que pode ser utilizado Ø o tamanho do cromossomo,
sendo que quanto maior este tamanho, maior deve ser o tamanho da populaçªo, para que esta
seja representativa do conjunto de soluçıes possíveis.
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Um nœmero maior de elementos da populaçªo fornece uma cobertura representativa do
domínio do problema, e previne convergŒncias prematuras para soluçıes locais, ao invØs de
globais. Portanto, aumenta a possibilidade da soluçªo ótima estar entre estes elementos e a
possibilidade de convergŒncia. No entanto, Ø necessÆria uma maior capacidade de processa-
mento, ou, entªo, um tempo maior para que o algoritmo busque a soluçªo.
Entretanto, um nœmero menor de indivíduos, apesar de exigir menos recursos computa-
cionais, faz com que a probabilidade de convergŒncia seja reduzida, resultando em uma
baixa de desempenho, jÆ que a populaçªo pode fornecer uma pequena cobertura do espaço
de busca do problema, com uma distribuiçªo ruim das soluçıes. Na maioria das aplicaçıes,
o tamanho da populaçªo Ø mantido constante ao longo das geraçıes.
3.3 Avaliação da População
Um elemento de extrema importância para o AG Ø a funçªo de tness, que Ø responsÆvel
por atribruir, a cada indivíduo da populaçªo, um valor que fornece uma medida do quanto
este Ø apto para resolver o problema. Isto Ø, dado um indivíduo particular, que representa uma
soluçªo, a funçªo de tness retorna uma aptidªo numØrica simples, que deve ser proporcional
à utilidade ou adaptaçªo da soluçªo que aquele indivíduo representa [50]. O cÆlculo do tness
Ø um ponto crítico para o algoritmo, jÆ que, em œltima anÆlise, Ø esta funçªo que estÆ sendo
otimizada [56]. Por exemplo, quando se quer encontrar o valor que maximiza uma funçªo, o
próprio valor da funçªo para aquele indivíduo pode ser considerado o seu tness [75].
Esta funçªo, para o AG, funciona como uma caixa preta, jÆ que a forma como ela Ø gerada
nªo importa, sendo utilizado apenas o valor nal que ela produz. A funçªo Ø dependente do
problema e deve incorporar as restriçıes existentes.
Normalmente, ao início do AG, os indivíduos se localizam espalhados no espaço de
busca. Por meio da funçªo de tness, à medida que a pesquisa evolui, valores particulares
para cada gene iniciam a dominar a populaçªo. Assim, a variaçªo na faixa de tness diminui,
à medida que a populaçªo converge.
Alguns problemas que podem resultar de uma funçªo de tness ruim, ou entªo, de uma
mÆ distribuiçªo no espaço de busca, sªo a convergŒncia prematura e o tØrmino lento (slow
nishing) [74].
CONVERGÊNCIA PREMATURA
Ocorre quando genes de alguns poucos indivíduos, com alto valor de tness, comparati-
vamente, podem rapidamente vir a dominar a populaçªo, causando a convergŒncia para um
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mÆximo local. Uma vez que a populaçªo tenha convergido, a habilidade do AG de continuar
pesquisando por melhores soluçıes ca bem restrita. Isto pode ocorrer devido à populaçªo
reduzida ou à mÆ distribuiçªo da populaçªo em torno do ponto subótimo. Ou seja, um indiví-
duo próximo de um ótimo local possui um valor de adaptaçªo superior aos demais indivíduos
da populaçªo. Com isso, o processo de seleçªo farÆ com que este indivíduo tenha grandes
chances de dominar a próxima geraçªo e assim sucessivamente, se nªo aparecerem outros
indivíduos com melhores valores de adaptaçªo [45].
TÉRMINO LENTO
É o problema oposto à convergŒncia prematura. Depois de muitas geraçıes, a populaçªo
quase convergiu, mas Ø ainda possível que o mÆximo global nªo tenha sido encontrado. O
tness mØdio Ø alto, e a diferença entre o melhor e o indivíduo mØdio Ø pequena. Portanto,
nªo hÆ variância suciente nos valores das funçıes de tness, para localizar o mÆximo.
3.4 Seleção
Mais que os outros operadores, a seleçªo Ø responsÆvel por determinar as características
de convergŒncia do AG. De um lado, tem por objetivo guiar a populaçªo em busca dos
melhores indivíduos, e por outro, manter a alta diversidade genotípica da populaçªo. É
atravØs da seleçªo que se escolhe quais indivíduos irªo participar da geraçªo de uma nova
populaçªo, por meio do tness calculado para cada elemento. Indivíduos com maior grau de
tness tŒm maiores chances de participar desta nova populaçªo, enquanto indivíduos menos
adaptados tŒm mais chances de desaparecerem [75].
Para cada indivíduo i pertencente à P, a probabilidade Ps(i) de incluir a cópia de tal indi-
víduo dentro de P′ Ø calculada [61]. Um mØtodo bastante conhecido para realizar esta seleçªo
Ø o mØtodo da roleta ponderada, que considera uma roleta em que cada casa representa um
indivíduo. O tamanho desta casa Ø proporcional ao seu valor de tness, ou seja, indivíduos
com maior valor de aptidªo possuem uma casa maior, tendo, portanto, maiores chances de
serem escolhidos [45]. Neste caso, Ps(i), que indica a probabilidade do indivíduo i pertencer
a populaçªo P′, Ø calculada de acordo com a Equaçªo 3.1 [61].
Ps(i) =
f (i)
∑TPj=1 f ( j)
(3.1)
onde:
f (i) . . . . . . . . . Valor de aptidªo do indivíduo i
T P . . . . . . . . . Nœmero de indivíduos da populaçªo
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Assim, indivíduos com aptidªo acima da mØdia tendem a receber mais cópias que aquelas
com aptidªo abaixo da mØdia. A Figura 3.3 mostra um exemplo de aplicaçªo da roleta
ponderada. O indivíduo I1 tem valor de aptidªo de 2,23. Neste caso, a sua aptidªo relativa,
ou normalizada, Ø 0,14. JÆ o indivíduo I2 tem aptidªo relativa de 0,47, ou seja, ele tem maior
probabilidade de ser escolhido para fazer parte da próxima geraçªo.
Figura 3.3: Exemplo de aplicação de roleta ponderada.
Existem outros mØtodos para realizar a seleçªo, tais como a seleçªo elitista e a seleçªo
proporcional [57, 76]. Existe tambØm a seleçªo por classicaçªo (rank selection) [77]. Neste
mØtodo, classica-se a populaçªo em ordem crescente de aptidªo e, em seguida, cada indi-
víduo recebe um valor de acordo com esta classicaçªo. O pior assume valor 1, o segundo
pior assume valor 2, e assim sucessivamente. O melhor cromossomo assume valor T P, que
corresponde ao nœmero de indivíduos da populaçªo. A probabilidade de um indivíduo ser
selecionado para a etapa seguinte de cruzamento cresce em funçªo de sua classicaçªo. Este
mØtodo pode apresentar convergŒncia muito lenta, uma vez que os melhores indivíduos estªo
sempre próximos de seus concorrentes com menor aptidªo.
3.5 Cruzamento
O cruzamento e a mutaçªo sªo os operadores genØticos aplicados aos elementos escolhi-
dos pelo mØtodo de seleçªo. Juntamente com a seleçªo, esta etapa de manipulaçªo Ø que dÆ
origem a uma nova populaçªo, que pode, ou nªo, ser mais apta que a anterior.
O cruzamento ocorre entre dois indivíduos diferentes, que trocam entre si fragmentos de
cromossomos, e estÆ exemplicado na Figura 3.4. Neste gura, Ø denido um ponto de corte
que pode ou nªo ser aleatório e, neste ponto, os fragmentos de cromossomo sªo trocados.
Este Ø um exemplo bÆsico de como pode ocorrer o cruzamento.
Existem diversas formas de cruzamento, alØm da que envolve um œnico ponto. Em [78],
pode-se encontrar referŒncias para estudos realizados com relaçªo ao cruzamento, onde se
investiga a efetividade do cruzamento de mœltiplos pontos, concluindo que cruzamento de
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Figura 3.4: Exemplo de aplicação do operador de cruzamento, realizado em um único ponto.
dois pontos dÆ um incremento na efetividade, mas que mais pontos alØm disso reduz a per-
formance do AG.
No cruzamento de dois pontos, pode-se considerar o indivíduo circular ou nªo. A Figura
3.5 traz dois indivíduos pais, e mostra, tambØm, os lhos resultantes, quando usando o cruza-
mento de dois pontos, sem considerar o indivíduo circular e considerando o indivíduo circu-
lar.
Figura 3.5: Exemplos de cruzamentos de dois pontos, considerando ou não o indivíduo circular.
Outra tØcnica de cruzamento Ø o cruzamento uniforme. Neste tipo de cruzamento, que
difere bastante do cruzamento de um ponto, uma mÆscara de cruzamento Ø gerada de forma
aleatória. Esta Ø composta de 0’s e 1’s, e tem o mesmo tamanho do indivíduo. Para formar
o primeiro lho, onde existe um 1 na mÆscara de cruzamento, o gene Ø copiado do primeiro
pai, e onde existe 0 na mÆscara, o gene Ø copiado do segundo pai. No caso do segundo
lho, os pais sªo trocados e o mesmo processo Ø realizado. Uma nova mÆscara Ø gerada
aleatoriamente para cada par de pais. O nœmero de pontos de cruzamento efetivos nªo Ø xo,
mas ca na mØdia de T I/2, onde T I Ø o tamanho do indivíduo [78].
3. Algoritmos GenØticos 32
3.6 Mutação
A mutaçªo corresponde a escolher um gene do cromossomo e mudar o seu valor para
um outro possível, pertencente ao alfabeto sendo considerado. No caso binÆrio, o valor pode
ser mutado para 1, caso seja 0, e vice-versa. A mutaçªo estÆ exemplicada na Figura 3.6,
onde o gene a ser modicado Ø escolhido aleatoriamente. A chance de ocorrer mutaçªo Ø
dependente de uma taxa de mutaçªo T M, denida ao início da execuçªo do AG.
Figura 3.6: Exemplo de aplicação do operador de mutação, quando utilizando alfabeto binário.
A mutaçªo Ø um operador importante jÆ que [55]:
• É necessÆria para a introduçªo e manutençªo da diversidade genØtica da populaçªo;
• Fornece meios para introduçªo de novos elementos na populaçªo;
• Assegura que a probabilidade de se chegar a um ponto do espaço de busca nunca serÆ
zero;
• Contorna o problema de mínimos locais, pois altera levemente a direçªo da busca.
3.7 Parâmetros
No início do AG, sªo denidos os parâmetros que indicam em que probabilidade ocorrem
o cruzamento e a mutaçªo, que sªo a taxa de cruzamento TC, e a taxa de mutaçªo T M.
Espera-se que a probabilidade de ocorrer cruzamento seja bem maior que a probabilidade de
ocorrer mutaçªo, assim como na natureza. Quando se dene uma probabilidade de mutaçªo
muito alta, o mØtodo se transforma em uma busca aleatória, e com uma taxa baixa, previne-
se que uma dada posiçªo que estagnada em um valor, alØm de possibilitar que se chegue
em qualquer ponto do espaço de busca.
No caso da probabilidade de cruzamento muito baixa, pode acontecer de demorar muito
tempo para se encontrar o valor ótimo. E com uma taxa maior, mais rapidamente novas
estruturas serªo introduzidas na populaçªo, mas estruturas com boas aptidıes poderªo ser
retiradas mais rapidamente. Deve ser encontrado um equilíbrio entre estes dois parâmetros,
de maneira a garantir um bom desempenho para o AG.
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3.8 Condições de Término
O ideal seria que, assim que se encontrasse o ótimo global, o algoritmo encerrasse a
execuçªo. Isto, porØm, nªo ocorre. Pode-se usar como critØrio de parada o nœmero de
geraçıes ou um tempo limite de processamento, ou seja, mesmo que na populaçªo inicial
se encontre o valor que maximize a funçªo, ainda assim o AG nªo nalizarÆ o processo de
busca. Normalmente, costuma-se memorizar o indivíduo mais adaptado, independentemente
deste fazer parte da populaçªo atual ou nªo. Ao nal, este serÆ o resultado esperado [75].
3.9 Características
O algoritmo apresentado Ø uma forma simples de AG, sendo que existem muitas
variaçıes, como o algoritmo conhecido por ’Algoritmo GenØtico de Vasconcelos’ [36].
Existem, tambØm, estudos com AGs paralelos [79, 80, 81, 82].
Os operadores genØticos citados sªo os mais populares. Existem, porØm outros ope-
radores, e entre eles pode-se citar a inversªo, epístase, entre outros [78, 83, 84, 85].
Os AGs sªo facilmente adaptÆveis a inœmeras classes de problemas, sªo robustos e sªo
fÆceis de hibridizar com outras tØcnicas. AlØm disto, exploram satisfatoriamente espaços de
busca de grande dimensionalidade, assim como manipulam com certa facilidade um grande
nœmero de restriçıes [56].
O processo criativo e inovador implementado por AGs Ø facilmente compreensível: a
partir de um conjunto de possíveis soluçıes para um problema, seleciona-se as melhores,
aproveitando as suas características de interesse, recombinando-as, adaptando-as e gerando-
se novas soluçıes [56].
Em relaçªo aos mØtodos de busca convencionais, os AG diferem nos seguintes pontos
[55]:
• O risco de se encontrar uma soluçªo que seja um mínimo local Ø reduzida, jÆ que a
busca Ø feita sobre um conjunto de pontos e nªo apenas um œnico;
• O œnico conhecimento necessÆrio Ø a funçªo custo do problema, jÆ que os AG realizam
uma busca cega;
• Sªo utilizados operadores estocÆsticos e nªo regras determinísticas para guiar uma
busca altamente exploratória e estruturada, onde as informaçıes das geraçıes
anteriores sªo utilizadas para direcionar a busca.
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De forma resumida, algumas das razıes para o sucesso dos AGs sªo:
• AGs podem resolver problemas difíceis de forma rÆpida e conÆvel;
• AGs sªo fÆceis de adaptar para modelos e simulaçıes existentes;
• AGs sªo fÆceis de hibridizar;
• AGs podem nªo garantir uma soluçªo ótima, mas garantem boas soluçıes de forma
rÆpida.
AlØm disso, os AGs vŒm sendo utilizados com sucesso no treinamento de diversos tipos
de redes, fazendo surgir a hipótese de que poderia ser usado, tambØm, para encontrar os
pesos de uma rede modelo ’A’.
Capítulo 4
Estudos de Caso
Para a realizaçªo dos testes, sªo utilizados trŒs problemas: Jets & Sharks, Diagnóstico
Diferencial de Hepatite e Diagnóstico Diferencial em Reumatologia. O conhecimento sobre
eles foi delimitado, e redes modelo ’A’ foram utilizadas para representÆ-los. No caso dos Jets
& Sharks, o problema foi implementado utilizando, tambØm, uma rede IAC original. A partir
dos modelos completos, foram criadas redes menores, variando tanto o nœmero de grupos,
quanto os neurônios utilizados. Isto foi feito para permitir um melhor acompanhamento dos
resultados fornecidos pela metodologia sendo implementada.
4.1 O Exemplo dos Jets & Sharks
O primeiro exemplo escolhido para a realizaçªo dos testes foi o problema dos Jets &
Sharks. É um toy problem utilizado em [42], para ilustrar o funcionamento das redes IAC, e
traz informaçıes gerais sobre indivíduos pertencentes a duas gangues rivais. Todos os ’con-
ceitos’ envolvidos no problema tŒm ’valores’ mutuamente exclusivos, e as relaçıes entre
diferentes ’valores’ de diferentes ’conceitos’, quando existem, sªo totais. Estas característi-
cas tornam este exemplo ideal para ser implementado pela rede IAC, que Ø considerada como
um padrªo-ouro para avaliaçªo das propostas de treinamento para redes modelo ’A’. Assim,
se espera que uma rede modelo ’A’, que teve seus pesos encontrados por meio das propostas
apresentadas, forneça resultados tªo bons para este problema quanto aqueles fornecidos pela
implementaçªo usando a rede original de Rumelhart.
A Tabela 4.1 traz a informaçªo a respeito dos 27 indivíduos pertencentes às duas gangues.
Para cada indivíduo sªo informados o nome, a gangue a qual pertencem, a faixa etÆria, a
escolaridade, o estado civil e a prossªo exercida. Por exemplo, o indivíduo com nome
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Art, pertence à gangue dos Jets, estÆ na faixa etÆria dos 40 anos, tem ensino fundamental
completo, Ø solteiro e Ø assaltante.
Tabela 4.1: Conhecimento sobre o problema dos Jets & Sharks.
Nomes Gangue Faixa Etária Escolaridade Estado Civil Profissão
Art Jets 40 JH Single Pusher
Al Jets 30 JH Married Burglar
Sam Jets 20 College Single Bookie
Clyde Jets 40 JH Single Bookie
Mike Jets 30 JH Single Bookie
Jim Jets 20 JH Divorced Burglar
Greg Jets 20 HS Married Pusher
John Jets 20 JH Married Burglar
Doug Jets 30 HS Single Bookie
Lance Jets 20 JH Married Burglar
George Jets 20 JH Divorced Burglar
Pete Jets 20 HS Single Bookie
Fred Jets 20 HS Single Pusher
Gene Jets 20 College Single Pusher
Ralph Jets 30 JH Single Pusher
Phil Sharks 30 College Married Pusher
Ike Sharks 30 JH Single Bookie
Nick Sharks 30 HS Single Pusher
Don Sharks 30 College Married Burglar
Ned Sharks 30 College Married Bookie
Karl Sharks 40 HS Married Bookie
Ken Sharks 20 HS Single Burglar
Earl Sharks 40 HS Married Burglar
Rick Sharks 30 HS Divorced Burglar
Ol Sharks 30 College Married Pusher
Neal Sharks 30 HS Single Bookie
Dave Sharks 30 HS Divorced Pusher
Para representar o conhecimento completo do problema, atravØs de uma rede modelo ’A’,
sªo necessÆrios 41 neurônios organizados em 6 grupos:
• o grupo ’nomes’ contØm 27 neurônios, correspondentes aos nomes dos indivíduos das
duas gangues;
• o grupo ’gangue’ contØm 2 neurônios, correspondentes às gangues as quais os indiví-
duos podem pertencer (Jets e Sharks);
• o grupo ’faixa etÆria’ contØm 3 neurônios, correspondentes às possibilidades de faixa
etÆria (20, 30, 40);
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• o grupo ’escolaridade’ contØm 3 neurônios, correspondentes aos níveis de escolaridade
possíveis (JH, HS, College);
• o grupo ’estado civil’ contØm 3 neurônios, correspondentes às possibilidades de estado
civil (single, married e divorced).
• o grupo ’prossªo’ contØm 3 neurônios, correspondentes às atividades exercidas den-
tro da gangue (pusher, burglar e bookie);
Quando se utiliza a rede IAC original, Ø necessÆrio denir, tambØm, qual Ø o grupo que
serÆ espelho para o grupo escondido. Neste caso, o grupo ’nomes’ Ø utilizado, jÆ que contØm
o maior nœmero de neurônios. É atravØs dele que sªo feitas as conexıes entre todos os outros
grupos. Quando se utiliza a rede modelo ’A’, o grupo escondido torna-se desnecessÆrio.
Por meio de uma rede IAC, tanto original, quanto modelo ’A’, pode-se recuperar infor-
maçªo geral e especíca a respeito de um problema. Se a rede Ø consultada para recuperar
a informaçªo a respeito de um indivíduo, diz-se que se quer recuperar informaçªo especíca
a respeito de uma entrada. Isto ocorre, por exemplo, quando se quer acessar a informaçªo
a respeito do indivíduo com nome Art. O neurônio pertencente ao grupo ’nomes’ referente
a Art Ø ativado, processa-se a rede e recupera-se sua faixa etÆria, prossªo, gangue, estado
civil e escolaridade. Neste caso, espera-se que apenas um neurônio de cada grupo esteja
ativo, jÆ que se trata de um problema com características mutuamente exclusivas.
Contudo, quando a rede Ø consultada para se saber quem sªo os indivíduos que possuem
determinada característica, ou quais outras características estªo associadas a ela, diz-se que
a rede deve generalizar uma determinada informaçªo. Isto ocorre, por exemplo, quando se
quer saber quem sªo os membros da gangue Jets, e quais características estªo mais presentes
nesta gangue. O neurônio do grupo ’gangue’, correspondente a Jets, Ø ativado e as infor-
maçıes associadas a este neurônio sªo recuperadas. Neste caso, pode ocorrer de mais de um
neurônio por grupo estar ativo, como no caso do grupo ’nomes’, onde espera-se que todos os
indivíduos pertencentes a gangue escolhida estejam ativos. Assim, sªo utilizados os termos
’entradas especícas’ e ’entradas gerais’ para referenciar as situaçıes acima descritas.
Foram elaborados, tambØm, exemplos resumidos, baseados no completo, contendo ape-
nas parte da informaçªo. Um dos exemplos traz o nome, a gangue e a ocupaçªo sobre cinco
indivíduos, conforme apresentado na Tabela 4.2. Para representar este conhecimento sªo
necessÆrios 10 neurônios, organizados em 3 grupos. Na Tabela 4.3, Ø mostrada parte da ma-
triz de conectividade para este exemplo utilizando uma rede IAC original. Sªo mostradas
apenas as conexıes dos grupos visíveis com o grupo escondido, jÆ que as demais conexıes
assumem valor 0. Sabe-se tambØm que as conexıes intragrupos assumem valor -1 entre
neurônios diferentes e valor 0 para conexıes de um neurônio para ele mesmo.
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Tabela 4.2: Problema dos Jets & Sharks, considerando apenas cinco indivíduos e três ’conceitos’.
Nome Gangue Profissão
Art Jets Pusher
Rick Sharks Burglar
Sam Jets Bookie
Ralph Jets Pusher
Lance Jets Burglar
Tabela 4.3: Parte da matriz de conectividade para uma rede que representa o problema dos Jets &
Sharks com 10 neurônios, organizados em três grupos.
_Art _Rick _Sam _Ralph _Lance
Art 1 0 0 0 0
Rick 0 1 0 0 0
Sam 0 0 1 0 0
Ralph 0 0 0 1 0
Lance 0 0 0 0 1
Jets 1 0 1 1 1
Sharks 0 1 0 0 0
Pusher 1 0 0 1 0
Burglar 0 1 0 0 1
Bookie 0 0 1 0 0
Durante a realizaçªo dos testes, foi utilizada, tambØm, uma variaçªo, contendo 21 neurônios,
organizados em 6 grupos, que traz as informaçıes a respeito de 10 indivíduos selecionados
entre os 27 iniciais.
4.2 Diagnóstico Diferencial de Hepatite
Este exemplo aborda o diagnóstico diferencial de Hepatite, entre Hepatite aguda por vírus
A e Hepatite aguda por vírus B. É um problema de auxílio à decisªo na Ærea mØdica, que foi,
originalmente, desenvolvido como um SE baseado em regras [86], utilizando o shell Intellec
System [87].
Traz, de uma forma simplicada, alguns sintomas e exames laboratoriais necessÆrios a
este diagnóstico conforme dados extraídos (com a concordância e colaboraçªo do autor) de
[86].
No trabalho original de Ramos [86], sªo enumeradas as informaçıes necessÆrias para a
realizaçªo do diagnóstico, que incluem informaçıes gerais sobre o paciente, sintomas, exame
físico e exames laboratoriais. Apenas parte destas informaçıes foi utilizada na implemen-
taçªo deste exemplo, sendo esta escolha feita com o auxílio do referido autor.
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Entre os sintomas selecionados, tem-se: nÆuseas, vômitos, dor abdominal, icterícia, ema-
grecimento, febre, astenia e anorexia. Entre as informaçıes gerais a respeito do paciente,
foram utilizados a faixa etÆria e a presença de fatores de risco. O exame físico detecta a
presença de hepatomegalia. E, por m, os exames laboratoriais escolhidos foram:
• ALT, que detecta a elevaçªo da enzima hepÆtica. Este exame apenas indica a possibi-
lidade do paciente ter Hepatite, mas nªo o tipo;
• Anti-HVA IgM, que indica infecçªo pelo vírus da Hepatite A;
• Anti-HBC IgM, que Ø marcador de infecçªo recente de vírus de Hepatite B, encontrado
atØ 6 meses após a infecçªo. Pode aparecer tambØm em infecçıes crônicas;
• HBsAg, que Ø o primeiro marcador que aparece em infecçıes por vírus da Hepatite B.
Este problema, ao contrÆrio dos JS, contØm ’conceitos’ cujos ’valores’ nªo sªo mutua-
mente exclusivos, ou seja, um valor nªo impede a existŒncia de outro. As relaçıes entre
os diferentes ’valores’ dos ’conceitos’ apresentam diferentes graus, podendo ser mais forte
ou fracamente relacionadas. Como exemplo, um sintoma pode ter uma inuŒncia maior
ou menor em um determinado diagnóstico. AlØm disso, neste problema, dada a natureza
dos ’conceitos’ envolvidos, ca difícil conhecer todas as relaçıes entre todos os neurônios.
Para a montagem da rede, foi necessÆrio utilizar 44 neurônios organizados em 16 grupos, de
acordo com os ’conceitos’ estabelecidos na Tabela 4.4.
Tabela 4.4: Organização dos ’conceitos’ para o exemplo de diag-
nóstico de Hepatite.
Conceitos Valores
Diagnóstico Hepatite Aguda por Vírus A
Hepatite Aguda por Vírus B
NÆuseas Sim
Nªo
Vômitos Sim
Nªo
Dor Abdominal Nªo
Leve a Moderada
Intensa
Icterícia Sim
Nªo
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Tabela 4.4: (continuação)
Conceitos Valores
Emagrecimento Nªo
Leve a Moderado
Acentuada
Febre Alta
MØdia
Baixa
Nªo apresenta
Faixa etÆria Idoso
Adulto
Adolescente
Criança
Fatores de risco Transfusªo
Promiscuidade
Piercing
Tatuagem
Homossexualidade masculina
Drogas InjetÆveis
Astenia Sim
Nªo
Anorexia Sim
Nªo
Exame Físico Hepatomegalia
Nªo apresenta sintomas
ALT Negativo
Aumentada de 2 a 4 vezes
Aumentada de 4 a 10 vezes
Aumentada de mais de 10 vezes
Anti HVA IgM Positivo
Negativo
HBsAg Positivo
Negativo
Anti HBc IgM Positivo
Negativo
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Os sintomas, as informaçıes a respeito do paciente, e o exame físico, fornecem uma
indicaçªo de qual a hepatite que estÆ presente, jÆ que algumas destas características sªo mais
comuns a um diagnóstico ou outro. Por exemplo, fatores de risco, como homossexualismo e
uso de agulhas injetÆveis, estªo associados a Hepatite Aguda por Vírus B. Alguns valores de
faixa etÆria tambØm podem estar mais associados a um diagnóstico ou outro. Por exemplo,
Ø mais comum crianças terem Hepatite A. O exame de transaminase (ALT) Ø inespecíco, e
indica somente se o fígado estÆ afetado.
O mØdico utiliza estas informaçıes para decidir sobre quais exames devem ser solicitados
para o paciente em questªo. No caso do resultado ser negativo, e se houver a permanŒncia
dos sintomas, entªo o mØdico solicita a realizaçªo de algum outro exame. No caso especíco
do problema de Hepatite, um sistema que auxilie na decisªo de quais exames devem ser
realizados Ø de grande benefício, jÆ que o custo destes exames Ø bastante elevado.
Se o exame Anti-HVA IgM Ø positivo, entªo o indivíduo apresenta Hepatite A. Entre-
tanto, se o exame HBsAg Ø positivo, ou o exame Anti-HBc IgM Ø positivo, entªo, o indi-
víduo apresenta Hepatite B. JÆ se o exame Anti-HVA IgM Ø negativo, o indivíduo nªo tem
Hepatite A. Da mesma forma, se ambos os exames Anti-HBc IgM e HBsAg derem negativo,
o indivíduo nªo tem Hepatite B.
Foram utilizados, tambØm, um modelo com 13 neurônios organizados em 6 grupos
(apresentado na Tabela 4.5), um modelo com 14 neurônios, organizados em 6 grupos (apre-
sentado na Tabela 4.6) e um modelo com 17 neurônios, organizado em 7 grupos (apresentado
na Tabela 4.7).
Tabela 4.5: Organização dos ’conceitos’ para o exemplo de diagnóstico de Hepatite, com 13
neurônios.
Conceitos Valores
Diagnóstico Hepatite Aguda por Vírus A
Hepatite Aguda por Vírus B
Vômitos Sim
Nªo
Febre Alta
MØdia
Baixa
Anti HVA IgM Positivo
Negativo
HBsAg Positivo
Negativo
Anti HBc IgM Positivo
Negativo
4. Estudos de Caso 42
Tabela 4.6: Organização dos ’conceitos’ para o exemplo de diagnóstico de Hepatite, com 14
neurônios.
Conceitos Valores
Diagnóstico Hepatite Aguda por Vírus A
Hepatite Aguda por Vírus B
vômitos Sim
Nªo
Fatores de Risco Tatuagem
Piercing
Homossexualismo
Drogas injetÆveis
Anti HVA IgM Positivo
Negativo
HBsAg Positivo
Negativo
Anti HBc IgM Positivo
Negativo
Tabela 4.7: Organização dos ’conceitos’ para o exemplo de diagnóstico de Hepatite, com 17
neurônios.
Conceitos Valores
Diagnóstico Hepatite Aguda por Vírus A
Hepatite Aguda por Vírus B
Vômitos Sim
Nªo
Febre Alta
MØdia
Baixa
Fatores de Risco Tatuagem
Piercing
Homossexualismo
Drogas InjetÆveis
Anti HVA IgM Positivo
Negativo
HBsAg Positivo
Negativo
Anti HBc IgM Positivo
Negativo
4.3 Diagnóstico Diferencial em Reumatologia
Um outro exemplo utilizado para testes Ø aquele encontrado em [22], que trata
do diagnóstico diferencial em reumatologia. Existem duas versıes, implementadas por meio
de redes modelo ’A’:
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• Diagnóstico diferencial entre duas possibilidades possíveis, que sªo Artrite Reumatói-
de (AR) e Lupus Eritematoso SistŒmico (LES), composto por 29 neurônios;
• Diagnóstico diferencial entre quatro possibilidades possíveis, que sªo AR, LES, Artrite
PsoriÆtica (AP) e Artrite de Gota (AGt), composto por 50 neurônios.
Para construir as matrizes de conectividade das redes, que representam as duas pos-
sibilidades mencionadas, De Azevedo [22] foi auxiliado por um especialista de domínio.
Este deniu cada peso de conexªo entre dois neurônios, de acordo com seu conhecimento
a respeito das relaçıes existentes entre os ’valores’ dos ’conceitos’, representados pelos
neurônios em questªo.
4.3.1 Diagnóstico Diferencial em Reumatologia: Duas Possibilidades
Para realizar o diagnóstico diferencial entre Artrite Reumatóide e Lupus Eritematoso
SistŒmico, os grupos foram construídos seguindo a abordagem proposta por De Azevedo,
para ser possível realizar, posteriormente, a comparaçªo dos resultados, de acordo com a
Figura 4.1.
Figura 4.1: Esquema da rede modelo ’A’ que implementa o Diagnóstico Diferencial em Reumatolo-
gia, com duas possibilidades.
Para representar o conhecimento envolvido no problema, sªo utilizados 3 grupos:
• Grupo ’diagnóstico’: contØm dois neurônios referentes às duas possibilidades de diag-
nóstico diferencial, que sªo Artrite Reumatóide e Lupus Eritematoso SistŒmico
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• Grupo ’sintomas’: contØm 14 neurônios referentes aos sintomas relacionados às duas
possibilidades de diagnóstico. Os sintomas considerados sªo: febre, artralgia, artrite,
rigidez matinal, mialgia, nódulos subcutâneos, manchas borboleta, fenômeno de Ray-
noud, fotossensibilidade, alopØcia, manifestaçıes renais, manifestaçıes do Sistema
Nervoso Central (SNC), manifestaçıes pulmonares e mªo reumatóide.
• Grupo ’pacientes’: contØm 13 neurônios, sendo que 12 correspondem a pacientes jÆ
diagnosticados, e aquele restante Ø o paciente que estÆ sendo consultado.
Seguindo a topologia de rede modelo ’A’, todos os grupos estªo interconectados, e todos
os neurônios de cada grupo podem receber estímulos externos. A matriz de conectividade
tem a forma geral apresentada na Tabela 4.8.
Tabela 4.8: Forma geral da matriz de conectividade para a rede de 29 neurônios.
Diagnóstico Sintomas Pacientes
Diagnóstico D/D D/ST D/PT
Sintomas D/S S/S S/PT
Pacientes D/P S/P P/P
Para exemplicar a questªo do grupo que representa um ’conceito’ com ’valores’ nªo
mutuamente exclusivos, Ø considerado o grupo ’diagnóstico’. Este contØm dois neurônios,
cujo valor de conexªo Ø igual a -0,9. Este valor indica que existe a possibilidade, embora
pequena, de uma mesma pessoa apresentar as duas doenças. Assim, ca inviÆvel utilizar o
valor -1, que indica inibiçªo completa. Assim, a submatriz de conectividade, que representa
as conexıes entre os neurônios pertencentes ao grupo ’diagnóstico’, tem a forma apresentada
na Tabela 4.9.
Tabela 4.9: Matriz de conectividade entre os neurônios do grupo ’diagnóstico’.
D/D AR LES
AR 0 -0,9
LES -0,9 0
No caso do grupo ’sintomas’, as conexıes entre seus neurônios assumem valor 0, jÆ que
a presença de um sintoma nªo inibe nem estimula a presença de outro. Assim, a submatriz
S/S Ø uma matriz nula.
Entre os neurônios do grupo ’pacientes’ hÆ um valor de inibiçªo de -1, pois ao ati-
var um paciente os outros devem ser inativados, jÆ que cada paciente Ø um caso isolado.
Assim, os pesos, pertencentes a submatriz de conectividade P/P, assumem valor -1, entre
dois neurônios diferentes, e valor 0, de um neurônio para ele mesmo.
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Os valores de conexªo entre os neurônios do grupo ’pacientes’ e ’sintomas’ foi feita
utilizando a Engenharia do Conhecimento, por meio de conversas com o especialista de
domínio. Foram extraídas as relaçıes listadas abaixo:
• Sintoma A - Febre: Presente na AR e ausente na LES.
• Sintoma B - Artralgia: É um sintoma comum às duas doenças, mas estÆ presente na
AR com mais frequŒncia.
• Sintoma C - Artrite: Comum às duas doenças, e estÆ mais associada à AR.
• Sintoma D - Rigidez Matinal: Presente na AR, e ausente na LES.
• Sintoma E - Mialgia: Presente em ambas as doenças com a mesma intensidade.
• Sintoma F - Nódulos Subcutâneos: Presente na AR, e ausente na LES.
• Sintoma G - Manchas Borboleta: Presente na LES, e ausente na AR.
• Sintoma H - Fenômeno de Raynoud: Pode estar presente em ambos, mas com valores
baixos, sendo um pouco mais comum para a LES.
• Sintoma I - Fotossensibilidade: Presente na LES, e ausente na AR.
• Sintoma J - AlopØcia: Presente na LES e ausente na AR.
• Sintoma K - Manifestaçªo Renal: Presente em ambas, com valores baixos, mas um
pouco mais comum para LES.
• Sintoma L - Manifestaçªo SNC: Presente em ambas, com valores baixos, mas um
pouco mais comum para LES.
• Sintoma M - Manifestaçªo Renal: Presente em ambas, com valores baixos.
• Sintoma N - Mªo Reumatóide: Presente na AR, e ausente na LES.
Todas as relaçıes acima foram transformadas em valores de conexªo, como apresentado
na Tabela 4.10.
Os pacientes sªo casos reais, e apresentam os seguintes sintomas e diagnóstico:
• Paciente 1  Anne: artralgia. Diagnóstico: AR.
• Paciente 2  Helen: febre, artrite, manifestaçıes renais. Diagnóstico: AR.
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Tabela 4.10: Matriz de conectividade entre os grupos ’diagnóstico’ e ’sintomas’.
D/S AR LES
Febre 0,4 -0,6
Artralgia 1 0,9
Artrite 0,9 0,6
Rigidez matinal 0,7 -0,9
Mialgia 0,6 0,6
Nódulos subcutâneos 0,8 0
Manchas borboleta -1 0,8
Fenômeno de Raynoud 0,2 0,5
Fotossensibilidade 0 0,6
Alopécia -0,9 0,8
Manifestações renais 0,3 0,4
Manifestações do SNC 0,2 0,4
Manifestações pulmonares 0,2 0,2
Mão reumatóide 0,6 -0,9
• Paciente 3  Mary: artralgia, artrite, mªo reumatóide. Diagnóstico: AR.
• Paciente 4  Suzan: artralgia, mialgia, nódulos subcutâneos, manifestaçıes pulmona-
res. Diagnóstico: AR.
• Paciente 5  Lucy: artrite, artralgia, rigidez matinal, manifestaçıes renais, manifes-
taçıes do SNC. Diagnóstico: AR.
• Paciente 6  Carol: artralgia, artrite, rigidez matinal, mialgia. Diagnóstico: AR.
• Paciente 7  Pat: artralgia, manchas borboleta, fenômeno de Raynoud, alopØcia.
Diagnóstico: LES.
• Paciente 8  Jackie: artrite, fotossensibilidade e alopØcia. Diagnóstico: LES.
• Paciente 9  Sue: artralgia, artrite, mialgia e manchas borboleta. Diagnóstico: LES.
• Paciente 10  Beth: artralgia, artrite e alopØcia. Diagnóstico: LES.
• Paciente 11  Linda: artralgia, artrite, nódulos subcutâneos, manifestaçıes renais e
manifestaçıes do SNC. Diagnóstico: LES.
• Paciente 12  Mag: artralgia, manchas borboletas. Diagnóstico: LES.
• Paciente 13  Paciente: Paciente genØrico, que tem todas as conexıes com todos os
neurônios dos outros grupos com valor 0. As conexıes entre ele e neurônios do mesmo
grupo tem valor -1.
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A matriz de conectividade que representa a relaçªo entre os pacientes e sintomas S/P Ø
apresentada na Tabela 4.11.
Tabela 4.11: Matriz de conectividade entre os grupos ’sintomas’ e ’pacientes’.
S/P 1 2 3 4 5 6 7 8 9 10 11 12 13
A 0 0,5 0 0 0 0 0 0 0 0 0 0 0
B 0,5 0 0,5 0,5 0,5 0,5 0,5 0 0,5 0,5 0,5 0,9 0
C 0 0,9 0,5 0 0,5 0,5 0 0,5 0,5 0,5 0,5 0 0
D 0 0 0 0 0,5 0,5 0 0 0 0 0 0 0
E 0 0 0 0,5 0 0,5 0 0 0,5 0 0 0 0
F 0 0 0 0,9 0 0 0 0 0 0 0,5 0 0
G 0 0 0 0 0 0 0,9 0 0,9 0 0 0,9 0
H 0 0 0 0 0 0 0,9 0 0 0 0 0 0
I 0 0 0 0 0 0 0 0,5 0 0 0 0 0
J 0 0 0 0 0 0 0,5 0,9 0 0,9 0 0 0
K 0 0,5 0 0 0,5 0 0 0 0 0 0,5 0 0
L 0 0 0 0 0,5 0 0 0 0 0 0,5 0 0
M 0 0 0 0,9 0 0 0 0 0 0 0 0 0
N 0 0 0,9 0 0 0 0 0 0 0 0 0 0
Como observado, os 6 primeiros pacientes foram diagnosticados com AR e os 6 œltimos
foram diagnosticados com LES. Assim, a relaçªo entre pacientes e diagnóstico ca estabele-
cida de acordo com a Tabela 4.12.
Tabela 4.12: Matriz de conectividade entre os grupos ’diagnóstico’ e ’pacientes’.
D/P AR LER
Anne 1 -1
Helen 1 -1
Mary 1 -1
Susan 1 -1
Lucy 1 -1
Carol 1 -1
Pat -1 1
Jackie -1 1
Sue -1 1
Beth -1 1
Linda -1 1
Mag -1 1
4.3.2 Diagnóstico Diferencial em Reumatologia: Quatro Possibilidades
Esta versªo realiza o diagnóstico entre 4 tipos de doenças: AR, LES, AGt, AP. A rede
possui 50 neurônios organizados em 4 grupos interconectados, conforme ilustrado na Figura
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4.2. Os grupos que constam na rede sªo os seguintes:
Figura 4.2: Esquema da rede modelo ’A’ que implementa o Diagnóstico Diferencial em Reumatolo-
gia, com quatro possibilidades.
• grupo ’diagnóstico’: contØm quatro neurônios referentes às quatro possibilidades de
diagnóstico.
• grupo ’pacientes’: contØm 25 neurônios, onde 24 se referem a pacientes jÆ diagnosti-
cados e 1 Ø um paciente genØrico.
• grupo ’sintomas’: contØm 17 neurônios referentes aos sintomas relacionados a cada
doença. Sªo um total de 17 sintomas. AlØm dos 14 sintomas do exemplo anterior,
contØm mais 3 sintomas, associados aos dois diagnósticos acrescentados: psoríase,
tophi e podagra.
• grupo ’exames’: contØm 4 neurônios referentes os exames necessÆrios para realizar
o diagnóstico entre as diferentes doenças: Fator Reumatóide Positivo, ANA, Fator
Reumatóide Negativo e Hiperuricemia.
A matriz de conectividade tem a forma geral apresentada na Tabela 4.13, diferenciando
do exemplo com 2 possibilidades de diagnóstico por possuir mais um grupo, que Ø o de
’exames’.
Aqui, o grupo ’diagnóstico’ tambØm tem seus valores nªo mutuamente excludentes,
seguindo o padrªo do exemplo anterior. Assim, a submatriz D/D, que traz as conexıes
entre os neurônios deste grupo, tem a forma apresentada na Tabela 4.14. As conexıes en-
tre os neurônios do grupo ’sintomas’ e do grupo ’pacientes’ assumem o mesmo padrªo do
exemplo anterior.
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Tabela 4.13: Forma geral da matriz de conectividade para a rede de 50 neurônios.
Diagnóstico Sintomas Pacientes Exames
Diagnóstico D/D D/ST D/PT D/ET
Sintomas D/S S/S S/PT S/ET
Pacientes D/P S/P P/P P/ET
Exames D/E S/E P/E E/E
Tabela 4.14: Matriz de conectividade entre os neurônios do grupo ’diagnóstico’, para a rede de 50
neurônios.
D/D AR LES AP AGt
AR 0 -0,9 -0,9 -0,9
LES -0,9 0 -0,9 -0,9
AP -0,9 -0,9 0 -0,9
AGt -0,9 -0,9 -0,9 0
A inclusªo dos trŒs sintomas foi feita em conjunto com o especialista de domínio, e a
informaçªo obtida foi adicionada àquela jÆ conhecida sobre o problema, sendo que os valores
das conexıes entre estes neurônios sªo apresentadas na Tabela 4.15:
• Sintoma A - Febre: Presente nas 4 doenças.
• Sintoma B - Artralgia: Presente nas 4 doenças.
• Sintoma C - Artrite: Presente nas 4 doenças.
• Sintoma D - Rigidez Matinal: Presente na AR e na AP, e ausente na LES e AGt.
• Sintoma E - Mialgia: Presente na AR, LES e AP, e ausente na AGt.
• Sintoma F - Nódulos Subcutâneos: Presente somente na AR.
• Sintoma G - Manchas Borboleta: Presente somente na LES.
• Sintoma H - Fenômeno de Raynoud: Presente na AR e LES, e ausente na AP e AGt.
• Sintoma I - Fotossensibilidade: Presente somente na LES.
• Sintoma J - AlopØcia: Presente somente na LES.
• Sintoma K - Manifestaçªo Renal: Presente na AR, LES e AGt, e ausente na AP.
• Sintoma L - Manifestaçªo SNC: Presente na AR, LES e AGt, e ausente na AP.
• Sintoma M - Manifestaçªo Renal: Presente na AR e LES, e ausente na AP e AGt.
• Sintoma N - Mªo Reumatóide: Presente somente na AR.
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Tabela 4.15: Matriz de conectividade entre os grupos ’diagnóstico’ e ’sintomas’, para a rede de 50
neurônios.
D/S AR LES AP AGt
Febre 0,4 0,6 0,4 0,4
Artralgia 1 1 0,9 0,9
Artrite 0,9 1 0,9 0,9
Rigidez matinal 0,7 -0,9 0,7 0
Mialgia 0,4 0,4 0,2 0
Nódulos subcutâneos 0,8 -0,1 -0,9 -0,9
Manchas borboleta -1 0,8 -0,9 -0,9
Fenômeno de Raynoud 0,2 0,7 -0,9 -0,9
Fotossensibilidade -0,1 0,6 -0,1 -0,1
Alopécia -0,9 0,8 -0,5 -0,5
Manifestações Renais 0,1 0,4 -0,5 0,5
Manifestações do SNC 0,2 0,4 -0,5 0,1
Manifestações pulmonares 0,2 0,2 -0,1 -0,1
Mão reumatóide 0,8 -0,9 -0,9 -0,9
Psoríase 0,1 -0,1 0,7 -0,1
Tophi -0,9 -0,9 -0,9 0,8
Podagra -0,9 -0,9 -0,9 0,8
• Sintoma O - Psoríase: Presente na AR e AP, e ausente na LES e AGt.
• Sintoma P - Tophi: Presente somente na AGt.
• Sintoma Q - Podagra: Presente somente na AGt.
Foram inseridos 12 novos pacientes, alØm dos pacientes apresentados anteriormente,
sendo que o paciente genØrico foi adicionado ao nal da listagem:
• Paciente 13  Marilyn: artralgia, artrite, lesıes psoriÆticas. Diagnóstico: AP.
• Paciente 14  Gill: artralgia, artrite, rigidez matinal,lesıes psoriÆticas. Diagnóstico:
AP.
• Paciente 15  Jeanny: artralgia, artrite, lesıes psoriÆticas. Diagnóstico: AP.
• Paciente 16  Meryl: artralgia, rigidez matinal, lesıes psoriÆticas. Diagnóstico: AP.
• Paciente 17  Rita: artralgia, artrite, lesıes psoriÆticas. Diagnóstico: AP
• Paciente 18  Ingrid: febre, artralgia, artrite, lesıes psoriÆticas. Diagnóstico: AP.
• Paciente 19  Ruth: artralgia, artrite, rigidez matinal, tophi. Diagnóstico: A
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• Paciente 20  Sarah: artralgia, artrite, tophi, podagra. Diagnóstico: AGt.
• Paciente 21  Laura: artralgia, artrite, rigidez matinal, tophi, podagra. Diagnóstico:
AGt.
• Paciente 22  Barbara: artralgia, tophi. Diagnóstico: AGt.
• Paciente 23  Jane: artralgia, artrite, manifestaçıes renais. Diagnóstico: AGt.
• Paciente 24  Evelyn: artralgia, artrite, podagra. Diagnóstico: AGt.
• Paciente 25  Paciente: Paciente genØrico, que tem todas as conexıes com todos os
neurônios dos outros grupos com valor 0. As conexıes entre eles e neurônios do
mesmo grupo tem valor -1.
A matriz de conectividade que representa a relaçªo entre os pacientes e sintomas S/P Ø
apresentada nas Tabelas 4.16 e 4.17. Existem 6 pacientes para cada diagnóstico possível,
apresentados na Tabela 4.18.
Tabela 4.16: Matriz de conectividade entre os grupos ’sintomas e ’pacientes’, para a rede de 50
neurônios.
S/P 1 2 3 4 5 6 7 8 9 10 11 12
A 0 0,5 0 0 0 0 0 0 0 0 0 0
B 0,5 0 0,5 0,5 0,5 0,5 0,5 0 0,5 0,5 0,5 0,9
C 0 0,9 0,5 0 0,5 0,5 0 0,5 0,5 0,5 0,5 0
D 0 0 0 0 0,5 0,5 0 0 0 0 0 0
E 0 0 0 0,5 0 0,5 0 0 0,5 0 0 0
F 0 0 0 0,9 0 0 0 0 0 0 0,5 0
G 0 0 0 0 0 0 0,9 0 0,9 0 0 0,9
H 0 0 0 0 0 0 0,5 0 0 0 0 0
I 0 0 0 0 0 0 0 0,9 0 0 0 0
J 0 0 0 0 0 0 0,5 0,9 0 0,9 0 0
K 0 0,5 0 0 0,5 0 0 0 0 0 0,5 0
L 0 0 0 0 0,5 0 0 0 0 0 0,5 0
M 0 0 0 0,9 0 0 0 0 0 0 0 0
N 0 0 0,9 0 0 0 0 0 0 0 0 0
O 0 0 0 0 0 0 0 0 0 0 0 0
P 0 0 0 0 0 0 0 0 0 0 0 0
Q 0 0 0 0 0 0 0 0 0 0 0 0
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Tabela 4.17: Matriz de conectividade entre os grupos ’sintomas’ e ’pacientes’, para a rede de 50
neurônios.
S/P 13 14 15 16 17 18 19 20 21 22 23 24 25
A 0 0 0 0 0 0,5 0 0 0 0 0 0 0
B 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0
C 0,5 0,5 0,5 0 0,5 0,5 0,5 0,5 0,5 0 0,5 0,5 0
D 0 0,5 0 0,5 0 0 0,5 0 0 0 0 0 0
E 0 0 0 0 0 0 0 0 0 0 0 0 0
F 0 0 0 0 0 0 0 0 0 0 0 0 0
G 0 0 0 0 0 0 0 0 0 0 0 0 0
H 0 0 0 0 0 0 0 0 0 0 0 0 0
I 0 0 0 0 0 0 0 0 0 0 0 0 0
J 0 0 0 0 0 0 0 0 0 0 0 0 0
K 0 0 0 0 0 0 0 0 0 0 0,5 0 0
L 0 0 0 0 0 0 0 0 0 0 0 0 0
M 0 0 0 0 0 0 0 0 0 0 0 0 0
N 0 0 0 0 0 0 0 0 0 0 0 0 0
O 0,9 0,9 0,9 0,9 0,9 0,9 0 0 0 0 0 0 0
P 0 0 0 0 0 0 0,9 0,9 0,9 0,9 0 0 0
Q 0 0 0 0 0 0 0 0,9 0,9 0 0 0,9 0
4.4 Resumo dos Exemplos
Os trŒs exemplos escolhidos para a realizaçªo dos testes fornecem diferentes graus de
diculdade no momento de sua implementaçªo. O modelo dos Jets e Sharks Ø um exemplo
típico para implementaçªo utilizando a rede IAC original, jÆ que as relaçıes existentes entre
os seus neurônios Ø muito bem denida. Assim após encontrar uma topologia adequada,
denir os pesos entre os neurônios nªo Ø uma tarefa difícil.
JÆ os modelos que envolvem diagnóstico (Hepatite e Reumatologia) nªo podem ser im-
plementados usando a rede IAC original. Para estes exemplos, alØm da diculdade em se
denir a topologia, ainda existe a diculdade na deniçªo do relacionamento entre os difer-
entes neurônios. Neste caso, a metodologia que se pretende desenvolver pode ser de extrema
utilidade no momento de denir tais pesos.
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Tabela 4.18: Matriz de conectividade entre os grupos ’diagnóstico’ e ’pacientes’, para a rede de 50
neurônios.
D/P AR LER AP AGt
Anne 1 -1 -1 -1
Helen 1 -1 -1 -1
Mary 1 -1 -1 -1
Susan 1 -1 -1 -1
Lucy 1 -1 -1 -1
Carol 1 -1 -1 -1
Pat -1 1 -1 -1
Jackie -1 1 -1 -1
Sue -1 1 -1 -1
Beth -1 1 -1 -1
Linda -1 1 -1 -1
Mag -1 1 -1 -1
Marilyn -1 -1 1 -1
Gill -1 -1 1 -1
Jeanny -1 -1 1 -1
Meryl -1 -1 1 -1
Rita -1 -1 1 -1
Ingrid -1 -1 1 -1
Ruth -1 -1 -1 1
Sarah -1 -1 -1 1
Laura -1 -1 -1 1
Barbara -1 -1 -1 1
Jane -1 -1 -1 1
Evelyn -1 -1 -1 1
Capítulo 5
Metodologia de Treinamento
A rede modelo ’A’ apresenta características interessantes para alguns tipos de aplicaçıes,
tais como Mecanismos de Adaptaçªo de Interfaces [31, 33]. Este modelo, porØm, tem como
diculdade a deniçªo dos pesos para as conexıes entre os neurônios. Desta forma, torna-se
necessÆrio desenvolver uma metodologia que encontre uma matriz de conectividade para tais
redes, de forma automÆtica. Os AGs foram a ferramenta escolhida para realizar tal tarefa.
Hipótese: ’É possível o desenvolvimento de uma metodologia para realizar o ajuste de
pesos de uma rede modelo ’A’, utilizando Algoritmos GenØticos’.
Para comprovaçªo da hipótese, neste capítulo, apresenta-se a metodologia elaborada,
cujo esquema geral Ø apresentado na Figura 5.1, e discute-se os seus detalhes. O seu objetivo
Ø minimizar as diculdades e tempo gasto na tarefa de realizar o ajuste de pesos de redes
modelo ’A’, fornecendo uma matriz de conectividade o mais apta possível para solucionar o
problema.
Os principais esforços no desenvolvimento deste trabalho se concentraram na deniçªo
da representaçªo dos indivíduos e no cÆlculo da aptidªo, que sªo pontos fundamentais ao se
utilizar um AG. Se estes nªo forem denidos de forma apropriada, acabam por inviabilizar a
busca de uma soluçªo, fazendo com que o desempenho do AG nªo seja satisfatório.
O indivíduo, que representa uma possível soluçªo para o problema, Ø composto por uma
seqüŒncia de variÆveis, sendo que cada uma delas representa um peso da matriz de conectivi-
dade. Dependendo da quantidade de neurônios apresentados pela rede, esta matriz pode ser
bem grande, gerando um indivíduo bastante extenso. O seu tamanho pode ser restringido, se
fatos conhecidos sobre relaçıes entre os neurônios forem utilizados, permitindo que alguns
pesos sejam denidos a priori, sem que seja necessÆrio encontrÆ-los por meio do AG. AlØm
disso, deve ser encontrado um alfabeto adequado para representar cada peso, de maneira que
torne possível representar o espaço de soluçıes de maneira otimizada.
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Figura 5.1: Fluxograma geral desenvolvido para a metodologia de treinamento.
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JÆ a funçªo de tness gera, para cada indivíduo pertencente à populaçªo, um valor que
traduz a sua aptidªo para solucionar o problema, guiando, dessa forma, o processo de busca.
Assim, somente boas soluçıes devem gerar bons valores de tness, ou seja, a funçªo deve
medir o desempenho da rede para o problema sendo considerado.
A seguir, sªo detalhados os passos envolvidos na metodologia. Todos os resultados obti-
dos, as etapas de desenvolvimento, assim como a anÆlise do desempenho, sªo apresentados
no Capítulo 8.
5.1 Representações
Um AG trabalha com soluçıes codicadas, e nªo com a soluçªo propriamente dita. Por
este motivo, a deniçªo da representaçªo Ø um passo fundamental na sua utilizaçªo. Para ser
possível dení-la, deve-se ter bem claro qual o problema que se quer resolver. No caso deste
trabalho, o objetivo Ø encontrar um conjunto de pesos que represente a matriz de conectivi-
dade de uma rede modelo ’A’. Portanto, o indivíduo Ø codicado de forma a conter os pesos
que compıem a matriz de conectividade da rede. Ou seja, supondo uma rede modelo ’A’,
composta por M neurônios, organizados em L grupos, devem ser encontrados os pesos wi j,
com i = [1,M] e j = [1,M].
Neste tipo de rede, porØm, dois fatos sªo conhecidos previamente:
• Nªo existe conexªo de um neurônio para ele mesmo. Desta forma, a matriz de conec-
tividade W tem diagonal principal nula, ou seja, todos os elementos pertencentes à
diagonal principal sªo iguais a zero,
wi j = 0, se i = j, com i = [1,M] e j = [1,M]
• As conexıes entre os neurônios sªo bidirecionais, o que resulta numa matriz de conec-
tividade simØtrica. Isso implica que o valor da conexªo do neurônio i para o neurônio
j Ø igual ao valor da conexªo do neurônio j para o neurônio i, independente dos
neurônios pertencerem ou nªo a um mesmo grupo.
wi j = w ji, se i 6= j, com i = [1,M] e j = [1,M]
Se uma matriz nªo cumpre estes dois requisitos, ela nªo pode ser considerada como repre-
sentativa de uma rede modelo ’A’. Para exemplicar, a Figura 5.2 traz uma rede modelo ’A’,
que contØm trŒs grupos visíveis (L = 3), sem grupo escondido, cada um com dois neurônios
5. Metodologia de Treinamento 57
(M = 6), organizados da seguinte forma: o Grupo 1 contØm os neurônios a e b; o Grupo 2
contØm os neurônios c e d; o Grupo 3 contØm os neurônios e e f. A matriz de conectividade
W para uma rede com estas características Ø apresentada na Tabela 5.1, que tem a diagonal
principal composta por zeros, e a parte inferior e superior a esta diagonal simØtricas.
Figura 5.2: Exemplo de rede modelo ’A’, onde M = 6 e L = 3.
Tabela 5.1: Matriz de conectividade da rede modelo ’A’ apresentada na Figura 5.2.
Grupo 1 Grupo 2 Grupo 3
a b c d e f
Grupo 1 a 0 wab wac wad wae wa f
b wab 0 wbc wbd wbe wb f
Grupo 2 c wac wbc 0 wcd wce wc f
d wad wbd wcd 0 wde wd f
Grupo 3 e wae wbe wce wde 0 we f
f wa f wb f wc f wd f we f 0
Assim, a codicaçªo passa a considerar estas duas restriçıes. Portanto, os pesos a serem
encontrados sªo aqueles situados abaixo da diagonal principal, que Ø preenchida com zeros.
Para encontrar os pesos acima desta diagonal, basta aplicar a propriedade de simetria. Desta
forma, o nœmero de pesos Pe a serem encontrados pelo AG Ø dado pela Equaçªo 5.1.
Pe =
M2−M
2
(5.1)
onde:
M . . . . . . . . . . Nœmero de neurônios da rede
Esta abordagem foi a primeira considerada para a representaçªo, e foi chamada de repre-
sentaçªo ’Abaixo da Diagonal Principal’.
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Existem, porØm, outras restriçıes que podem ser consideradas no momento da deniçªo
da codicaçªo do indivíduo. A outra abordagem utilizada chama-se representaçªo "Entre
grupos que tŒm relaçªo", e considera, tambØm:
• Quais grupos tŒm relaçªo: Em uma rede modelo ’A’, existe a possibilidade de conexªo
entre todos os neurônios de todos os grupos. Entretanto, pode-se saber, previamente,
que entre alguns deles, nªo existe relaçªo, com todas as conexıes entre seus neurônios
assumindo valor 0.
• Os grupos que representam ’conceitos’ com ’valores’ mutuamente exclusivos: Quando
um grupo representa um ’conceito’ que tem ’valores’ mutuamente exclusivos, existem
dois pesos possíveis para as conexıes entre seus neurônios, que Ø valor -1, quando os
neurônios sªo diferentes e valor 0 de um neurônio para ele mesmo, garantindo que a
matriz diagonal seja nula. Entªo, para os neurônios do grupo Lk:
wi j =
{
−1, se i 6= j
0, se i = j
sendo: Lkinicial ≤ i, j ≤ Lk f inal, onde:
Lkinicial . . . . Nœmero correspondente ao primeiro neurônio do grupo Lk
Lk f inal . . . . . Nœmero correspondente ao œltimo neurônio do grupo Lk
Nem sempre Ø possível aplicar estas duas restriçıes, devendo-se analisar cada problema,
para vericar a viabilidade. Supondo novamente a rede modelo ’A’, mostrada na Figura 5.2,
mas considerando o fato de que os grupos 1 e 2 representem características com valores
mutuamente exclusivos e que os neurônios destes dois grupos nªo tenham relaçªo entre si,
se obtØm a rede da Figura 5.3.
A matriz de conectividade que representa esta rede Ø mostrada na Tabela 5.2. Esta ma-
triz Ø composta por algumas submatrizes, denominadas de MI, CI, SR e C. A submatriz
MI Ø padrªo, e Ø utilizada para representar os pesos entre os neurônios pertencentes a um
mesmo grupo, quando este representa um ’conceito’ com ’valores’ mutuamente exclusivos.
Nesta matriz, todos os pesos tŒm valores -1, com exceçªo da diagonal principal, que Ø nula.
Um exemplo de uma matriz MI Ø apresentado na Tabela 5.3, que traz as conexıes entre os
neurônios do Grupo 1. Assim, para os pesos desta matriz tem-se:
wi j =
{
−1, se i 6= j
0, se i = j
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Figura 5.3: Rede modelo ’A’, onde os grupos 1 e 2 não têm relação entre si e representam ’conceitos’
com ’valores’ mutuamente exclusivos.
Tabela 5.2: Modelo geral da matriz de conectividade para a rede da Figura 5.3.
Grupo 1 Grupo 2 Grupo 3
Grupo 1 MI SR CT
Grupo 2 SR MI
Grupo 3 C CI
Tabela 5.3: Exemplo de uma matriz MI, para o Grupo 1.
Grupo 1 a b
a 0 -1
b -1 0
Contudo, as submatrizes indicadas por SR sªo matrizes nulas, e sªo utilizadas para in-
dicar as conexıes entre neurônios pertencentes a grupos que nªo tŒm relaçªo. Assim, para a
submatriz SR, para qualquer wi j, wi j = 0.
Os pesos compreendidos pela submatriz C sªo encontrados por meio do AG, sendo CT
a sua transposta. Pode-se dizer que C compreende o conhecimento a respeito do problema,
indicando as conexıes entre neurônios pertencentes a grupos que estªo relacionados.
A matriz CI indica que o grupo tem neurônios nªo mutuamente excludentes. Apenas os
pesos abaixo da diagonal principal desta submatriz devem ser encontrados pelo AG, jÆ que
ela Ø simØtrica e tem diagonal principal nula.
O nœmero total de pesos a ser encontrado, considerando todas as restriçıes apresentadas
atØ o momento, varia de acordo com as deniçıes iniciais feitas para o problema, e depende:
• do nœmero de neurônios da rede;
5. Metodologia de Treinamento 60
• dos grupos que representam ’conceitos’ com valores nªo mutuamente exclusivos;
• dos grupos que apresentam neurônios que se relacionam entre si.
Depois de denir quais pesos devem ser encontrados pelo algoritmo de treinamento, Ø
necessÆrio denir qual o alfabeto a ser utilizado e quantos genes sªo utilizados para repre-
sentar cada peso. Entre os alfabetos escolhidos, estªo o binÆrio e o inteiro.
5.1.1 Alfabeto Binário
O alfabeto binÆrio compreende os valores 0 e 1: A = {0,1}. Foram propostas diferentes
possibilidades usando este mesmo alfabeto, relacionadas às diferentes quantidades de genes
utilizadas para representar cada peso.
DEZ GENES POR PESO
Com esta representaçªo, sªo utilizados dez genes, ou dez bits, conforme o exemplo
mostrado na Figura 5.4. O primeiro gene indica o sinal, sendo o valor zero o sinal positivo,
e o valor um o sinal negativo. Os outros nove representam a parte fracionÆria do nœmero.
O valor mÆximo permitido Ø igual a 0111111111b ou +0,998046875d. O valor mínimo Ø
1111111111b ou −0,998046875d. Utilizando esta precisªo, obtØm-se 1024 nœmeros difer-
entes.
Figura 5.4: Exemplo de representação binária com 10 genes por peso.
SEIS GENES POR PESO
Outra possibilidade Ø a utilizaçªo de seis genes para cada peso, jÆ que dez genes fornecem
uma precisªo muito grande, com muitas casas decimais após a vírgula, o que talvez nªo seja
necessÆrio. O primeiro gene permanece indicando o sinal e os outros cinco representam a
parte fracionÆria do nœmero. O valor mÆximo permitido Ø igual a 011111b ou +0,96875d.
O valor mínimo Ø 111111b, ou −0,96875d , e obtØm-se apenas 64 valores neste intervalo.
CINCO GENES POR PESO
Com as duas possibilidades acima, permite-se que existam pesos negativos entre grupos
que tŒm relaçªo e pesos positivos entre neurônios do mesmo grupo. A terceira possibili-
dade considerada foi remover o gene utilizado para indicar o sinal, mantendo apenas cinco
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genes. No momento de realizar a decodicaçªo, transforma-se o conjunto de cinco genes
no peso da matriz de conectividade, vericando se o peso irÆ representar uma conexªo in-
tragrupo ou intergrupo. Caso seja um peso relacionado a uma conexªo intragrupo, este Ø,
automaticamente, considerado negativo, e caso seja relacionado a uma conexªo intergrupo Ø
considerado positivo.
5.1.2 Alfabeto Inteiro
Após a realizaçªo de mais estudos bibliogrÆcos, vericou-se a possibilidade de utiliza-
çªo de outros alfabetos para a codicaçªo. Assim, Ø possível, tambØm, utilizar um alfabeto
inteiro. Para se adequar às necessidades deste problema, que precisa representar valores no
intervalo [-1,1], o alfabeto compreende valores no intervalo [−10,+10].
A = {−10,−9,−8,−7,−6,−5,−4,−3,−2,−1,0,1,2,3,4,5,6,7,8,9,10}
Portanto, o cromossomo Ø composto por nœmeros inteiros, dentro da faixa estabelecida.
Quando se utiliza a representaçªo inteira, podem ser usados um ou dois genes na codicaçªo.
UM GENE POR PESO
Cada gene que compıe o indivíduo passou a representar um peso. Um exemplo de indi-
víduo para a matriz de conectividade da Tabela 5.1 Ø apresentado na Figura 5.5. E a partir
desta, Ø gerado o fenótipo apresentado na Figura 5.6.
Figura 5.5: Exemplo de representação inteira, usando um gene por peso.
Figura 5.6: Fenótipo gerado a partir do genótipo da Figura 5.5.
Dentro da faixa de valores estabelecida, existem duas possibilidade de representaçªo.
Pode-se utilizar apenas valores pertencentes ao intervalo [0,10], e converter o sinal de acordo
com o fato da conexªo ser intragrupo ou intergrupo. Ou entªo, utilizar valores no intervalo
[−10,10] e permitir que conexıes intragrupo assumam valores positivos (mais raro) e permi-
tir que conexıes intergrupo assumam valores negativos, o que pode acontecer com frequŒncia
quando se tratando de valores reais para as conexıes.
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DOIS GENES POR PESO
Outra opçªo Ø utilizar uma representaçªo com dois genes, que permite representar va-
lores entre [-0,99,+0,99], com incremento de 0,01. A Figura 5.7 traz uma possibilidade de
genótipo para a matriz da Tabela 5.1, enquanto a Figura 5.8 traz o fenótipo relacionado.
Neste caso, utilizam-se os valores inteiros no intervalo [-9,9]. O sinal Ø denido de acordo
com o sinal do primeiro gene, sendo que o sinal do segundo gene Ø desprezado.
Figura 5.7: Exemplo de representação inteira, usando dois genes por peso.
Figura 5.8: Fenótipo gerado a partir do genótipo da Figura 5.7.
Da mesma forma que na representaçªo com um gene, existem duas possibilidades. É
possível utilizar tanto a forma em que se converte o sinal de acordo com o fato da conexªo
ser intragrupo ou intergrupo, ou entªo, permitir que conexıes intragrupo assumam valores
positivos e permitir que conexıes intergrupo assumam valores negativos.
5.2 Obtenção do Conjunto de Treinamento
O conjunto de treinamento Ø utilizado para o cÆlculo do tness, e deve estar armazenado
em um arquivo texto, a ser lido pelo programa que realiza o ajuste de pesos. Foram propostas
duas abordagens diferentes, sendo que em uma o conjunto Ø composto por pares de entrada
e saída e na outra, Ø composto por nœmeros que indicam, para cada peso a ser encontrado
pelo AG, a categoria de valores a que devem pertencer. Estas duas abordagens sªo descritas
a seguir.
5.2.1 Conjunto de Treinamento com Pares de Entrada e Saída
Nesta abordagem, o conjunto consiste de NP pares de entrada e saída desejada Ep/Dp,
que denem, para um determinado conjunto de neurônios ativos na entrada, qual o estado de
ativaçªo dos neurônios na saída, ou seja, se eles devem estar ativos ou inativos.
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O nœmero de pares contido no arquivo pode variar, sendo que esta decisªo deve ser
tomada com base na complexidade do problema a ser resolvido. Assim, como em um al-
goritmo de treinamento comum, o nœmero de pares e quais pares devem ser utilizados sªo
decididos de forma empírica.
Para exemplicar, considere-se a rede IAC apresentada na Figura 5.2. Um conjunto de
treinamento possível para esta rede Ø apresentado na Tabela 5.4. Nele, hÆ 2 pares de padrıes
Ep/Dp. O primeiro par informa que se um usuÆrio ativar o neurônio a na entrada, deve
ter os neurônios a, c e e ativos na saída, após o processamento da rede. Se o usuÆrio ativa o
neurônio b como entrada, deve ter os neurônios b, d e f ativos na saída após o processamento
da rede. Cada padrªo contØm entradas com um œnico neurônio ativo, mas podem ser usadas,
tambØm, entradas com mais de um neurônio.
Tabela 5.4: Exemplo de conjunto de treinamento, com NP = 2, para a rede da Figura 5.2.
Neurônio E1 D1 E2 D2
a 1 1 0 0
b 0 0 1 1
c 0 1 0 0
d 0 0 0 1
e 0 1 0 0
f 0 0 0 1
5.2.2 Conjunto de Treinamento por Categorias
Uma outra abordagem para o conjunto de treinamento utiliza valores que indicam, para
cada peso da matriz de conectividade, em que faixa de valores, ou categoria, dentro do inter-
valo [-1,1], ele deve se encontrar, em contraposiçªo ao conjunto Ep/Dp usado anteriormente.
A sua montagem Ø feita com base no conhecimento que um especialista de domínio
do problema a ser resolvido tem a respeito das relaçıes existentes entre os neurônios. É
necessÆrio estabelecer intervalos de pertinŒncia, que compıem categorias para o problema.
O nœmero de categorias, assim como os intervalos que as compıem podem variar, depen-
dendo da aplicaçªo. Um exemplo de um conjunto de categorias Ø o seguinte:
• 1:Valores entre 0,7 e 1. Indica que existe relaçªo forte de excitaçªo entre os neurônios.
• 2: Valores entre 0,2 e 0,6. Indica que existe relaçªo fraca de excitaçªo entre os
neurônios.
• 3: Valores entre -0,1 e 0,1. Indica que nªo existe relaçªo entre os neurônios.
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• 4: Valores entre -0,2 e -0,6. Indica que existe relaçªo fraca de inibiçªo entre os
neurônios.
• 5: Valores entre -0,7 e -1. Indica que existe relaçªo forte de inibiçªo entre os neurônios.
Por exemplo, supondo a rede IAC apresentada na Figura 5.2, a Tabela 5.5 traz uma
possível conguraçªo de categorias para os pesos da matriz de conectividade. O arquivo
de treinamento, na forma como Ø armazenado no arquivo texto, estÆ mostrado na Figura
5.9. Este arquivo contØm as categorias para todos os pesos abaixo da diagonal principal.
Exemplicando, o primeiro valor da primeira coluna (5) Ø a categoria para o peso da conexªo
entre o neurônio b e a, e o segundo valor da primeira coluna (1) Ø a categoria para o peso da
conexªo entre o neurônio c e a. JÆ o primeiro valor da segunda coluna (3), indica a categoria
para o peso da conexªo entre o neurônio c e b, e assim sucessivamente. Os intervalos podem
variar, sendo que podem ser denidos mais ou menos intervalos, dependendo do problema
que se quer resolver.
Tabela 5.5: Categorias de pesos para a matriz de conectividade da Figura 5.3.
Grupo 1 Grupo 2 Grupo 3
a b c d e f
Grupo 1 a 0 5 1 3 1 3
b 5 0 3 1 3 1
Grupo 2 c 1 3 0 5 1 3
d 3 1 5 0 3 1
Grupo 3 e 1 3 1 3 0 5
f 3 1 3 1 5 0
Figura 5.9: Exemplo de conjunto de treinamento, quando usando categorias para os pesos.
5.3 Geração da População Inicial
É necessÆrio gerar um conjunto de possíveis soluçıes para compor a populaçªo P0, que
contØm um nœmero de indivíduos denido pelo usuÆrio, mantido xo ao longo das geraçıes.
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Esta Ø feita de acordo com a codicaçªo e alfabeto denidos para o problema. Foram
denidas duas opçıes para a geraçªo de P0: geraçªo aleatória e geraçªo com restriçıes.
5.3.1 Geração Aleatória
Consiste na geraçªo puramente aleatória da populaçªo inicial. É feita respeitando o al-
fabeto a ser utilizado e o tamanho do cromossomo, sendo que este Ø denido com base na
quantidade de genes escolhida para representar cada peso. No caso da representaçªo binÆria,
para cada gene, Ø escolhido aleatoriamente um valor entre 0 e 1. No caso da representaçªo
inteira, considera-se se Ø necessÆrio gerar valores no intervalo [−10,10], ou [0..10], no caso
de se usar um gene por peso, ou entªo no intervalo [−9,9], ou [0..9], no caso de se utilizar
dois genes por peso.
5.3.2 Geração com Restrições
Uma outra opçªo existente consiste na geraçªo dos indivíduos respeitando certas
restriçıes. Neste caso, utiliza-se o arquivo que contØm as categorias para cada peso a ser
encontrado pelo algoritmo de treinamento, sendo que cada um deles Ø gerado dentro do in-
tervalo de valores denido pela respectiva categoria. Se este arquivo Ø utilizado na geraçªo
inicial, nªo pode ser utilizado como conjunto de treinamento, que passa a ser composto por
pares de entrada e saída.
5.4 Processamento da Rede
Quando se utiliza pares de entrada/saída como conjunto de treinamento, Ø necessÆrio que
cada uma das entradas seja aplicada a cada indivíduo que compıe a populaçªo, para que seja
possível calcular o seu valor de tness. As respostas fornecidas pelo indivíduo, para cada
entrada de cada padrªo, devem ser armazenadas.
Antes de realizar o processamento, porØm, Ø necessÆrio realizar a decodicaçªo de cada
indivíduo, representado por um conjunto de genes, em uma matriz de conectividade de uma
rede modelo ’A’, que Ø uma matriz de nœmeros reais. No momento da montagem da matriz,
observa-se como o indivíduo estÆ codicado (ou seja, qual o alfabeto utilizado, quantos
genes sªo usados para representar cada peso), e vericam-se quais as restriçıes existentes,
se houver alguma, que indicam quais pesos devem ser encontrados por meio do AG, e quais
pesos devem ser substituídos por valores padrªo.
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Em seguida, realiza-se o processamento da rede propriamente dito, que Ø feito com base
no equacionamento, apresentado no Capítulo 2. A cada indivíduo pertencente à populaçªo,
que Ø decodicado, Ø aplicado cada padrªo de entrada Ep, contido na matriz de testes. Este
processamento Ø feito por 60 ciclos, sendo este, geralmente, um nœmero suciente para que
as redes alcancem o seu ponto de equilíbrio. As saídas Y ip geradas pelo indivíduo i, para cada
padrªo p, sªo armazenadas, para posterior cÆlculo do tness, onde Ø feita a comparaçªo com
a saída desejada Dp.
No caso de ser utilizado um conjunto de treinamento que contØm categorias, o processa-
mento nªo se faz necessÆrio, e a decodicaçªo Ø realizada apenas ao nal do processamento,
quando o indivíduo com melhor valor de tness Ø transformado numa matriz de conectivi-
dade, que caracteriza a resposta do AG para aquele treinamento.
5.5 Cálculo do Fitness
A funçªo de tness deve informar, para o AG, uma medida do desempenho que a matriz
de conectividade apresenta com relaçªo a um determinado conjunto de treinamento. No
caso de ser usado o treinamento por pares de entrada e saída, o princípio bÆsico consiste
em comparar a saída Y ip, obtida do processamento do indivíduo i, para a entrada Ep, com a
saída desejada Dp, obtida da matriz de treinamento. Com isso, calcula-se as taxas de acerto
de acordo com o mØtodo escolhido, sendo que diferentes mØtodos foram desenvolvidos,
sempre na tentativa de melhorar a convergŒncia do algoritmo. Para o treinamento que utiliza
categorias para cada peso, Ø necessÆrio comparar se o peso encontrado pertence à categoria
correspondente.
5.5.1 Cálculo Simples
Este mØtodo consiste na comparaçªo simples entre a saída obtida pelo indivíduo i, para a
entrada Ep, representada por Y ip, e a saída desejada para o padrªo p, Dp. Cada entrada Ep da
matriz de treinamento Ø processada pela matriz de conectividade que o indivíduo representa
e a saída de cada neurônio Ø armazenada e comparada com a saída desejada Dp. Entªo, a
cada neurônio que tem seu estado de ativaçªo correto, o tness Ø incrementado de um.
Ao nal, o tness fornece a taxa de acerto da rede, sendo este um valor real no intervalo
[0,1], que deve ser maximizado. Para que um indivíduo seja considerado ativo, o seu valor
de ativaçªo deve ser maior do que um valor va, denido previamente, e que pode variar,
dependendo do problema sendo estudado. Sendo assim, o tness f (i) Ø dado pela Equaçªo
5.2.
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f (i) = Acertos(i)
NP ∗M
(5.2)
onde:
NP . . . . . . . . . Nœmero de padrıes contidos no arquivo de treinamento
M . . . . . . . . . . Nœmero de neurônios apresentado pela rede
A variÆvel Acertos(i), que indica o nœmero de neurônios que tŒm o estado de ativaçªo
de saída igual ao desejado, para o indivíduo i, considerando todos os padrıes, Ø dada pela
Equaçªo 5.3.
Acertos(i) =
NP
∑
p=1
acpad(p, i) (5.3)
onde:
NP . . . . . . . . . Nœmero de padrıes de entrada/saída
A variÆvel acpad(p, i), que indica, para o indivíduo i, após a aplicaçªo de Ep, o nœmero
de neurônios que tŒm o mesmo estado de ativaçªo que a saída desejada Dp, para o padrªo p,
Ø dada pela Equaçªo 5.4.
acpad(p, i) =
M
∑
j=1
acneuronioip( j) (5.4)
onde:
M . . . . . . . . . . Nœmero de neurônios apresentado pela rede
A variÆvel acneuronioip( j) indica se a saída para o neurônio j, fornecida pelo indivíduo
i, para o padrªo p, Ø igual a saída desejada deste neurônio para o padrªo p. Este valor Ø dado
pela Equaçªo 5.5.
acneuronioip( j) =


1, se Y ip( j)≥ va e Dp( j) = 1
1, se Y ip( j) < va e Dp( j) = 0
0, em outras situaçıes
(5.5)
onde:
Y ip( j) . . . . . . . Saída do neurônio j, fornecida pelo individuo i, para o padrªo p
va . . . . . . . . . . Valor a partir do qual o neurônio Ø considerado ativo
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5.5.2 Cálculo por 3 Valores
Esta proposta para funçªo de tness considera faixas de acerto, que indicam que o
neurônio pode estar ativo, parcialmente ativo e inativo. Se o neurônio j estÆ parcialmente
ativo na saída Y ip( j), e a saída desejada Dp( j) tem valor 1, entªo Ø considerado somente meio
acerto. Os estados foram assim denidos, para as saídas obtidas:
• O neurônio j Ø considerado inativo se o seu valor de ativaçªo Ø menor que um valor
mínimo a partir do qual ele Ø considerado parcialmente ativo, chamado vmin, ou seja,
quando Y ip( j) < vmin;
• O neurônio j Ø considerado ativo somente se o seu valor de ativaçªo Ø maior ou igual
a um valor mÆximo, a partir do qual ele Ø considerado ativo, chamado vmax, ou seja,
quando Y ip( j)≥ vmax ;
• O neurônio j Ø considerado parcialmente ativo se o seu valor estiver entre os valores
de vmin e vmax, ou seja, quando vmin ≤ Y ip( j) < vmax.
Os valores de vmax e vmin podem ser denidos de acordo com o problema. Na maioria
das simulaçıes realizadas, vmax foi denido com valor de 0,5 e vmin com valor de 0,1. Estes
valores foram escolhidos observando-se o comportamento da rede original de Rumelhart, e
foram aqueles que forneceram bons resultados nos testes realizados.
Desta forma, ao se comparar as saídas obtidas e as desejadas, quando o neurônio deve
estar ativo, mas a sua ativaçªo, de acordo com o indivíduo sendo analisado, Ø um valor entre
vmin e vmax, soma-se somente 0,5 ao nœmero de acertos.
Neste mØtodo, o valor de tness Ø dado pela Equaçªo 5.6.
f (i) = Acertos(i)
NP ∗M
(5.6)
onde:
NP . . . . . . . . . Nœmero de padrıes contidos no arquivo de treinamento
M . . . . . . . . . . Nœmero de neurônios apresentado pela rede
A variÆvel Acertos(i), jÆ denida, Ø dada pela Equaçªo 5.7.
Acertos(i) =
NP
∑
p=1
acpad(p, i) (5.7)
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onde:
NP . . . . . . . . . Nœmero de padrıes de entrada/saída
A variÆvel acpad(p, i), tambØm jÆ denida, Ø dada pela Equaçªo 5.8.
acpad(p, i) =
M
∑
j=1
acneuronioip( j) (5.8)
onde:
M . . . . . . . . . . Nœmero de neurônios apresentado pela rede
A variÆvel acneuronioip( j) indica se a saída para o neurônio j, fornecida pelo indivíduo
i, para o padrªo p, Ø igual a saída desejada deste neurônio para o padrªo p. Este valor Ø dado
pela Equaçªo 5.9.
acneuronioip( j) =


1, se Y ip( j)≥ vamax e Dp( j) = 1
0,5, se vamin ≤ Y ip( j) < vamax e Dp( j) = 1
1, se Y ip( j) < vamin e Dp( j) = 0
0, em outras situaçıes
(5.9)
onde:
Y ip( j) . . . . . . . Saída do neurônio j, fornecida pelo individuo i, para o padrªo p
5.5.3 Cálculo por Ponderação
Quando se utilizam pares de entrada e saída como conjunto de treinamento, pode ocorrer
de, num determinado conjunto de padrıes, haver muito mais neurônios inativos nas saídas
desejadas, do que neurônios ativos. Quando isto ocorre, um indivíduo i qualquer, que repre-
sente uma rede que acerta muitos neurônios que deveriam estar inativos, pode acertar poucas
ativaçıes, e ainda assim, o valor de tness ser bom. Foi denido que:
• Acertos Ativos: Informa o nœmero de vezes que a rede ativa neurônios corretamente;
• Erros Ativos: Informa o nœmero de vezes que a rede deixa de ativar neurônios que
deveriam estar ativos;
• Acertos Inativos: Informa o nœmero de vezes que a rede mantØm inativos os neurônios
que deviam estar inativos;
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• Erros Inativos: Informa o nœmero de vezes que a rede ativa neurônios que deveriam
estar inativos.
Dessa forma, os acertos ativos e inativos sªo somados separadamente. Entªo, Ø dado um
valor de ponderaçªo VP, no intervalo [0;1], para os acertos ativos, e um valor de ponderaçªo
|1−VP| para os inativos. Assim, os neurônios ativos nos padrıes, se forem em menor
nœmero, podem receber um valor de ponderaçªo maior, trazendo um equilíbrio entre os dois
tipos de acertos.
O cÆlculo do valor de tness de cada indivíduo i Ø dado pela Equaçªo 5.10.
f (i) = AcAtivos(i)
TA
∗VP+
AcInativos(i)
T I
∗ (|1−VP|) (5.10)
onde:
AcAtivos(i) . . . . . Nœmero de vezes que a rede, representada pelo indivíduo i,
ativa um neurônio que deveria estar ativo, de acordo com Dp,
considerando todos os padrıes
AcInativos(i) . . . Nœmero de vezes que a rede representada pelo indivíduo i,
mantØm inativo um neurônio que deveria estar inativo, de acordo
com Dp, considerando todos os padrıes
TA . . . . . . . . . . . . Nœmero total de neurônios ativos nas saídas desejadas Dp
T I . . . . . . . . . . . . . Nœmero total de neurônios inativos nas saídas desejadas Dp
A variÆvel AcAtivos(i) Ø dada pela Equaçªo 5.11.
AcAtivos(i) =
NP
∑
p=1
AcAtivoPad(p, i) (5.11)
onde:
AcAtivoPad(i) . . Indica, para o indivíduo i, o nœmero de neurônio ativos obtidos
para Ep, e que estªo ativos na saída desejada Dp, considerando
apenas o padrªo p
NP . . . . . . . . . . . . Nœmero de padrıes de entrada/saída, contidos no conjunto de
treinamento
A variÆvel AcAtivoPad(p, i), Ø dada pela Equaçªo 5.12.
AcAtivoPad(p, i) =
M
∑
j=1
AtivoNip( j) (5.12)
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onde:
M . . . . . . . . . . Nœmero de neurônios apresentado pela rede
AtivoNip( j) . . Indica se a saída obtida para o neurônio j,fornecida pelo indivíduo
i, para Ep, estÆ de acordo com o estado desejado em Dp, conside-
rando somente os neurônios ativos em Dp
A variÆvel AtivoN ip( j) Ø dada pela Equaçªo 5.13.
AtivoNip( j) =


1, se Y ip( j)≥ vmax e Dp( j) = 1
0,5, se vmin ≤ Y ip( j) < vmax e Dp( j) = 1
0, em outras situaçıes
(5.13)
onde:
Y ip( j) . . . . . . . Saída do neurônio j, fornecida pelo individuo i, para Ep, conside
rando os neurônios ativos em Dp
A variÆvel AcInativos(i) Ø dada pela Equaçªo 5.14.
AcInativos(i) =
NP
∑
p=1
AcInativoPad(p, i) (5.14)
onde:
AcInativoPad(i) Indica, para o indivíduo i, o nœmero de neurônio inativos obtidos
para Ep, e que estªo inativos na saída desejada Dp considerando
apenas o padrªo p
NP . . . . . . . . . . . . Nœmero de padrıes de entrada/saída, contidos no conjunto de
treinamento
A variÆvel AcInativoPad(p, i) Ø dada pela Equaçªo 5.15.
AcInativoPad(p, i) =
M
∑
j=1
InativoN ip( j) (5.15)
onde:
M . . . . . . . . . . Nœmero de neurônios apresentado pela rede
InativoN ip( j) Indica se a saída obtida para o neurônio j, fornecida pelo indivíduo
i, para Ep, estÆ de acordo com o estado desejado em Dp, conside
rando somente os neurônios inativos em Dp
A variÆvel InativoN ip( j) Ø dada pela Equaçªo 5.16.
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InativoN ip( j) =
{
1, se Y ip( j) < vmin e Dp( j) = 0
0, em outras situaçıes
(5.16)
onde:
Y ip( j) . . . . . . . Saída do neurônio j, fornecida pelo individuo i, para Ep, conside-
rando os neurônios inativos em Dp
5.5.4 Função de Fitness para Categorias
Utilizar qualquer uma das duas opçıes de conjunto de treinamento nªo modica a re-
presentaçªo do indivíduo. Apenas modica o arquivo de treinamento e a funçªo de tness
utilizados. Para um conjunto de treinamento que utiliza categorias de pertinŒncia para os
pesos, foi elaborada uma funçªo de tness que faz a vericaçªo de quais valores de peso,
fornecidos pelo indivíduo, se encaixam no padrªo exigido pelo arquivo de entrada. Quanto
mais valores de pesos se adequarem, melhor o valor de tness gerado.
O nœmero de categorias pode variar, de acordo com a complexidade do problema. Quanto
mais complexo, mais precisa deve ser a deniçªo de modo a se obter melhores resultados
na rede nal. Portanto, pode haver N intervalos, onde cada intervalo TN compreende um
intervalo [aN,bN], sendo aN o valor inicial do intervalo, e bN o valor nal.
O tness f (i) de um indivíduo i Ø dado pela Equaçªo 5.17, que considera que apenas a
parte inferior à diagonal principal deve ser encontrada.
f (i) = Acertos(i)
Pe
(5.17)
onde:
Acertos(i) . . . Nœmero de vezes que o indivíduo i fornece pesos dentro do inter-
valo desejado
Pe . . . . . . . . . . Nœmero de pesos a ser encontrado
A variÆvel Acertos(i) Ø dada pela equaçªo 5.18.
Acertos(i) =
M−1
∑
k=1
M−1
∑
j=i
AcPesoi(k, j) (5.18)
onde:
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AcPesoi(k, j) . Indica se o indivíduo i forneceu um valor dentro do intervalo
desejado para o peso wk j
M . . . . . . . . . . Nœmero de neurônios apresentado pela rede
A variÆvel AcPesoi(k, j) Ø dada pela Equaçªo 5.19.
AcPesoi(k, j) =
{
1, se aN ≤ wk j ≤ bN e wdk j = TN
0, caso contrÆrio
(5.19)
onde:
aN . . . . . . . . . . Valor inicial do intervalo IN
bN . . . . . . . . . . Valor nal do intervalo IN
TN . . . . . . . . . . Identicador do intervalo N
wdk j . . . . . . . . Categoria desejada para o valor da conexªo entre os neurônios k e j
wk j . . . . . . . . . Valor da conexªo entre os neurônios k e j
5.5.5 Considerações sobre o fitness
Resumidamente, atØ o momento, o tness pode ser calculado por meio de:
• um conjunto de treinamento de pares de entrada e saída, com geraçªo aleatória da
populaçªo inicial;
• um conjunto de treinamento com faixas de pertinŒncia, com geraçªo aleatória da po-
pulaçªo inicial;
• um conjunto de treinamento de pares de entrada e saída, com geraçªo restritiva dos
elementos da populaçªo inicial, com base num arquivo de categorias de pertinŒncia;
Estas trŒs formas apresentam vantagens e desvantagens. Podem existir diferentes ma-
trizes que dªo bons valores de tness, mas que respondem de diferentes maneiras, dando
melhores ou piores resultados para o problema como um todo.
5.5.6 Exemplos de Aplicação das Funções de Fitness
Para exemplicar como funciona cada uma das formas de cÆlculo de tness, que traz
pares de entrada e saída como conjunto de treinamento, considera-se a rede apresentada na
Tabela 5.4, que contØm dois pares de entrada/saída para treinamento.
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A Tabela 5.6 mostra respostas dadas por uma matriz hipotØtica gerada por meio de AG,
fornecida por um indivíduo hipotØtico, chamado Indivíduo 1. Nela, consta a resposta dada
por este indivíduo para cada um dos padrıes de treinamento. Mostra tambØm, o nœmero de
acertos fornecido para cada padrªo pelo mØtodo simples e pelo mØtodo dos 3 valores. O
mØtodo pondera ativos e inativos faz o cÆlculo de acertos por padrªo da mesma forma que o
mØtodo dos 3 valores, e por isso estÆ sendo omitido.
Tabela 5.6: Exemplos de cálculo do fitness.
Neurônios D1 Y 11 Simples 3 valores D2 Y
1
2 Simples 3 valores
a 1 0,7 1 1 0 -0,1 1 1
b 0 0,35 0 0 1 0,7 1 1
c 1 0,42 1 0,5 0 0,3 0 0
d 0 -0,1 1 1 1 -0,2 0 0
e 1 0,3 1 0,5 0 -0,1 1 1
f 0 -0,2 1 1 1 0,3 1 0,5
5 acertos 4 acertos 4 acertos 3,5 acertos
Como pode-se observar, o nœmero de neurônios M multiplicado pelo nœmero de padrıes
NP Ø 12. Pelo mØtodo simples, o total de acertos Ø igual a 9. JÆ pelo mØtodo dos 3 valores,
o total de acertos Ø 7,5.
O valor de tness fornecido pelo Indivíduo 1, pelos 3 mØtodos existentes Ø apresentado no
Figura 5.10. Considerando este exemplo, nªo hÆ diferença entre o mØtodo pondera ativos e
inativos e o mØtodo por 3 valores, porque o nœmero de neurônios ativos nas saídas desejadas
(6) coincide com o nœmero de neurônios inativos nas saídas desejadas (6).
Figura 5.10: Exemplos de valores de fitness, fornecido pelas diferentes funções.
O mØtodo por 3 valores fornece um valor de tness menor, o que força o AG a procurar
soluçıes que ativem com mais força os neurônios que devem estar ativos. O mesmo ocorre
para o mØtodo pondera ativos e inativos. Se o nœmero de neurônios inativos, fosse muito
maior que o de inativos, esta forma de cÆlculo do tness forçaria, ainda, o AG, a encontrar
uma rede que respondesse bem tanto para neurônios ativos, como para neurônios inativos.
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5.6 Seleção
Após a realizaçªo do cÆlculo do tness para cada um dos indivíduos da populaçªo,
realiza-se a seleçªo, responsÆvel por indicar quais os indivíduos que devem ser cruzados.
O nœmero de indivíduos a ser selecionado Ø obtido atravØs da taxa de cruzamento, que se
mantØm constante ao longo das geraçıes. Quando a taxa de cruzamento fornece um valor
nªo divisível por 2, o nœmero de indivíduos a ser cruzado Ø incrementado para o valor mais
próximo divisível por 2. Para exemplicar, se a populaçªo contØm 100 indivíduos, e se a
taxa de cruzamento for de 90%, 90 indivíduos devem ser selecionados para cruzamento. Se
a taxa for de 89%, tambØm deve-se selecionar 90 indivíduos, jÆ que 89 nªo Ø divisível por 2.
Foram utilizadas duas funçıes de seleçªo:
• Passa mais aptos: Por este mØtodo, sªo selecionados para cruzamento apenas os indi-
víduos considerados mais aptos, ou seja, aqueles que tŒm maior valor de tness. Este
mØtodo foi o que forneceu melhores resultados.
• Roleta Ponderada: Por este mØtodo, os indivíduos mais aptos tŒm mais chances de
serem selecionados para o cruzamento, mas nªo impede que indivíduos menos aptos
possam ser escolhidos, garantindo a variabilidade genØtica da populaçªo. Ao contrÆrio
do esperado, este mØtodo nªo guiou o AG para bons resultados.
5.7 Cruzamento
A cada dois indivíduos selecionados, estes sªo cruzados, gerando dois novos indivíduos.
O cruzamento efetua a troca de material genØtico entre dois indivíduos pertencentes à popu-
laçªo. Foram implementadas algumas possibilidades:
• Cruzamento em um œnico ponto: Escolhe-se, de forma aleatória, a cada novo cruza-
mento, um œnico ponto para realizar a troca do material genØtico.
• Cruzamento de dois pontos: Consideram-se os indivíduos circulares, escolhendo-se
dois pontos para troca do material genØtico. Desta forma, os pontos de início e m do
cromossomo podem ser modicados.
• Cruzamento de dois pontos sem considerar o indivíduo circular: Escolhe-se dois pon-
tos para realizar a troca do material genØtico, mas nªo se modicam os pontos de início
e m do cromossomo.
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Normalmente, os indivíduos gerados sªo extensos, principalmente para os problemas
mais complexos, que envolvem uma grande quantidade de neurônios. Foi cogitada a hipótese
de se utilizar mœltiplos pontos de cruzamento, na tentativa de melhorar a qualidade dos
indivíduos gerados. Testes foram realizados, mas nªo houve melhoras na resposta da rede.
Acredita-se que um aumento no nœmero de pontos de cruzamento acaba por transformar a
busca denida pelo AG numa busca aleatória.
5.8 Seleção da Nova População
Após o cruzamento, Ø realizada a seleçªo da nova populaçªo, a partir da populaçªo P(t),
que compıe uma nova geraçªo P(t +1). Todos os indivíduos que foram gerados pelo cruza-
mento, ou seja, os indivíduos lhos sªo transportados diretamente para a nova populaçªo.
Entªo, dentre os indivíduos pais, Ø selecionado um certo nœmero de
indivíduos necessÆrios para que o tamanho da populaçªo se mantenha constante. Os
indivíduos passam por uma roleta ponderada, onde os menos aptos tŒm menos chances
de serem escolhidos para fazerem parte da nova geraçªo. Por exemplo, supondo uma popu-
laçªo de 100 indivíduos, com taxa de cruzamento de 90%, hÆ 90 indivíduos pais que geram
90 indivíduos lhos. Os lhos passam diretamente para a nova populaçªo. Os 10 restantes
sªo escolhidos por meio de uma roleta ponderada entre os 100 indivíduos iniciais.
5.9 Mutação
A mutaçªo Ø aplicada para permitir que todos os pontos do espaço de busca sejam al-
cançados. Para decidir se deve ou nªo ocorrer mutaçªo, gera-se um nœmero aleatório no
intervalo [0,100]. Se este nœmero estiver no intervalo [0,TM], onde T M Ø o valor da taxa de
mutaçªo, gera-se outro nœmero aleatório pertencente ao intervalo [1,TP], onde T P indica o
nœmero de indivíduos contidos na populaçªo.
Para este indivíduo, deve ser gerado, tambØm aleatoriamente, um outro nœmero perten-
cente ao intervalo [1,TI], onde T I indica o tamanho do cromossomo. O alelo selecionado
deve ser modicado para algum outro pertencente ao alfabeto. Caso se esteja usando a re-
presentaçªo binÆria, simplesmente troca-se o valor do alelo. Se o valor for 0, troca-se para
1, e vice-versa.
Entretanto, quando se utiliza codicaçªo inteira, escolhe-se, aleatoriamente, um outro
valor pertencente ao intervalo utilizado, com exceçªo daquele que jÆ estÆ sendo utilizado no
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alelo. Por exemplo, se o alelo tiver valor 0, e o alfabeto compreender o intervalo [0,10],
pode-se selecionar para substituir o 0, um valor no intervalo [1,10].
Capítulo 6
Estabilidade
A estabilidade Ø uma das características importantes de um sistema, jÆ que, usualmente,
para este ter aplicabilidade prÆtica deve ser projetado para ser estÆvel. As RNA do tipo IAC
sªo sistemas dinâmicos, conforme mostrado por De Azevedo [22, 34, 32] e, por conseqüŒn-
cia, tambØm devem ser estÆveis para serem utilizÆveis.
Neste trabalho, torna-se necessÆrio garantir que as redes geradas pelas diferentes opçıes
apresentadas pela metodologia de treinamento elaborada representem sistemas estÆveis. Isto
implica em se estudar as características de estabilidade de forma a que este critØrio seja
atendido. Este capítulo discute, sem apresentar conceitos fundamentais considerados co-
nhecidos, o conceito de estabilidade, o critØrio de estabilidade de Liapunov, e a estabilidade
de RNA realimentadas.
6.1 Conceitos Básicos
Aqui, o objeto de interesse Ø a descriçªo de sistemas que sªo modelos de sistemas físicos
reais. Por conseguinte, todas as variÆveis e funçıes sªo consideradas reais. Conceitos impor-
tantes relacionados a este tipo de sistema sªo os de Relaxaçªo, Estacionaridade, Causalidade,
Linearidade e Funçªo de TransferŒncia, sendo que um estudo a respeito destas propriedades
pode ser encontrado em [88, 89, 90, 91, 92].
Um sistema Ø classicado como ’monovariÆvel’ se ele apresentar somente um terminal
de entrada e um de saída, e Ø ’multivariÆvel’ no caso de existir mais de um terminal de entrada
e/ou saída. A classe de sistemas aqui tratada (as RNA) apresenta terminais de entrada e de
saída (no caso Ø multivariÆvel). As entradas, ou causas ou excitaçıes u sªo aplicadas aos
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terminais de entrada, e as saídas, ou efeitos ou respostas y sªo medidas nos terminais de
saída.
O primeiro passo no estudo analítico de um sistema Ø escrever as equaçıes matemÆticas
que o descrevem. Por causa dos diferentes mØtodos analíticos possíveis de usar, ou por
causa de diferentes questıes a serem respondidas pode-se, muitas vezes, descrever o mesmo
sistema por diferentes equaçıes matemÆticas [88].
Tem-se, por exemplo, a chamada ’descriçªo entrada-saída’ do sistema (tambØm conhecida
como ’externa’), na qual a funçªo de transferŒncia descreve somente as propriedades termi-
nais do sistema. Ou seja, o comportamento da saída em funçªo da entrada. Outra
descriçªo Ø a ’descriçªo por variÆveis de estado’ (tambØm conhecida como ’interna’), onde
um conjunto de equaçıes diferenciais descreve tanto o comportamento terminal (entrada-
saída) como o comportamento interno do sistema.
Um modelo freqüentemente usado na descriçªo entrada-saída de um sistema Ø atravØs
da utilizaçªo de equaçıes diferenciais, o qual inclui derivadas no tempo e dÆ informaçªo de
como a resposta do sistema varia no tempo. Para a soluçªo das equaçıes diferenciais, ou do
conjunto de equaçıes diferenciais que representam um sistema, os mØtodos utilizados podem
ser aqueles que tentam uma soluçªo por aproximaçªo de tentativa de soluçªo ou aqueles que
transformem a equaçªo em outra forma que possa ser manuseada pela Ælgebra convencional.
No primeiro caso, para o estudo do comportamento do sistema, compara-se a resposta
deste com a de uma excitaçªo padronizada, que deve ser determinada a partir da resposta re-
querida do sistema e da forma real da excitaçªo correspondente. VÆrias excitaçıes padroniza-
das, tais como a funçªo degrau, a rampa, a parÆbola, o impulso, entre outras, sªo utilizadas. O
procedimento consiste na determinaçªo da soluçªo completa da equaçªo diferencial referente
a cada uma destas excitaçıes. Ou seja, a determinaçªo da resposta em regime permanente a
cada um dos tipos de excitaçªo.
Observa-se que tal abordagem Ø aplicÆvel a equaçıes diferenciais de qualquer ordem. A
forma da componente transitória da resposta depende da equaçªo característica. Os coe-
cientes dos termos transitórios sªo determinados a partir do valor instantâneo da resposta em
regime permanente, das raízes da equaçªo característica e das condiçıes iniciais [90]. As
características desejadas para um sistema de qualquer ordem podem ser especicadas em
termos da reposta transitória a uma excitaçªo degrau unitÆrio. O desempenho do sistema
pode ser avaliado em funçªo de uma sØrie de grandezas, tais como ultrapassagem mÆxima,
tempo de passagem por erro nulo, tempo de acomodaçªo, entre outras.
Um outro mØtodo utilizado para a soluçªo dessas equaçıes diferenciais Ø o da transfor-
maçªo por Transformada de Laplace. Neste caso, as equaçıes diferenciais que descrevem o
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comportamento do sistema sªo transformadas em equaçıes algØbricas simples que nªo en-
volvem o tempo, ou seja, transforma-se para o domínio s, no qual sªo realizadas as operaçıes
algØbricas necessÆrias para a soluçªo do problema.
Pode-se, ainda, armar que a soluçªo de equaçıes diferenciais, estendida às equaçıes
matriciais de estado e de resposta, torna o mØtodo aplicÆvel a sistemas multivariÆveis, nªo
invariantes ao tempo e/ou nªo lineares. A formulaçªo matricial destes sistemas conduz a
soluçıes com a utilizaçªo de computadores digitais [90].
Estes procedimentos sªo utilizados em sistemas chamados ’sistemas contínuos no tempo’
ou ’sistemas tempo contínuo’, onde as entradas e saídas dos sistemas sªo denidos para todo
t em (−∞,+∞).
Todavia, o processamento de sinais tem utilizado mais e mais os computadores digitais,
que nªo tratam sinais contínuos que ocorrem em processos naturais e tØcnicos, onde o tempo
(ou a posiçªo) Ø uma variÆvel contínua.
É necessÆrio, entªo, converter o sinal analógico para digital, para permitir a gravaçªo/
processamento por computadores digitais. Para isso Ø utilizado um conversor analógico-
digital, efetuando o processo em duas etapas [93]: a) amostragem do sinal contínuo no
tempo, z(t), em instantes eqüidistantes, separados por um intervalo de tempo T (quantizaçªo
do tempo), originando um sinal z[k]; e b) armazenagem da seqüŒncia de valores de z[k] na
memória do computador com um nœmero nito de bits (quantizaçªo da amplitude).
Os sistemas que tratam, processam e manipulam sinais deste tipo, digitais, sªo conheci-
dos como ’sistemas discretos no tempo’ ou ’sistemas tempo discreto’. Da mesma forma
que para sistemas tempo contínuo, as deniçıes de relaxaçªo, estacionaridade, causalidade
e linearidade, entre outras, podem ser apropriadamente adequadas aos sistemas tempo dis-
creto. Em geral, estas adequaçıes implicam no uso de somatórios, ao invØs de integrais, e na
utilizaçªo da Transformada Z ao invØs da de Laplace.
No caso de sistemas tempo discreto, o seu comportamento pode ser estudado tanto pela
abordagem ’descriçªo entrada-saída’, como pela abordagem ’descriçªo por variÆveis de es-
tado’. A maioria dos conceitos e resultados para o caso contínuo podem ser aplicados ao
caso tempo discreto com pequenas modicaçıes.
6.2 Definindo Estabilidade
Um sistema pode ser dito ’estÆvel’ se entradas limitadas, isto Ø, nitas, geram saídas
limitadas [92]. Para exemplicar, considere-se o caso de um sistema linear: se a saída deste
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sistema tender a zero, quando sujeito a uma entrada impulso, conforme o tempo tender a
innito, ele Ø dito ’estÆvel’. Por outro lado, se a saída tender a innito, quando o tempo
tende a innito, ele Ø dito ’instÆvel’. O sistema pode ser ainda denido como ’criticamente
estÆvel’ caso, nas mesmas condiçıes, a saída nªo tender nem a zero nem a innito.
Formalmente, diz-se que um sistema Ø do tipo ’entrada limitada/saída limitada’ (BIBO
- bounded input/bounded output) estÆvel se, e somente se, toda entrada limitada resultar em
uma saída limitada. A saída desse sistema nªo diverge se a entrada nªo divergir [94]. Para
colocar essa condiçªo de estabilidade BIBO em uma base formal, considere-se um sistema
de tempo contínuo, cuja relaçªo de entrada-saída Ø dada pela Equaçªo 6.1.
y(t) = H[u(t)] (6.1)
onde o operador H Ø BIBO estÆvel se o sinal de saída y(t) satisfaz a seguinte condiçªo:
|y(t)| ≤ My < ∞, para todo t,
sempre que os sinais de entrada u(t) satiszerem a condiçªo:
u(t)≤ Mu < ∞, para todo t,
onde My e Mu sªo nœmeros positivos nitos.
Pode-se descrever a condiçªo para a estabilidade BIBO de um sistema de tempo discreto
de maneira semelhante.
No caso de sistemas lineares, existem diversas abordagens para o estudo da estabilidade,
que sªo funçªo da representaçªo do sistema, ou seja, do modelo utilizado para descrever o
comportamento do sistema. Para isto, um modelo deve descrever a relaçªo entre entradas e
saídas que sªo funçıes do tempo e, a partir daí, ser capaz de descrever o comportamento em
regime transitório (a parte da resposta que ocorre quando hÆ uma variaçªo na entrada que
termina depois de um curto intervalo de tempo) e em regime permanente (a parte da resposta
que continua depois do transitório) [92].
A funçªo de transferŒncia de um sistema de malha fechada (Figura 6.1 Ø dada pela
Equaçªo 6.2 [89]:
C(s)
R(s)
=
G(s)
1+G(s)H(s) (6.2)
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Figura 6.1: Sistema de malha fechada.
A equaçªo característica deste sistema generalizado pode ser obtida igualando o deno-
minador da funçªo de transferŒncia do sistema a zero, conforme a Equaçªo 6.3 [89]:
1+G(s)H(s) = 0 (6.3)
Esta Ø a equaçªo que determina a estabilidade do sistema. Todos os mØtodos de anÆlise
de estabilidade investigam esta equaçªo de alguma maneira, sendo utilizados, em geral, os
dois mØtodos seguintes [89]:
• Calcular as raízes exatas da Equaçªo 6.3: Neste caso, hÆ duas possibilidades, que sªo
a abordagem clÆssica e o mØtodo de lugar de raízes;
• Determinaçªo da regiªo limite, onde as raízes da Equaçªo 6.3 existem: Neste caso,
tem-se a disposiçªo algumas ferramentas, tais como o CritØrio de Routh-Hurwitz, o
Diagrama de Nyquist, o Diagrama de Bode e o GrÆco de Nichols.
6.3 Estabilidade em Sistemas Não Lineares
O conceito de estabilidade para sistemas lineares e invariantes no tempo Ø fÆcil de ser
entendido. Torna-se, no entanto, necessÆrio estender o conceito de estabilidade a sistemas
nªo lineares.
Mais especicamente, se tem interesse no estudo da estabilidade de RNA realimentadas,
que sªo sistemas altamente nªo lineares, assim como outros modelos de RNA. Portanto,
todo o arcabouço teórico citado e referenciado para sistemas lineares, atØ o momento, nªo
se aplica. O ferramental teórico usado, neste caso, baseia-se nos estudos de Liapunov, mais
particularmente, seu segundo mØtodo ou mØtodo direto, o qual propicia um meio de se de-
terminar a estabilidade de um sistema sem obter explicitamente as trajetórias no espaço de
estados. O segundo mØtodo Ø aplicÆvel na determinaçªo do comportamento de sistemas de
ordem mais elevada, podendo ser forçados ou livres, lineares ou nªo lineares, invariantes ou
variantes no tempo, e determinísticos ou estocÆsticos.
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6.3.1 Critério de Estabilidade de Liapunov
Liapunov dividiu o problema geral de analisar a estabilidade de sistemas nªo lineares
dentro de duas classes. A primeira classe consiste de todos aqueles mØtodos em que a
equaçªo diferencial do sistema pode ser resolvida, sendo a sua estabilidade, ou instabili-
dade determinada a partir desta soluçªo. Este mØtodo, conhecido como o primeiro mØtodo
de Liapunov, nªo traz informaçªo importante relacionada à soluçªo de equaçıes diferenciais
nªo lineares. Contudo, Liapunov indicou em seu primeiro mØtodo que a soluçªo pode ser
obtida na forma de uma sØrie, a partir da qual a estabilidade pode ser determinada usando seu
segundo mØtodo. AlØm disso, soluçıes aproximadas de equaçıes diferenciais nªo lineares,
freqüentemente, rendem informaçıes de estabilidade œtil.
O segundo mØtodo de Liapunov diz respeito à determinaçªo da informaçªo de estabili-
dade relacionada a sistemas nªo lineares sem ter que resolver sua equaçªo diferencial. Isto
contrasta com seu primeiro mØtodo, que requer a determinaçªo dos autovalores a partir das
equaçıes linearizadas em torno de um ponto de equilíbrio. Manipulando os coecientes da
equaçªo característica de uma certa maneira prescrita, Ø possível determinar se os pólos es-
tªo na metade direita ou esquerda do plano sem ter que resolver a equaçªo diretamente. Este
mØtodo Ø similar ao critØrio de estabilidade de Routh-Hurwitz para sistemas lineares.
O segundo mØtodo de Liapunov, que Ø baseado sobre consideraçıes de energia, pode ser
melhor estudado do plano de fase de um sistema de segunda ordem simples. Uma equaçªo
diferencial nªo linear de segunda ordem, que pode ser representada por duas variÆveis x e y,
pode ser descrita pelas Equaçıes 6.4 e 6.5, que sªo duas equaçıes de primeira ordem [89].
dx
dt = P(x,y) (6.4)
dy
dt = Q(x,y) (6.5)
Assumindo que x = y = 0 Ø um ponto singular, o segundo mØtodo de Liapunov diz que
um sistema Ø estÆvel se Ø possível achar a funçªo V (x,y) que tem as seguintes propriedades
[89]:
• V (x,y) = 0, somente para x = y = 0;
• dV (x,y)/dt nunca Ø positiva.
AlØm disso, este teorema diz que se dV/dt nunca Ø zero, exceto para o caso possível,
quando x = y = 0, o equilíbrio Ø denido como sendo assintoticamente estÆvel. Assim, pode
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ser mostrado que a funçªo V Ø anÆloga à energia armazenada no sistema, mas nªo Ø igual a
ela.
A principal diculdade na aplicaçªo do mØtodo consiste em formular uma funçªo candi-
data de Liapunov correta, tendo em vista que a falha de uma funçªo em atender as condiçıes
de estabilidade nªo signica a inexistŒncia de uma verdadeira funçªo de Liapunov. Esta di-
culdade Ø acrescida do fato de que a funçªo de Liapunov nªo Ø a œnica. Para um estudo mais
detalhado sobre o primeiro e segundo mØtodo de Liapunov, consulte [90, 91].
6.4 Estabilidade para RNAs com Feedback
Hopeld provou, em seu trabalho original [19], que a rede conhecida por seu nome,
minimiza uma funçªo de energia, constituindo-se em um sistema estÆvel, segundo o senso
de Liapunov. Zurada [95] mostra que redes BAM [96] se constituem em memórias estÆveis
bidirecionais, pelo mesmo critØrio. No caso especíco deste trabalho, deve ser provado,
tambØm segundo Liapunov, que as redes IAC, bem como o modelo ’A’, sªo estÆveis. No
entanto, isto jÆ foi feito por Nascimento [21], que provou que a rede IAC Ø um sistema
dinâmico nªo linear estÆvel e que tambØm minimiza uma funçªo de energia, tal como a rede
de Hopeld.
Como na rede de Hopeld, na rede IAC, a topologia Ø selecionada de forma a satisfazer
restriçıes especícas do problema em estudo. A maior diferença na operaçªo entre a rede de
Hopeld e a rede IAC Ø a funçªo de ativaçªo nªo linear utilizada [21].
6.4.1 Estabilidade de Redes IAC
Nesta seçªo, Ø apresentada a prova tal como realizada por Nascimento [21]. A partir do
equacionamento bÆsico apresentado na seçªo 2.1, sªo feitas algumas consideraçıes iniciais,
para depois realizar a minimizaçªo de uma funçªo de energia.
Sem perda de generalidade, e pelo fato de nªo se estar interessado no caso em que uma
unidade estÆ completamente isolada das outras, pode-se considerar que para cada unidade i,
wi j 6= 0 para ao menos um j. Ao assumir que min < 0 < max e |min| = max, as Equaçıes
2.4 e 2.5 podem ser combinadas, resultando na Equaçªo 6.6.
∆yi(k) =−|neti(k)|yi(k)+neti(k)max−decay(yi(k)− rest) (6.6)
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Considerando que a rede opera em tempo contínuo, a Equaçªo 6.6 Ø substituída pela
Equaçªo 6.7.
dyi
dt =−|neti|yi +netimax−decay(yi− rest) (6.7)
Para encontrar o ponto de equilíbrio do sistema yei , resolve-se a Equaçªo 6.6, estabele-
cendo ∆yi(k) = 0, ou a Equaçªo 6.7, estabelecendo dyi/dt = 0. Desta forma, considerando
que netei representa o valor de entrada da rede para a unidade i quando a rede alcança o ponto
de equilíbrio, obtØm-se a Equaçªo 6.8.
yei =
maxnetei +decay rest
|netei |+decay
(6.8)
Geralmente, netei Ø desconhecido, e portanto, a Equaçªo 6.8 nªo auxilia na tarefa de
encontrar a posiçªo do ponto de equilíbrio, no caso geral. Pode-se, porØm, considerar que se
decay = 0:
• quando netei 6= 0, o ponto de equilíbrio Ø caracterizado por yei = max, se netei > 0, ou
yei = −max, se net
e
i < 0;
• quando netei = 0, a Equaçªo 6.8 nªo pode ser usada para achar o ponto de equilíbrio,
mas os pontos onde neti = 0 para todas as unidades sªo tambØm pontos de equilíbrio,
jÆ que ∆yi (ou dyi/dt) = 0 para todo i. Um ponto onde isto Ø possível, mas nªo o œnico,
Ø considerar exti = 0 para todas as unidades e, consequentemente, yei = 0, para todo i,
Ø um ponto de equilíbrio.
AlØm disto, para rest = 0 e pequenos valores de decay, sendo |decay|<< |net ei |, o ponto
de equilíbrio ainda se localiza próximo a max ou−max, e a condiçªo neti = 0 nªo Ø suciente
para causar um ponto de equilíbrio.
Observa-se que se wi j = 0 para todo j, signicando que a unidade i Ø completamente
isolada das outras, entªo neti = exti e a condiçªo para estabilidade Ø ter −decay < |exti| <
2− decay, que pode tambØm ser escrito como −|exti| < decay < 2− |exti|. Portanto, tal
unidade pode formar um sistema unidimensional estÆvel mesmo no caso de decay < 0. A
posiçªo dos pontos de equilíbrio Ø dada pela Equaçªo 6.8, substituindo net ei por exti.
De forma a mostrar que uma IAC tambØm minimiza uma funçªo de energia, inicial-
mente, assume-se que decay = 0 e que a rede estÆ ou dentro ou nas bordas do hipercubo
[−max max]M, onde M Ø o nœmero de unidades da rede. Isto signica que −max≤ yi ≤max
para todo i. Pode-se denir a funçªo quadrÆtica da Equaçªo 6.9 como a funçªo de energia.
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H(t) = −
1
2
OTWO− extT O (6.9)
onde ext e O sªo vetores coluna. Como no caso das redes de Hopeld, pode-se escrever
a Equaçªo 6.10.
dH[O(t)]
dt =
M
∑
i=1
∂H[O(t)]
∂Oi
dOi
dt = [5OH(O)]
T
O (6.10)
Dado que a matriz de pesos W Ø simØtrica, tem-se a Equaçªo 6.11.
dH
dt = −[WO+ ext]
T
O = −netT O = −
M
∑
i=1
neti
dOi
dt (6.11)
Sabe-se, porØm, que Oi = g(yi). Desta forma, tem-se a Equaçªo 6.12.
dH
dt = −
M
∑
i=1
neti
dg(yi)
dyi
dyi
dt (6.12)
Usando a Equaçªo 6.7, nalmente, obtØm-se a Equaçªo 6.13.
dH
dt =


−
M
∑
i=1
dg(yi)
dyi
net2i (max− yi), if neti ≥ 0
−
M
∑
i=1
dg(yi)
dyi
net2i (max+ yi), if neti < 0
(6.13)
Portanto dH/dt ≤ 0 para −max ≤ yi ≤ max, decay = 0, e dg(yi)/dyi >= 0 para todo i,
sendo g(o) uma funçªo monotonicamente crescente. A partir disto, pode-se tambØm denir
que dH/dt = 0 se e somente se dOi/dt = dyi/dt = 0 para todo i, isto Ø, a rede alcançou um
ponto de equilíbrio. Observa-se que neti = 0 para todo i implica nªo somente que dH/dt = 0,
mas tambØm que dyi/dt = 0 para todo i (ver Equaçªo 6.7).
Agora, Ø necessÆrio estudar o caso em que a rede Ø inicializada fora do hipercubo
[−max max]M , ou seja, −max > yi > max para ao menos um i. Se yi ≥ 0, a Equaçªo
6.7 pode ser escrita como a Equaçªo 6.14.
dyi
dt =
{
−|neti|(|yi|−max)−decay(|yi|− rest) if neti ≥ 0
−|neti|(|yi|+max)−decay(|yi|− rest) if neti < 0
(6.14)
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Por outro lado, se yi < 0, a Equaçªo 6.7 pode ser escrita como a Equaçªo 6.15.
dyi
dt =
{
|neti|(|yi|+max)+decay(|yi|− rest) if neti ≥ 0
|neti|(|yi|−max)+decay(|yi|− rest) if neti < 0
(6.15)
As Equaçıes 6.14 e 6.15 mostram respectivamente que, dado que decay > 0 e |rest| <
max:
• se yi > max, entªo dyi/dt < 0;
• se yi <−max, entªo dyi/dt > 0.
Em outras palavras, considerando o espaço de ativaçªo, se a rede estÆ fora do hipercubo
[−max max]M e decay > 0, as mudanças nos valores de ativaçªo sªo tais que dado tempo
suciente, a rede alcança as bordas do hipercubo, fazendo |yi| ≤ max. Nota-se que, mesmo
no caso onde decay = 0, as mudanças na ativaçªo ainda guiam a rede para as bordas do
hipercubo [−max max]M, com a œnica exceçªo que a rede pode ser bloqueada na condiçªo
onde neti = 0. Estando dentro ou nas bordas do hipercubo, a rede pesquisa o mínimo da
funçªo de energia dado pela Equaçªo 6.9, dado que, entre outras condiçıes, decay = 0.
Uma maneira de garantir que a funçªo de energia dada pela Equaçªo 6.9 Ø minimizada,
Ø ter decay > 0 sempre que |yi| > max, para ao menos um i. Quando |yi| ≤ max para todo
i, estabelece-se decay para 0. Uma maneira mais simples seria denir o valor de decay para
algum valor positivo pequeno, e rest para 0, sendo assim desnecessÆrio considerar se a rede
estÆ dentro do hipercubo ou nªo.
Da Equaçªo 6.8, pode-se ver que isto causa somente uma pequena perturbaçªo na posiçªo
dos pontos de equilíbrio, que estªo localizados onde yei =−max ou max, assumindo que para
tal ponto de equilíbrio, a condiçªo |decay|<< |netei | Ø satisfeita. Se os pontos de equilíbrio,
que sªo a soluçªo para o problema satisfazem tal condiçªo (em geral, tal informaçªo nªo
estÆ disponível a priori), entªo, ainda poderia-se considerar que a funçªo de energia dada pela
Equaçªo 6.9 estÆ sendo minimizada. Contudo, a localizaçªo e o nœmero dos outros pontos de
equilíbrio (os pontos de equilíbrio que nªo estªo nas esquinas do hipercubo [−max max]M)
podem mudar signicativamente.
Uma possível interpretaçªo para o fato de decay > 0 trazer a rede para as bordas do
hipercubo, seria porque isto impede os pontos onde neti = 0 de serem pontos de equilíbrio.
E da Equaçªo 6.8, pode-se ver que tambØm força |yei | < max. Contudo, alguns dos pontos
que sªo pontos de equilíbrio para decay = 0 podem sofrer uma grande perturbaçªo, se a
condiçªo |decay|<< |netei | nªo Ø satisfeita.
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6.5 Conclusões
Este capítulo teve como objetivo discutir a estabilidade tanto da rede IAC, e do mo-
delo ’A’, como das redes geradas pela metodologia proposta. Como visto anteriormente, foi
provado, por outros autores, que as redes de Hopeld e a BAM sªo estÆveis segundo o senso
de Liapunov. Mais ainda, Nascimento [21] provou que as redes IAC, assim com as redes de
Hopeld, tambØm minimizam uma funçªo de energia, sendo estÆveis segundo Liapunov.
O modelo ’A’ de rede utiliza a mesma arquitetura e o mesmo equacionamento e parâme-
tros da IAC. As diferenças entre os dois modelos nªo implicam em nenhuma modicaçªo
na funçªo de energia proposta por Nascimento podendo, portanto, todas as suas conclusıes
para redes IAC serem estendidas para o modelo ’A’.
Mais importante, Cohen e Grossberg [97] publicaram um excelente estudo onde provam
que redes realimentadas cujas matrizes de conectividade sªo simØtricas e tŒm diagonal prin-
cipal nula sªo estÆveis, segundo Liapunov.
Os algoritmos propostos neste trabalho geram sempre, a cada iteraçªo, ou seja, a cada
geraçªo, matrizes apresentando as duas condiçıes acima. Desta forma, todas as matrizes
resultantes de qualquer dos algoritmos aqui propostos representam sistemas estÆveis segundo
o senso de Liapunov.
Conclui-se, portanto, que as redes geradas pelos algoritmos, após o critØrio de parada ser
atingido, representam sistemas estÆveis e sªo, por conseqüŒncia, de utilidade prÆtica.
Capítulo 7
Ambiente Computacional Implementado
Para a realizaçªo dos testes e de estudos relacionados ao comportamento da rede, foi
construído um ambiente computacional que implementa ambos os modelos, IAC e ’A’. Por
meio deste, Ø possível, tambØm, realizar treinamentos, aplicando-se a metodologia proposta.
Neste caso, as redes geradas podem ser analisadas, permitindo que se aplique conjuntos
de testes, para vericar as taxas de acerto, tornando viÆvel, desta forma, a validaçªo da
metodologia.
Este ambiente pode ser utilizado, futuramente, por outros pesquisadores que tenham in-
teresse em utilizar a rede IAC original e o modelo ’A’. A seguir, sªo descritas as principais
funçıes implementadas.
7.1 Criação de uma Rede IAC
Este ambiente permite criar tanto uma rede IAC original, como uma rede Modelo ’A’.
Para a criaçªo de uma rede, Ø necessÆrio informar a quantidade de grupos, e quantos neurônios
cada grupo contØm. Deve ser informado, tambØm, um rótulo para cada neurônio.
Quando se quer criar uma rede IAC original, Ø necessÆrio informar qual Ø o grupo es-
condido. Neste caso, os pesos padrªo jÆ sªo denidos, sendo permitido somente editar os
pesos entre os diferentes grupos com o escondido. Pesos, como os pertencentes à diagonal
principal, ou pesos entre neurônios do mesmo grupo jÆ sªo automaticamente preenchidos. É
permitido somente utilizar valores de peso 1, 0 ou -1.
No caso da rede modelo ’A’, apenas os pesos da diagonal principal sªo preenchidos. Os
outros podem ser preenchidos ou manualmente ou, entªo, obtidos por meio das propostas de
treinamento.
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7.2 Consulta de uma Rede IAC
Após a rede ser criada, e os pesos serem informados, ou diretamente, no caso da rede
IAC original, ou por treinamento, no caso da rede modelo ’A’, Ø possível realizar consul-
tas a esta rede. Para isto, escolhe-se os neurônios referentes aos ’valores’ dos ’conceitos’
que compıem a consulta. É preciso denir o nœmero de ciclos para que a rede estabilize,
e tambØm os parâmetros que se adequem melhor às necessidades do problema sendo repre-
sentado. Depois de efetuadas estas deniçıes, realiza-se a consulta, e as ativaçıes fornecem
a resposta da rede para a consulta apresentada.
É possível realizar modicaçıes manuais na matriz de treinamento, para vericar as mu-
danças que estas alteraçıes causam na resposta da rede para a consulta apresentada. Outra
característica possível Ø realizar estatísticas para vericar se a matriz de conectividade estÆ
adequada. Arquivos de teste devem ser criados para realizar as estatísticas, que sªo com-
postos por pares de entrada/saída que informam para um conjunto de neurônios ativos na
entrada, quais neurônios devem estar ativos na saída.
7.2.1 Implementação do Algoritmo de Atualização
O algoritmo de atualizaçªo consiste na implementaçªo do equacionamento apresentado
na seçªo 2.1. O exemplo dos Jets & Sharks foi reconstituído utilizando este sistema, com
base no conhecimento que se encontrava disponível. As respostas obtidas por meio deste
sistema foram comparadas com as respostas fornecidas pelo sistema implementado em [42]
- PDP.
Assim, foram realizadas simulaçıes utilizando os dois sistemas, para validar as respostas
obtidas. Esperava-se que as respostas encontradas para as simulaçıes fossem as mesmas,
tanto qualitativa como quantitativamente em ambos os sistemas. Todos os testes realizados
foram executados por 60 ciclos.
De acordo com as entradas fornecidas para teste, foi observado que as repostas forneci-
das por ambos os sistemas sªo iguais. Deve-se observar, tambØm, que foram utilizados os
mesmos valores para os parâmetros.
Os 3 testes elaborados a seguir foram selecionados para demonstraçªo:
Teste 1: Fornecimento de uma entrada composta pelo neurônio Jets. Neste caso, ativou-
se o neurônio Jets, para vericaçªo das respostas fornecidas. A Figura 7.1 mostra as respostas
fornecidas pela sistema PDP, enquanto a Figura 7.2 mostra as respostas fornecidas por este
sistema.
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Figura 7.1: Resposta do software PDP para a entrada Jets.
Figura 7.2: Resposta do sistema para a entrada Jets.
Teste 2: Fornecimento de uma entrada composta pelo neurônio Ol. Para o neurônio Ol,
Ø feito o mesmo procedimento e a resposta dada pelo PDP Ø mostrada na Figura 7.3 e a
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resposta dada por este sistema Ø mostrada na Figura 7.4.
Figura 7.3: Resposta do software PDP para a entrada Ol.
Figura 7.4: Resposta do sistema para a entrada Ol.
Teste 3: Fornecimento de uma entrada composta pelos neurônios Casado + Faixa etÆria
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20 anos. A reposta do PDP Ø dada na Figura 7.5 e a resposta deste sistema Ø mostrada na
Figura 7.6
Figura 7.5: Resposta do software PDP para a entrada faixa etária de 20 anos e casados.
Figura 7.6: Resposta do sistema para a entrada faixa etária de 20 anos e casados.
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7.3 Treinamento de uma Rede Modelo ’A’
Esta opçªo do sistema deve ser utilizada quando se quer encontrar a matriz de conectivi-
dade de uma rede modelo ’A’. Para a utilizaçªo deste sistema, existe uma sØrie de parâmetros
que devem ser ajustados ou informados, para que o desempenho do algoritmo de treinamento
seja adequado. Entre estas informaçıes, pode-se citar:
• o nome do arquivo a ser usado para treinamento: Este Ø um arquivo texto que con-
tØm todos os pares de entrada/saída para realizar o treinamento da rede, ou entªo, um
arquivo com categorias para os pesos;
• taxa de cruzamento: Esta taxa, que deve ser um nœmero entre 1 e 100, indica qual
porcentagem de indivíduos da populaçªo devem ser cruzados. O nœmero de indivíduos
deve ser par, jÆ que estes sªo cruzados dois a dois.
• taxa de mutaçªo: Esta taxa, que deve ser um nœmero entre 0 e 100, indica a probabili-
dade de que na populaçªo ocorra mutaçªo em um indivíduo a ser escolhido aleatoria-
mente;
• nœmero de indivíduos: indica quantos indivíduos farªo parte da populaçªo. Este
nœmero Ø mantido constante ao longo das geraçıes.
• nœmero de geraçıes: indica o nœmero de geraçıes pelas quais os indivíduos devem ser
avaliados, servindo como critØrio de parada.
• nœmero de neurônios: informa o nœmero total de neurônios que compıe a rede que
estÆ sendo treinada;
• escolher o tipo de seleçªo;
• escolher o tipo do cÆlculo do tness, e os parâmetros envolvidos com o tipo escolhido;
• escolher o tipo de cruzamento;
• escolher o limiar de ativaçªo.
A resposta do sistema Ø o indivíduo que forneceu melhor valor de tness ao longo das
geraçıes simuladas. Este arquivo Ø armazenado em um arquivo para posterior consulta e
testes. Juntamente com a matriz de conectividade, sªo armazenadas informaçıes diversas
sobre a rede, como o tness relativo ao indivíduo, a geraçªo na qual ele foi encontrado, entre
outras informaçıes.
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TambØm pode ser aplicado um arquivo com combinaçıes de parâmetros. Cada linha do
arquivo informa os dados necessÆrios para cada simulaçªo. O melhor indivíduo gerado em
cada simulaçªo Ø armazenado para posterior anÆlise.
7.4 Outras Funções
O ambiente computacional permite realizar algumas estatísticas a respeito do funciona-
mento das redes sendo comparadas. Uma das funçıes permitidas Ø aplicar conjuntos de
entrada e saída e vericar se as respostas fornecidas coincidem com as respostas desejadas.
TambØm Ø permitido visualizar grÆcos de ativaçªo dos neurônios, vericando como eles se
comportam ao longo dos ciclos.
É possível alterar os parâmetros relacionados ao equacionamento das redes IAC, tanto
original, como Modelo A, para vericar como variaçıes nestes parâmetros alteram o com-
portamento da rede como um todo.
Outra funçªo possível Ø realizar alteraçıes manuais nas matrizes de conectividade. Isto
permite que pequenos ajustes possam ser feitos, com base em observaçıes realizadas pelo
usuÆrio.
Capítulo 8
Resultados e Discussões
A metodologia, apresentada no Capítulo 5, foi desenvolvida em etapas. A partir de um
modelo inicial, os testes, utilizando os estudos de caso apresentados, foram sendo realizados
e, quando necessÆrio, foram feitas alteraçıes para melhorar o desempenho da proposta, ou
entªo, para adequÆ-la a diferentes problemas. Todos os estudos de caso estªo modelados
atravØs de redes modelo ’A’.
Basicamente, hÆ trŒs etapas principais, que diferem entre si pelos arquivos de treina-
mento utilizados e pela forma como Ø feita a geraçªo da populaçªo inicial, entre outros. Na
primeira etapa, onde foram utilizados pares de entrada/saída como conjunto de treinamento,
foi denida a representaçªo e as formas de seleçªo, cruzamento e mutaçªo. Na segunda
etapa, foi denido um novo conjunto de treinamento, que consiste de categorias para os pe-
sos. E na terceira etapa, as categorias sªo utilizadas para geraçªo da populaçªo inicial, e o
treinamento Ø realizado por meio de pares de entrada/saída.
Os valores escolhidos para as taxas de cruzamento e mutaçªo, entre outros testados,
foram de 90% e 5%, respectivamente. Estes sªo usados em todas as simulaçıes apresentadas
neste capítulo, por serem aqueles que forneceram melhores resultados. Uma taxa de mu-
taçªo mais elevada foi utilizada, pois o espaço de busca Ø muito grande, e Ø por meio deste
operador que as soluçıes nªo atingidas pelo cruzamento sªo alcançadas. Nos casos em que
foi necessÆrio realizar o processamento da rede, os valores utilizados para os parâmetros,
relacionados ao equacionamento das redes modelo ’A’, sªo aqueles denidos por Rumelhart
[42]. Na bibliograa pesquisada, observou-se que a maioria dos autores utiliza estes valores
nas suas simulaçıes, nªo existindo um estudo mais detalhado a respeito do comportamento
destes. Isto poderia indicar a necessidade de uma pesquisa mais completa sobre a funçªo que
os parâmetros exercem sobre a rede, tanto original, quanto modelo ’A’.
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8.1 Etapa 1: Treinamento por Pares de Entrada/Saída
Nesta etapa, foram realizadas diversas deniçıes para a metodologia. Entretanto, os prin-
cipais esforços se concentraram em propor formas adequadas de representaçªo para o indi-
víduo, e na criaçªo de opçıes de funçıes de tness, quando utilizando pares de entrada/saída
para teste. AlØm disto, foram denidas as formas de cruzamento e seleçªo.
Um dos exemplos mais utilizados nesta etapa Ø aquele dos JS, usando 10, 21 e 41
neurônios. O comportamento das matrizes geradas para estes exemplos, ao longo desta
seçªo, Ø descrito por meio de dois grÆcos tais como aqueles apresentados na Figura 8.1, que
estªo num formato genØrico. O primeiro grÆco (8.1(a)) contØm as seguintes informaçıes:
• Acertos especícos: Informa, na cor azul, o nœmero de neurônios com estado de ati-
vaçªo correto, para o conjunto de entradas especícas apresentadas.
• Erros especícos: Informa, na cor vermelha, o nœmero de neurônios com estado de
ativaçªo incorreto, para o conjunto de entradas especícas apresentadas;
• Acertos gerais: Informa, na cor amarela, o nœmero de neurônios com estado de ati-
vaçªo correto, para o conjunto de entradas gerais apresentadas;
• Erros gerais: Informa, na cor verde, o nœmero de neurônios com estado de ativaçªo
incorreto, para o conjunto de entradas gerais apresentadas.
(a) (b)
Figura 8.1: Gráfico genérico, utilizado para os exemplos dos Jets e Sharks. (a) Número de acertos e
erros para entradas gerais e específicas (b) Taxas de acerto.
Com esta separaçªo entre os nœmeros de acertos e erros, pode-se vericar se o conjunto
de treinamento, composto pelas entradas especícas, estÆ sendo bem aprendido, e se as en-
tradas gerais podem ser deduzidas a partir das entradas especícas. Neste mesmo grÆco,
Ø apresentado o resultado para diferentes matrizes. A primeira matriz Ø sempre chamada
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de ’Original’, e representa a implementaçªo do exemplo dos JS usando a rede IAC origi-
nal. As matrizes geradas pelo treinamento sªo chamadas de ’Matriz 1’, ’Matriz 2’, e assim
sucessivamente, dependendo do nœmero de matrizes contidas no grÆco.
Para complementar, o grÆco apresentado na Figura 8.1(b), traz a taxa total de acertos
para cada matriz na Figura 8.1(a), informando a porcentagem de neurônios ativados correta-
mente, considerando tanto as entradas gerais quanto especícas, ou seja, traz informaçªo a
respeito do comportamento geral das redes para as matrizes sendo consideradas. Este grÆco
traz, tambØm, a taxa de acerto fornecida pela implementaçªo usando a rede IAC original. A
comparaçªo com a rede IAC original Ø importante, jÆ que o exemplo dos JS funciona como
um padrªo ouro para a metodologia proposta.
8.1.1 Representação dos Indivíduos
AtravØs de um AG simples, que utiliza seleçªo dos mais aptos e cruzamento em um œnico
ponto, foram realizados testes relacionados à representaçªo. Para medir o desempenho da
rede gerada, com base em um conjunto de treinamento composto por pares de entrada/saída,
foi utilizado o cÆlculo do tness por 3 valores. A funçªo de tness simples foi utilizada
apenas em testes bÆsicos, por nªo reetir de forma adequada o comportamento das redes
sendo avaliadas.
O estudo de caso escolhido para iniciar os testes foi o dos JS. Todas as entradas, perten-
centes a conjuntos de treinamento relacionados a este exemplo, sªo compostas por um œnico
neurônio ativo, onde cada um correponde a um neurônio do grupo ’nomes’. Estas entradas
sªo consideradas as entradas especícas para o problema. Portanto, o nœmero de pares Ø
igual ao nœmero de neurônios deste grupo, e depende de qual versªo deste exemplo estÆ
sendo utilizada. Com relaçªo a quais pesos encontrar e como representÆ-los, num primeiro
momento, deniu-se:
• que o indivíduo seria composto por todos os pesos pertencentes à matriz de conec-
tividade, sem considerar o fato da matriz ser simØtrica e ter diagonal 0. O nœmero de
pesos Pe a ser encontrado Ø dado pela Equaçªo 8.1.
Pe = M2 (8.1)
onde:
M . . . . . . . . . . Nœmero de neurônios da rede
Desta forma, o tamanho do indivíduo T I Ø dado pela Equaçªo 8.2.
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T I = Pe∗NG (8.2)
onde:
NG . . . . . . . . . Nœmero de genes utilizado para representar cada peso
Pe . . . . . . . . . . Nœmero de pesos a ser encontrado pelo AG
• a utilizaçªo do alfabeto binÆrio, considerando que o nœmero de genes para representar
cada peso, dado pela variÆvel NG, Ø igual a 10. Este alfabeto foi escolhido, pois tem
sido extensivamente utilizado, existindo muitos estudos a seu respeito, inclusive com
provas de sua convergŒncia, por meio do Teorema de Esquemas [98].
Como visto, uma matriz de conectividade que representa uma rede modelo ’A’ Ø
simØtrica, e tem diagonal principal nula. Assim, pretendia-se observar se o AG guiaria
a populaçªo para indivíduos que respeitam estas restriçıes. Para realizar esta vericaçªo,
utilizou-se o exemplo dos JS com 10 neurônios. Esta rede foi treinada com as entradas es-
pecícas a respeito do problema, o que resulta num conjunto de treinamento composto por
5 pares, que Ø o nœmero de neurônios contidos no grupo ’nomes’. Um exemplo de matriz
de conectividade obtida Ø apresentada nas Tabelas 8.1 e 8.2, que traz todos os valores de
conexıes entre os neurônios desta rede.
Tabela 8.1: Matriz de conectividade para JS com 10 neurônios, obtida quando o indivíduo engloba
todos os seus pesos - Parte 1.
Art Rick Sam Ralph Lance
Art 0,248046875 -0,6484375 -0,509765625 -0,12109375 -0,830078125
Rick -0,646484375 -0,021484375 -0,57421875 -0,533203125 -0,291015625
Sam -0,2109375 -0,236328125 0,64453125 -0,201171875 -0,724609375
Ralph -0,77734375 -0,126953125 0,5703125 -0,46875 -0,779296875
Lance -0,67578125 -0,755859375 -0,763671875 -0,822265625 0,83203125
Jets 0,72265625 -0,048828125 0,603515625 0,65625 0,947265625
Sharks -0,73828125 0,689453125 -0,6171875 -0,583984375 -0,26953125
Pusher 0,640625 -0,181640625 -0,9765625 0,89453125 -0,958984375
Burglar -0,716796875 0,65625 -0,046875 -0,716796875 0,83203125
Bookie -0,462890625 0,01171875 0,958984375 0,013671875 -0,9453125
Para vericar a qualidade das respostas fornecidas por esta matriz, foi utilizado um con-
junto de testes, que contØm, alØm dos pares utilizados para treinamento, outros 5. Estes, tam-
bØm, sªo compostos por entradas com um œnico neurônio ativo, correspondentes às entradas
gerais a respeito do problema. Assim, Ø possível ter uma medida a respeito do comporta-
mento da rede, tanto relacionado às entradas especícas quanto às entradas gerais. Estes
mesmos conjuntos de treinamento e testes foram utilizados em todos os exemplos que con-
sideram o problema dos JS com 10 neurônios.
8. Resultados e Discussıes 100
Tabela 8.2: Matriz de conectividade para JS com 10 neurônios, obtida quando o indivíduo engloba
todos os seus pesos - Parte 2.
Jets Sharks Pusher Burglar Bookie
Art 0,13671875 -0,0625 0,15234375 0,24609375 0,236328125
Rick -0,412109375 0,46484375 0,2734375 -0,029296875 -0,7734375
Sam -0,390625 -0,46484375 0,224609375 -0,52734375 -0,13671875
Ralph 0,1953125 -0,69921875 -0,20703125 -0,25390625 0,66015625
Lance -0,53125 -0,833984375 -0,96875 -0,501953125 0,076171875
Jets -0,919921875 -0,91015625 0,525390625 -0,646484375 0,1953125
Sharks -0,435546875 -0,14453125 -0,025390625 -0,212890625 0,92578125
Pusher -0,25 0,2890625 -0,18359375 -0,251953125 -0,35546875
Burglar -0,33203125 0,8671875 0,60546875 -0,923828125 -0,619140625
Bookie -0,255859375 0,1484375 -0,853515625 -0,423828125 0
A matriz das Tabelas 8.1 e 8.2, chamada de ’Matriz 2’, foi obtida evoluindo uma popu-
laçªo de 130 indivíduos, e, para o conjunto de teste usado, forneceu uma taxa geral de 84%
de acerto, conforme observado na Figura 8.2(b). Este indivíduo jÆ foi encontrado na geraçªo
107. Para o mesmo exemplo dos JS com 10 neurônios, implementado utilizando-se a rede
IAC original, a taxa de acerto Ø de 96%, sendo esta matriz chamada de ’Original’. Ou seja,
as taxas de acerto fornecida pelas duas matrizes nªo sªo próximas.
(a) (b)
Figura 8.2: JS com 10 neurônios: Resultados obtidos quando são encontrados todos os pesos da
matriz de conectividade, comparados com aqueles fornecidos pela IAC original. Alfabeto binário
com 10 genes por peso. (a) Número de acertos e erros para entradas gerais e específicas (b) Taxas de
acerto.
Para a mesma rede JS com 10 neurônios, foram realizadas diferentes simulaçıes, au-
mentando o nœmero de indivíduos e geraçıes, e as taxas de acerto nªo apresentaram maiores
diferenças. Ou seja, a rede estabiliza nestes valores, e alteraçıes nos parâmetros nªo provo-
cam melhores resultados.
De acordo com o mesmo grÆco da Figura 8.2(b), outras taxas de acertos obtidas por ma-
trizes geradas por treinamento foram de 82% (Matriz 1) e 81% (Matriz 3). Observa-se pela
Figura 8.2(a), que, para o conjunto de treinamento, o nœmero de acertos e erros fornecidos
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pelas diferentes matrizes Ø igual, considerando as entradas especícas, que foram utilizadas
como conjunto de treinamento. No caso das entradas gerais, as respostas fornecidas tŒm
poucas diferenças.
Se a taxa de acerto Ø inferior à esperada em redes pequenas, para redes maiores os resulta-
dos fornecidos pioram. Isto pode ser observado pela simulaçªo realizada com o exemplo dos
JS com 21 neurônios. Neste caso, a rede tambØm foi treinada com as entradas especícas a
respeito do problema, resultando num conjunto de treinamento composto por 10 pares de en-
trada/saída, correspondente aos neurônios do grupo ’nomes’. O conjunto de teste, seguindo
o mesmo padrªo, contØm, alØm dos 10 pares de entradas especícas, outros 11 correspon-
dentes às entradas gerais. Estes mesmos conjuntos de treinamento e testes foram utilizados
em todos os exemplos que consideram o problema dos JS com 21 neurônios.
Este exemplo, implementado utilizando a rede IAC original, fornece uma taxa de
acerto geral de 94,78%, conforme ilustrado pela Figura 8.3(b). Entretanto, as simulaçıes
realizadas alcançaram matrizes que fornecem taxas de acerto de 78,91% (Matriz 1), quando
utilizando 500 indivíduos. Este valor foi encontrado na geraçªo 307. Outra taxa de acerto
conseguida, utilizando 550 indivíduos, foi de 79,14% (Matriz 3), encontrado na geraçªo
288. Utilizando 600 indivíduos, as taxas encontradas foram de 79,37% (Matriz 2), na ge-
raçªo 370. Da mesma forma que o exemplo anterior, o nœmero de erros para as entradas
gerais e especícas, fornecidos pelas matrizes geradas por treinamento, sªo muito próximos,
conforme observado na Figura 8.3(a).
(a) (b)
Figura 8.3: JS com 21 neurônios: Resultados obtidos quando são encontrados todos os pesos da
matriz de conectividade, comparados com aqueles fornecidos pela IAC original. Alfabeto binário
com 10 genes por peso. (a) Número de acertos e erros para entradas gerais e específicas (b) Taxas de
acerto.
Comparadas com as taxas fornecidas pelo modelo original, as taxas obtidas para estes
exemplos nªo foram satisfatórias, utilizando a metodologia considerada atØ o momento. Isto
pode ter ocorrido porque as redes geradas nªo respeitam as restriçıes bÆsicas que carac-
terizam uma rede modelo ’A’, ou seja, as propriedades de simetria e de diagonal principal
nula.
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AlØm de nªo alcançar boas taxas de acerto, os indivíduos gerados com esta representaçªo
sªo muito grandes. Por exemplo, para uma rede JS com 10 neurônios, Ø necessÆrio encontrar
100 pesos, resultando em um indivíduo com 1000 genes. Para redes pequenas, isto nªo seria
um problema, mas, para redes maiores, hÆ uma forte restriçªo em se utilizar esta proposta, jÆ
que o tamanho dos indivíduos e das populaçıes necessÆrios seriam muito grandes, tornando
impraticÆvel a sua aplicaçªo. Para melhorar o desempenho do algoritmo, decidiu-se por
utilizar restriçıes conhecidas sobre o problema, restringindo, desta forma, os pesos a serem
encontrados. Obtiveram-se, entªo, as duas possibilidades apresentadas: os pesos abaixo da
diagonal principal ou os pesos entre grupos que tŒm relaçªo.
8.1.1.1 Abaixo da Diagonal Principal
Aplicando esta restriçªo aos pesos que devem ser encontrados, foi possível agilizar o
processo de busca, mesmo utilizando 10 genes para cada peso. Para os exemplos utiliza-
dos atØ o momento, houve um incremento nas taxas de acerto. Neste grupo de simulaçıes,
se mantiveram todos os parâmetros utilizados nas anteriores, modicando-se apenas a com-
posiçªo do indivíduo, que traz os valores relativos aos pesos abaixo da diagonal principal. A
Figura 8.4(b) mostra taxas de acerto para o exemplo JS com 10 neurônios, comparadas com
as respostas fornecidas pela implementaçªo com a rede IAC original, que Ø de 96%.
(a) (b)
Figura 8.4: JS com 10 neurônios: Resultados obtidos quando são encontrados os pesos abaixo da
diagonal principal, comparados com aqueles fornecidos pela IAC original. Alfabeto binário com 10
genes por peso. (a) Número de acertos e erros para entradas gerais e específicas (b) Taxas de acerto.
A melhor taxa de acerto obtida a partir de uma matriz gerada por treinamento foi de 96%
(Matriz 2), utilizando-se 100 indivíduos. Este valor foi encontrado na geraçªo 52. Outras
simulaçıes forneceram matrizes com taxas de acerto de 95% (Matriz 3) e 92% (Matriz 1),
usando 130 e 80 indivíduos, respectivamente. Estes valores sªo bem mais próximos, ou
atØ iguais, àqueles fornecidos pela implementaçªo usando a rede IAC original. Sabe-se que
redes neurais, de uma forma geral, nªo sªo modelos ótimos, que fornecem 100% de taxas
de acertos. Mesmo a implementaçªo utilizando o modelo original nªo fornece esta taxa.
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Observa-se, tambØm, pela Figura 8.4(a) que o nœmero de acertos e erros separadamente
foram muito próximos entre si, para as redes geradas.
Para o exemplo dos JS com 21 neurônios, tem-se os resultados observados na Figura 8.5.
De acordo com a Figura 8.5(b), a melhor taxa de acerto foi de 85,26% (Matriz 3), obtida na
geraçªo 288, utilizando 500 indivíduos. Outros valores conseguidos foram 84,58% (Matriz
2) e 84,35% (Matriz 1), evoluindo 600 e 500 indivíduos, respectivamente. Mesmo com as
modicaçıes feitas na metodologia, as taxas de acerto para este exemplo nªo melhoraram
o suciente, se comparadas com os resultados fornecidos pela implementaçªo utilizando o
modelo original. Portanto, outras alteraçıes se fazem necessÆrias.
(a) (b)
Figura 8.5: JS com 21 neurônios: Resultados obtidos quando são encontrados os pesos abaixo da
diagonal principal, comparados com aqueles fornecidos pela IAC original. Alfabeto binário com 10
genes por peso. (a) Número de acertos e erros para entradas gerais e específicas (b) Taxas de acerto.
Uma consideraçªo realizada foi vericar se o conjunto de treinamento sendo utilizado,
composto pelas entradas especícas a respeito do problema, era o mais adequado para o
problema em questªo. Entªo, ao invØs de serem utilizadas as entradas especícas, foram
utilizadas as entradas gerais para treinamento, de maneira a observar se ocorriam melhoras
nos resultados fornecidos.
Desta forma, foram criados conjuntos de treinamento composto pelas entradas gerais
a respeito do problema, sendo este conjunto composto por 5 pares, no caso do exemplo
dos JS com 10 neurônios, e composto por 11 pares, no caso do exemplo dos JS com 21
neurônios. Foram utilizados os mesmos parâmetros das simulaçıes anteriores, incluindo
o nœmero de geraçıes e de indivíduos, sendo o indivíduo composto pelos pesos abaixo da
diagonal principal.
Para o exemplo de 10 neurônios, conforme ilustrado na Figura 8.6(b), as taxas de a-
certo foram reduzidas para 85%, em contrapartida aos 96% fornecidos anteriormente, usando
as entradas especícas. Para o exemplo com 21 neurônios, conforme ilustrado na Figura
8.7(b), a taxa de acerto obtida foi de 77,10% (Matriz 3) e 78,46% (Matriz 4), que sªo valores
menores do que as taxas mØdias de 85% jÆ conseguidas.
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(a) (b)
Figura 8.6: JS com 10 neurônios: Resultados obtidos quando são encontrados os pesos abaixo da
diagonal principal, comparados com aqueles fornecidos pela IAC original, usando entradas gerais
para treinamento. Alfabeto binário com 10 genes por peso. (a) Número de acertos e erros para
entradas gerais e específicas. (b) Taxas de acerto.
(a) (b)
Figura 8.7: JS com 21 neurônios: Resultados obtidos quando são encontrados os pesos abaixo da
diagonal principal, comparados com aqueles fornecidos pela IAC original, usando entradas gerais
para treinamento. Alfabeto binário com 10 genes por peso. (a) Número de acertos e erros para
entradas gerais e específicas. (b) Taxa total de acertos.
Pelas Figuras 8.6(a) e 8.7(a), observa-se que hÆ uma melhora nas respostas para as en-
tradas gerais, mas, em contrapartida, hÆ uma piora nas respostas fornecidas para as entradas
especícas, se comparado com os resultados obtidos pelas matrizes das Figuras 8.4(a) e
8.5(a). Os mesmo testes foram realizados utilizando conjuntos híbridos e as respostas nªo
apresentaram melhoras. Observou-se que a informaçªo especíca Ø a que fornece as me-
lhores respostas, sendo mais adequada para o treinamento deste tipo de exemplo.
Voltando às simulaçıes utilizando entradas especícas para treinamento, o algoritmo foi
aplicado ao exemplo dos JS com 41 neurônios. Foi utilizado um conjunto de treinamento
composto por 27 pares, onde cada entrada continha um neurônio ativo, relativo àqueles per-
tencentes ao grupo ’nomes’. O tempo gasto com as simulaçıes se tornou muito grande, para
que se conseguisse obter resultados razoÆveis, dado o tamanho dos indivíduos. O conjunto
de testes era composto por 41 pares, seguindo o padrªo utilizado nos outros exemplos.
Da mesma forma, os resultados obtidos foram comparados com aqueles fornecidos pela
implementaçªo utilizando a rede IAC original, sendo estes resultados apresentados na Figura
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8.8. Como pode-se observar pela Figura 8.8(a), as taxas de acerto alcançadas foram de
84,95% (Matriz 2), 85,37% (Matriz 3) e 84,71% (Matriz 4), que consideraram populaçıes
de 1000 e 2000 indivíduos. A taxa mais baixa obtida foi de 82,93% (Matriz 1), obtida em
uma simulaçªo que considerou apenas 500 indivíduos compondo a populaçªo. Estas taxas,
ainda se mostram inferiores àquelas fornecidas pela rede IAC original, que Ø de 91,49%.
(a) (b)
Figura 8.8: JS com 41 neurônios: Resultados obtidos quando são encontrados os pesos abaixo da
diagonal principal, comparados com aqueles fornecidos pela IAC original. Alfabeto binário com 10
genes por peso. (a) Número de acertos e erros para entradas gerais e específicas. (b) Taxas de acerto.
A alocaçªo dos vetores necessÆrios ao processamento do AG, para a rede de 41 neurônios,
utilizando 10 genes por peso, quando se encontram os pesos abaixo da diagonal principal,
torna necessÆrio um computador com recursos de memória razoÆveis. Devem ser encontra-
dos 820 pesos, segundo a Equaçªo 5.1, resultando num indivíduo composto por 8200 genes.
Desta forma, o processamento se torna lento, e a aplicaçªo da metodologia a redes maiores
se torna inviÆvel. AlØm disso, nªo Ø possível alcançar resultados tªo bons quanto aqueles
fornecidos pela rede IAC original.
Outra questªo levantada foi o nœmero de casas decimais geradas para cada peso. Talvez,
nªo fosse necessÆrio tal precisªo para a qualidade dos resultados. Sendo assim, decidiu-se
usar uma representaçªo com menos genes para representar cada peso, e que, conseqüente-
mente, fornece menos casas decimais após a vírgula. Portanto, utilizou-se uma representaçªo
binÆria com 6 genes. Ainda assim, os resultados obtidos anteriormente se repetiram, pois a
representaçªo ainda era muito grande, e o processamento muito lento. Alguns resultados
para os exemplos dos JS com 41 neurônios sªo apresentados na Figura 8.9(b), sendo pos-
sível observar que as taxas de acerto obtidas, que foram de 85,43% (Matriz 1) e 85,78%, se
aproximam daquelas jÆ alcançadas, mostradas na Figura 8.8(b).
Para as redes de 10 neurônios e 21 neurônios, utilizando 6 genes por peso, foram obtidos
os mesmos valores para as taxas de acerto, conforme observado nas Figuras 8.10 e 8.11,
sendo que o nœmero de indivíduos utilizados foi o mesmo das simulaçıes com 10 genes
por peso. Entretanto, para a rede de 41 neurônios o tempo de processamento e os vetores
necessÆrios para alocaçªo dos dados ainda se mantiveram muito grandes.
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(a) (b)
Figura 8.9: JS com 41 neurônios: Resultados obtidos quando são encontrados os pesos abaixo da
diagonal principal, comparados com aqueles fornecidos pela IAC original. Alfabeto binário com 6
genes por peso. (a) Número de acertos e erros para entradas gerais e específicas. (b) Taxas de acerto.
(a) (b)
Figura 8.10: JS com 10 neurônios: Resultados obtidos quando são encontrados os pesos abaixo da
diagonal principal, comparados com aqueles fornecidos pela IAC original. Alfabeto binário com 6
genes por peso. (a) Número de acertos e erros para entradas gerais e específicas. (b) Taxas de acerto.
(a) (b)
Figura 8.11: JS com 21 neurônios: Resultados obtidos quando são encontrados os pesos abaixo da
diagonal principal, comparados com aqueles fornecidos pela IAC original. Alfabeto binário com 6
genes por peso. (a) Número de acertos e erros para entradas gerais e específicas. (b) Taxa total de
acertos.
Observa-se pelas Figuras 8.5(b), que mostra os resultados usando 10 genes por peso, para
a rede de 21 neurônios, e 8.11(b), que mostra os resultados usando 6 genes por peso, que
houve um incremento mínimo nas taxas de acerto, sendo alcançados valores de atØ 86,62%
(Matriz 4), que nªo foram alcançadas com o outro exemplo.
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Nas representaçıes mencionadas atØ o momento, os pesos eram escolhidos de maneira
completamente aleatória, e esperava-se que a própria convergŒncia levasse a pesos posi-
tivos para conexıes entre neurônios pertencentes a grupos diferentes e pesos negativos para
conexıes entre neurônios do mesmo grupo. Como isto nªo aconteceu, o gene que represen-
tava o sinal foi removido, utilizando-se uma representaçªo com apenas 5 genes, para vericar
se os resultados fornecidos seriam melhores.
Ao introduzir esta modicaçªo, e realizando o treinamento para a rede JS com 10 neurô-
nios, nªo foi possível reproduzir a taxa de 96%, alcançada em treinamentos anteriores,
atingindo-se uma taxa de acerto mÆxima de 95% obtida pela matriz chamada ’Matriz 1’,
conforme observado na Figura 8.12. Outros valores alcançados foram de 91% (Matriz 2) e
94% (Matriz 3).
(a) (b)
Figura 8.12: JS com 10 neurônios: Resultados obtidos quando são encontrados os pesos abaixo da
diagonal principal, comparados com aqueles fornecidos pela IAC original. Alfabeto binário com 5
genes por peso. (a) Número de acertos e erros para entradas gerais e específicas. (b) Taxas de acerto.
No caso das redes de 21 e 41 neurônios, houve uma queda nas taxas de acertos, e alØm
disso, a convergŒncia se manteve lenta. Os tamanhos de populaçıes utilizados sªo os mesmos
aplicados quando se utiliza a representaçªo com 6 genes. Para a rede de 21 neurônios,
conforme observado na Figuras 8.13(b), foram obtidos taxas de acerto de 73,24% (Matriz
1), 75,28% (Matriz 2) e 72,34% (Matriz 3), que sªo bem inferiores àquelas de atØ 86% jÆ
alcançadas. E no caso da rede de 41 neurônios, conforme observado na Figura 8.14, as taxas
foram de 57,88% (Matriz 1), 51,64% (Matriz 2) e 59,73% (Matriz 3), tambØm inferiores
àquelas de atØ 85,78% jÆ obtidas.
Neste caso, aumentar o nœmero de geraçıes e indivíduos nªo trouxe benefícios no com-
portamento geral da rede. Os resultados obtidos com a representaçªo de 5 genes, que forçam
o sinal a ser positivo ou negativo, podem ser um indicativo de que Ø mais interessante permitir
ao treinamento uma maior liberdade na escolha dos sinais para os pesos.
Desta forma, foi possível concluir que, em se tratando de indivíduos muito grandes, a
representaçªo binÆria pode nªo ser a melhor escolha, apesar dos diversos estudos positivos
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(a) (b)
Figura 8.13: JS com 21 neurônios: Resultados obtidos quando são encontrados os pesos abaixo da
diagonal principal, comparados com aqueles fornecidos pela IAC original. Alfabeto binário com 5
genes por peso. (a) Número de acertos e erros para entradas gerais e específicas. (b) Taxas de acerto.
(a) (b)
Figura 8.14: JS com 41 neurônios: Resultados obtidos quando são encontrados os pesos abaixo da
diagonal principal, comparados com aqueles fornecidos pela IAC original. Alfabeto binário com 5
genes por peso. (a) Número de acertos e erros para entradas gerais e específicas. (b) Taxas de acerto.
a seu respeito. Portanto, optou-se por uma representaçªo inteira, como alternativa para a
binÆria, podendo ser utilizados 1 ou 2 genes para cada peso. Para comparar as duas abor-
dagens, foram feitos novos testes que utilizavam o mesmo sistema, modicando apenas o
alfabeto utilizado, que de binÆrio, passou a ser inteiro, e fazendo as alteraçıes mínimas
necessÆrias para o sistema car compatível com a nova representaçªo.
Os testes mostraram que, comparativamente, as matrizes fornecidas com o alfabeto in-
teiro apresentaram respostas semelhantes àquelas fornecidas pela representaçªo binÆria, ne-
cessitando, porØm, de um tempo menor de processamento, devido à diminuiçªo no tamanho
dos vetores, permitindo a aplicaçªo a redes maiores.
A representaçªo com inteiros reduziu drasticamente o tamanho das matrizes que conti-
nham as populaçıes, acelerando a velocidade de convergŒncia do problema. Para a rede
JS com 10 neurônio, foi possível alcançar valores de 96%, conforme apresentado na Figura
8.15(b), pela Matriz 1. Outro valor obtido foi de 95% (Matriz 2).
Para as redes de 21 e 41 neurônios, que tem alguns resultados apresentados nas Figuras
8.16 e 8.17, respectivamente, os resultados foram praticamente os mesmos daqueles obtidos
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com a representaçªo de 6 genes. O nœmero de indivíduos contidos na populaçªo foram os
mesmos.
(a) (b)
Figura 8.15: JS com 10 neurônios: Resultados obtidos quando são encontrados os pesos abaixo da
diagonal principal, comparados com aqueles fornecidos pela IAC original. Alfabeto inteiro com 1
gene por peso. (a) Número de acertos e erros para entradas gerais e específicas. (b) Taxas de acerto.
(a) (b)
Figura 8.16: JS com 21 neurônios: Resultados obtidos quando são encontrados os pesos abaixo da
diagonal principal, comparados com aqueles fornecidos pela IAC original. Alfabeto inteiro com 1
gene por peso. (a) Número de acertos e erros para entradas gerais e específicas. (b) Taxas de acerto.
(a) (b)
Figura 8.17: JS com 41 neurônios: Resultados obtidos quando são encontrados os pesos abaixo da
diagonal principal, comparados com aqueles fornecidos pela IAC original. Alfabeto inteiro com 1
gene por peso. (a) Número de acertos e erros para entradas gerais e específicas. (b) Taxas de acerto.
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Com relaçªo à precisªo, esta pode depender do problema que estÆ sendo utilizado. Uti-
lizando os exemplos dos JS, foi realizado um teste utilizando dois genes para representar
cada peso. Alguns dados obtidos utilizando-se dois genes por peso, para as redes de 10, 21
e 41 neurônios, sªo apresentados na Figura 8.18, 8.19, 8.20, respectivamente. Para a rede
de 10 neurônios, os resultados se mantØm, comparando os grÆcos das Figuras 8.15(a) e
8.18(a). No caso das redes de 21 e 41 neurônios, verica-se um pequeno incremento na
qualidade dos resultados. Comparando-se os grÆcos das Figuras 8.16(a) e 8.19(a), verica-
se que para a rede de 21 neurônios, foram atingidas taxas superiores a 87% (Matriz 1 e 2)
quando usando dois genes, nªo alcançadas utilizando um œnico gene para representar cada
peso. E no caso da rede de 41 neurônios, comparando os grÆcos das Figuras 8.17(a) e
8.20(a), observa-se que se alcançaram taxas maiores de 86% (Matriz 2), tambØm nªo obtidas
quando utilizando um œnico gene, onde se alcançaram taxas mÆximas de 85,72%. Embora
haja uma diferença, esta Ø pequena. Assim, para o exemplo dos JS, a representaçªo com uma
casa decimal demonstrou ser suciente, sendo que a utilizaçªo de dois genes trouxe pouca
melhora para a resposta, sem muito incremento no tempo de processamento. JÆ 3 ou mais
genes nªo trouxeram benefícios e apenas aumentaram o tempo de processamento.
(a) (b)
Figura 8.18: JS com 10 neurônios: Resultados obtidos quando são encontrados os pesos abaixo da
diagonal principal, comparados com aqueles fornecidos pela IAC original. Alfabeto inteiro com 2
genes por peso. (a) Número de acertos e erros para entradas gerais e específicas. (b) Taxas de acerto.
(a) (b)
Figura 8.19: JS com 21 neurônios: Resultados obtidos quando são encontrados os pesos abaixo da
diagonal principal, comparados com aqueles fornecidos pela IAC original. Alfabeto inteiro com 2
genes por peso. (a) Número de acertos e erros para entradas gerais e específicas. (b) Taxas de acerto.
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(a) (b)
Figura 8.20: JS com 41 neurônios: Resultados obtidos quando são encontrados os pesos abaixo da
diagonal principal, comparados com aqueles fornecidos pela IAC original. Alfabeto inteiro com 2
genes por peso. (a) Número de acertos e erros para entradas gerais e específicas. (b) Taxas de acerto.
Nesta abordagem, Ø permitido que existam pesos negativos entre neurônios de grupos
diferentes. JÆ conexıes positivas para neurônios do mesmo grupo nªo se mostraram interes-
santes. Normalmente, organiza-se os grupos, para no caso extremo, eles nªo interferirem um
no outro, ou seja, conexªo zero.
Com relaçªo à precisªo, foi tambØm testada a codicaçªo real. Observou-se que por esta
representaçªo, existe a possibilidade de se obter resultados semelhantes àqueles conseguidos
utilizando-se a representaçªo inteira.
Apesar dos resultados terem melhorado ao se encontrar os pesos abaixo da diagonal
principal, alØm de se observar uma evoluçªo mais rÆpida, ainda se observou a necessidade
de procurar outras restriçıes para melhorar o desempenho da rede.
8.1.1.2 Grupos que têm relação
Uma outra hipótese foi inserir as restriçıes que consideram os grupos que tŒm relaçªo e
prØ-denir os pesos das conexıes intragrupo, quando este grupo representar um ’conceito’
com ’valores’ mutuamente excludentes. A representaçªo binÆria, por exigir muitos recursos
computacionais ca restrita a redes pequenas, fornecendo bons resultados, desde que se use
um conjunto de treinamento adequado, assim como em outros modelos de rede. A deniçªo
de um conjunto de treinamento Ø feita de forma empírica, e Ø dependente do problema que
se quer resolver. No caso do exemplo dos JS, o melhor conjunto de treinamento Ø aquele que
representa o conhecimento especíco a respeito do problema.
Para melhorar as respostas das redes de 41 neurônios, foi necessÆrio utilizar novas
restriçıes, e encontrar os pesos entre grupos que tŒm relaçªo. Alguns resultados obtidos
sªo apresentados na Figuras 8.21 e 8.22, para o problema dos JS com 21 e 41 neurônios,
respectivamente.
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(a) (b)
Figura 8.21: JS com 21 neurônios: Resultados obtidos quando são encontrados os pesos entre grupos
que têm relação, comparados com aqueles fornecidos pela IAC original. Alfabeto inteiro com 1 gene
por peso. (a) Número de acertos e erros para entradas gerais e específicas. (b) Taxas de acerto.
(a) (b)
Figura 8.22: JS com 41 neurônios: Resultados obtidos quando são encontrados os pesos entre grupos
que têm relação, comparados com aqueles fornecidos pela IAC original. Alfabeto inteiro com 1 gene
por peso. (a) Número de acertos e erros para entradas gerais e específicas. (b) Taxas de acerto.
Utilizando-se esta nova representaçªo para o treinamento foi possível obter uma rede que
fornece taxas de acerto muito semelhantes àquelas fornecidas pelo modelo original, tanto
para a rede de 21 neurônios, como para a rede de 41 neurônios. Para a rede de 41 neurônios,
foi atingida a taxa de acerto de 91,20% (Matriz 3), que Ø próxima do resultado fornecido pela
original (91,49%), e bem melhor do que a melhor taxa conseguida anteriormente, que era de
86,08% (Matriz 2 da Figura 8.20(b)). Para a rede de 21 neurônios, foi atingida a taxa mÆxima
de 94,33% (Matriz 3 da Figura 8.21(b)), que tambØm Ø bem próxima da taxa fornecida pela
implementaçªo utilizando a original (94,76%). E, alØm disso, Ø maior do que a taxa mÆxima
alcançada anteriormente de 87,98% (Matriz 1 da Figura 8.19(b)).
Na Tabela 8.3, Ø apresentado o nœmero de acertos ativos e o nœmero de acertos inativos,
para a matriz apresentada na Tabela 8.4, onde estªo apresentados os valores de uma matriz
de conectividade obtida por treinamento, correspondente à submatriz C, considerando uma
rede JS com 41 neurônios. Como todos os grupos representam ’conceitos’ com ’valores’
mutuamente exclusivos, os pesos das conexıes intragrupos nªo precisam ser encontrados.
8. Resultados e Discussıes 113
Tabela 8.3: Taxas de acertos ativos e inativos para a rede apresentada na Tabela 8.4.
Original Matriz 1
Acertos Ativos 67,45% 67,19%
Acertos Inativos 98,54% 98,46%
Tabela 8.4: Submatriz C, para uma rede JS com 41 neurônios.
Jets Sharks 20 30 40 HS JH Coll Solt Cas Div Push Burg Book
Art 0,4 0,2 0,2 0 0,6 0,4 0,1 0,3 0,4 0,3 0 0,9 0,3 0,7
Al 0,4 0,2 0,3 0,5 0,1 0,7 0,2 0 0,4 0,6 0,1 0,2 0,4 0,3
Sam 0,6 0,2 0,6 0,1 0,1 0,3 0,5 0,8 0,5 0,4 0 0,1 0,1 0,8
Clyde 0,5 0,3 0,1 0 0,8 0,8 0,4 0,3 0,5 0,2 0,3 0,5 0,4 0,8
Mike 0,5 0,4 0,1 0,7 0,3 0,7 0,3 0,2 0,9 0,4 0,4 0,1 0,1 0,4
Jim 0,8 0,1 0,4 0,3 0,1 0,6 0,3 0 0 0,3 0,4 0 0,4 0
Greg 0,7 0,4 0,9 0,3 0 0,3 0,6 0,2 0,1 0,7 0,5 0,6 0,2 0
John 0,5 0,4 0,5 0,2 0,1 0,9 0,4 0,6 0,3 0,4 0 0,4 0,8 0,3
Doug 0,7 0,4 0,2 0,5 0 0 0,6 0,1 0,6 0,1 0,4 0,1 0,1 0,4
Lance 0,5 0,3 0,5 0,4 0,2 0,6 0,3 0 0,1 0,7 0,1 0,1 0,6 0
George 0,4 0 0,6 0,2 0,5 0,6 0,5 0,3 0,1 0,1 0,8 0,4 0,5 0,4
Pete 0,5 0,2 0,8 0,5 0 0,2 0,8 0,4 0,7 0,3 0,1 0 0,3 0,5
Fred 0,7 0,2 0,5 0,1 0,1 0,1 0,5 0,1 0,8 0,4 0,4 0,5 0 0,1
Gene 0,8 0,3 0,4 0,1 0 0,2 0,3 0,5 0,8 0,4 0,2 0,4 0,1 0
Ralph 0,6 0,5 0 0,7 0,4 0,9 0,3 0,2 0,5 0,4 0 0,8 0,1 0,2
Phil 0,2 0,5 0,4 0,6 0,4 0,4 0,4 0,5 0 0,4 0,3 0,5 0,1 0
Ike 0,4 0,7 0,6 0,7 0,1 0,7 0,4 0,5 0,7 0,6 0,3 0,2 0,2 0,4
Nick 0,3 0,6 0,4 0,5 0,1 0,5 0,7 0 0,5 0 0,2 0,6 0 0,1
Don 0,1 0,4 0 0,7 0,2 0,4 0,1 0,9 0,4 0,5 0,1 0,4 0,8 0
Ned 0,1 0,6 0,1 0,6 0 0,2 0 0,5 0,1 0,5 0,4 0,5 0,5 0,8
Karl 0,4 0,5 0,3 0,4 0,6 0 0,9 0,3 0,1 0,6 0,2 0,2 0 0,4
Ken 0,3 0,7 0,4 0,3 0,2 0,4 0,8 0,4 0,7 0,4 0 0,2 0,5 0
Earl 0,4 0,6 0,4 0,4 0,7 0 0,5 0 0,1 0,9 0,1 0,3 0,7 0,3
Rick 0 0,5 0 0,6 0,2 0 0,5 0,4 0,3 0,3 0,9 0,2 0,9 0,3
Ol 0,1 0,7 0,1 0,4 0,1 0,1 0,2 0,7 0,4 0,5 0 0,8 0,5 0,4
Neal 0,4 0,8 0,4 0,9 0,1 0,1 0,8 0,3 0,5 0,3 0 0,2 0,2 0,6
Dave 0 0,5 0,2 0,8 0,1 0,1 0,8 0,5 0,2 0,2 0,4 0,4 0,2 0
As taxas de acerto ativos e inativos podem ser subdivididas para entradas especícas e
gerais, conforme mostrado na Tabela 8.5, que traz o nœmero de neurônios que tem estado
de ativaçªo tanto correto quanto incorreto para as entradas gerais e especícas. Observando
esta mesma tabela, verica-se que a rede acertou praticamente todos os padrıes apresentados
no treinamento, sendo que o nœmero de erros apresentado para os padrıes gerais Ø aproxi-
madamente o mesmo fornecido pela rede original, indicando que a rede responde de forma
semelhante tanto para os padrıes utilizados no treinamento, como para os padrıes gerais
usados nos testes.
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Tabela 8.5: Resultados parciais, considerando as entradas específicas e as entradas gerais.
Original Matriz1
Acertos Ativos Específicos 162 162
Erros Ativos Específicos 0 0
Acertos Inativos Específicos 938 942
Erros Inativos Específicos 7 3
Acertos Ativos Geral 95 94
Erros Ativos Geral 124 125
Acertos Inativos Geral 343 338
Erros Inativos Geral 12 17
A Tabela 8.6 mostra a taxa de acertos e erros geral das duas redes, que sªo muito próxi-
mas, considerando as entradas gerais e especícas em conjunto.
Tabela 8.6: Resultados obtidos - Geral.
Original Matriz 1
Total de Acertos 91,49% 91,37%
Total de Erros 8,51% 8,63%
Mesmo fazendo com que o AG evoluísse por mais geraçıes ou mesmo aumentando o
tamanho da populaçªo, nenhuma rede que respondesse muito melhor do que o modelo ori-
ginal implementado por Rumelhart foi obtida. Considerando a representaçªo entre grupos
que tŒm relaçªo, foi realizado novamente um teste utilizando as entradas gerais para treina-
mento, aplicado tanto à rede de 21 neurônios (11 pares), quanto para a rede de 41 neurônios
(14 pares).
A qualidade geral das respostas da rede diminuiu, quando utilizada esta forma de treina-
mento, onde a rede passa a acertar mais para as entradas genØricas, mas acerta menos para
as especícas e no quadro geral, como observado pelas Figuras 8.23 e 8.24, que traz resul-
tados para as redes de 21 e 41 neurônios, respectivamente. Da mesma forma, utilizando-se
um conjunto de padrıes de treinamento com entradas mistas, as taxas de acerto diminuíram,
sendo as entradas mistas aquelas que forneceram os piores resultados.
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(a) (b)
Figura 8.23: JS com 21 neurônios: Resultados obtidos quando são encontrados os pesos entre grupos
que têm relação, comparados com aqueles fornecidos pela IAC original, treinados com as entradas
gerais. Alfabeto binário com 1 gene por peso. (a) Número de acertos e erros para entradas gerais e
específicas. (b) Taxas de acerto.
(a) (b)
Figura 8.24: JS com 41 neurônios: Resultados obtidos quando são encontrados os pesos entre grupos
que têm relação, comparados com aqueles fornecidos pela IAC original, treinados com as entradas
gerais. Alfabeto binário com 1 gene por peso. (a) Número de acertos e erros para entradas gerais e
específicas. (b) Taxas de acerto.
8.1.2 Cálculo do Fitness
A primeira funçªo de tness idealizada realizava um cÆlculo simples da quantidade de
acertos fornecidos por uma matriz. Analisando melhor o problema, observou-se que esta
era uma soluçªo que nªo conseguiria guiar a populaçªo para uma resposta adequada, jÆ que
considerava simplesmente um valor limite, acima do qual o neurônio era considerado ativo,
e abaixo do qual era considerado inativo. Desta forma, uma hipótese mais interessante seria
utilizar faixas de valores que considerem valores intermediÆrios de ativaçªo, que foi a forma
utilizada nos testes atØ o momento, chamada de ’CÆlculo por 3 valores’.
Outro ponto levantado estÆ relacionado ao fato de que, na maioria dos conjuntos de
treinamento sendo avaliados, havia uma quantidade muito maior de neurônios que deve-
riam estar inativos, do que neurônios que deveriam estar ativos, principalmente quando se
tratanto da rede com 41 neurônios. Com esta constataçªo, resolveu-se ponderar os acertos
ativos e os acertos inativos, de maneira que os acertos ativos tivessem uma inuŒncia maior
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no valor de tness nal.
Como exemplo, observe-se o exemplo dos JS com 41 neurônios. Para cada entrada con-
tida no padrªo de teste, deveria haver 6 neurônios ativos e 35 neurônios inativos. Assim,
como sªo 27 padrıes de entrada (mesmo nœmero de neurônios no grupo nomes), existem
945 neurônios que devem estar inativos, e apenas 162 que devem estar ativos.
Portanto, passou-se a somar todos os acertos ativos separados dos acertos inativos, e en-
tªo, Ø dado o mesmo valor de peso para os dois tipos de acertos. Assim, os acertos ativos, que
sªo em menor nœmero, recebem um maior valor de ponderaçªo. Alguns resultados obtidos
para as redes de 21 e 41 neurônios sªo apresentadas nas Figuras 8.25 e 8.26, respectiva-
mente. Pode-se observar que as taxas de acerto obtidas sªo próximas daquelas conseguidas
utilizando cÆlculo do tness por 3 valores, podendo ser observada uma pequena melhora,
como na rede de 41 neurônios, onde foram alcançadas taxas de atØ 91,85% (Matriz 2 da
Figura 8.26(b)).
(a) (b)
Figura 8.25: JS com 21 neurônios: Resultados obtidos quando são encontrados os pesos entre grupos
que têm relação, usando a função de fitness que pondera ativos e inativos, comparados com aqueles
fornecidos pela IAC original. Alfabeto inteiro com 1 gene por peso. (a) Número de acertos e erros
para entradas gerais e específicas. (b) Taxas de acerto.
(a) (b)
Figura 8.26: JS com 41 neurônios: Resultados obtidos quando são encontrados os pesos entre grupos
que têm relação, usando a função de fitness que pondera ativos e inativos, comparados com aqueles
fornecidos pela IAC original. Alfabeto inteiro com 1 gene por peso. (a) Número de acertos e erros
para entradas gerais e específicas. (b) Taxas de acerto.
8. Resultados e Discussıes 117
8.1.3 Cruzamento
AlØm do cruzamento em um œnico ponto, outras formas foram testadas, que sªo o cruza-
mento de dois pontos considerando o indivíduo circular e o cruzamento de dois pontos, sem
considerar o indivíduo circular.
Utilizando o cruzamento de dois pontos, com indivíduo circular, para as redes de 21 e
41 neurônios se obtØm os resultados ilustrados nas Figuras 8.27 e 8.28, respectivamente,
onde se observa uma piora da qualidade das respostas fornecidas. Houve um decrØscimo
na qualidade fornecida para o conjunto de treinamento com as entradas especícas, o que
resulta numa piora para o conjunto de teste, que utiliza as entradas gerais.
(a) (b)
Figura 8.27: JS com 21 neurônios: Resultados obtidos quando são encontrados os pesos entre grupos
que têm relação, usando cruzamento de dois pontos, comparados com aqueles fornecidos pela IAC
original. Alfabeto inteiro com 1 gene por peso. (a) Número de acertos e erros para entradas gerais e
específicas. (b) Taxas de acerto.
(a) (b)
Figura 8.28: JS com 41 neurônios: Resultados obtidos quando são encontrados os pesos entre grupos
que têm relação, usando cruzamento de dois pontos, comparados com aqueles fornecidos pela IAC
original. Alfabeto inteiro com 1 gene por peso. (a) Número de acertos e erros para entradas gerais e
específicas. (b) Taxas de acerto.
O cruzamento em dois pontos, mas sem considerar o indivíduo circular, nªo traz nenhum
benefício em relaçªo aos resultados fornecidos pela rede, como pode-se observar pelas Fi-
guras 8.29 e 8.30, que trazem os resultados, usando este tipo de cruzamento, para as redes
de 21 e 41 neurônios, respectivamente, onde os resultados se mantiveram estÆveis.
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(a) (b)
Figura 8.29: JS com 21 neurônios: Resultados obtidos quando são encontrados os pesos entre grupos
que têm relação, usando cruzamento de dois pontos, sem considerar o indivíduo circular, comparados
com aqueles fornecidos pela IAC original. Alfabeto inteiro com 1 gene por peso. (a) Número de
acertos e erros para entradas gerais e específicas. (b) Taxas de acerto.
(a) (b)
Figura 8.30: JS com 41 neurônios: Resultados obtidos quando são encontrados os pesos entre grupos
que têm relação, usando cruzamento de dois pontos, sem considerar o indivíduo circular, comparados
com aqueles fornecidos pela IAC original. Alfabeto inteiro com 1 gene por peso. (a) Número de
acertos e erros para entradas gerais e específicas. (b) Taxas de acerto.
Uma outra tentativa realizada foi utilizar mais pontos de cruzamento. Observou-se,
porØm, que o treinamento utilizando esta proposta nªo trouxe benefícios para rede, mesmo
quando os indivíduos analisados sªo grandes.
8.1.4 Considerações
Baseado em todas as propostas apresentadas, Ø possível fazer algumas conclusıes rela-
cionadas às combinaçıes que fornecem melhores resultados, considerando a rede de 41
neurônios.
No contexto geral, os melhores resultados foram obtidos pelas seguintes combinaçıes:
• 1 ou 2 genes para representar cada peso, considerando os pesos entre neurônios que
tŒm relaçªo, cÆlculo do tness pelo mØtodo dos 3 valores, mØtodo de seleçªo dos mais
aptos e cruzamento em um œnico ponto.
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• 1 gene para representar cada peso, considerando os pesos entre neurônios que tŒm
relaçªo, cÆlculo do tness pelo mØtodo de ponderar os valores ativos e inativos, mØtodo
de seleçªo dos mais aptos e cruzamento em um œnico ponto.
• 1 ou 2 genes para representar cada peso, considerando os pesos entre neurônios que
tŒm relaçªo, cÆlculo do tness pelo mØtodo dos 3 valores, mØtodo de seleçªo dos mais
aptos e cruzamento em dois pontos com indivíduo nªo circular.
• 1 gene para representar cada peso, considerando os pesos entre neurônios que tŒm
relaçªo, cÆlculo do tness pelo mØtodo de ponderar os valores ativos e inativos, mØtodo
de seleçªo dos mais aptos e cruzamento em dois pontos com indivíduo nªo circular.
Os piores resultados, que forneceram taxas de erro mais altas:
• 1 ou 2 genes para representar cada peso, considerando os pesos abaixo da diagonal
principal, cÆlculo do tness pelo mØtodo dos 3 valores, mØtodo de seleçªo dos mais
aptos e cruzamento em dois pontos, considerando o indivíduo circular.
• 1 ou 2 genes para representar cada peso, considerando os pesos abaixo da diagonal
principal, cÆlculo do tness pelo mØtodo de ponderar os valores ativos e inativos,
mØtodo de seleçªo dos mais aptos e cruzamento em dois pontos, considerando o indi-
víduo circular.
Observa-se que representando cada peso utilizando um gene ou dois genes proporciona
resultados muito semelhantes, obtendo-se redes com performances semelhantes. Isto sig-
nica, que neste caso, utilizar apenas uma casa decimal após a vírgula para cada peso jÆ Ø
suciente, nªo necessitando de uma resoluçªo maior. A partir destas conclusıes, iniciaram-
se os testes com um novo exemplo: diagnóstico diferencial de Hepatite.
8.1.5 Testes com o Exemplo de Diagnóstico Diferencial em Hepatite
Os testes realizados indicam que a metodologia, da forma como estÆ denida atØ o
momento, Ø capaz de gerar um conjunto de pesos para as redes dos JS de 10, 21 e 41
neurônios, que fornecem resultados tªo bons quanto aqueles fornecidos pelas implemen-
taçıes utilizando a rede IAC original. Contudo, estes exemplos apresentam ’conceitos’ com
’valores’ mutuamente exclusivos, e as relaçıes entre estes ’valores’, quando existem sªo to-
tais. Desta forma, escolheu-se um outro exemplo, que trata do diagnóstico diferencial de
Hepatite. Neste problema, alguns ’conceitos’ tŒm ’valores’ nªo mutuamente exclusivos e,
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alØm disto, as relaçıes entre eles podem assumir diferentes graus. Problemas com este tipo
de característica sªo o grande motivador do desenvolvimento de redes modelo ’A’, e, dessa
forma, o motivador deste trabalho.
Como este Ø um problema onde os neurônios podem estar mais forte ou fracamente
relacionados, ca difícil estabelecer os pesos que estas conexıes assumem, o que justica o
uso de um mecanismo que realize esta tarefa. As características assumidas por este exemplo
acabam por dicultar a criaçªo dos conjuntos de treinamento e testes. O grupo ’diagnóstico’,
que compıe as entradas especícas para o problema, contØm apenas dois neurônios, nªo
sendo suciente para denir um conjunto de treinamento. Entªo, outra forma de denir este
conjunto foi elaborada, para que seja possível transmitir à rede as relaçıes existentes entre os
neurônios. O novo conjunto de treinamento contØm pares que informam, para cada neurônio
pertencente à rede que estÆ ativo isoladamente na entrada, quais os neurônios que devem
estar ativos após o processamento. O conjunto foi montado com base em [86].
Os conjuntos de testes utilizados para este exemplo tambØm sªo diferentes daqueles
usados com o problema dos JS. Foram utilizadas, principalmente, entradas compostas por um
ou mais neurônios ativos, simulando casos clínicos, vericando se o diagnóstico fornecido
Ø compatível com o esperado. ConvØm ressaltar que ao ativar um conjunto de sintomas, o
que importa Ø o diagnóstico que a rede apresenta. Embora, ao se utilizar este tipo de rede em
situaçıes prÆticas, como no auxílio ao diagnóstico, a ativaçªo de outros neurônios, a partir
daqueles de entrada podem servir como um indicativo de quais outros sintomas sªo possíveis
de se encontrar naquele paciente.
Inicialmente, foram utilizados os exemplos de Diagnóstico de Hepatite com 13, 14 e 17
neurônios. AlØm dos casos clínicos, a rede tambØm foi consultada com entradas com um
œnico neurônio ativo, representando as possibilidade de diagnóstico, para vericar se a rede
recupera os sintomas associados.
A Tabela 8.7 traz o conjunto de teste utilizado para o problema de Hepatite com 13
neurônios, onde o nœmero de entradas Ø igual a 10. A entrada E1, por exemplo, consulta a
rede para vericar os sintomas e exames associados à Hepatite A. JÆ a entrada E3 informa que
o paciente apresenta sintomas que nªo estªo associados a um quadro de hepatite (febre alta e
ausŒncia de vômitos). Assim, espera-se que nenhuma das duas possibilidades de diagnóstico
seja ativada. No caso da entrada E4, sªo ativados sintomas característicos de Hepatite, tanto
A quanto B, que sªo vômitos e febre mØdia. Neste caso, espera-se que os dois diagnósticos
sejam ativados com valores de ativaçıes semelhantes.
Para os exemplos com 14 e 17 neurônios, foram criados conjuntos de 14 e 17 pares,
respectivamente, seguindo a mesma linha do exemplo mostrado na Tabela 8.7. Estes dois
exemplos trazem o grupo ’fatores de risco’, que Ø um grupo com neurônios nªo mutuamente
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exclusivos.
Tabela 8.7: Conjunto de teste para o caso de Hepatite com 13 neurônios.
Grupos Neurônios E1 E2 E3 E4 E5 E6 E7 E8 E9 E10
Diagnóstico Hepatite A 1 0 0 0 0 0 0 0 0 0
Hepatite B 0 1 0 0 0 0 0 0 0 0
Vômitos Sim 0 0 0 1 1 1 1 1 1 1
Nªo 0 0 1 0 0 0 0 0 0 0
Febre Alta 0 0 1 0 0 0 0 0 0 0
MØdia 0 0 0 1 1 1 1 1 1 1
Baixa 0 0 0 0 0 0 0 0 0 0
Anti HVA IgM Positivo 0 0 0 0 1 0 0 1 0 0
Negativo 0 0 0 0 0 1 0 0 1 1
HBsAg Positivo 0 0 0 0 0 0 1 0 1 0
Negativo 0 0 0 0 0 0 0 1 0 1
Anti HBc IgM Positivo 0 0 0 0 0 0 1 0 1 0
Negativo 0 0 0 0 0 0 0 1 0 1
Sabe-se que os neurônios do grupo ’diagnóstico’ tambØm nªo sªo mutuamente exclu-
sivos. AlØm disso, outra informaçªo a respeito do problema Ø que nªo existe relaçªo direta
entre os grupos que representam sintomas, informaçıes gerais sobre os pacientes, exame
físico e exames laboratoriais. Estas sªo feitas por meio do grupo ’diagnóstico’.
Portanto, para o exemplo com 13 neurônios, o nœmero de pesos a ser encontrado Ø igual a
23 (Pe = 23). Seguindo a mesma linha de raciocínio, Pe = 31 para o exemplo de Diagnóstico
de Hepatite com 14 neurônios, e Pe = 37 para o exemplo de Hepatite com 17 neurônios. JÆ
para o problema de Hepatite com 44 neurônios, Pe = 100.
Voltando ao caso de diagnóstico de Hepatite com 13 neurônios, foram geradas diferentes
redes, o conjunto com 10 pares de testes foi aplicado e as respostas analisadas. O treinamento
foi feito usando cÆlculo do tness por 3 valores (que Ø o mesmo usado na Etapa 1) e alfabeto
inteiro com 1 gene por peso.
As duas primeiras entradas, aplicadas a estas redes, consistiam em ativar o neurônio
correspondente a cada um dos dois diagnósticos possíveis. Foi observado que os sintomas
apropriados foram ativados, alØm dos exames correspondentes. Depois disso, foram aplica-
dos possibilidades de casos clínicos, num total de 8. As taxas de acerto, considerando os 10
pares possíveis, para 3 diferentes matrizes, estªo ilustradas na Figura 8.31. Observou-se que
as 3 redes erraram o mesmo caso, sendo que a Matriz 2, teve um outro erro alØm deste.
Para a rede de 14 neurônios, que tem os resultados apresentados na Figura 8.32, duas
das trŒs redes apresentadas como exemplo forneceram taxas de acerto de 85,71% (Matriz 1
e 3), que implica em doze casos com resposta correta, de um total de quatorze. A Matriz 2
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Figura 8.31: Hepatite com 13 neurônios: Resultados obtidos quando são encontrados os pesos entre
grupos que têm relação. Alfabeto inteiro com 1 gene por peso.
Figura 8.32: Hepatite com 14 neurônios: Resultados obtidos quando são encontrados os pesos entre
grupos que têm relação. Alfabeto inteiro com 1 gene por peso.
Figura 8.33: Hepatite com 17 neurônios: Resultados obtidos quando são encontrados os pesos entre
grupos que têm relação. Alfabeto inteiro com 1 gene por peso.
teve taxa de acerto de 92,85%, que implica em treze casos com resposta correta. No caso
da rede de 17 neurônios, que tem os resultados apresentados na Figura 8.33, duas redes
obtiveram taxas de acerto de 88,23% (Matriz 1 e 3), que implicam em quinze casos com
resposta correta, de um total de dezessete. A Matriz 2 forneceu taxa de 82,35%, ou seja,
acertou quatorze casos.
Para os exemplos de 14 e 17 neurônios, foi observada uma fonte de erros, que ocorre
quando sªo ativados muitos sintomas relacionados a um diagnóstico. Por exemplo, no caso
de uma pessoa apresentar muitos fatores de risco, relacionados à presença de Hepatite B,
mesmo informando que o exame para este diagnóstico deu negativo, ainda assim, nªo Ø
possível desativÆ-lo.
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Este erro foi observado quando hÆ mais de dois fatores de risco ativos na entrada, alØm
de outros sintomas. Um exemplo Ø ilustrado na Figura 8.34. Apesar de se informar que os
exames para Hepatite B forneceram resultados negativos, ainda assim, mediante o conjunto
de neurônios de entrada, o diagnóstico se mantØm ativo. Isto ocorre porque as conexıes de
inibiçªo, que ligam os neurônios correspondentes aos exames negativos para Hepatite B e
o diagnóstico de Hepatite B, nªo tem força suciente para tornÆ-lo inativo, considerando as
ativaçıes positivas recebidas.
Figura 8.34: Exemplo de erro fornecido pelas redes treinadas, para o exemplo de Hepatite com 17
neurônios.
JÆ para a rede com 44 neurônios, os resultados apresentados nªo sªo tªo ecientes. Foi
criado um conjunto de teste com 50 casos clínicos. Entre estes, diversos casos simples
informados nªo obtiveram uma resposta coerente. Alguns resultados estªo ilustrados na
Figura 8.35, onde obtiveram-se taxas de acerto de 74% (Matriz 1), 78% (Matriz 2) e 72%
(Matriz 3), implicando em 37, 39 e 36 casos com resposta correta, respectivamente. Para
chegar a estas respostas, foram utilizadas populaçıes de 3000 indivíduos, avaliados ao longo
de 300 geraçıes.
Conforme denido, o treinamento desta rede foi feito com 44 pares de entrada/saída,
tornando o treinamento bastante lento. Foram testadas outras possibilidades de conjuntos
de treinamento com menos pares, mas as respostas pioravam a medida que a quantidade de
pares de treinamento diminuia.
Nas matrizes ilustradas, se observaram algumas associaçıes inadequadas de sintomas
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Figura 8.35: Hepatite com 44 neurônios: Resultados obtidos quando são encontrados os pesos entre
grupos que têm relação. Alfabeto inteiro com 1 gene por peso.
com diagnóstico, jÆ que o AG nªo alcança 100% como valor de tness. Pelo fato da rede nªo
aprender o conjunto de treinamento completo, isto acabava gerando casos em que conexıes
que deveriam ter valores de inibiçªo, assumiram valores de excitaçªo, e vice-versa. Por
exemplo, associar um valor de inibiçªo entre resultados positivos para os exame de Hepatite
B e diagnóstico de Hepatite B, o que gera resultados como aquele apresentado na Figura
8.36, de forma que mesmo informando que os exames para Hepatite B tiveram resultados
positivos, ainda assim o diagnóstico nªo foi ativado. Devido a estes problemas, tornou-se
necessÆrio encontrar um novo conjunto de treinamento, dando origem a uma nova etapa do
desenvolvimento da metodologia.
Figura 8.36: Hepatite com 44 neurônios: Exemplo de associação incorreta entre pesos.
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8.2 Etapa 2: Treinamento por Categorias
Foi observado, na etapa anterior, ao se realizar os testes com o problema de Hepatite, as-
sociaçıes inadequadas que comprometiam a utilidade da rede gerada, por fornecer respostas
incoerentes para os casos clínicos apresentados. Observou-se, tambØm, que o conjunto de
treinamento necessÆrio Ø muito grande, o que acaba resultando num processamento muito
lento. Outra diculdade Ø denir claramente quais neurônios devem estar ativos na saída,
para um determinado neurônio ativo na entrada.
Foram feitas outras tentativas de encontrar funçıes de tness para o conjunto de treina-
mento por pares de entrada/saída, mas nªo se chegou a alguma outra, alØm das apresentadas,
que guiasse a populaçªo para melhores resultados. Desta forma, nªo havendo outra funçªo
de tness que melhorasse a resposta do AG, a alternativa utilizada foi modicar o arquivo de
treinamento utilizado.
Este novo tipo de conjunto de treinamento considera faixas de pertinŒncia, ou categorias,
para os pesos, sendo esta a principal mudança introduzida nesta etapa. Para medir o desem-
penho das redes geradas com relaçªo a este novo conjunto de treinamento, foi necessÆrio
desenvolver uma funçªo de tness adequada, apresentada na seçªo 5.5.4.
Utilizando esta nova abordagem, houve uma diminuiçªo abrupta no tempo de proces-
samento do AG, jÆ que nªo Ø necessÆrio consultar cada rede pertencente à populaçªo com
as entradas do conjunto de treinamento, como era feito da forma anterior. Os operadores e
mecanismos de seleçªo, utilizados na Etapa 1, foram mantidos.
Os treinamentos realizados consideram 5 categorias para os pesos, conforme apresentado
na seçªo 5.2.2. Para a montagem do conjunto de treinamento, Ø necessÆrio que o especialista
informe, aproximadamente, o valor que a relaçªo entre dois neurônios pode assumir, com
base nas categorias denidas. O nœmero de categorias e os intervalos para os pesos podem
variar de acordo com o problema sendo analisado.
O primeiro exemplo testado foi o dos JS com 41 neurônios, para vericar se era possível
reproduzir os resultados alcançados anteriormente. Foram implementadas duas possibili-
dades, sendo que uma consiste em encontrar todos os pesos abaixo da diagonal principal, e a
outra em encontrar os pesos entre grupos que tŒm relaçªo. Das 5 categorias denidas, dada a
natureza do problema, apenas 3 foram efetivamente utilizadas, que sªo as que indicam forte
relaçªo de excitaçªo, forte relaçªo de inibiçªo, e ausŒncia de relaçªo.
Foram realizados testes tanto para encontrar os pesos entre grupos que tŒm relaçªo, como
para encontrar os pesos abaixo da diagonal principal. Para o primeiro caso, alguns resulta-
dos obtidos para matrizes geradas por treinamento estªo apresentados na Figura 8.37. Foram
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alcançadas taxas de 89,71% (Matriz 1) e 89,59% (Matriz 2). No caso em que foram encon-
trados os pesos abaixo da diagonal principal, alguns resultados sªo apresentados na Figura
8.38, obtendo-se taxas de 88,10% e 89,29%.
Pode-se observar por estas guras, que as taxas de acerto caram um pouco abaixo
daquelas jÆ conseguidas, sendo tambØm possível observar que os dois mØtodos fornecem
resultados muito próximos, sendo que a representaçªo entre grupos que tŒm relaçªo traz
resultados ligeiramente melhores do que aquela que considera os pesos abaixo da diago-
nal principal. Entretanto, embora as taxas de acerto nªo tenham sido muito menores, estes
resultados poderiam ser melhorados.
(a) (b)
Figura 8.37: JS com 41 neurônios: Resultados obtidos quando são encontrados pesos entre grupos
que têm relação, comparados com aqueles fornecidos pela IAC original. Alfabeto inteiro com 1 gene
por peso. (a) Número de acertos e erros para entradas gerais e específicas. (b) Taxas de acerto.
(a) (b)
Figura 8.38: JS com 41 neurônios: Resultados obtidos quando são encontrados pesos abaixo da
diagonal principal,comparados com aqueles fornecidos pela IAC original. Alfabeto inteiro com 1
gene por peso. (a) Número de acertos e erros para entradas gerais e específicas. (b) Taxas de acerto.
Depois de observar as respostas fornecidas para o exemplo dos Jets & Sharks, a
metodologia foi aplicada ao exemplo de Hepatite com 44 neurônios. Neste caso, para cada
peso da matriz de conectividade, que deve ser encontrado pelo AG, dene-se a categoria à
qual este pertence, sendo que todas as categorias foram utilizadas, inclusive as que indicam
relaçªo fraca de excitaçªo e inibiçªo.
Utilizando este novo conjunto de treinamento, as respostas obtidas para o problema de
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Hepatite foram bem melhores. Inclusive no caso de se informar todos os pesos abaixo da
diagonal principal. AlØm do mais, no treinamento, Ø quase sempre possível chegar a 100%
como valor de tness. Desta forma, nªo ocorrem associaçıes incorretas entre neurônios, que
provocam as respostas incoerentes, que comprometem a utilidade da rede, como aqueles ob-
servados quando utilizado o treinamento por pares de entrada e saída. Isto ocorria, porque
a metodologia considerava o comportamento global, ao invØs de cada conexªo individual-
mente. Por utilizar pares de entrada e saída, considera-se apenas a resposta nal fornecida
pela rede, podendo haver combinaçıes diversas de pesos fornecendo a mesma resposta.
O mesmo conjunto de testes composto por 50 pares de entrada saída foi aplicado a redes
obtidas pelo treinamento utilizando categorias para os pesos. As taxas de acerto de diag-
nósticos se elevaram, como observado pelos resultados ilustrados na Figura 8.39, onde se
alcançaram taxas de acerto de 90% (Matriz 1), 86% (Matriz 2) e 88% (Matriz 3). Estes
treinamento foram feitos evoluindo uma populaçªo de 3000 indivíduos, ao longo de 200
geraçıes. A taxa mÆxima alcançada anteriormente foi de 78%, como ilustrado na Figura
8.35.
Figura 8.39: Hepatite com 44 neurônios: Resultados obtidos quando são encontrados os pesos entre
grupos que têm relação. Alfabeto inteiro com 1 gene por peso.
Considerando a Matriz 1, que forneceu 90% de acerto, uma das fontes de erros obser-
vada em 3 exemplos do conjunto de testes repetiu o comportamento das redes de 14 e 17
neurônios, no treinamento realizado na Etapa 1. Quando existem muitos sintomas ativos, as-
sociados a um diagnóstico, no caso do exame relacionado ser negativo, esta conexªo, mesmo
tendo um valor que indique forte relaçªo de inibiçªo, nªo tem força suciente para tornar o
diagnóstico correspondente inativo. Este tipo de comportamento pode ser associado ao fun-
cionamento da rede modelo ’A’, que considera o somatório das ativaçıes, tanto relacionadas
à inibiçªo, como relacionadas à excitaçªo. Ela nªo tem uma característica de ignorar a in-
formaçªo, como ocorre, por exemplo, com sistemas especialistas. Num SE, ao se informar
que uma determinada característica Ø negativa, as regras que a contŒm sªo simplesmente
ignoradas, nªo sendo computadas ao nal do processamento.
Para ilustrar este problema, Ø apresentado um exemplo, utilizando uma rede obtida por
treinamento. Considere-se um paciente com as seguintes características: Paciente adulto
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com nÆusea, vômitos, dor abdominal leve a moderada, sem icterícia, emagrecimento mode-
rado, febre mØdia, com astenia, sem anorexia, com hepatomegalia, e apresentando exame de
transaminase alterada de 2 a 4 vezes. A resposta para esta consulta Ø apresentada na Figura
8.40(a). Como o paciente Ø adulto e apresenta fatores de risco, a probabilidade de Hepatite
B Ø maior, exatamente como na resposta fornecida pela rede.
(a) (b)
Figura 8.40: (a)Exemplo de consulta, indicando um quadro de sintomas mais associado à Hepatite
B. (b)Exemplo de consulta, onde não se inativou o diagnóstico de Hepatite B, mesmo em presença do
exame negativo para este diagnóstico.
Entªo, a rede Ø novamente consultada acrescentado o resultado negativo para os exames
de Hepatite B. A resposta à nova consulta Ø apresentada na Figura 8.40(b). Esperava-se
que o neurônio associado à Hepatite B fosse desativado. Isto, porØm, nªo ocorreu. Como
este neurônio recebe ativaçªo positiva de vÆrios neurônios na rede, o estímulo de inibiçªo,
recebido dos neurônios relacionados ao exame negativo para Hepatite B, nªo sªo sucientes
para desativÆ-lo.
Mesmo na rede original IAC, Ø considerado o conjunto de excitaçıes externas positivas e
negativas. Em outras palavras, um neurônio, mesmo que tenha forte conexªo negativa vinda
de outro neurônio com excitaçªo externa, pode ser ativado (ao invØs de "inativado") se ele
possuir um conjunto grande de outras pequenas conexıes positivas vindas de neurônios que
tenham excitaçıes externas. E vice-versa.
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Mesmo assim, as respostas obtidas para o exemplo de Hepatite foram mais próximas do
desejado, quando utilizando o conjunto de treinamento por categorias. E assim, a metodolo-
gia foi aplicada ao problema de diagnóstico em reumatologia.
O conjunto de treinamento foi elaborado para o problema de 29 e 50 neurônios, con-
siderando as 5 categorias jÆ apresentadas. Para o caso de diagnóstico em reumatologia, todos
os grupos se relacionam entre si, tornando-se necessÆrio encontrar todos os pesos abaixo da
diagonal principal, jÆ que todos os neurônios estªo relacionados entre si. Assim, para a rede
de 29 neurônios, aplicando a Equaçªo 5.1, Pe = 406. Para a rede de 50 neurônios, aplicando
a mesma Equaçªo, Pe = 1225.
De forma a validar as redes geradas, foram criados conjuntos de testes com nœmero
variÆvel de neurônios ativos. Estes conjuntos sªo aplicados à rede desenvolvida por De
Azevedo [22]. As respostas obtidas para cada entrada do conjunto Ø armazenada. Em
seguida, este conjunto Ø aplicado à rede sendo testada. As respostas fornecidas pelas duas
redes sªo comparadas de forma qualitativa, vericando se fornecem as mesmas ativaçıes e
inativaçıes, e se, em cada grupo, a ordem de ativaçªo Ø a mesma.
A aplicaçªo da metodologia para os dois exemplos de diagnóstico em reumatologia, re-
sultou em redes que fornecem muitos padrıes com respostas inadequadas para o problema,
sendo necessÆrio melhorar as taxas apresentadas. TrŒs redes geradas por treinamento para
a rede de 29 neurônios estªo apresentadas na Figura 8.41. Na Figura 8.41(a), foi aplicado
às trŒs redes um conjunto de teste com 29 entradas contendo apenas um neurônio ativo, e se
observaram taxas de coincidŒncia de 82,75% (Matriz 1), 81,92% (Matriz 2) e 82,40% (Ma-
triz 3). Na Figura 8.41(b), foi aplicado às mesmas trŒs redes um conjunto de teste com 29
entradas contendo dois neurônios ativos em cada uma, e se observaram taxas de coincidŒncia
de 81,09% (Matriz 1), 82,16% (Matriz 2) e 81,45% (Matriz 3).
(a) (b)
Figura 8.41: Diagnóstico em Reumatologia com 29 neurônios. (a) Taxa de coincidência usando
conjunto de teste com 29 entradas com 1 neurônio ativo cada. (b) Taxa de coincidência usando
conjunto de teste com 29 entradas com 2 neurônios ativos cada.
Na Figura 8.42, sªo apresentadas trŒs matrizes geradas por treinamento para a rede de 50
neurônios. Na Figura 8.42(a), sªo apresentadas as taxas de coincidŒncia quando aplicado um
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conjunto de teste com 50 entradas, onde cada uma continha apenas um neurônio ativo. Os
resultados observados foram de 82,56% (Matriz 1), 81,84% (Matriz 2) e 82,72% (Matriz 3).
Na Figura 8.41(b), as taxas de coincidŒncia aplicadas se referem ao caso em que Ø aplicado
um conjunto de teste com 50 entradas contendo 2 neurônios ativos em cada uma. As taxas
obtidas foram de 82,28% (Matriz 1), 81,96% (Matriz 2) e 82,12% (Matriz 3).
(a) (b)
Figura 8.42: Diagnóstico em Reumatologia com 50 neurônios. (a) Taxa de coincidência usando
conjunto de teste com 50 entradas com 1 neurônio ativo cada. (b) Taxa de coincidência usando
conjunto de teste com 50 entradas com 2 neurônios ativos cada.
Ao se realizar uma anÆlise da qualidade das respostas fornecidas, detectou-se a necessi-
dade de realizar um direcionamento para os pesos obtidos. De acordo com as redes geradas,
tanto para a rede de 29, como para a de 50 neurônios, observou-se que os pesos variavam
dentro dos valores permitidos pela faixa indicada, sem que houvesse alguma regra ou guia,
indicando mais próximo de qual extremo este valor deveria car. E esta característica acabou
por resultar em alguns problemas no comportamento da rede.
Em [22], existem alguns exemplos ilustrativos para as redes de diagóstico em reumatolo-
gia implementadas. Um destes exemplos Ø apresentado na Figura 8.43 para ilustrar um mau
comportamento da rede, onde deve-se ativar os neurônios associados os sintomas de artrite e
artralgia, alØm do paciente genØrico, e vericar qual as possibilidades de diagnóstico.
Como pode-se observar pelas guras, ao invØs de manter as duas possibilidades de
diagnóstico ativadas, como era de se esperar, jÆ que artralgia e artrite nªo sªo denitivas
para nenhuma das duas possibilidades, a rede mostrada como exemplo ativa apenas Artrite
Reumatóide. Uma das explicaçıes para este tipo de comportamento reside nos pesos utiliza-
dos por De Azevedo e aqueles encontrados pela rede. Os pesos utilizados por De Azevedo
sªo aqueles apresentados na Tabela 8.8. JÆ os pesos encontrados por treinamento sªo apre-
sentados na Tabela 8.9.
Como pode-se observar pelas Tabelas, os pesos encontrados para a matriz exemplo, estªo
dentro dos limites necessÆrios, porØm, estªo em limites opostos, quando deveriam ser valores
mais próximos. É claro que todo o conjunto de pesos da matriz de conectividade acaba por
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(a) (b)
Figura 8.43: Diagnóstico em Reumatologia com 29 neurônios: Exemplo. (a) Exemplo de consulta
com resposta indevida, devido à limites das categorias aplicadas (b) Resposta esperada, de acordo
com exemplo implementado por De Azevedo.
Tabela 8.8: Pesos utilizados por De Azevedo.
Artrite Reumatóide Lupus Eritematoso SistŒmico
Artralgia 1 0,9
Artrite 0,9 0,6
Tabela 8.9: Exemplo de pesos encontrados pelo AG.
Artrite Reumatóide Lupus Eritematoso SistŒmico
Artralgia 1 0,8
Artrite 1 0,5
inuenciar a resposta nal. PorØm, uma diferença entre pesos alØm da necessÆria pode trazer
resultados bem diferentes ao nal do processamento.
O mesmo tipo de erro foi observado para a rede de 50 neurônios (Figura 8.44) para o
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exemplo onde deveriam ser ativados os neurônios artralgia, artrite, manifestaçıes renais e
paciente genØrico. A rede de De Azevedo traz pelo menos 3 possibilidades de diagnóstico,
enquanto a rede gerada por treinamento traz duas possibilidades, e com ativaçıes diferentes
daquelas fornecidas pela outra rede.
(a) (b)
Figura 8.44: Diagnóstico em Reumatologia com 50 neurônios: Exemplo. (a) Exemplo de consulta
com resposta indevida, devido à limites das categorias aplicadas. (b) Resposta esperada, de acordo
com exemplo implementado por De Azevedo.
No caso de redes muito grandes, as variaçıes nos pesos podem provocar variaçıes
maiores na sua resposta nal. Desta forma, Ø necessÆrio um ajuste mais no que melhore a
resposta fornecida. Diante desta constataçªo, a pesquisa prosseguiu para a próxima etapa.
8.3 Etapa 3: Geração da População Inicial com Restrição
e Treinamento por Pares de Entrada/Saída
Esta nova abordagem Ø uma forma híbrida das propostas anteriores. O conjunto de treina-
mento da Etapa 2 passa a ser utilizado na geraçªo da populaçªo inicial. Quando o indivíduo
que representa a soluçªo para um problema Ø muito grande, Ø interessante utilizar restriçıes
na geraçªo da populaçªo inicial, limitando o espaço de busca para o problema.
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Desta forma, o arquivo de treinamento volta a ser aquele utilizado na Etapa 1, composto
por pares de entrada/saída. A nova proposta foi aplicada a todos os exemplos, vericando
se bons desempenhos obtidos se mantŒm, e se Ø possível melhorar desempenhos nªo tªo
adequados.
A primeira aplicaçªo testada foi o exemplo dos JS com 41 neurônios. JÆ neste problema
foi possível reproduzir os resultados obtidos com a primeira simulaçªo e atØ melhorÆ-los, em
alguns casos, comparados aos resultados fornecidos pela rede original. A metodologia foi
aplicada tanto para encontrar os pesos situados abaixo da diagonal principal, como os pesos
entre grupos que tŒm relaçªo.
Quando encontrando os pesos entre grupos que tŒm relaçªo, sªo obtidos as taxas de
acerto encontradas na Figura 8.45(b), que traz taxas de 90,30% (Matriz 1) e 91,02% (Matriz
2). JÆ a Figura 8.46(a) traz as taxas de acerto quando encontrados os pesos abaixo da dia-
gonal principal. Neste caso, as taxas foram de 92,27% (Matriz 1) e 91,91% (Matriz 2). As
simulaçıes foram feitas ao longo de 150 geraçıes, utilizando 100 indivíduos.
(a) (b)
Figura 8.45: JS com 41 neurônios: Resultados obtidos quando são encontrados pesos entre grupos
que têm relação, comparados com aqueles fornecidos pela IAC original. Alfabeto inteiro com 1 gene
por peso. (a) Número de acertos e erros para entradas gerais e específicas (b) Taxas de acerto.
(a) (b)
Figura 8.46: JS com 41 neurônios: Resultados obtidos quando são encontrados os pesos abaixo da
diagonal principal, comparados com aqueles fornecidos pela IAC original. Alfabeto inteiro com 1
gene por peso. (a) Número de acertos e erros para entradas gerais e específicas (b) Taxas de acerto.
Observa-se, por estas guras, que este tipo de treinamento faz um ajuste na populaçªo
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gerada inicialmente. Os valores de tness jÆ sªo razoÆveis na populaçªo inicial, e hÆ uma
evoluçªo em direçªo das redes que fornecem melhores resultados, guiados pelo conjunto de
treinamento indicado.
Taxas de acerto melhores sªo conseguidas quando se encontram todos os pesos abaixo da
diagonal principal, embora a diferença entre os dois tipos de resultados nªo seja tªo grande.
Nos treinamentos realizados nas Etapas 1 e 2, sªo obtidas melhores taxas quando se encon-
tram os pesos entre grupos que tŒm relaçªo.
O que pode ser observado Ø que, em se tratando de redes modelo ’A’, permitir uma maior
exibilidade nos pesos, desde que esta exibilidade seja limitada pela geraçªo com restriçıes
da populaçªo inicial, pode ser benØca para a resposta nal da rede. Esta exibilidade para
os valores permitiu uma diferença nas respostas, embora pequena, ou seja, permitiu que
se conseguissem redes com resultados atØ melhores do que aqueles fornecidos pela IAC
original.
ConvØm notar, tambØm, que os resultados obtidos foram conseguidos utilizando-se muito
menos geraçıes e nœmero de indivíduos na populaçªo, tornando a evoluçªo do AG bem mais
rÆpida. Após a vericaçªo de que a qualidade das respostas obtidas para a rede dos JS Ø
adequada, passou-se a testar esta metodologia com os outros exemplos existentes.
Para o exemplo de Hepatite com 44 neurônios, foi aplicado o mesmo conjunto de teste
composto de 50 casos clínicos, como apresentado nas etapas anteriores. Os resultados sªo
apresentados na Figura 8.47, onde foram alcançadas taxas de acerto de 92% (Matriz 1) e
94% (Matriz 2 e Matriz 3).
Figura 8.47: Hepatite com 44 neurônios: Taxas de acerto fornecidas.
As taxas de acerto para os diagnósticos aumentou, porØm, se manteve a característica
da rede, em considerar o conjunto total de ativaçıes, e nªo informaçıes isoladas. Passando
para o exemplo de diagnóstico em reumatologia, os testes foram realizados tanto com a rede
de 29 neurônios, como com a rede de 50 neurônios, para as quais nenhuma metodologia
havia trazido resultados dentro do esperado. Aqui, novamente, foram aplicados os mesmos
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conjuntos utilizados nos testes anteriores nas redes geradas por treinamento e naquelas de-
senvolvidas por De Azevedo [22], um composto por entradas com um œnico neurônio ativo,
e um composto por entradas com dois neurônios ativos.
Os resultados referentes ao exemplo de 29 neurônios sªo apresentados na Figura 8.48,
que contØm resultados para trŒs redes geradas por treinamento. Na Figura 8.48(a), foi apli-
cado às trŒs redes um conjunto de teste com 29 entradas contendo apenas um neurônio ativo,
e se observaram taxas de coincidŒncia de 91,31% (Matriz 1), 90,96% (Matriz 2) e 91,67%
(Matriz 3). Na Figura 8.48(b), foi aplicado às mesmas trŒs redes um conjunto de teste com 29
entradas contendo dois neurônios ativos em cada uma, e se observaram taxas de coincidŒncia
de 91,91% (Matriz 1), 91,43% (Matriz 2) e 91,79% (Matriz 3).
(a) (b)
Figura 8.48: Diagnóstico em Reumatologia com 29 neurônios. (a) Taxa de coincidência usando
conjunto de teste com 29 entradas com 1 neurônio ativo cada. (b) Taxa de coincidência usando
conjunto de teste com 29 entradas com 2 neurônios ativos cada.
Na Figura 8.49, sªo apresentadas trŒs matrizes geradas por treinamento para a rede de 50
neurônios. Na Figura 8.49(a), sªo apresentadas as taxas de coincidŒncia quando aplicado um
conjunto de teste com 50 entradas, onde cada uma continha apenas um neurônio ativo. Os
resultados observados foram de 90,32% (Matriz 1), 90,27% (Matriz 2) e 92,30% (Matriz 3).
Na Figura 8.49(b), as taxas de coincidŒncia aplicadas se referem ao caso em que Ø aplicado
um conjunto de teste com 50 entradas contendo 2 neurônios ativos em cada uma. As taxas
obtidas foram de 90,82% (Matriz 1), 91,02% (Matriz 2) e 92,7% (Matriz 3).
Observamos que as taxas de coincidŒncia cresceram de cerca de 83% para cerca de 90%,
alcançando taxas de coincidŒncia de atØ 92,7% com esta metodologia, conforme observado
na Figura 8.49(b). Ressalta-se que, quando os resultados nªo coincidem, isto nªo signica
que a rede gerada por treinamento esteja errada. A rede implementada por De Azevedo para
este problema, assim como qualquer outra rede neural, nªo apresenta 100% de taxa de acerto,
jÆ que este nªo Ø um comportamento esperado para este tipo de ferramenta.
Utilizando novamente os exemplos apresentados por De Azevedo em [22], considere-se
o caso onde Ø ativado o sintoma Podagra e sªo recuperadas as informaçıes pertinentes, como
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(a) (b)
Figura 8.49: Diagnóstico em Reumatologia com 50 neurônios. (a) Taxa de coincidência usando
conjunto de teste com 50 entradas com 1 neurônio ativo cada. (b) Taxa de coincidência usando
conjunto de teste com 50 entradas com 2 neurônios ativos cada.
mostrado na Figura 8.50. Ao se ativar este neurônio, a paciente chamada Barbara Ø recupe-
rada pela rede implementada por De Azevedo. Na verdade, esta paciente nªo apresenta este
sintoma. Entretanto, a rede encontrada por treinamento, nªo ativa esta característica. Ou seja,
este Ø um acerto na recuperaçªo da informaçªo dado pela rede encontrada por treinamento
e um erro fornecido pela rede de Azevedo. No caso da paciente chamada Ruth, esta tam-
bØm nªo deveria estar ativa, considerando o sintoma Podagra. Pode-se observar que a rede
fornecida por treinamento, ativou com valor bem menor do que a implementaçªo fornecida
por De Azevedo.
Outro fator que se observou Ø que, mesmo utilizando 50 pares no conjunto de treina-
mento, que Ø um valor considerÆvel, sªo necessÆrias apenas cerca de 100 a 200 indivíduos
sendo avaliados por cerca de 100 geraçıes para ser possível encontrar as respostas forneci-
das.
Uma outra opçªo considerada foi utilizar uma abordagem mista. Neste caso, se realizaria
a geraçªo aleatória da populaçªo inicial, e o valor de tness consideraria as duas possibi-
lidades de conjuntos de treinamento. Ou seja, com dois arquivos de teste, sendo que os
melhores tness seriam atribuídos às redes que respondessem adequadamente para o arquivo
de faixas de pesos, e respondesse bem para um possível conjunto de treinamento para en-
tradas e saídas. Este tipo de treinamento, porØm, se mostrou muito lento, cando inviÆvel
para redes maiores.
TambØm foi cogitada a possibilidade de utilizar um outro tipo de conjunto de treinamento
que utiliza pares de entrada e saída, mas ao invØs de utilizar apenas os valores 0 e 1 na saída,
utiliza-se faixas de ativaçªo para os neurônios. Esta abordagem leva em consideraçªo o fato
de que, a menos que um neurônio receba ativaçªo externa, ele dicilmente vai estar ativo
com valor maior que 0,5. Entretanto, esta implementaçªo tambØm nªo trouxe melhoras para
a qualidade das respostas fornecidas.
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(a) (b)
Figura 8.50: Diagnóstico em Reumatologia com 50 neurônios: Exemplo. (a) Resposta de uma con-
sulta para uma rede gerada por treinamento. (b) Resposta dada pela implementação de De Azevedo.
Capítulo 9
Considerações Finais
Baseado no fato dos AGs jÆ serem utilizados no treinamento de diversos tipos de redes,
tais como apresentado em [28], [29] e [31], estes foram utilizados para o treinamento de
redes modelo ’A’.
De acordo com o desenvolvimento deste trabalho, a hipótese ’É possível o desenvolvi-
mento de uma metodologia para realizar o ajuste de pesos de uma rede modelo ’A’, uti-
lizando Algoritmos GenØticos’ se mostrou verdadeira.
A metodologia apresentada oferece uma alternativa viÆvel para o ajuste de pesos de uma
rede modelo ’A’, em contrapartida aos mØtodos de tentativa e erro, utilizados em trabalhos
como [34]. A utilizaçªo de AGs implica em algumas diculdades, como a montagem do
arquivo de treinamento adequado, jÆ que em algumas situaçıes ca difícil estabelecer qual a
relaçªo existente entre dois neurônios. AlØm disso, se torna necessÆrio estabelecer faixas de
pertinŒncia para os pesos (ou categorias). O resultado nal, porØm, pode fornecer resultados
satisfatórios e uma maior conança nas respostas fornecidas pela rede. Com esta formulaçªo,
a partir de uma medida aproximada que os valores dos pesos devem assumir, um conjunto
de treinamento guia a populaçªo em direçªo da resposta mais adequada. Portanto, apesar
das diculdades apresentadas, a metodologia Ø capaz de fornecer resultados mais conÆveis,
após o treinamento.
AlØm disto, todas as características pertinentes às redes IAC sªo preservadas, como
aquela que implica em bidirecionalidade. Em [47], esta característica nªo Ø mantida. A
estabilidade das redes geradas tambØm pode ser demonstrada.
Para realizar a validaçªo da metodologia apresentada foram utilizados exemplos.
Procurou-se escolher problemas que fossem representativos, para que seja possível
generalizar a metodologia para outros semelhantes.
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O exemplo dos JS, no caso, foi escolhido porque funciona como padrªo ouro, jÆ que Ø
um problema onde o conhecimento estÆ muito bem estabelecido. O exemplo de Hepatite foi
escolhido por apresentar uma modelagem intermediÆria entre o JS, que tem todos os grupos
mutuamente exclusivos e as relaçıes totais, e o exemplo de diagnóstico em reumatologia,
que tem grupos com mais neurônios, onde os neurônios nªo sªo mutuamente exclusivos.
AlØm disso, foi possível contar com um especialista de domínio na modelagem do pro-
blema. E o exemplo de diagnóstico em reumatologia, alØm das características de interesse,
foi implementado em [22] por mØtodos de elicitaçªo de conhecimento, sendo assim possível
comparar os dois mØtodos.
No caso do exemplo dos Jets & Sharks, foi possível encontrar uma rede tªo ou um pouco
mais eciente que a fornecida pela implementaçªo utilizando a rede IAC original, utilizando
apenas os pesos 1, 0 e -1, alØm do grupo escondido. Nas 3 etapas desenvolvidas, bons
resultados foram alcançados.
Sabe-se que a generalizaçªo Ø um dos problemas desta rede, que funciona muito bem
para recuperar informaçªo especíca a respeito de um padrªo fornecido na entrada. Como
exemplo, a rede responde adequadamente as informaçıes sobre os membros da gangue, mas
nªo responde tªo bem quando Ø perguntado quem sªo os Jets.
O exemplo de diagnóstico diferencial de Hepatite seria impossível de resolver utilizando
a rede IAC original, pois apresenta características com valores nªo mutuamente exclusivos,
alØm de ter relaçıes entre neurônios assumindo diferentes graus. A rede modelo ’A’ permite
a sua implementaçªo, mas traz a diculdade no ajuste de pesos. Este pode ser feito, de forma
automÆtica, pela metodologia apresentada.
Os erros gerados para o problema de Hepatite, quando a rede deixava um diagnóstico
ativo, mesmo sendo informado que o exame para ele era negativo, sªo atribuídos a uma
característica própria das redes modelo ’A’. Ou seja, mesmo na rede original IAC, Ø consi-
derado o conjunto de excitaçıes externas positivas e negativas. Assim, nªo se pode es-
perar que neurônios conectados a uma quantidade maior de outros com excitaçªo positiva,
se tornem inativos.
Em relaçªo ao exemplo que trata do diagnóstico em reumatologia, que tambØm nªo
poderia ser implementado pela rede original, observou-se que a metodologia foi capaz de
gerar matrizes que fornecem resultados semelhantes àqueles trazidos por [22], que foram
elaborados com base no conhecimento do especialista. Embora as redes comparadas tenham
fornecido respostas diferentes para as mesmas situaçıes, nªo se pode armar qual Ø melhor.
O que ocorre, quando usando a metodologia, sªo respostas mais coerentes em relaçªo ao
conjunto de treinamento, que reete nas taxas de acerto fornecidas. Ou seja, garante uma
resposta mais segura com relaçªo ao que foi ensinado à rede, o que torna a rede mais robusta
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e passível de ser aplicada em uma quantidade maior de aplicaçıes.
Com relaçªo aos exemplos escolhidos, pode-se sugerir que a metodologia pode ser apli-
cada à problemas semelhantes. Os exemplos envolvem vÆrios grupos, que tem valores nªo
mutuamente exclusivos, e com neurônios se relacionando com diferentes graus. AlØm disso,
Ø possível encontrar tanto os pesos abaixo da diagonal principal, como os pesos entre grupos
que tŒm relaçªo. Portanto, pode-se considerar esta metodologia como genØrica o suciente
para ser aplicada a diferentes problemas, que possam ser representados atravØs de redes IAC
modelo ’A’, as quais, por sua vez, resolvem as restriçıes apresentadas pelo modelo original
de Rumelhart, que limitam, grandemente, sua aplicabilidade prÆtica.
O uso destes exemplos levou a algumas consideraçıes a respeito de alguns dos parâ-
metros utilizados, que foram testados de forma empírica:
• As taxas de cruzamento e mutaçªo foram mantidas constantes. Observou-se que pe-
quenas variaçıes nestes parâmetros nªo provocavam grandes alteraçıes nos resultados,
nªo sendo necessÆrio um ajuste tªo no. PorØm, variaçıes maiores nestas taxas faziam
com que o AG tivesse um desempenho ruim.
• O nœmero de indivíduos e o nœmero de geraçıes eram sempre denidos dependentes
do exemplo que se estava utilizando, sempre considerando que quanto maior o tamanho
do indivíduo, maior o nœmero de indivíduos e geraçıes necessÆrio.
• As variÆveis vmax e vmin foram denidas com base no comportamento de redes IAC em
geral, e assumiram os valores de 0,5 e 0,1, respectivamente.
• O nœmero de pares de treinamento Ø igual ao nœmero de neurônios que a rede contØm,
sendo que cada entrada deve ser composta por um neurônio ativo.
O tempo de processamento necessÆrio foi considerado bastante razoÆvel. Para exem-
plicar, no caso do treinamento do exemplo de Diagnóstico em Reumatologia, com 50
neurônios, o tempo de processamento cava em torno de 2 horas e trinta a duas horas e
quarenta e cinco minutos, quando utilizando a metodologia descrita na Etapa 3.
O fato de melhores resultados terem sido conseguidos quando utilizados conjuntos de
entrada e saída para treinamento em conjunto com as restriçıes nos conjuntos de pesos estÆ
relacionado ao fato das redes IAC, e modelos nela baseados, terem representaçªo localizada.
Sabe-se que a rede modelo ’A’, assim como a rede IAC original, tem seu conhecimento
localizado, e nªo distribuído, como a maioria das redes neurais. Isto indica, que a cada
neurônio ou sinapse Ø atribuído um conhecimento determinado. Quando o conhecimento
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Ø distribuído, este Ø compartilhado por vÆrios neurônios ou sinapses. Talvez, por ser mais
econômica do ponto de vista de neurônios necessÆrios, a representaçªo distribuída seja mais
utilizada [34].
Utilizar as categorias leva esta característica em consideraçªo. Utilizando a abordagem
anterior, vÆrias matrizes diferentes podem representar a soluçªo para o problema, inclu-
sive matrizes que nªo respeitam as relaçıes existentes entre dois neurônios especícos. Isto
porque, na outra abordagem, se leva em consideraçªo somente a saída nal fornecida pela
matriz de conectividade sendo analisada.
Os intervalos das categorias podem variar, sendo possível denir uma quantidade maior
ou menor destes, em funçªo do problema que se quer resolver. AlØm disso, a restriçªo na
geraçªo inicial dos pesos traz uma maior liberdade com relaçªo ao nœmero de intervalos, que
pode ser menor.
Com relaçªo à complexidade envolvida nos dois tipos de conjunto de treinamento, esta
seria a mesma, jÆ que o conhecimento do especialista a respeito do problema seria œtil tanto
para montar um conjunto de entradas e saídas, como para montar uma matriz de conectivi-
dade aproximada.
Um outro objetivo traçado foi a elaboraçªo do sistema de treinamento. Este sistema pode
facilitar a execuçªo de diferentes treinamentos, variando apenas os parâmetros envolvidos,
e a elaboraçªo do conjunto de teste, permitindo que testes variados sejam executados mais
rapidamente.
Por meio do sistema Ø possível inserir mais neurônios na rede, bastando refazer o treina-
mento, incluindo a informaçªo pertinente àquele neurônio, tanto no conjunto de treinamento
utilizado quanto no conjunto utilizado para restringir a geraçªo da populaçªo inicial. A
criaçªo de um sistema que facilite estas atividades tambØm pode ser levantado como um
ponto positivo na elaboraçªo deste trabalho.
Apesar de nªo ter sido utilizadas redes com grupo escondido, Ø perfeitamente possível
a aplicaçªo da metodologia para este caso, bastando considerar que nªo existe relaçªo entre
grupos visíveis, mas sim destes com o grupo escondido. Isto quer dizer que basta utilizar a
opçªo da metodologia que permite encontrar os pesos entre grupos que tŒm relaçªo.
Assim, pode-se dizer que os objetivos traçados para o trabalho foram atingidos, per-
mitindo automatizar o treinamento de uma rede modelo ’A’. Espera-se que esta metodologia
contribua para uma maior utilizaçªo deste tipo de redes, jÆ que permite, agora, uma aplicaçªo
a uma quantidade maior de problemas, mantendo todas as características de interesse da rede
IAC original.
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9.1 Trabalhos Futuros
Existem algumas propostas que podem ser elaboradas para melhorar o desempenho das
redes modelo ’A’ e da metodologia proposta:
• Elaborar um modelo híbrido que use redes IAC e Sistemas Especialistas. Este tipo de
sistema permitiria que fosse possível resolver algumas restriçıes impostas pelo modelo
’A’, assim como pelo modelo original. Um modelo como esse, resolveria questıes
como aquelas apontadas para o problema de Hepatite, onde a ativaçªo do neurônio
relacionado ao exame negativo nªo torna o diagnóstico correspondente negativo.
• A utilizaçªo do alfabeto decimal se mostrou viÆvel, fornecendo os mesmos resultados
da representaçªo inteira. É necessÆrio, porØm, a realizaçªo de mais testes, com a
implementaçªo de operadores apropriados para que seja possível utilizar este tipo de
representaçªo.
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