An open problem in polarization theory is to determine the binary operations that always lead to polarization when they are used in Arıkan-like constructions. This paper, which is presented in two parts, solves this problem by providing a necessary and sufficient condition for a binary operation to be polarizing. This (first) part of the paper introduces the mathematical framework that we will use in the second part [1] to characterize the polarizing operations: uniformity-preserving, irreducible, ergodic and strongly ergodic operations are defined. The concepts of a stable partition and the residue of a stable partition are introduced. We show that an ergodic operation is strongly ergodic if and only if all its stable partitions are their own residues. We also study the products of binary operations and the structure of their stable partitions. We show that the product of a sequence of binary operations is strongly ergodic if and only if all the operations in the sequence are strongly ergodic. In the second part of the paper, we provide a foundation of polarization theory based on the ergodic theory of binary operations that we develop in this part.
I. INTRODUCTION Polar codes are a class of codes that was invented by Arıkan [2] and which achieves the capacity of symmetric binary-input memoryless channels with low encoding and decoding complexities. Arıkan and Telatar showed that the probability of error of the successive cancellation decoder of polar codes is equal to o(2 −N 1/2−ǫ ) [3] . Arıkan's construction is based on a basic transformation that is applied recursively. The basic transformation starts with two identical and independent copies of a single user channel W and transform them to two channels W − and W + such that I(W − ) + I(W + ) = 2I(W ), which means that the total capacity is preserved. It is shown that if W is not extremal, i.e., if 0 < I(W ) < log 2, then W − (resp. W + ) is strictly worse (resp. strictly better) than W . This fact was used to show that if we apply the basic transformation recursively, we can convert a set of identical and independent copies of a given single user binary-input channel, into a set of "almost perfect" and "almost useless" channels while preserving the total capacity. This phenomenon is called polarization and it is used to construct capacity-achieving polar codes.
Arıkan's basic construction uses the XOR operation. Therefore, any attempt to generalize Arıkan's technique to channels having a non-binary input alphabet X , has to replace the XOR operation with a certain binary operation * on the input alphabet X . The first operation that was investigated is the addition modulo q, where q = |X | and X is endowed with the algebraic structure Z q . Ş aşoglu et al. [4] showed that if q is prime, then the addition modulo q leads to the same polarization phenomenon as in the binary input case.
Park and Barg [5] showed that if q = 2 r with r > 0, then the addition modulo q leads to a polarization phenomenon which is different from the polarization in the binary input case, but it can still be used to construct capacity-achieving polar codes. They showed that we have a multilevel polarization: while we don't always have polarization to "almost perfect" or "almost useless" channels, we always have polarization to channels which are easy to use for communication. Sahebi and Pradhan [6] showed that the multilevel polarization also happen if any Abelian group operation on the alphabet X is used. This allows the construction of polar codes for arbitrary discrete memoryless channels (DMC) since any alphabet can be endowed with an Abelian group structure.
Polar codes for arbitrary DMCs were also constructed by Ş aşoglu [7] using a special quasigroup operation which ensures two-level polarization. The author and Telatar have shown in [8] that all quasigroup operations are polarizing (in the general multilevel sense) and can be used to construct capacityachieving polar codes for arbitrary DMCs [9] .
Quasigroups are the largest class of binary operations that is known to be polarizing. This paper, which is presented in two parts, aims to determine all the polarizing operations by providing a necessary and sufficient condition for an operation to be polarizing. This part introduces the mathematical framework that we will use later in the second part [1] to characterize the polarizing operations. The paper was split in two parts because the mathematical framework that we develop here is fairly general and might be useful to areas outside polarization and information theory.
In section II we introduce the notion of uniformity preserving operations. Irreducible and ergodic operations are defined and studied in section III. The concepts of irreducible and ergodic operations are very similar to the concepts of irreducible and ergodic Markov chains. Section IV introduces balanced and stable partitions and investigates their properties. Stable partitions are a generalization of the concept of quotient groups. In section V, we introduce and study the notion of the residue of a stable partition and in section VI we define and investigate strongly ergodic operations. We show that an ergodic operation is strongly ergodic if and only if each stable partition is its own residue. Strong ergodicity is a novel concept and doesn't have a similar concept in the ergodic theory of Markov chains. Induced stable partitions are introduced and studied in section VII. The product of operations are defined in section VIII and the structure of their stable partitions is studied. We show that the product of a sequence of binary operations is strongly ergodic if and only if every operation in the sequence is strongly ergodic.
II. UNIFORMITY-PRESERVING OPERATIONS

Definition 1.
A uniformity-preserving operation * on X is a binary operation such that the mapping f * : X 2 → X 2 defined by f * (x, y) = (x * y, y) is bijective. It is called uniformity preserving since for any pair of random variables (X 1 , X 2 ) in X 2 , (X 1 * X 2 , X 2 ) is uniform in X 2 if and only if (X 1 , X 2 ) is uniform in X 2 .
Remark 1. It is easy to see that * is uniformity-preserving if and only if it satisfies the following condition:
• For any two elements a, b ∈ X , there exists a unique element c ∈ X such that a = c * b. We denote this element c by a/ * b.
In other words, * is uniformity-preserving if and only if the mappings π b : X → X defined by π b (x) = x * b are bijective for all b ∈ X . It is easy to see that if * is uniformity preserving then / * is uniformity preserving as well. The operation / * is called the inverse of * .
Definition 2. A uniformity-preserving operation is said to be a quasigroup operation if it also satisfies the following:
4) Suppose that * is irreducible and let n = per( * ). Fix a ∈ X and define the subsets H 0 , . . . , H n−1 of X as follows: for each 0 ≤ i < n and each x ∈ X , x ∈ H i if and only if there exists an integer k such that a * ,kn+i −→ x. We have the following:
• Let x ∈ X . We have a * ,la,x −→ x for some integer l a,x > 0 because of irreducibility. This shows that for every x ∈ X , we have x ∈ H la,x mod n ⊂ n−1 i=0 H i ⊂ X . Therefore,
• Let x ∈ H i and y ∈ H j . We have that a * ,kn+i −→ x. Moreover, x * ,l −→ a for some l, and so a * ,kn+i+l −→ a. The definition of per( * ) implies that n divides (kn + i + l) and so l ≡ −i mod n. Now since y ∈ H j , we have that a * ,k ′ n+j −→ y for some k ′ . We conclude that x * ,lx,y −→ y where l x,y = l+k ′ n+j ≡ j −i mod n.
• Suppose there exists i = j such that H i ∩ H j = ø and let x ∈ H i ∩ H j , then x * ,lx,x −→ x, where l x,x ≡ j − i ≡ 0 mod n. The definition of per( * ) implies that n divides l x,x which is a contradiction since l x,x ≡ 0 mod n. We conclude that H i ∩ H j = ø for all i = j. Therefore, the set {H 0 , . . . , H n−1 } is a partition of X .
• For any 0 ≤ i < n and for any y ∈ H i * X , there exists x ∈ H i such that y = a * x, which implies that y ∈ H i+1 mod n . Therefore H i * X ⊂ H i+1 mod n , and so |H i+1 mod n | ≥ |H i * X | ≥ |H i |. Thus, |H 0 | ≥ |H n−1 | ≥ . . . |H 1 | ≥ |H 0 |, which implies that |H 0 | = |H 1 | = . . . = |H n−1 |. This proves the fourth point of this proposition.
5)
For every x ∈ X , let i x be the unique index 0 ≤ i x < n satisfying x ∈ H ix , and for each j > 0 define K x,j = y ∈ X : x
Lemma 2. If H is a stable partition and A 2 is an arbitrary element of H, then H
Proof: We have:
Therefore, the set {A 1 * A 2 : A 1 ∈ H} covers X and it is a subset of H * . Now since H * is a partition of X that does not contain the empty set as an element, we conclude that H * = {A 1 * A 2 : A 1 ∈ H}. The following proposition shows that the concept of a stable partition generalizes the concept of a quotient group: Proposition 3. Let (G, * ) be a group, and let H be a stable partition of (G, * ) or (G, / * ). There exists a normal subgroup H of G such that H is the quotient group of G by H (denoted by G/H), and Proj H (x) = x mod H for all x ∈ G.
Proof: We will only prove the proposition for the case where H is a stable partition of (G, / * ), since the proof for the case of (G, * ) is similar and simpler.
Let H be the element of H containing the neutral element e of G. 
, from which we conclude that H * H ′ = H ′ * H = H ′ . This implies that H * H = H, and k * H = H * k for all k ∈ G. Therefore, H is a normal subgroup of G, and H is the quotient group of G by H. 
Remark 4. If
Lemma 3.
Let H be a partition of X for which there exists n > 0 such that H n * = H. If * is ergodic then H is a stable partition of (X , * ).
Proof:
We only need to show that H is balanced. Let m = min{kn : k > 0 and kn > con( * )}. Clearly, H m * = H. Moreover, Proposition 1 shows that all the elements of X are * -connectable to each other in m steps. Let H ∈ H be chosen such that |H| is maximal and let H ′ be any element of H = H n * . Let h ∈ H and h ′ ∈ H ′ . We have h * ,m
. . , and H (m−1) * covers X as well. And so there exist X 0 ∈ H, X 1 ∈ H * , . . . , and X m−1 ∈ H (m−1) * such that x 0 ∈ X 0 , x 1 ∈ X 1 , . . . , and 
Define: V. THE RESIDUE OF A STABLE PARTITION Let H be a stable partition. Let H ∈ H and x ∈ H. For any sequence (X n ) n≥0 satisfying X n ∈ H n * for all n ≥ 0, define the sequence (A n ) n≥0 and {H n } n≥0 recursively as follows:
Since x ∈ H, we have A n ⊂ H n ∈ H n * and so |A n | ≤ |H n | = ||H n * || = ||H|| for all n ≥ 0. Therefore, |H n | is constant. On the other hand, |A n | ≥ |A n−1 | since A n = A n−1 * X n−1 . Hence, |A n | is increasing and it is upper bounded by ||H||.
Does |A n | reach ||H|| or does |A n | remain strictly less than ||H|| for all n ≥ 0? In other words, do we have A n = H n for some n > 0 or does A n remain a strict subset of H n for all n ≥ 0? The answer depends of course on the sequence (X n ) n≥0 , so one can ask: Is it possible to choose at least one sequence (X n ) n≥0 for which |A n | = ||H|| and A n = H n for some n > 0?
For which operations is it always possible to choose a sequence (X n ) n≥0 such that |A n | grows to the point that we have A n = H n ? In other words, for which operations is it always possible to reach a set in H n * for some n > 0 starting from any singleton in X by continuously applying the * operation on the right using sets in H k * (0 ≤ k < n)? It is easy to see that for the trivial stable partition H = {X }, the above condition is equivalent to ergodicity. Therefore, satisfying the above condition for all the stable partitions is a stronger notion of ergodicity. Strong ergodicity turns out to be very important for polarization theory as we will see in Part II of this paper [1] . In this section, we introduce the notions and concepts that are necessary to understand strong ergodicity. Notation 4. Let X = (X i ) 0≤i<k be a sequence of subsets X i of X . We denote the length k of the sequence X by |X|.
For any A ⊂ X , we denote (. . . ((A * X 0 ) * X 1 ) . . .) * X k−1 by A * X. If A = {a}, we simply write a * X to denote {a} * X.
The n th power of the sequence X = (X i ) 0≤i<k is the sequence
n is obtained by concatenating n copies of X.
Definition 11. Let H be a stable partition of (X , * ) where * is uniformity preserving. • For every K ∈ K H and every H-sequence X, K * X ∈ K H |X | * .
• For every K ∈ K H and every x ∈ K, there exists an H-augmenting sequence X such that x * X = K.
• For every K ∈ K H , every x ∈ K, and every H-augmenting sequence Proof: Let X = (X i ) 0≤i<k and let x i ∈ X i for 0 ≤ i < k. Consider the mapping π : Proof: Let X be such an H-augmenting sequence. Let a ∈ A and let H ′ ∈ H be such that a ∈ H ′ . Define H = H ′ * X. We have H ∈ H = H |X| * since H is stable and |X| divides per(H). Now since X connects A, we have A ⊂ a * X ⊂ H ′ * X = H.
Lemma 6. Let x ∈ H and let X be an H-augmenting sequence. For any y ∈ x * X, there exists an H-augmenting sequence X ′ which connects {x, y}.
Proof: Let y ∈ x * X, then there exist
Clearly, π is a permutation. The fact that y = π(x) implies that x and y belong to the same cycle of the permutation π. Therefore, there exists s > 0 such that x = π s (y). Let X ′ = X s . It is easy to see that X ′ is H-augmenting. Moreover, we have:
, and y ∈ y * X ′ since X ′ is H-augmenting. Therefore, {x, y} ⊂ y * X ′ .
• y ∈ x * X by assumption and x ∈ x * X since X is H-augmenting. Therefore, {x, y}
Therefore, X ′ connects {x, y}.
Lemma 7.
If there exists an H-augmenting sequence that connects a set A ⊂ X , and if there exists an H-augmenting sequence that connects another set B ⊂ X such that A ∩ B = ø, then there exists an H-augmenting sequence that connects A ∪ B.
Proof: Let X be an H-augmenting sequence that connects A, and let X ′ be an H-augmenting sequence that connects B. Let X ′′ = (X, X ′ , X) be the H-repeatable sequence that is obtained by concatenating X, X ′ and X. Clearly, X ′′ is H-augmenting. Let x ∈ A ∩ B and let y ∈ A ∪ B. We have the following:
• If y ∈ A, then A ⊂ y * X. In particular, x ∈ y * X. Now since x ∈ B and since X ′ connects B, we have B ⊂ x * X ′ . Therefore, B ⊂ (y * X) * X ′ .
• If y ∈ B, then y ∈ y * X since X is H-augmenting. Now since y ∈ B and since X ′ connects B, we have B ⊂ y * X ′ . Therefore, B ⊂ (y * X) * X ′ .
We conclude that for any y ∈ A ∪ B, we have B ⊂ (y * X) * X ′ . This implies that:
• B ⊂ ((y * X) * X ′ ) * X = y * X ′′ since X is H-augmenting.
• Since B ⊂ (y * X) * X ′ , we have x ∈ (y * X) * X ′ . Now since x ∈ A and since X connects A, we have A ⊂ x * X. Therefore, A ⊂ ((y * X) * X ′ ) * X = y * X ′′ .
We conclude that A ∪ B ⊂ y * X ′′ for any y ∈ A ∪ B. Hence X ′′ connects A ∪ B.
Definition 12. For every stable partition H of (X , * ), define the connectivity relation In order to show that R H is reflexive, let x ∈ X , and let X be an arbitrary H-repeatable sequence. Lemma 4 implies that there exists l > 0 such that X l is H-augmenting. We have x ∈ x * X l and so X l connects {x}. Therefore, xR H x for every x ∈ X , hence R H is reflexive. We conclude that R H is an equivalence relation.
Notation 5.
For every stable partition H, we denote the set of equivalence classes of its connectivity relation R H by K H .
Lemma 9.
Let H be a stable partition and let K ∈ K H . We have:
• For every x ∈ K and every H-augmenting sequence X ′ , x * X ′ ⊂ K.
• There exists an H-augmenting sequence X satisfying x * X = K for all x ∈ K.
Proof: For every K ∈ K H , every x ∈ K, every H-augmenting sequence X ′ , and every y ∈ x * X ′ , we have xR H y because of Lemma 6, so y ∈ K. This shows that x * X ′ ⊂ K. Now fix K ∈ K H and let K = {a 1 , . . . , a r } where r = |K|. For each 1 ≤ i ≤ r, define K i := {a 1 , . . . , a i }. Since a 1 R H a 1 there exists an H-augmenting sequence that connects K 1 . Now let 1 < i ≤ r and suppose that there exists an H-augmenting sequence that connects K i−1 . Since a i−1 R H a i , there exists an H-augmenting sequence that connects {a i−1 , a i }. Now since K i−1 ∩ {a i−1 , a i } = {a i−1 } = ø, Lemma 7 implies that there exists an H-augmenting sequence that connects K i−1 ∪ {a i−1 , a i } = K i , and so the claim is true for i. By induction we conclude that the claim is true for every 1 ≤ i ≤ r. In particular, there exists an H-augmenting sequence X that connects K r = K.
Let x ∈ K. Since X connects K, we have K ⊂ x * X, which implies that x * X = K as we already have x * X ⊂ K.
Lemma 10. If * is an ergodic operation on X , then for every stable partition H, we have the following:
• K H l * is a balanced partition and ||K H l * || = ||K H || for all l ≥ 0.
• For every l ≥ 0,
Proof: Let K 1 ∈ K H , l ≥ 0 and K 2 ∈ K H l * . Let n = per(H), k 1 = con( * )n + l and k 2 = con( * )n + (−l mod n). Choose a ∈ K 1 and b ∈ K 2 . Since * is ergodic and since k 1 ≥ con( * ) and k 2 ≥ con( * ), there exist x 0 , . . . ,
Clearly, b ∈ a * X 1 and a ∈ b * X 2 . The concatenation X = (X 1 , X 2 ) is an H-repeatable sequence since n divides k 1 + k 2 . Lemma 4 implies that there exists an integer s > 0 such that X s is H-augmenting. Lemma 9, applied to K H l * , implies the existence of an H l * -augmenting sequence
. It is easy to see that X ′′ is H-augmenting and so
On the other hand, since X ′′ is H-augmenting, Lemma 9 shows that for every
which implies that
By exchanging the roles of K 1 and K 2 , we get |K 1 | ≤ |K 2 |. Therefore, |K 2 | = |K 1 | for every K 1 ∈ K H and every K 2 ∈ K H l * . We conclude that both K H and K H l * are balanced partitions and
Now fix x ∈ K ′ and let K ′′ ∈ K H l * be chosen so that x ∈ K ′′ . Lemma 9 implies the existence of an
, and the analysis in the previous paragraph can be used again to show that |K * (X, X ′′ )| = |K| = ||K H ||, and so
Lemma 12. Let H be a stable partition of (X , * ) where * is ergodic. K H is a sub-stable partition of H and
Proof: We will prove that
where n = per(H).
But we have already shown that K H is balanced. Therefore, K H is a stable partition, and Lemma 5 now implies that K H is a sub-stable partition of H.
Lemma 13. Let H be a stable partition of (X , * ) where * is ergodic, and let K be a partition of X which satisfies the following two conditions:
• For every K ∈ K and every x ∈ K, there exists an H-augmenting sequence X such that x * X = K.
• For every K ∈ K, every x ∈ K, and every H-augmenting sequence X ′ , x * X ′ ⊂ K.
Proof: Fix x ∈ X . Let K 1 ∈ K H and K 2 ∈ K be chosen such that x ∈ K 1 and x ∈ K 2 . Lemma 9 implies the existence of an H-augmenting sequence X 1 such that x * X 1 = K 1 , and the first condition of the proposition implies the existence of an H-augmenting sequence X 2 such that x * X 2 = K 2 . The second condition of the proposition implies that x * X 1 ⊂ K 2 , and Lemma 9 implies that x * X 2 ⊂ K 1 . Therefore,
Since this is true for all x ∈ X , we conclude that K = K H . Now we are ready to prove Theorem 1:
Proof of Theorem 1: The existence follows from Lemma 5 and lemmas 9-12, and the uniqueness follows from Lemma 13. 
Remark 10. The ergodicity condition in Theorem 1 is necessary and can't be replaced by irreducibility. Consider the following irreducible (but not ergodic) operation
On the other hand, since K H is a sub-stable partition of H, ||K H || must divide ||H|| = 2. We conclude that ||K H || = 2 and so K H = H.
• Now since 0 ∈ {0, 2} ∈ H = K H , there exists an H-augmenting sequence X such that 0 * X = {0, 2} (see Theorem 1) . But it is easy to see that for any H-sequence X, 0 * X is always a singleton, which is a contradiction. We leave it as an exercise to the reader to check the details. We conclude that Theorem 1 does not apply to the irreducible but (not ergodic) operation * .
Definition 13. For every stable partition H and for every n ≥ 0, we define the n th residue R n (H) of H inductively as follows:
Remark 11. For every n ≥ 0, there exists an ergodic operation and a stable partition H of residual degree n.
VI. STRONGLY ERGODIC OPERATIONS
Definition 14. A uniformity preserving operation * is said to be strongly ergodic if for any stable partition H and for any x ∈ X , there exists an integer n = n(x, H) such that for any H ∈ H n * , there exists an H-sequence X x,H of length n such that x * X x,H = H. Proof: 1) Suppose that * is strongly ergodic and consider the trivial stable partition {X }. For every x ∈ X , there exists n x > 0 such that x * (X ) nx = X . This shows that for every y ∈ X , x * ,nx −→ y which shows that * is irreducible. Let n = per( * ) and let H 0 , . . . , H n−1 be the equally sized subsets of X given by the fourth point of Proposition 1. Let x ∈ H 0 . We have X = x * (X ) nx ⊂ H 0 * (X ) nx = H nx mod n , where the last equality follows from the fourth point of Proposition 1. Therefore, H nx mod n = X which implies that n = 1 since {H 0 , . . . , H n−1 } is a partition. Therefore, per( * ) = 1 and so * is ergodic by the seventh point of Proposition 1.
2) Let * be strongly ergodic, and define d = max
x,H n(x, H), where n(x, H) is as in Definition 14. Now fix x ∈ X and fix a stable partition H. Let s ≥ d and fix H ∈ H s * . If s = n := n(x, H), there exists an H-sequence X x,H of length s such that x * X x,H = H. Now suppose that s > n := n(x, H), then there exists H ′ ∈ H n * and an H n * -sequence X of length s − n such that H ′ * X = H. Moreover, there exists an H-sequence X x,H ′ of length n such that x * X x,H ′ = H ′ . We conclude that x * (X x,H ′ , X) = H.
3) Let H be a stable partition of (X , * ) where * is strongly ergodic, and let x ∈ X , K ∈ K H and H ∈ H be chosen so that x ∈ K ⊂ H. Let s ≥ scon( * ) be chosen such that per(H) divides s, and let X x,H be an H-sequence of length s such that x * X x,H = H. We have
Now suppose that * is an ergodic operation which satisfies K H = H for every stable partition H. Let x ∈ X and let H be a stable partition. Let k = con( * ) per(H) ≥ con( * ), and for each H ∈ H fix x H ∈ H and let X H be an H-augmenting sequence such that x H * X H = H (such X H exists due to Lemma 9). Define n(x, H) = k + H∈H |X H | and define X ′ to be the H-augmenting sequence obtained by concatenating all the X H sequences (the order of the concatenation is not important). It is easy to see that
is of length n(x, H) and satisfies H ⊂ x * X ′′ H . Now let H x ∈ H be chosen so that x ∈ H x . Since H x ∈ H = K H , Lemma 11 implies that we have
H since we have H ∈ H and H is a partition. Therefore, for every H ∈ H = H n(x,H) * , there exists an H-sequence X ′′ H of length n(x, H) such that x * X ′′ H = H. Thus, * is a strongly ergodic operation. 4) Let H be a stable partition of a quasigroup operation * and let n = per(H). For any K ∈ K H = K H n * , there exist an H-augmenting sequence X = (X i ) 0≤i<k such that K = K * X, which implies that 
Clearly, P A is an equivalence relation on X . The set of equivalence classes of P A (denoted by P(A)) is called the partition of X induced by A. Lemma 14. Let A be X -cover. For every B ∈ P(A), there exists a finite sequence (A i ) 1≤i≤n such that
Proof: Let B ∈ P(A) and let x ∈ B. We say that a sequence
x ′ P A y and so there exists a sequence (A
A ′′ i , which contradicts the maximality of
We conclude that
Lemma 15. Let * be a uniformity preserving operation on a set X , and let A be an X -cover. For every n > 0 and every A ∈ A n * , there exists B ∈ P(A) n * such that A ⊂ B.
Proof: We will show the lemma by induction on n. The lemma is trivial for n = 0. Now let n > 0 and suppose that for every
The induction hypothesis implies the existence of two sets B 1 , B 2 ∈ P(A) (n−1) * such that A 1 ⊂ B 1 and A 2 ⊂ B 2 . We have
Lemma 16. Let * be a a uniformity preserving operation on a set X , and let A be an X -cover. For every n ≥ 0, we have P P(A) n * = P(A n * ).
Proof: We will show the lemma by induction on n. The lemma is trivial for n = 0. Now let n > 0 and suppose that P P(A) (n−1) * = P(A (n−1) * ), which means that for every x, y ∈ X , we have xP A (n−1) * y if and only if xP P(A) (n−1) * y.
Let x, y ∈ X be such that xP P(A) n * y. There exists a sequence (D j ) 1≤j≤m such that:
. Therefore, from the induction hypothesis we have x
Moreover, it is easy to see that
Therefore, x j P A n * x j+1 . Now since this is true for all 1 ≤ j ≤ m, we have x 1 P A n * x m+1 and so xP A n * y. We conclude that for every x, y ∈ X , xP P(A) n * y implies xP A n * y.
Now let x, y ∈ X be such that xP A n * y. There exists a sequence (E i ) 1≤i≤k such that:
We conclude that for every x, y ∈ X , xP P(A) n * y if and only if xP A n * y. Therefore, P P(A) n * = P(A n * ).
Definition 16.
We say that an X -cover A is stable if A n * = A for some n > 0. The least integer n > 0 satisfying A n * = A is called the period of A, and it is denoted by per(A).
Lemma 17. Let * be an ergodic operation on a set X . If A be a stable X -cover, then P(A) is a stable partition.
Proof: Let n = per(A) con( * ). Since A per(A) * = A, we have A n * = A. Let A ∈ P(A) be chosen so that |A| is maximal, and let B ∈ P(A). We clearly have |B| ≤ |A|. We also have B ∈ P(A n * ) since A n * = A. From Lemma 16 we have P P(A) n * = P(A n * ), and so B ∈ P P(A) n * = P(A n * ) = P(A). Now choose x ∈ A and y ∈ B. Since n ≥ con( * ), there exists a sequence x 0 , . . . , x n−1 ∈ X such that y = (. . . ((x * x 0 ) * x 1 ) . . . * x n−1 ). Now choose X 0 , . . . , X n−1 such that x i ∈ X i ∈ P(A) i * for 0 ≤ i < n. Define C := (. . . ((A * X 0 ) * X 1 ) . . . * X n−1 ). Clearly, y ∈ C ∈ P(A) n * . Now since y ∈ B ∈ P P(A) n * and y ∈ C ∈ P(A) n * , we must have C = (. . . ((A * X 0 ) * X 1 ) . . . * X n−1 ) ⊂ B and so |A| ≤ |C| ≤ |B|, which implies that |A| = |B| = |C| since we already have |B| ≤ |A|. Therefore, C = B and so B ∈ P(A) n * for every B ∈ P(A), from which we conclude that P(A) ⊂ P(A) n * . On the other hand, since |A| = |B| for every B ∈ P(A), P(A) is a balanced partition. Now for every C ∈ P(A) n * , there exists a set D ∈ P(A) and a sequence X 0 , . . . , X n−1 such that
. We have |D| ≤ |C|. On the other hand, Lemma 15 (applied to the X -cover P(A) n * ) implies the existence of a set B ∈ P P(A) n * such that C ⊂ B. Therefore, |D| ≤ |C| ≤ |B|. Now Lemma 16 shows that P P(A) n * = P(A n * ), and we have A n * = A, hence B ∈ P P(A) n * = P(A n * ) = P(A). Therefore, |D| = |B| since D, B ∈ P(A) and since P(A) was shown to be a balanced partition. Thus, |B| = |C| = |D| which implies that C = B ∈ P(A) since C ⊂ B. We conclude that C ∈ P(A) for every C ∈ P(A) n * . Therefore, P(A) n * ⊂ P(A). This means that P(A) n * = P(A) since we already P(A) ⊂ P(A) n * . We conclude that P(A) is a stable partition.
Lemma 18. Let * be an ergodic operation on a set X . If A is a stable X -cover, then all the elements of A have the same size. Moreover, for every i ≥ 0, every A ∈ A and every B ∈ A i * , we have |A| = |B|.
Proof:
The exact same proof of Lemma 3 can be applied here to show the lemma.
Lemma 19. Let * be an ergodic operation on a set X , and let A be a stable X -cover. For every A, B, C ∈ A, if B ∩ C = ø then A * B = A * C.
Proof: We have A * B ∈ A * , and from Lemma 18 we get |A * B| = |A|. On the other hand, since * is uniformity preserving, we have |A * x| = |A| for every x ∈ X . Now since A * B = b∈B A * b, and since |A * b| = |A| = |A * B| for every b ∈ B, we must have A * B = A * b for every b ∈ B. Similarly, A * C = A * c for every c ∈ C. We conclude that A * B = A * C since B ∩ C = ø (take any x ∈ B ∩ C, we have A * B = A * x = A * C).
Lemma 20. Let * be an ergodic operation on a set X , and let A be a stable X -cover. For every A ∈ A and every B ∈ P(A), we have A * B ∈ A * .
Proof: According to Lemma 14 there exists a finite sequence
Lemma 21. Let * be an ergodic operation on a set X , and let A be a stable X -cover. For every A ∈ A and every P(A)-sequence X, we have A * X ∈ A |X| * .
Proof: We will prove the lemma by induction on k = |X| > 0. Lemma 20 implies that the statement is true for k = 1. Now let k > 1 and suppose that the lemma is true for |X| = k − 1. Now let X = (X i ) 0≤i<k be a P(A)-sequence of length k. Define X ′ = (X i ) 0≤i<k−1 . We have:
* from the induction hypothesis.
• Lemma 17 shows that P(A) is a stable partition, and so P(A) (k−1) * is also a stable partition. In particular, P(A) (k−1) * is a partition and so P(A) (k−1) * = P P(A) (k−1) * . On the other hand, Lemma 16 shows that P P(A)
• Since (A (k−1) * ) n * = (A n * ) (k−1) * = A (k−1) * (where n = per(A)), A (k−1) * is a stable X -cover. Now since A ′ ∈ A (k−1) * and X k−1 ∈ P(A (k−1) * ), and since A (k−1) * is a stable X -cover, we can apply Lemma 20 to obtain A ′ * X k−1 ∈ (A (k−1) * ) * = A k * . We conclude that A * X = A ′ * X k−1 ∈ A k * which completes the induction argument.
Proposition 5. If * is a strongly ergodic operation on a set X , then every stable X -cover is a stable partition.
Proof: Let A be a stable X -cover. Lemma 17 shows that P(A) is a stable partition. Let A ∈ A. From Lemma 15 there exists B ∈ P(A) such that A ⊂ B. Let n = per(A). scon( * ). Since P(A) is a stable partition, we have P(A) n * = P P(A) n * , and Lemma 16 shows that P P(A) n * = P(A n * ). But per(A) divides n, so we have A n * = A. Therefore, P(A) n * = P(A n * ) = P(A).
Now let a ∈ A. Since a ∈ B ∈ P(A) = P(A) n * and since n ≥ scon( * ), we can apply Theorem 2 to get a P(A)-sequence of length n such that a * X = B * X = B. Since B = a * X ⊂ A * X ⊂ B * X = B, we have A * X = B. Now from Lemma 21, we have A * X ∈ A n * = A, and Lemma 18 implies that |A| = |A * X| = |B|. Thus, A = B since we have A ⊂ B and |A| = |B|.
We conclude that A ∈ P(A) for every A ∈ A, which proves that A = P(A). Therefore, A is a stable partition. The set {0, 1}, {0, 2}, {1, 2}, {3, 4}, {3, 5}, {4, 5} is a stable X -cover of period 1, but it is not a partition.
Remark 13. The strong ergodicity condition in Proposition 5 is necessary and can't be replaced by ergodicity. Consider the following ergodic (but not strongly ergodic) operation:
Theorem 3. Let * be a strongly ergodic operation on a set X . For every X -cover A, there exists an integer n < 2 2 |X | such that:
• A n * is a stable partition and per(A n * ) divides n.
• For every A ∈ A, there exists B ∈ A n * such that A ⊂ B.
• For every stable partition H, if for every A ∈ A there exists H ∈ H such that A ⊂ H, then A n *
H.
The last point shows that
A n * is independent of n (i.e., if there exists n ′ such that A n ′ * satisfies the three points of the proposition, then A n ′ * = A n * ). We call A n * the stable partition induced by A and we denote it by A .
Proof: 2
|X | is the number of subsets of X , and 2 2 |X | is the number of sets of subsets of X . Thus, the sets A i * for 0 ≤ i ≤ 2 2 |X | can't be pairwise different. Therefore, there exist at least two integers
* is a stable partition by Proposition 5. There exists an integer n 3 such that 0 ≤ n 3 < n 2 − n 1 and n 3 ≡ −n 1 mod (n 2 − n 1 ). Let n = n 1 + n 3 , we have n 1 ≤ n < n 2 ≤ 2 2 |X | , A n * = (A n 1 * ) n 3 * is a stable partition, and n 2 − n 1 divides n. But since (A n 1 * ) (n 2 −n 1 ) * = A n 2 * = A n 1 * , per(A n 1 * ) divides n 2 − n 1 which divides n. On the other hand, per(A n 1 * ) = per (A n 1 * ) n 3 * = per(A n * ). We conclude that per(A n * ) divides n. This proves the first point of the theorem. Now let A ∈ A and let a be an arbitrary element of X . Define the mapping π : X → X as π(x) = x * a. Since π is a permutation, there exists k > 0 such that π k (x) = x for every x ∈ X . Now for every 0 ≤ i < kn, let X i ∈ A i * be such that a ∈ X i and let X = (X i ) 0≤i<kn . We have:
• A * X ∈ A kn * .
• A ⊂ A * X since π kn (x) = x for every x ∈ X .
• A kn * = (A n * ) (k−1)n * = A n * since A n * is a stable partition whose period divides n (and so divides (k − 1)n as well).
We conclude that A ⊂ A * X ∈ A n * , which proves the second point of the theorem. Now suppose that H is a stable partition such that for every A ∈ A there exists H ∈ H such that A ⊂ H. Let k = per(H). We have the following:
• For every i ≥ 0 and every A ∈ A i * , there exists H ∈ H i * such that A ⊂ H. This is easy to show by induction on i ≥ 0. The claim is true for i = 0. Now let i > 0 and suppose that the claim is true for i − 1. Let A ∈ A i * and let A ′ , A ′′ ∈ A (i−1) * be such that A = A ′ * A ′′ . According to the induction hypothesis, there exist
• A kn * = (A n * ) (k−1)n * = A n * since A n * is a stable partition whose period divides n (and so divides n(k − 1) as well).
• H kn * = H since k = per(H).
We conclude that for every A ∈ A n * = A kn * , there exists H ∈ H = H kn * such that A ⊂ H. Therefore, A n * H which proves the third point of the theorem.
VIII. PRODUCT OF BINARY OPERATIONS
Definition 17. Let X 1 , . . . , X m be m sets, and let * 1 , . . . , * m be m binary operations on X 1 , . . . , X m respectively. We define the product of * 1 , . . . , * m , denoted * = * 1 ⊗ . . . ⊗ * m , as the binary operation * on X 1 × . . . × X m defined by: Proof: 1) Suppose that * 1 , . . . , * m are uniformity preserving. Fix b = (b 1 , . . . , b m ) ∈ X and define the mapping π b : X → X as π b (x) = x * b for all x ∈ X . Now let y = (y 1 , . . . , y m ) ∈ X . For every 1 ≤ i ≤ m, * i is uniformity preserving and so there exists x i ∈ X i such that x i * i b i = y i . Define x = (x 1 , . . . , x m ). We have π b (x) = x * b = y. Therefore, π b is surjective which implies that it is bijective. Now since this is true for every b ∈ X , * is uniformity preserving.
Conversely, suppose that * is uniformity preserving and let 1 ≤ i ≤ m. Fix b i ∈ X i and define the mapping π b i : X i → X i as π b i (x i ) = x i * i b i for all x i ∈ X i . Now let y i ∈ X i and choose arbitrarily y j ∈ X j for each j = i. Define y = (y 1 , . . . , y m ) ∈ X . Since * is uniformity preserving, there exists x = (x 1 , . . . , x m ) ∈ X such that y = x * b which implies that y i = x i * i b i . Therefore, π b i is surjective which implies that it is bijective. Now since this is true for every b i ∈ X i , * i is uniformity preserving.
2) Suppose that * is irreducible and let 1 ≤ i ≤ m. Let a i , b i ∈ X i and choose arbitrarily a j , b j ∈ X j for each j = i. Define a = (a 1 , . . . , a m ) ∈ X and b = (b 1 , . . . , b m ) ∈ X . Since * is irreducible, a is * -connectable to b and so there exists l > 0 and x 0 , . . . ,
. . , x m,k ) and so x i,k ∈ X i . It is easy to see that we have
In order to see that the converse is not necessarily true, let X 1 = X 2 = {0, 1} and define x * 1 y = x * 2 y = x ⊕ 1 for every x, y ∈ {0, 1}. It is easy to see that * 1 and * 2 are irreducible and per( * 1 ) = per( * 2 ) = 2. Let * = * 1 ⊗ * 2 . It is easy to see that (0, 0) is not * -connectable to (0, 1). Therefore, * is not irreducible.
3) Suppose that * 1 , . . . , * m are ergodic and let d = max{con( * 1 ), . . . , con( * m )}. Let a = (a 1 , . . . , a m ) ∈ X and b = (
It is easy to see that b = (. . . ((a * x 0 ) * x 1 ) . . . * x d−1 ). Therefore, all the elements of X are * -connectable to each other in d steps. We conclude that * is ergodic and con( * ) ≤ d = max{con( * 1 ), . . . , con( * m )}.
Conversely, suppose that * is ergodic and let 1 ≤ i ≤ m. Let a i , b i ∈ X i and choose arbitrarily a j , b j ∈ X j for each j = i. Define a = (a 1 , . . . , a m ) ∈ X and b = (b 1 , . . . , b m ) ∈ X . Since * is ergodic, a is * -connectable to b in con( * ) steps. It follows that a i is * i -connectable to b i in con( * ) steps (we use the same argument that we used for the irreducible case). Now since this is true for every a i , b i ∈ X i , we conclude that * i is ergodic and con( * i ) ≤ con( * ). We conclude that max{con( * 1 ), . . . , con( * m )} ≤ con( * ) which implies that con( * ) = max{con( * 1 ), . . . , con( * m )} since we have con( * ) ≤ max{con( * 1 ), . . . , con( * m )} from the previous paragraph. 
It is easy to see that H is a stable partition of
The integer n is called the correlation of H and is denoted by cor * 1 , * 2 (H).
We also have
Example 2. The following figure shows an element H of a stable partition H of correlation n = cor * 1 , * 2 (H) = 3. H is represented by the regions that are shaded in yellow.
Example 3. Let X 1 = X 2 = {0, 1} and define * 1 and * 2 as x * 1 y = x * 2 y = x ⊕ y for every x, y ∈ {0, 1}. Let X = X 1 × X 2 , * = * 1 ⊗ * 2 and H = {(0, 0), (1, 1)}, {(0, 1), (1, 0)} . It is easy to see that H is a stable partition of (X , * ). We have:
• n = cor * 1 , * 2 (H) = 2. For H = {(0, 1), (1, 0)} ∈ H, we have:
• H 2,1 = {1}, H 2,2 = {0} and H 2,1 ∪ H 2,2 = {0, 1} ∈ U 2 (H).
•
In order to prove Theorem 4, we need a few definitions and lemmas:
Definition 19. Define the two projection mappings P 1 : X → X 1 and P 2 : X → X 2 as P 1 (x 1 , x 2 ) = x 1 and P 2 (x 1 , x 2 ) = x 2 for all (x 1 , x 2 ) ∈ X . Define the following:
Lemma 22. For every x 2 , x ′ 2 ∈ X 2 , there exists an H-repeatable sequence X such that:
• For every X ⊂ X , we have P 1 (X) ⊂ P 1 (X * X). We say that the sequence X can take the second coordinate from x 2 to x ′ 2 while keeping the first coordinate unchanged.
Proof: Let k = per(H) con( * 2 ) ≥ con( * 2 ). Choose arbitrarily a sequence of k elements x 1,0 , . . . , x 1,k−1 in X 1 and define the mapping π : X 1 → X 1 as π(x 1 ) = (. . . ((x 1  *  1 x 1,0 ) *  1 x 1,1 ) . . . * 1 x 1,k−1 ). Since π is a permutation of X 1 , there exists an integer s > 0 such that π s (x 1 ) = x 1 for all x 1 ∈ X 1 . Let l = ks and define the sequence x 1,i for k ≤ i < l as x 1,i = x 1,i mod k . Clearly, (. . . ((x 1  *  1 x 1,0 )  *  1 x 1,1 ) . . .
Now since l ≥ k ≥ con( * 2 ) and since * 2 is ergodic, there exists a sequence (x 2,i ) 0≤i<l in X 2 such that
Define the H-repeatable sequence X = (X i ) 0≤i<l such that (x 1,i , x 2,i ) ∈ X i ∈ H i * for all 0 ≤ i < l. For every x 1 ∈ X 1 , we have:
where (a) follows from (8) and (9), and (b) follows from the fact that (x 1,i , x 2,i ) ∈ X i for all 0 ≤ i < l. Now let X ⊂ X. We have:
where (a) follows from (8), (b) follows from the definition of * and P 1 , and (c) follows from the fact that (x 1,i , x 2,i ) ∈ X i for all 0 ≤ i < l. 
Proof: From Lemma 22 we have (
On the other hand, we have H ′ ∈ H and H * X ∈ H |X| * = H. Therefore, H ′ = H * X since H is a partition.
Lemma 24. U 1 (H) (resp. U 2 (H)) is a partition of X 1 (resp. X 2 ).
Proof: Clearly, U 1 (H) covers X 1 . Now suppose that there exist A, B ∈ U 1 (H) such that A ∩ B = ø and let x 1 ∈ A ∩ B. Let H A , H B ∈ H be such that P 1 (H A ) = A and P 1 (H B ) = B. There exist x 2,A ∈ X 2 and x 2,B ∈ X 2 such that (x 1 , x 2,A ) ∈ H A and (x 1 , x 2,B ) ∈ H B . Using Lemma 22, choose an H-repeatable sequence X which can take the second coordinate from x 2,A to x 2,B while keeping the first coordinate unchanged.
Lemma 23 shows that H B = H A * X and Lemma 22 implies that P 1 (H A ) ⊂ P 1 (H A * X). We conclude that A = P 1 (H A ) ⊂ P 1 (H A * X) = P 1 (H B ) = B. Similarly, we also have B ⊂ A and so A = B. We conclude that U 1 (H) is a partition of X 1 . A similar argument shows that U 2 (H) is a partition of X 2 .
Lemma 25. U 1 (H) (resp. U 2 (H)) is a stable partition of X 1 (resp. X 2 ) of period at most per(H). Moreover, for every i ≥ 0, we have
Proof: We will only prove the lemma for U 1 (H) since the proof for U 2 (H) is similar. We will start by showing by induction on i ≥ 0 that U 1 (H) i * 1 = U 1 (H i * ). The claim is trivial for i = 0. Now let i > 0 and suppose that the claim is true for i − 1. We have:
where (a) follows from the induction hypothesis and (b) follows from the identity
which is very easy to check. We conclude that we have
Lemma 24 shows that U 1 (H) is a partition, and we have just showed that U 1 (H) p * 1 = U 1 (H). Now since * 1 is ergodic, Lemma 3 implies that U 1 (H) is a stable partition of X 1 of period at most p.
Definition 20. Let X ⊂ X , x 1 ∈ X 1 and x 2 ∈ X 2 . Define the sets P 1|x 2 (X) ⊂ X 1 and P 2|x 1 (X) ⊂ X 2 as:
Define the following:
Proof: Clearly, L 1 (H) covers X 1 . Suppose that there exist A, B ∈ L 1 (H) such that A ∩ B = ø and let x 1 ∈ A ∩ B. Let H A , H B ∈ H and x 2,A , x 2,B ∈ X 2 be such that A = P 1|x 2,A (H A ) and B = P 2|x 2,B (H B ). Using Lemma 22, choose an H-repeatable sequence X which can take the second coordinate from x 2,A to x 2,B while keeping the first coordinate unchanged.
Since
∈ H A and so by Lemma 22 we have
Therefore, A ⊂ B. Similarly, we have B ⊂ A which implies that A = B. We conclude that L 1 (H) is a partition of X 1 . A similar argument shows that L 2 (H) is a partition of X 2 .
Lemma 27. L 1 (H) (resp. L 2 (H)) is a balanced partition of X 1 (resp. X 2 ).
Proof: Let A, B ∈ L 1 (H). There exist H A , H B ∈ H and x 2,A , x 2,B ∈ X 2 such that A = P 1|x 2,A (H A ) and B = P 2|x 2,B (H B ). Fix x 1,A ∈ A and x 2,B ∈ B and define k = per( * ) max{con( * 1 ), con( * 2 )}. Clearly,
Since k ≥ con( * 1 ) and k ≥ con( * 2 ), and since * 1 and * 2 are ergodic, there exist a sequence (x 1,i ) 0≤i<k in X 1 and a sequence (x 2,i ) 0≤i<k in X 2 such that:
Now define the H-repeatable sequence X = (
where (a) follows from (10) and (b) follows from the fact that (x 1,A , x 2,A ) ∈ H A and (x 1,i , x 2,i ) ∈ X i for every 0 ≤ i < k. We conclude that H B ∩ (H A * X) = ø. On the other hand, we have H B ∈ H and H A * X ∈ H k * = H. Therefore, H B = H A * X since H is a partition. Define the mapping π 1 : X 1 → X 1 as π 1 (x 1 ) = (. . . ((x 1  *  1 x 1,0 )  *  1 x 1,1 ) . . . * 1 x 1,k−1 ) for every x 1 ∈ X 1 and the mapping π 2 : X 2 → X 2 as π 2 (x 2 ) = (. . . ((x 2 * 2 x 2,0 ) * 2 x 2,1 ) . . . * 2 x 2,k−1 ) for every x 2 ∈ X 2 . Now let x 1 ∈ A = P 1|x 2,A (H A ), we have:
where (a) follows from (10), (b) follows from the definition of π 1 and π 2 and (c) follows from the fact that (x 1 , x 2,A ) ∈ H A and (x 1,i , x 2,i ) ∈ X i for every 0 ≤ i < k.
We conclude that π 1 (x 1 ) ∈ P 1|x 2,B (H B ) = B for every x 1 ∈ A. Therefore, π 1 (A) ⊂ B, which implies that |A| (a)
= |π 1 (A)| ≤ |B|, where (a) follows from the fact that π 1 is a permutation. Similarly, we have |B| ≤ |A| and so |A| = |B|. We conclude that L 1 (H) is a balanced partition of X 1 as Lemma 26 already showed that L 1 (H) is a partition. A similar argument shows that L 2 (H) is a balanced partition of X 2 .
Lemma 28. For every i ≥ 0 and every
Proof: We will prove the lemma by induction on i ≥ 0. The lemma is trivial for i = 0. Now let i > 0 and suppose that the lemma is true for
We have:
where (a) follows from the fact that for every x
Proof of Theorem 4: Lemma 29 shows that L 1 (H) and L 2 (H) are stable partitions of X 1 and X 2 respectively, and Lemma 25 shows that U 1 (H) and U 2 (H) are stable partitions of X 1 and X 2 respectively. Moreover, Lemma 29 shows that
for every i > 0, and Lemma 25 shows that
and B ∈ L 2 (H)), and fix x 1 ∈ A and x 2 ∈ B. Let H ∈ H be such that (x 1 , x 2 ) ∈ H. We have x 1 ∈ P 1|x 2 (H) as (x 1 , x 2 ) ∈ H. Therefore, P 1|x 2 (H) ∩ A = ø which implies that A = P 1|x 2 (H) since both A and P 1|x 2 (H) are in L 1 (H) which was shown to be a stable partition. Now fix (x A , x B ) ∈ A × B. Since x A ∈ A = P 1|x 2 (H), we have (x A , x 2 ) ∈ H which means that x 2 ∈ P 2|x A (H). Therefore, B ∩ P 2|x A (H) = ø which implies that B = P 2|x A (H) since both B and P 2|x A (H) are in L 2 (H) which was shown to be a stable partition. Now since x B ∈ B = P 2|x A (H), we conclude that (x A , x B ) ∈ H. But this is true for all (
• Suppose that H 1,i = H 1,j for some i = j and let 
. We conclude that n H is the same for all H ∈ H. Let us denote this common integer as n. It is now easy to see that
Now in order to prove the uniqueness of
, and n ′ > 0 satisfy the conditions of the theorem (i.e.
Therefore, for every x 2 ∈ X 2 such that P 1|x 2 (H) = ø, we have P 1|x 2 (H) ∈ H 1 . We conclude that
Theorem 4 shows that the stable partitions of the product of two ergodic operations has a very particular structure. This structure will be useful to prove the following theorem: Theorem 5. Let * 1 , . . . , * m be m ≥ 2 binary operations on X 1 , . . . , X m respectively. Let X = X 1 ×. . .×X m and * = * 1 ⊗ . . . ⊗ * m . Then * is strongly ergodic if and only if * 1 , . . . , * m are strongly ergodic.
We will first prove Theorem 5 for m = 2 using two lemmas. The general result can then be proven by induction on m ≥ 2.
Lemma 30. If * = * 1 ⊗ * 2 is a strongly ergodic operation on X = X 1 × X 2 , then * 1 and * 2 are strongly ergodic.
Proof: Let H 1 be a stable partition of X 1 , then H = H 1 ⊗ {X 2 } is a stable partition of X 1 × X 2 . Fix x 2 ∈ X 2 and let x 1 ∈ X 1 . Since * is strongly ergodic, there exists n = n(x 1 , x 2 , H) > 0 such that for any H ∈ H n * , there exists an H-sequence X = (X i ) 0≤i<n satisfying (
1 ⊗ X 2 and so there exists X 1,i ∈ H i * 1 1 such that X i = X 1,i × X 2 . By projecting the equation (x 1 , x 2 ) * X = H 1 × X 2 on the first coordinate, we get x 1 * 1 X 1 = H 1 , where X 1 is the H 1 -sequence (X 1,i ) 0≤i<n . By fixing x 2 ∈ X 2 , n will depend only on x 1 and H 1 as required in the definition of strong ergodicity. This proves that * 1 is strongly ergodic. A similar argument shows that * 2 is also strongly ergodic.
Lemma 31. If * 1 and * 2 are two strongly ergodic operations on X 1 and X 2 respectively, then * = * 1 ⊗ * 2 is a strongly ergodic operation on X = X 1 × X 2 .
Proof: Fix a stable partition H of X . Since * 1 and * 2 are strongly ergodic, they are ergodic and so Theorem 4 can be applied. Let L 1 (H), L 2 (H), U 1 (H) and U 2 (H) be defined as in Theorem 4, and let P 1 and P 2 be the projection onto the first and second coordinate respectively as in Definition 19.
Let (x 1 , x 2 ) ∈ H ∈ H. We will construct an H-augmenting sequence X satisfying H ⊂ (x 1 , x 2 ) * X in two steps: We first construct an H-augmenting sequence X U such that P 1 (H) ⊂ P 1 (x 1 , x 2 ) * X U , i.e., X U stretches {(x 1 , x 2 )} in the direction of the first coordinate to cover P 1 (H). In the second step, we construct an H-augmenting sequence X L such that H ⊂ (x 1 , x 2 ) * X U * X L , i.e., X L stretches (x 1 , x 2 ) * X U in the direction of the second coordinate to cover H.
Step 1: Let H 1 = P 1 (H) ∈ U 1 (H). Since * 1 is strongly ergodic, there exists a U 1 (H)-augmenting sequence X 1 such that
, and so from Definition 19 there exists
l is H-augmenting. We have:
where (a) follows from the fact that X 1 is U 1 (H)-augmenting.
Step 2: Define X U = (x 1 , x 2 ) * X U . Since X U is H-augmenting, we must have X U ⊂ K, where K ∈ K H is such that (x 1 , x 2 ) ∈ K (see Theorem 1). Now since K H is a sub-stable partition of H and since (x 1 , x 2 ) ∈ K ∩ H, we must have K ⊂ H. Therefore, X U ⊂ H. On the other hand, from (11) we have H 1 ⊂ P 1 (X U ). We conclude that for every a ∈ H 1 , we have a ∈ P 1 (X U ) and so there exists b a ∈ X 2 such that (a, b a ) ∈ X U ⊂ H.
According to Theorem 4, there exist n disjoint sets H 1,1 , . . . , H 1,n ∈ L 1 (H) and n disjoint sets
, and so from Definition 20 there exist x
Define the mapping π a :
pa is Hrepeatable since X ′ a is H-repeatable. Now by Lemma 4 there exists l a > 0 such that
pala is H-augmenting. We have: 
Now let X L = (X a ) a∈H 1 be the H-augmenting sequence obtained by concatenating the H-augmenting sequences X a for all a ∈ H 1 (the order of the concatenation is not important). Since {a} × H 2,ia ⊂ (a, b a ) * X a for every a ∈ H 1 , we must have
For every a ∈ H 1 , we have already shown that (a, b a ) ∈ H U and so it follows from (13) that:
Since this is true for every a ∈ H 1 , we have:
where (a) follows from (12). Now since X is H-augmenting, Theorem 1 implies that (x 1 , x 2 ) * X ⊂ K, where K ∈ K H is such that (x 1 , x 2 ) ∈ K. Therefore, ||H|| = |H| ≤ |(x 1 , x 2 ) * X| ≤ |K| = ||K H ||. Now since K H is a sub-stable partition of H, we conclude that K H = H. But this is true for every stable partition H of X , hence * is strongly ergodic. Now we are ready to prove Theorem 5:
Proof of Theorem 5: Lemmas 30 and 31 show that Theorem 5 is true for m = 2. Now let m > 2 and suppose that the theorem is true for m − 1. 
Notation 7.
For each A ⊂ B ⊂ I m = {1, . . . , m} we define the mapping P B→A :
If A contains only one element i, we denote P B→{i} simply by P B→i . Now for each A B ⊂ I m = {1, . . . , m}, each x B\A ∈ X B\A and each X B ⊂ X B , we define the set P B→A|x B\A (X B ) := {x A ∈ X A : (x A , x B\A ) ∈ X B } ⊂ X A . If A contains only one element i, we denote P B→{i}|x B\{i} (X B ) simply by P B→i|x B\i (X B ).
It is easy to see that if A ⊂ B ⊂ C ⊂ {1, . . . , m} then we have P B→A • P C→B = P C→A . Similarly, if A B C ⊂ {1, . . . , m}, then for each X C ∈ X C , each x C\B ∈ X C\B and each x B\A ∈ X B\A , we have P B→A|x B\A P C→B|x C\B (X C ) = P C→A|(x C\B ,x B\A ) (X C ). Here we have (x C\B , x B\A ) ∈ X C\A since we are identifying X C\A with X C\B × X B\A through the canonical bijection. = P B→A|x B\A P Im→B|x Im\B (H) : H ∈H, x Im\B ∈ X Im\B , P Im→B|x Im\B (H) = ø, x B\A ∈ X B\A , P B→A|x B\A P Im→B|x Im\B (H) = o (c) = P B→A|x B\A P Im→B|x Im\B (H) : H ∈ H, x Im\B ∈X Im\B , x B\A ∈ X B\A , P B→A|x B\A P Im→B|x Im\B (H) = o Definition 22. Let H be a partition of a set X . A section of H is a subset C ⊂ X such that:
• |C| = H.
• For each H ∈ H, there exists a unique x ∈ C such that x ∈ H. In other words, the mapping Proj H , restricted to C, is a bijection between C and H.
Lemma 33. Let * 1 and * 2 be two ergodic operations on X 1 and X 2 respectively. Let X = X 1 × X 2 and * = * 1 ⊗ * 2 (thus, * is ergodic). Let H be a stable partition of X . If C 1 and C 2 are sections of L 1 (H) and U 2 (H) respectively, then C = C 1 × C 2 is a section of H.
Proof: Let f C,H : C → H be the mapping Proj H restricted to C, i.e., f C,H (x) = Proj H (x) for every x ∈ C.
Let H ∈ H and I 2 = {1, 2}. We have P I 2 →2 (H) ∈ U 2 (H) by Remark 15. Now since C 2 is a section of U 2 (H), there exists a unique x 2 ∈ C 2 such that x 2 ∈ P I 2 →2 (H).
Since x 2 ∈ P I 2 →2 (H), we have P I 2 →1|x 2 (H) ∈ L 1 (H) by Remark 15. But C 1 is a section of L 1 (H), so there exists a unique x 1 ∈ C 1 such that x 1 ∈ P I 2 →1|x 2 (H), which means that (x 1 , x 2 ) ∈ H. Therefore, there exists (x 1 , x 2 ) ∈ C 1 × C 2 = C such that f C,H (x 1 , x 2 ) = Proj H (x 1 , x 2 ) = H. We conclude that f C,H is surjective.
On the other hand, we have |C| = |C 1 × C 2 | = |C 1 | · |C 2 | = |L 1 (H)| · |U 2 (H)| = |H|, where the last equality follows from Theorem 4. Therefore, f C,H is bijective since f C,H : C → H is surjective and |C| = |H|. Hence, C = C 1 × C 2 is a section of H. Proposition 8. Let * 1 , . . . , * m be m ≥ 2 ergodic operations on X 1 , . . . , X m respectively. Let X = X 1 × . . . × X m and * = * 1 ⊗ . . . ⊗ * m . Let H be a stable partition of (X , * ) and {H i } 1≤i≤m be the canonical factorization of H. We have:
• |H| = |H 1 | · · · |H| m .
• If C i is a section of H i for every 1 ≤ i ≤ m, then C = C 1 × . . . × C m is a section of H.
Proof: For each 1 ≤ i ≤ m, we define I i = {1, . . . , i}. We will prove the proposition by induction on m. If m = 2, we have:
and H 2 = U 2 (H).
• By Theorem 4, we have |H| = |L 1 (H)| · |U 2 (H)| = |H 1 | · |H 2 |.
• If C 1 and C 2 are sections of H 1 = L 1 (H) and H 2 = U 2 (H) respectively, then Lemma 33 shows that C = C 1 × C 2 is a section of H Therefore the proposition is true for m = 2. Now let m > 2 and suppose that the proposition is true for m − 1. By Lemma 32, {H i } 1≤i≤m−1 is the canonical factorization of L I m−1 (H). We have:
• |H| = |L and U m (H) respectively, Lemma 33 implies that C = C 1 × . . . × C m is a section of H and so the proposition is also true for m. We conclude that the proposition is true for every m ≥ 2.
IX. CONCLUSION An ergodic theory for binary operations was developed. This theory will be applied in Part II of this paper [1] to provide a foundation for polarization theory. We will show that a uniformity preserving operation * is polarizing if and only if / * is strongly ergodic. A natural question to ask is whether the strong ergodicity of the inverse operation implies the strong ergodicity of the operation itself. It is easy to see that a uniformity preserving operation is ergodic (resp. irreducible, quasigroup operation) if and only if its inverse is ergodic (resp. irreducible, quasigroup operation). We still don't know whether the same is true for strong ergodicity.
The potential of the ergodic theory of binary operations is still unclear and might exceed polarization theory. The mathematical framework that is developed here is fairly general and might be useful to areas outside polarization and information theory.
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