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Abstract
This thesis documents investigations into three novel magnetic materials: the predicted half-
metal, NiMnSb; the magnetoelectric perovskite, TbMnO3; and the layered superconductor,
EuFe2−xCoxAs2. The first exhibits magnetism due to its 3d electronic bands, whilst in the
other materials the magnetism is driven primarily by the 4f electrons of the rare-earth ions,
though the 3d bands play an important role.
The primary investigative technique was magnetic Compton scattering. This probes the spin
momentum density of a material, allowing its spin moment to be found directly and, through
comparison with theoretical work, information about its electronic structure to be deduced.
Other experimental techniques included SQuID magnetometry, X-ray diffraction, energy-
dispersive X-ray spectroscopy and X-ray photoelectron spectroscopy. Ab initio calculations
were performed to complement the experimental findings.
For the study of NiMnSb, a single crystal was grown and characterised with a host of experi-
mental techniques, before being subject to magnetic Compton scattering. Characterisation
confirmed that the crystal was of high quality in terms of its chemical composition and
single-phase structure. Magnetisation measurements showed that the total magnetic moment
was very close to the expected 4 µB/f.u. and indicated a deviation from Bloch’s law for
magnetisation as a function of temperature, which was unexpected for this type of ferromag-
net. The experimental magnetic Compton profiles yielded spin moments in relatively good
agreement with conventional magnetometry, but their shapes were irreconcilable with ab initio
calculations. Good experimental-theoretical agreement was achieved by manually adjusting
the relative magnetic contributions due to the transition metal elements, resulting in smaller-
and larger-than-predicted moments for the Mn and Ni, respectively. In combination with the
temperature-dependent magnetometry, the magnetic Compton scattering results indicated
that the studied NiMnSb crystal probably did not possess the half-metallic electronic structure
predicted by theory.
An X-ray photoelectron study of NiMnSb, MnSb and NiSb surfaces was performed with the
aim of finding a preparation method that removed contaminants and oxidation. HCl etching,
vacuum annealing and Ar+ ion bombardment were the preparation methods employed. An
etch-anneal cycle was found to be quite effective in removing oxides and resulted in surfaces
which were almost restored to their ideal stoichiometries.
For TbMnO3, magnetic Compton scattering was performed in fields above and below a
metamagnetic transition which, according to an existing model for the rare-earth moments in
some perovskites, marks the flipping of half of the Tb moments to align with the applied field.
Ab initio molecular orbital calculations yielded magnetic Compton profiles for fitting to those
xiii
obtained experimentally. The fitting procedure provided evidence for a 4f 7↑+1↓ spin structure
for the Tb ions, with the doubly occupied orbital being the 4f z(x2−y2). This spin configuration
is consistent with the deduced spin and orbital moments, as well as previous predictions from
density-functional theory. The angle the Tb moments make with the b-axis was found to be
∼ 60◦, slightly larger than the value previously put forward for this system. This is believed
to be the first instance that the Ising-like model has been verified using separate spin and
orbital contributions to the Tb magnetism.
Samples of EuFe2−xCoxAs2, with x = 0 and 0.3, were studied with SQuID magnetometry and
magnetic Compton scattering. A range of informative parameters including the saturated
moment, Curie constant and Curie-Weiss temperature were obtained from analysis of the
total magnetisation as a function of applied field and temperature. These agreed with results
from other authors. The spin moments from magnetic Compton scattering agreed broadly
with the total moments, indicating that there is no orbital moment present in the system,
though further work in this area is recommended. Fitting theoretical Compton profiles
to a high statistics amalgamation of EuFe2−xCoxAs2 data indicated a negatively polarised
Fe spin moment of size (−4.7 ± 0.08)% of the total, that is ∼ −0.31 ± 0.05 µB/f.u., while
temperature-difference magnetic Compton profiles provided no evidence for the anomalous
temperature effects seen by other authors in a similar compound.
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Chapter 1
Introduction
This thesis details investigations into three quite different magnetic materials; NiMnSb,
TbMnO3 and EuFe2−xCoxAs2. The materials fall into the categories of half-metallic ferro-
magnets (HMFMs), magnetoelectric multiferroics and layered superconductors, thus spanning
a large area of research in modern condensed matter physics.
The primary experimental technique was magnetic Compton scattering. This uses high energy
circularly polarised photons to probe the spin-polarised electron momentum density of a
material. In turn, and often through comparison with theoretical work, this allows the identi-
fication of orbital/band-specific contributions to the material’s spin moment because of their
characteristic electron momentum density distributions. In combination with conventional
magnetometry, magnetic Compton scattering enables a material’s spin and orbital magnetic
moments to be resolved.
Aims
The main aims of this research were:
• To produce a high quality single crystal of the predicted half-metallic ferromagnetic alloy
NiMnSb, and to investigate its magnetic properties with conventional magnetometry
and magnetic Compton scattering. Comparison of experimental data with theoretical
work will provide information about the system’s spin polarisation, which is predicted
to be 100% and provides the main motivation for its study.
• To investigate the magnetoelectric multiferroic compound TbMnO3 with magnetic
Compton scattering and ab initio theoretical modelling. This system includes lanthanide
1
and transition metal ions which possess magnetic 4f and 3d bands, respectively. Identi-
fication of the system’s orbital moment, as well as the assignment of the spin to the
lanthanide and transition metal ions, will aid in the understanding of the mechanisms
responsible for the system’s concurrent ferromagnetism and ferroelectricity.
• To investigate the Fe-As layered superconductor EuFe2−xCoxAs2 with conventional
magnetometry and magnetic Compton scattering. The largest unresolved issue regarding
this system is that of the Fe spin moment - is a net Fe moment induced with an applied
field, or is the magnetism solely due to the Eu ion? Another issue is the origin of the Eu
spin moment - is it entirely of 4f orbital character, or are there contributions from 5d
electrons also, as in pure Gd? Magnetic Compton scattering is the ideal experimental
tool to address these issues.
1.1 Magnetic Compton scattering - brief overview
A brief overview of the primary experimental technique of this thesis is given here. A more
detailed description is to be found in Chapter 3.
The Compton effect, discovered by Arthur Holly Compton in 19231 is the inelastic scattering
of a photon by an electron. The scattering process is illustrated in figure 1.1 and described by
equation 1.1, which is valid for a stationary target electron only. We have that
E2 =
E1
1 +
(
E1
mec2
(1− cos φ)
) , (1.1)
where E1 and E2 are the energies of the incident and scattered photons, respectively, φ is the
scattering angle, me is the electron rest mass and c is the velocity of light. Significantly, when
the initial momentum, p, of the scattering electron is considered, the energy shift is given by
E2 − E1 = ~
2q2
2me
+
~q · p
me
, (1.2)
where q is the scattering vector (equal to the difference between incident and scattered photon
wavevectors, k1− k2) and ~ is the reduced Planck constant. The second term in this equation
acts to Doppler-broaden the measured photon energy peak at E2 and provides the sensitivity
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Figure 1.1: An incident photon with energy E 1, wave vector k1, and polarisation ε1 is scattered
by an electron of momentum p and spin σ. The scattered photon leaves with E 2, k2 and ε2.
The scattering angle is φ.
to the momentum of the electron. When a system of many electrons is considered, the energy
distribution of the scattered photons represents the electron momentum density distribution
of all of the electrons in a material.
Magnetic Compton scattering follows the same process as described above, but involves
circularly polarised photons which couple to the electron spins. The scattered photon
spectrum yields a magnetic Compton profile (MCP), from which a material’s spin moment
can be deduced directly. The extent of the spatial localisation or itinerancy of the system’s
spins is reflected in the shape of the MCP; this serves as a useful tool for separating magnetic
contributions in a system with both lanthanide and transition metal ions, for example, where
the spins of the former are localised and the latter have a larger spatial distribution.
1.2 Chapter synopsis
Chapter 2 of this thesis provides an overview of the behaviour of electrons in solids, with
emphasis on those properties which are relevant for the materials examined in later chapters.
The concepts of atomic orbitals and electronic bands in solids are introduced, as well as the
forms of magnetic order and the mechanisms responsible for them. Also discussed are the
phenomena of the magnetoelectric effect and superconductivity, both intimately linked to
magnetism.
In Chapter 3, the primary experimental method of this thesis, magnetic Compton scattering,
is outlined in some detail. The equations which describe Compton and magnetic Compton
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scattering are introduced, as is the MCP, the analysis of which constitutes a significant part
of the experimental analysis in later chapters.
Chapter 4 describes the numerous experimental techniques deployed throughout this thesis,
beginning with the production and use of high energy, polarised photons at synchrotron
facilities, and continuing with the characterisation methods deployed at Warwick. Theoretical
techniques, namely molecular orbital calculations and density-functional theory, are discussed
in Chapter 5.
Chapters 6, 7 and 8 deal with the investigations into NiMnSb, TbMnO3 and EuFe2−xCoxAs2,
respectively. In each of these chapters, the system is introduced along with the current state
of the research into its magnetic properties. Experimental and theoretical results are provided
and discussed with respect to current theories and other experimental evidence. The con-
clusions of the work in this thesis are given in Chapter 9, along with suggestions for future work.
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Chapter 2
Electrons in solids
This chapter provides a short introduction to the behaviour of electrons in solids. The
Schro¨dinger equation, which is of central importance in the quantum mechanical description
of solids, is introduced and some key results regarding atomic orbitals and electronic bands are
provided. In addition, the physical mechanisms that lie behind magnetism, superconductivity
and the magnetoelectric effect are discussed.
2.1 Atomic orbitals and band theory
The Schro¨dinger equation
The best place to start an overview of atomic orbitals and bands may be with the Schro¨dinger
equation, as given in equation 2.1 (which is the time-independent part only). Put forward
nearly ninety years ago, it provided physicists with one of their most powerful and frequently
used tools for understanding the behaviour of quantum mechanical systems. Prior to this,
only classical or semi-classical descriptions of atoms and metals were available. Bohr’s atomic
model was an improvement on prior attempts and was successful in predicting the energy
levels of hydrogen-like atoms. Likewise, Drude’s ‘free electron gas’ description of metals was
sufficient to explain DC and AC conductivity, as well as the Hall effect. However, both models
failed in some regard to predict experimental phenomena. The Schro¨dinger equation not
only offered verifiable predictions and was consistent with established physics, it also gave
tremendous insight into the nature of particles. We have that
Ĥψ(r) =
(
− ~
2
2me
∇2 + V (r)
)
ψ(r) = Eψ(r). (2.1)
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The Hamiltonian, Ĥ, operating on a wavefunction, ψ(r), is intrinsically modifiable. In its
simplest form it describes a system with kinetic energy only (with the quantum mechanical
operator T̂ = −~2/2me∇2), but any potential, V (r), may be added. Typical V (r) terms
include the potential from atomic nuclei and periodic crystals, as well as electron exchange
and correlation, which provide solutions for magnetic and strongly-correlated systems.
Free electron solution
The solution for the case of a single free electron is obtained using a trial wavefunction of
the form Ae(b·r). Applying the kinetic energy operator and the normalisation condition∫∞
−∞ |ψ(r)|2 dΩ = 1 (the electron must be found in some volume Ω) then provides
ψ(r) =
1√
Ω
ei(k ·r), (2.2)
E(k) =
~2k2
2me
, (2.3)
where equation 2.3 is the free electron dispersion relation, analogous to the classical quadratic
increase in kinetic energy due to momentum, that is E(p) = p2/2m.
Solution for H-like ions
After the free electron solution, we can introduce a nuclear potential, Vn(r) = −Ze2/(4pi0r),
into the Schro¨dinger equation to find solutions for H-like atoms, i.e. those with effectively one
electron. The solutions are the atomic orbitals:
ψ(r, θ, φ) = R(r)Y (θ, φ), (2.4)
ψn,l,m(r, θ, φ) = NRn,l(r)P
ml
l (cos θ)e
imlφ. (2.5)
In equation 2.5, N is a constant for normalisation and Rn,l(r) is a general solution for the
radial part of the wavefunction. It has a dependence on the associated Laguerre polynomials
which exist only for n ≥ l, with integer n and l. Pmll are the solutions to the polar part;
they are the Legendre functions. For the azimuthal part, the general solution is F (φ) = Aecφ,
but the condition F (φ) = F (φ + 2pi), that the wavefunction should be the same at φ = 0◦
and 360◦, means that the solution F (φ) = Aeimlφ is needed. The m l values range from -l
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to l. These solutions provide the shell-like ordering of electrons around nuclei and describe
the shapes of their l -dependent orbits. We also obtain the result that the orbital angular
momentum in an atom is quantised with L = mevr = n~ (with n as a positive integer), which
is exactly that proposed by Bohr2.
The periodic potential of a crystal
Finally, and rather importantly for the purposes of solid state physics, the case of a periodic
potential from a crystal is considered. Bloch’s theorem states that the resulting wavefunctions
can be expressed as
ψn,k (r) = e
i(k ·r)un,k (r), (2.6)
where ei(k ·r) are simple plane waves and un,k (r) are functions with the same periodicity as
the crystal potential. The corresponding energies follow
En(k) = En(k +G), (2.7)
and are therefore periodic in any particular direction in k -space. The periodicity is determined
by G, which is given by
G = c1b1 + c2b2 + c3b3, (2.8)
where c1,2,3 are integers and b1,2,3 are the primitive vectors of the reciprocal-space lattice.
The latter vectors are determined by a set of vector products of the real-space lattice vectors.
Equations 2.6, 2.7 and 2.8 ultimately provide the band description of electrons in solids, what
might be considered the ‘large-scale limit’ of molecular orbital theory. When many atoms
are brought together, their wavefunctions overlap and form molecular orbitals with distinct
energies due to the Pauli exclusion principle. When the number of atoms is sufficiently large,
of the order 1020 or more, the energy levels are so numerous and closely spaced that they form
continuous bands in k -space. k -space, which is interchangeable with momentum space due to
de Broglie’s p = ~k , provides an often superior way of representing the electronic structure of
periodic solids compared to the simpler case of the potential from a single atomic nucleus.
Generally, when a material’s electronic structure is analysed, it is only within a small section
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Figure 2.1: The real-space NiSb crystal structure (left) and corresponding first Brillouin
zone and irreducible wedge (right). Blue and orange spheres represent Ni and Sb atoms,
respectively, and, on the right, a selection of special k vectors are shown. These relate to the
notation in figure 2.2 - the NiSb electronic band structure.
of all available k -space - the first Brillouin zone (BZ). Further still, information from a part
of the BZ refererd to as the irreducible Brillouin zone (IBZ) or irreducible wedge, is sufficient
to describe the entire system. The BZ is a primitive cell in reciprocal space; its size and
shape are determined by the real-space positions of the atoms in the crystal. Figure 2.1
shows the real-space crystal structure and reciprocal-space first BZ for a hexagonal system,
chosen for its relevance to the material NiSb, which is employed below to exemplify an
electronic band structure diagram and density-of-states (DoS). For a more involved discussion
of reciprocal-space, k -space and the Brillouin zone, and their significance in solid state physics,
the interested reader is directed to Kittel’s Introduction to Solid State Physics (page 37)3.
Band structure and density-of-states
Figure 2.2 shows the relationship between a material’s electronic band structure and its DoS.
The material in question is the paramagnetic alloy NiSb. This is closely related to MnSb,
which is of great interest as a potential half-metal, and both materials are discussed further in
section 6.6, which provides the results of an X-ray photoelectron spectroscopy (XPS) study on
their surfaces. The features most readily identified in the NiSb DoS are the parabolic s states
of Sb, lying between -12 and -9 eV, and the flatter, almost dispersionless, d -like bands of Ni,
from -6 to -1 eV. Figure 2.2’s main purpose here is to illustrate that the DoS of a particular
system may be thought of as a summation of electronic bands over all k -space. When the
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Figure 2.2: Band structure and density-of-states of NiSb, calculated with the spr-kkr DFT
package (see section 5.3). The band labelling scheme (1+, 4−, 3+, etc.) is that used by
Coehoon, Haas and de Groot in their theoretical work on MnSb4; those authors denoted the
MnSb bands according to a basis set of s, p and d wavefunctions. (This work saw publication
in the Journal of Crystal Growth 5 and, at the time of writing, represents the only known
theoretical band structure for NiSb in the literature. The corresponding Fermi surface for this
calculation exhibited the electron and hole features seen by Motizuki et al. with de Haas-van
Alphen measurements and full-potential DFT6.)
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position of the Fermi energy is noted, the DoS indicates which bands are occupied and neatly
signifies some of the bulk properties of the system, specifically the metallicity and magnetism.
In the example of NiSb, there is a continuum of populated states (of hybridised p-d type)
across the Fermi level, indicating that this material is a conductor.
2.2 Magnetism
Direct exchange
Every material exhibits diamagnetism and paramagnetism. Diamagnetism is simply the
tendency for the motion of electrons to create an internal magnetic field which opposes
that applied externally. Paramagnetism is the alignment of a material’s spins with a field
large enough to overcome the diamagnetic effect. This provides the paramagnetic material
a net magnetic moment, which is lost when the external field is removed. Within metals
or strongly-correlated systems, interactions between electron spins may lead to some form
of spontaneous alignment below a characteristic temperature; the Curie temperature, TC,
for ferromagnets and the Ne´el temperature, TN, for antiferromagnets. The direct exchange
interaction is a consequence of the Pauli exclusion principle; specifically, the insistence that
the total wavefunction for a pair of overlapping electrons remains antisymmetric when their
positions and spins are exchanged. The total energy associated with the interaction was
defined by Heisenberg as
Ĥ = −
∑
ij
Jij S i · S j , (2.9)
where the summation is performed over all pairs of spins, S i and S j , in the crystal. Jij , the
(a) (b) (c) (d)
Figure 2.3: (a) Paramagnetism, (b) ferromagnetism, (c) G-type antiferromagnetism (where
the inter- and intra-plane coupling is antiferromagnetic) and (d) ferrimagnetism.
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exchange constant, is a function of the separation between the spins. It can be positive or
negative, resulting in a reduced energy when the alignment is ferromagnetic (parallel) or
antiferromagnetic (antiparallel), respectively. A fourth type of magnetic order, known as
ferrimagnetism, exists when the magnetic moments of different sublattices are opposed, but
the moments are of different magnitudes, so a net magnetisation remains. Paramagnetism,
ferromagnetism, antiferromagnetism and ferrimagnetism are illustrated in figure 2.3.
Indirect exchange
As well as by direct overlap of their wavefunctions, electrons may be coupled through some
indirect exchange mechanism. There are various kinds, with varying degrees of complexity,
but the two most commonly encountered are superexchange and the Ruderman-Kittel-Kasuya-
Yosida (RKKY) interaction7. In the former, the exchange between two magnetic ions is
conveyed by a non-magnetic intermediary; it is often seen for TM-O-TM chains, where TM is
a transition metal and O is oxygen. An illustration of superexchange is given in figure 2.4,
which shows the case for σ-type bonding between the eg orbitals of two magnetic ions. The
oxygen ion has two electrons in its p orbital and, because of the Pauli exclusion principle, their
spatial freedom is increased if they are of opposite spin to each other and the neighbouring,
and overlapping, TM d orbitals. Having a large spatial extent minimises their energy, making
the anti-alignment of the magnetic ions preferable.
The RKKY interaction occurs when the exchange between magnetic ions is mediated by the
conduction electrons, which are said to become magnetically ‘polarised’. As in direct exchange,
OM M
Figure 2.4: The superexchange mechanism. The exchange interaction is mediated by a
non-magnetic ion - in this case, oxygen. Antiferromagnetic alignment of the magnetic ions
(M) is favoured when the oxygen (O) spins are antiparallel.
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Figure 2.5: Simplistic densities-of-states illustrating the electronic structure around the Fermi
energy of several classes of material.
the exchange constant is determined by the separation between spins, but in the RKKY
interaction, Jij also varies sinusoidally with distance. The coupling between any two magnetic
ions may therefore be ferromagnetic or antiferromagnetic, depending on their separation. This
can lead to quite complex magnetic structures in metallic systems and may also provide a
degree of magnetic frustration, a phenomenon which attracts a large amount of research in
condensed matter physics.
Figure 2.5 shows simplistic DoS diagrams for several classes of material; a metal, a semicon-
ductor, a ferromagnetic metal and a half-metallic ferromagnet. The ferromagnet exhibits an
imbalance of populated majority and minority spins, giving rise to a net spin moment. The
ideal half-metal has a semiconducting band gap in one of its spin channels, usually given as
the minority channel. This provides the material with a net spin moment which is an integer
number of Bohr magnetons, µB, where 1 µB is the intrinsic spin carried by a single electron.
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Figure 2.6: The crystal field splitting mechanism for TM-O6 octahedra. This example is
that of an eg (3dxy type) and a t2g (dx2−y2 type) orbital of a MnO6 octahedra, as found in
TbMnO3 and similar perovskite systems. In each case, the central fourfold-symmetric orbital
is that of the Mn ion (dark green sphere), while the others are the p orbitals of the oxygen
ions (grey spheres). The energy of the t2g orbital is higher than the eg orbital because of the
larger interaction with the O 2p charge distribution.
2.3 Crystal field splitting and the Jahn-Teller distortion
This section is relevant mainly for the work on TbMnO3, as discussed in Chapter 7, which
possesses MnO6 octahedra with the kind of orbital splitting and distortion discussed here.
Transition metal and oxygen ions generally have ‘active’ 3d and 2p atomic orbitals, respectively.
These are the orbitals which primarily interact with other atoms, giving rise to the bonding
and, often, the electronic and magnetic properties of the solid. For a free TM ion, the 3d
orbitals are energy-degenerate, but once surrounded by oxygen ions, interaction with their 2p
orbitals lifts the degeneracy and sub-levels are formed. For the specific case of octahedral
coordination (a central TM ion with equally spaced oxygen ions along the x -, y- and z -axes),
the 3d band splits into t2g and eg sub-levels. The px, py and pz orbitals of oxygen point along
the axes and interact repulsively with the TM eg orbitals, raising their energy compared to
the t2g, which mainly lie between the axes. This mechanism and resultant energy splitting
are illustrated in figures 2.6 and 2.7, respectively.
Another reduction in the total energy of a TM-O6 octahedron may be achieved by means of a
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Figure 2.7: The effect of the crystal field and the Jahn-Teller distortion on 3d energy levels.
Jahn-Teller distortion. This is essentially a stretching of the octahedron along some direction,
usually, but not always, the z -axis. The effect is to split the t2g and eg sub-levels further,
into the constituent dxy, dxz, dyz, dz2−r2 and dx2−y2 orbitals. Because of the Jahn-Teller
distortion, the z -axis TM-O separation is larger, while the separation along x and y is smaller.
This reduces the energy of the dz2−r2 orbital and raises the energy for dx2−y2 . Again, figure
2.7 provides the resulting energy level arrangement. For a Mn3+ ion (with 4 electrons in its 3d
shell) the final spin state, providing Hund’s rules apply, becomes 3d t32g e
1
g, with the occupied
eg orbital being the low energy dz2−r2 .
Note that for 3d systems, crystal field effects like those described above tend to be much
larger than the spin-orbit interaction that would otherwise determine their electron energy
levels. For 4f systems the opposite is true; the spin-orbit coupling is the dominant term. This
means that, even in a crystalline environment, 4f ions generally possess a simple Hund’s rule
spin configuration, with all 7 m l levels being filled with one spin type before the other.
2.4 Quenching of orbital moments
Orbital quenching, that is the reduction of the angular component of the magnetic moment
to zero, is another consequence of crystal field effects. It arises principally because, in a
non-spherically-symmetric potential (i.e. a crystalline environment), the relatively itinerent d
electrons of the transition metals react strongly to external influences (other electrons) and
do not maintain the orbital shapes, or current loops, which give them their classical magnetic
moments. The effect is especially pronounced in situations where the crystal field is much
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stronger than the spin-orbit interaction of the unpaired electrons; this condition is true of
most transition metals, though Co2+ and Ni2+ are examples where the L · S coupling and
crystal field are of similar magnitude, resulting in a partially-quenched orbital moment only.
From a theoretical standpoint, and more generally, it can be shown that the expectation
value for an angular momentum operator, 〈Lz〉 for example, applied to an electronic orbital
in a crystal environment must be both imaginary and, because it is an obervable, real. This
condition can only be met if it is zero8.
2.5 The magnetoelectric effect
Magnetoelectric materials, of which TbMnO3 is an example, have the unusual property of
exhibiting electric polarisation in an applied magnetic field and spontaneous magnetisation
in an applied electric field. They are quite rare, and a discussion of the magnetoelectric
mechanism explains why this is the case.
There exist terms relating a material’s electric polarisation, P , and magnetisation, M , to
applied magnetic and electric fields, respectively. These might be thought of as higher order
terms in the traditional Maxwell equations. They have the form
P(H ) = αH , (2.10a)
M (E) = αE , (2.10b)
where α is the magnetoelectric susceptibility tensor. For most materials α = 0; this is because
most materials possess spatial and/or temporal inversion symmetry. To demonstrate: if M =
αE then, under time reversal, we must have -M = αE , because the magnetisation, which is
classically due to a current loop, changes direction if time is reversed, while the electric field
does not. For this to be true, α must be zero. Only materials which lack both spatial and
temporal inversion symmetry can have a non-zero α and exhibit magnetoelectricity9. Indeed,
Brown et al.10 provided the inequality
αηξ < 4pi(χη κξ)
1/2, (2.11)
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suggesting large magnetoelectric coupling only for materials with large magnetic, χη, and/or,
electric, κξ, susceptibilities, i.e. good ferromagnets or ferroelectrics.
2.6 Superconductivity
EuFe2−xCoxAs2, the material examined in Chapter 8, is a high temperature superconduc-
tor. The aim of developing superconducting materials with high transition temperatures,
TSC , drives a lot of the ongoing research into superconductivity, and crucial to this is the
understanding of the physical mechanisms responsible for the phenomenon. The interested
reader is directed to Kittel’s Introduction to Solid State Physics (page 333)3 and Annett’s
Superconductivity, Superfluids and Condensates (page 47)11, both of which offer an account
of Bardeen, Cooper and Schrieffer’s BCS theory12,13 for conventional superconductors. For a
detailed account of unconventional superconductivity in particular, refer to Ketterson and
Song’s Superconductivity 14.
Unconventional superconductivity
Superconducting materials that can not be described by BCS theory are referred to as ‘un-
conventional’. Their ground states possess a different form of symmetry to the conventional
superconductors, where the superconducting gap has a constant value under the available
symmetry operations of the Brillouin zone. The usual isotropy of the gap is due to the Cooper
pairs, which are s-wave spin-singlet states. However, unconventional superconductors have
anisotropic, or nodal, superconducting gaps that are increasingly believed to have highly
two-dimensional dx2−y2 symmetry in the Brillouin zone, though the determination of the exact
pairing mechanism responsible represents a large fraction of the ongoing research.
Cuprates and FeAs superconductors
The unconventional superconductors tend to have TSC higher than the theoretical maximum
predicted by BCS theory, which is around 30 K. Though assignment of a particular mate-
rial into the group of unconventional superconductors is somewhat controversial, since the
superconducting mechanism is not yet fully understood, examples are generally accepted to
include the highly-studied cuprate systems such as YBa2Cu3O7 (YBCO) with TSC = 93 K
15,
BiSrCaCu2Ox (BSCCO) with TSC = 105 K
16 and HgBa2Ca2Cu3O8+δ with TSC = 135 K
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that contain nearly two-dimensional layers of copper and oxygen. Strong supporting evidence
for the classification of YBCO as unconventional came from the temperature dependence of
its London penetration depth (the depth inside a material at which an external magnetic field
is screened to zero). This was seen to have a linear T dependence in accordance with the
d -wave model for its superconductivity18.
The more recently discovered iron arsenide superconductors, such as EuFe2−xCoxAs2, possess
FeAs layers that are similar to the CuO layers of the cuprates. However, for the FeAs
systems there is a great deal of ongoing debate regarding the nature of the superconducting
pairing mechanism, with s-wave (nodeless gap) and d -wave (nodal gaps) theories currently
existing. There is evidence from various types of experiment for both kinds of pairing
symmetry19–26. Maitai et al. and Hirschfeld et al. recently suggested that both s-wave and
d -wave superconductivity was possible in the FeAs materials, and that the mechanisms
compete depending on the level of electron or hole doping27,28.
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Chapter 3
Magnetic Compton scattering
This chapter provides an overview of Compton scattering and its magnetic counterpart. These
experimental techniques directly probe the electron and spin densities of a given material.
When analysed within the context of other experimental and theoretical results, Compton and
magnetic Compton scattering allow a great deal of information about a system’s electronic
and magnetic structures to be found.
With respect to the theory of Compton scattering, emphasis here is placed on those aspects
which are of most relevance to the experimenter. More advanced discussions of scattering
theory, cross sections, and momentum density transformations can be found in a number of
sources, though the book X-ray Compton Scattering by Cooper et al.29 is regarded as one of
the best; Chapter 2 focuses on theoretical issues and the derivation of key formulae.
3.1 The history of Compton scattering
A short history of Compton scattering is given below; for a full account, the interested reader
is directed to the work of Stuewer30.
Compton’s experiments
Between 1921 and 1922, A. H. Compton undertook X-ray scattering experiments which
exhibited a previously unseen effect and provided strong evidence for a quantum mechanical
description of the X-ray scattering process. In May 1923, the culmination of his experimental
and theoretical work was published in The Physical Review 1. The discovery would soon be
known as the ‘Compton effect’.
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Figure 3.1: An incident photon with energy, E 1, wave vector, k1, and polarisation, ε1, is
scattered by an electron of momentum, p, and spin, σ. The scattering angle is φ.
Compton had sent Mo Kα X-rays (λ = 0.708 A˚) into samples of pyrex and graphite, observing
that the scattered X-rays experienced a wavelength shift proportional to sin2 (φ/2), where
φ is the scattering angle. He was able to describe the scattering properly by considering
the conservation of energy and momentum throughout the photon-electron interaction. His
vector diagram, reproduced here in figure 3.1, and now-famous equation (equation 3.1) are
synonymous with this elegant and important discovery.
Broadening of the scattered X-ray peak
An important artefact of Compton scattering, which was apparent to its discoverer but
remained relatively unexploited for some time, is the broadening in energy of the scattered
X-ray peak. This broadening is essentially a Doppler effect and originates from the momentum
distribution of the scattering electrons. J. W. M. DuMond was one of the first to recognise
this aspect of Compton scattering as a valuable probe of electron momentum densities.
He demonstrated the technique in his 1929 study of electrons in beryllium, showing that
the classical Maxwell-Boltzmann and Bohr-Sommerfeld models were insufficient to describe
experimental results31. He showed that Fermi-Dirac statistics, making use of Pauli’s exclusion
principle, were required to replicate the width of the measured Compton profile. Though
findings of this significance are understandably rare, Compton scattering has been employed
in many studies in the decades since its discovery and has contributed in a range of scientific
disciplines including condensed matter physics, astrophysics and biophysics. With advances
in synchrotron and detector technology, it is now becoming a staple probe of electron and
spin momentum densities.
19
3.2 The Compton scattering process
The Compton scattering process is illustrated in figure 3.1, which includes notation used in
the following discussion and formulae. An incident photon with energy, E1, wave vector, k1,
and polarisation, ε1, is scattered through an angle, φ, by an electron of momentum, p, and
spin, σ. The scattered photon leaves with E2, k2 and ε2.
The impulse approximation
Before continuing with a physical description of Compton scattering, it is crucial that an
approximation is established and understood. For high energy photons, where the momentum
and energy transfered to an electron are large, the impulse approximation (IA) is applicable32.
This states that the photon-electron interaction is entirely impulsive. We can picture an
interaction over a short timescale, where the scattered photon moves on before experiencing
the target electron in its final state. In this way the scattered photon carries information about
the initial electronic state only, the property of interest to the investigator. This semi-classical
picture of the scattering brings us to another important consequence of the IA; magnetic
Compton scattering is insensitive to the orbital moment of the electron. This is due to the
fact that, in order to probe the orbital moment, the interaction time should be of the order,
preferably greater than, the orbital period. In the limit of the infinitesimally short interaction
time, no orbital moment is experienced by the scattered photon.
Another benefit of employing the high energy incident photons needed to satisfy the impulse
approximation is the absence of absorption from the range of possible interactions. This
allows us to consider somewhat simpler versions of the scattering cross sections, which retain
their validity in the high energy regime. Note that photon energies up to 220 keV are used in
this work, whereas absorption edges or ‘resonances’ are typically just several keV in metals.
Compton scattering equations
For the case of a stationary target electron, we can describe Compton scattering in terms of
the photon wavelength shift, ∆λ, and the scattering angle, φ. However, it is more useful to
consider the process in terms of the incident and scattered photon energies, E1 and E2. We
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Figure 3.2: A scattered photon energy spectrum highlights the effects of both terms, the
Compton shift and the broadening, in equation 3.3b. The horizontal axis displays photon
energy, as opposed to the energy carried away by target electrons. Note that the relative
sizes of the Compton and elastic peaks have been adjusted to better illustrate the effect
of broadening due to the scattering electrons. In experimental spectra the elastic peak is
generally far smaller than this.
have that
∆λ =
2h
mec
sin2
φ
2
=
h
mec
(1− cos φ), (3.1)
E2 =
E1
1 +
(
E1
mec2
(1− cos φ)
) . (3.2)
Upon considering the motion of the scattering electron, we can, utilising conservation of
energy and momentum, arrive at an expression for the energy lost by the photon;
E2 − E1 = (p + ~(k1 − k2))
2
2me
− |p|
2
2me
(3.3a)
=
~2q2
2me
+
~q · p
me
, (3.3b)
where q is equal to k1−k2, the difference between incident and scattered photon wavevectors.
Equation 3.3b reveals the photon energy loss to be made of two terms; the first is the Compton
shift, dependent only on the scattering angle; the second is a Doppler broadening term, directly
proportional to the component of electron momentum lying along the scattering direction.
Thus, the greatest broadening of the Compton peak occurs when the scattering electron has a
large momentum in the direction of q. Figure 3.2 illustrates the effects of both terms.
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Figure 3.3: The angular-dependent scattering for a range of incident photon energies according
to the Klein-Nishina cross section. Reproduced from the Ph.D. thesis of Matthew Butchers34.
3.3 Scattering cross sections and the Compton profile
Total scattering - Klein-Nishina
Klein and Nishina put forward a general form of the photon-electron scattering cross section,
capable of describing the angular- and energy-dependent scattering from a single stationary
electron even when the energy of the photon approaches mec
2, which is where the classical
Thomson approximation fails to provide accurate results. The cross section is given by33
(
dσ(φ)
dΩ
)
KN
=
re
2
2
(
E2
E1
)2(E1
E2
+
E2
E1
− sin2φ
)
, (3.4)
where re is the classical radius of the electron;
re =
e2
4pi0mec2
= 2.81794× 10−15 m. (3.5)
The resulting scattering is shown in figure 3.3 for a range of incident photon energies. It can be
seen that the amount of backscattering decreases significantly with increasing energy; on this
basis alone it might be assumed that forward scattering would provide the best experimental
arrangement at higher photon energies. However, once consideration is paid to the separate
charge- and spin-dependent scattering cross sections, it becomes clear that backscattering is
required for optimum magnetic Compton scattering. This will now be shown.
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Charge and magnetic scattering
Lipps and Tolhoek examined the work of Klein and Nishina from the perspective of Compton
scattering. They provided the charge- and spin-dependent scattering cross sections35
(
dσ(φ)
dΩ
)
charge
=
re
2
4
(
k2
k1
)2 (
1 + cos2 φ+ (k1 − k2) (1− cosφ) + ξ1 sin2 φ
)
(3.6a)(
dσ(φ)
dΩ
)
mag
= −re
2
4
(
k2
k1
)2
ξ3 (1− cosφ) ŝ · (k1 cosφ+ k2) , (3.6b)
where ξ1 and ξ3 are the Stokes parameters for linearly and circularly polarised photons,
respectively, and ŝ is a unit vector in the direction of the electron spin.
Focussing on the magnetic scattering cross section, it can be seen that in order to probe the
spin of the electron, circularly polarised light must be used. This cross section can be made
to change sign by flipping either the photon helicity, ξ3, or the spin magnetisation direction,
ŝ. This property allows for an experimental procedure which selects the magnetic scattering
only, providing the tool by which magnetic Compton profiles are obtained. Additionally, the
(1 − cosφ) and ŝ · (k1 cosφ+ k2) terms dictate that the magnetic scattering is maximised
when φ = 180◦ (complete backscattering) and when the spin moment is parallel or antiparallel
to (k1 cosφ+ k2). This last criteria, when backscattering is imposed and k1 ‖ k2, tells us
that the spin moment should lie in the direction of the incident beam. Therefore, that is the
direction in which the external magnetic field is applied during experiments.
Dividing equation 3.6b by 3.6a provides the ratio of spin-dependent scattering to charge-
dependent scattering. This is shown in figure 3.4 for a range of incident photon energies,
demonstrating the necessity of employing high energy photons and backscattering geometry
for spin-dependent measurements.
Double differential cross section
The cross sections provided above are independent of the target electron; they relate to the
scattering geometry and other experimental parameters only. Together, they form part of the
double differential cross section (DDCS), which describes the scattering from a material more
completely by considering all of the electrons and the distribution of their momenta. The
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Figure 3.4: The ratio of spin-dependent scattering to charge-dependent scattering as a function
of incident angle and photon energy. Reproduced from the Ph.D. thesis of Mark Dixon36.
DDCS, as given by Z˙ukowski, is defined as29
d2σ(φ)
dΩ dE2
=
(
dσ(φ)
dΩ
)
charge
J(pz) +
(
dσ(φ)
dΩ
)
mag
Jmag(pz). (3.7)
Compton profiles
J(pz) and Jmag(pz) are properties of the scattering electrons. These are the Compton and
magnetic Compton profiles. They are defined as the one-dimensional projections of the
electron and spin momentum density distributions, respectively. By including the normalising
prefactors 1/N and 1/µ, where N and µ represent the total number of electrons and the
spin-unpaired electrons only, we choose the integrated profile areas to be equal to the total
charge and spin of the system. Thus,
J(pz) =
1
N
∫∫ ∞
−∞
n(p) dpx dpy (3.8a)
Jmag(pz) =
1
µ
∫∫ ∞
−∞
(
n↑(p)− n↓(p)
)
dpx dpy, (3.8b)
where n(p), n↑(p) and n↓(p) are the three-dimensional electron momentum distributions for
all, majority-spin (↑) and minority-spin (↓) electrons, respectively. With equation 3.8b in
mind, it can now be seen that a magnetic Compton profile can obtained simply from the
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Figure 3.5: Contributions from spatially localised electrons are characteristically broad in
momentum space, and therefore in the Compton profile. Conversely, the more itinerant
electrons are represented by narrow Compton profiles. In later chapters, the Compton profiles
for various atomic/molecular orbitals and electronic bands are shown which illustrate this
principle effectively and with relevance to the specific materials in question.
difference of two Compton profiles, each with the sample magnetisation direction parallel or
antiparallel to the scattering direction. More information about the experimental procedure
is provided in section 4.2.
Real- and momentum-space electron densities
If we consider the three-dimensional Fourier transform of a real-space electron density dis-
tribution into momentum-space, we can begin to see how various atomic/molecular orbitals
and electronic bands might be represented in a Compton profile. We have that ψ(r) is the
real-space single electron wavefunction and χ(p) is its Fourier transform. The momentum
density distribution, n(p), is then given by
n(p) = |χ(p)|2 , (3.9a)
=
1
(2pi~)3
∣∣∣∣∫ ∞−∞ ψ(r)e−ip·r dr
∣∣∣∣2 , (3.9b)
which relates to the Compton profile as defined above. This Fourier transform relationship,
along with several others applicable and useful to the study of electron momentum densities,
was summarised in the work of Saenz et al.37, who provide the reversible and irreversible
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Figure 3.6: Experimental Ni magnetic Compton profile along the [110] direction. This data
was collected on the same experimental run that yielded the EuFe2−xCoxAs2 data provided
in Chapter 8.
mathematical operations linking various real- and momentum-space properties. An illustration
of these relations, adapted from that of Saenz et al., is provided in Chapter 5, which deals
with the theoretical methods employed in this work.
The Fourier transform of ψ(r) into momentum space has an important consequence; those
electrons which are spatially well-localised will possess a broad range of momentum, while the
more delocalised, or itinerant, electrons will be represented by relatively narrow distributions in
momentum-space. When the Compton profiles of the resulting momentum-space distributions
are obtained, it is the width of the Compton peaks which carry this information - see figure
3.5. This principle is employed throughout this thesis when discussing the origins of magnetic
Compton profile features.
Figure 3.5 also serves to highlight an important aspect of the Compton profile as usually
presented; the horizontal axis represents the momentum, pz, of the scattering electrons. The
units are atomic units (c = 137, e = ~ = me = 1), where 1 a.u. = 1.99 × 10−24 kg m s−1.
The momentum scale is determined from the incident and scattered energies, as well as the
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scattering angle, φ38:
pz = mec
E2 − E1 + E1E2mec2 (1− cos φ)
(E21 + E
2
2 − 2E1E2 cosφ)
1
2
. (3.10)
The final feature of note for the investigator of Compton profiles is that an experimentally
recorded Compton profile is usually ‘folded’ about the momentum axis at pz = 0 a.u., as
shown in figure 3.6 for an MCP along the [110] direction of a Ni single crystal sample. The
folding process improves the statistical quality of the MCP by essentially doubling the count
rate at each data point, thereby reducing the size of its associated error by a factor of around
√
2. No information is lost with this approach because the Compton, or magnetic Compton,
profile is necessarily symmetric about 0 a.u.
3.4 The spin moment
The flipping ratio, R, is used to deduce the spin moment from the Compton and magnetic
Compton profiles. It is defined as the ratio of magnetic to charge scattering,
R =
∫
Jmag(pz) dpz∫
J(pz) dpz
, (3.11)
and is obtained experimentally through the relationship
R =
I↑ − I↓
I↑ + I↓
, (3.12)
where I↑ and I↓ are the integrated Compton profile intensities with the sample’s magnetisation
parallel and antiparallel to the scattering direction. The spin moment of the sample of interest
is then found by comparison with a calibration sample; Ni is usually used. Consideration is
paid, not only to the ratio of their R values, but also to their total number of electrons, N.
We have that
µsample =
Rsample
RNi
Nsample
NNi
µNi, (3.13a)
=
Rsample
RNi
Nsample
28
0.56 µB, (3.13b)
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where 0.56 µB is the known spin moment of Ni. The Bohr magneton, µB, is the intrinsic
spin moment carried by a single electron, equal to e~/2me, or 9.274×10−24 J T−1 in S.I. units.
Other calibration samples beside Ni could be used (Fe, Co, etc.), but owing to the relatively
small size of its magnetic effect Ni, provides an experimental sensitivity of which materials
with larger spin moments are incapable. In practice, the shape of the measured Ni magnetic
Compton profile and the size of its moment, which are now quite familiar to the Compton
Scattering group, are checked against previous results and any discrepancies are identified
and addressed.
3.5 Magnetic Compton scattering and other techniques
There are a host of experimental techniques available to probe a material’s electronic and
magnetic structures. Some of the more uncomplicated and commonly used, though still
highly valuable, are electrical transport and magnetisation measurements. Other techniques
include X-ray photoelectron spectroscopy (XPS) (and its often more informative high en-
ergy (HAXPES), angle-resolved (ARPES) and spin-polarised (SPARPES) varieties), X-ray
absorption spectroscopy (XAS), X-ray magnetic circular dichroism (XMCD), magnetic X-ray
diffraction, neutron scattering and two-dimensional angular correlation of annihilation radia-
tion (2D-ACAR), a positron annihilation technique. Many of these techniques are discussed
where relevant throughout this thesis, chiefly in terms of the varied and complementary
information they provide in the study of condensed matter systems. The forms of information
that each of these techniques yield are too numerous to detail, but combinations of these
techniques, as well as theoretical modelling methods (density-functional theory, etc.), often
provide the means to obtain a deep understanding of the particular system under investigation.
The main features that set magnetic Compton scattering apart from many of the above
techniques are these:
• It solely samples, and can provide a value for, the spin moment of a system. Comparison
with conventional magnetometry can then be used to identify the system’s total, spin
and orbital magnetic moments.
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• It is a direct probe of the spin momentum density distribution. It is possible, generally in
conjunction with theoretical modelling, to uniquely identify the electronic orbitals/bands
that contribute to a system’s magnetism through analysis of a recorded magnetic
Compton profile. This can help to clarify the system’s entire electronic structure and
indicate the extent of electronic hybridisation.
• Unlike some of the techniques listed above, it is a bulk probe (it is not affected by the
quality of the sample’s surface) and the measurements do not require ultra-high vacuum
(UHV) conditions, defined by pressures below ∼ 10−9 mbar, or very low temperatures,
such as those only achievable with the use of liquid 3He.
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Chapter 4
Experimental techniques
As discussed in the previous chapter, magnetic Compton scattering requires high energy,
circularly polarised photons. For this reason, magnetic Compton scattering data are collected
at synchrotron radiation facilities. A wide range of experimental techniques are used to pro-
duce and characterise each material, and there are many complementary techniques capable
of adding to our understanding of a material’s electronic and magnetic properties. In this
chapter, information is provided about the production and use of high energy polarised X-rays
at synchrotron radiation facilities, as well as some of the complementary ‘in-house’ techniques
that were used in this work.
Note that some of the details in first section relate specifically to the arrangement at the
SPring-8 synchrotron in Hyo¯go Prefecture, Japan, where most of the magnetic Compton
scattering data presented in this thesis were obtained. In general, these processes are the
same for other synchrotron facilities and vary according to exact specifications.
4.1 Synchrotron radiation
Synchrotron radiation is that which occurs when a charged particle, usually moving relativis-
tically, is accelerated tangentially to its velocity. At SPring-8, after being emitted from an
electron gun, electron bunches are accelerated in a linear accelerator (LINAC), reaching ener-
gies from 0.9 to 1.15 GeV. They are then transferred to a circularly accelerating section known
as a booster synchrotron, where they can reach up to 8 GeV. Finally, the electrons enter the
storage ring, where they are steered from one straight section to another by bending-magnets,
producing synchrotron radiation when they pass through specialised insertion devices. These
30
B
y
e-
B
y
e-
(a)
(b)
Figure 4.1: Synchrotron radiation produced by (a) a bending-magnet, and (b) a wiggler or
undulator.
are made of a series of magnets, the configuration of which determines the properties of the
resulting radiation, specifically the energy spectrum and polarisation. Only a brief overview
of synchrotron insertion devices is given here; more information can be found in the work of
Clarke39 and Duke40.
Insertion devices
The simplest insertion device is the bending-magnet, illustrated in figure 4.1(a). In modern
synchrotrons, these are used primarily for electron beam steering purposes, while the radiation
used for most experiments comes from more sophisticated device designs. The bending-magnet
uses a single pair of magnets to create a static vertical field, By, which turns the electron
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beam with a Lorentz force, F = q(v × B). The electron beam continues in its horizontal
orbit within the storage ring, while producing a conical dispersion of broad-spectrum syn-
chrotron radiation which, as v → c, is mainly directed in the original direction of electron travel.
Undulators and wigglers offer several advantages over the simple bending-magnet. They can
produce highly brilliant, tunable and strongly polarised light for a variety of experimental
requirements. Both devices employ a large number of magnets with an intricate field structure,
which cause the electron beam to oscillate horizontally along its path, ultimately returning to
its original trajectory - see figure 4.1(b). Synchrotron radiation is produced at each of the
turning points in the oscillating beam’s path. In essence, undulators and wigglers function
in the same way; only the extent to which they deflect the electron beam is different. In an
undulator, the deflections are relatively small, and interference effects result in the emission of
radiation of only a few wavelengths. This radiation is usually of very high intensity, making
the undulator highly desirable for a range of experimental techniques where only one or several
wavelengths are required. Wigglers use larger fields to deflect the electron beam to a much
larger degree, producing broad-spectrum radiation with higher energies than achievable with
the other designs, making them suitable for magnetic Compton scattering where high energy
X-rays are a necessity.
Insertion devices on the BL08W and ID15A beamlines
Finally, we have the types of insertion device used for magnetic Compton scattering ex-
periments on the ID15A beamline, at the ESRF, and the BL08W beamline, at SPring-8.
ID15A uses an asymmetric multipole wiggler (AMPW), which has a field structure similar
to that shown in figure 4.1(b), but with the difference that the positive and negative field
strengths are no longer symmetric - a large positive field exists for a short distance, followed
by a smaller negative field for a long distance. The AMPW produces linearly polarised
X-rays in the plane of the electron beam’s orbit, but there exists an increasing degree of
circular polarisation with increasing angular deviation from the plane. Thus, on the ID15A
beamline, and others which employ the same method to obtain circularly polarised light,
radiation is taken ‘off-axis’. The increase in circular polarisation, which benefits magnetically-
sensitive techniques such as magnetic Compton scattering, must be weighed against the
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Figure 4.2: The elliptical multipole wiggler (EMPW) uses horizontal and vertical magnetic
fields to steer the electron beam along a helical path, producing circularly polarised X-rays in
the plane of the storage ring. Figure adapted from the work of Rybalchenko et al.41.
drop-off in photon flux that accompanies going off-axis. A figure of merit may be used to
find the optimum geometrical condition that maximises both photon flux and circular polari-
sation, an example of which is given in Cooper et al.’s X-ray Compton Scattering (chapter 3)29.
The BL08W beamline of SPring-8 uses another type of insertion device, the elliptical multipole
wiggler (EMPW), as illustrated in figure 4.2. In this device, additional magnets arranged
horizontally along the electron beam’s path produce a field Bx. This causes the electron beam
to experience a vertical deflection as well as the horizontal deflection seen in the undulator
and wiggler. The beam’s path becomes helical, with the result that circularly polarised light
is produced on-axis, alleviating the need to compromise on photon flux by employing a figure
of merit. The spectral brilliance and degree of circular polarisation for the radiation of the
EMPW at SPring-8 are provided in figure 4.3.
4.2 The SPring-8 BL08W beamline
Most of the magnetic Compton profiles presented in this work were collected on the BL08W
beamline of the SPring-8 synchrotron. The main components and operating procedures of the
beamline are described here. An illustrative schematic of the optics hutch and experimental
hutch of BL08W is given in figure 4.4.
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Figure 4.3: The spectral brilliance and degree of circular polarisation of radiation from the
BL08W EMPW. The values are determined for six values of Bx, the horizontal field component
which results in on-axis circular polarisation. The Bx values are 100%, 95%, 81%, 59%, 31%
and 0% of maximum. Reproduced from Cooper et al.29, which originally cited permission
from Mare`chal et al.42.
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Figure 4.4: Schematic of the BL08W beamline at SPring-8, including the optics and ex-
perimental hutches. The path of the X-ray beam is denoted in orange. This schematic is
illustrative only; it is not to scale.
Circularly polarised X-rays
Circularly polarised X-rays of energy up to 300 keV are produced by an EMPW. These enter
the optics hutch and are monochromated and focussed by a water-cooled asymmetric Johann
monochromator. This uses reflection from Si (771) crystallographic planes to provide a final
energy, incident on the sample, of 175 keV. The photon flux is then around 1010 s−1 and the
beam profile has been focussed to a ‘letterbox’ shape, around 10 µm high and 50 µm wide,
though this is varied in each experiment in order to obtain a reasonable count rate. This
should be not so low that the experiment takes unnecessarily long to achieve good statistics,
but not so high as to introduce a large dead-time in the solid-state Ge detectors. Around
3 × 104 s−1, over the full energy range collected by the detectors, is a reasonable count rate.
The superconducting magnet
The superconducting magnet used on the BL08W beamline is capable of producing fields up
to ±3 T and flipping fields approximately every 60 seconds, depending on the required field.
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Figure 4.5: (Left) The sample plate used on the BL08W beamline. In this case, because the
moment of the sample, TbMnO3, is large, a copper bridge is used, in addition to epoxy resin,
to secure the sample whilst in the magnet. (Right) The sample plate is positioned at the end
of a helium-cooled cold-finger, which then slides into the magnet.
The sample, which is mounted securely on a non-magnetic sample plate, is positioned at the
end of a cold-finger and inserted into the magnet - see figure 4.5. At one end, the cold-finger
can be actively cooled by a closed-cycle liquid-helium cryostat. When the cryostat is activated,
the sample temperature may reach as low as 7 K, while a small heater, mounted close to
the sample, provides access to higher temperatures. If room temperature measurements are
required, the cryostat is not used, and even higher temperatures, up to ∼ 500 K, can be
achieved with the use of a high temperature insert that was recently developed at Warwick.
X-ray detectors
A series of 10 solid-state Ge detectors are arranged circularly around the path of the incoming
X-ray beam. In this way, the scattering angle for each detector is the same 173◦. This makes
the data analysis, specifically the conversion of scattered photon energy into electron momen-
tum, simpler than say, ID15A, where the detectors have a range of scattering geometries. In
cases where a large amount of X-ray fluorescence is exhibited by the sample, usually true only
if it contains some heavy elements (i.e. post La), scattered X-rays enter the detectors through
a set of Sn windows. These absorb a lot of the low-energy fluorescence which might otherwise
contribute significantly to the total count rate and introduce undesirable detector dead-time.
The Ge detector crystals are cooled with liquid-nitrogen and have a negative bias of 1000 V.
When a scattered X-ray is absorbed, electron-hole pairs are created in the Ge, resulting in
a charge pulse. The pulse passes to a pre-amplifier and a multi-channel analyser (MCA),
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where the integrated charge pulse is converted to a voltage pulse and recorded in terms of
channel number, 0 to 8190. This linearly corresponds to the energy of the absorbed X-ray.
The conversion of channel number to photon energy is achieved by comparison with standard
fluorescence peaks of known energy. As mentioned previously, the incident count rate must
be adjusted so that the detector dead-time is minimised. Dead-time occurs because, due to
electronic processing, for a short time after a current pulse is collected the system is unable
to record another. Any photon arriving in this time is essentially disregarded, resulting in a
count rate which may be significantly less than optimum. The energy resolution with this
detector-MCA setup is around 1.5 keV and is the main constituent of the final resolution.
The experimental procedure
When performing a magnetic Compton scattering experiment, scattered X-ray spectra are
recorded over 60 seconds with positive, A, and negative, B, fields in the sequence ABBABAAB.
This was devised as a means of counteracting a non-linear drop-off in the measured count
rate due to the decaying synchrotron beam current and the resulting decrease in detector
dead-time. The 60 second count time provides a compromise between longer count times, in
which the magnet is flipping for a smaller percentage of the time, and shorter counting times,
which give better normalisation (but bigger data files). A single ABBABAAB set is referred to
as a cycle and takes ∼ 10 minutes to collect (including time spent flipping the magnetic field).
Depending on the flipping ratio of the sample (see section 3.4) and the desired statistical
accuracy, the number of cycles needed per measurement might be as low as 2 or 3, or might
be considerably higher. The collected X-ray spectra are normalised using a gas-based X-ray
monitor positioned before the sample.
Experimental resolution
The final experimental resolution, in terms of the momentum of the scattering electrons,
is around 0.4 a.u. There are three main contributors to this; the energy resolution of the
synchrotron radiation (which includes broadening introduced by the asymmetric monochro-
mator), the detector energy resolution, and a term determined by the scattering geometry;
the accuracy with which all the detectors are aligned with the same scattering angle. It is the
solid-state detector resolution which contributes the most to the final value. Charge-coupled
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devices (CCDs) perform better in this regard, and for this reason are used in high resolution
charge Compton experiments, but they are incapable of collecting the large number of X-rays
required for magnetic Compton scattering experiments in a reasonable time frame.
4.3 The ESRF ID15A beamline
Some of the data presented in this thesis were collected on the ID15A beamline of the European
Synchrotron Radiation Facility (ESRF), in Grenoble, France. X-rays produced by an AMPW
are monochromated and focussed by a bent Ge crystal monochromator. The X-rays incident
on the sample are of energy 220 keV. The ID15A beamline has seen extensive use by the
Compton scattering group, due in part to the presence there of a group-owned cryomagnet.
This is an Oxford Instruments Spectromag cryomagnet, which can produce fields up to ±9 T
and has a variable temperature insert that can control the sample temperature from 1.3 to
300 K. Sample temperatures of up to 700 K can be achieved with a special furnace insert
designed and built at Warwick.
The detector setup on ID15A is similar to that of BL08W. It comprises a bank of 13 liquid-
nitrogen cooled Ge crystals held at a bias of 3000 V. As above, the charge pulses that result
from X-ray absorption are converted into voltage pulses and assigned a channel number by a
pre-amplifier and MCA. The channel number is linearly proportional to the energy of the
absorbed X-ray. Normalisation of the scattered spectra is achieved by means of an X-ray
diode positioned in the X-ray beam before the sample.
At the time of writing, the Oxford Instruments Spectromag magnet has been transported
to Japan and installed temporarily on the BL08W beamline. This is part of a long term
research program aiming to combine the high field, low temperature capabilities of the Oxford
Instruments Spectromag magnet with the high photon flux and beam stability of SPring-8.
4.4 Tri-arc polycrystal production
Attention is now paid to the ‘in-house’, or at least non-synchrotron, techniques that were
deployed in the work for this thesis. The first technique relates to the production of the
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polycrystalline samples studied in Chapter 6.
A bench-mounted tri-arc furnace was used to produce polycrystalline samples of NiSb, MnSb
and NiMnSb. The starting materials were granules Ni, Mn and Sb of at least 99.99% purity.
The furnace includes a water-cooled copper crucible sealed within a cylindrical pyrex case. The
crucible serves as the anode. Three cathodes provide arcs to melt the elemental constituents;
these are housed in a copper lid section which is clamped over the pyrex case. The cathodes
are manoeuvrable by hand so that the user can position them close to the sample, allowing
all regions of the sample to get the same treatment. Prior to heating and melting, the furnace
is purged and flushed with Ar gas several times in order to reduce the levels of moisture and
oxygen. During the melting procedure, a constant overpressure of Ar gas is maintained so
that the molten sample is exposed to as chemically inert an atmosphere as possible. Standard
procedure is to invert and remelt the sample several times. This eliminates the possibility that
some parts of the sample have stayed in contact with water-cooled crucible base throughtout
the melt, thereby improving its homogeneity. All arc-melted samples were subsequently sealed
under vacuum in a quartz tube and annealed in a conventional, oven-like furnace where the
heat is provided by heating elements. During a typical annealing treatment the samples spent
150 hours at 850 ◦C. Again, the purpose of this final stage is to improve sample homogeneity.
Elemental mixing ratio
To produce a sample of composition BxCy, the constituents B and C must be mixed in a
ratio which accounts for the difference in their atomic masses. The ratio is given simply by
AB × x : AC × y, (4.1)
where AB and AC are the atomic masses of elements A and B.
Elemental losses during melting
Before an effort can be made to produce a good stoichiometric sample, it is important to
investigate the effects of arc-melting on the different elemental constituents. If one material
has a melting temperature which is much lower than another, it may be preferentially lost
to vapourisation during melting. Likewise if one material has a higher vapour pressure than
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another. To counteract this, a good starting procedure is to successively melt and weigh small
amounts of the elements to be used, recording the fraction lost each time. In this way it
should be possible to predict what fraction of each constituent will be lost after each melt
once they are mixed. Even with this precautionary measure it is often difficult to predict
how the elemental differences will manifest in the production of a certain alloy. For example,
considering that Sb melts at around 600 ◦C less than Mn and 800 ◦C less than Ni43, it is
assumed that a starting mixture of equal parts Mn:Sb or Ni:Sb would produce a Sb-deficient
sample after melting. Indeed, this is what was observed. EDX results showed that MnSb and
NiSb alloys prepared in this way had an average composition around TM0.55Sb0.45, where TM
is the transition metal element, which can be accounted for by adding more Sb in the initial
mix. The same was expected for the ternary alloy NiMnSb, but in practice it exhibited entirely
different behaviour. Starting mixtures of equal parts Ni:Mn:Sb resulted in polycrystals which
were Mn-deficient by as much as 5%. The ideal starting mix was found to be 1:1.05:1 for
NiMnSb. More details are given in section 6.2.
4.5 Energy-dispersive X-ray spectroscopy - EDX
Energy-dispersive X-ray spectroscopy (EDX) is used to determine the chemical composition
of a sample by analysis of an emitted X-ray spectrum. At Warwick, EDX measurements were
performed with an EDAX Genesis analytical system, using a nitrogen-cooled Si(Li) X-ray
detector. Inside a vacuum chamber, an electron beam of variable energy (0.1 to 30 keV) is
produced by a thermal field emission gun and is incident upon the sample. The incident beam
excites core-level electrons in the sample, leaving behind electron-holes. These are then filled
by electrons from higher energy levels, resulting in the emission of X-rays of characteristic
energies. These X-ray emission lines are well documented and easily identified, assuming
sufficiently long counting times. After the X-ray spectra are collected, the quantitative
analysis which yields the chemical composition is performed. This is essentially a three step
process. First, a background due to Bremsstrahlung radiation is removed from the spectrum
and Gaussian profiles are fitted to the X-ray peaks. Second, a ZAF correction is applied to
each peak area to account for differing backscatter coefficients (which are atomic number, Z,
dependent), absorption edges (A) and fluorescence effects (F). Finally, the corrected peak
areas are compared to those of a standard sample and the relative elemental concentrations
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Figure 4.6: The experimental setup for sample alignment using Laue backscattering.
are provided. For polished bulk target samples of the kind used in this work, the accuracy of
the final elemental composition is around ±1%44. The depth sensitivity of EDX varies with
the energy of the electron beam and the properties of the sample being probed; in this work,
it is estimated at around 2 µm.
4.6 The back-reflection Laue method
The back-reflection Laue method was used primarily to align crystalline samples for use
in Compton scattering experiments. The Laue setup is illustrated in figure 4.6. Initially,
the sample is fastened loosely on top of a motorised goniometer, allowing rotation around
three axis as well as translation in x, y and z. A white beam of X-rays is produced by a
W source and passes through the centre of a charge-coupled device (CCD). The X-rays are
incident upon the sample and undergo elastic scattering. After reflection, the X-rays interfere
constructively if Bragg’s condition is met: nλ = 2d sin θ, where n is an integer, λ is the X-ray
wavelength, d is the planar spacing in the sample and θ is the angle of incidence (see figure 4.7).
Laue patterns were recorded using a computer-controlled CCD and compared to theoretical
patterns generated by the OrientExpress software package45. Once the samples were aligned
satisfactorily they were glued, using a hard-setting epoxy resin, to a sample plate specific to
either the BL08W or ID15A beamline. After gluing, more Laue patterns were collected in
order to confirm that the crystallographic directions were oriented correctly.
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Figure 4.7: Elastic scattering of X-rays from atomic planes leads to constructive interference
if the Bragg condition is met: nλ = 2d sin θ.
4.7 Powder X-ray diffraction
During the characterisation of the NiMnSb single crystal, a powder X-ray diffraction measure-
ment was performed. The purpose was to determine the crystallographic phases present in
the sample, and to find the associated lattice parameters. Powder diffraction is very similar
to Laue diffraction, and relies on the same process of scattering from lattice planes as is
illustrated in figure 4.7. Again, the Bragg condition dictates the position of X-ray peaks
due to constructive interference after scattering. We assume the n = 1 case (the principle
Bragg condition) and we vary the incident angle, θ. A range of d values will satisfy the
Bragg condition and provide diffraction peaks at angles of 2θ. In this work, a Panalytical
X-Pert Pro powder diffraction system was used. The sample was ground to a powder and
packed into a small cylindrical holder. Cu Kα1 X-rays (λ = 1.5406 A˚) were diffracted by
the powdered sample and collected by a PiXcel point detector. To maximise the number
of powdered crystallites contributing to scattered X-ray peaks, the sample was rotated at a
rate of 1/4 rotations per second during the measurement. After data collection, an online
database of previously reported spectra was consulted to find an accepted crystal structure (if
it exists) and determine the possible phases present in the sample. The lattice parameter was
then found through a Rietveld refinement process, a non-linear, least-squares method that
compares the measured pattern with a calculated pattern based on the known phases.
Good overviews of Laue back-reflection and powder X-ray diffraction, along with other
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Figure 4.8: Illustration of the superconducting quantum interference device (SQuID).
crystallographic X-ray methods and accompanying theory, are provided in Crystallographic
Instrumentation by Aslanov et al.46 and Theory of X-ray Diffraction in Crystals by Zachari-
asen47.
4.8 SQuID magnetometer
A superconducting quantum interference device (SQuID) magnetometer was used to perform
magnetisation versus temperature, M vT, and magnetisation versus applied field, M vH,
measurements for various samples.
During SQuID magnetometer measurements, the sample is attached to a non-magnetic holder
and moved slowly through a superconducting detection coil. An external field is applied by a
superconducting solenoidal magnet. The magnetic response of the sample induces a current
in the detection coil, which then passes to the SQuID input coil, producing a flux through
the SQuID ring - see figure 4.8. The flux induces a current, Iin, in the SQuID which flows
with or against the applied current, I0, depending on the magnitude of the flux. Iin changes
direction every time the flux produced by the input coil is increased by Φ0/2, where Φ0 is
the magnetic flux quantum, equal to 2.0678× 10−15 Wb. Thus, the voltage measured across
the SQuID varies periodically with increasing flux. Analysis of the recorded SQuID voltage,
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performed automatically by the magnet control software, then yields the magnetisation of the
sample. The SQuID magnetometer used at Warwick is a Quantum Design MPMS-5S, capable
of applying fields of ±5 T, with a temperature range of 1.8 to 400 K. The Quantum Design
MPMS manual48 provides a good overview of SQuID magnetometer theory and operation.
4.9 X-ray photoelectron spectroscopy - XPS
X-ray photoelectron spectroscopy is a surface-sensitive technique allowing the chemical com-
position of a sample to be determined. In addition, a thorough analysis of XPS data can
provide information about the bonding environments of specific chemical species, which is
particularly useful when attempting to assess the extent of oxidation in a sample.
The XPS process
In XPS measurements, a sample is exposed to a monochromatic beam of X-rays with energy
~ω. The X-rays cause the photoemission of electrons from core levels and/or the valence
band, depending on the X-ray energy. In the simplest view, the photoelectrons have kinetic
energy ~ω −Eb − φw, where Eb is the electron binding energy and φw is the work function.
In reality, the energy of the photoelectrons is modified by a host of extra terms, including an
intra-atomic shift due to the relaxation of the ion after photoionisation, and an inter-atomic
shift due to the screening of the resulting electron-hole by itinerant electrons.
The basic XPS setup is illustrated in figure 4.9. The ejected photoelectrons move into an
energy analyser. This consists of two concentric hemispherical plates held at high potentials.
Altering the velocity of the photoelectrons with the input lenses allows only those with a
certain range of energies to pass through to the detector. The resulting spectra may encompass
the whole range of binding energies allowed (Eb from 0 eV up to ~ω) - this is referred to as a
survey scan. Alternatively, as used in this work, regions of a few tens of eV can be scanned
with some precision to obtain clear core level peak shapes for analysis.
Features of XPS spectra
To illustrate the general shape and features of a core-level XPS spectrum, figure 4.10 shows
the Sb 4d region from a NiSb sample (more NiSb, MnSb and NiMnSb XPS can be found
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Figure 4.9: Schematic illustration of X-ray photoelectron spectroscopy (XPS). Note that this
process takes place inside a vacuum chamber.
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Figure 4.10: The Sb 4d core level region of a NiSb XPS. See the text for an explanation of its
shape and features.
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in section 6.6). We see two ‘elemental’ peaks, labelled 4d5/2 and 4d3/2, at lower binding
energies. These peaks are those with no chemical shift (mentioned below). They possess
the elemental binding energies of pure Sb. The 5/2 and 3/2 subscripts describe the total
angular momentum of the state. This quantity, denoted j, is equal to l ± 1/2, where l is
the orbital angular momentum (0 for s-states, 1 for p-states, 2 for d -states, etc.). The ±1/2
term is due to the intrinsic spin of the electrons. The degeneracy of these states is given by
2j + 1, meaning that d orbitals contain 6 electrons in d5/2 states and 4 electrons in d3/2
states. Thus, XPS spectra of core level d regions have two peaks with intensities in a ratio of 3:2.
Looking again at figure 4.10, at higher binding energies we see features due to antimony oxides
(Sb2O3, Sb2O4 and Sb2O5 are known to exist
49). The electronegativity of oxygen tends to
draw electrons from whatever it is bonded to, reducing that atom’s ability to screen its nuclear
charge. As more nuclear charge is felt by the bound electrons, their binding energy increases.
XPS instruments used in this work
XPS spectra were collected at the National Centre for Electron Spectroscopy and Surface
Analysis (NCESS), part of Daresbury Laboratory, and at Warwick. The XPS systems at both
facilities use monochromatic Al Kα X-ray sources (~ω = 1486.7 eV) and have a maximum
energy resolution of 0.3 to 0.7 eV. The depth sensitivity of XPS is determined by the inelastic
mean free path (IMFP) of the excited photoelectrons. In turn, the IMFP depends on the
photoelectron energy and some properties of the material, specifically the density and the
Z -dependent cross sections for various kinds of inelastic scattering. Most of the photoelectrons,
around 95%, which escape from the sample with their characteristic emission energy intact,
come from within 3 IMFPs of the surface. For metals, this corresponds to a depth of
approximately 3 to 10 nm for a wide range of photoelectron energies.
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Chapter 5
Theoretical techniques
This chapter introduces the three main theoretical methods used to provide information about
the materials that were examined experimentally. These are Hartree-Fock theory, a molecular
orbital wavefunction method and density-functional theory.
Hartree-Fock theory is the simplest of these methods; it provides wavefunctions for many-
electron systems, such as atoms, which are composed of combinations of single-electron
wavefunctions, i.e. the atomic orbitals. In recent decades, Hartee-Fock theory has been used
extensively in Compton and magnetic Compton scattering studies and has provided the tool
for determining the origin of the magnetism in several materials. A good example is the work
of McCarthy et al.50, in which the authors use Compton profiles from Hartree-Fock theory to
determine the Sm 4f and Mn 3d spin contributions in SmMn2Ge2.
Molecular wavefunction methods build up a description of an entire molecule or cluster of
atoms from a basis set of atomic orbitals. The Compton scattering group at Warwick have
only recently started working with this method, but it is already beginning to develop into a
powerful tool for analysing magnetic Compton profiles, supporting and complementing the
use of atomic Hartree-Fock theory.
Density-functional theory offers a more complete description of the electrons in a material
than atomic or molecular wavefunction methods, generally providing detailed information
about the electronic structure that can be used to interpret magnetic Compton scattering
data.
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5.1 Hartree-Fock Compton profiles
In sections 6.4, 7.3 and 8.4 use is made of the Hartree-Fock (HF) and relativistic Dirac-Hartree-
Fock (RDHF) Compton profiles provided by Biggs et al.51. These are spherically-averaged
free-atom profiles, and their main use is usually as a means of checking the high momentum
regions of experimental Compton profiles to ensure agreement with atomic theory. This short
section will show the origin of these profiles.
Hartree-Fock theory attempts to solve the general time-independent Schro¨dinger equation,
ĤΨ = EΨ, using a multi-electron wavefunction. For a system of N non-interacting electrons
bound to an atom, Ψn,l,m(r , θ, φ) is described with a Slater determinant of the form
Ψn,l,m(r , θ, φ) =
1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣∣
ψ1(r1, θ1, φ1) ψ2(r1, θ1, φ1) . . . ψN (r1, θ1, φ1)
ψ1(r2, θ2, φ2) ψ2(r2, θ2, φ2) . . . ψN (r2, θ2, φ2)
...
...
. . .
...
ψ1(rN , θN , φN ) ψ2(rN , θN , φN ) . . . ψN (rN , θN , φN )
∣∣∣∣∣∣∣∣∣∣∣∣∣
, (5.1)
where ψ1(r1, θ1, φ1), etc. are the single-electron atomic wavefunctions (the atomic orbitals)
as given previously in equation 2.5. Ψn,l,m(r , θ, φ) is an antisymmetric product of these
wavefunctions, thus complying with the Pauli exclusion principle regarding the interchange of
coordinates, r . To obtain the Hartree-Fock wavefunction, the iterative Hartree-Fock-Roothan
computational approach is used, minimising the total energy by varying the coefficients in the
Slater determinant52,53.
Obtaining Compton profiles from Hartree-Fock wavefunctions
Biggs et al. break the total wavefunction into radial and angular parts, such that
Ψn,l,m(r , θ, φ) = Rn,l(r)Y
m
l (θ, φ), (5.2)
which is essentially the same as the result provided in equation 2.5. The Fourier transform,
χn,l(p), is then given as
χn,l(p) =
(
2
pi
)1/2 ∫ ∞
0
Rn,l(r)jl(pr)r
2 dr , (5.3)
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where jl(pr) is a spherical Bessel function of the first kind, containing information about the
angular part of the wavefunction. Biggs et al. finally give the Compton profile as
Jn,l(p) =
1
2
∫ ∞
p
|χn,l(p)|2 p dp, (5.4)
which we can see conveys the same information as the previously provided equations 3.8a and
3.9a combined, differing only in the normalising prefactor.
Extending into the relativistic case, another quantum number, j = l± 12 , is introduced to deal
with the spin splitting of atomic orbitals. The result is that equation 5.4 becomes slightly
more complicated;
Jn,l,j(p) =
1
2
∫ ∞
p
(
χGn,l,j(p)
2 + χFn,l,j(p)
2
)
dp, (5.5)
where χGn,l,j(p) and χ
F
n,l,j(p) are the Fourier transforms of new radial wavefunctions Gn,l,j(r)
and Fn,l,j(r). The former is the larger component and appears very much like the nonrela-
tivistic version. The latter contains the dependence on l± 12 . Thus, in the nonrelativistic limit,
equation 5.5 reverts to 5.4. Biggs et al. employ the non-relativistic equation 5.4 for elements
in the region 1 ≤ Z ≤ 36, and the relativistic version, equation 5.5, for 36 ≤ Z ≤ 102.
5.2 The GAMESS approach to theoretical Compton profiles
The General Atomic and Molecular Electronic Structure System (gamess)54 is a computa-
tional code which has shown itself to be useful in the study of spin momentum densities.
Koizumi et al. published extensively on the La2−2xSr1+2xMn2O7 system, combining experi-
mental magnetic Compton scattering data with gamess calculations to better understand
the electronic structure of this ferromagnetic perovskite55–58. Qureshi et al. used the same
approach in their work on Co3V2O8
59. In both cases, the authors were able to determine
which of the TM 3d t2g and eg orbitals were populated and reconstruct the two-dimensional
spin momentum densities (2-D SMD). Recently, the Compton Scattering group at Warwick
has obtained the gamess-us code (a freely available variant) and applied its capabilities in
the study of Ca3Co2O6, Sr3Ru2O7, La0.74Sr0.26CoO3 and TbMnO3, with work on some of
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these systems already yielding interesting results.
GAMESS theory and operation
gamess is an ab initio quantum chemistry package. For a given molecule or cluster of atoms,
limited in number only by computational considerations, the gamess code can produce a
set of self-consistent molecular wavefunctions by combining atomic orbitals (AOs). Each
molecular wavefunction, Ψ(r , θ, φ), is given by
Ψ(r , θ, φ) =
∑
k
ckψk(r , θ, φ), (5.6)
where ψk(r , θ, φ) are the AOs of the atoms involved in the calculation and ck are their
respective weighting factors. The primary aim of a linear combination of orbitals (LCAO)
package like gamess is the determination of the set ck, enabling the full molecular orbitals to
be constructed. This is achieved with iterative computation, reducing the total system energy
while considering the changes in energy and density - as in DFT methods, these changes are
reduced to some predefined threshold when self-consistency is reached.
The basis set
The AOs are specified by the choice of basis set, of which there are many types available,
suited to different types of atoms (transition metals, rare-earths, actinides, etc.). In this
work, the basis sets were obtained from the online EMSL Basis Set Exchange60. Commonly
used basis sets are those of triple-zeta-valence (TZV) type, which go beyond the simplest
approximations by allowing polarisation and some expansion/contraction of the AOs. A TZV
basis set was used by Koizumi et al. in their work, mentioned above, and so was employed in
the TbMnO3 work detailed here in section 7.3. This aside, all AOs possess a similar form to
that given in equation 2.5, the atomic solution of the Schro¨dinger equation.
Sampling the 3-D atomic/molecular wavefunctions
The molecular wavefunctions of gamess were interpreted by a program called macmolplt61,
a graphics package developed for plotting 3-D molecular structures, as well as 2-D and 3-D
wavefunctions and electron densities. Using the functionality of macmolplt, the real-space
wavefunctions of each molecular orbital were sampled using a n× n× n box centred on the
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Figure 5.1: Reversible (blue) and irreversible (red) mathematical operations for various
real-space and momentum-space expressions relating to Compton scattering. FT is a Fourier
transformation, HT is a Hankel transformation and AC is autocorrelation. | |2 is the square
modulus, Proj. is the projection into a single dimension, and Int. and Diff. are single-dimension
integration and differentiation, respectively. The 〈 〉Ω operations represent obtaining spherical
averages through double integration. Reproduced from the work of Saenz et al.37 - for more
information, refer to the original text.
atom or atomic cluster of interest, where n is simply an integer. It was essential at this stage
to ensure that the wavefunctions were effectively zero at the edges of the box; if electron
density was cut off, the corresponding Compton profiles would be unrepresentative of the
simulated molecular orbitals. For this reason, an investigation was performed to find the
optimum box size, and subsequently a 99× 99× 99 box of size 9 A˚ was used to sample all
of the relevant wavefunctions. The most spatially delocalised electron densities examined
in this work, those of the hybridised 3d/2sp orbitals of TbMnO3, were seen to diminish to
zero within ∼ 2/3 of the sampling volume. This molecular orbital sampling strategy provided
real-space, and ultimately momentum-space, resolution sufficient to obtain theoretical profiles
comparable with experimental data.
Obtaining the Compton profiles
Manipulation of the molecular wavefunctions was performed using matlab. Once a real-space
wavefunction was obtained, its Fourier transform was taken in order to obtain χ(p), its
momentum-space equivalent. The modulus of this was squared, giving n(p), the 3-D electron
momentum density (3-D EMD). Finally, n(p) was projected into a single dimension by
integrating along the directions perpendicular to the scattering direction. Thus, the end-stage
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Figure 5.2: Obtaining electron densities and Compton profiles from the result of a gamess
calculation. The example here is the 3dxy orbital of a Co atom surrounded by an arrangement
of La atoms, as in the cubic perovskite system LaCoO3.
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for each molecular wavefunction was a two-column dataset of momentum and projected
electron density, the Compton profile. These mathematical processes are defined concisely in
equations 3.8a, 3.8b, 3.9a and 3.9b, as well as being illustrated in figure 5.1. The Compton
profiles of the molecular orbitals possessed arbitrary momentum scales, and so were convoluted
with a resolution function of 0.4 a.u. (see section 4.2) and interpolated onto experimental
momentum scales to allow realistic comparison, and fitting, to data. Figure 5.2 illustrates the
process of obtaining Compton profiles from the result of a gamess calculation - the example
given is the 3dxy orbital of a Co atom surrounded by La atoms, as in the cubic perovskite
system LaCoO3, a system previously studied by the Compton Scattering group.
5.3 Density-functional theory
Density-functional theory (DFT) was developed by Hohenberg and Kohn to deal with inho-
mogeneous systems of interacting electrons62. They stated that the energy, E, of a system is
a universal functional of its density, n(r), and that it is minimised when it is equal to the
ground-state energy. We have that
E [n(r)] =
∫
V (r)n(r) dr + F [n(r)] , (5.7)
where the first term deals with any external potential, V (r), and might include, for example,
the potential due to an atomic nucleus. The second term, F [n(r)], is a functional of the density.
Inclusion of exchange and correlation
The initial work was expanded upon by Kohn and Sham, who included the crucial exchange
and correlation energies in their description of the ground-state63. Equation 5.7 then becomes
E [n(r)] =
∫
V (r)n(r) dr +
1
2
∫∫
n(r)n(r’ )
|r − r’ | dr dr’ +G [n(r)] . (5.8)
The second term is the electron-electron Coulomb interaction, and the functional, G [n(r)], is
given by
G [n(r)] ≡ T [n(r)] + Exc [n(r)] , (5.9)
where T [n(r)] is the kinetic energy of the system and Exc [n(r)], the exchange-correlation
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energy, is defined as
Exc [n(r)] =
∫
n(r)εxc (n(r)) dr . (5.10)
This last equation represents the only aspect of DFT which is not exact; it must be approxi-
mated. In the work of Kohn and Sham, Exc is solely a function of the electron density - this
came to be known as the local density approximation (LDA). There exist other approximations
which include the spin densities, a necessity for studying magnetic systems, and consider the
density gradients, improving the description of exchange and correlation effects.
Exchange and correlation terms
In equation 5.10, εxc is the exchange and correlation energy per particle, itself made of εx and
εc terms. For as long as exchange and correlation have been discussed, many contributors
have offered different forms of εx and εc, with a simple and commonly-used version of εx
being given by Dirac as early as 193064. With only a few exceptions, approximations for these
parameters fall into two categories; local spin density approximations (LSDA) and generalised
gradient approximations (GGA). The first type are determined only by the spin densities -
commonly used LSDA functionals are those of Vosko, Wilk and Nusair65, as well as many
from Perdew et al.66–68. GGA functionals, such as those from Becke69; Perdew, Burke and
Wang70; and Perdew, Burke and Ernzerhof71, can be expressed as
EGGAxc [n↑(r), n↓(r)] =
∫
n(r)εxc (n↑(r), n↓(r),∇n↑(r),∇n↓(r)) dr , (5.11)
where the consideration of the spin density gradients, ∇n↑(r) and ∇n↓(r), generally leads to
improved bond angles, bond lengths and total energies72.
5.4 SPR-KKR
The Munich spin polarised relativistic - Korringa-Kohn-Rostocker package (spr-kkr)73,74
was used in this thesis to obtain information primarily about NiMnSb. KKR methods use
Green’s function formalism to solve the Kohn-Sham-Dirac equation and tend to provide the
usual gamut of DFT necessities; self-consistent fields (SCF), densities-of-states (DoS) and
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site-specific spin moments. In addition, spr-kkr has an emphasis on calculating spectro-
scopic properties, such as X-ray absorption spectra (XAS), X-ray magnetic circular dichroism
(XMCD), X-ray photoelectron spectroscopy (XPS) and, most usefully for those studying spin
densities, magnetic Compton profiles (MCPs). These too are available for each site in the
system. A useful overview of the application of the KKR method to the study of electron
densities and Compton profiles is provided by Bansil et al.75.
Like various other types of DFT, spr-kkr attempts to solve the Kohn-Sham-Dirac equation;
(
~
i
cα · ∇2 + βmc2 + V (r)
)
ψ(r , E) = Eψ(r , E). (5.12)
The form given here is theoretically identical to the Schro¨dinger equation provided previously
in equation 2.1, but includes a relativistic energy term, βmc2, and the notation is slightly
different. A full description of the system is achieved when the Green’s function, G(r , r ′, E),
is determined, where
(
~
i
cα · ∇2 + βmc2 + V (r)− E
)
G(r , r ′, E) = δ(r − r ′). (5.13)
As a side note, the necessity of the Dirac equation to be relativistically covariant means that
the parameters α and β must be matrices - it is this feature which leads the Dirac equation
to predict the existence of electron spin.
Regarding the potential term, we have
V (r) = Vn + Ve + Vxc + βσ ·Beff. (5.14)
V (r) includes the Coulomb potentials from nuclei, Vn (∝ −Ze2/r), and other electrons, Ve
(as given in equation 5.8), as well as exchange and correlation. The latter part is split into a
spin-averaged term, Vxc, and a spin-dependent term, βσ ·Beff, which is determined by Exc.
Within spr-kkr several approximations for Exc are available, including VWN
65 and PBE71.
spr-kkr utilises the muffin-tin approximation (MTA), in which the nuclear potentials are
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described as being spherically symmetric within a given region around each nucleus known as
the muffin-tin. The muffin-tins are non-overlapping spheres which vary in size according to
the atoms they represent; generally muffin-tin radii are in the region 1 to 2 A˚. Outside of these
spheres, in the interstitial region, the potential is represented by a constant. The wavefunctions
inside and outside of the muffin-tins are made of linear combinations of spherical harmonics
and plane waves, respectively. These, like the corresponding potentials, are constrained to be
continuous at the muffin-tin/interstitial boundaries.
Useful features of the KKR method
A number of DFT packages are used within the physical sciences for a wide variety of purposes.
For the magnetic Compton scattering group, the advantageous features offered by KKR over
some other DFT methods are these:
• The KKR method is generally thought to provide good descriptions of metallic and
magnetic systems.
• The calculation times are relatively short. This is due in part to the fact that the
atomic spherical harmonics, which sum to provide part of the wavefunctions within the
muffin-tins, are already well known. The total basis set is also much smaller than is
typically used in entirely plane wave DFT methods.
• The charge and spin distributions, density-of-states, band structure, Fermi surface and,
importantly, the magnetic Compton profile, can all be readily extracted for the system
of interest. These are obtained through straightforward mathematical operations on the
computed Green’s function, G(r , r ′, E).
• Owing to the use of atom-centred muffin-tin potentials, quantities for charge, spin
moment and orbital moment are attributed to specific sites and atomic orbital types
(s, p, d, etc.) in the system. This contrasts with some DFT methods where only
band-specific contributions are directly available.
• Atomic disorder can be simulated with the use of the coherent potential approximation
(CPA)76, in which the effective potential of a certain site is composed of the potentials
from several chemical species, representing a random interchange of atoms throughout
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the entire system. This contrasts with other methods where large supercells are often
required to deal with disorder.
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Chapter 6
NiMnSb - theory, production and
characterisation
NiMnSb is a half-Heusler alloy and one of the most widely studied materials in the field
of spintronics (or spin electronics). This is because NiMnSb, along with only a handful of
other magnetic materials, is predicted to be 100% spin-polarised at the Fermi level77. This
makes it ideal for the injection of a highly spin-polarised current into devices such spin-
LEDs, spin-FETs and magnetic tunnel junctions (MTJs), with one application being magnetic
random-access memory (MRAM) elements with improved sensitivity and processing speed78–80.
These spintronic devices provide the advantages of decreased power consumption, miniturisa-
tion and nonvolatility in a field where continuous improvement of performance is a requirement.
Motivation
Since the work of de Groot et al. in 198377, half-Heusler alloys have been considered amongst
the strongest candidates for the production of spintronic devices. de Groot et al. performed
band structure calculations on several half-Heuslers, showing that they belonged to a new class
of material: the half-metallic ferromagnet (HMFM). This is a ferromagnet which possesses
zero density-of-states at the Fermi level in one of its spin channels, but conducts normally
in the other, providing a spin polarisation of 100%. NiMnSb was exhibited as an archetype
of this new class of material and has since been the focus of a wide range of theoretical and
experimental work. In addition to its appealing electronic properties, NiMnSb is epitaxially
compatible with several commercially available semiconductor surfaces; InP (001)81, CdS82
and GaAs83–85, reinforcing its suitability for the development of spintronic devices.
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Several attempts have been made to confirm the predicted spin polarisation of NiMnSb in
thin films86–91 and in bulk samples89,92. The experimental results have generally been around
50%87,90–92, with the exception of a report of nearly 100% from Ristoiu et al. in 200086. The
theoretical 100% spin-polarised band structure of NiMnSb is based on a perfectly ordered crys-
tal in its ground state, i.e. at a temperature of ‘0 K’, but in reality, reduced spin polarisation
in the bulk may be caused by non-stoichiometry, atomic disorder, the existence of other phases
and non-zero temperature effects such as reduced magnetisation. At surfaces and interfaces,
these issues are still important, but nanostructuring and the general surface/interface quality,
may also play a large role93–95.
Reduced magnetisation, in particular, has recently been shown to have a significant effect
on the spin polarisation of predicted HMFMs. Fully ab initio disordered local moment DFT
(DLM-DFT) calculations were presented by Aldous et al. showing that the spin polarisation
for NiMnSb and zincblende-MnSb (also a predicted HMFM) diminished rapidly above a
temperature, T ∗, that was much less than TC 94. The calculations simulated the effects of
thermally induced spin fluctuations on the electronic structure of NiMnSb, specifically the
positions of states around the Fermi energy, and predicted a vastly reduced spin polarisation
at a T ∗ of 100 or 180 K, depending on whether the experimental or theoretical value of
TC was chosen. This demonstrates the importance of non-zero temperature effects in the
predicted HMFMs and provides a possible explanation for the reduced spin-polarisation
values of NiMnSb mentioned previously. The calculations also provide motivation for this
and future studies of NiMnSb’s electronic and magnetic properties as a function of temperature.
As mentioned above, Ristoiu et al. examined a thin film sample of NiMnSb and reported a
spin polarisation of nearly 100%86. They used inverse photoemission and attributed their
value to the quality and near-ideal stoichiometry of their prepared NiMnSb surface. The usual
techniques used to measure spin polarisation are point-contact Andreev reflection (PCAR)
and spin-polarised photoemission, both of which are surface sensitive. If the composition or
structure of a sample’s surface deviates from the ideal, the electronic structure being probed
with these methods will be modified and, most likely, the spin polarisation will be reduced.
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Figure 6.1: The C1b crystal structure of NiMnSb (space group F43m).
Magnetic Compton scattering offers the possibility of measuring only the bulk electronic
structure of NiMnSb. The high energy of the X-rays used, typically around 200 keV, means
that scattering from a sample’s surface is negligible.
Chapter overview
This chapter primarily describes the production and study of a NiMnSb single crystal. Details
of the crystal production method, along with results from various characterisation techniques,
is provided, as well as theoretical results from DFT. The MCPs are given and discussed in
relation to the other work. Finally, the results of an XPS study involving NiSb, MnSb and
NiMnSb surfaces are given. The motivation for this stems from the experimental desire to
perform more informative measurements on clean stoichiometric surfaces of these materials.
A more extensive introduction to this work is provided in the relevant section, 6.6.
6.1 Introduction
Crystal structure
NiMnSb has the C1b structure (space group F43m), which consists of four interpenetrating
face centred cubic (f.c.c.) lattices - see figure 6.1. The Wyckoff positions for the atoms are:
Ni at (0, 0, 0), Mn at (1/4, 1/4, 1/4) and Sb at (3/4, 3/4, 3/4). The (1/2, 1/2, 1/2) site is
vacant. The experimental lattice parameter is 5.903 A˚ according to Castelliz96, 5.92(2) A˚
according to Endo97 and 5.921 A˚ according to Gardelis et al.98. These values come from
room temperature X-ray diffraction studies of annealed polycrystal samples.
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Spin polarisation
Like all magnetic systems, HMFMs possess distinct band structures for majority- and minority-
spin electrons. In ideal HMFMs one spin channel possesses zero density-of-states (DoS) at
the Fermi level, thus yielding an integer spin moment, in µB, and 100% spin polarisation.
The spin polarisation of a material may be reported to be 100% solely on the basis of theoretical
work, usually when a DoS calculation shows there to be a band gap for one spin channel only.
It is important to note, however, that for comparison with experimental results, the spin
polarisation, Pn, may need to be weighted by the Fermi velocity, vF, to account for different
transport properties. As derived by Mazin, we have99
Pn =
N↑vnF,↑ −N↓vnF,↓
N↑vnF,↑ +N↓v
n
F,↓
, (6.1)
where n can take values 0, 1 or 2. With n = 0, P0 is defined entirely by the DoS at the Fermi
energy. Having n = 1 or 2 represents the ballistic and diffusive transport regimes, respectively.
Different experimental techniques may therefore yield different values for Pn, depending on
the type of electrical transport being exploited. As has been previously demonstrated for
Co1−xFexS2 100, magnetic Compton scattering is sensitive to the spin-dependent DoS without
modification by vF (i.e. the n = 0 case). Therefore, deduction of NiMnSb’s spin polarisation
should be possible by direct comparison of the MCPs with theoretical calculations. It is worth
noting that spin-polarised photoemission measurements are also of n = 0 type.
Electronic structure
The electronic properties of NiMnSb are essentially determined by hybridisation of two
types101; (a) d -d hybridisation between the lower energy 3d states of Ni and the higher energy
3d states of Mn, and (b) sp-d hybridisation between the 5s and 5p states of Sb and the 3d
states of the transition metals. The former leads to the creation of bonding and antibonding
bands in the minority channel which, much like the situation in many elemental and compound
semiconductors, are separated by an energy gap. The implications are twofold. First, electrons
tend to migrate from Mn sites, where the antibonding states are mainly located, to the Ni
sites which possess the bonding states. Accordingly, a DoS diagram for NiMnSb (provided
61
later in figure 6.12) reveals more unpopulated states above the Fermi level for Mn than for Ni.
The second result of d -d hybridisation is the formation of a band gap in the minority-spin
channel that straddles the Fermi level.
The sp-d hybridisation is crucial to the development of half-metallicity in NiMnSb. Sb 5s
and 5p states are capable of holding 8 electrons per formula unit, but Sb alone has only
5. Charge originating on the transition metals is subsumed into these low energy s and p
bands. In this way we are left with the ‘18 electron rule’ for half-Heusler alloys101,102, stating
that if a particular system has 18 valence electrons in total, 8 will be accommodated by the
Sb sp band and 10 will fill the bonding d band. An 18 electron system, such as CoTiSb or
NiTiSn, would then be a semiconductor in the majority and minority-spin channels, because
no electrons are available to populate the higher energy antibonding states103. If more than
18 valence electrons are present in the system, they begin to fill up the antibonding states of
the majority channel, contributing to the conductivity as in a normal metal. This is seen for
NiMnSb, which has 22 valence electrons. The spin moment of the system, which is simply
the number of spin-unpaired electrons, is given by M = Zv − 18, where Zv is the number of
valence electrons. Thus, NiMnSb is predicted to have a spin moment of 4 µB/f.u.
6.2 Crystal production and characterisation
Crystal production
A polycrystalline sample of stoichiometric NiMnSb was produced using a small tri-arc furnace -
see section 4.4 for details. Precursory investigations were performed to determine the fractional
losses of Ni, Mn and Sb over several melts. In these tests it was seen that Sb experienced
the largest loss per melt, so first attempts at a stoichiometric polycrystal included between 3
and 5% more Sb than specified by the proper mixing ratio. These first polycrystals, upon
investigation with EDX, were actually deficient in Mn, but had approximately the correct
ratio of Ni:Sb. The next batch of polycrystals was produced with varying excesses of Mn.
After production, annealing (850 ◦C for 150 hours) and analysis with EDX, a sample with
composition Ni:Mn:Sb ∼ 1:1:1 was chosen and subject to a second growth technique. This
involved a larger four-arc furnace, specifically designed to produce single crystals from ingots
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<001>
Figure 6.2: The NiMnSb crystal disc, as used in Laue imaging, magnetic Compton scattering
and XPS. The approximate 〈001〉 crystallographic direction is indicated.
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Figure 6.3: Energy dispersive X-ray spectrum from a NiMnSb crystal. After ZAF corrections,
the composition of the crystal was found to be: Ni 35.2%, Mn 32.3%, Sb 32.5%.
of polycrystal material. Following the Czochralski method, under 1 atm of Ar gas, the sample
was melted by the arcs and a tungsten seed crystal was introduced. The NiMnSb crystal
formed around the seed and was pulled, at a rate of a few mm/hour, from the molten boule,
being slowly rotated at the same time. This part of the NiMnSb single crystal production
was performed by Ravi Singh of the Superconductivity and Magnetism group.
Energy-dispersive X-ray spectroscopy
The NiMnSb single crystal was cylindrical in shape, around 20 mm long and 3 mm in diameter.
The material at the centre of the cylinder was cut into five discs around 2 mm in thickness
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Figure 6.4: (Left) The Laue image from a NiMnSb crystal with the X-ray beam directed along
a 〈001〉 direction - see figure figure 6.2. (Right) A theoretical Laue pattern obtained from the
OrientExpress software package. OrientExpress is not capable of reproducing the intensity
variation in experimental Laue spots due to atom- and lattice-specific structure factors.
in order to achieve access to the interior for characterisation. Figure 6.2 shows the size and
shape of the crystal samples. First, EDX measurements were performed on the five discs to
determine the chemical composition. The EDX spectrum from one disc is shown in figure
6.3, where the relevant peaks are identified. The quantitative analyses of all five samples,
performed by the EDX spectrum collection software, were consistent to within ∼ 0.5%. The
composition of the crystal was found to be: Ni 35.2%, Mn 32.3%, Sb 32.5%, which conforms
reasonably well to the expected values of 1/3 per species.
Laue reflection
The back-reflection Laue method was used to investigate the NiMnSb sample and align it
for magnetic Compton scattering and SQuID magnetometry. The Laue patterns had clear
single spots at the high-symmetry reflections, indicating that the sample was a single crystal -
blurry spots or ‘twinning’ (several misaligned copies of the same Laue pattern) would suggest
otherwise. Comparison with patterns obtained from the Orient Express software package45
showed that the sample’s crystal structure was consistent with the cubic symmetry expected
for NiMnSb. Figure 6.4 shows an experimental NiMnSb Laue pattern along a 〈001〉-type
crystallographic direction alongside theory from Orient Express. The 〈001〉-type direction lies
approximately perpendicular to the polished face of crystal disc, as illustrated in figure 6.2.
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Figure 6.5: NiMnSb powder X-ray diffraction data. For comparison, theoretical 2θ plots from
the PowderCell software package are also shown. To a high level of confidence, the sample
appears to be single-phase crystalline NiMnSb, with lattice parameter 5.945± 0.001 A˚.
Powder X-ray diffraction
To further check the crystallinity and quality of the NiMnSb sample, a powder X-ray diffraction
experiment was performed using powder from two of the NiMnSb discs. A high statistical
quality 2θ scan was performed over 15 hours. The 2θ plot is shown in figure 6.5, along with
theoretical plots from the PowderCell software package104 for NiMnSb, NiSb and MnSb. NiSb,
in particular, has been identified as an impurity phase in NiMnSb bulk crystals98.
With the exception of a small peak at 13◦ associated with the Al sample holder, the 2θ scan
contains no peaks other than those of NiMnSb. The peak positions and relative sizes are
in good agreement with those of the predicted 2θ spectrum from PowderCell. In addition
to the EDX and Laue reflection results, this is a good indicator that the sample was a high
quality single crystal. Structural refinement of the powder diffraction data resulted in a
lattice parameter of 5.945± 0.001 A˚, which is between 0.4 and 0.7% larger than previously
reported values for bulk samples; 5.92(2) A˚ from Endo97 and 5.903 A˚ from Castelliz96. These
measurements and structural refinement were performed with the help of David Walker of the
Ferroelectrics and Crystallography group.
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Figure 6.6: SQuID magnetometry of NiMnSb recorded at 2 K from -2.5 T to +2.5 T. The
saturated moment is close to the expected 4 µB per formula unit. The inset shows the low
field response, confirming the hysteretic behaviour of a ferromagnet.
6.3 Magnetometry
SQuID magnetometry was performed on small fragments of one of the discs cut from the
crystal. Magnetisation vs applied field, M vH, and magnetisation vs temperature, M vT,
measurements were performed. The results are given in figures 6.6 and 6.7.
During the magnetisation measurements, the magnetic field was applied approximately along
the 〈001〉 direction. The magnetic anisotropy of NiMnSb is known to be small105, so the
saturated moment and saturating field are not greatly affected by the misalignment, estimated
at 5 to 10◦, of the crystallographic axis with the direction of the applied field. Indeed,
Hordequin et al.105 showed that the saturated moments in NiMnSb differed only slightly,
∼0.4%, along the crystallographic directions 〈001〉, 〈110〉 and 〈111〉.
MvH measurements
The M vH measurements were performed at a temperature of 2 K. The coercive field was
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1.3 mT. The NiMnSb moment saturated at ∼0.25 T, in agreement with work on by Clowes et
al.89 and Gardelis et al.98. The saturated moment, after extrapolating the data over 2 T back
to H = 0, was 3.98± 0.01 µB/f.u., again in good agreement with previous reports and theory.
MvT measurements
M vT measurements were performed in fields of 0.75 and 2.5 T. Initially, 200 data points were
collected for each field, employing the relatively slow temperature sweep rate of 0.5 K/min.
These data, though statistically very good, were seen to suffer from some sinusoidal variation
to the measured moment - possibly relating to the way the temperature in the SQuID sample
space is controlled. This complicated the power law fitting and made the derivatives dM /dT
and dM 2/dT 2 impossible to interpret meaningfully. Repeating the experiment with a smaller
sample (0.12 cf. 0.24 e.m.u. total moment), a slower sweep rate of 0.33 K/min and a higher
data point density, resulted in the M vT data presented here.
MvT analysis - Bloch’s power law
Bloch’s T 3/2 law, given in equation 6.2, has previously been applied to various ‘low temperature’
regions, up to 70 K, 200 K and 300 K, of NiMnSb M vT data98,105,106. For a classical
ferromagnet with localised moments and long-range order, Bloch’s law describes the reduction
in spontaneous magnetisation due to excited spin-waves, or magnons, well below the Curie
temperature, TC. TC for NiMnSb is ∼ 730 K98. Spin-waves impair the effective ordering of
magnetic moments. Correspondence between M vT data and Bloch’s T 3/2 law is often taken
as an indicator of localised, Heisenberg-like ferromagnetism. Bloch’s law states that3
M(T ) = M0(1−AT 3/2), (6.2)
where M0 is the ‘0 K’ magnetisation (i.e. all spins aligned) and the T
3/2 dependence stems
from a derivation of the total number of spin-waves in a system with temperature, T - see
Kittel’s Introduction to Solid State Physics (page 455)3. The parameter A relates to the
spin-wave stiffness, D, which is the coefficient in the classical spin-wave dispersion relation,
E(q) = Dq2, on which Bloch’s law depends.
It is worth noting that Hordequin et al.105 predicted the existence of a small energy gap, β,
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Figure 6.7: SQuID magnetometry of NiMnSb recorded at fields of 0.75 and 2.5 T from
5 to 380 K. The derivatives dM /dT and dM 2/dT 2 are also shown, highlighting the lack
of transitions in this temperature range. Dashed black lines represent the Tn fitting laws
applicable for each field while the dashed red line is a Bloch’s law T 3/2 fit to the 2.5 T data.
The error bars are smaller than the data points.
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Figure 6.8: The low wavevector, long wavelength, dispersion relation for spin-waves, or
magnons, in a ferromagnet. The solid line depicts the ideal Heisenberg case where no spin-
wave gap exists - this leads to Bloch’s T 3/2 law for magnetisation in classical ferromagnets. If
magnetic anisotropy is present, a gap, β, appears at q = 0, modifying the dispersion relation
and the magnetisation power law. This second case is depicted with a dashed line.
in the spin-wave excitation spectrum of NiMnSb based on inelastic neutron scattering105.
They gave the value of β as 1.0 ± 0.2 meV at 25 K and at room temperature. Illustrative low
wavevector spin-wave dispersions are shown in figure 6.8.
Bloch’s T 3/2 law was applied here, but was incapable of describing well any region of the
NiMnSb M vT plots, for fields of 0.75 or 2.5 T. Next, instead of being constrained to 3/2,
the T power exponent, n, was allowed to vary freely. Good descriptions of the data (reduced-
χ20.75 = 1.90 and reduced-χ
2
2.5 = 0.43) were obtained for values of n0.75 = 2.063± 0.005 and
n2.5 = 2.258± 0.003. Both values deviate from that predicted by Bloch’s law, but another
interesting result is that they do not agree with each other. Possible reasons for these features
are discussed shortly.
Interpretations of previous NiMnSb MvT data
Otto et al. discovered a similar deviation from Bloch’s law for NiMnSb106. They observed an
n of 1.9 and ascribed this to a strongly temperature-dependent spin-wave stiffness of the form
D(T ) = D0 −D1T 2. In other work, Gardelis et al., whose measurements were performed in a
field of 2 T, saw a T 2 dependence above 200 K, and interpreted this as evidence of itinerant, or
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Figure 6.9: Illustrations of the band structure (a) and spin-wave dispersion (b) for a half-
metallic ferromagnet. Reproduced from the work of Hordequin et al.111.
Stoner-like, ferromagnetism, in accordance with several theoretical predictions107–110. Below
200 K, Gardelis et al.’s data was consistent with Bloch’s T 3/2 law. Thus, in that work, it was
claimed that NiMnSb underwent a transition from a Heisenberg ferromagnet to an itinerant
ferromagnet at 200 K. Gardelis et al. also stated that Bloch’s law should hold only up to
T ∼ TC/3, which for NiMnSb would be ∼ 240 K.
A Heisenberg-to-Stoner picture for NiMnSb was also put forward by Hordequin et al., who
saw the same T 3/2 − T 2 transition in their M vT, only at a lower temperature of 70 K105.
They argued that this transition was indicative of a crossover from half-metallicity to normal
ferromagnetism111, justifying their claim in this way: At low temperatures, only the classical
transverse spin-waves, with the associated T 3/2 magnetisation dependence, can exist. With
increasing temperature, access to a Stoner mode is achieved, where spin-up electrons may be
scattered into spin-down states. This is the mechanism that provides the T 2 magnetisation
dependence in normal itinerant ferromagnets, but it is clearly incompatible with the descrip-
tion of the ground state of an ideal half-metal because there are no available spin-down states
at the Fermi energy - see figure 6.9. Access to the Stoner mode in a half-metal ought to be
impossible without providing energy of at least δ, the gap between the Fermi energy and the
bottom of the unpopulated spin-minority conduction band. Hordequin et al. estimated the
required temperature for this to be around 800 K in NiMnSb and stated that, “the relation
between the crossover temperature observed in the magnetization [...] and the value of this
gap is not yet clearly understood.” They suggested that δ may be reduced due to atomic
disorder, specifically of the Mn atoms, therefore allowing access to the Stoner mode at a
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lower temperature. This theory is supported by Brown et al., who explicitly stated that
disorder introduced additional minority spin states within the energy range of the band gap112.
With respect to the previously reported transitions in NiMnSb magnetic behaviour, in this
work the M vT data were differentiated in order to expose any difference in the T power law
over the measured temperature range. There were no turning points in dM /dT for 0.75 or
2.5 T and the d2M /dT 2 plots were essentially zero - see figure 6.7. Therefore no transitions
are believed to occur.
Modified Bloch’s law
In their later work, Hordequin et al. suggested a modified form of Bloch’s law for low
temperature NiMnSb M vT data, where the magnetisation is dependent on T 3/2 e−β/kBT .
This is due to the existence of a low wavevector gap, β, in the classical spin-wave dispersion.
Bloch’s law assumes β to be zero, but a more complete description, with a non-zero gap,
requires an additional term of the form113
f3/2(y) =
∞∑
m=1
e−my
m3/2
, (6.3)
where y is equal to β/kBT . Thus, the first term is e
−β/kBT , and the importance of subsequent
terms diminishes rapidly with m.
Compared to Tn free fitting, this modified function provided a significantly worse fit over the
full M vT region for both fields examined in this work (reduced-χ20.75 = 4.40 and reduced-
χ22.5 = 2.12), and residual plots showed it was quite deficient in describing the M vT shapes.
It was therefore rejected. However, it did provide an improvement over the simpler T 3/2
model. The value of β was 19± 2 meV, far larger than the value of 1.0 ± 0.2 meV previously
found by Hordequin et al. with inelastic neutron scattering; this is discussed further in the
concluding section of this chapter. Hordequin et al. themselves found that this modified law
provided no advantage over the usual T 3/2 law in their low temperature magnetometry along
the three principal crystallographic axes.
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Tn exponents in this work
Previous work on NiMnSb, most notably the fairly extensive work of Hordequin et al., suggests
that the T 2.26 and T 2.06 magnetisation dependence observed in our work is most likely a result
of itinerant Stoner-like magnetism. Once again, this theory is incompatible with the idea that
NiMnSb is an ideal half-metal, because it requires a non-zero minority DoS close to the Fermi
energy. In Hordequin et al.’s work, Stoner-like magnetism observed only above a transition
temperature of 70 K, so the magnetisation data was still consistent with a half-metallic ground
state, even if the mechanism that allowed Stoner excitations at such a low temperature was
not understood. In this work, the approximately T 2 magnetisation dependence existed from
5 K up to 350 K, suggesting the presence of a non-zero density of states in the spin-minority
channel for the full temperature range. The implications of this result are discussed in more
detail in the conclusion to this chapter.
Finally, the issue of the n value disagreement between 0.75 and 2.5 T data is addressed.
As already mentioned, Bloch’s law assumes a classical spin-wave dispersion of the form
E(q) = Dq2. A spin-wave gap would modify this to E(q) = β +Dq2. Smolyaninova et al.
pointed out that the size of the spin-wave energy gap is determined by the applied field113:
β = β0 + gµB(H −NM), (6.4)
where β0 is an intrinsic gap, g = 2 is the Lande´ factor, µB is the Bohr magneton, H is the
applied field, N is the demagnetisation factor and M is the magnetisation. Thus, the size
of the ‘effective’ gap linearly increases with the applied field. Smolyaninova et al. showed
that when a Tn approximation is used for Bloch’s law, the n value increases with H. In
this work, because the same NiMnSb sample was used for all measurements, N stayed the
same. Therefore, the n value difference between 0.75 and 2.5 T can be solely attributed to the
increase in β, due to the increase in H. Smolyaninova et al. made the same argument, showing
that the Tn exponent for La0.7Sr0.3MnO3 varied from 1.4 ± 0.1 to 1.7 ± 0.1 on increasing
H from 1 to 3 T. Their result was supported by the work of Ai-Yuan et al. who studied the
La1−xSrxMnO3 system theoretically, modelling its magnetisation and spin-wave dispersion as
a function of temperature and magnetic field114. The value of n obtained in the lowest field is
more representative of the ground state of the system because the spin-wave gap, β, is closer
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to β0, which may actually be zero. In the case of NiMnSb, we can say that the lowest value
of n, which was obtained with a field sufficient to be assured of magnetic saturation, while
modifying β the least, suggests that a T 2 law is far more appropriate than Bloch’s T 3/2 law.
6.4 SPR-KKR calculations
To complement the experimental work, DFT calculations were performed on NiMnSb. These
used the Munich spin-polarised relativistic - Korringa-Kohn-Rostocker package (spr-kkr)73,74.
A basic description of spr-kkr’s operation can be found in section 5.4.
Calculation details
The calculations called for a 52×52×52 k -space grid to sample the full NiMnSb Brillouin zone
(BZ). The spr-kkr program limited the calculation to an irreducible wedge of the BZ, where
∼18000 k -points were used. A series of trial calculations were performed with larger numbers of
k -points, but provided the same results for total energy, spin and orbital moments. Therefore,
this k -mesh was deemed satisfactory. These calculations used the PBE exchange-correlation
approximation71, and employed Lloyd’s formula, which provides an improved determination
of the DoS and Fermi level115,116. Lloyd’s formula, which is accessible via a switch in the
spr-kkr program, was derived under the assumption that the DoS of ordered or random alloys
is solely a function of the positions of the electron scattering potentials (the atoms) and their
associated phase shifts. Lloyd showed that, for a regular lattice, the DoS is a generalisation
of the Green function, which is calculated as part of the KKR band structure determination115.
Lattice optimisation
First, a lattice optimisation was conducted. Multiple calculations with varying lattice param-
eters were performed, and the resulting total energies, spin moments and Fermi level spin
polarisations were examined - see figure 6.10. The spin polarisation values were obtained
directly from the DoS for each calculation, using equation 6.1. The minimum total energy
occurs at the optimum lattice parameter, or cell volume. The total energies, E(V ), were fitted
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Figure 6.10: Cell optimisation of NiMnSb. Total energies, total spin moments, Mn spin
moments and spin polarisation values are from spr-kkr calculations. The black line is a
fitted Murnaghan equation of state, as in equation 6.5.
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with the second-order Murnaghan equation of state117,
E(V ) = E0 +
B0V
B′0
(V0V )B′0
B′0 − 1
+ 1
− B0V0
B′0 − 1
, (6.5)
where E0 is the energy associated with the optimum cell volume V0, and B0 and B
′
0 are the
bulk modulus and its pressure derivative, respectively.
The spr-kkr optimised lattice parameter was found to be 5.867 ± 0.004 A˚, which is 1.3%
smaller than the experimental value determined in this work, and between 0.6 and 0.9%
smaller than previously reported values96–98. However, discrepancies of this order between
DFT and experimental results for the lattice parameter are well documented118,119. The total
spin moment is stabilised at ∼ 4 µB over a small range of cell volumes around the optimum
value. This is a good indication that the calculations have converged at the electronic structure
expected from the 18 electron rule discussed in section 6.1. The behaviour of the total spin
and Mn spin with lattice parameter is in reasonable agreement with a previous theoretical
result from Pugaczowa-Michalska120.
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Regarding the values of spin polarisation provided in the top cell of figure 6.10, there are three
points to discuss. First, the maximum values are around 96%, which is clearly smaller than
the predicted 100%. This discrepancy is likely an artefact associated with calculating the DoS
values. It seems that a small but non-zero minority DoS always exists at the Fermi level, even
when it is situated well inside the band gap. This effect persisted when the calculations were
performed with higher k -point sampling and higher energy resolution in the DoS plotting.
Second, the effect of altering the lattice parameter was similar to shifting the position of EF
with respect to the minority channel band gap. Thus, the spin polarisation was not reduced
from its maximum value until EF encountered minority states, which happened at around
a± 2.5%, where a is the optimised lattice parameter. Lastly, the spin polarisation and total
spin moment at the experimental lattice parameter were the same as those at the spr-kkr
optimised parameter, suggesting that the electronic structures are effectively the same.
Returning to structural information, fitting the theoretical total energies with the Murnaghan
equation of state yielded values for B0 and B
′
0. Inputting these values into another form of
the equation of state,
V (P ) = V0
(
1 +B′0
P
B0
)−1/B′0
, (6.6)
provided the response of the cell volume to hydrostatic pressure, P . Figure 6.11 shows this
pressure-volume relationship for NiMnSb, and gives the values for V0, B0 and B
′
0. Also
presented is the same curve produced with theoretical values from the work of Pugaczowa-
Michalska, where the LSDA was applied120. Even at 25 GPa, the disagreement is in the
region of 1.5%, suggesting that the LSDA and GGA exchange-correlation approximations are
in good agreement. No experimental measurement of the bulk modulus for NiMnSb exists for
comparison. Theoretical reports of bulk moduli for full Heusler alloys Ni2MnIn, Ni2MnSn and
similar materials, are in the range 138 to 170 GPa121,122. Owing to the extra vacant site, the
half-Heusler NiMnSb ought to be more compressible than this, so the value of 128± 2 GPa
from spr-kkr seems reasonable. Recent GGA work by O¨zis¸ik et al. put the bulk moduli of
half-Heuslers NiZrSn and NiHfSn at 119.4 and 125.3 GPa, respectively123.
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Spin Orbital
(µB/f.u.) (µB/f.u.)
s p d Sum s p d Sum
Total 0.066 -0.070 4.033 4.029 0.000 -0.001 0.046 0.045
Ni -0.013 -0.039 0.345 0.292 0.000 0.001 0.017 0.018
Mn 0.052 0.044 3.673 3.770 0.000 0.000 0.029 0.029
Sb 0.015 -0.096 0.010 -0.071 0.000 -0.001 -0.001 -0.002
Vacancy 0.012 0.029 0.006 0.037 0.000 0.000 0.000 0.000
Table 6.1: NiMnSb spin and orbital moments from a spr-kkr calculation at the optimised
lattice parameter of 5.867 A˚. Contributions are provided for individual sites and electronic
bands (i.e. s-, p- and d -type).
Electronic and magnetic structure
The site-specific DoS for NiMnSb with the optimised lattice parameter is shown in figure 6.12.
It is in good agreement with previous results. There are many sources for comparison, but one
of the most comprehensive, and most frequently referenced, is the work of Galanakis et al.101.
The most interesting feature of the total DoS is the band gap in the minority channel, which,
in agreement with the work of Galanakis et al., is around 0.55 eV wide. This, along with the
total spin moment of ∼ 4 µB/f.u., means that this calculation conforms to expectations; it is
a half-metallic-ferromagnet. It should be noted that, according to DFT work by Kulatov and
Mazin, the exact position of the Fermi level with respect to the minority band gap can not be
reliably determined from LDA calculations124. Therefore, the position of EF roughly in the
centre of the band gap should not be taken as the definitive situation.
The general features of the Ni, Mn and Sb DoS are as described in section 6.1. The 5s
states of Sb are seen around -12 to -10 eV. The Sb 5p band, which plays the crucial role
of accommodating 3 extra electrons donated by the transition metals, spans from -6 eV up
to the Fermi level, but only small contributions exist above ∼ -2 eV. The Ni 3d majority
states are fully occupied, and the minority states are nearly fully occupied, except for a small
contribution above the Fermi level. This is due to d -d hybridisation with Mn states, and
leads to a Ni spin moment of ∼ 0.3 µB. Finally, we see the bonding and antibonding states of
Mn, below and above the Fermi level, respectively. Some Mn minority states exist below the
Fermi level, again due to d -d hybridisation with Ni, which means that the Mn spin moment
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Figure 6.12: NiMnSb site-specific density-of-states obtained from spr-kkr. The calculation
details are given in section 6.4.
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Figure 6.13: Theoretical [001] (left) and [110] (right) MCPs for NiMnSb obtained using
spr-kkr. The ‘raw’ profiles, obtained directly from the DFT package, are shown as solid red
lines, whilst dashed black lines represent the profiles convoluted with a resolution of 0.4 a.u.
is slightly reduced from the 4 µB predicted by the entirely ionic model. The spin and orbital
moments for each element in the calculation are given in table 6.1.
Theoretical magnetic Compton profiles
Theoretical MCPs from spr-kkr are shown in figures 6.13 and 6.14. The former shows the
‘raw’ [001] and [110] MCPs that were obtained directly from the calculations, as well the same
profiles convoluted with a momentum resolution of 0.4 a.u. to simulate the level of precision
available through experiment. An important feature to note is the presence of periodic
fluctuations in the MCP tails. These umklapp features are caused by the Fermi surface
topology and stem from the fact that, as described by Bloch theory, electrons with momentum
k inside the first Brillouin zone also contribute at p = k ± nG, where G is the reciprocal
lattice vector and n is an integer125. The importance of a good theoretical description of
experimentally observed umklapp features is underlined in the magnetic Compton scatter-
ing study of Ni by Dixon et al., who also provide a more advanced discussion of their origins125.
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Figure 6.14: Theoretical MCPs for NiMnSb obtained using spr-kkr. All MCPs here have
been convoluted with the experimental momentum resolution of 0.4 a.u. (Left) The total [110]
MCP, along with site-specific contributions weighted by their respective spin moments. (Right,
top) Projections along the [001], [110] and [111] crystallographic directions. The Compton
profile due to a Mn 3d relativistic Hartree-Fock calculation is shown as a green line. (Right,
bottom) Directional difference MCPs.
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Figure 6.15: Experimental magnetic Compton profiles for NiMnSb obtained at 9 K and 2.5 T.
Measurements along the [001] and [110] crystallographic directions are shown as red circles
and black diamonds, respectively. Also shown is the resulting experimental difference profile
(purple triangles), the difference profile according to spr-kkr calculations (purple line) and
the Mn 3d HF profile (green line).
In figure 6.14, the site-specific [110] MCPs are weighted according to the spins associated
with each species, as provided in table 6.1, therefore the Mn contribution is the largest and is
close to the total. The umklapp features are apparent in the total [110] MCP even after the
0.4 a.u. momentum resolution was applied. In the right top cell, a free-atom Hartree-Fock
(HF) Mn 3d profile is shown for comparison. There is good agreement between the spr-kkr
results and the HF profile from high momentum above 1.5 a.u., below which contributions
from more itinerant s and p bands determine the total spr-kkr profile shape.
6.5 Magnetic Compton profiles and analysis
NiMnSb magnetic Compton profiles were collected in a magnetic field of 2.5 T at 9 K and
300 K on the BL08W beamline at SPring-8. It was intended that MCPs along three high
symmetry directions, the [001], [111] and [110], would be collected for both temperatures, and
these directions were aligned using the back-reflection Laue method prior to the experiment.
Complications with the rotating sample stage on the BL08W magnet meant that, at 9 K, we
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Spin (µB/f.u.)
9 K 300 K
[001] 4.15 ± 0.04 3.89 ± 0.03
[111] - 3.87 ± 0.03
[110] 4.16 ± 0.04 3.88 ± 0.03
Table 6.2: NiMnSb spin moments obtained from magnetic Compton profiles at ±2.5 T.
could only have confidence in the [001] and [110] data.
Figures 6.15 and 6.16 show the experimental MCPs at 9 K in addition to profiles from HF
theory and spr-kkr calculations. The 300 K MCPs are not shown, but share the shapes
of those from 9 K when normalised to the same spin moment. There is no indication from
temperature-difference MCPs in equivalent crystallographic directions that the spin density is
significantly different between 9 K and 300 K. The experimental spin moments are given in
table 6.2; at 9 K, closest to the theoretical ground state, they are around 4% larger than the
predicted value of 4 µB/f.u. The mean spin moment at 300 K is (93.4± 0.3)% of that at 9 K,
in good agreement with the relationship between the total moments at the same temperatures,
as obtained from SQuID magnetometry.
Magnetic Compton profile analysis
There is clearly some disagreement between the experimental NiMnSb profiles and those from
free-atom Mn 3d HF and spr-kkr calculations. Agreement between the free-atom Mn 3d HF
profile and the experimental MCP tails is expected since Mn is predicted to provide around
94% of the total spin (according to the spr-kkr calculations above), a value which has been
confirmed by polarised neutron diffraction work112. The Mn 3d HF profile describes the 9 K
MCPs well above a momentum of around 2.7 a.u. only.
The spr-kkr profiles, when normalised to the theoretical spin moment of 4.029 µB/f.u., con-
sistently underestimate the experimental MCPs for momenta over around 1.5 a.u. Normalising
the spr-kkr profiles to the experimental moments does little to improve the discrepancy.
This is partly because, in addition to the difference in the theoretical and experimental MCP
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Figure 6.16: Experimental and theoretical (spr-kkr) [001] and [110] magnetic Compton
profiles for NiMnSb. Data collected at 9 K and 2.5 T. The * symbols indicate umklapp
features present in both the experimental and theoretical MCPs - refer to the text.
tail shapes, the low momentum features, which are generally attributable to more itinerant
spin-polarised electrons, are quite dissimilar; the experimental MCPs ‘flatten out’ below
∼1.2 a.u., whereas the theoretical profiles tend to increase all the way to zero momentum,
with the exception of a small dip in the [110] profile at 0.7 a.u. On the other hand, the
experimental spin density anisotropy, as reflected by the [110]-[001] difference MCP in figure
6.15, is reproduced relatively well by the spr-kkr calculations, though this agreement may
simply be random in origin.
Applying scaling factors of 1.24 and 1.23 to the [001] and [110] spr-kkr profiles, obtained by
normalising their areas to the experimental spin moments in the region 3 to 10 a.u., resulted
in good descriptions of the experimental MCPs above 2.5 and 2.3 a.u. for the [001] and [110]
directions, respectively. Significantly, and especially observable for the [110] direction, these
scaled theoretical profiles were able to describe the experimental umklapp features in the
region of 2.8 to 4.5 a.u. quite well. The umklapp features are indicated in figure 6.16 with *
symbols and, as mentioned previously, are reflective of the material’s Fermi surface topology.
Despite this, the scaled profiles were far less able to describe the experimental MCPs at lower
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momentum, even down to 1.5 a.u. where the transition metal 3d contributions should still
be dominant in determining the MCP shapes. This raises the possibility that the respective
spin moments of the transition metals in this system are different from those predicted by
theory and reflected in the spr-kkr profiles. The predicted Mn:Ni spin moment ratio, for
ideal half-metallic NiMnSb, is 12.9:1. Variations in this ratio are now explored.
Possible larger Ni spin contribution
A series of modified theoretical profiles were obtained by adding the site-specific spr-kkr
profile for Ni to the total [001] NiMnSb profile. The extra Ni spin contribution was added in
quantities from 2 to 4.5 times the amount predicted by the ab initio spr-kkr calculation. This
resulted in final Mn:Ni spin moment ratios between 4.3:1 and 2.3:1 for the modified profiles.
The profiles were fitted to the experimental data using only the momentum region from 3 to
10 a.u. The results are shown in figure 6.17. It should be noted that these modified profiles no
longer represent self-consistent electronic band structures. They serve as experiment-informed
approximations to the total spin density where the Mn and Ni spin moments are different from
those predicted by ab initio calculations. More progress with this approach could possibly
be made with fixed-spin or rigid band shifting calculations in the linear muffin-tin orbitals
(LMTO) regime of DFT. The rigid band shifting method was previously employed in the
study of Co1−xFexS2, in which the material’s Fermi level spin polarisation was deduced126.
The theoretical profile in which the Mn:Ni spin moment ratio was manually altered to 3.2:1
provided a far better description of the experimental [001] MCP than the unmodified profile
(the reduced-χ2 was diminished from 9.2 to 6.1). The MCP shape between 1.5 and 2.5 a.u. was
replicated well, in way in which the unmodified total spr-kkr profile was incapable even
with an applied scaling factor. Additionally, the region below 1 a.u. of this modified profile
was flatter, reproducing the general shape of the experimental MCP in the low momentum
range. The theoretical profile had 4 times the originally predicted Ni spin moment. Its area
was 4.03 µB/f.u., which would indicate spin moments of 3.07 and 0.96 µB/f.u. attributable
to Mn and Ni, respectively (temporarily ignoring the small negative moment predicted for
Sb). These clearly deviate from the 3.77 and 0.292 µB/f.u. predicted for the Mn and Ni
in half-metallic NiMnSb. They are also different from the values obtained experimentally
84
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
Modified SPR-KKR [001] profiles
Mn:Ni spin moment ratios 
           = 4.3:1    (less Ni)
           = 2.7:1
           = 3.2:1
           = 2.9:1
           = 2.6:1
           = 2.3:1   (more Ni)
 
 
J m
ag
(p
z) 
(
B
/a
.u
.)
pz (a.u.)
 Data [001] (at 9 K)
Figure 6.17: The possibility of a larger Ni spin contribution in NiMnSb is explored by varying
the relative spin contributions from Mn and Ni. The experimental [001] MCP is shown as red
circles, while the dashed lines represent profiles with varying Mn:Ni spin moment ratios.
by Brown et al. using polarised neutron diffraction112. The magnetisation values obtained
by Brown et al. for the Mn and Ni sites were 3.90(2) µB and 0.147(11) µB, respectively, in
reasonable agreement with predictions from DFT. The implications of such a deviation of the
transition metal spin moments from the predicted values for NiMnSb are discussed in the
concluding section of this chapter.
Fermi level shift
Further to the Mn/Ni spin moment variation approach, several calculations were performed to
determine whether a shift in the position of the Fermi energy, or rather a shift in all electronic
bands relative to the Fermi energy, could account for the experimental-theoretical disparity
in the NiMnSb MCPs. The position of the Fermi energy was manually shifted by -0.6, -0.3,
+0.3 and +0.6 eV from the value given in the self-consistent converged potential. Note that
the theoretical size of the minority channel band gap is 0.55 eV. The result was to introduce
or remove occupied majority- and minority-spin states from the region around the Fermi
energy. Whilst shifting electronic bands by these energies might be considered unphysical,
85
    
DoS (states/eV)
E
F
 - 0.6 eV  EF - 0.3 eV SPR-KKR DoS  EF + 0.3eV  EF + 0.6 eV
 
E
nergy (eV
)
 
E
ne
rg
y 
(e
V
)
0 2 4
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
0 2 40 2 40 2 40 2 4
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
 
 
 E
F
 + 0.3eV
  
 ab initio 
           MCP
           result
  
 Shifted
           EF MCP
           result
 
J
m
ag (p
z ) (
B /a.u.)
 
 E
F
 + 0.6 eV E
F
 - 0.3 eVE
F
 - 0.6 eV SPR-KKR [001]
 
pz (a.u.)
J m
ag
(p
z) 
(
B
/a
.u
.)
 
Figure 6.18: (Top) DoS diagrams corresponding to NiMnSb calculations with manually shifted
Fermi levels. (Bottom) [001] MCPs for the same calculations highlight the changes in the total
moment, as well as shape differences due to the varying contributions of different electronic
bands. In each MCP, the dashed green line represents the shifted band structure and the
black line represents the unmodified case.
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Figure 6.19: Experimental [001] NiMnSb MCP at 9 K (red circles) and the spr-kkr profile
in which the Fermi energy was manually shifted by -0.6 eV. The dashed green line represents
the profile normalised to 3.515 µB and the solid green line has a scaling factor of 1.32.
this method serves as a useful approximative tool because the states around the Fermi energy
are of the types most likely to be populated if significant atomic disorder exists in the system,
or if the minority band gap is smaller than predicted. DoS diagrams and the corresponding
MCPs for these calculations are shown in figure 6.18.
When the Fermi level was reduced by 0.3 then 0.6 eV, the Ni and Mn spin moments became
smaller, first by reducing the number of occupied majority states, then, once EF passed out
of the minority band gap, by reducing the total majority and minority occupation. At EF -
0.6 eV the total spin moment was 3.515 µB (cf. 4.029 µB in the normal calculation); the Ni
moment was reduced by over 50% and the Mn spin was reduced by ∼6%. This is reflected in
the MCP, which is fractionally narrower than the normal result above ∼ 2 a.u., indicating
a smaller 3d contribution. When the Fermi level was increased by 0.6 eV, the total spin
moment increased, though only by 0.1 µB. The Ni and Mn moments stayed roughly the
same; the additional moment was due to Sb majority s and p states. The inclusion of these
more itinerant states is again reflected in the shape of the resulting MCP - an additional very
narrow peak (HWHM ∼ 0.5 a.u.) is present at low momentum. Although extra Ni and Mn
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states are occupied if the Fermi level is increased, it seems that the numbers of extra majority
and minority states cancel fairly well, resulting in no additional 3d moment.
Figure 6.19 shows the spr-kkr profile with the Fermi energy shifted by -0.6 eV and the
experimental NiMnSb [001] MCP at 9 K. Comparison was made with the EF - 0.6 eV result
because its profile was narrower than the ab initio result, a feature which ought to improve
the agreement with experiment. However, the modified theoretical profile was unable to
describe the experimental MCP when it was normalised to its spin moment of 3.515 µB or
when a scaling factor of 1.32, obtained from fitting between 3 and 10 a.u., was applied. What
these results show most clearly is that a simple electronic band shift, which introduces or
removes states from the region around the Fermi energy, is not sufficient to reproduce the
spin momentum density seen experimentally.
Atomic disorder
A final series of calculations was performed in which the coherent potential approximation
(CPA)76 was used to approximate atomic disorder in NiMnSb. Two types of disorder were
investigated. In the first, substitutional disorder, certain fractions of each atom (2, 5 and 10%)
were removed from their own crystallographic sites and interchanged with other atoms. In the
second, non-stoichiometric disorder, the fractional content of Ni, Mn and Sb were reduced,
effectively leaving additional vacant sites in the crystal. A host of these calculations were
performed, but only minor variations in the theroretical profile widths were observed. The
largest changes were in the region 0 to 2 a.u., generally relating to increases or decreases in
the spin moment of itinerant s and p bands.
6.6 Surface preparation of MnSb, NiSb and NiMnSb
XPS was performed on polycrystalline samples of MnSb and NiSb, as well as a single crystal
of NiMnSb. The purpose of the experiments was to determine whether the surfaces of bulk
samples, which understandably become oxidised by exposure to atmosphere, could be restored
to clean, stoichiometric ideals by means of relatively simple preparation techniques. To
date, there exists no rigorous and dependable methodology documented in the literature for
achieving this result. The surface preparation methods investigated here were hydrochloric
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acid (HCl) etching, Ar+ sputtering and vacuum annealing.
Motivation
The primary motivation for this work was the desire to perform experiments such as X-ray
magnetic circular dichroism (XMCD) and spin-polarised angle-resolved photoelectron spec-
troscopy (SPARPES) on clean, stoichiometric surfaces, having prepared the samples in situ or,
in the case of HCl etching, as soon as possible before introduction into vacuum. XMCD is an
element-specific probe of magnetisation, while SPARPES, another X-ray technique, allows the
spin-polarised band structure of a material to be reconstructed. By measuring clean, stoichio-
metric surfaces, experimental results may be compared to theoretical predictions regarding
the electronic structure of a particular system. Significantly, the development of a simple and
reliable surface preparation method would raise the inviting possibility of performing several
electronic structure-sensitive measurements (e.g. magnetic Compton scattering, XMCD and
SPARPES) on the same sample during the same synchrotron-based experiment.
Although the ultimate interest in Heusler alloys and related binary compounds lies in the realm
of thin films, the development of bulk-sample surface preparation methods is important for
several reasons. Firstly, in many instances, stoichiometric bulk crystals are easier to produce,
and are therefore more easily obtained, than their thin film counterparts. This is especially
true of ternary alloys like NiMnSb, where growth by molecular beam epitaxy (MBE), pulsed
laser deposition (PLD), or other thin film growth methods is relatively time-intensive and
requires a great deal of prior investigative work. If bulk-sample surfaces can be prepared
adequately and easily, they may be subject to a wide range of informative techniques with
considerably less effort than that associated with thin film samples. Secondly, because thin
films tend to be very thin films, ranging from a few atomic monolayers up to a few tens of
nanometers, the materials under investigation are likely to be irreversibly damaged by any
series of preparation methods. Whereas, following repeated wet chemical etching and/or ion
bombardment processes a bulk crystal can simply be repolished and used again, an equivalent
thin film sample would likely be destroyed and a new one would be required.
89
MnSb and NiSb samples
MnSb and NiSb polycrystal samples were produced in the same manner as the NiMnSb
starting ingot discussed previously; repeated tri-arc melting followed by vacuum annealing.
The ingots were annealed at 800 ◦C for 150 hours. EDX analysis put the TM:Sb ratios at 1:1
for both the MnSb and NiSb, while powder X-ray diffraction confirmed their expected crystal
structures (space group P63/mmc).
Samples approximately 5 mm × 5 mm × 2 mm were cut from the polycrystal ingots using a
rotating diamond blade and subsequently polished with increasingly fine grades of lapping
paper. In the final polishing phase, a diamond suspension with fragments ∼0.25 µm was
employed. The polished surfaces possessed the metallic lustre expected of these materials.
Atomic force microscopy (AFM) of regions 25 µm × 25 µm revealed an overall root-mean-
squared surface roughness of 26 nm, with a few large trench-like features, left by the final
polishing stages, up to 150 nm wide.
Experimental procedure - HCl etching and vacuum annealing
The polished MnSb and NiSb samples were subject to XPS in three states; as-loaded, after a
HCl etch, and after an in situ vacuum anneal. The HCl etch process comprised a 10 second
submersion in a solution of 36% hydrochloric acid, followed by rinsing with de-ionised water
and drying with pressurised nitrogen. The vacuum anneal was 1 hour at 300 ◦C. The XPS
regions of interest were the Ni 2p (binding energies between 850 and 875 eV), Mn 2p (635 to
660 eV), Sb 3d and oxygen 1s (525 to 545 eV), and Sb 4d (28 to 40 eV). Results for MnSb
and NiSb are shown in figures 6.20 and 6.21, respectively.
XPS analysis - HCl etching and vacuum annealing
One of the first features of note is the reduction to background of the oxygen 1s peak (binding
energy 530.4 eV) for both MnSb and NiSb after the complete surface treatment. This is a
good indicator that the preparation methods successfully removed a lot of oxide contamination.
Often the area of the 1s peak can be used as a good measure of the oxygen concentration of
the surface. In this case however, the peak appears in the same region as that of Sb 2p3/2
and its associated oxide. Proper fitting to the XPS peaks in this region was impossible, so
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Figure 6.20: The Mn 2p, Sb 3d and Sb 4d core level regions of a MnSb polycrystal XPS,
showing the effects of a HCl etch and annealing under vacuum.
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Figure 6.21: The Ni 2p, Sb 3d and Sb 4d core level regions of a NiSb polycrystal XPS, showing
the effects of a HCl etch and annealing under vacuum.
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Figure 6.22: Illustration of the XPS peak fitting procedure for the Sb 4d core level region.
the oxygen concentration trend was determined from the Sb 4d region instead.
Note that the peak fitting procedure used here was less complex than seen in some XPS work.
Full identification and treatment of all the bonding environments contributing to the XPS
spectra (metal-metal, metal-Sb, various oxides, satellite features, etc.) was deemed unnecessary.
Instead, a more qualitative analysis was used to obtain the important information.
Figure 6.22 illustrates how the Sb 4d fitting was performed. Each peak was assumed to have a
Voigt lineshape, with both Gaussian and Lorentzian broadening contributing to the full-width
at half-maximum (FWHM). Fitting was first performed on the spectra from fully treated
samples, to obtain reasonable peak positions and FWHM values for almost oxide-free peaks.
These values were kept constant while fitting to the other spectra, in order to identify the
oxide contributions. After shifting the binding energies by a small amount (|mean shift| =
0.17 eV) so that the C 1s peaks of each sample aligned at 285 eV127, the Sb 4d5/2 binding
energies were found to be 31.93 and 32.17 eV for NiSb and MnSb, respectively. The 4d3/2
energies were 33.17 and 33.28 eV. The average spin-orbit splitting of the Sb 4d peaks was
1.18 eV and the FWHM for these peaks was 0.65 eV; both of these values are in decent
agreement with XPS work on MnSb thin films128. The FWHM of the higher binding energy
peaks in as-loaded and HCl-etched spectra were allowed to be larger, so as to represent a
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Surface preparation
As loaded HCl etch Etch and anneal
MnSb 66 % 18 % 3 %
NiSb 36 % 56 % 6 %
Table 6.3: Behaviour of surface Sb oxide concentrations for MnSb and NiSb with surface
preparation - as determined by fitting peak areas in the Sb 4d region. The % values represent
the fraction of each Sb 4d region which is attributed to oxides.
range of bonding environments, though the spin-orbit separation was kept at the same value
of 1.18 eV. This is a reasonable approach since a number of antimony oxides, such as Sb2O3,
Sb2O4 and Sb2O5, are known to exist, each having different Sb 4d binding energies
49. With
respect to the Voigt lineshapes, a single FWHM value is estimated from the Gaussian and
Lorentzian widths using the approximation of Olivero and Longbothum129.
Sb oxide concentrations
Table 6.3 provides the percentage of each Sb 4d XPS region that is attributed to Sb-oxygen
bonding. For both NiSb and MnSb the oxide content is severely diminished after the full
surface treatment. However, the effect of the HCl etch alone seems to be quite different for
each sample. The oxide content of the NiSb surface increases after the HCl etch, and this is
reflected in the size of the oxygen 1s peak - see figure 6.21, cells (d), (e) and (f). It is possible
that, though great taken was taken during the surface preparation procedure, the increased
oxide content of NiSb in the intermediate stage was a consequence of prolonged exposure to
atmosphere after the HCl etch but before the sample’s insertion into vacuum.
Focussing now on the Sb 3d spectra, the binding energy separation between the Sb 3d3/2
peaks and their oxide features is in the region of 2.3 ± 0.1 eV. Peak separations of this size
have previously been attributed to an oxide130, and in particular Sb2O3
49. However, the
oxide features seen here are quite broad and are probably composed of contributions from all
three of the previously mentioned Sb-oxides.
Sample stoichiometry
In the final stage of the MnSb and NiSb XPS analysis, the stoichiometry, i.e. TM:Sb ratio,
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Surface preparation
As loaded HCl etch Etch and anneal
MnSb 1:1 0.1:1 0.7:1
NiSb 0.7:1 0.4:1 0.8:1
Table 6.4: Sample surface stoichiometry before and after treatments. Values represent the
proportions of TM:Sb and are obtained from analysis of XPS spectra normalised with the
relevant atomic sensitivity factors and inelastic mean free paths.
was determined for each stage of the surface preparation process - the results are given in
table 6.4. The TM 2p and Sb 4d regions were examined. The peak areas were normalised
with the relevant atomic sensitivity factors (ASF)131 and inelastic mean free paths (IMFP) so
that the compositions could be deduced. IMFPs are the mean lengths through which electrons
can travel through a material without undergoing inelastic scattering and losing some of their
characteristic energy. These were obtained using the TPP-2M equation of Tanuma et al.132,
implemented in the NIST Electron Inelastic Mean Free Path program133.
The starting stoichiometries for each sample’s surface were different, but in both cases the
HCl etch resulted in a more Sb-rich surface. The effect was particularly large for the MnSb
sample, where the Mn concentration at the surface was reduced by a factor of ten. The smaller
effect observed for Ni may possibly be explained by the fact that only one Ni oxide (NiO) is
known to exist, compared to large number of oxides (MnO, Mn2O3, Mn3O4, etc.) that exist
for Mn. After the vacuum anneal at 300 ◦C for 1 hour, the surfaces of both samples were par-
tially restored to bulk-like stoichiometry, suggesting that some refinement of this final process,
using a different temperature and/or anneal time, might provide the desired TM:Sb ratio of 1:1.
Experimental procedure - in situ Ar+ bombardment
XPS measurements were made on the single crystal NiMnSb sample, which was treated with
an entirely in situ surface preparation procedure. The four states were; as-loaded, after a
0.5 keV Ar+ bombardment, vacuum annealed, and after a final 1 keV Ar+ bombardment. As
before, the main objectives were the removal of surface oxidation and the restoration of the
surface to bulk-like stoichiometry. Both ion bombardment intervals were 30 minutes, while
the vacuum anneal was at 250 ◦C and lasted 1 hour. All of these procedures took place within
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Figure 6.23: XPS core level regions of single crystal NiMnSb, showing the effects of various
Ar+ sputtering and annealing procedures.
95
the same vacuum system used for the XPS measurements.
XPS analysis - in situ Ar+ bombardment
The NiMnSb XPS results are shown in figure 6.23. Looking at the Sb 3d and 4d regions, the
incremental reduction of the surface oxide is clear, but it is not as complete as seen in the
HCl treatment of MnSb and NiSb. In the final treated state, the oxide contribution to the Sb
4d region (determined from the same fitting procedure as used previously) was found to be ∼
12%, significantly higher than seen after the complete HCl treatment. Also, the oxygen 1s
peak was still quite apparent at around 530 eV. The ratio of Ni:Mn:Sb for the final treated
state was found to be 17:67:16, which deviates significantly from the stoichiometric ideal.
6.7 Conclusions
Single crystal production
The objective of producing a single crystal of NiMnSb was achieved. This is evidenced by
results from EDX, Laue diffraction and, most significantly, X-ray powder diffraction. The
latter confirmed that the crystal possessed the correct crystal structure (see figure 6.1) and
had a lattice parameter consistent with values previously reported in the literature. The
lattice parameter was found to be 5.945± 0.001 A˚.
Magnetometry
M vH and M vT magnetometry yielded a total moment for NiMnSb of 3.98 µB/f.u., in good
agreement with other work and predictions. Although this was not sufficient by itself to
confirm the half-metallicity of the material, it was a further indicator of the high quality of the
crystal and suggested that the electronic structure was close to that expected for half-metallic
NiMnSb. The saturating field of ∼ 0.25 T was in good agreement with previous work.
With respect to the M vT magnetometry, two main pieces of information can be extracted
from the data and fitting. First, from 5 to 380 K, and in fields of 0.75 and 2.5 T, there is
no evidence for a Tn power law transition of the kind previously reported by Gardelis et al.
and Hordequin et al. We can conclude that a changeover form one form of magnetism to
another, e.g. well-localised to itinerant, does not occur in our sample, and that if some other
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change exists in the electronic structure it is not reflected in the magnetisation data. Second,
the fact that the appropriate Tn exponent was found to be around 2, rather than the 3/2
suggested by Bloch theory, suggests that the magnetism may be delocalised, or Stoner-like.
This is a surprising result. Stoner excitations are those which scatter one spin type (majority
or minority) into the other. Since NiMnSb is predicted to have zero available states in the
minority channel near the Fermi energy, it should be impossible for Stoner excitations to
exist, leaving only the classical transverse spin-waves to disrupt the magnetic order. The
determined T 2 dependence raises the possibility that the predicted minority-spin band gap is
either non-existent or compromised in the studied NiMnSb sample.
An alternate interpretation of the observed T 2 magnetisation dependence is that it is due to
the presence of a low wavevector gap in the classical spin-wave dispersion. Smolyaninova et
al. argued that such a gap is created with the application of a magnetic field. Fitting M vT
data with a law of the form Tn then results in modified n values that depend on the applied
field and can be 2 or higher. The factor that detracts from this interpretation is that the gap,
β, deduced from fitting our NiMnSb M vT data with Smolyaninova et al.’s modified power
law is found to be 19± 2 meV, far larger than the value of 1.0 ± 0.2 meV previously found by
Hordequin et al. with inelastic neutron scattering.
A final result from the NiMnSb magnetometry work, one that was not mentioned in the
relevant section but is still of some interest, relates to the DLM-DFT calculations discussed
in the introductory section. These calculations predicted a vastly reduced spin polarisation
for NiMnSb at a T ∗ of 100 or 180 K. The interpretation of reduced magnetisation from the
DLM-DFT calculations into T ∗ values was achieved with a Brillouin function describing
magnetisation as a function of temperature. In this chapter is presented magnetisation data
for NiMnSb, in agreement with other work from Otto et al.106, which shows that the saturated
moment reduces more slowly with temperature than estimated in the DLM-DFT work. If the
experimental behaviour of M(T ) is considered instead, T ∗ for NiMnSb may actually be closer
to room temperature, at around 250 K, indicating that its spin polarisation is more robust
than the DLM-DFT work suggests.
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Density-functional theory calculations
The NiMnSb DFT calculations conformed to expectations and previous results, inasmuch as
they generated a half-metallic electronic structure, an integer spin moment of 4 µB, and put
the optimum lattice parameter at just under the experimental value, at 5.867± 0.004 A˚. The
lattice optimisation work showed that the system followed well the pressure-volume-energy
relationships given by the Murnaghan equation of state, and the derived bulk modulus of 128
± 2 GPa is consistent with other work.
No new information was likely to be gleaned from an analysis of the NiMnSb DoS given here,
since the electronic structure has been understood for some time. However, the equivalence
of the DoS with other work adds to the veracity of all aspects of the calculations, most
importantly the theoretical magnetic Compton profiles. The site-projection of the DoS and
MCPs, as well as the site- and band-specific spin moments, puts forward a rounded picture of
the magnetic contributions in NiMnSb which can serve as a useful reference in future work.
Magnetic Compton scattering
The spin moments obtained from magnetic Compton scattering at 9 K were slightly (∼4%)
larger than the expected 4 µB/f.u. for NiMnSb. The relative sizes of the spin moments at 9 K
and 300 K were in good agreement with the equivalent total moments obtained from SQuID
magnetometry. In addition, there was little directional variation in the size of the measured
spin moment (magnetic anisotropy), agreeing with magnetometry results from other work.
The Mn 3d HF Compton profile and the total NiMnSb spr-kkr profile were unable to describe
the experimental MCPs. This is a fairly strong indication that the spin density, and therefore
electronic band structure, of the measured sample is different from that predicted for half-
metallic NiMnSb. Attempts to identify and resolve the experimental-theoretical discrepancy
led to modifications of the ab initio DFT results; scaling the spr-kkr MCPs, changing the
Mn/Ni spin moment contributions, manually shifting the conduction bands with respect to
the Fermi level, and introducing varying levels of atomic disorder. Of these approaches, only
significantly increasing the fractional Ni spin moment resulted in a theoretical profile capable
of describing the experimental MCP well. When the total spin moment was given by the
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ratio Mn:Ni = 3.2:1 (3.07 µB/f.u. and 0.96 µB/f.u. on the Mn and Ni sites, respectively) the
agreement over the full MCP was vastly improved compared to the unmodified profile. This
result, in addition to the deviation from Bloch’s T 3/2 law for the temperature-dependent
magnetisation, suggests that the NiMnSb crystals studied here are probably not half-metallic.
On the other hand, an encouraging facet of the magnetic Compton scattering work comes
from the fact that the experimental MCPs possess umklapp features, related to the material’s
Fermi surface topology, that are well replicated by the theoretical MCPs from spr-kkr.
Surface preparation of MnSb, NiSb and NiMnSb
Looking now at the surface preparation work, the HCl etch and anneal given to MnSb and NiSb
was quite effective; surface oxides were removed and, in the final stage, the stoichiometries were
almost restored to a 1:1 ratio of TM:Sb. With some future refinement, most likely focussing on
the details of the annealing process, it ought to be possible to achieve the desired stoichiometry.
The ion bombardment and annealing process used here was less effective than the HCl etch,
with the full treatment resulting in a Mn-rich surface (Ni:Mn:Sb = 17:67:16). However, the
Ar+ ion treatment offers advantages over the wet chemical method; since it is entirely in situ,
the likelihood of sample contamination and oxidation between preparation stages is negligible,
and XPS spectra can be recorded quickly after each preparation process. In the simplest
terms, an entirely in situ cleaning process is desirable because it is easier and less messy.
Future work
An area which could benefit from more work is the investigation of NiMnSb’s M vT behaviour.
A future study, including wider temperature ranges and multiple applied field strengths,
could reveal the zero field temperature-dependence, where the spin-wave dispersion relation
is unmodified by an applied field, and the relationship of the T power exponent with the
applied field. In addition, the necessity of extra modifying terms in Bloch’s power law could
be addressed. Since the electronic structure of NiMnSb is intimately linked to its magnetic
behaviour, all of this information could be useful, most likely in combination with results
from other experimental techniques, in determining the extent of its half-metallicity.
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Similar magnetometry work, in addition to magnetic Compton scattering experiments, could be
carried out on other half-metal candidates from within and without the half-Heusler family of
alloys. This could determine whether NiMnSb is unique in its non-Bloch-magnetism/predicted-
half-metal disparity, or if it is a feature of the half-Heuslers or, more generally, all of the
predicted half-metals. The results of such a study could certainly be of key importance in
the field. A good first choice for this work might be the simpler binary pnictide systems,
wurtzite-MnSb and zincblende-MnSb. These systems are closely related to NiMnSb, but
have an advantage, from the standpoint of experimental interpretation, of possessing a sin-
gle magnetic ion only; on the other hand, the production of these materials, which is by
MBE, is in its very early stages and may not be capable of yielding samples for immediate study.
It would be advisable to repeat the magnetic Compton scattering experiment on NiMnSb,
ideally using a crystal sample other than the one studied here. In this way, the validity of
the MCPs can be established, as well as examining the unlikely possibility that the sample
studied in this work possessed a spin momentum density different from other parts of the
synthesised boule. An investigation of the temperature-dependent MCP shapes might reveal
some change in the spin density, or even a clear transition, related to the predicted drop-off
in spin polarisation with temperature.
Considering further density-functional theory calculations, the LMTO package, primarily used
by members of the Compton scattering group based in Bristol, might be useful in deducing
the band structure of the measured NiMnSb sample. This package has a capability that
spr-kkr does not; it allows for individual electronic bands to be shifted within the converged
potential. Using iterative steps, the LMTO magnetic Compton profiles are compared to
those obtained experimentally and the band structure is altered in order to minimise the
theoretical-experimental disagreement.
Finally, the NiMnSb surface could be studied in more detail. There was a previous report
on the nanostructuring of a NiMnSb (110) surface as a consequence of Ar+ bombarding and
vacuum annealing95. In that work, the nanostructuring affected the surface magnetisation. A
full investigation would look at the structural effects of both Ar+ and Ne+ bombardment using
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scanning electron microscopy (SEM) and atomic force microscopy (AFM). Information about
the electronic structure at the surface could then be inferred from spin-polarised angle-resolved
photoemission (SPARPES), and magnetisation data could come from a magneto-optic Kerr
effect magnetometer, which is currently in development. There is also the possibility of
a hard X-ray photoemission (HAXPES) study of the bulk NiMnSb crystal. This will use
X-rays of energy ∼ 8 keV to examine the total density-of-states around the Fermi energy, and
will hopefully allow, through comparison with theoretical work of the kind provided here, a
determination of the extent of the predicted minority-spin band gap.
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Chapter 7
The 4f orbital occupation and
magnetic structure of TbMnO3
For the purpose of this work on TbMnO3, magnetic Compton scattering was employed as
an atomic orbital-specific probe of the magnetism, providing information about the system’s
magnetic structure and electronic configuration. Experimental results, coupled with theoretical
work from the gamess linear combination of atomic orbitals (LCAO) code, provided a useful
tool for the study of this 4f -3d system, allowing the determination of the Tb spin structure
and the first confirmation of the predicted arrangement of Tb moments using separate spin
and orbital contributions.
7.1 Introduction
TbMnO3 is part of the class of magnetoelectric multiferroics, exhibiting electric polarisation in
an applied magnetic field and magnetisation in an applied electric field134,135. Such materials,
many of the form RMnO3, where R is a rare-earth ion, have attracted attention in recent
years because of their interesting and potentially useful properties; magnetoresistance136,
magnetocapacitance137, half-metallicity138,139, orbital ordering140,141, and a range of metallic
and magnetic transitions. Underlying these properties is a coupling between the magnetic
order and lattice distortions142, the understanding of which provides the motivation for much
of the ongoing research.
Predicted magnetic and electronic structure
There has so far been relatively little published work regarding the electronic structure of
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Figure 7.1: The Pbnm unit cell (grey line) of TbMnO3 is shown in (a), where the near-cubic
environment around each Tb ion is highlighted (black line). (b) shows the distortion of the
MnO6 octahedra which leads to the staggered orbital ordering described in the text.
TbMnO3 beyond comparison with similar materials. The Tb ion is thought to have a simple
Hund’s rule spin structure, 4f 7↑+1↓, while the Mn possesses a 3d t2g3 eg1 configuration with
staggered 3dx2−r2 and 3dy2−r2 orbitals in the a-b plane141,143. This type of Mn orbital
ordering is known to exist in the ‘parent’ compound LaMnO3
144, and is a result of the Jahn-
Teller distortion described in section 2.3, albeit with the cell elongation along the y-axis rather
than the z -axis. The structure of TbMnO3, and the arrangement of the Jahn-Teller-distorted
MnO6 octahedra, are illustrated in figure 7.1.
Theoretical studies on TbMnO3 have focussed on the complex ground-state magnetic order-
ing of the Tb and Mn sublattices. Both are predicted to order with cycloidal structures
at low temperatures, which is consistent with evidence from neutron and X-ray scattering
studies144–146. Other experimental work has characterised the macroscopic dielectric and
magnetic properties, resulting in fairly comprehensive phase diagrams147,148.
Independent DFT calculations by Xiang et al., Yamauchi et al. and Chen et al. have predicted
the system to be an insulator, with a gap between majority spin Mn eg states
141–143. Xiang
et al. put the insulating gap at about 0.5 eV, which has been confirmed by resistivity
measurements of thin film and bulk samples149. Of these DFT studies, the most relevant to
this work is that of Xiang et al., who also examined the electronic structure of the Tb. They
found that the majority 4f states were fully occupied, lying between -7.5 and -6 eV relative
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Figure 7.2: Tb 4f and Mn 3d components of the TbMnO3 DoS (from DFT + U + SOC
calculations). Reproduced from the work of Xiang et al.143.
to the Fermi energy. Of the minority states, most were clustered around 3.5 eV, with a single
occupied band, identified as the 4f z(x2−y2), being found at about -3 eV. There was also a
small 4f xyz contribution to the minority states. The 4f bands possessed a very narrow energy
range in the DoS, indicating that the electron distribution is well-localised. The DoS from
Xiang et al. is provided in figure 7.2.
7.2 Magnetic and electric properties
Magnetoelectric effect and magnetic ordering temperatures
Kimura et al. were the first to observe the magnetoelectric effect in TbMnO3
134. Magnetisation,
transport and heat capacity measurements revealed three distinct phases in the system and
showed that the onset of spontaneous electric polarisation along the c-axis occurred at one of
the magnetic ordering temperatures - see figure 7.3. Neutron diffraction work by Kenzelmann
et al. confirmed the critical temperatures previously reported and provided information
for a more complete description of the magnetic ordering in the system144. According to
Kenzelmann et al., below a Ne´el temperature, TMnN = 42 K, the Mn moments order with a
collinear sinusoidal antiferromagnetic arrangement in the b direction - see figure 7.4(a). Below
a second critical temperature of 28 K, the Mn moments order with a cycloidal structure in
the b-c plane - figure 7.4(b). Evidence for the long-range ordering of the Tb moments below
28 K has come from resonant X-ray scattering145,147 and circularly polarised nonresonant
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Figure 7.3: The magnetoelectric effect is apparent from the coincidence of electric polaristion
(c) with a peak in the magnetisation (a). Reproduced from the work of Kimura et al.134.
X-ray scattering146, though the nature of this ordering, and how it relates to that of the Mn
sublattice, is still debated. Finally, at TTbN = 7 K, the Tb moments experience an ordering
which is generally accepted to be independent of the Mn magnetism.
Phase diagram
Figure 7.5, from the work of Strempfer et al., shows magnetic phase diagrams for TbMnO3
along the crystallographic a and b directions based on resonant and non-resonant X-ray
diffraction147. The b direction phase diagram is in agreement with that put forward in one of
the first TbMnO3 studies, the 2003 work of Kimura et al.
134.
Magnetoelectric mechanism
Katsura et al. put forward a mechanism for non-collinear magnets whereby the direction of
the spontaneous electric polarisation, P ij , relates to the neighbouring spins, S i and S j , and
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Figure 7.4: Magnetic structure of the Mn moments in TbMnO3 below (a) 42 K and (b) 28 K.
Red arrows represent the relative size and direction of Mn moments, while the grey arrow in
(b) shows the direction of electric polarisation.
Figure 7.5: TbMnO3 phase diagram along the crystallographic a and b directions from
resonant and non-resonant X-ray diffraction measurements. ‘IC-phase’ and ‘C-phase’ refer
to the incommensurate (cycloid) and commensurate (spin density wave) ordering of the Mn
spins. Reproduced from the work of Strempfer et al.147.
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the vector between them, r ij . We have that
150
P ij ∝ r ij × (S i × S j). (7.1)
If the Mn moments possess a cycloidal structure in the b-c plane, then S i × S j is parallel to
a . Equation 7.1 tells us that the resulting polarisation is proportional to b × a , therefore
pointing along c, as confirmed by Kimura et al.’s initial work. Equation 7.1 offers a similarly
straightforward explanation for the fact that the polarisation direction is switched from c to
a with the application of a magnetic field along b; this is the polarisation ‘flop’ as observed
by Hur et al.151. In that case, only a cycloid in the a-b plane could be responsible, and
this was confirmed experimentally by Aliouane et al. using single crystal neutron diffraction152.
The Dzyaloshinsky-Moriya interaction
Another contribution to the description of electric polarisation in multiferroics came from
Sergienko et al., who argued that the Dzyaloshinsky-Moriya interaction (DMI) provided the
mechanism for the strong coupling between ferroelectricity and magnetism153,154. The DMI is
a form of anisotropic superexchange which includes the effect of spin-orbit coupling155. The
result is that an excited state of a particular magnetic ion may interact with the ground state
of its neighbour. Though the derivation is fairly involved155–157, the Hamiltonian associated
with the DMI is simply given by
Ĥij = D ij · (S i × S j), (7.2)
where D ij is a constant vector. This energy term often means that a canted alignment of
moments is preferred over true antiferromagnetism; Dzyaloshinskii and Moriya referred to this
as ‘weak’ ferromagnetism. The vector D ij differs according to the symmetry of the crystal in
question, but in the case of TbMnO3 it is proportional to x × r ij , where x is the displacement
of the oxygen ion from its ideal position and, as before, r ij is the vector between the spins S i
and S j - see figure 7.6. With this in mind, it is easy to see that the DMI energy increases
with the displacement of the oxygen ions, and since these are negatively charged and the
Mn ions are positive, the result is an electric polarisation perpendicular to the direction of
magnetic propagation. This effect is seen for all incommensurate multiferroics.
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Figure 7.6: The electric polarisation mechanism in TbMnO3, as proposed by Katsura et al.
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(see equation 7.1). φ = 146◦.
Magnetic ordering of the rare-earth ions
It was proposed by Feyerherm et al. that the rare-earth ions play an important role in deter-
mining the ferroelectric properties of rare-earth perovskites158. They studied DyMnO3 and
GdMnO3 with resonant X-ray magnetic scattering, showing that the Mn cycloidal ordering
and the ferroelectric polarisation were affected, and possibly stabilised, by the ordering of the
rare-earth moments. They concluded that, “for a full understanding of the ferroelectricity in
rare-earth manganites an understanding of the rare-earth magnetism is very important.”
Tb moments in TbMnO3
Magnetometry for single crystals of TbMnO3 along three principal crystallographic directions
is shown in figure 7.7. These results are from the Ph.D. thesis of Daniel O’Flynn159, formerly
of the Warwick Superconductivity and Magnetism group, and were recorded using a vibrating
sample magnetometer (VSM). The data reveal metamagnetic transitions which are consistent
with the “Ising-like”160 model for the Tb moments that was used in the late 1960’s and 1970’s
to explain very similar behaviour in TbAlO3
160, TbFeO3
161 and other Tb perovskites162. In
TbMnO3 the total moment in the a direction experiences a sharp increase at ∼ 1.5 T, before
saturating at ∼ 2 T. In the b direction there are two transitions; one at ∼ 1 T and one at
∼ 4.5 T. It is important to note that the ‘saturation’ mentioned here applies specifically to
this Ising-like model and does not indicate that the Tb spins become fully oriented along the
direction of applied magnetisation - this would result in the 9 µB/f.u. classically associated
with the Tb3+ ion. Rather, due to Tb-Tb dipole interactions and the exchange and dipole
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Figure 7.7: Magnetometry of TbMnO3 recorded at 1.45 K for the crystallographic a , b and c
directions. Reproduced from the Ph.D. thesis of Daniel O’Flynn159.
fields exerted by the transition metal ions, they have energetically favourable orientations
with an angle in the region of 57◦ to the b-axis163,164. According to Belov et al., the observed
metamagnetic transitions are the reversal of those ions whose magnetic moments are directed
opposite to the external field163.
Figure 7.8 illustrates the Ising-like model whereby, in zero field, the moments of the four Tb
sites of the orthorhombic cell order in the a-b plane with no net magnetisation. With a field
applied in the a direction, the moments on two sites are flipped, giving two pairs of aligned
moments making an angle, θ, with the b-axis. Applying a field in the b direction causes one
Tb moment to flip at ∼ 1 T and a second to flip at ∼ 4.5 T. Belov et al., who theoretically
examined the energetics of the closely related TbFeO3 system, described the H ‖ a and H ‖ b
metamagnetic transitions as A
′
xG
′
y → F
′
xC
′
y and A
′
xG
′
y → A
′
xyG
′
yxF
′
xyC
′
yx → F
′
yC
′
x for the Tb
ions163. θ has been reported as between 50◦ and 56◦ for various Tb perovskites160–163, with
the angle of 57◦ given for TbMnO3 by Quezel et al.164.
Quezel et al. seemingly obtained their θ value from a comparison of the total magnetic
moments along the a and b directions. This approach assumes that all of the moment can
be attributed to Tb. In contrast, an important outcome of the work described here is the
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Figure 7.8: Ising-like model for the Tb spins in TbMnO3. Refer to the text for a full
description.
assignment of spin and orbital contributions separately to Tb and Mn. This allowed for a
more meaningful investigation of the Ising model and the determination of θ values based
solely on the spin moments or the orbital moments.
7.3 GAMESS theoretical work
gamess LCAO calculations were performed on TbMnO3 in order to obtain species- and atomic
orbital-specific Compton profiles to fit to experimental MCPs. Of primary interest were the
seven 4f orbitals of the Tb ion, and the five hybridised d -like orbitals of the MnO6 octahedra.
For a rare-earth/transition metal system such as this, it is reasonable to assume that the
4f and 3d electrons contribute most significantly to the magnetism and therefore determine
the shape of the MCPs. The possibility of magnetic contributions from other electrons is
not excluded; polarised sp bands are known to exist in many rare-earth and transition metal
systems165–167. This issue is discussed further in the following sections.
Calculation details - the Tb ion
Calculations were first performed on a Tb3+ ion surrounded by a cubic perovskite-like distri-
bution of point charges; +3e and -2e for Mn and oxygen, respectively - the formal ionicity
is Tb3+Mn3+(O3)
6−. The environment closely emulated the near-cubic positioning of the
neighbouring ions (see the TbMnO3 unit cell in figure 7.1(a)), with the largest discrepancy
110
Pbnm (distorted) Pm3m (cubic)
Space group 62 221
a 5.293
Lattice parameters (A˚) b 5.838 a 3.940
c 7.403
x y z x y z
Tb 4c 0.983 0.082 1/4 1a 0 0 0
Mn 4b 1/2 0 0 1b 1/2 1/2 1/2
O1 4c 0.104 0.467 1/4
3c 0 1/2 1/2
O2 8d 0.704 0.326 0.051
Table 7.1: Structural information for TbMnO3 in its distorted perovskite phase (Pbnm).
Lattice parameters and Wyckoff positions are from work by Alonso et al.168. Also given are
the corresponding atom positions for a cubic perovskite approximation to the real structure.
The cubic lattice parameter is taken from an average of the distorted parameters, using
a2 = (5.293/2 A˚)2 + (5.838/2 A˚)2 - see figure 7.1.
existing for the placement of the oxygen ions. The interatomic distances were 3.41 A˚ for
Tb-Mn and 2.79 A˚ for Tb-O. Structural information for the orthorhombic distorted cell and
the cubic perovskite cell is given in table 7.1. Lattice parameters and Wyckoff positions are
from neutron powder diffraction by Alonso et al.168.
The spatially localised nature of the Tb 4f wavefunctions means they were not expected to
strongly hybridise with those of the other atoms, and indeed this was the case when several
calculations were performed which included all of the atoms in the perovskite and orthorhombic
cells. These calculations were computationally intensive, so thereafter, point-charges were
used, providing a sufficient approximation for the potentials from nearby atoms. The same
method was used by Qureshi et al.59 and Koizumi et al.55–58, and may be considered a
standard approach. The Tb wavefunctions were described by the CRENBL basis set of Ross
et al.169, which removed some low-lying electrons from the calculation, replacing them with
an effective core potential (ECP). This further reduced the complexity of the calculation,
whilst retaining the validity of the 4f wavefunctions and their momentum densities. As a final
note about these orbitals, which are shown in figure 7.9, the gamess calculations provided
what are referred to as the ‘cubic set’ of 4f orbitals. These are known to be appropriate
when the 4f ion is in a crystal environment with cubic symmetry. The other ‘general set’
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Figure 7.9: Real-space electronic wavefunctions of the Tb 4f orbitals from gamess calculations.
are used when such symmetry is absent. The 4f general set were provided by gamess when
calculations were performed on a single Tb free atom, and investigations showed that the
electron momentum densities for the two sets were different. This highlights the importance
of defining the immediate environment correctly in this kind of LCAO work.
The Tb 4f wavefunctions were treated according to the procedure given in section 5.2 to
obtain 3-D electron momentum densities and, by integrating along directions perpendicular
to the scattering direction, the corresponding Compton profiles. Before the Compton profiles
are discussed, brief attention is paid to an intermediate step, the plane-projections that result
when just one of the integrations is performed. These are the 2-D electron momentum densities
(2-D EMD). A half-filled f shell (S = 7/2, L = 0) is understood to have an isotropic charge
distribution, virtually unaffected by crystal field effects from the electrically polarised crystal
environment. The 2-D EMD for such a charge distribution is also isotropic, and this was
seen to be true for the gamess calculations presented here when the 2-D EMDs of all seven
4f orbitals were summed - essentially modelling a Tb4+ ion with 4f 7↑ configuration. Thus,
this aspect of the calculation agrees with expectations. The shape isotropy is lifted when
any orbital is added or subtracted from the full set. Figure 7.10 shows the 2-D EMDs and
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Figure 7.10: (Top) Theoretical 2-D electron momentum densities, in the px-py plane, of Tb
4f orbitals in TbMnO3. (Bottom) Compton profiles along the py direction corresponding to
the above 2-D EMDs. The examples shown represent spin configurations of 4f 7↑ (left) and
4f 7↑+1↓ (right). In the latter, the doubly occupied orbital is the 4f z(x2−y2).
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Compton profiles for a Tb 4f 7↑ and a 4f 7↑+1↓ spin configuration where, in the latter, the
doubly occupied orbital is the 4f z(x2−y2). The 2D-EMDs, showing momentum density in the
px-py plane, were obtained by integrating the 3D-EMDs along pz.
Calculation details - the MnO6 cluster
Calculations were next performed on the distorted (MnO6)
9− octahedra in TbMnO3. There
are two configurations for these octahedra; each may be considered a tilted and rotated
version of the other, and each has an O-Mn-O bond which is longer in the b direction than
in the a direction. According to DFT work by Chen et al. (GGA + U )141 and Xiang et
al. (DFT + U + SOC)143, these two types of octahedra are electronically unique, possessing
distinct eg orbitals of type 3dx2−r2 and 3dy2−r2 . For this reason, both types of MnO6 cluster
were modelled and the proper orthorhombic atomic positions were used. In contrast to the
Tb calculations described above, because strong sp-d hybridisation was expected, it was
necessary to include the atomic wavefunctions of both Mn and oxygen. The octahedra were
embedded in a large number of point charges, representing the potentials of Tb, Mn and
oxygen out to several unit cells from the central Mn ion. The triple zeta valence (TZV) basis
set of Schaefer et al.170 was used, as it has been previously demonstrated to describe well the
electron densities of MnO6 octahedra
55–57.
The gamess calculations predicted the same orbital occupation as determined by Chen et
al. and Xiang et al. For both MnO6 octahedra types, the spin configuration was given as
3d4↑, with all three majority t2g orbitals, the 3dxy, 3dxz and 3dyz, being occupied. In each
MnO6 cluster, a different eg orbital was occupied; these were the 3dx2−r2 and 3dy2−r2 which
stagger along the b direction. Thus, for the purpose of fitting to experimental data, the Mn
eg band was represented by 1/2 (3dx2−r2 + 3dy2−r2), reflecting an average over the whole
measured crystal. For clarity, note that although the orthorhombic distortion of the MnO6
cluster results in two orbitals which might equally be identified as y2 − r2, because the angles
they make with the y-axis are equal, the convention in the literature is to label one as x2− r2.
The MnO6 3d energy levels according to gamess are represented in figure 7.11, the ordering of
which is in fair agreement with Xiang et al., except for the placement of a single t2g orbital. In
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Figure 7.11: The Mn 3d energy levels according to gamess.
d3 yz d3 xz d3 xy 
d3 x -r 22 d3 y -r 22
Figure 7.12: Real-space electronic wavefunctions of the MnO6 octahedra from gamess
calculations. They are composed primarily of hybridised Mn 3d, oxygen 2s and oxygen 2p
orbitals. Black spheres represent the oxygen ions and the central white sphere is the Mn ion.
this matter, since the LCAO method is not as sophisticated as DFT in determining energies,
and does not actually include all of the electrons, we can accept the discrepancy.
The MnO6 hybridised orbitals are shown in figure 7.12 and the 2-D EMDs for the summed
t2g and eg bands are given in figure 7.13. The first feature of note is that the Mn 3d 2-D
EMDs do not extend as far in momentum space as those seen for Tb 4f. This, of course, is
expected, since the 3d electrons have the larger real-space distribution. The t2g band shows
some anisotropy, most significantly between 〈100〉 and 〈110〉 directions, while the eg band
exhibits far more, reflecting the strong directionality of the eg orbitals along the b direction.
115
p
y
(a.u.)
p
x
(a
.u
.)
−6 −4 −2 0 2 4 6
−6
−4
−2
0
2
4
6
p
y
(a.u.)
p
x
(a
.u
.)
−6 −4 −2 0 2 4 6
−6
−4
−2
0
2
4
6
Figure 7.13: Theoretical 2-D electron momentum densities, in the px-py plane, for the t2g
(left) and eg (right) bands of Mn in TbMnO3.
The LCAO Compton profiles
The Compton profiles associated with the LCAO wavefunctions for Tb and MnO6 are shown in
figures 7.14 and 7.15, respectively, where the profile of each orbital has an area representing 1
µB. It is important to note that, within the cubic approximation used for the Tb calculations,
the relevant 4f Compton profiles are actually those along the cubic 〈110〉 directions. Due to
the ∼45◦ rotation needed to describe the larger orthorhombic cell, these are roughly equivalent
to the a and b directions that were actually measured for the TbMnO3 crystal. The small
difference between a and b lattice parameters means that the exact rotations necessary are 45
± 2◦, but the Compton profiles varied insignificantly when this extra precision was considered.
Two pairs of Tb 4f orbitals, the f x3 and f y3 , and the f x(z2−y2) and f y(z2−x2), have identical
Compton profile shapes. This is consistent with the shapes of the real-space wavefunctions
shown in figure 7.9. Those orbitals are symmetric pairs about a plane half way between the
cubic x - and y-axes; therefore, a Compton scattering measurement along [110] will be unable
to distinguish between them.
With respect to the MnO6 results, the veracity of the gamess calculations is attested by
the agreement of the total Compton profiles (t2g + eg) with HF theory over the profile tails.
The disagreement at low momentum is associated with contributions from more itinerant
s and p orbitals, which obviously are not present in the pure Mn 3d HF profile, as well
as the directionality of the gamess profiles compared to the spherical average of the HF
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Figure 7.14: Theoretical Compton profiles originating from the Tb 4f orbitals illustrated
in figure 7.9. These profiles are projections along the crystallographic [110] direction of the
cubic perovskite system, which is roughly equivalent to the a and b directions of the distorted
perovskite - see figure 7.1.
approximation. As described in section 5.2, the full molecular orbitals are made from a
combination of atomic orbitals; in this case, the s, p and d wavefunctions of both species
contributed to varying extents. The largest contributions were from Mn d orbitals; these
dominated the t2g types, comprising about 85% of their total. In comparison, the eg molecular
orbitals had large oxygen s and p contributions, in the region of 43%. This is consistent with
the idea that a larger degree of hybridisation should occur in the eg orbitals because the ‘lobes’
of the TM and oxygen electron densities point towards each other and necessarily overlap.
7.4 Magnetic Compton profiles and analysis
TbMnO3 samples
Crystals of TbMnO3 were obtained from the Superconductivity and Magnetism group, where
they were originally grown by Daniel O’Flynn159. They were produced by the floating zone
method, using stoichiometric polycrystals synthesised by the reaction of Tb4O7 and MnO2.
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Figure 7.15: Theoretical Compton profiles originating from the MnO6 octahedra along the
orthorhobic a and b directions.
Data collection
TbMnO3 magnetic Compton profiles were collected on three separate experimental runs. The
first and third took place on the BL08W beamline at SPring-8, the second used the ID15A
beamline at the ESRF. The first experiment (November 2011) provided data of high statistical
quality for both the a and b directions, but the maximum applied field was limited to ±2.5 T.
The second experiment (July 2012) used the Oxford Instruments Spectromag magnet to
provide access to the high field region of the TbMnO3 b direction magnetisation and allowed
measurements to be made at 1.45 K, in contrast to the 7 K available on BL08W. The third
experiment (January 2013) also used the Oxford Instruments magnet, which was recently
transported from the ESRF to SPring-8 as part of a long-term project, and was performed
primarily to ensure the reproducibility of the MCPs. In addition to the different synchrotrons
and magnets, some of the numerical results and MCPs given here were obtained from work
on two different samples, though both were fragments from the same large TbMnO3 crystal.
Therefore, before more specific information is given, it is important to demonstrate the extent
of the agreement between the datasets.
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Figure 7.16: TbMnO3 [100] MCPs from two samples and synchrotron beamlines. The excellent
correspondence in shape means we can have confidence in these MCPs.
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Figure 7.17: TbMnO3 [010] MCPs from two samples. The excellent correspondence in shape
means we can have confidence in these MCPs.
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Direction
Field Total moment Spin Orbital
(T) (µB/f.u.) (µB/f.u.) (µB/f.u.)
a 2.5 5.52 3.80 ± 0.06 1.72 ± 0.06
b
2.5 1.36 0.89 ± 0.01 0.47 ± 0.01
6 3.71 2.74 ± 0.05 0.97 ± 0.05
Table 7.2: Total moments from VSM magnetometry, as well as spin and orbital contributions
for the a and b directions.
Figures 7.16 and 7.17 show MCPs along the a and b directions, respectively, for two TbMnO3
samples, labelled ‘sample-1’ and ‘sample-2’, collected during different experiments. The
MCPs were of different sizes (their spin moments differed according to the temperatures and
applied fields), so they were normalised by setting their integrals from 3 to 15 a.u. to unity.
Normalising over the MCP tail in this way avoids sensitivity to the low momentum region,
where larger deviations between datasets might be expected. Even so, the MCPs from different
samples and experimental runs shared the same shapes. We can therefore have confidence
that the MCPs collected during different experiments reflect the same spin density distribution.
Spin moments
The experimental spin moments for TbMnO3 are given in table 7.2, where the total moments
from VSM measurements are also provided. The difference between the total and spin moment
is the orbital moment. If we assume that the Mn 3d orbital moment is fully quenched, which
is usually true for transition metals (see section 2.4), the orbital moment in TbMnO3 can
be attributed to the Tb only. The significance of the magnitudes of the orbital moments is
examined later. First, the fitting procedure which led to the determination of site-specific
spin moments is described.
Fitting to the experimental MCPs
Fitting to the experimental MCPs was performed by varying the contributions from two
theoretical profiles, one representing the Tb spin, the other originating from hybridised Mn
and oxygen orbitals. The goodness of each fit was quantified by reduced-χ2 values. Due to the
shape-degeneracy of two pairs of Tb 4f profiles, there existed only five possible Tb models;
in each, a single 4f orbital profile was subtracted from a sum of all seven, according to the
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Figure 7.18: The statistical F distribution for comparing two fits with χ2 values of χ21 and χ
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2,
and ν1 and ν2 degrees of freedom. The value of F is given by the ratio of reduced-χ
2 values,
i.e. F =
χ21
ν1
/
χ22
ν2
. The probability of exceeding a particular F value is provided by an integral
over the associated probability density function - refer to section 11.4 of of Data Reduction
and Error Analysis by Bevington and Robinson171. Refer to the text for more information.
Hund’s rule spin configuration 4f 7↑+1↓. As discussed above, the profiles representing the
MnO6 octahedra were from a 3d t
3
2g e
1
g configuration. Fitting was performed over the whole
momentum range of the MCPs, excluding the region below 2 a.u., where contributions from
largely hybridised and itinerant electronic bands are not well represented by combinations of
atomic orbitals.
Reduced-χ2 values and the F distribution
Table 7.3 provides reduced-χ2 fitting values for the a and b direction MCPs obtained at 2.5 T
from SPring-8. In both cases, the model in which the 4f minority orbital was the f z(x2−y2)
provided the lowest reduced-χ2 value, indicating that it was most likely to be correct. To
frame these values more meaningfully, and to investigate the relationships between reduced-χ2
values, the F distribution, also known as the Fisher-Snedecor distribution, was employed.
A full description of the F distribution can be found in section 11.4 of Data Reduction and
Error Analysis by Bevington and Robinson171. Its primary use is to compare two statistics,
in this case reduced-χ2 values, and determine the probability of exceeding F, which is simply
their ratio, with a random set of data compared to the correct fitting function.
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Figure 7.18 shows the probability of exceeding a range of F values when there are various
degrees of freedom involved in the fit. When the reduced-χ2 values of two competing models,
model 1 and model 2, are equal (the ratio χ21/χ
2
2=1), they can be thought of as providing an
equally valid description of the data, and the probability of F being exceeded is 50%. As χ21
becomes increasingly large with respect to χ22, i.e. as model 1 becomes increasingly poor with
respect to model 2, then the probability of exceeding their reduced-χ2 ratio becomes smaller.
This means that model 2 becomes the preferred fit of the two options, and the ‘probability
of exceeding F ’ can be interpreted as a level of confidence that model 2 is better than
model 1. To provide an example; if there are fifty degrees of freedom in a fitting procedure,
and the ratio χ21/χ
2
2=1.5, then the probability of exceeding F is 8% (as illustrated in fig-
ure 7.18). We can then say, with a confidence level of 92%, that model 2 is better than model 1.
The question being posed with such an evaluation as implemented here, is this: with what
level of confidence can we say that any model is better than the f z(x2−y2) model? The number
of degrees of freedom in this analysis was 107, that is 109 data points minus two fitting
variables (the sizes of the theoretical Tb and Mn profiles). The penultimate column of table
7.3 tells us that, for the a direction at 2.5 T, we have to accept only a 2% likelihood that
model 2 is better than the f z(x2−y2) model, which is sufficient to disregard it, and the others
which have even lower probabilities. The situation is less clear-cut for the b direction at
2.5 T, due primarily to the poorer statistical quality of the data. The f z(x2−y2) model was
still preferred, but there is a chance that it might be exceeded by another. In the case of the
b direction data measured at 6 T, it was found that no particular model was preferred.
Fit results
The experimental data and fits are shown in figure 7.19, and residual plots for the a direction,
showing the fit residuals for several Tb 4f models, are shown in figure 7.20. Upon examining
figure 7.19 it must be understood that the f z(x2−y2) minority spin model is explicitly preferred
in fitting to two of the presented MCPs only; these are the ‘low-field’ a and b direction
datasets shown in the upper two cells. For the 6 T b direction dataset, all of the Tb minority
orbital models were almost equally valid, providing very similar reduced-χ2 values. The
122
Reduced-χ2 F
Probability of
Minority spin exceeding F (%)
a b a b a b
Model 1 f xyz 2.29 1.26 1.91 1.21 0.1 16
Model 2 f x3 or f y3 1.79 1.17 1.49 1.13 1.9 27
Model 3 f z3 2.09 1.23 1.74 1.18 0.2 19
Model 4 f x(z2−y2) or f y(z2−x2) 2.53 1.32 2.11 1.27 0.0 11
Model 5 f z(x2−y2) 1.20 1.04 - - - -
Table 7.3: Fitting results for the five models available to describe the Tb spin configuration.
Only the results for the a and b direction datasets measured at 2.5 T are included. In the
final column, probabilities of exceeding the f z(x2−y2) fit are provided - see text.
f z(x2−y2) model fit is shown for this dataset anyway because it is capable of describing the
MCP well and provides the site-specific spin moments which are later used to infer information
about the Tb and Mn magnetic structures.
With respect to figure 7.20, the residuals for models in which the 4f minority orbital was
the f x3 or f y3 (next-best fit according to reduced-χ
2), or the f x(z2−y2) or f y(z2−x2) (worst
fit according to reduced-χ2), deviated significantly and consistently from zero. This was
true over the full momentum range. The model with the lowest reduced-χ2, where the 4f
minority orbital was the f z(x2−y2), resulted in a residual plot with far less additional structure
compared to the others. While the f z(x2−y2) residual plot possessed some structure, analysis
of the normalised residual plot revealed that 66% and 95% of the data points were within ±σ
and ±2σ, respectively, of zero. This is in agreement with the values 68% and 95% expected
for a Gaussian distribution around a good fit, and any resdidual structure need not necessarily
be significant for the number of data points used.
7.5 The magnetic structure
In all, when putting forward a particular model for the arrangement of the moments in TbMnO3,
we have to consider not only the statistical methods deployed above, which necessarily possess
a degree of ambiguity, but also the extent to which it is consistent with other information. It
will now be demonstrated that the minority f z(x2−y2) model, in conjunction with the Ising-like
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Figure 7.19: TbMnO3 experimental MCPs and theoretical fits for the a and b directions.
The total fit is shown as a solid black line, while the Tb and Mn components are shown as
dash-dots and simple dots, respectively. The blue dotted line in the top panel represents the a
direction fit from either the f x3 or f y3 models, the next-best according to reduced-χ
2 fitting.
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Figure 7.20: TbMnO3 a-direction MCP fit residuals for three minority orbital models; the f x3
or f y3 (next-best fit according to reduced-χ
2), the f x(z2−y2) or f y(z2−x2) (worst fit according
to reduced-χ2), and the f z(x2−y2) (best fit, and suggested by DFT results143).
configuration discussed previously, is best capable of describing the Tb moments in TbMnO3.
The Tb spin moments, as derived from the MCP fits, are given in table 7.4, as are the
differences between the Tb spin and total measured spin. These are discussed shortly.
Orientation of the Tb spin moments
Using the Tb spin moments projected along the a and b directions, the magnitude of the Tb
spin is found to be 5.77± 0.05 µB, by the simple application of the Pythagorean theorem. We
can also deduce the angle, θspin, that the Tb spins make with the b-axis (refer to figures 7.8
Direction
Field Tb spin Total spin - Tb spin
(T) (µB/f.u.) (µB/f.u.)
a 2.5 4.97 ± 0.05 -1.17 ± 0.08
b
2.5 1.03 ± 0.05 -0.14 ± 0.05
6 2.94 ± 0.06 -0.20 ± 0.08
Table 7.4: Tb spin moments, and the difference between total spin and Tb spin, for the a
and b directions at 1.45 K.
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Figure 7.21: Tb moment direction as deduced from the derived spin and orbital contributions.
and 7.21). We have that
θspin = tan
−1
(
4.97± 0.05 µB
2.94± 0.06 µB
)
= 59.4 ± 0.8◦, (7.3)
which is consistent with the 4f 7↑+1↓ model because the Tb spins would be 6 µB sin(59.4◦) =
5.16 µB and 6 µB cos(59.4
◦) = 3.05 µB along a and b, respectively. These are close to the
values determined by fitting; in fact, our values are ∼96% of the ideal values in both cases.
Orientation of the Tb orbital moments
Similarly, using the orbital moments from table 7.2, which are entirely attributed to Tb, gives
a total Tb orbital moment of 1.97± 0.06 µB. θorbit is then given by,
θorbit = tan
−1
(
1.72± 0.06 µB
0.97± 0.05 µB
)
= 61 + 1− 2
◦
, (7.4)
which again is consistent with the Ising-like model discussed previously and the population
of the 4f z(x2−y2) minority state. This atomic orbital has the magnetic quantum number
ml = 2. Therefore, orbital moment contributions in the a and b directions should be
2 µB sin(61
◦) = 1.75 µB and 2 µB cos(61◦) = 0.97 µB, which are in good agreement with our
measured orbital moments. The angles θspin and θorbit agree within error.
The Mn and oxygen spin moments
Attention is now paid to the Mn/oxygen spin moments. The values may be taken directly from
fitting, from the sizes of the MnO6 contributions to the MCPs, or perhaps more meaningfully
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from the last column of table 7.4. The latter values are those remaining after assigning some
of the total spin to Tb through fitting, and are more appropriate since they also include spin
from the low momentum regions of the MCPs, around 0 to 1 a.u., that the total fits were
unable to describe well.
Mn spin moment in the a direction
In the a direction the remaining spin is −1.17± 0.08 µB/f.u., antiparallel to the Tb moments
and the applied field. Antiparallel TM/rare-earth moments have been seen experimentally in
SmMn2Ge2
50 (in which the moments were determined with magnetic Compton scattering),
DyFe2
172, RCrSb3
173 and a range of perovskites; Gd0.67Ca0.33MnO3
174, Nd2CoMnO6+δ
175,
RTiO3
176 and SmMnO3
177.
The ground state cycloidal ordering of the Mn moments, which ought to produce no net
spin moment, may have been disrupted by the ordering of the Tb moments in the applied
field. This might be evidence for Feyerherm et al.’s suggestion, mentioned previously, that the
rare-earth moments in these systems play a role in stabilising the Mn cycloidal ordering158.
Additional relevant evidence comes from the work of Kimura et al., who saw a drop-off
in the spontaneous electric polarisation when the applied magnetic field in the a direction
passed through ∼ 1.5 to 2 T, the field required to align the Tb moments134,148. We are
left with the following possible model: when the Tb moments are reconfigured from their
zero field orientation, the Mn ordering is destabilised, leading to a net negative spin moment
and a reduction in the polarisation which, as has been established, is intimately linked to
the cycloidal order. The fact that the observed Mn moment is just −1.17 ± 0.08 µB/f.u.,
compared to the 4 µB/f.u. that is theoretically possible for a Mn
3+ ion, might mean that the
antiferromagnetic ordering is still relatively intact; the Mn spins may only be canted from their
cycloidally ordered directions. Again, this seems consistent with Kimura et al.’s observation
that the electric polarisation was diminished at 2.5 T, but far from fully destroyed.
Mn spin moment in the b direction
In the b direction, at 2.5 T there exists a moment of −0.14 ± 0.05 µB/f.u. attributable
primarily to Mn. At 6 T this value is −0.20 ± 0.08 µB/f.u., but the Mn contribution used
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in the MCP fitting was negligible. The bottom cell of figure 7.19 shows that only a very
narrow MCP (HWHM ∼ 1 a.u.) is required to describe the non-Tb spin. This may be due
to the inadequacy of LCAO methods in describing the most itinerant spin contributions,
but other possibilities include the presence of O 2p-, Mn 4sp-, and Tb 5d - and 6sp-like
magnetic bands. The same argument might explain the low momentum deviation between
theory and experiment that was seen for the a direction. For good low momentum agree-
ment these itinerant spin contributions would need to be antiparallel to the Tb spins for
both a and b direction MCPs. It is acknowledged however, that with the LCAO method
and fitting procedure used here, it would be unwise to place too much significance on this result.
The important detail is that the Mn spin in the b direction is far smaller than that in a ; in
fact, it is close to zero. Above the metamagnetic transition in the b direction the Mn cycloid
persists, but is shifted into the a-b plane rather than the b-c plane. The magnitude of the
electric polarisation for the high field configuration is about half of that at low field; this may
be a reflection of the extent, or completeness, of the cycloidal ordering, but could equally
be attributable to other effects, such as an altered S i − S j coupling or DMI. It is therefore
compatible with other data that in the b direction, irrespective of the Tb arrangement at
high field, no Mn moment would be present.
7.6 Conclusions
TbMnO3 has been investigated with magnetic Compton scattering, and information about
the Tb 4f orbital occupation and general magnetic structure has been deduced and discussed.
The spin moments, orbital moments, and site-specific MCP contributions from fitting are
consistent with the pre-existing theoretical descriptions of the system and experimental data.
Additionally, in obtaining species- and orbital-specific MCPs for fitting to experimental data,
the usefulness of the gamess LCAO method for future magnetic Compton scattering studies
has been well demonstrated.
The Tb 4f 7↑+1↓ spin configuration
Fitting to the a direction MCP provided strong evidence for the description of the Tb ion
with a 4f 7↑+1↓ Hund’s rule spin configuration. The doubly occupied 4f orbital was found to
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be the f z(x2−y2) through analysis of reduced-χ2 values and consideration of the F distribution,
a mathematical tool used to quantify the quality of competing models. This agrees with DFT
results from Xiang et al.143. The same model was also indicated in fitting to the low field b
direction MCP. The f z(x2−y2) model was capable of describing the high field b direction data
well, but it was not explicitly determined from fitting.
Ising-like model for the Tb moments
It was shown that the Ising-like model, originally suggested for TbMnO3 almost 40 years
ago and illustrated in figure 7.8, was capable of describing the total Tb spin and orbital
moments with a good level of accuracy when the spin configuration was 4f 7↑+1↓ with the
minority f z(x2−y2) orbital. The maximum spin and orbital moments per Tb ion allowed with
this arrangement are 6 µB and 2 µB, respectively, while the deduced experimental moments
were 5.77± 0.05 µB and 1.97± 0.06 µB. Furthermore, the angle that the Tb moments make
with the b-axis was found to be either 59.4± 0.8◦ or 61 + 1− 2◦, depending on whether the spin
or the orbital moments were considered. These are slightly larger than the value of 57◦ put
forward by Quezel et al.164, but are believed to be more reliable because Quezel et al. looked
only at the total moments and did not attribute any fraction to Mn.
Additional supporting evidence for the Ising-like model comes from the relative sizes of
the orbital moments in the b direction at 2.5 and 6 T; these were 0.47 ± 0.01 µB/f.u. and
0.97± 0.05 µB/f.u., respectively. That the low field value is around half of that seen at high
field is in agreement with the theory that effectively half of the Tb moments are aligned with
the external field below a critical field of ∼4.5 T.
Mn spin moments
Regarding the Mn magnetism, it was seen that a significant negative Mn moment accompanied
the Tb spins in the a direction. In the b direction, a relatively small Mn moment was found,
with large associated errors. This is seen as being consistent with the work of Kimura et
al.134,148. With an applied field along a , the Mn cycloidal ordering is destabilised, resulting
in a reduced electric polarisation and a non-zero spin moment. This complies with Feyerherm
et al.’s conclusion that the rare-earth moments play a role in stabilising the Mn cycloidal
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ordering158. With the field along b, the Mn cycloid is known to shift from the b-c plane to
the a-b plane151,152, with the magnitude of electric polarisation being reduced above this
transition. No Mn moment was seen here at 6 T, so the destabilised cycloid argument seems
not to apply, but since the Mn ordering mechanism in the b direction is clearly very different
from the a direction, the reduced polarisation could easily have another, more complex cause
- possibly relating to the coupling of Mn spins and/or the Dzyaloshinskii-Moriya interaction.
Future work
In considering future work, one suggestion is that the b direction MCPs are remeasured as
a function of applied field. A more complete study, which also looked at the a direction
with the same applied fields, might be useful in tracking the development of the Tb and Mn
moments from their ground state arrangements. Performing a magnetic Compton scattering
experiment along the c direction could determine whether the Tb 4f moments are entirely
constrained within the a-b plane, as described by the Ising-like model. The c direction
measurements would also examine the behaviour of the 3d moments and determine if there
exists an out-of-plane component, as in the model originally put forward for TbFeO3 by
Bidaux et al.161 and resubmitted by Kimura et al.148.
A more adventurous study, one that would require considerable planning and modification of
the experimental arrangements currently used to collect MCPs at SPring-8 and the ESRF,
would exploit the multiferroic property of TbMnO3 by using an applied electric field to modify
the magnetisation. MCPs could be collected as a function of applied electric field along
different crystallographic directions. The key issue would be determining whether this method
of controlling the magnetisation, as opposed to applying a magnetic field, affected solely
the 3d moments of the Mn ions, or the spin density of the whole system. The control of
TbMnO3’s magnetisation with an electric field has attracted far less attention than the vice
versa situation, but has potentially greater implications, for example in technologies such as
magnetoelectric random access memory (MERAM)178.
Efforts should also be made to obtain theoretical TbMnO3 MCPs from a DFT calculation.
The spr-kkr package is incapable of dealing with TbMnO3 because the 4f states of Tb
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require an on-site Coulomb repulsion term, U, in order to be split appropriately in energy.
Therefore, future theoretical work will be conducted with the elk full-potential linearised
augmented-plane wave (FP-LAPW) code179, which has the capability of adding U terms and
is currently the subject of work by the Compton scattering group at Bristol that will enable
it to calculate MCPs.
In a final suggestion for future experimental work, time could be usefully spent examining the
relationship between rare-earth 4f MCP shape and the applied field, though a system free of
all other spin contributions might prove a better test-bed than TbMnO3. The experiment
would look for shape differences that result from the rotation of the 4f charge density to align
with the magnetisation direction180. This effect, unique to the well-localised 4f electrons
which are relatively unaffected by the crystal field, has not been considered previously by
the magnetic Compton scattering group, even though studies of several rare-earth systems
have been performed. The MCP shape change might be insignificant, or considerable, and
therefore should be investigated in future studies.
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Chapter 8
The spin density of EuFe2−xCoxAs2
This chapter details an investigation, using SQuID magnetometry and magnetic Compton
scattering, into the much-studied ferromagnetic superconductor EuFe2−xCoxAs2. This system
is part of a large family of FeAs-layered superconductors in which significant superconducting
temperatures have been achieved. It is also related to the layered cuprate systems, which
exhibit the highest superconducting temperatures observed to date.
In this work magnetic Compton scattering was used in a similar approach as detailed for
TbMnO3, as an atomic orbital-specific probe of the magnetism. Comparison and fitting
of experimental MCPs with theoretical Hartree-Fock and relativistic Dirac-Hartree-Fock
Compton profiles provides information about the origin of the spin moment in this system.
The key issues being addressed are these; is the magnetic moment due entirely to the Eu ion,
as most work has suggested, or are the transition metal ions also magnetic? If only the Eu is
magnetic, which atomic orbitals are actually responsible for the magnetism? The 4f electrons
provide most of the moment for most of the lanthanide series, but contributions from other
orbital types are known to exist, with the 5d magnetism in pure Gd being one example165.
8.1 Introduction
The general incompatibility of superconductivity and magnetic order is well established;
materials which exhibit both phenomena, concurrently or otherwise, are of great interest in
the condensed matter community. Among these materials, the FeAs-layered systems with
formula X Fe2As2 (X = Ba, Sr, K, etc.) have been studied in some detail recently
181–189.
Superconducting critical temperatures, TSC, of 38 K have been reported for optimally doped
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variants of these group 1- and 2-based compounds. X may also be a rare-earth ion, with one
of the most commonly used being Eu.
Previous work
EuFe2−xCoxAs2 displays superconductivity, as well as reentrant resistivity, at optimal levels
of Co doping (x between 0.22 and 0.37)190–192. Most significantly, EuFe2−xCoxAs2 exhibits
the coexistence of superconducting and ferromagnetic states191. A lot of the experimental
and theoretical work regarding these Eu-based systems has examined the superconductivity
as a function of temperature, applied field and pressure. In addition, their magnetic structure
has been studied with a range of techniques, including neutron diffraction, resonant X-ray
scattering and conventional SQuID magnetometry193–196. The general result is that all of
the moment observed in an applied field is due to the Eu, with no evidence for magnetic
contributions from the Fe, which has robust antiferromagnetic ordering. However, there is
at least one piece of evidence suggesting the existence of a Fe moment in the Eu-Fe-pnictide
systems. It comes from a magnetic Compton scattering study by Ahmed et al.197 of the
compound EuFe2As1.46P0.54, and is discussed in more detail shortly.
Interest in FeAs-layered systems
Major interest in transition metal-pnictide superconductors began when, in 2006 and 2007,
TSC of 3.5 K and 4.5 K were reported for the systems LaFePO and LaNiPO, respectively
198,199.
It was soon realised that much higher TSC could be achieved by doping the various sites. In
2008, a TSC of 26 K was reported in the F-doped compound LaFeAsO1−xFx and by the end
of that year, in which a great deal of FeAs research was published, the highest TSC for a
FeAs system so far was given as 56 K in Gd1−xThxFeAsO200. Since then, a large number
of TM-pnictide systems have been studied, often with a strong emphasis on the relationship
between their superconductivity and magnetic order.
The ternary and quaternary compounds mentioned above are closely related. They share
similar physical and electronic properties, owing to the presence in both of separated nearly
two-dimensional TM-pnictide layers. Several good reviews for a large range of these sys-
tems can be found in the work of Stewart201, Paglione and Greene202, and Izyumov and
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Kurmaev203, including descriptions of their electronic structures and summaries of supercon-
ducting temperatures observed to date. With respect to the nature of the superconducting
pairing mechanism in the FeAs systems, which, as discussed in section 2.6, provides much of
the motivation for their continued study, Maitai et al. and Hirschfeld et al. provide reviews
which encompass current theories and experimental results27,28. Some of the key points are
these:
• Like the much-studied cuprate superconducting systems with CuO2 layers, the electronic
structure of FeAs systems is quasi-two-dimensional - the electronic properties are
determined almost solely by the FeAs sheets.
• Unlike the cuprates, superconductivity tends to be induced by the partial substitution
of atoms from the active layer, rather than destroyed, e.g. by the substitution of Fe
atoms with Co atoms, or As atoms with P atoms.
• The Fermi surfaces (FS) of various FeAs systems are very similar. They comprise nested
cylindrical sheets at the Γ (center) and M (corner) points of the Brillouin zone; these are
the hole and electron pockets, respectively. Chemical doping has the effect of changing
the sizes of these FS features.
• As mentioned briefly in section 2.6, there exists evidence for both s- and d-wave
superconducting gap symmetry in the FeAs systems. Indeed, Paglione and Greene
conclude their review with, “a generic representative OP [order parameter] symmetry
will involve a sign-changing structure with one fairly isotropic gap and another gap with
at least deep minima,” and, “the presence of anisotropic and multiband scattering, and
strong c-axis dispersion of at least parts of the FS structure, will make it difficult to
conclude on any particular universal gap structure.”
8.2 Structural, electronic and magnetic properties.
Types of FeAs systems
In terms of chemical stoichiometry, the FeAs systems can be arranged into four main categories;
they are the 1111, 122, 111 and 11 types. 1111 refers to compounds of RFeAsO, where R is a
rare-earth element, usually La. 122 systems have formula X Fe2As2, where X may again be a
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Figure 8.1: A tetragonally coordinated FeAs4 layer, common to all of the FeAs systems.
rare-earth, or a group 1 or 2 element. 111 systems share the formula X FeAs, where X is a
group 1 element - to date most experimental work has focussed on the X = Li compound,
but theoretical work has shown that other compounds are also stable204. Finally, the 11
system is, as expected, the simple binary compound. Other binary compounds, such as FeS,
FeSe and FeTe, are also of great interest; they share the structure of FeAs and are usually
considered in the same framework as the other systems listed above. Naturally, for each
of these FeAs system types, there is great scope for altering the structural, electronic and
magnetic properties by doping the various sites with heterovalent or isovalent atoms, resulting
in electron/hole doping and chemical pressure, respectively.
Crystal structure
As in the superconducting cuprates, FeAs-based systems possess a layered structure. The
FeAs layers are almost entirely responsible for the superconductivity. Figure 8.1 illustrates
the FeAs sheets common to all of the systems, while figure 8.2 displays the crystal structure
of EuFe2As2 specifically. The main structural feature that differs between the systems is the
composition of the ‘blocking layer’ separating the sheets, though the atomic spacings and
bond angles between the Fe and As ions also varies.
The room temperature crystal structure of EuFe2As2 is tetragonal, as shown in figure 8.2(a).
The space group is I4/mmm, often referred to as as ThCr2Si2-type. The lattice parameters
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Figure 8.2: The I4/mmm (a) and Fmmm (b) crystal structures of EuFe2As2. Eu, Fe, and
As atoms are represented by grey, red and green spheres, respectively. (c) shows the ground
state spin structure. Note that these representations are not the crystallographic unit cell,
but serve as a better illustration of the Fe-As coordination and magnetic alignment.
in this phase are a = b = 3.9062 A˚ and c = 12.1247 A˚, according to powder X-ray diffraction
by Tegel et al.205. The orthorhombic space group, Fmmm, has been shown to exist below
a temperature, TFeSDW, also associated with a spin-density wave (SDW) transition. This low
temperature crystal structure is shown in 8.2(b) and has lattice parameters a = 5.5546 A˚,
b = 5.4983 A˚ and c = 12.0590 A˚, again from the work of Tegel et al.
Fe magnetic order
Below TFeSDW, which is ∼ 189 K for EuFe2As2 205,206, there exists a three-dimensional anti-
ferromagnetic ordering of the Fe moments (figure 8.2(c)), evidenced by numerous neutron
diffraction measurements206–211. This ordering is thought to remain intact even in very
high fields. M vH measurements up to 55 T performed by Tokunaga et al. revealed no
sign of ferromagnetic Fe ordering212, though the authors admitted that the small change in
susceptibility predicted for TFeN might be difficult to detect with their pulsed-field method.
Their results are compatible with theoretical work from McQueeney et al.213 and Han et
al.214, who found very strong antiferromagnetic coupling, of the order 40 meV, between Fe
moments in several FeAs systems. From M vT measurements, Tokunaga et al. suggested that
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Figure 8.3: EuFe2As2 ab-plane (left) and c-axis (right) magnetic phase diagrams. The open
and filled symbols are from M(H) and R(H) measurements, respectively. The dashed lines
are guides to the eyes. AFM, PM, FM and MM refer to antiferromagnetic, paramagnetic
ferromagnetic and metamagnetic phases, respectively. Reproduced from the work of Jiang et
al.191.
a field of 500 T may be required to suppress the Fe antiferromagnetic state at low temperatures.
Eu magnetic order
Evidence from neutron diffraction194,206 and resonant X-ray scattering193 show that the
Eu moments are aligned parallel with the a-axis in an A-type antiferromagnetic phase
below a temperature of TEuN = 19 K (figure 8.2(c)). Xiao et al. showed that the ground
state Eu alignment changed to ferromagnetic above a critical field, which depended on the
crystallographic direction194. At 2 K a field of 1.8 T was required to obtain FM ordering
in the c-axis, while in the a-axis, it was closer to 0.8 T. These critical fields were in good
agreement with previous findings191,195 and support the model of a-axis alignment for the
Eu moments. Xiao et al. estimated values of 6.9(4) µB and 6.7(4) µB for the Eu
2+ moments
aligned along the c- and a-axis, respectively. They also examined the Fe magnetism and
concluded that the SDW order is robust, persisting in fields up to at least 3 T.
Figures 8.3 and 8.4 are the most relevant phase diagrams from Jiang et al.191,215 regarding the
EuFe2−xCoxAs2 system. They illustrate the magnetic behaviour of the undoped compound,
as well as the electronic and magnetic properties of the x = 0.22 compound, for fields in the
ab-plane and c-axis. The relevant information for the x = 0.3 compound, as investigated in
this chapter, was unavailable, as was a phase diagram as a function of the Co doping level.
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Figure 8.4: EuFe1.78Co0.22As2 electronic phase diagram for magnetic fields applied in the
ab-plane and along the c-axis. SC, HM, FM and PM refer to superconducting, heliomagnetic,
ferromagnetic and paramagnetic phases.Reproduced from the work of Jiang et al.215.
Electronic structure
Looking at the structure of the FeAs systems, we see that each Fe is tetrahedrally surrounded
by four As ions. This leads to a large hybridisation between Fe 3d and As 4p orbitals. It has
been shown in several first principles calculations that the DoS for the FeAs systems is fairly
uncomplicated; nearly pure Fe 3d states dominate the region from -2 to 2 eV, with hybridised
dp bands found around -3 eV216–218. Figure 8.5 shows a DoS for BaFe2As2, closely related to
EuFe2As2, calculated with the spr-kkr DFT package. The calculation employed the LSDA
exchange-correlation functional of Vosko, Wilk and Nusair65 and used ∼ 1200 k -points to
sample the Brillouin zone. As in the work on NiMnSb, Lloyd’s formula115 was used for an
improved determination of the Fermi level. The general features in figure 8.5 are in good
agreement with the results of Singh217 and Krellner et al.218.
Jeevan et al.219 and Li et al.216 performed calculations on EuFe2As2 using the LSDA+U
and GGA+U methods, respectively. The U term is an on-site Coulomb repulsion, required
to split the Eu 4f orbitals into physically reasonable occupied and unoccupied complexes;
the standard value of U for a Eu2+ ion is 8 eV. Both groups of authors found a localised,
half-filled Eu 4f band at around -2.5 eV, but otherwise, the Fe-As parts of their DoS were
unchanged from those of SrFe2As2 and BaFe2As2. The functionality of adding a U term is
not present in the spr-kkr code, so obtaining a realistic DoS for EuFe2As2 in this work was
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Figure 8.5: BaFe2As2 density-of-states from a spr-kkr calculation. (Top) Total, (middle) Fe
d and (bottom) As p contributions.
not possible. Calculations without a U term resulted in the placement of the Eu 4f orbitals
around 18 eV above the Fermi energy, which is physically unrealistic.
Fe moment observed in EuFe2As1.46P0.54
A recent study that requires special attention and discussion is that of Ahmed et al.197, which
was mentioned in the introduction to this chapter. The authors used magnetic Compton
scattering to investigate polycrystalline samples of EuFe2As1.46P0.54 - a material exhibiting the
onset of superconductivity at around 26 K and reentrant resistivity at 18 K. Magnetic Compton
profiles were recorded on the BL08W beamline at SPring-8, at a range of temperature from 5
to 31 K and in applied fields of ±2.5 T. The resulting spin moments shared the magnitude
and M vT shape of the total magnetisation for these Eu-based systems.
The authors fitted their magnetic Compton profiles with theoretical orbital-specific MCPs
from spr-kkr, using the CPA76 to deal with the partial substitution on the As site. They
attributed fractions of the total spin to Eu 4f, Fe 3d, As 4p and P 3p electrons. Over most
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Figure 8.6: Spin moments in polycrystalline EuFe2As1.46P0.54. The spin moments were
attributed to Eu 4f (red circles), Fe 3d (blue triangles), As 4p (magenta circles) and P 3p
(grey circles) electrons by fitting with orbital-specific MCPs from spr-kkr. The black arrow
indicates an increase in the Fe moment at 18 K. From the work of Ahmed et al.197.
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Figure 8.7: Back-reflection Laue image of EuFe2AS2 aligned along the c-axis.
of the temperature range, the Fe 3d spin moment was between 0.05 and 0.07 µB/f.u., but
this increased significantly to ∼ 0.22 µB/f.u. at 18 K, as shown in figure 8.6. Ahmed et al.
suggested that the larger ferromagnetic Fe 3d response at 18 K was partly responsible for
breaking down the superconductivity at the same temperature, giving rise to the reentrant
resistivity seen in the transport measurements. Interestingly, the authors were able to obtain
theoretical MCPs that appear consistent with LSDA/GGA + U theory, despite the lack
of U terms in spr-kkr. The Compton group at Warwick, in consultation with spr-kkr
co-creators Hubert Ebert and Jan Minar, were unable to replicate the calculations put forward
by Ahmed et al., and attempts to contact the authors to discuss their theoretical methods
elicited no response. It is worth noting that Jeevan et al. believed Ahmed et al.’s finding,
that superconductivity and Fe ferromagnetism coexist in EuFe2As1.46P0.54, to be related to,
“inhomogeneous phosphorus doping concentration in [their] polycrystalline samples220.”
8.3 Magnetometry
The single crystal samples
Single crystal samples of EuFe2−xCoxAs2, with x = 0 and 0.3, were produced and provided
by Zbigniew Bukowski of the Laboratory for Solid State Physics, ETH Zu¨rich, Switzerland.
Transport measurements performed by Bukowski showed the expected resistivity features at
189 K and 19 K for the undoped compound. These are TFeSDW (structural transition and Fe
moment ordering) and TEuN (Eu moment ordering), respectively. There was no indication of a
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Figure 8.8: EuFe2AS2 (left) and EuFe1.7Co0.3AS2 (right) resistance.
SC regime above 2 K for the undoped compound. With x = 0.3, TFeSDW was seen at 134 K,
which is consistent with other resistivity data221. The resistivity at 2 K was vastly reduced,
but non-zero, highlighting the development of superconductivity with optimal Co-doping.
Again, this is consistent with other work221. At Warwick, the back-reflection Laue method
confirmed that the samples were single crystals and allowed for their proper alignment for
magnetometry and magnetic Compton scattering. A Laue image taken along the c-axis
of the EuFe2As2 sample is provided in figure 8.7, and resistance data for both x = 0 and
x = 0.3 samples are shown in figure 8.8. This resistance data, along with more from the
EuFe2−xCoxAs2 doping range, appears in publication under the authorship of B lachowski,
Bukowksi et al.192.
MvH measurements
M vH SQuID magnetometry measurements were performed on the x = 0 and x = 0.3 samples
to investigate their magnetic properties and provide total moments for comparison with the
spins obtained from magnetic Compton scattering. Measurements were made along the c-axis
and in the ab-plane in fields from -2.5 to 2.5 T and at temperatures of 2 and 7 K. Note
that the ‘ab-plane’ designation used here, and throughout this chapter, refers to a direction
approximately 45◦ between the low temperature orthorhombic a- and b-axes. This is because
the Laue reflection measurements that confirmed the crystallographic directions took place at
room temperature, where the tetragonal phase exists.
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Figure 8.9: Orientation of Eu magnetic moments in EuFe2As2 ab-plane magnetisation, as
proposed by Jiang et al.191. Reproduced from the work of those authors.
MvH analysis
The M vH data are shown in figures 8.10 to 8.13. Msat values for the different samples and
directions are given in table 8.1 at the end of this section. They were obtained, as in the
NiMnSb work, by extrapolating the solely paramagnetic response in the region 2 to 2.5 T back
to H = 0. The M vH shapes and saturating fields for the EuFe2−xCoxAs2 samples are in good
agreement with the work of Jiang et al., who looked at the x = 0 and x = 0.11 systems191,215,
and of Guguchia et al., who studied the x = 0 and 0.2 systems196. The features of the
ab-plane magnetisation were described by Jiang et al. as being due to a combination of two
hysteretic spin reorientations (below 0.45 T and between 0.7 and 1.0 T) and a metamagnetic
transition (between 0.5 and 0.7 T), as illustrated in figure 8.9. The transition, they proposed,
was related to the anti-alignment of one Eu2+ layer in every six with the applied field. The
authors pointed to the case of HoNi2B2C as an example of this kind of metamagnetic phase
222.
Jiang et al. and Xiao et al.194 ascribed the linearity in the c-axis M vH shapes to the gradual
canting of the Eu moments from the ab-plane to align with the applied field.
There is some disagreement between this work and others; Jiang et al.’s saturated moments
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Figure 8.10: SQuID magnetometry of EuFe2As2 in the ab-plane at 2 K and 7 K.
-2.5 -2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0 2.5
-8.0
-6.0
-4.0
-2.0
0.0
2.0
4.0
6.0
8.0
-2.5 -2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0 2.5
-8.0
-6.0
-4.0
-2.0
0.0
2.0
4.0
6.0
8.0
M
om
en
t (
B
/f.
u.
)
0Hext (T)
Msat = 6.53 B/f.u.
 2 K
 7 K
 
 
EuFe2As2
Hext  c
Figure 8.11: SQuID magnetometry of EuFe2As2 along the c-axis at 2 K and 7 K.
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Figure 8.12: SQuID magnetometry of EuFe1.7Co0.3As2 in the ab-plane at 2 K and 7 K.
for EuFe2AS2 were 6.6 and 7 µB/f.u. for the ab-plane and c-axis, respectively. Here, the values
were found to be 7.07 and 6.53 µB/f.u., representing differences of around ±7%. However, work
on the same compound carried out by Guguchia et al. put the ab-plane moment at 6.8 µB/f.u.,
and Ren et al. saw a moment of just 6 µB/f.u.
223, so discrepancies of this magnitude may
not be significant, especially considering the general reproducibility of SQuID magnetometry
measurements. It can be said that, since even the lowest value of 6.53 µB is still 93% of the
7 µB expected for the Eu
2+ ion, the Msat values presented here are consistent with other work
and theory.
MvT measurements
The M vT data for EuFe2As2 and EuFe1.7Co0.3As2 are shown in figures 8.14 and 8.15. Three
types of fitting were performed on these datasets to extract useful information. First, the
data from 2 to 10 K (up to ∼ TC/3) were fit with a Tn law, as given in equation 6.2 and used
previously for NiMnSb. Second, following Guguchia et al.’s approach for the M vT response
of EuFe2As2 and EuFe1.8Co0.2As2, a power law of the form
M(T ) = M0
(
1− T
TC
)β˜
(8.1)
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Figure 8.13: SQuID magnetometry of EuFe1.7Co0.3As2 along the c-axis at 2 K and 7 K.
was applied from 2 to 25 K, where “β˜ and M0 are empirical constants
196.” This law is an
empirical interpolation of the T 3/2 regime below TC, and the (TC − T )β regime near TC, where
β is the critical exponent3. Lastly, the Curie-Weiss law,
χ−1(T ) =
T − θCW
C
, (8.2)
was used from 40 to 150 K, inside the accepted paramagnetic regime. All of the relevant
parameters from these fits are given in table 8.1.
Tn fitting
The Tn law exponents range from 1.84± 0.01 to 2.05± 0.01. They deviate significantly from
the value of 3/2, suggesting that the moments are not well described by Bloch’s law. This
might be considered unusual because the Eu2+ 4f moments, which provide all of (or possibly
just most of) the magnetism in this system, are well-localised, and ought to adhere to Bloch’s
T 3/2 law for classical Heisenberg spins. The effective T exponents at zero field might be smaller
than the values in table 8.1 if they follow the same field-dependence shown for NiMnSb and, in
other work, for La0.7Sr0.3MnO3
113. With this in mind, it is important to note that the validity
of this Tn fitting approach, and the resulting inferences about the localisation/itinerancy
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Figure 8.14: Temperature-dependent SQuID magnetometry of EuFe2As2 in the c-axis and
ab-plane in a field of 2.5 T. Magnetisation and inverse susceptibility are shown as filled and
open symbols, respectively. The dashed black line is a fitted Curie-Weiss law.
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Figure 8.15: Temperature-dependent SQuID magnetometry of EuFe1.7Co0.3As2 in the c-axis
and ab-plane in a field of 2.5 T. Magnetisation and inverse susceptibility are shown as filled
and open symbols, respectively. The dashed black line is a fitted Curie-Weiss law.
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of the Eu moments, is uncertain. This is because, unlike NiMnSb where the ground state
ferromagnetic alignment was simply enhanced by an applied field, in EuFe2−xCoxAs2 the
zero field (antiferromagnetic) and high field (ferromagnetic) states are different. In particular,
the low wavevector spin-wave dispersion relation, E(q) = Dq2, which results in Bloch’s T 3/2
law for Heisenberg ferromagnets, is known to be replaced with a linear relationship of the
form E(q) ∝ q for antiferromagnets224. A more extensive M vH investigation, with a range
of applied fields above and below the metamagnetic transition, would explore this issue further.
Modified power law
Applying equation 8.1 from 2 to 25 K provided β˜ values from 0.33± 0.01 to 0.39± 0.01 for
both compounds and directions, with only the latter value not strictly agreeing with the
others within error. They compare well to the value of 0.39 provided by Guguchia et al., once
again indicating good correspondence in the magnetic behaviour of our samples and those
studied by others. It is important to state clearly that the β˜ values determined here, and in
the work of Guguchia et al., are not explicitly the critical exponents of the EuFe2−xCoxAs2
magnetisation. Those values, denoted β, are usually determined by rigorously examining
the magnetic susceptibility in the region very close to the Curie temperature (∼ TC ± 1 K).
However, critical exponents in this range have previously been associated with 3-D Ising or
3-D Heisenberg behaviour225–229; in either case deviating from the value of 0.5 predicted by
mean field theory3 and the value of 0.125 for 2-D Ising behaviour (i.e. moments constrained
in a 2-D plane)230. The values for TC from the same fitting procedure are in the region of
29.4 K, slightly larger than the 27.2 K provided by Guguchia et al. They reported a linear
increase in TC with the applied field; since their measurement was performed at 1.5 T, and
the results here were obtained at 2.5 T, the discrepancy seems reasonable.
Curie-Weiss law
Fitting the Curie-Weiss law above 40 K confirmed the expected paramagnetic response. It
also provided Curie constants, C, and Curie-Weiss temperatures, θCW. The positive values of
θCW indicate that the interaction between Eu moments is ferromagnetic. The Curie constants
were found to lie between 7.61± 0.01 and 8.14± 0.01 emu K/mol. The values of C and θCW
are consistent with previous results191,196,223.
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Temperature (K)
Spin moment (µB/f.u.)
x = 0 x = 0.3 x = 0.3
c-axis c-axis ab-plane
7 6.66 ± 0.06 6.61 ± 0.06 -
11 - - 6.90 ± 0.06
13 - 5.48 ± 0.05 -
17 - 4.95 ± 0.05 -
20 - 4.39 ± 0.05 5.10 ± 0.05
22 - 4.04 ± 0.04 -
30 - - 2.83 ± 0.03
Table 8.2: Experimental EuFe2−xCoxAs2 spin moments from integrated MCPs at 2.5 T.
8.4 Magnetic Compton profiles and analysis
Magnetic Compton profiles for EuFe2As2 and EuFe1.7Co0.3As2 were obtained on the BL08W
beamline at SPring-8. A single MCP for the EuFe2As2 c-axis was measured, while for
EuFe1.7Co0.3As2 the c-axis and the ab-plane were examined. Measurements were made in a field
of±2.5 T, well inside the region of ferromagnetic saturation evidenced by SQuID magnetometry,
and at a range of temperatures from 7 to 30 K. The resulting spin moments, determined from
the integrated MCP areas, are provided in table 8.2. The temperature-dependent spins for
EuFe1.7Co0.3As2 are shown with the total moments from SQuID magnetometry in figure 8.16.
Spin moments
Inspecting figure 8.16 it can be seen that, with the exception of a single data point for the
ab-plane at 20 K, the EuFe1.7Co0.3As2 spin moments are not in good agreement with the total
moments. A strict interpretation of this disparity would be that there exists an orbital moment
in the system and that its size varies with temperature. In the c-axis, this orbital moment
would be −0.2 µB/f.u. at 7 K, then taking values of around 0.2 µB/f.u. at higher temperatures.
In the ab-plane, the value would vary between −0.5 µB/f.u. at 11 K and 0.3 µB/f.u. at 30 K.
However, it seems unlikely that these orbital moments actually exist. Firstly, the presence
of any orbital moment in EuFe2−xCoxAs2 is inconsistent with the predicted 4f 7 (L=0) spin
configuration of the Eu ion and the fact that the orbital moment for transition metals is
usually fully quenched. Secondly, the variation in the size of these differences does not have a
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Figure 8.16: EuFe1.7Co0.3As2 spin moments from integrated MCPs and, for comparison, the
total magnetometry from SQuID measurements. The error bars on the spin moments are
approximately the size of the symbols.
physical basis. Only significant changes in the electronic band structure could account for
such a variation in the orbital moment with temperature, and there is no evidence to support
this. It is believed that the differences between the spin and total moments are possibly due
to some systematic error (the magnetic Compton scattering data were re-analysed with great
care to ensure that the MCPs did not suffer normalisation problems that might affect the
spin moment). It is recommended that repeat measurements are made, ideally over a greater
temperature range, in order to investigate further the issue of spin moment/total moment
disagreement.
MCP shape consistency
Figure 8.17 (top panel) shows three of the EuFe2−xCoxAs2 MCPs - those recorded at the
lowest temperature for each compound and direction measured. They were normalised to
unity in order to compare their shapes more easily. The agreement of the MCPs down to
0 a.u. is extremely good; this is highlighted in the bottom panel of figure 8.17, which shows
the difference MCPs that result from Co doping (for the same direction) and the direction of
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Figure 8.17: (Top) Experimental MCPs for EuFe2As2 (c-axis), EuFe1.7Co0.3As2 (c-axis) and
EuFe1.7Co0.3As2 (ab-plane). (Bottom) Difference MCPs for EuFe2−xCoxAs2 showing the
effect of Co doping (for the same direction) and direction (for the same doping level).
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Figure 8.18: Temperature-difference EuFe1.7Co0.3As2 c-axis MCPs. Before being subtracted
from the 7 K dataset, the area of each MCP was set to unity.
measurement (for the same doping level). Two pieces of information can be gained from the
agreement of these three datasets: first, the Co doping level, x = 0 or 0.3, has no effect on
the MCP shapes along the c direction; second, since the MCPs for two orthogonal directions
of EuFe1.7Co0.3As2 are virtually identical, the spin momentum density distribution being
probed is most likely isotropic. The second point is consistent with the idea that all of the
spin in this system is due to the half-filled 4f shell of a Eu2+ ion, which has spherical symmetry.
Temperature-difference MCPs
Two types of temperature-difference MCPs for EuFe1.7Co0.3As2 are presented. In the first
type, the MCP at each temperature was normalised to unity before being subtracted from
that at 7 K. Therefore, distributions around zero represent no change in the measured spin
density. In the second type, temperature-difference MCPs of the form 13 K - 7 K, 17 K - 13 K,
etc. were produced from initial MCPs that had areas equal to their spin moments. They are
shown in figures 8.18 and 8.19, respectively, where the second figure also includes the data for
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Figure 8.19: Temperature-difference MCPs for EuFe1.7Co0.3As2 (left) and polycrystal
EuFe2As1.46P0.54 (right). The EuFe2As1.46P0.54 data is from the work of Ahmed et al.
197.
Note that in these plots each MCP was initially normalised to its measured spin, as opposed
to figure 8.18 in which they were normalised to unity. This was done so that the temperature-
difference MCPs might be more easily compared to those of Ahmed et al. In the left figure, a
scaled 7 K MCP is shown in addition to the 7 K - 13 K difference MCP, showing that there is
no change in the MCP shape with this increase in temperature.
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polycrystal EuFe2As1.46P0.54 from Ahmed et al.
197. The second type of temperature-difference
MCPs were produced so that comparison could more easily be made with the data of Ahmed
et al., who presented their data in this way.
Both types of temperature-difference MCP show no sign of anomalous temperature effects
such as that observed by Ahmed et al. The difference in the statistical quality of the datasets
means that comparison is difficult. However, within the limit of the statistics achieved by
our experiment, there is no evidence for a low momentum dip of the type seen in Ahmed et
al.’s 20 K - 18 K difference profile. As mentioned previously, this dip was attributed to an
increased Fe 3d spin moment at 18 K.
Fitting with Eu and Fe Hartree-Fock Compton profiles
The similarity of the EuFe2As2 c-axis, EuFe1.7Co0.3As2 c-axis and EuFe1.7Co0.3As2 ab-plane
MCPs allowed them to be legitimately summed, providing a single dataset of high statistical
quality for fitting purposes. As discussed in section 8.2, a realistically converged spr-kkr
calculation was not possible; instead, theoretical profiles for Fe and Eu came from the Hartree-
Fock (HF) and relativistic Dirac-Hartree-Fock (RDHF) Compton profiles of Biggs et al.51.
With respect to the issue of Fe/Co 3d Compton profile width, the Fe 3d HF profile was
virtually indistinguishable from one composed of Fe and Co in the ratio 1.7:0.3. Therefore,
the Fe 3d HF profile should be capable of describing the TM spin moment in EuFe2−xCoxAs2
if it exists.
An experimental MCP from a pure Fe polycrystal sample was also employed in the fitting.
This MCP deviates from the Fe 3d HF profile primarily in its low momentum dip, below
∼ 1.5 a.u. Kubo and Asano, who examined directional MCPs from crystalline Fe and
performed comprehensive DFT calculations, ascribed the dip mainly to negatively polarised
contributions from s- and p-like electrons167. The polycrystal MCP was used here to test
whether the description of Fe/Co magnetism that included negatively polarised s and p
contributions offered a better fit than the HF approximation alone. It therefore tests whether
these contributions exist in EuFe2−xCoxAs2. The Eu 4f RDHF profile, Fe 3d HF profile and
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Figure 8.20: The Eu 4f RDHF, Fe 3d HF and Fe polycrystal profiles used to fit to the summed
EuFe2−xCoxAs2 MCP. The Fe profiles are scaled to illustrate the agreement in their high
momentum tails.
experimental polycrystal Fe MCP are shown in figure 8.20.
Fitting procedure
The summed EuFe2−xCoxAs2 MCP was subject to a straightforward fitting routine, whereby
the contributions from the Eu and Fe profiles in figure 8.20 were varied in order to reduce the
total χ2 value. The momentum range from 0 to 15 a.u. was included in the initial fitting.
Three models were trialled: in the first, all of the spin density was due to the 4f electrons of
Eu; in the second and third, an Fe/Co spin moment was allowed, with this being represented
by the pure Fe 3d profile and the experimental Fe polycrystal MCP, respectively. The MCP
fits and their residuals are shown in figure 8.21, while the reduced-χ2 values are provided in
table 8.3, along with results from an F distribution analysis.
Fitting with the Eu 4f RDHF profile only
On inspecting the fit residuals in figure 8.21, the first feature of note is that the model
consisting of Eu 4f alone provides a relatively poor description of the summed MCP, even
in the high momentum region where good agreement is expected. This information must be
interpreted carefully, or it may seem that the high momentum tail of the experimental data
can not be well replicated by free-atom theory at all. Crucially, the fitting routine simply
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Figure 8.21: EuFe2−xCoxAs2 MCP fits (left) and residuals (right) for three models: Eu 4f
RDHF only, Eu 4f RDHF + Fe 3d HF and Eu 4f RDHF + Fe polycrystal MCP.
Reduced-χ2 F
Probability of
exceeding F (%)
Eu 4f RDHF only 2.316 - -
Eu 4f RDHF + Fe 3d HF 2.314 0.999 49.8
Eu 4f RDHF + Fe polycrystal MCP 1.785 0.774 8.1
Table 8.3: Statistical fitting results for the EuFe2−xCoxAs2 MCP composed of three summed
profiles - refer to the text. Reduced-χ2 and F values are provided, as well as the probability
of exceeding F . In this case, the ‘reference’ model, the one to which the others’ F values are
compared, is the one using a Eu 4f RDHF profile only.
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minimises the total deviation of each experimental data point from the fit line; it does not
prioritise fitting in a certain region. Therefore, the quality of the fit at higher momentum is
affected by the fit at low momentum, and vice versa.
The high momentum structure seen in the residual plot for Eu 4f alone is a consequence
of the significant shape discrepancy between the data and the Eu 4f RDHF profile at low
momentum. To ensure that the RDHF profile was capable of describing the MCP tail well,
the fitting procedure was repeated, including the data from 5 to 15 a.u. only. The fit residual
is shown in figure 8.22(a) and shows that, when the fit includes only the momentum region in
which the Eu 4f profile can significantly contribute, the agreement between free-atom theory
and the data is very good.
Fitting with the Eu 4f RDHF and Fe 3d HF profiles
The residual plots and fit statistics suggest that the Eu 4f RDHF + Fe 3d HF model is no
better than that of Eu 4f alone. Of these solutions, we would tend to choose the simplest, Eu
4f only, as the ‘correct’ one, especially considering the paucity of evidence in the literature
supporting the existence of a TM moment. In this case the argument is even simpler; since
the Fe 3d contribution in the second model is so small, only around -0.6% of the MCP, with a
large associated error, the first two solutions are actually extremely similar. On this evidence,
we would say there is no Fe/Co spin moment in EuFe2−xCoxAs2, for our values of x.
Fitting with the Eu 4f RDHF and experimental Fe polycrystal profiles
The situation is quite different when the Fe/Co spin moment is represented by the experimental
Fe polycrystal MCP. The reduced-χ2 value is smaller than that of the other models. The
resulting F , which again is the ratio of the reduced-χ2 values for the model being tested and
‘reference’ model, could be exceeded by only about 8% of random observations. The improve-
ment in the fit with the addition of the Fe polycrystal MCP is therefore significant. The Fe/Co
moment is anti-aligned with that of the Eu and the applied field, and its size is (−4.7±0.08)%
of the summed MCP. If the value of 6.64± 0.04 µB/f.u. were assigned to the summed MCP,
which is an average of the two values obtained for EuFe2As2 and EuFe1.7Co0.3As2 at 7 K, the
Fe/Co moment would be −0.31± 0.05 µB/f.u. and the corresponding Eu 4f moment would
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Figure 8.22: Further EuFe2−xCoxAs2 fit residuals for: (a) Eu 4f RDHF only (above 5 a.u.),
(b) Eu 4f RDHF only (above 2 a.u.), (c) Eu 4f RDHF and Fe 3d HF (above 2 a.u.) and (d)
Eu 4f RDHF and Fe polycrystal MCP (above 2 a.u.)
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be 6.96± 0.07 µB/f.u. The latter value is in good agreement with the 7 µB/f.u. possible for a
half-filled 4f shell.
Necessity of the low momentum dip in the Fe polycrystal profile
The fit residuals in figure 8.21 reveal that the model including the polycrystal Fe MCP offers
a large improvement over a broad region of momentum, clearly visible between ∼ 2 and 8 a.u.
The fit below 2 a.u. is also better than the alternatives, but perhaps not to the extent that
might be expected, considering that it is chiefly in this region that the polycrystal MCP
deviates from the HF profile. However, it is important to recognise that the improved fit
above 2 a.u. is only possible because of the low momentum dip of the Fe polycrystal MCP.
Without the dip, the residuals above 2 a.u. can only be improved at the expense of larger
disagreement at low momentum. Evidence for this is provided in figure 8.22(b)-(d), which
shows the residuals for the same fitting routines as above, performed from 2 to 15 a.u. only
(cf. 0 to 15 a.u. used previously). These residuals show that the two models that include an
Fe profile are equally capable of describing the EuFe2−xCoxAs2 summed MCP from 2 a.u.
Their reduced-χ2 values are nearly identical. They differ only in the size of the low momentum
discrepancy, which is minimised when the Fe polycrystal MCP is used. Therefore, the inclusion
of highly itinerant, negatively polarised s and p electrons in the Fe magnetism aids in the
description of the EuFe2−xCoxAs2 low momentum MCP features. These magnetic s and p
contributions are positively polarised with respect to the Eu 4f moments.
Other possible magnetic contributions
Examining the residual plots in figure 8.21 once more, it was noted that the low momentum
discrepancies for all three models, i.e. the shapes of the residuals below 2 a.u., were quite
similar. If a single magnetic contribution was responsible for these features, it would possess
a MCP of HWHM ∼ 0.5 to 1 a.u. The 5d RDHF and 4p HF profiles of Gd and As, shown in
figure 8.23, fulfill this criterion and ought to be considered for different reasons.
Gd 5d and As 4p contributions
With respect to a 5d contribution, although band structure calculations have not yielded
such in EuFe2−xCoxAs2, a 5d moment of 0.58 µB is known to exist in pure Gd165, which is
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Figure 8.23: Gd 5d RDHF and As 4p HF Compton profiles.
Eu’s ‘neighbouring’ rare-earth element. When a Gd 5d RDHF profile was used in conjunction
with that of Eu 4f, the resulting fit to the summed MCP was only partially better than
that offered by Eu 4f alone (reduced χ2 = 2.079 compared to 2.316), and provided a very
similar residual plot. However, when Eu 4f, Gd 5d and Fe polycrystal profiles were combined,
the fit improved significantly. The reduced-χ2 value was 1.291, cf. the previous lowest of
1.785 found for Eu 4f RDHF + Fe polycrystal MCP. The Eu + Gd + Fe fit and residual
are shown in figure 8.24. The fit residual is clearly superior to those in figure 8.21 where
the Gd 5d RDHF profile was not included. The fit provides a good description of the data
over the full momentum range. In this solution, the Eu 4f, 5d and Fe spin moments were
6.98± 0.05 µB/f.u., 0.08± 0.01 µB/f.u. and −0.39± 0.05 µB/f.u. respectively. Thus, the 4f
and 5d moments were aligned (both positive), along with the s and p contributions that were
included as part of the experimental Fe MCP. This is the same situation that was previously
observed for pure Gd using magnetic Compton scattering165.
The As 4p HF profile was employed because a moment of up to −0.024 µB/f.u was attributed
to these electrons in the work on polycrystal EuFe2As1.46P0.54 by Ahmed et al. The result
of including the As 4p profile in the fitting was very similar to those mentioned above for
the Gd 5d contribution. When it was paired just with the Eu 4f RDHF profile, there was
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Figure 8.24: EuFe2−xCoxAs2 MCP fit including Eu 4f (green line), Gd 5d (dark blue line)
and Fe (red line) contributions. The total fit is shown as a light blue line. The corresponding
residual for this fit is shown below.
162
no improvement over Eu 4f alone. When the Fe polycrystal MCP was added also, the
reduced-χ2 value was 1.318 and the fit residual was almost indistinguishable from that in
figure 8.24. In this last fit, the Eu 4f, As 4p and Fe spin moments were 6.95± 0.05 µB/f.u.,
0.06± 0.01 µB/f.u. and −0.3± 0.05 µB/f.u., respectively. The implications of this last part of
the MCP fitting investigation are discussed further in the following section.
8.5 Conclusions
Magnetometry
EuFe2As2 and EuFe1.7Co0.3As2 crystals were subject to magnetisation vs applied field, M vH,
and magnetisation vs temperature, M vT, measurements with a SQuID magnetometer. Mag-
netic behaviour along the c-axis and in the ab-plane was examined. The shapes of the M vH
loops, as well as the associated saturated moments, were consistent with previous work and
the description of the ground state arrangement of Eu moments in the ab-plane.
A range of parameters were obtained from fitting to the M vT data. The values that came
from fitting the Curie-Weiss law in the paramagnetic regime, that is C and θCW, were in
good agreement with previous work. Fitting with a modified power law due to Guguchia et
al. showed an encouraging correspondence in the low temperature behaviour of our samples,
whilst a Tn law applied up to ∼ TC/3 suggested that, as for NiMnSb discussed previously,
the temperature-dependent magnetisation was not described by Bloch’s law. More work is
needed to explore the veracity and significance of the last result.
Analysis of the magnetic Compton profiles
Analysis of the experimental MCPs for EuFe2−xCoxAs2 crystals, recorded at a range of
temperatures and along two crystallographic directions, showed that the spin density did not
vary as a function of direction, Co doping or temperature. This was demonstrated in a series
of difference MCPs that possessed no structure over the full range of electron momentum. The
only difference between the MCPs was the size of their associated spin moments, which were in
fair agreement with the total moments from SQuID magnetometry. This indicates that there is
no orbital moment in the system, which is consistent with the accepted 4f 7 electron population
of the Eu2+ ion and the fact that the orbital moment for most transition metals is fully
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quenched. Of the above results, the temperature-independence of the MCP shapes is the most
significant since it contrasts with the findings of Ahmed et al., who saw a clear change in the
shape of the MCPs of the closely related compound EuFe2As1.46P0.54 at a temperature of 18 K.
Magnetic Compton profile fitting - Eu and Fe
Fitting was performed on a EuFe2−xCoxAs2 MCP of high statistical quality that was an
amalgamation of three separate datasets. The summing of these datasets was deemed to be a
legitimate approach because, as shown in their difference profiles, the various MCPs reflected
the same spin density. The fitting employed theoretical Eu 4f and Fe 3d profiles obtained
from Hartree-Fock theory, as well as an experimental MCP from polycrystal Fe. The latter
was used to determine whether the inclusion of highly itinerant s- and p-like electrons, which
contribute to the experimental Fe profile, was necessary to describe the EuFe2−xCoxAs2 MCP.
The result of the fitting procedure was that an Fe moment should be included to describe
the spin density of EuFe2−xCoxAs2, but only when the Fe contribution was represented by
the experimental polycrystal Fe MCP with a low momentum dip. Inclusion of this MCP
provided a better description of the data over the full momentum range compared to the
models that included the Eu 4f and Fe 3d HF profiles only. The improvement in the fit
was reflected in the reduced-χ2 value that was significantly lower than the corresponding
values for the other models. The spin moments associated with the Eu and Fe in this model
were 6.96± 0.07 µB/f.u. and −0.31± 0.05 µB/f.u., respectively. The former is in agreement
with the predicted 7 µB available for a Eu 4f
7 spin configuration, as well as the values of
6.9(4) µB and 6.7(4) µB from the neutron diffraction work of Xiao et al. The latter contrasts
with previous findings that the antiferromagnetic ordering of the Fe is robust up to high
fields, and with the result from Ahmed et al., using magnetic Compton scattering, that the
Fe spin moment in a closely related system is positive with values between 0.05 and 0.07 µB/f.u.
Magnetic Compton profile fitting - Gd and As
Compton profiles from Gd 5d and As 4p electrons were considered to address the low momen-
tum features seen in all of the fit residuals involving Eu and Fe only. Inclusion of either of
these profiles in addition to the experimental Fe MCP discussed above, provided a very good
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description of the summed MCP, with virtually no residual structure and significantly lower
reduced-χ2 values than previously achieved. Clearly, further experimental and theoretical work
is required before a statement that there is a 5d or 4p spin contribution in EuFe2−xCoxAs2 can
be made. Another explanation to consider is that the low momentum discrepancy is actually
associated with a larger low momentum dip in the spin density of the Fe - the theoretical
work of Kubo and Asano showed a very pronounced dip in the Fe [111] MCP. Future magnetic
Compton scattering work will be informed by the result given here and the experiments can
be designed and interpreted accordingly.
Future work
Future work with EuFe2−xCoxAs2 should focus on obtaining theoretical MCPs from a con-
verged DFT calculation. These will require the addition of a self-interaction U term to
properly deal with the 4f states of the Eu ion. Most likely, these results will come from
the elk FP-LAPW code that is is currently being modified by members of the Compton
scattering group at Bristol to calculate MCPs. In particular, the issues of the Fe 3d moment
and possible highly itinerant spin contributions from polarised s- and p-like bands should
be examined in some detail. Comparison of these theoretical MCPs can then be made
with those obtained experimentally, in a manner which is now becoming the standard ap-
proach within Compton scattering, as well as with those provided in other work by Ahmed et al.
Another area requiring more work is the re-collection and analysis of low temperature M vT
data with SQuID magnetometry. This should take place in a range of applied fields to
determine whether the Tn power law, which is a supposed indicator of the itinerancy of the
magnetism, is affected by the applied field and to extrapolate a value for n at 0 T. This
would require a higher data density up to TC than presented here, and would provide a good
comparison for the similar work conducted on NiMnSb. Finally, since the spin moments
from the EuFe2−xCoxAs2 MCPs differed randomly from the total moments, another series of
temperature-dependent magnetic Compton scattering experiments should be performed. This
would confirm or refute the existence of a small orbital moment in the system.
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Chapter 9
Conclusions and future work
The spin densities of several interesting 4f and 3d magnetic systems have been directly probed
with magnetic Compton scattering. Information about their electronic configurations and
magnetic structures has been deduced from comparison of their magnetic Compton profiles
with those from theoretical work, further demonstrating the usefulness of this technique
within condensed matter physics. In addition, experimental methods ranging from SQuID
magnetometry to powder X-ray diffraction and X-ray photoelectron spectroscopy have been
deployed, giving a more complete picture of each material and providing results for comparison
with other work. The work on NiMnSb, TbMnO3 and EuFe2−xCoxAs2 presented in this
thesis will be used to inform future experiments and aid in the general understanding of these
materials.
9.1 Summary of important results
NiMnSb
Of the materials examined in this thesis, NiMnSb was subject to the widest range of ex-
perimental characterisation techniques and theoretical investigation. A single crystal of the
predicted half-metallic ferromagnet NiMnSb was produced and subsequent analysis showed
that its chemical stoichiometry, space group and lattice parameter were in agreement with
expectations and previous results.
The magnetisation of a fragment of the NiMnSb crystal was investigated as a function of
applied field and temperature. The saturated moment was in good agreement with previous ex-
perimental results and the value predicted by theoretical calculations for half-metallic NiMnSb.
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Over the temperature range 5 to 300 K, that is up to ∼ TC/2.5, the saturated magnetisation
followed laws of the form M(T ) ∝ (1−AT 2.06) and M(T ) ∝ (1−AT 2.26) in fields of 0.75 and
2.5 T, respectively, both deviating from the T 3/2 dependence predicted by Bloch for localised,
Heisenberg-like spins. The literature suggests two possible interpretations of this interesting
behaviour. First, and seemingly most likely, the magnetisation is being disrupted by Stoner
excitations, which scatter electrons of one spin type into the other. This process is known to
exhibit a T 2 dependence in the magnetisation as a function of temperature. However, since
ideal half-metallic NiMnSb is predicted to have zero available states in its minority channel at
the Fermi energy, the Stoner mechanism should be inaccessible. The implication is that the
NiMnSb crystal studied here did not possess a Fermi energy gap in its minority spin channel
and is probably not half-metallic. The second interpretation is that the larger-than-expected
T power exponents are due to the presence of a low wavevector gap in NiMnSb’s spin-wave
dispersion (Bloch’s law assumes no such gap). The gap increases in size with the applied
magnetic field, thus explaining the increased T exponent at 2.5 T compared to that at 0.75 T.
The detracting factor in this interpretation is that the required spin-wave gap would be far
greater than that previously measured for NiMnSb.
An investigation with the spr-kkr density-functional theory code provided an optimised
lattice geometry for further NiMnSb calculations. Fitting the theoretical total energies for a
range of lattice parameters with the Murnaghan equation of state provided a value for the
bulk modulus and allowed a theoretical volume-pressure relationship to be determined, both
of which were in good agreement with previous results. spr-kkr calculations then provided
total and site-specific densities-of-states and magnetic Compton profiles for NiMnSb, the
latter of which were compared to the experimental results.
NiMnSb magnetic Compton profiles were recorded at temperatures of 9 and 300 K. Apart
from the change in the MCP areas due to their spin moments, the 9 and 300 K MCPs were
essentially identical, indicating that there is no significant change in the spin momentum
density over this temperature range. The spin moments at 9 K were around 4% larger than
the expected 4 µB/f.u. A Mn 3d HF Compton profile was unable to adequately describe the
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experimental MCP tail shapes, as were the theoretical profiles obtained from ab initio spr-kkr
calculations. However, the spr-kkr results were seen to replicate the experimental Umklapp
features that reflect the shape of the Fermi surface. In addition, reasonable theoretical-
experimental agreement was achieved when the fractional Ni contribution to the spin moment
was ‘artificially’ increased by scaling up its site-specific spr-kkr MCP. The resulting Mn and
Ni moments in the studied crystal would then be 3.07 µB/f.u. and 0.96 µB/f.u., respectively,
irreconcilable with half-metallic theory and previous experimental findings. In combination
with the magnetometry results discussed above, the deviation between the ab initio DFT
profiles and the experimental MCPs is seen as evidence that the studied NiMnSb crystal was
probably not half-metallic.
The issue of most importance for future researchers of NiMnSb is the behaviour of the mag-
netisation as a function of temperature (on which there are several reports in the literature,
but little consensus as to the mechanisms) and its relationship to the half-metalicity, which is
still to be comprehensively confirmed by experiment. If the Stoner mechanism is responsible
for the observed reduction in magnetisation, it places limitations on the extent of the spin
polarisation and the temperature range in which it could be expected to exist.
TbMnO3
The magnetoelectric multiferroic compound TbMnO3 was investigated with magnetic Comp-
ton scattering along its crystallographic a and b directions. MCPs were collected above
the magnetic fields in both directions required to flip the Tb moments into their available
orientations lying closest to the direction of the applied field. A b direction MCP was also
collected in the region between ∼ 1 and ∼ 4.5 T where effectively only half of the Tb mo-
ments are flipped by the field. The measurements provided the spin moments along each
direction and, through comparison with SQuID magnetometry, the associated orbital moments.
In an effort to assign the experimental spin moments to the individual magnetic sites, theoret-
ical Compton profiles were obtained from LCAO calculations performed with the gamess
code. These calculations provided Compton profiles for each of the seven 4f orbitals of the
Tb ion, as well as for the hybridised molecular orbitals of the MnO6 octahedra. Fitting to the
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experimental MCPs indicated that the Tb 4f electron population was of the form 7 ↑ +1 ↓,
where the minority orbital was the f z(x2−y2). This result agrees with previous DFT calculations.
The Tb spin moment projections along the a and b directions provided a total moment of
nearly 6 µB per Tb ion. The orbital moments, which in TbMnO3 can reasonably be attributed
solely to the Tb ions due to quenching of the TM 3d moments, provided a total of almost 2 µB
per Tb ion. Once again, these values provide strong evidence for Tb 4f 7↑+1↓ configuration,
which would in theory provide a spin of 6 µB and an orbital moment of 2 µB if the doubly
occupied orbital was the 4f z(x2−y2). The angle that the Tb moments make with the b-axis
was found to be in the region of 60◦, which is consistent with the arrangement of Tb moments
as described by the pre-existing Ising-like model. This is believed to be the first instance that
the model has been verified using separate spin and orbital contributions to the Tb magnetism.
With regard to the understanding of TbMnO3’s multiferroicity, which provides the prime
motivation for the continued study of the system (as well as many related compounds), the
most useful result from this work may be behaviour of the Mn 3d moment in an applied
field and its relationship to that of the Tb. This could inform any future work which aims to
investigate the roles of each magnetic ion in establishing the coupling between magnetism
and ferroelectricity in any of the rare-earth/transition metal multiferroic systems.
EuFe2−xCoxAs2
The FeAs-layered superconductor EuFe2−xCoxAs2, with x = 0 and 0.3, was examined with
SQuID magnetometry and magnetic Compton scattering. Results from the former exper-
imental method were in good agreement with previous work and also suggested that the
low temperature magnetisation, which had a T 2 dependence, might be worthy of further
investigation.
With respect to the magnetic Compton scattering work, a series of difference profiles showed
that the spin density of the system was unaffected by changes in temperature, Co doping level
or crystallographic direction. A straightforward fitting routine for the summed experimental
MCP, using profiles from Hartree-Fock theory and an experiment on pure Fe, showed that a
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Eu 4f profile alone could not account for the spin density of EuFe2−xCoxAs2. An Fe spin
moment of size ∼ −0.31± 0.05 µB/f.u., that is negatively polarised with respect to the Eu
moment, is required to describe the measured MCP. Further to this, the fit residuals show
low momentum features that can be explained by the presence of an additional narrow MCP;
possible origins include a 5d contribution, a 4p contribution (as from the As), or a larger
contribution from the sp-like band associated with the Fe. Further work, both theoretical and
experimental, is required to address this last issue.
The discovery of a significantly sized Fe moment in EuFe2−xCoxAs2 is the most interesting
outcome of this work and could be quite significant for the understanding of this and related
systems, not least because the antiferromagnetic SDW ordering of the Fe moments is well
established and believed to be quite robust. However, before wide-ranging implications for the
122 and other FeAs layered superconductors can be made, it requires confirmation through
further investigations; this could potentially come from more magnetic Compton scattering
work examining a range of doped and undoped compounds as a function of applied field.
If the existence of an Fe moment is confirmed by whatever means, a magnetic Compton
scattering experiment with a very high statistical accuracy may be the best tool available to
determine the orbitals/electronic bands responsible. This would be achieved by comparison
of the experimental MCP shapes with theoretical MCPs from gamess or DFT calculations,
as demonstrated throughout this thesis, and may provide evidence for a particular pairing
mechanism in these unconventional superconductors.
9.2 Future work
Recommendations for future work on the three examined materials have been made in the
relevant sections; they are section 6.7 for NiMnSb, section 7.6 for TbMnO3 and section 8.5
for EuFe2−xCoxAs2. Of the experimental work, it has been suggested that several magnetic
Compton scattering measurements be re-performed, primarily to ensure reproducibility. Other
than this, it is believed that the greatest potential for discovery lies in two areas; the low
temperature M vT behaviour of NiMnSb and EuFe2−xCoxAs2, which has proved to be different
from expected, and further X-ray studies (ARPES, HAXPES, etc.) of the NiMnSb crystal. In
both cases, the work presented in this thesis should prove useful in designing the experiments
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and interpreting their results.
Theoretical work should focus on obtaining full descriptions of all three materials (site-specific
spin moments, band structures, magnetic Compton profiles, etc.) with a full-potential DFT
code. Work in this direction is already underway with the elk FP-LAPW code that has been
mentioned in this thesis already. Future work on NiMnSb, such as the upcoming HAXPES
experiment, may also be informed by disordered local moment (DLM) DFT calculations
within KKR. These aim to deal with non-zero temperature effects in magnetic systems94.
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