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A small extended body moving through an external spacetime gαβ creates a metric perturbation
hαβ, which forces the body away from geodesic motion in gαβ. The foundations of this effect,
called the gravitational self-force, are now well established, but concrete results have mostly been
limited to linear order. Accurately modeling the dynamics of compact binaries requires proceeding
to nonlinear orders. To that end, I show how to obtain the metric perturbation outside the body
at all orders in a class of generalized wave gauges. In a small buffer region surrounding the body,
the form of the perturbation can be found analytically as an expansion for small distances r from
a representative worldline. Given only a specification of the body’s multipole moments, the field
obtained in the buffer region suffices to find the metric everywhere outside the body via a numerical
puncture scheme. Following this procedure at first and second order, I calculate the field in the buffer
region around an arbitrarily structured compact body at sufficiently high order in r to numerically
implement a second-order puncture scheme, including effects of the body’s spin. I also define nth-
order (local) generalizations of the Detweiler-Whiting singular and regular fields and show that in
a certain sense, the body can be viewed as a skeleton of multipole moments.
PACS numbers: 04.20.-q, 04.25.-g, 04.25.Nx, 04.30.Db
I. INTRODUCTION
In general relativity, bodies affect the spacetime geom-
etry around them, and their motion is, in turn, affected
by that geometry. Historically, study of this problem of
motion has focused on the post-Newtonian limit of weak
fields and slow velocities. In the strong-field regime, bod-
ies haves typically been approximated as test particles,
which move on geodesics of a background spacetime that
is unaffected by them; or, more generally, they have been
treated as test bodies, which are accelerated only by the
coupling of their multipole moments to the background
curvature. However, gravitational wave astronomy will
soon allow us to observe binaries with strong fields and
fast motion, providing fresh impetus to solve the problem
of motion in the strong-field regime.
For binaries made up of bodies of comparable mass,
the problem has been tackled with numerical relativ-
ity [1] or analytically with effective one body (EOB) the-
ory [2]. For binaries with extreme mass ratios, in which a
small mass m emits gravitational waves and spirals into
a large mass M , the problem has been approached via
the gravitational self-force approximation: the smaller
mass is treated as a source of small perturbations of the
background spacetime of the larger, and that perturba-
tion forces the small body away from geodesic motion in
the background [3–5]. Besides modeling these extreme-
mass-ratio inspirals (EMRIs), the self-force provides an
essential point of comparison with the methods used for
intermediate- and equal-mass binaries [6–8] and can be
used to fix mass-dependent parameters in EOB [9–11].
The gravitational self-force is now well understood at
linear order in m [5, 12–14]. However, to extract orbital
parameters from a waveform emitted by an EMRI, one
requires a theoretical description accurate to second or-
der, as shown by the following simple scaling argument:
Suppose z(t) is the body’s trajectory and that we have
an equation for its acceleration a, but that our equation
differs from the true acceleration by an error δa. Then
our result for z(t) will differ from the true position by
δz ∼ t2δa. Therefore, to obtain a model accurate at
order 1, we require t2δa ≪ M . An inspiral occurs on
the timescale over which energy and angular momentum
change substantially, which is the radiation-reaction time
trr ∼ M2/m, suggesting that we require δa ≪ m2/M3;
that is, we need a to be accurate at least through order
m2. This conclusion is also borne out by a more rigorous
scaling argument [15].
Furthermore, comparisons with numerical simulations
suggest that the second-order self-force would pro-
vide a highly accurate description of intermediate-mass-
ratio binaries and even a reasonably accurate descrip-
tion of comparable-mass binaries [7, 8], both of which
should soon be observed by Advanced LIGO [16, 17].
The second-order force would also fix EOB parameters
quadratic in m. Finally, second-order results would allow
us to determine the error in various first-order approxi-
mations, such as the geodesic-force approximation used
in Ref. [18].
Hence, there is a need to determine the self-force at
least through second order, and proceeding to still higher
order could be useful for studying intermediate- and
equal-mass binaries. Harte [19] has shown that even out-
side the realm of perturbation theory, material bodies of
sufficiently small size behave as test bodies in a certain
effective metric, where the effective metric is defined by
subtracting out the body’s ‘self-field’, which is bound to
the body and has no direct influence on its bulk motion.
This split into self-field and effective field overcomes the
longstanding obstacle in applying Dixon’s treatment of
extended bodies to the self-gravitating case (as discussed
in Sec. 13 of Ref. [20]). In the context of the self-force,
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sult of Detweiler and Whiting [21], who showed that the
first-order self-force is equivalent (at orderm) to geodesic
motion in a certain effective metric. However, Harte’s
method does not apply to the motion of black holes, be-
cause it involves integrals over the body’s interior. More
importantly, it does not provide a concrete means of solv-
ing the Einstein field equation (EFE) to obtain the total
metric or the effective metric—this must be done in a
perturbative context.
In recent years, two perturbative methods have
emerged: one that expands the perturbation due to the
body in a strict power series, representing the body’s
motion using deviation vectors pointing away from a ref-
erence geodesic [12]; and one that uses a general ex-
pansion which self-consistently incorporates the correc-
tions to the motion, working with an accelerated world-
line rather than deviation vectors [13, 14]. Both of these
methods were devised with sufficient scope to be applied
at any order in perturbation theory. The power series
method is limited to short timescales over which the de-
viation vectors remain small, but there is the prospect
of combining it with a two-timescale method [15] to cre-
ate a valid approximation on the radiation-reaction time.
The self-consistent approximation can be expected to be
valid on long timescales, and it can always be reduced
to the power series method by performing an additional
local-in-time expansion.
Gralla has recently applied the power series method
to second order [22]. Shortly before that, I reported the
second-order results of the self-consistent method [23].
In this paper and its sequel [24], I present the explicit
expressions that would not fit within the short letter for-
mat of Ref. [23]. However, besides recapitulating those
results, the present paper serves a larger purpose of show-
ing how the EFE may be solved for an arbitrarily struc-
tured small body at any order in a self-consistent expan-
sion. I also show, with slightly less certitude, how the
nth-order equation of motion will be determined. While
most of the necessary ideas were sketched in Ref. [13],
here they are put in considerably more concrete form,
while still avoiding detailed calculations.
Both the power series and self-consistent expansions
are based on the method of matched asymptotic expan-
sions from singular perturbation theory [14, 25–27]. In
this method, one uses two expansions, one valid very near
the body and the other valid everywhere else, and infor-
mation is fed between them by insisting that they agree in
a buffer region around the body where they can both be
expected to be valid. This method avoids modeling the
body as a point particle (except in a well-defined sense
discussed later in this paper), since such models are not
well defined in the full, nonlinear theory.
A brief review of the method will be worthwhile. Sup-
pose gµν(ǫ) is an exact solution to the EFE containing
the small body on a manifoldM, where ǫ is an expansion
parameter that counts powers of the body’s mass. Now
let r be some measure of distance from the body and R
represent the spacetime’s lengthscales, excluding those of
the body itself. For r ∼ R, well outside the body, in any
global coordinates xα in a vacuum region Ω, one can use
the outer expansion
gµν(x
α, ǫ) = gµν(x
α) + hµν(x
α, ǫ) (1)
on a manifoldME . (gµν ,ME) defines an external back-
ground spacetime with no small body in it, and
hµν(x, ǫ) =
∑
n≥1
ǫnh
(n)
αβ (x; ǫ) (2)
describes perturbations due to the body. Each term h
(n)
µν
is allowed to depend on ǫ through a dependence on the
ǫ-dependent worldline γ that will represent the body’s
motion in ME. This is the defining characteristic of the
self-consistent approach [13, 14]; in the method of Gralla
and Wald, no such dependence is allowed. As a concrete
example of the quantities involved in an outer expansion,
in an EMRI, gµν is the spacetime of the supermassive
black hole, the external lengthscale is R ∼ M , and xα
might be Boyer-Lindquist coordinates of the supermas-
sive black hole.
Now, for r ∼ ǫR, very near the body, the metric varies
rapidly, and there, in coordinates (t, xa) approximately
centered on the body, one can use the inner expansion
gµν(t, x˜
a, ǫ) = gIµν(t, x˜
a) +
∑
n≥1
ǫnH(n)µν (t, x˜
a) (3)
on a manifoldMI, where (gIµν ,MI) is the body’s space-
time were it isolated, and H
(n)
µν describes perturbations.
Here the components in the (t, xa) coordinates are writ-
ten in terms of rescaled spatial coordinates x˜a ≡ xa/ǫ.
These scaled coordinates serve to keep distances fixed
relative to the body’s mass in the limit ǫ ≪ 1, sending
distances much larger than the mass off toward infin-
ity. The use of a single scaling factor makes the approx-
imation most appropriate for compact bodies, in which
the linear dimension is comparable to the mass; I return
to this issue in Sec. V. Scaling only distances, not t, is
equivalent to assuming the body possesses no fast inter-
nal dynamics. That is, there is no evolution on the short
timescale of the body’s mass and size.
In the buffer region around the body, defined by ǫ ≪
r/R ≪ 1, the inner expansion can be expressed in un-
scaled coordinates and then expanded for r ≫ ǫR (i.e.,
for distances that are large on the scale of the inner ex-
pansion) and the outer expansion can be expanded for
r ≪ R (i.e., for distances that are small on the scale of
the outer expansion). Since the inner and outer expan-
sions are assumed to approximate the same metric, the
results of these re-expansions in the buffer region must
match order by order in both r and ǫ. References [14, 26]
contain more details about the underlying assumptions
in this procedure. But for my purposes here, the essential
aspect is that an outer expansion can be obtained with
only minimal knowledge of the inner expansion [12, 13].
3Furthermore, it can be obtained almost entirely from in-
formation in the buffer region. Say the nth-order pertur-
bation is expanded as h
(n)
µν =
∑
p r
ph
(n,p)
µν in the buffer
region.1 One must allow negative powers of r, since at
least part of the field will fall off with distance from the
body. But there is a lower bound on what the most nega-
tive power might be at a given order. I allow no negative
powers of ǫ in the inner expansion, meaning ǫnh
(n)
µν must
have no negative powers of ǫ when written as a function
of r˜ = r/ǫ, from which it follows that
ǫnh(n)µν =
ǫn
rn
h(n,−n)µν +O(ǫ
nr−n+1). (4)
Also, since ǫn/rn is independent of ǫ in r˜ coordinates, it
must be equal to a term in the zeroth-order part of the
inner expansion, gIµν . Say gIµν , written in terms of the
unscaled coordinates and expanded, reads2
gIµν =
∑
n≥0
ǫn
rn
g
(n)
Iµν . (5)
We then have h
(n,−n)
µν = g
(n)
Iµν . Therefore, at each order
in ǫ, the most singular (as a function of r) piece of the
metric perturbation h
(n)
µν in the buffer region is deter-
mined by the r ≫ m asymptotic behavior of the body’s
unperturbed metric.
Now, from the perspective of the outer expansion, the
buffer region surrounds a region B ⊂ ME. If γ is in B,
then we can take r to be a radial distance from γ, and the
form (4) will hold true. We then have both the body—in
the full spacetime—and γ—in ME—in the region sur-
rounded by the buffer, even if B is not diffeomorphic to
the region surrounded by the buffer inM (say, if a black
hole or wormhole resides therein). If mass dipole terms,
which indicate the position of the center of mass relative
to the origin of the coordinates, vanish in this coordinate
system, then the body is appropriately centered “on” γ;
that is, on their respective manifolds both γ and the body
are at the center of the region surrounded by the buffer.3
γ is then a meaningful and accurate representation of the
body’s motion.
These ideas were discussed at length in Ref. [13]. In
the present paper, I focus on their essential practical con-
sequence: how a solution obtained entirely in the buffer
1 The coefficients h
(n,p)
µν are not necessarily independent of r:
they may have a functional dependence on ln r, as discussed in
Sec. III. However, the terms are still well ordered for small r,
since rp(ln r)q ≪ rp
′
(ln r)q
′
for p > p′.
2 The fact that the inner background must be asymptotically flat,
containing no positive powers of r, follows from the assumption
that the outer expansion contains no negative powers of ǫ.
3 This notion of mass-centeredness based on mass dipole terms is
not straightforward at high order in ǫ, as discussed in Sec. III C.
I assume that some copacetic notion of centeredness can be im-
posed.
region, without reference to details of the body’s internal
structure or global boundary conditions, can be used to
construct a global solution to the nth-order EFE in the
external spacetime. By substituting an expansion of the
form (4) into the EFE, one can solve order by order in
r. Because r is small in the buffer region, spatial deriva-
tives dominate over temporal ones. Therefore, solving
the EFE is reduced to a process of solving a sequence of
flat-space Poisson equations, and the solutions to corre-
sponding homogeneous equations comprise all the free-
dom in the general solution. For multipole number ℓ,
these homogeneous solutions behave as 1/rℓ+1 and rℓ, as
is familiar from classical electromagnetism and Newto-
nian gravity. The 1/rℓ+1 terms are identified with the
body’s multipole moments or corrections thereto; the rℓ
terms are identified with free radiation.
Inspired by this, I define a split of the nth-order solu-
tion of the EFE into a self-field hSµν and an effective field
hRµν . Roughly speaking, the self-field is constructed from
the set of multipole moments and bound to the body.
The effective field is a vacuum solution to the EFE that
propagates independently of the body, even though the
body created it, and in the solution obtained in the buffer
region, it consists entirely of unknown functions, which
can be determined only from global boundary conditions.
My definition of the self-field carries a similar meaning to
Harte’s [19], and the metric gµν+h
R
µν defines an effective
metric similar to Harte’s, but because my effective field
satisfies the vacuum EFE at all orders while Harte’s does
not, the definitions differ at second order and beyond.
Using the self-field found in the buffer region, one
can obtain a global solution via a puncture scheme (also
known as an effective-source scheme), just as at first or-
der [28–33]. Such a scheme, in the present context of a
small but extended body or black hole, begins by allow-
ing the expressions for hRµν and h
S
µν in the buffer region
to hold in the region B as well. Since doing so does not
affect the field in the buffer region, it also does not af-
fect the field values outside the buffer, out in the external
universe. Continuing the expression for hSµν into B makes
it into a field that diverges at r = 0: the true self-field in
the interior of the body, whatever it may be, is replaced
with this divergent field, and the self-field becomes the
singular field. But we are not interested in obtaining hSµν
in the body’s interior, nor even in the buffer region, since
it is already known there. We are interested only in hRµν ,
which is the unknown part of the field in the buffer region.
Extending the buffer-region expression for hRµν leads to a
field that is smooth at r = 0, which is the regular field.
Therefore, in a region covering B we can rewrite the EFE
as an equation to be solved for hRµν , by subtracting off
the contribution of the singular field. The singular field,
or any approximation to it that has the same singularity
structure, serves as the titular ‘puncture’ in the scheme.
At the same time as the field equation is solved for the
regular field, the ‘position’ of the puncture is moved via
the equation of motion for γ.
With such a scheme, the physical problem in the region
4covering the body, with all its matter fields, singularities
(in the case of a black hole), or other oddities (in the case
of exotic matter), is replaced with an effective problem.
One well-behaved problem free of singularities (except in
the case of a black hole) in that region is replaced with
another, but the variable being solved for is changed from
the physical field to the effective field hRµν . By appropri-
ately converting from hRµν to the full field hµν outside that
region, one can obtain hµν globally in the external space-
time. One will then have found the physical field outside
the body solely from a specification of the body’s mul-
tipole moments (which determine the singular/self-field)
and initial data (which determines the effective/regular
field), both of which are freely specifiable.
From this perspective, the various regularization meth-
ods that have been used in the self-force problem to re-
move the ‘singular part’ of the field [5] arise only as a
practical necessity: we cannot determine the physical
metric inside the body, nor are we interested in doing
so, which prompts us to replace it with the fiction of a
singular field solely as a means of calculating the physical
metric outside the body.
In the paper proper, I make these notions more pre-
cise. Section II presents the equations to be solved in the
outer expansion, generalized beyond Refs. [13, 14, 23] to
a wide class of wave gauges. This leads into the anal-
ysis of the nth-order outer expansion in Sec. III, where
I show the form of the solution in the buffer region, de-
fine the singular/self- and regular/effective fields, and de-
scribe the puncture scheme in greater detail. I also de-
rive a stress-energy tensor that effectively represents the
body’s composition as a skeleton of (corrected) multipole
moments supported on the body’s worldline. In addition,
I show the relationship between the nth-order accelera-
tion of the body’s worldline and the gravitational field
in its neighbourhood; however, this suffices to determine
the motion only once one makes an appropriate choice
of mass-centeredness and specifies the evolution of the
body’s multipole moments.
Section IV applies this nth-order analysis at first and
second order to obtain the first of two explicit results re-
ported in Ref. [23]: an expression for the second-order
singular/self-field through order r, which is sufficiently
high order to find a global second-order solution nu-
merically via a puncture/effective-source scheme. Pre-
viously, in Ref. [13], the second-order singular field was
obtained through order r0, but explicitly acceleration-
dependent terms were dropped. The second result re-
ported in Ref. [23] was that if the body is spherical, then
γ satisfies the geodesic equation in the effective metric
gµν + h
R
µν through second order in ǫ. In the sequel [24],
I will provide the detailed expressions involved in the
derivation of that equation of motion.
I conclude the present paper in Sec. V with a discussion
of future work and a comparison of my method and re-
sults to other second-order analyses: that of Gralla [22],
mentioned above, earlier results of Rosenthal [34, 35], and
a recent discussion of Detweiler [36].
Throughout, I work in units of G = c = 1. Greek
indices range from 0 to 3. Lowercase Latin indices re-
fer to spatial coordinates. Uppercase Latin indices de-
note multi-indices; for example, L ≡ i1 · · · iℓ. T〈L〉 =
STF
L
TL = TˆL indicate a tensor symmetric and trace-free
(STF) with respect to δab.
II. OUTER EXPANSION IN GENERALIZED
WAVE GAUGES
Let D ⊂ ME be a vacuum region of the background
spacetime (i.e., a region in which gµν satisfies the vacuum
EFE). Furthermore, let it be a globally hyperbolic region
with Cauchy surface Σ, such that D = D+(Σ) and wave
equations can be solved in D given only initial data on Σ.
Now let Ω ⊂ME be D with the region surrounded by the
buffer removed; that is, Ω = D\B. Ω then corresponds to
a vacuum region outside the body in the full spacetime.
This will be the region in which I seek a solution to the
EFE.
In Ω, the self-consistent method of Ref. [13] is mod-
elled on standard post-Minkowskian expansions in the
harmonic gauge, as used in post-Newtonian theory [37].
It is convenient to use any field variable φµν satisfying
φµν = h¯µν +O(h¯2), (6)
where an overbar indicates trace-reversal with the back-
ground metric gµν , and the O(h¯
2) indicates anything
that becomes of quadratic or higher order when ex-
panded for small h¯µν . For example, some candidate
fields are φµν ≡ h¯µν , φµν ≡ hµν − 12gµνgρσhρσ, and
φµν = Hµν ≡ gµν −
√−g√−gg
µν . The latter choice is dis-
cussed in detail in Ref. [38]; it is the field used in post-
Newtonian theory in the case that gµν is Minkowski.
To disentangle the field from the matter degrees of free-
dom, one may first impose a convenient gauge condition.
I adopt a generalized wave gauge defined by
∇νφµν = Zµνρφνρ +Dµ, (7)
where Zµνρ and D
µ are specified functions of xα and ǫ.4
I restrict Zµνρ to be smooth on ME and independent
of ǫ (in any coordinates that are independent of ǫ), for
reasons to be made clear in a moment. For simplicity,
I assume Dµ to be a smooth function of ǫ, admitting a
power series Dµ(x, ǫ) =
∑
ǫnDµ(n)(x). I allow D
µ
(n)(x) to
diverge as 1/rn+1 as r → 0, which preserves the singu-
larity structure (4) of the metric perturbation.
If φµν = h¯µν , then (7) is a generalized Lorenz gauge
condition. If φµν = Hµν , then (7) reduces to a general-
ized harmonic gauge condition when gµν is Minkowski;
4 One could instead impose g∇νφµν = Zµνρφνρ +Dµ, where g∇ν
is the covariant derivative compatible with gµν , but doing so
would be equivalent to a redefinition of φµν .
5in the case where φµν = Hµν and Zµνρ = 0, the gauge
condition can be written as a condition in the full space-
time rather than in the background [38]. In all cases, the
gauge condition (7) makes the linearized Einstein tensor
hyperbolic by removing its elliptic part.
Therefore, with Eq. (7) imposed, the exact vacuum
EFE Gµν [g] = 0 in Ω is put in relaxed form, as in post-
Newtonian theory. It becomes a weakly nonlinear wave
equation,
Eµνρσφ
ρσ = Cµν − 16πτµν , (8)
where
Eµνρσ ≡ gµρ gνσgαβ∇α∇β + 2Rµρνσ
− 2(Z(µρσ ;ν) + Z(µρσ∇ν))
+ gµν(Zλρσ;λ + Z
λ
ρσ∇λ) (9)
becomes the usual wave operator of linearized grav-
ity when Zµνρ = 0, returning E
µν
ρσφ
ρσ = φµν +
2Rµρ
ν
σφ
ρσ in that case. The smoothness and ǫ-
independence of Zµνρ on ME ensures that Eµνρσ is a
nicely behaved operator in the background spacetime.
The source terms on the right-hand side of the wave equa-
tion (8) are
Cµν ≡ 2∇(µDν) − gµν∇ρDρ, (10)
which is a gauge term, and
τµν [φ] ≡ 1
8π
(Gµν [g, φ]− δGµν [φ]) , (11)
which can be thought of as the stress-energy tensor of
the gravitational field, comprising all terms in Gµν [g]
that are nonlinear in φµν . Here Gµν [g, φ] is the full
Einstein tensor Gµν [g + h] after rewriting hµν in terms
of φµν , and δGµν [φ] is the linearized Einstein tensor
written in terms of φµν . τµν can be written with the
gauge condition already imposed or not. Note that un-
like the Landau-Lifshitz pseudotensor or its generaliza-
tion to curved backgrounds in Ref. [38], τµν contains
second derivatives of the metric perturbation, meaning
in addition to its ‘gravitational energy’ terms, it contains
terms that should not be so interpreted.
Equation (8) can be solved without constraining the
body’s bulk motion or the evolution of its matter degrees
of freedom. No stress-energy tensor appears in Eq. (8),
since the small body lies outside Ω, which may make this
lack of constraints seem vacuous. But we can say more
precisely that in Ω, the wave equation can be solved with-
out constraining the evolution of the multipole moments
in the buffer region, including that of mass dipole terms
which shall be used to define the bulk motion.
Given its smooth dependence on ǫ, Cµν can be
expanded in an ordinary power series Cµν(x, ǫ) =∑
ǫnCµν(n)(x). I next assume an asymptotic expansion
φµν(x, ǫ) =
∑
ǫ≥1
ǫnφµν(n)(x; ǫ) (12)
in which the terms φµν(n)(x; ǫ) are constructed by splitting
the weakly nonlinear wave equation (8) into a sequence
of wave equations
Eµνρσφ
ρσ
(n) = C
µν
(n) − 16πτµν(n), (13)
where τµν(n) contains all pieces of τ
µν with an overall factor
of ǫn: 8πτµν(n) = δ
2Gµν [φ(n−1), φ(1)]+δ2Gµν [φ(n−2), φ(2)]+
. . . + δnGµν [φ(1)], where δ
nGµν [φ] is the nth-order Ein-
stein tensor. (The notation is described in Appendix A.)
More concretely, at first and second order these equations
read
Eµνρσφ
ρσ
(1) = C
µν
(1), (14)
Eµνρσφ
ρσ
(2) = C
µν
(2) − 2δ2Gµν [φ(1)]. (15)
Equations (13) can be solved in sequence for each φµν(n)
without constraining the motion of the small body, and
φµν(n)(x; ǫ) is taken to be the solution even when the mo-
tion is faithfully represented (i.e., when the buffer region
at a distance ǫ ≪ r/R ≪ 1 from γ always surrounds
the body). The dependence on ǫ in each term thus takes
the form of a functional dependence on γ. I assume that
despite the dependence on ǫ, each φµν(n)(x; ǫ) is uniformly
of order 1.5 If this is found to be untrue in a particular
case, then the asymptotic series (12) has failed.
The motion is determined via the gauge condition,
which ensures that a solution φµν to the wave equa-
tion (8) is also a solution to the EFE (and therefore the
Bianchi identity). However, I do not wish to split the
gauge condition (7) into a sequence of conditions of the
type ∇νφµν(n) = Zµνρφνρ(n)+Dµ(n). Those conditions would
imply that φµν(1) satisfies the linearized EFE and therefore
the linearized Bianchi identity, which would constrain the
acceleration aµ of γ to vanish [13]. Yet I do wish to split
Eq. (7) into equations that can be solved for each φµν(n).
To do so, I assume the acceleration can be expanded as
aµ(τ, ǫ) =
∑
n
ǫnaµ(n)(τ, ǫ), (16)
where at time τ , each aµ(n) is allowed to depend on the
past history of the ǫ-dependent worldline γ, in the same
manner as φµν does. When written in a coordinate
system centered on γ, all fields involved in the gauge
condition—gµν , φ
µν , Zµρσ, and D
µ—will naturally de-
pend on γ’s acceleration. So in such a coordinate system,
one may substitute the expansion for aµ, together with
5 It may also contain a dependence on ln ǫ coming from the per-
turbation of light cones. Such logarithmic terms are discussed
in Appendix C. If they arise, then the statement of uniformity
should instead read that the coefficient of each (ln ǫ)q in φµν
(n)
(x; ǫ)
is uniformly of order 1.
6the expansion of φµν , into the gauge condition to arrive
at the equation
n∑
s=1
δ¯n−s∇νφµν(s) =
n∑
s=1
δ¯n−sZµρσφ
ρσ
(s)
+
n∑
s=1
δ¯n−sDµ(s) (17)
for each n, where δ¯s returns the sth-order term in the
expansion with respect to aµ and its derivatives. For
example, δ¯2aµa˙ν = aµ(2)a˙
ν
(0)+a
µ
(0)a˙
ν
(2)+2a
µ
(1)a˙
ν
(1). δ¯
0 indi-
cates evaluation at aµ = aµ(0). Equation (17) can also be
written as an equation for φµν(n) in terms of the lower-order
fields:
δ¯0
(
∇νφµν(n) − Zµρσφρσ(n) −Dµ(n)
)
=
n−1∑
s=1
δ¯n−s
(
Zµρσφ
ρσ
(s) +D
µ
(s) −∇νφµν(s)
)
. (18)
There is no obvious way to express the δ¯s operation
in a covariant manner, and one could do away with it
entirely by instead solving approximate, rather than ex-
act, equations for each φµν(n). In ‘little o’ notation, these
equations would read
ǫ
(
∇νφµν(1) − Zµρσφρσ(1) −Dµ(1)
)
= o(ǫ), (19)
∑
n=1,2
ǫn
(
∇νφµν(n) − Zµρσφρσ(n) −Dµ(n)
)
= o(ǫ2), (20)
etc., where o(ǫn) means terms that approach zero faster
than ǫn for small ǫ. Equations (19) and (20) follow di-
rectly from Eq. (7), given the assumed uniformity of each
φµν(n). However, the expansion of the acceleration helps
to systematize the calculation, and it trivially leads to
order-reduced equations in cases where derivatives of the
acceleration would appear on the right-hand side of the
equation of motion.
As in traditional post-Minkowskian expansions, these
gauge conditions are closely related to the conservation
of the source τµν . Taking the divergence of the wave
equation (8) and using the identities ∇νCµν = Dµ and
∇νEµνρσφρσ = (∇νφµν − Zµνρφνρ), we find
Hµ = −16π∇ντµν , (21)
where I have defined
Hµ ≡ ∇νφµν − Zµνρφνρ −Dµ, (22)
in terms of which the gauge condition reads Hµ = 0.
From this it follows that if (i) ∇ντµν = 0 in Ω and (ii)
Hµ = ∇nHµ = 0 on the boundary ∂Ω, where nα is a vec-
tor normal to ∂Ω, then Hµ = 0 everywhere in Ω. Equa-
tion (11) together with the Bianchi identity shows that
if Gµν [g, φ] = o(ǫn), then ∇ντµν = o(ǫn+1). Combining
these results, we can show by induction over n that if
(i) the data on the part of Σ outside the buffer region
satisfies the gauge condition, (ii) the gauge condition is
satisfied in the buffer region to an accuracy Hµ = o(ǫn),
and (iii) the first n wave equations are satisfied, then the
gauge condition is satisfied up to o(ǫn) errors everywhere
in Ω (putting aside issues of secularly growing errors in
Hµ). Usually, one has that the conservation equation
∇ν(T µν + τµν) = 0 together with gauge-satisfying ini-
tial data suffices to enforce the gauge condition every-
where; here, since we exclude the region containing mat-
ter, enforcement of the gauge condition in the buffer re-
gion takes over the role of conservation of material stress-
energy.
Note that in previous work [13, 14, 23], I used the
metric perturbation hµν as the field variable, rather than
something based on its trace-reverse. Had I used a field
φµν = hµν + O(h
2) as the variable in this section, ev-
erything would have carried through almost identically.
The gauge condition would have involved the divergence
of the trace-reversed field, (gλµg
νσ − 12gνµgλσ)∇νφλσ =
Zµ
νρφνρ + Dµ, and the sequence of wave equations for
φ
(n)
ρσ would have followed from an expansion of the exact
EFE Rµν [g + h] = 0, since the linearized Ricci tensor in
a wave gauge takes the form of a wave operator acting
on hµν in the same way the linearized Einstein tensor
takes the form of a wave operator acting on h¯µν . In the
present paper, I favor the trace-reversed perturbation for
the sake of the simpler gauge condition.
Also note that throughout this section, I have used
the language of post-Newtonian theory, in which the ex-
act EFE is said to be relaxed by adopting a gauge in
which the EFE can be solved without constraining the
source. One then seeks a field φµν that solves both the
relaxed EFE and the gauge condition as accurately as
possible. In self-force literature [4, 12, 22], there is a
notion of relaxing the gauge condition, meaning one im-
poses ∇νφµν(1) = 0 but then allows ∇νǫφµν(1) = O(ǫ2), which
avoids constraining the motion at order ǫ. These two no-
tions of relaxation are similar but distinct, and there is
no sense in which I relax the gauge condition on a pertur-
bation: ∇νφµν(1) = 0 is simply never imposed; only within
the context of a Taylor series (i.e., regular perturbation
theory) would the condition ∇νφµν = 0 imply the condi-
tion ∇νφµν(1) = 0, which would then have to be relaxed in
order to self-consistently evolve the position of the body
and the field it produces.
III. nTH-ORDER OUTER EXPANSION
Before constructing explicit solutions to the field equa-
tions for a particular choice of φµν , Zµρσ , and D
µ, I
discuss the general form of the solution at any order.
This involves two steps: first, deriving a local expres-
sion for a certain self-field in the buffer region; second,
7using that local expression to obtain the global solution
via a puncture/effective-source scheme. I first derive the
general solution to the nth-order wave equation (13) in
the buffer region, subject only to the matching condition,
with neither the body’s composition nor other boundary
conditions specified.
From the form of the field, I also derive an effective
form for the body’s nth-order stress-energy tensor in
terms of the body’s multipole moments and the correc-
tions to them. Finally, from the gauge condition (17) in
the buffer region, I derive the relationship between the
nth-order acceleration of γ and the metric perturbation
in its neighbourhood.
A. General solution in buffer region
In the buffer region, I work in local coordinates (t, xa)
centered on γ and use δab to raise and lower lowercase
Latin indices. Any choice of local coordinates will do, so
long as the metric reduces to Minkowski on γ; that is,
gµν = ηµν +O(r), where r ≡
√
δijxixj is the spatial dis-
tance from γ. For the explicit results in Sec. IV, I adopt
Fermi-Walker coordinates, in which t is proper time on
γ and r is the proper distance along a geodesic perpen-
dicular to γ. But prior to that, excepting a brief detour
in Sec. III C, I leave the coordinates unspecified.
I write φµν(n) as φ
µν
(n)(t, r, ~n), where the unit vector n
i ≡
xi/r. Favoring na over the usual angles (θ, φ) is useful
because the smooth background metric gµν will naturally
be a power series in xa = rna. I assume that φµν(n)(t, r, ~n)
possesses an expansion of the form
φµν(n)(t, r, n
a) =
∑
p≥−n
ℓmax∑
ℓ=0
qmax∑
q=0
rp(ln r)qφµνL(npqℓ)(t)nˆL, (23)
where the coefficients φµνL(npqℓ) are smooth functions of
time, and nˆL ≡ n〈i1 · · ·niℓ〉 is STF with respect to δab.
The decomposition in terms of nˆL is equivalent to an
expansion in spherical harmonics [39]; standard useful
identities involving this decomposition are provided in
Appendix B. The lower limit on the sum over p, which
makes r−n the most singular power of r, comes from the
matching condition, as noted in Sec. I. The logarithmic
terms arise from the perturbation of light cones. One
can expect the solution to the exact EFE to propagate
on (and within) null cones of the exact spacetime, and
given that the mass of the body induces a logarithmic
correction to the retarded time, logarithmic corrections
then naturally appear in φµν(n). This effect is well known
from solutions to the EFE in harmonic coordinates (see,
e.g., Refs. [39, 40]). Other causes may also lead to loga-
rithmic terms. For generality, I allow logarithms at any
value of n, but I assume that for each finite n, p, and ℓ,
the highest power of ln r is a finite number qmax(n, p, ℓ).
It will be seen that this maximum is required to obtain a
solution. For simplicity, to make sure that term-by-term
differentiation is valid without worrying about issues of
convergence, I also assume for a given, finite n and p, ℓ
has a maximum ℓmax(n, p).
I proceed by substituting this expansion into Eq. (13)
and solving for the coefficients φµνL(npqℓ)(t). To facilitate
that procedure, I split the wave operator into two pieces,
Eµνρσ = g
µ
ρ g
ν
σ∂
i∂i + ∆E
µν
ρσ. The first operator is a
flat-space Laplacian, which reduces a term of order rp
to a term ∼ rp−2 (treating rp(ln r)q ∼ rp). The second
operator,
∆Eµνρσ ≡ Eµνρσ − gµρ gνσ∂i∂i, (24)
takes a term of order rp and returns terms of order rp−1
and higher. I break this down further into
∆Eµνρσ =
∑
p′≥−1
(p′)∆Eµνρσ, (25)
where (p
′)∆Eµνρσ takes a term of order r
p and returns a
term of order rp+p
′
. The wave equation (13) can then be
written in the form of a Poisson equation,
∂i∂iφ
µν
(n) = −∆Eµνρσφρσ(n) + Cµν(n) − 16πτµν(n) (26)
≡ Pµν(n). (27)
Because τµν(n) is made up of nonlinear combinations of
φµν(n′) (where n
′ < n), it necessarily has an expansion of
the form
τµν(n) =
∑
p≥−n
∑
q,ℓ
rp−2(ln r)qτµνL(n,p,q,ℓ)nˆL. (28)
Similarly, because ∆Eµνρσφ
ρσ
(n) is simply a combination
of unit vectors and derivatives acting upon φρσ(n), it has
an analogous expansion. Assuming Cµν(n) can likewise be
expanded as
Cµν(n) =
∑
p≥−n
∑
q,ℓ
rp−2(ln r)qCµνL(n,p,q,ℓ)nˆL, (29)
the source in the Poisson equation then also has an ex-
pansion
Pµν(n) =
∑
p≥−n
L∑
ℓ=0
Q∑
q=0
rp−2(ln r)qPµνL(n,p,q,ℓ)nˆL, (30)
where L = L(n, p) and Q = Q(n, p, ℓ) are finite for finite
n, and the coefficients are given by
PµνL(n,p,q,ℓ) = −r2−p(ln r)−q
p−1∑
p′=−n
∑
ℓ′,q′
×
[
(p−p′−2)∆Eµνρσrp
′
(ln r)q
′
φρσL
′
(n,p′,q′,ℓ′)nˆL′
]L
(q)
+ CµνL(n,p,q,ℓ) − 16πτµν(n,p,q,ℓ). (31)
8Here [f ]L(q) denotes the coefficient of (ln r)
q nˆL in the series
f =
∑
ℓ′,q′(ln r)
q [f ]L
′
nˆL′ , where the coefficient [f ]
L′ is
given by Eq. (B2).
Because nˆL is an eigenvector of the flat-space Lapla-
cian, satisfying r2∂i∂inˆL = −ℓ(ℓ + 1)nˆL (see Ap-
pendix B), one can easily evaluate the left-hand side of
Eq. (27). Doing so, and substituting the expansion of
Pµν(n) into the right-hand side, leads to
∑
p≥−n
qmax∑
q=0
ℓmax∑
ℓ=0
rp−2(ln r)q nˆL
×
{
[p(p+ 1)− ℓ(ℓ+ 1)]φµνL(npqℓ)
+ (q + 1)(2p+ 1)φµνL(n,p,q+1,ℓ)
+(q + 1)(q + 2)φµνL(n,p,q+2,ℓ)
}
=
∑
p≥−n
L∑
ℓ=0
Q∑
q=0
rp−2(ln r)q nˆLP
µνL
(npqℓ), (32)
where I have defined φµνL(npqℓ) ≡ 0 for q > qmax. This
can now be solved by equating coefficients. Since the
coefficient of rp−2 in Pµν(n) is constructed from φ
µν
(n′) for
n′ < n and φµνL(n,p′,q,ℓ) for p
′ < p, a term φµν(n,p,q,ℓ) on
the left-hand side is sourced by lower-order terms on the
right-hand side, allowing one to solve order by order.
The form of the solution obviously differs depending
on whether p(p+ 1)− ℓ(ℓ+ 1) vanishes. I define
ℓp =
{ −p− 1 if p < 0,
p if p ≥ 0, (33)
which is the unique non-negative solution to p(p +
1) − ℓp(ℓp + 1) = 0. I call φµνLp(np0ℓp) a homoge-
neous mode, inspired by the fact that rpnˆLpφ
µνLp
(np0ℓp)
satisfies the homogeneous Poisson equation. This can
easily be seen by ignoring the logarithm terms, in
which case the homogeneous Poisson equation reads∑
p,ℓ r
p−2nˆL [p(p+ 1)− ℓ(ℓ+ 1)]φµνL(np0ℓ) = 0.
Now, for a given p, first consider the modes for which
ℓ 6= ℓp. Each mode φµνL(npqℓ) is coupled to the two higher-q
modes φµνL(n,p,q+1,ℓ) and φ
µνL
(n,p,q+2,ℓ). Start with q = qmax,
in which case the two higher-q modes vanish by definition;
this is the reason why one must assume finite qmax in
order to obtain a solution. If qmax > Q, the Poisson
equation reads [p(p+ 1)− ℓ(ℓ+ 1)]φµνL(npqℓ) = 0, implying
φµνL(npqmaxℓ) = 0. It follows that for ℓ 6= ℓp, qmax = Q,
and the q = qmax term in the Poisson equation reads
[p(p+ 1)− ℓ(ℓ+ 1)]φµνL(npQℓ) = PµνL(npQℓ), or
φµνL(n,p,Q,ℓ) =
PµνL(npQℓ)
p(p+ 1)− ℓ(ℓ+ 1) . (34)
For q = Q− 1, one then immediately finds
φµνL(n,p,Q−1,ℓ) =
PµνL(n,p,Q−1,ℓ)
p(p+ 1)− ℓ(ℓ+ 1)
−
Q(2p+ 1)PµνL(npQℓ)
[p(p+ 1)− ℓ(ℓ+ 1)]2 . (35)
These two results are sufficient to find φµνL(npqℓ) for any
0 ≤ q < Q− 2, since
φµνL(npqℓ) =
1
p(p+ 1)− ℓ(ℓ+ 1)
[
PµνL(npqℓ)
− (q + 1)(2p+ 1)φµνL(n,p,q+1,ℓ)
− (q + 1)(q + 2)φµνL(n,p,q+2,ℓ)
]
. (36)
Now consider modes for which ℓ = ℓp. In this case each
mode φµνL(npqℓ) is coupled to one higher-q mode, φ
µνL
(n,p,q+1,ℓ).
Following the same procedure as for ℓ 6= ℓp, one finds that
for ℓ = ℓp, qmax is at most Q+ 1. For q = Q+ 1,
φ
µνLp
(n,p,Q+1,ℓp) =
P
µνLp
(npQℓp)
(Q+ 1)(2p+ 1) . (37)
Note that this raises the power of the highest-order loga-
rithm to one higher than that in the source. If the source
contains no logarithms, logarithms arise in the solution
only when P
µνLp
(np0ℓp)
6= 0. Next, for any q in the range
1 ≤ q ≤ Q,
φ
µνLp
(npqℓp)
=
P
µνLp
(n,p,q−1,ℓp)
q(2p+ 1)
− q + 1
2p+ 1
φ
µνLp
(n,p,q+1,ℓp)
. (38)
Last, for q = 0,
φ
µνLp
(np0ℓp)
is undetermined. (39)
When the general solution is constructed in this way,
each coefficient φµνL(npqℓ) in it is either a homogeneous mode
or directly proportional to a mode PµνL(npqℓ) in the source
Pµν(n). Since P
µνL
(npqℓ) is constructed from the lower-order
modes φµνL
′
(n′p′q′ℓ′) with either n
′ < n or p′ < p, it follows
that each φµνL(npqℓ) is either a homogeneous mode or con-
structed from combinations of homogeneous modes (or
constructed from a mode of Cµν). Therefore, the set of
homogeneous modes φ
µνLp
(np0ℓp)
comprise all the freedom in
the general solution.
The homogeneous modes can be divided into two cat-
egories: those for p < 0 and those for p ≥ 0. For p ≥ 0,
they behave as rℓ, and they (combined with the higher-
order-in-r terms constructed directly from them) corre-
spond to free wave solutions to the homogeneous wave
equation, not directly influenced by the presence of the
9body. If Cµν vanished and the buffer region did not sur-
round a body, these modes would fully characterize the
perturbation.
For p < 0, the homogeneous modes are the coefficients
in a standard large-r multipole expansion far from a
source, as arise in electromagnetism and post-Minkowski
theory [39, 41]. A 1/r homogeneous mode is a monopole;
a 1/r2 homogeneous mode, a dipole; and so on. I there-
fore define the (unnormalized) multipole moments
IµνL(n) ≡ φµνL(n,−ℓ−1,0,ℓ), (40)
which are symmetric in µ and ν and STF in i1 . . . iℓ.
In the solution (23), these moments appear in terms
IµνL(n) nˆL/r
ℓ+1. Each moment (except the monopoles), can
be split into a mass and current moment,
IµνL(n) = M
µνL
(n) + S
µνL
(n) (41)
where the mass moment MµνL(n) is the even-parity part of
IµνL(n) , satisfying M
µjL
(n) = M
µ(ji1)i2···iℓ
(n) , and the current
moment SµνL(n) is the odd-parity part, satisfying S
µjL
(n) =
S
µ[ji1 ]i2···iℓ
(n) .
Since the most singular term in h
(n)
µν , h
(n,−n)
µν /rn, is
equal to the term g
(n)
Iµν/r
n in the large-r expansion of
the body’s unperturbed metric, the multipole moments
IµνN−1(n) that appear in h
(n,−n)
µν are related to the mul-
tipole moments of the inner background spacetime (de-
fined by, e.g., Geroch [42] and Hansen [43]).6 Therefore,
specifying the moments IµνN−1(n) is equivalent to specify-
ing those of the body. The remaining moments, IµνL(n)
for ℓ < N − 1, are gravitationally induced corrections to
those of the unperturbed body. They will be discussed
further in the following section.
This means that the homogeneous modes φ
µνLp
(np0ℓp)
for
p < 0 are determined by the presence of the body. More
precisely, the moments IµνN−1(n) are fully determined by
the matching condition, which plays the role of a bound-
ary condition. The other moments, IµνL(n) for ℓ < n − 1,
will be found to involve these fully determined moments.
Contrariwise, the homogeneous modes for p ≥ 0 are en-
tirely undetermined by the matching condition; they are
determined only once further boundary conditions are
imposed.
We now have the following conclusions: I. In the buffer
region, a solution of the form (23) to the nth-order wave
equation (13) can be obtained to any order in ǫ and r. II.
The solution may be constructed by a simple algorithm,
6 The Geroch-Hansen moments are defined only for stationary
spacetimes, while gIµν may depend on time for a physically re-
alistic system. However, the time dependence is slow compared
to the body’s lengthscales. So the definition may still be used.
solving order by order in r and ln r in sequence (start-
ing at the most singular order in each case). III. The
highest power of ln r in the solution is increased when
the source in the Poisson equation (27) contains a mode
P
µνLp
(npqℓp)
, where ℓp is given by Eq. (33). IV. Each term
in the general solution is determined either by the source
Cµν(n)−16πτµν(n), by the body’s multipole moments or grav-
itational corrections to them, or by a homogeneous mode
φ
µνLp
(np0ℓp)
, where ℓp = p > 0.
B. Minimal solutions, singular/self-fields, and
regular/effective fields
Given that the homogeneous modes φ
µνLp
(n,p,0,ℓp)
contain
all the freedom in the solution to the wave equation, the
solution can be naturally split into several pieces.
Consider a wave equation Eµνρσφ
ρσ
(n) = F
µν , with some
source Fµν . I define the minimal inhomogeneous solution
φIHρσ(n) to this equation to be the particular solution in
which all homogeneous modes vanish, φ
µνLp
(n,p,0,ℓp)
= 0; it
contains the minimal number of homogeneous modes of
any particular solution.
Now take some other particular solution φPρσ(n) to the
same equation. It differs from φIHρσ(n) in that it con-
tains nonvanishing homogeneous modes, as determined
by some choice of boundary conditions. Consider the
homogeneous equation Eµνρσφ
ρσ
(n) = 0. I define the min-
imal pth solution (p)φ
µν
(n) to be the solution containing
φ
µνLp
(n,p,0,ℓp)
as its only nonvanishing homogeneous mode,
with φ
µνLp′
(n,p′,0,ℓp′)
= 0 for all p′ 6= p. We then have
φPρσ(n) = φ
IHρσ
(n) +
∑
p
(p)φ
µν
(n), (42)
where in each (p)φ
µν
(n), φ
µνLp
(n,p,0,ℓp)
takes the value it has in
φPρσ(n) . In the simple case where no logarithms arise,
7 one
has (p)φ
µν
(n)(t, r, ~n) =
∑
p′≥p r
p′
(p)φ
µνL
(n,p′)(t, ~n), where the
lowest-order term is the homogeneous mode itself,
(p)φ
µν
(n,p) = φ
µνLp
(n,p,0,ℓp)
nˆLp , (43)
7 I have proved by brute-force analysis of Eµνρσ that any minimal
pth solution contains no logarithms if p ≥ −1, though I omit the
proof due to its tediousness. I hypothesize that the same holds
true if p < −1, but I have not proved that to be the case.
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and the higher-order terms are
rp
′
(p)φ
µν
(n,p′)
= −
∑
ℓ
p′−1∑
p′′=p
[
(p′−p′′)∆Eµνρσrp
′′
(p)φ
ρσ
(n,p′′)
]L
nˆL
p(p+ 1)− ℓ(ℓ+ 1) ,
(44)
where [f ]L is given by Eq. (B2).
With these preliminary definitions, I now define an
nth-order singular/self-field φSµν(n) and regular/effective
field φRµν(n) , along with their sums
φSµν ≡
∑
n
ǫnφSµν(n) , (45)
φRµν ≡
∑
n
ǫnφRµν(n) , (46)
as certain pieces of the physical solution to Eq. (13). By
‘physical solution’ I simply mean (23) with all the coeffi-
cients determined. In other words, given a metric in the
buffer region around the body, extract the field φµν from
it and decompose that field into the form (23); I define
φSµν and φRµν as certain pieces of the result.
Every term in the nth-order solution to Eq. (13) is a
combination of homogeneous modes (and modes of Cµν(n)).
I wish the regular field to contain everything in the so-
lution (constructed in the manner of Sec. III A) not di-
rectly involving any of the body’s multipole moments.
At first order, where Cµν(1) is the only source in Eq. (13),
this leads to the simple definition that φRµν(1) is the sum
of minimal pth solutions for p ≥ 0, with the homoge-
neous modes therein taking the same values as in the
physical field φµν(1). Note that this φ
Rµν
(1) is a smooth
field at r = 0. At the first two orders in r, it reads
φRµν(1) = φ
µν
(1,0,0,0) + rφ
µνi
(1,1,0,1)ni +O(r
2). Beyond first or-
der in ǫ, one could define the regular field in the same way,
as the sum of nth-order minimal pth solutions for p ≥ 0.
Again, this would be a smooth field at r = 0. However,
in the spirit of Detweiler and Whiting [21], I wish the
total regular field φRµν to be a solution to the homoge-
neous EFE. To that end, I define φRµν(n) to be the sum of
(i) all nth-order minimal pth solutions with p ≥ 0 (again,
with the homogeneous modes taking the same value as
in the full field φµν(n)) and (ii) the minimal inhomogeneous
solution to
Eµνρσφ
Rρσ
(n) = −16πτµν(n)[φR], (47)
where τµν(n)[φ] is as defined in Sec. II. It follows that φ
Rµν
satisfies
Eµνρσφ
Rρσ = −16πτµν [φR]. (48)
Since every function involved is smooth at r = 0, φRµν is
a smooth solution to the homogeneous wave equation not
only in the buffer region but also in the region B ⊂ ME
that is surrounded by the buffer. Note, however, that
my definition of φRµν is local, in terms of a certain series
solution in a certain coordinate system.
I next define the nth-order singular/self-field to com-
prise everything else in φµν(n); this means that in the so-
lution to the nth-order wave equation constructed in the
manner of Sec III A, the singular field contains every term
directly involving at least one of the body’s multipole
moments. More precisely, φSµν(n) consists of the sum of
all nth-order minimal pth solutions with p < 0, together
with the minimal inhomogeneous solution to
Eµνρσφ
Sρσ
(n) = C
µν
(n) − 16π(τµν(n) − τµν(n)[φR]). (49)
Again, the homogeneous modes defining the minimal pth
solutions are given the values they have in the full field
φµν(n). From that full solution, the singular/self-field con-
tains all the terms that diverge at r = 0 (along with the
higher-order terms that follow from its definition). At
first order, where τµν(1) = 0 = τ
µν
(1) [φ
R], φSρσ(1) is a solution
to the governing wave equation (13) in Ω. At higher or-
ders, it ceases to be, and it begins to directly involve the
lower-order regular fields.
With these definitions, I have split the nth-order field
in the buffer region into a singular and a regular piece,
φµν(n) = φ
Sµν
(n) + φ
Rµν
(n) , (50)
and, likewise, the full solution has been split as
φµν = φSµν + φRµν . (51)
As desired, φRµν shares the properties of the Detweiler-
Whiting regular field. It is a smooth solution to the
homogeneous wave equation even at r = 0. As a ho-
mogeneous solution, it propagates independently of the
body and is determined by global boundary conditions
that specify, for example, the incoming wave content in
the full solution. The singular/self-field is the rest of the
full field; that is, it is the part that does not propagate
independently, instead being bound to the body.
All of this puts aside enforcing the gauge condition.
Ideally, one can impose separate conditions on the singu-
lar and regular fields:
∇νφSµν = ZµρσφSρσ +Dµ, (52)
∇νφRµν = ZµρσφRρσ . (53)
This ensures the total field φµν satisfies ∇νφµν =
Zµρσφ
ρσ + Dµ, but it puts all the dependence on Dµ
into the singular field, in accordance with how Cµν ap-
pears only in the wave equation for the singular field. In
Eqs. (48) and (49), τµν(n)[φ
R] is written with the gauge
condition on φRµν already imposed, which ensures that
φRµν is a solution to the full vacuum EFE, not merely
its relaxed version.
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However, there is a potential difficulty in imposing
gauge conditions separately on the singular and regu-
lar fields: since the singular field contains none of the
minimal pth solutions with p ≥ 0, it may not have suf-
ficient freedom to satisfy its gauge condition. If this is-
sue arises, one may abandon the goal of imposing the
separate gauge conditions (52) and (53) on each of the
fields, thereby abandoning the goal of having φRµν sat-
isfy the full vacuum EFE. Alternatively, one may incor-
porate some particular minimal pth solution (or however
many are necessary) into φSµν that ensures it satisfies its
gauge condition. φRµν(n) will then contain the minimal pth
solutions with φ
µνLp
(n,p,0,p) replaced by φ
µνLp
(n,p,0,p) − φ
SµνLp
(n,p,0,p),
where φ
SµνLp
(n,p,0,p) is the homogeneous mode introduced into
φSµν(n) in order to satisfy the gauge condition. φ
SµνLp
(n,p,0,p)
will not be uniquely specified in that case, since, among
other reasons, one could always add to it another mini-
mal pth solution of the same p but contributing nothing
to Eq. (52). Therefore, this will make the split into sin-
gular and regular fields non-unique. But any convenient
choice may be made, and φRµν will remain a smooth so-
lution to the vacuum EFE in B and in the buffer region
surrounding it. In any case, this issue does not arise at
the orders explicitly considered in Sec. IV.
C. Gauge condition, corrected multipole moments,
and equation of motion
This consideration of the gauge condition leads well
into a more detailed discussion of satisfying that condi-
tion. As shown above, the homogeneous modes contain
all the freedom in the solution of the form (23). And from
the perspective of the wave equation (13), these homoge-
nous modes can be arbitrary (smooth) functions of time.
However, they are constrained by the gauge condition.
We can analyze this condition in a manner similar to
the analysis of the wave equation. First, note that
∇νφµν(n) = ∂bφµb(n) + ∂tφµt(n) +
(
Γµνρ + Γ
σ
σνg
µ
ρ
)
φνρ(n). (54)
After substituting the ansatz (23) and making use of the
identities (B14) and (B15), the first term becomes
∂bφ
µb
(n) =
∑
p≥−n
q,ℓ
rp−1(ln r)q
[
(1 − δℓ0)(p− ℓ+ 1)φµ〈L〉(n,p,q,ℓ−1)
+ (1 − δℓ0)(q + 1)φµ〈L〉(n,p,q+1,ℓ−1)
+
(ℓ + 1)(ℓ+ p+ 2)
2ℓ+ 3
δijφ
µijL
(n,p,q,ℓ+1)
+
(ℓ + 1)(q + 1)
2ℓ+ 3
δijφ
µijL
(n,p,q+1,ℓ+1)
]
nˆL. (55)
Since both Zµνρ and the Christoffel symbols of the
background are smooth, they can be expanded in Tay-
lor series Zµνρ =
∑
s≥0
rsnS
s! Z
µ
νρ,S
∣∣
r=0
and Γµνρ =
∑
s≥0
rsnS
s! Γ
µ
νρ,S
∣∣
r=0
. Putting these results together, one
finds that the nth-order gauge condition (17) becomes
0 =
n−1∑
s=0
δ¯s
{
(1 − δℓ0)(p− ℓ+ 1)φµ〈L〉(n−s,p,q,ℓ−1)
+ (1− δℓ0)(q + 1)φµ〈L〉(n−s,p,q+1,ℓ−1)
+
(ℓ+ 1)(ℓ+ p+ 2)
2ℓ+ 3
δijφ
µijL
(n−s,p,q,ℓ+1)
+
(ℓ+ 1)(q + 1)
2ℓ+ 3
δijφ
µijL
(n−s,p,q+1,ℓ+1)
+
p−1∑
p′=−n
∑
ℓ′
(
Γµνρ + Γ
σ
σνg
µ
ρ − Zµνρ
)
,P−P ′−1
(p− p′ − 1)!
×
[
nL′
P−P ′−1φνρL
′
(n−s,p′,q,ℓ′)
]L
+ ∂tφ
µtL
(n−s,p−1,q,ℓ) −DµL(n−s,p,q,ℓ)
}
, (56)
where [f ]L indicates the coefficient of nˆL in the expansion
f =
∑
[f ]LnˆL, given by Eq. (B2). Here we have an equa-
tion for φµνL(n,p,q,ℓ) and φ
µνL+2
(n,p,q,ℓ+2) in terms of φ
µνL
(n,p,q+1,ℓ),
φµνL+2(n,p,q+1,ℓ+2), and terms of lower n and/or p.
Equation (56) is solved in the same manner as was the
Poisson equation (32), proceeding order by order in r,
beginning with the most singular terms, φµνL(n,−n,q,ℓ). Since
the gauge condition couples modes of degree ℓ to those
of degree ℓ ± 2, doing so is not quite as straightforward
as in the case of the wave equation. However, it may still
be readily accomplished.
Because the homogeneous modes contain all the free-
dom in the solution, I am interested only in how Eq. (56)
constrains those modes. It could be the case that the ho-
mogeneous modes provide insufficient freedom to satisfy
the gauge condition. However, one may always impose
any desired generalized wave gauge, since the transforma-
tion from any other gauge can be constructed by solving a
sequence of wave equations for the gauge vectors.8 Since
Eq. (23) is a very general form, it is very unlikely that it
would be unable to satisfy the gauge condition, most of
which is satisfied automatically by virtue of the Bianchi
identity.
So let us examine how Eq. (56) constrains a given
homogeneous mode. The equation yields at least three
constraints on each homogeneous mode: For q = 0 and
8 In Ref. [14], I showed that the Lorenz gauge condition could be
imposed at all orders by solving a sequence of wave equations.
There, I showed that if the condition could be imposed in the
buffer region, then it could be imposed everywhere in the external
universe outside the buffer region. It follows from the results of
Sec. III A that the condition can be imposed to arbitrarily high
order in the buffer region by solving the relevant wave equations,
which completes the proof.
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ℓ − 1 = ℓp, the first term in Eq. (56) involves φµ〈iLp〉(n,p,0,ℓp),
a certain part of the homogeneous mode φ
µνLp
(n,p,0,ℓp)
. The
equation is then one for this quantity in terms of lower-
order modes and three modes of the same n and p,
φ
µνLp+2
(n,p,0,ℓp+2)
, φ
µνLp
(n,p,1,ℓp)
, and φ
µνLp+2
(n,p,1,ℓp+2)
. For q = 0 and
ℓ+1 = ℓp, the third term is a different piece of the same
homogeneous mode, φ
µνLp
(n,p,0,ℓp)
, and we arrive at an equa-
tion for that quantity. For q = 0 and ℓ = ℓp−1, we have
an equation for the time derivative of the homogeneous
mode. Therefore, the tensorial form of the modes will
be constrained by the first two equations, and its time
dependence by the third.
The constraints on the homogeneous modes appearing
in the regular/effective field are not of particular interest,
since the regular field will be calculated numerically from
a puncture scheme. The constraints on the homogeneous
modes appearing in the singular/self-field, however, are
essential, because the singular field will be used to define
the puncture, the form of which must be determined an-
alytically. Furthermore, the homogeneous modes in the
singular field are the multipole moments IµνL(n) . They con-
tain information about the body and its interaction with
the geometry, and in the case of a material body, the con-
straints on them should correspond to the conservation
of the body’s stress-energy tensor.
The multipole moments come in two types: the body’s
unperturbed moments, which behave as if the body were
isolated, and corrections to them. As mentioned in
Sec. III A, the moment occurring in the most divergent
piece of φµν(n) at a given n is an unperturbed moment,
corresponding to the ℓ = n − 1th moment of the inner
background spacetime gIµν . This moment may be freely
specified modulo the constraints placed on it by the gauge
condition. For example, in the case Zµνρ = D
µ = 0,
Eq. (56) with q = 0, p = −1, and ℓ = 1 constrains the
first-order monopole moment to have the form [13]
Iµν(1) = 4mu
µuν, (57)
where the matching condition impliesm is the ADMmass
of gIµν ; and Eq. (56) with q = 0, p = 0, and ℓ = 0 con-
strainsm to be constant, but its value is freely specifiable.
For ℓ < n − 1, IµνL(n) is a correction to the body’s ℓth
moment. From the perspective of the wave equation,
this could be freely set to zero, effectively incorporat-
ing the correction into the body’s unperturbed moment.
Therefore, the finite corrections come entirely from the
gauge condition. A consequence of this is that the cor-
rections, as obtained entirely within the buffer region,
without specifying global boundary conditions, will al-
ways directly involve the unperturbed moments, as men-
tioned in Sec. III A; terms in the gauge condition involv-
ing only the homogeneous modes with p ≥ 0 cannot have
negative powers of r, and therefore cannot constrain the
modes with p < 0. The corrections to the multipole mo-
ments may arise from the nonlinear effect of couplings
between multipole moments or between a multipole mo-
ment and the regular field. They may also arise as the
linear effect of coupling between a multipole moment and
the external curvature. However, these corrections will
not be uniquely determined, because one can always add
a minimal pth solution satisfying the homogeneous equa-
tion δ¯0(∇νφµν(n) −Zµνρφνρ(n)) = 0. That is, one can always
add a field indistinguishable from that due to the body’s
unperturbed moments. Such additional terms may be
freely specified.
In addition to these constraints on the multipole mo-
ments, the gauge condition also determines an equation
of motion for the body, in the sense of providing a re-
lationship between the acceleration of γ and the field
in the buffer region. For simplicity, consider the case
Zµνρ = D
µ = 0. Also, take the background metric to
be gµν = ηµν − 2aixiuµuν + O(r2), which is the form
it takes in Fermi-Walker coordinates. Now, with these
simplifications, consider the contribution of φµν(1) to the
gauge condition. Ignoring the δ¯, the ℓ = 0, p = −1 piece
of Eq. (56) yields
1
4π
∫
∇νφµν(1)dΩ = 4∂tmuα + 4maα (58)
= 4uβ∇β(muα), (59)
where the integral over a sphere picks off the ℓ = 0 piece,
and I have made use of Eq. (57). Equation (59) tells us
that to the p = −1, ℓ = 0 part of the gauge condition,
the first-order field φµν(1) contributes what looks like the
left-hand side of an equation of motion. The right-hand
side of that equation of motion will be contributed by
higher-order fields. Write the nth-order gauge condition
(17) as
δ¯n∇νφµν(1) = −
n∑
n′=1
δ¯(n−n
′)∇νφµν(n′+1). (60)
Picking out the p = −1 term using Eq. (56), integrating
over a sphere to pick off the ℓ = 0 piece, and making use
of Eqs. (59) and (B18), one finds
4maµ(n) = −
n∑
n′=1
δ¯n−n
′
{
1
3
δij
(
2φµij(n′+1,0,0,1) + φ
µij
(n′+1,0,1,1)
)
+ ∂tI
µt
(n′+1) + a
µItt(n′+1) + aiI
µi
(n′+1)
+
−2∑
p′=−(n′+1)
⌊− p′+1
2
⌋∑
p′′=0
(−p′ − 1)!
(2p′′)!(−2p′ − 2p′′ − 1)!!
× ∂i1 i1 ...ip′′ ip′′ (−P ′−1−2P ′′)
(
Γµνρ + Γ
σ
σνg
µ
ρ
)
× φνρ(−P ′−1−2P ′′)(n′+1,p′,0,−p′−1−2p′′)
}
, (61)
where I have used the first-order gauge condition to set
∂tm = 0. The full equation of motion then reads ma
µ =
m(aµ(0) + ǫa
µ
(1) + ǫ
2aµ(2) + . . .).
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To turn this relationship into a useful equation of mo-
tion, one must actually solve the wave equation and
gauge condition to sufficiently high order to determine
the content of the coefficients φνρL(n,p,q,ℓ) appearing in
Eq. (61). Furthermore, one must impose some condition
on the worldline in order to ensure that it accurately rep-
resents the body’s motion. This will take the form of a
condition on the mass dipole moments Mµνi(n) .
The first mass dipole moment that appears in φµν ,
Mµνi(2) , corresponds to the mass dipole of the inner back-
ground spacetime. It is a measure of the ‘position’ of the
unperturbed mass m relative to the origin r = 0; a trans-
lation xa → xa + δxa(t) applied to the m/r monopole
induces a Mµνini/r
2 dipole. (Less intuitively, a transfor-
mation xa → xa+ δxb(t)nˆab also induces a mass dipole.)
Equivalently, the mass dipole may be shifted by adopting
a slightly different worldline about which to center the co-
ordinates. Hence, this mass dipole is set to zero to ensure
that γ represents the body’s bulk motion. Analogously,
the corrections to the mass dipole, Mµνi(n) for n > 2, are
measures of the ‘position’ of the corrections to the mass
m. In other words, in the local coordinates (t, xa) cen-
tered on γ, the mass dipole terms are a measure of the po-
sition of the center of energy, including ‘gravitational en-
ergy’, relative to γ. The lowest-order mass dipole seems
to be on firmer ground as a measure of center of mass
than are its corrections as measures of center of energy,
since it can be related to a well-defined notion of the
mass dipole of the inner background spacetime. But for
an observer sitting in the buffer region, the corrections
to the mass dipole are indistinguishable from the unper-
turbed mass dipole, since they take the identical form
in the metric. More strictly speaking, a certain piece of
the corrections is indistinguishable from the unperturbed
mass dipole: the piece satisfying the same constraint im-
posed by the gauge condition, ∂j(M
µji
(n) ni/r
2) = 0. A
good center-of-mass condition might be to set this piece
to zero at all orders. One can always do so, since one can
always add a term to Mµνi(n) that satisfies the same con-
straint as the unperturbed mass dipole and has arbitrary
time dependence.
Further investigation will be necessary to verify that
this is a good condition to impose. It would not set the
whole of the corrected mass dipole moment to zero, and
one should examine the physical content of the nonzero
portion. To that end, one should examine the physi-
cal content of the corrections to the monopole moment,
Iµν(n), which are symmetric tensors of rank two rather than
scalars as the mass is, and one should verify how the cor-
rections to the mass dipole are related to a small transla-
tion applied Iµν(n)/r. Alternative conditions to impose will
certainly be possible, and at some order, there may not
be a ‘best’ choice: any meaningful measure of the ‘center
of energy’ will likely cease to coincide with the ‘center of
mass’, in which case it would not be possible to set both
to zero simultaneously.
D. Effective stress-energy tensor
Thus far, everything has, for the most part, been con-
fined to the buffer region. In the region surrounded by
the buffer, where r ∼ m, the equations are not valid
for multiple reasons: the expansions used are not an ac-
curate approximation, since the body’s field dominates
over the external background in that region; the region
B in the external background spacetime may not be dif-
feomorphic to the region surrounded by the buffer in the
full spacetime; and unless the body is a black hole, the
stress-energy tensor of the body will be finite somewhere
in the region. However, we may ask the question ‘if the
solutions are taken to be valid for all r > 0, what stress-
energy sources them?’ This may or may not correspond
to a small-ǫ expansion of the body’s actual stress-energy
tensor, but it will take a physically meaningful form.
It will also be relevant in Sec. III E when defining an
effective-source equation that may be solved numerically
for the regular field.
Now, by construction, the minimal inhomogeneous so-
lution in the solution to Eq. (13) is sourced by Cµν(n) −
16πτµν(n), and the minimal pth solutions for p ≥ 0 are
homogeneous solutions even at r = 0. This leaves only
the minimal pth solutions for p < 0—that is, the parts
of the singular field that form homogeneous solutions for
r > 0. For each such (p)φ
ρσ
(n), I follow the approach taken
by Gralla and Wald at first order [12], defining the dis-
tributional effective stress-energy tensor
(p)T
µν
(n) ≡ −
1
16π
Eµνρσ(p)φ
ρσ
(n). (62)
The right-hand side can be split as
Eµνρσ(p)φ
ρσ
(n) = ∂
i∂i
I
µνLp
(n) nˆLp
rp
+∆
(
Eµνρσ(p)φ
ρσ
(n)
)
,
(63)
where the first term is the most singular and
∆
(
Eµνρσ(p)φ
ρσ
(n)
)
carries all the less singular terms.
First examine the most singular term. Using the
identities ∂Lr
−1 = (−1)ℓ(2ℓ − 1)!! nˆL
rℓ+1
and ∂i∂ir
−1 =
−4πδ3(~x), we have
∂i∂i
IµνL(n) nˆL
rℓ+1
=
4π(−1)ℓ+1IµνL(n)
(2ℓ− 1)!! ∂Lδ
3(~x). (64)
One can find the covariant form of the right-hand side
by integrating against a test function ψµν . Doing so, we
have∫
ψµνI
µνL
(n) ∂Lδ
3(~x)
√−gd3xdt
= (−1)ℓ
∫
γ
∂L
(√−gψµνIµνL(n) ) dt (65)
= (−1)ℓ
∫
γ
(
ψµνI
µνα1···αℓ
(n)
)
;α1···αℓ
dt, (66)
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where g = det(gµν), and in going from the second line to
the third I have utilized the identity ∂i
√−g = Γββi
√−g.
Here I have defined Iµνα1···αℓ(n) to be the tensor that agrees
with IµνL(n) if all αi are spatial indices and zero otherwise,
meaning that Iµνα1···αℓ(n) is STF with respect to gµν and
that Iµνα1···αi···αℓ(n) uαi = 0 for all 1 ≤ i ≤ ℓ. Equation (66)
shows that
IµνL(n) ∂Lδ
3(~x) =
∫
γ
Iµνα1···αℓ(n) δ(x, z);α1···αℓdτ, (67)
where
δ(x, z) =
δ4 (xµ − zµ(τ))√
−g(x) =
δ4 (xµ − zµ(τ))√
−g(z) (68)
is the covariant Dirac delta function, and I have made
use of the fact that t = τ on the worldline.
Equation (63) now reads
Eµνρσ(p)φ
ρσ
(n) =
4π(−1)ℓ+1
(2ℓ− 1)!!
∫
γ
Iµνα1···αℓ(n) δ(x, z);α1···αℓdτ
−∆
(
Eµνρσ(p)φ
ρσ
(n)
)
. (69)
Now note that, by construction, ∆
(
Eµνρσ(p)φ
ρσ
(n)
)
van-
ishes pointwise for r > 0. If it is nonvanishing as a distri-
bution, it must have support only on γ, in which case it
must be proportional to δ3(x) or a derivative thereof; but
from the calculation just performed, that would lead to a
homogeneous function in the solution. By definition, no
such functions do appear in the minimal pth solution. So
∆
(
Eµνρσ(p)φ
ρσ
(n)
)
vanishes as a distribution. This should
also be intuitively obvious, since each term in the minimal
pth solution is constructed directly from its most singular
term, IµνL(n) nˆL/r
ℓ+1; only that most singular term needs
a source.
Therefore, Eq. (62) becomes
(p)T
µν
(n) =
(−1)ℓ
4(2ℓ− 1)!!
∫
γ
Iµνα1···αℓ(n) δ(x, z);α1···αℓdτ. (70)
Since φµν(n) contains minimal pth solutions for p =
−n, . . . ,−1, the total nth-order stress-energy tensor is
given by
T µν(n) =
n−1∑
ℓ=0
(−1)ℓ
4(2ℓ− 1)!!
∫
γ
Iµνα1···αℓ(n) (τ)δ(x, z);α1···αℓdτ.
(71)
This includes both the moments of the unperturbed body
and the corrections to them due to ‘gravitational energy’.
If the corrections are added to the moments of the unper-
turbed body, then one has the total stress-energy tensor
T µν =
∑
n
T µν(n) =
∑
ℓ
∫
γ
Iµνα1···αℓδ(x, z);α1···αℓdτ, (72)
where I have defined the normalized corrected moments
Iµνα1···αℓ ≡
∑
n
(−1)ℓ
4(2ℓ− 1)!!I
µνα1···αℓ
(n) . (73)
It is noteworthy that Eq. (72) agrees with the traditional
form for the multipolar expansion of a material body’s
stress-energy tensor [44–46].
Equations (71) and (72) have a physically intuitive
form: in the limit of small size, a body appears as its
skeleton of multipole moments (including gravitational
corrections to them). However, the fields sourced by this
stress-energy tensor are only meaningful approximations
in the buffer region and beyond, and it sources only the
homogeneous (for r > 0) solutions to the wave equation.
So we can say more precisely that at distances r ≫ m,
the body affects the gravitational field only through its
multipole structure, and in that sense, it appears as a
point particle equipped with multipole moments.
E. Puncture scheme
In practice, of course, one is interested in obtaining a
global solution, not merely a local solution in the buffer
region. Furthermore, solving the field equations in the
buffer region will not determine the regular field φRµν ;
to do so, one must impose boundary conditions, over
and above the matching condition. To obtain such a
global solution numerically, and at the same time deter-
mine the regular field, one can use a puncture scheme.
Here, I follow the description of Dolan and Barack [30],
but once a local, analytical expression for the singular
field is constructed, any puncture scheme may be used to
numerically find a global solution for the physical field.
First, define a kth-order puncture function φPµν[k](n) to
be φSµν(n) truncated at order r
k:
φPµν[k](n) =
k∑
p=−n
rpφSµν(n,p). (74)
This function may be obtained analytically by transform-
ing the buffer-region expression for φSµν(n) into convenient
coordinates. Similarly, define a residual function
φRµν[k](n) ≡ φµν(n) − φPµν[k](n). (75)
With these definitions, φRµν[k](n) is a C
k function, and it
agrees with φRµν(n) through order r
k.9
Next, define a hollow timelike tube Γ of some numer-
ically reasonable radius around the body. Inside Γ, one
9 My notation differs slightly from that of Ref. [30], where the label
[k] corresponded to a puncture containing k orders, which would
agree with φSµν
(n)
through order rk−n−1.
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can replace the physical problem, in which one would en-
counter the material body or black hole, with the effective
problem
Eµνρσφ
Rρσ
[k](n) = C
µν
(n) − 16π(T µν(n) + τµν(n))
− EµνρσφPρσ[k](n) (76)
≡ −16πSµν[k](n). (77)
This problem can be solved for φRρσ[k](n). By construc-
tion, the singular terms in Eµνρσφ
Pρσ
[k](n) cancel those in
Cµν(n) − 16π(T µν(n) + τµν(n)). Since the source terms contain
two spatial derivatives of the field, the effective source
Sµν[k](n) is a Ck−2 function. So we require k ≥ 2 to ob-
tain a C0 source for the residual field. However, a source
that is finite but discontinuous will suffice in practice,
meaning a k = 1 puncture will suffice.
Outside Γ, one may solve the physical problem
Eµνρσφ
ρσ
(n) = C
µν
(n) − 16πτµν(n) (78)
for the physical field φρσ(n). When crossing Γ, one may
change variables from the residual field to the full field
via
φµν(n) = φ
Rρσ
[k](n) + φ
Pρσ
[k](n); (79)
that is, across Γ one goes from the effective problem to
the physical problem by, roughly speaking, ‘re-inserting’
the body, adding the analytical expression for φPρσ[k](n) to
the numerical result for φRρσ[k](n). Likewise, when crossing
in the other direction, into the region bounded by Γ, one
may change variables from the full field to the residual
field by subtracting the puncture.
Recall that φSρσ(n) will depend on the lower-order reg-
ular fields φRρσ(n′<n). So at each timestep in a numerical
evolution, one must first calculate the first-order residual
field from the first-order puncture, then use that residual
field to calculate the second-order effective source, and
so forth.
There is obviously great freedom in formulating and
implementing a puncture scheme. For example, rather
than taking the truncated expression for φSµν(n) as a punc-
ture, one could use any other function that agrees with
φSµν(n) through order r
k for small r. Additionally, the
puncture function could be chosen to smoothly go to zero
at large distances [28] or at some finite distance [29] from
γ. In that case, at sufficient distance the residual func-
tion would become the physical field, meaning the phys-
ical field could be obtained by solving Eq. (76) globally
rather than only inside Γ.
IV. EXPLICIT OUTER SOLUTION IN BUFFER
REGION THROUGH SECOND ORDER
I now present the explicit results sufficient to imple-
ment a second-order puncture scheme. I choose
φµν ≡ h¯µν , (80)
Zµρσ ≡ 0, (81)
Dµ ≡ 0. (82)
The first- and second-order wave equations then read
Eµνρσh¯
ρσ
(1) = 0, (83)
Eµνρσh¯
ρσ
(2) = −2δ2Gµν [h¯(1)]. (84)
The second-order Einstein tensor, δ2Gµν , can be written
with the gauge condition on h¯µν already imposed or not.
Here, I use the full expression, (A3), without simplifying
it via the gauge condition. The solutions to these equa-
tions are constrained by the first- and second-order gauge
conditions
δ¯0∇ν h¯µν(1) = 0, (85)
δ¯0∇ν h¯µν(2) = −δ¯1∇ν h¯µν(1); (86)
that is, in coordinates centered on γ the divergence of
h¯µν(1) at time t must vanish if a
µ(t) is set to aµ(0)(t), and
the divergence of ǫh¯µν(1) + ǫ
2h¯µν(2) at time t must vanish if
aµ(t) is set to ǫaµ(1)(t) in the first expression and a
µ
(0) in
the second.
In the buffer region, I use Fermi-Walker coordinates,
in which the spatial coordinates xa span a three-surface
that intersects γ orthogonally, and the time coordinate
is equal to proper time on γ at the point of intersection.
More explicitly, at a point x ∈ ME near γ, the spa-
tial coordinates are given by xa(x) = −eaα′(x′)σ;α
′
(x, x′),
where x′ is a point on γ connected to x by a unique
spatial geodesic β that intersects γ orthogonally, eαa is a
spatial triad orthogonal to uα on γ, and σ(x, x′) is one
half the squared geodesic distance from x′ to x. The time
coordinate is given by t(x) = τ(x′), the radial distance
is given by r(x) =
√
δabxa(x)xb(x) =
√
2σ(x, x′), and
the radial unit vectors are na(x) = xa(x)/r(x). Further
details about the construction of the coordinates can be
found in Ref. [5].
Through order r3, the metric in Fermi-Walker coordi-
nates is given by
gtt = −1− 2aixi − (R0i0j + aiaj)xixj
− 1
3
(
4R0i0jak +R0i0j|k
)
xixjxk +O(r4), (87)
gta = −2
3
R0iajx
ixj − 1
3
R0iajakx
ixjxk
− 1
4
R0iaj|kxixjxk +O(r4), (88)
gab = δab − 1
3
Raibjx
ixj − 1
6
Raibj|kxixjxk +O(r4),
(89)
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where the pieces of the Riemann tensor are evaluated on
the worldline and contracted with members of the tetrad
(uα, eαa ). For example, R0iaj|k ≡ Rαµβν;ρ
∣∣
γ
uαeµi e
β
ae
ν
j e
ρ
k.
An overdot will indicate a covariant derivative along the
worldline, R˙0iaj ≡ Rαµβν;ρ
∣∣
γ
uαeµi e
β
ae
ν
ju
ρ. Because the
background is Ricci-flat, the components of the Riemann
tensor and its first derivatives can be written in terms of
Cartesian STF tensors Eab, Bab, Eabc, and Babc:
Eab ≡ R0a0b, (90)
Bab ≡ 1
2
ǫpq(aRb)0pq, (91)
Eabc ≡ STF
abc
R0a0b|c, (92)
Eabc ≡ 3
8
STF
abc
ǫpqaRb0pq|c, (93)
where ‘STF’ denotes the STF combination of the indi-
cated indices. Eab and Bab are the even- and odd-parity
tidal quadrupole moments of the background spacetime
in the neighbourhood of γ, and Eabc and Babc are the
even- and odd-parity tidal octupole moments. Identities
for decomposing each component of the Riemann tensor
and its derivatives in terms of these tidal moments can
be found in Appendix D3 of Ref. [47].
Following the procedure of the previous sections, in
terms of these coordinates I assume the trace-reversed
fields have the expansion
h¯µν(n) =
∑
p≥−n,q,ℓ
rp(ln r)qh¯µνL(n,p,q,ℓ)(t)nˆL. (94)
An advantage of Fermi-Walker coordinates is that their
simple geometric properties afford an easy transforma-
tion to arbitrary coordinate systems. Such transforma-
tions are available in the literature [48]. Alternatively,
one may use the geometric definitions of the Fermi-
Walker coordinates to express the above expansion in
terms of the covariant quantity σ(x, x′); from there, one
can express the result in any desired coordinates. There-
fore, once the singular field is known in Fermi coordi-
nates, it may be easily transformed into any desired coor-
dinates to form a puncture function useful for numerical
implementation.
In order to obtain a solution for h¯µν(2) through order
r, as is necessary for a puncture scheme, I require four
orders in r in all my expansions, since h¯µν(2) begins at
order 1/r2. Because the general procedure was shown in
Sec. III, and the first three orders in r were derived step
by step in Ref. [13],10 here I shall simply state the results
for the most part.
10 Reference [13] obtained results for h
(1)
µν and h
(2)
µν rather than for
h¯µν
(1)
and h¯µν
(2)
, and in the case of h
(2)
µν it did so only after substi-
tuting the expansion for aµ. However, the steps involved in the
calculation are essentially identical. The results presented here
were actually obtained by trace-reversing the results reported in
Ref. [23]; I present the trace-reversed fields to mesh with the
foregoing discussion of the nth-order problem.
A. First order
Following the steps outlined in Sec. III A, one finds the
general solution to Eq. (83) in the buffer region has the
form
h¯µν(1) =
1
r
h¯µν(1,−1,0,0) +
1∑
ℓ=0
h¯µνL(1,0,0,ℓ)nˆL + r
2∑
ℓ=0
h¯µνL(1,1,0,ℓ)nˆL
+ r2
3∑
ℓ=0
h¯µνL(1,2,0,ℓ)nˆL +O(r
3), (95)
where h¯µν(1,−1,0,0), h¯
µν
(1,0,0,0), h¯
µνi
(1,1,0,1), and h¯
µνij
(1,2,0,2) are the
homogeneous modes, each of which defines a minimal pth
solution to Eq. (83), and of which the other functions
h¯µνL(1,p,0,ℓ) are linear combinations.
1. Singular and regular field
The general solution can be conveniently split into two:
h¯µν(1) = h¯
Sµν
(1) + h¯
Rµν
(1) . (96)
Following the definitions introduced in Sec. III B, I define
the singular field to be the piece of h¯µν(1) made from a min-
imal pth solution for p = −1—that is, the solution fully
determined by h¯µν(1,−1,0,0) alone. It contains the following
pieces of the full first-order field (95):
h¯Sµν(1) =
1
r
h¯µν(1,−1,0,0) + h¯
µνi
(1,0,0,1)ni + r
∑
ℓ=0,2
h¯µνL(1,1,0,ℓ)nˆL
+ r2
∑
ℓ=1,3
h¯µνL(1,1,0,ℓ)nˆL +O(r
3). (97)
The monopole moment Iµν(1) ≡ h¯µν(1,−1,0,0) is constrained
by the gauge condition (56) to be of the form I(1)u
µuν ,
where I(1) is a constant. The matching condition
h
(1,−1)
µν = g
(1)
Iµν then determines I(1) = 4m, where m is
the ADM mass of the inner background spacetime gIµν .
Given these constraints, Eq. (97) explicitly reads
h¯Stt(1) =
4m
r
− 10maini
+mr
[
28
3
aia
i +
7
6
(15aiaj − 4E ij)nˆij
]
+mr2
[
1
2
(
19ajE ij − ∂2t ai − 56ajajai
)
ni
+
(
15aiEjk − 3
2
E ijk − 105
4
aiajak
)
nˆijk
]
, (98)
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h¯Sta(1) = 2mr
(
∂ta
a + Bicǫacj nˆij
)
+mr2
[(
73
30
ǫabda
bBid − 7
30
ǫaidabBbd
−7
6
ǫbidabBad + 8
15
E˙ai − 5ai∂taa − 2aa∂tai
)
ni
+
1
9
(
2δaiE˙jk − 7ǫaciajBck + 8ǫabiBbjk
)
nˆijk
]
,
(99)
h¯Sab(1) = 4mr
(
aaab − Eab)+ 2mr2[(Eab − 3aaab)ai
− Eabi + 2a(aEb)i − 2
3
B˙d(aǫb)id
]
nˆc, (100)
where ∂tm = 0.
The regular field is the sum of minimal pth solutions
for p ≥ 0 appearing in h¯µν(1)—that is, the part of h¯µν(1) that
is determined by global boundary conditions rather than
the matching condition. It contains the following pieces
of the full field:
h¯Rµν(1) = h¯
µν
(1,0,0,0) + rh¯
µνi
(1,1,0,1)ni
+ r2
(
h¯µνij(1,2,0,2)nˆij + h¯
µν
(1,2,0,0)
)
+O(r3). (101)
We can write this as a Taylor series
h¯Rµν(1) = h¯
Rµν
(1)
∣∣∣
r=0
+ h¯Rµν(1) ,i
∣∣∣
r=0
xi
+
1
2
h¯Rµν(1) ,ij
∣∣∣
r=0
xixj +O(r3), (102)
where the coefficients are related to the pieces of the full
metric as
h¯Rµν(1)
∣∣∣
r=0
= h¯µν(1,0,0,0), (103)
h¯Rµν,i(1)
∣∣∣
r=0
= h¯µνi(1,1,0,1), (104)
h¯
Rµν,〈ij〉
(1)
∣∣∣
r=0
= 2h¯µνij(1,2,0,2), (105)
h¯Rµν(1) ,i
i
∣∣∣
r=0
= 6h¯µν(1,2,0,0). (106)
As noted above, all of the functions on the right-hand
sides must be independently determined by boundary
conditions, except h¯µν(1,2,0,0), which is given in terms of
the others by
6h¯tt(1,2,0,0) = −
5
2
h¯Rtt,a(1) aa − Eabh¯R(1)ab + aaabh¯R(1)ab
− aaaah¯Rtt(1) + h¯Rta(1) aa,t + 2aah¯Rt(1)a,t
+
1
2
h¯Rtt(1) ,tt, (107)
6h¯ta(1,2,0,0) = −
3
2
h¯Rta,b(1) ab + Bbcǫacdh¯Rd(1)b +
3
2
aaabh¯Rt(1)b
− 5
6
Eabh¯Rtb(1) +
1
2
h¯Rtt(1) a
a
,t +
1
2
h¯Rab(1) ab,t
+ abh¯Ra(1)b,t + a
ah¯Rtt(1) ,t +
1
2
h¯Rta(1) ,tt, (108)
6h¯ab(1,2,0,0) = −
1
2
h¯Rab(1) ,ca
c +
7
3
Ec(ah¯Rb)(1)c + aca(ah¯
Rb)
(1)c
− Ecdδabh¯R(1)cd − Eabh¯Rc(1)c − 2Bd(aǫb)cdh¯Rtc(1)
− Eabh¯Rtt(1) + aaabh¯Rtt(1) + h¯Rt(a(1) ab),t
+ 2a(ah¯
Rtb)
(1) ,t +
1
2
h¯Rab(1) ,tt. (109)
Here h¯µν(1) and its derivatives are evaluated at r = 0.
2. Stress-energy tensor and puncture scheme
From Eq. (71), the body’s effective stress-energy tensor
is determined to be
T µν(1) =
∫
γ
muµuνδ(x, z)dτ, (110)
which is the stress-energy of a point mass moving on γ
in the external background spacetime. Therefore, at first
order and at distances in the buffer region or greater, the
body appears as a point mass.
Following Sec. III E, one may use a puncture scheme
to obtain the unknown pieces of the field (i.e., h¯Rµν(1) ) in
the buffer region, along with the global solution h¯µν(1) ev-
erywhere outside the buffer region. After transforming it
into a numerically useful coordinate system and truncat-
ing it at order r2, the singular field given in Eqs. (98)–
(100) defines a puncture h¯Pρσ[2](1). Inside a tube Γ about
the body, the residual field h¯Rρσ[2](1) ≡ h¯ρσ(1) − h¯Pρσ[2](1) can be
found by solving the effective-source equation
Eµνρσh¯
Rρσ
[2](1) = −16πT µν(1) − Eµνρσh¯Pρσ[2](1) (111)
≡ Sµν[2](1), (112)
where Sµν[2](1) is a C0 source that can be calculated ana-
lytically. Outside Γ, the physical field h¯ρσ(1) can be found
by solving (83). When crossing from one side of Γ to the
other, one changes variables between h¯ρσ(1) and h¯
Rρσ
(1) using
h¯µν(1) = h¯
Rρσ
[2](1) + h¯
Pρσ
[2](1). (113)
Given reasonable initial conditions and a forward evo-
lution in time, the field h¯µν(1) obtained with this pro-
cedure will describe the retarded solution to Eq. (83)
with the appropriate singularity structure, and on γ the
value of the residual field h¯Rµν[2](1) and its first and sec-
ond derivatives will agree with those of the regular field
h¯Rµν(1) . Details of the puncture scheme can be found
in Refs. [28, 30, 31]. Alternative, equivalent first-order
puncture schemes are described in Refs. [29, 32, 33].
Note that because the point-particle stress-energy ten-
sor (110) is a well-defined distribution, the global solution
for the physical field may be obtained directly from
Eµνρσh¯
ρσ
(1) = −16πT µν(1) . (114)
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This field equation was traditionally the starting point
for approaching the first-order problem. A variety of nu-
merical methods exist for solving it [5], the above punc-
ture scheme being just one among them. Analytically,
with arbitrary initial conditions on the Cauchy surface Σ
intersecting γ, the retarded solution11 reads
h¯µν(1) = 4m
∫
γ
Gµνµ′ν′u
µ′uν
′
dτ + h¯µν(1)Σ, (115)
where Gµνµ′ν′ is the retarded Green’s function for the
wave operator Eµνρσ (with the normalization used in
Ref. [5]), the integral over γ is truncated at Σ, and
h¯µν(1)Σ is the contribution from initial data. As was shown
in Ref. [13],12 when one writes this solution in Fermi-
Walker coordinates and decomposes it into the multi-
polar form (95), h¯Rµν(1) consists of tail terms (integrals
over the past history of the worldline and contribu-
tions from initial data) plus local terms involving the
acceleration and tidal moments. Furthermore, one finds
that at least through order r, and modulo any incoming
waves contained in the initial data, h¯Rµν(1) is equal to the
Detweiler-Whiting regular field 4m
∫
γ
GRµνµ′ν′u
µ′uν
′
dτ ,
where GRµνµ′ν′ is the Detweiler-Whiting regular Green’s
function [21]. Correspondingly, through order r, h¯Sµν(1) is
equal to the Detweiler-Whiting singular field.
3. Equation of motion
Evaluating Eq. (61), one finds that the zeroth-order
term in the acceleration is
aµ(0) = 0. (116)
Therefore, aµ = O(ǫ), and at leading order the body
behaves as a test mass, satisfying the geodesic equation
in the external background spacetime. Corrections to the
geodesic equation appear only at subleading order.
B. Second order
Again following the steps outlined in Sec. III A, one
finds the general solution to Eq. (84) in the buffer region
11 By ‘retarded solution’, I mean the causal solution obtained with
fields propagating forward in time from arbitrary initial data; I
do not mean the particular causal solution corresponding to zero
incoming radiation at the infinite past. Given that the influ-
ence of initial data decays with time, any causal solution should
approach the latter.
12 In Ref. [13], the equality was shown only for aµ = 0; it is shown
for arbitrary acceleration in Ref. [5].
has the form
h¯µν(2) =
1
r2
2∑
ℓ=0
h¯µνL(2,−2,0,ℓ)nˆ
L +
1
r
3∑
ℓ=0
h¯µνL(2,−1,0,ℓ)nˆ
L
+
4∑
ℓ=0
h¯µνL(2,0,0,ℓ)nˆ
L + r
5∑
ℓ=0
h¯µνL(2,1,0,ℓ)nˆ
L
+ ln r
[
h¯µν(2,0,1,0) + rh¯
µνi
(2,1,1,1)ni
]
+O(r2), (117)
where h¯µνi(2,−2,0,1) = I
µνi
(2) , h¯
µν
(2,−1,0,0) = I
µν
(2), h¯
µν
(2,0,0,0), and
h¯µνi(2,1,0,1) are the homogeneous modes. The other func-
tions h¯µνL(2,p,0,ℓ) are linear combinations of those homoge-
neous modes plus quadratic combinations of the homo-
geneous modes appearing in h¯µν(1).
1. Singular and regular field
Following Sec. III B, I split the second-order general
solution as
h¯µν(2) = h¯
Sµν
(2) + h¯
Rµν
(2) . (118)
The singular field h¯Sµν(2) is the sum of three terms:
h¯Sµν(2) = (−2)h¯
µν
(2) + (−1)h¯
µν
(2) + h¯
IHµν
(2) , (119)
where each of the terms is given through order r in Ap-
pendix D. (−2)h¯
µν
(2) and (−1)h¯
µν
(2) are the minimal pth so-
lutions for p = −2 and −1, and h¯IHµν(2) is the minimal
inhomogeneous solution to
Eµνρσ h¯
Sρσ
(2) = −2
(
δ2Gµν [h¯(1)]− δ2Gµν [h¯R(1)]
)
. (120)
In other words, h¯Sµν(2) is the sum of all terms in h¯
µν
(2) that
directly involve the moments Iµν(1), I
µνi
(2) , and I
µν
(2). The
regular field h¯Rµν(2) is the sum of all minimal pth solutions
for p ≥ 0, plus the minimal inhomogeneous solution to
Eµνρσh¯
Rρσ
(2) = −2δ2Gµν [h¯R(1)]. (121)
That is, h¯Rµν(2) contains all terms in h¯
µν
(2) that are not
determined without imposing boundary conditions be-
yond the matching condition. The regular field h¯Rµν =
ǫh¯Rµν(1) + ǫ
2h¯Rµν(2) is a free gravitational field, a smooth so-
lution to the homogeneous EFE through second order in
ǫ.
With these definitions, the singular field h¯Sµν(2) contains
the following pieces of the general solution:
h¯Sµν(2) =
1
r2
2∑
ℓ=0
h¯µνL(2,−2,0,ℓ)nˆ
L +
1
r
3∑
ℓ=0
h¯µνL(2,−1,0,ℓ)nˆ
L
+
4∑
ℓ=1
h¯µνL(2,0,0,ℓ)nˆ
L + r
∑
ℓ=0,2,3,4,5
h¯µνL(2,1,0,ℓ)nˆ
L
+ ln r
[
h¯µν(2,0,1,0) + rh¯
µνi
(2,1,1,1)ni
]
+O(r2). (122)
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First examine (−2)h¯
µν
(2), which is the homogeneous so-
lution of the form Iµνi(2) ni/r
2 + O(r−1), defined to con-
tain only those terms in h¯µν(2) that are directly pro-
portional to the dipole moment Iµνi(2) . After splitting
the dipole moment into its mass and current pieces,
Iµνi(2) = M
µνi
(2) + S
µνi
(2) , the gauge condition (56) yields
Mµbi(2) nˆbi = 0, which constrains the mass dipole to have
the form Mµνi(2) = u
µuνM tti(2) +
2
3u
(µeν)iδijM
tij
(2) . A gauge
refinement can be used to eliminate the ta component
of Mµνi(2) and the ab component of S
µνi
(2) [13], leaving the
dipole moment in the canonical form
Iµνi(2) = 4u
µuνM i + 4u(µeν)a ǫ
ajiSj , (123)
where I have defined M i ≡ M tti(2)/4 and Sj ≡ ǫjibStbi(2)/4.
The factors of 4 are chosen based on the matching condi-
tion h
(2,−2)
µν = g
(2)
Iµν , which determines S
i to be the ADM
angular momentum, and M i the standard mass dipole,
of the inner background spacetime gIµν . I set M
i ≡ 0 to
enforce the condition that the body is effectively centered
on γ, which leads to
(−2)h¯
µν
(2) =
4u(µe
ν)
a ǫajiSjni
r2
+O(r−1). (124)
The gauge condition (56) further determines that the
spin is constant; ∂tS
i = 0.
Next, the monopole field (−1)h¯
µν
(2) is the homogeneous
solution containing only those terms in h¯µν(2) that are di-
rectly proportional to the monopole moment Iµν(2), which
I now denote δmµν . It has the form
(−1)h¯
µν
(2) =
δmµν
r
+O(1), (125)
where the gauge condition constrains δmµν to be
δmtt = −1
3
mh¯Ra(1)a +mh¯
Rtt
(1) , (126)
δmta = −4
3
mh¯Rta(1) , (127)
δmab =
2
3
mh¯Rab(1) −
2
3
mδabh¯Rc(1)c −
4
3
mδabh¯Rtt(1) . (128)
This is a gravitationally induced monopole; it can be
thought of as the perturbation of the smooth field h¯Rµν(1)
by the body’s local field h¯Sµν(1) , or as a correction to the
body’s local field h¯Sµν(1) by the smooth field h¯
Rµν
(1) . Mathe-
matically, it arises because h¯IHµν(2) requires the addition of
a 1/r monopole in order to satisfy the gauge condition.
One could add an arbitrary, time-independent monopole
of the form uµuνδm—that is, one that behaves exactly
like the first-order mass—but I choose to incorporate that
term into the definition of m.
The regular field contains the remaining pieces of the
general solution:
h¯Rµν(2) = h¯
µν
(2,0,0,0) + rh¯
µνi
(2,1,0,1)ni +O(r
2); (129)
terms quadratic in h¯Rµν(1) , arising from the source in
Eq. (121), would appear at order r2. The functions in
Eq. (129) are constrained by the gauge condition (86),
which relate them to each other and to the first-order
regular field, but they are otherwise undetermined un-
til further boundary conditions are imposed. As at first
order, we can write this as the Taylor series
h¯Rµν(2) = h¯
Rµν
(2)
∣∣∣
r=0
+ h¯Rµν(1) ,i
∣∣∣
r=0
xi +O(r2), (130)
where the coefficients are related to the pieces of the full
metric perturbation as
h¯Rµν(2)
∣∣∣
r=0
= h¯µν(2,0,0,0), (131)
h¯Rµν,i(2)
∣∣∣
r=0
= h¯µνi(2,1,0,1). (132)
2. Stress-energy tensor and puncture scheme
From Eq. (71) the body’s second-order effective stress-
energy tensor is
T µν(2) =
∫
γ
u(µSν)αδ(x, z);αdτ +
∫
γ
1
4
δmµνδ(x, z)dτ,
(133)
where I have defined Sαβ ≡ eαaeβb ǫabiSi (not to be con-
fused with SµνL(n) ). The first term is the effective stress-
energy due to the body’s spin; the second, that due to
the induced monopole δmµν . If the spin vanishes, then
at distances in the buffer region or greater, the body still
appears as a monopolar point mass, but with a nonlinear
gravitational correction to the monopole field.
Again, a puncture scheme can be used to obtain the
unknown pieces of the field in the buffer region, h¯µν(2,0,0,0)
and h¯µνi(2,1,0,1), along with the physical field globally. The
singular field given in Appendix (D), truncated at order
r, defines a puncture h¯Pρσ[1](2). Inside the tube Γ, the resid-
ual field h¯Rρσ[1](2) ≡ h¯ρσ(2) − h¯Pρσ[1](2) can be found by solving
the effective-source equation
Eµνρσh¯
Rρσ
[1](2) = −16πT µν(2) − 2δ2Gµν [h¯(1)]
− Eµνρσh¯Pρσ[1](2) (134)
≡ Sµν[1](2), (135)
where Sµν[1](2) is a discontinuous but finite source that can
be calculated analytically. The analytical expression for
the source will involve the first-order residual field, which
is to be determined numerically at each time step along
with the second-order residual field. Outside Γ, the phys-
ical field h¯ρσ(2) can be found by solving (84). When cross-
ing Γ, one may change variables between h¯ρσ(2) and h¯
Rρσ
(2)
using
h¯µν(2) = h¯
Rρσ
[1](2) + h¯
Pρσ
[1](2). (136)
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This scheme is essentially identical to that at first or-
der. In principle, it can be implemented almost imme-
diately in existing codes. One need only transform the
puncture function into a convenient coordinate system
and then calculate an analytical expression for the effec-
tive source in those coordinates.
Unlike at first order, where one could write down an
analytical solution in terms of a retarded Green’s func-
tion, at second order no analytical solution presents it-
self. The part of the retarded solution that is sourced
by δ2Gµν cannot be written as an integral over all space,
of the form
∫
Gµνρ′σ′δ
2Gρ
′σ′dV , since the 1/r4 singular-
ity in δ2Gµν would make that integral diverge at every
point in space. The actual solution consists of a volume
integral over Ω plus a surface integral over ∂Ω [13]:
h¯αβ(2) =
1
4π
∮
∂Ω
(
Gαβγ′δ′∇µ′ h¯γ
′δ′
(2) − h¯γ
′δ′
(2) ∇µ′Gαβγ′δ′
)
dSµ
′
− 1
2π
∫
Ω
Gαβγ′δ′δ
2Gγ
′δ′ [h¯(1)]dV
′, (137)
which requires one to know the field on the timelike part
of ∂Ω in the buffer region. Therefore this formal solution
is not especially useful. However, one could use to it to
find analytical expressions for the homogeneous modes
that appear in h¯Rµν(2) . Using the analytically determined
solution in the buffer region as data on the part of ∂Ω
embedded therein, the integrals could be expanded for
small r with methods from Ref. [13]; decomposing the
result into STF pieces, one could then read off the homo-
geneous modes. This small-r expansion is complicated
by the fact that an expansion of the Green’s function
would rely on the Hadamard decomposition [5], which is
valid only in a convex normal neighbourhood, while the
volume integral in Eq. (137) generically extends over a
much larger region. So, to evaluate the volume integral
at a point x, one must restrict one’s attention to points
x very near the initial time-slice Σ, such that the volume
in which Gαβγ′δ′ has support inside the integral lies en-
tirely within the convex normal neighbourhood of x. I
leave this calculation to future work.
However, the part of the retarded field that is sourced
by T µν(2) can be immediately written down. It reads∫
γ
[
4∇α′(Gµνρ′σ′uρ
′
Sσ
′α′) +Gµνρ′σ′δm
ρ′σ′
]
dτ. (138)
This can be expanded for small r, decomposed into mul-
tipoles, and its contribution to h¯Rµν(2) determined. (Its
contribution to h¯Sµν(2) is simply the minimal pth solu-
tions for p = −2 and p = −1.) At least through or-
der r, the δmµν term in h¯Rµν(2) is found to agree with∫
γ
GRµνρ′σ′δm
ρ′σ′dτ . Explicitly, this consists of (i) tails
of tails, since δmρσ is made up of tails, and (ii) tails
multiplied by local factors of the tidal moments and ac-
celeration. The spin term in h¯Rµν(2) can be expected to
agree with 4
∫
γ
∇α′(GRµνρ′σ′uρ′Sσ′α′)dτ at least through
order r, but I have not performed the explicit expansion.
3. Equation of motion
Evaluating Eq. (61) and then making use of the gauge
condition δ¯0(∂th¯
at
(1) + ∂bh¯
ab
(1))
∣∣
r=0
= 0, one finds the first-
order term in the acceleration is
mai(1) =
1
4
mδ¯0(δabh¯
abi
(1,1,0,1) + h¯
tti
(1)) +mδ¯
0∂th¯
ti
(1) − BijSj .
(139)
In terms of the regular field h¯Rµν(1) , the result reads
mai(1) =
1
4
mδ¯0∂i(h¯Ra(1)a + h¯
Rtt
(1) ) +mδ¯
0∂th¯
Rti
(1) − BijSj .
(140)
This is the usual first-order result. The first three terms
are the first-order gravitational self-force, and the last
term is the Mathisson-Papapetrou spin force.
Summing the terms in the acceleration as aµ = aµ(0) +
ǫaµ(1) +O(ǫ
2) and converting from h¯Rµν to hRµν , one ar-
rives at
aµ = −1
2
(gµν + uµuν)(2hRρν;σ − hRρσ;ν)uρuσ
+
1
2m
Rµνρσu
νSρσ +O(ǫ2). (141)
Through order ǫ and excluding the spin, Eq. (141) is the
geodesic equation in the effective metric gµν + h
R
µν [5].
Through that order and with the spin, it is the equation
of motion of a test body in gµν + h
R
µν . In the punc-
ture scheme described in the preceding section, it should
be used (after dropping the “O(ǫ2)”) to self-consistently
evolve the position of the body.13
In going from Eq. (140) to Eq. (141), I have replaced
ǫh
R(1)
µν with hRµν and dropped the δ¯
0. Doing so does not
alter the acceleration at order ǫ. However, recall that δ¯0
indicates evaluation at aµ = 0. This evaluation is to be
performed only at time t, leaving the past history of γ
unchanged. If h¯Rµν(1) is evaluated analytically, in terms of
13 In fact, to be consistent with my equations for the second-order
singular field, one must use an equation of motion at least as
accurate as Eq. (141). If instead the less accurate equation aµ =
0 is used, then the mass dipole terms in the singular field cannot
be set to zero, since if a worldline γ of vanishing acceleration is
chosen, then the mass dipole evolves according to [13]
D2
dt2
Mµ = Rµνρσu
νuρMσ +
1
2m
Rµνρσu
νSρσ
−
1
2
(gµν + uµuν)(2h
R(1)
ρν;σ − h
R(1)
ρσ;ν)u
ρuσ . (142)
If one is interested in finding a solution to the second-order EFE
on a very short timescale, one can use aµ = 0, include the
M i terms in the singular field (presented through order r0 in
Ref. [13]), and evolve M i via Eq. (142).
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tails, then − 12 (gµν + uµuν)(2hRρν;σ − hRρσ;ν)uρuσ includes
tail terms, which depend on the past history, plus local
terms involving the acceleration. In particular, there is
a term − 113 ma˙µ,14 which is the traditional gravitational
anti-damping term found by Havas [49] (as corrected in
Ref [50]). It might seem that going from Eq. (140) to
Eq. (141) has thus transformed a second-order ODE into
a third-order, non-physical one. However, in practice
no third-order ODE will arise; the regular field, not the
tail field, will be found from a puncture scheme (or the
various other numerical regularization schemes used at
first order), and Eq. (141) will be evolved directly, as a
second-order ODE. Evidence from the scalar field case
suggests that no problems will arise when performing
a self-consistent evolution in this manner: when writ-
ten in terms of tails, the scalar self-force involves a˙µ
terms that would lead to runaway evolutions [5], but self-
consistent numerical evolutions, using an equation of the
form (141), show no evidence of runaway behavior [51].
Alternatively, it should be possible to numerically evolve
aµ = ǫaµ(1) directly, with a
µ
(1) given by Eq. (139) or (140).
Finally, it is important to note that the acceleration in
the form (141) would have followed directly from the
gauge condition (20). Therefore, assuming Eq. (141)
is well behaved, in the sense that the a˙µ term that is
hidden within the right-hand side gives rise to no non-
physical behavior, then the assumed expansion (16) of
the acceleration on γ is unnecessary: at least through
the orders explicitly examined here, the assumptions on
the field alone suffice to arrive at a well-behaved equation
of motion. These issues will be discussed further in the
sequel [24].
V. DISCUSSION
The analytical calculation of the second-order gravita-
tional field outside a small, compact body is now com-
plete, in the sense that sufficient information has been
found to numerically obtain a global solution outside the
body. I have defined a split of the second-order field
into singular and regular pieces, and I have found an ex-
plicit expression for the singular field through order r
in a local expansion. In an earlier work [13], to derive
the first-order equation of motion I found the second-
order singular field through order r0, but that is insuffi-
cient to find a global solution, and I also dropped terms
with explicit acceleration dependence. The full results
14 This is easily found by using the explicit results for hRρσ(r = 0)
and ∂νhRρσ(r = 0) in Fermi coordinates in Ref. [14] (also repro-
duced in Ref. [5]). But note that Table I in Ref. [14] and Table
II in Ref. [5] are missing a factor of 4 from the maa term in the
quantity Cˆ
(1,0)
a = h
R
ta(r = 0). The missing 4 appears, correctly
situated, in Eq. (E.9) from the former reference and (23.10) from
the latter.
through order r, first reported in Ref. [23] and made ex-
plicit here, do suffice to obtain a global solution via a
puncture scheme. Reference [23] also showed that the
regular field, as I have defined it, is entirely responsible
for the second-order force; further details of that deriva-
tion will be presented in the sequel [24].
Note that I could have bypassed the split into singular
and regular fields entirely, simply defining a puncture and
a residual field. From the perspective of the equation of
motion, the only matter of practical importance is that
through order r, the residual field contains every term in
the field that is smooth at r = 0; that is, given the field
in the form (23), one can simply take the nth-order punc-
ture to be everything but φµν(2,0,0,0)+rφ
µνi
(2,1,0,1)ni+O(r
2),
where the choice of the O(r2) terms has no practical im-
pact. However, the definition of the singular and regular
fields through all orders in r affords a prettier picture, in
that the regular field, as I have defined it, is a smooth
solution to the vacuum Einstein equation, and the effec-
tive metric gµν + h
R
µν in which the motion is geodesic is
therefore a physically meaningful spacetime.
More generally, I have shown how the same procedure
works at arbitrary order in a large class of gauges. I
defined an nth-order split of the field around a small
body into a singular/self-field and a regular/effective
field, where the singular field involves the body’s mul-
tipole moments and corrections thereto, and the regular
field is a smooth solution to the vacuum Einstein equa-
tion, which is determined by global boundary conditions.
I also described how to use the former to find the latter
(and the global solution) with a puncture scheme. In one
sense, this split into self-field and effective field marks an
improvement over the non-perturbative split defined by
Harte [19], since my regular field satisfies the vacuum
EFE at all orders in ǫ, while his does not. However, it
lacks the elegance and covariant utility of his definition,
since it is defined in terms of a series solution in a par-
ticular coordinate system.
I also found the form of the body’s nth-order stress-
energy tensor as it appears (in a sense) from distances
in the buffer region and beyond. And I have shown how
an nth-order equation of motion follows from the nth-
order gauge condition, though an appropriate constraint
on the ‘corrected dipole moment’ must be imposed to
make this a meaningful and useful representation of the
body’s motion.
From these considerations, one sees that a specifica-
tion of the body’s multipole moments (including the
aforementioned dipole moments and together with ini-
tial data) is sufficient to find the physical metric every-
where outside the body and to self-consistently evolve
the body’s position.
A. Comparison with other work
Besides Refs. [13, 23] and the present paper, the main
work done on the second-order self-force problem has
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been performed by Rosenthal [34, 35], Detweiler [36], and
Gralla [22]. The most immediate, though relatively mi-
nor, difference between those works and the present pa-
per is that they assume the small body is a monopole
through second order, while the present work is valid
for a spinning body. However, all of these studies share
common aspects: gathering information about the sin-
gular behavior of the metric perturbation by matching
to an inner expansion; and expressing the force in terms
of some specified, regular part of the field. Here I will
discuss only the methods of finding the second-order per-
turbation, leaving discussion of the force itself to the se-
quel [24].
Rosenthal found an analytic, global (excluding γ it-
self) solution to the second-order Einstein equation [34],
along with the general form of its divergent pieces near
γ [35]. Since he focused on finding an expression for the
self-force, he did not derive an explicit local expansion
for a singular field that could be used within a numeri-
cal puncture scheme. However, the larger disadvantage
of his approach is that his solution, and his method of
solution, relies on a peculiar choice of gauge in which
h¯Rµν(1) and ∂ρh¯
Rµν
(1) both vanish on γ. This means, most
strikingly, that the first-order self-force vanishes. (It also
means that δmµν vanishes.) In such a gauge, there is no
obvious way to calculate the metric perturbation in prac-
tice. Also, the perturbation will grow large with time.
Recently, Detweiler has taken the opposite focus, not
deriving an expression for the force but instead discussing
general features of a second-order split into singular and
regular fields [36]. Like the present paper, he advocates
using a locally obtained singular field together with a
puncture scheme.15 His discussion of the second-order
problem has the advantage of being gauge-independent,
though it does not provide an expression for a second-
order singular field or an algorithm for constructing one.
If his singular field is to be taken from the metric of a
tidally perturbed black hole, as indicated in Appendix
A of Ref. [36], then the metric perturbation will be in
an inconvenient gauge. When transforming to another
gauge, one must then decide how to split the transformed
perturbation into singular and regular pieces. Depending
on how that is done, the motion may or may not be
geodesic in gµν + h
R
µν ; for example, with Gralla’s choice
of hSµν and h
R
µν , the motion is not quite geodesic in gµν +
hRµν [22]. Of course, any choice of singular and regular
fields will do, so long as one has a convenient equation of
motion in terms of that particular choice.
Besides these differences in scope, one detail of De-
tweiler’s approach appears to be at odds with the re-
15 The equation he presents for the second-order retarded field is
purely formal, since it includes δ2Gµν [h(1)] at all points down
to r = 0; because δ2Gµν [h(1)] ∼ 1/r4, this has no clear distri-
butional meaning. But the essential aspect is his effective-source
equation for the regular field, which is well defined and takes the
same general form as that presented here.
sults presented here. Based on the fact that the particle
obeys the geodesic equation in gµν + ǫh
R(1)
µν , he assumes
that through second order, the stress-energy tensor of the
body is that of a point particle in gµν + ǫh
R(1)
µν :
T µν[hR(1)ρσ ] =
∫
γ
muµuν
δ4(xα − zα)√
det
(
gρσ + ǫh
R(1)
ρσ
)dτ. (143)
This expression for the stress-energy does not agree with
my result for ǫT µν(1) + ǫ
2T µν(2) . One can see that the results
differ simply by noting that Eq. (143) contains no com-
ponents orthogonal to the worldline,16 while Eqs. (133),
(127), and (128) show that T µν(2) does contain such com-
ponents. The source of the difference is not clear. It
might be a quirk in my choice of gauge; the components
of the regular field, which determine the form of δmµν
and therefore of T µν(2) , can be adjusted via a smooth gauge
transformation. However, it is not obvious that Eq. (143)
should be the correct choice. If a metric perturbation
hµν is taken to naively satisfy the ill-defined second-order
EFE δGµν [h] = 8πT µν[h]− δ2Gµν [h], then geodesic mo-
tion in gµν + hµν at linear order in hµν formally follows
from the Bianchi identity 0 = ∇ν(8πT µν [h]− δ2Gµν [h]),
as shown in, e.g, Sec. IIB of Ref. [13]; but if the met-
ric perturbation is taken to naively satisfy the (also ill-
defined) EFE δGµν [h] = 8πT µν [hR] − δ2Gµν [h], then
geodesic motion in gµν + h
R
µν does not so follow from
the Bianchi identity 0 = ∇ν(8πT µν [hR] − δ2Gµν [h]). Of
course, neither of these Bianchi identities are well defined
on γ. So I leave the issue open.
Most recently, within the context of a power series ex-
pansion rather than a self-consistent one, Gralla [22] has
obtained results very similar to my own: an expression
for a singular field accurate through order r in a local co-
ordinate system (centered on a geodesic γ0, rather than
the γ of the present paper) a prescription for obtaining
the regular remainder of the field via a puncture scheme,
and a second-order equation of motion written in terms of
that regular field. His method of finding the second-order
field (as well as the equation of motion) begins by finding
an inner expansion in a gauge that is mass-centered on
the geodesic γ0. That is sensible within the context of the
short timescales of Gralla’s approach, because on those
timescales, the body’s deviation from γ0 is of order ǫ or
smaller, meaning the body can be translated to sit atop
16 Note that Detweiler advocates using an ordinary power series
expansion rather than a self-consistent one, meaning Eq. (143)
is to be expanded not only for small h
R(1)
µν , but also for z
µ →
zµ
(0)
+ ǫzµ
(1)
, where zµ
(0)
is the geodesic initially tangential to zµ.
To compare my stress-energy tensor to that expanded form, one
would similarly expand ǫTµν
(1)
+ ǫ2Tµν
(2)
. Section IIB of Ref. [13]
contains details of such an expansion, the resulting second-order
EFE, and its formal solution, in the case where h
R(1)
ρσ is replaced
by h
(1)
ρσ in Eq. (143).
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γ0 via a gauge transformation. The solution in that mass-
centered gauge, though it applies to any spherical body, is
equivalent to typical expressions for a tidally perturbed
Schwarzschild black hole, such as those in Ref. [52]; it
is also similar to the gauge used by Rosenthal. After
converting this inner expansion into an outer expansion,
the solution in any arbitrary, smoothly related gauge is
written as the sum of the original solution plus terms in-
volving the arbitrary gauge vector. That gauge vector is
implicitly determined, up to a free choice of some initial
values, by one’s choice of gauge for the regular field, and
it is found by solving a set of simple transport equations
on γ0. As such, Gralla’s second-order field is more gen-
eral than that presented here, since it is expressed in a
class of gauges rather than a single gauge.
The more obvious difference is that his approximation
is inherently limited to short times. To determine long-
term effects it will need to be combined with a scheme
such as the two-timescale expansion of Hinderer and
Flanagan [15]. In Gralla’s second-order field this limi-
tation manifests as secularly growing mass dipole terms
representing the body’s movement away from γ0. These
are the terms involving Ai (corresponding to M i in my
notation) in his Eqs. (B4) and (B6); in my approach, γ is
chosen to ensure that these terms vanish. Less notably,
as mentioned above, his choice of singular and regular
fields differs from my own and leads to an equation of
motion that is not quite the expanded geodesic equation
in gµν+h
R
µν. To determine whether his results agree with
mine, one would have to find a gauge transformation from
the Lorenz gauge to his class of gauges and perform an
expansion of the worldline γ about a geodesic γ0. Alter-
natively, one could avoid the expansion of the worldline
by setting aµ to zero in all my expressions and reinsert-
ing the mass dipole terms that were set to zero (through
order r0, these terms can be found in Ref. [13]). Doing
so would immediately yield the metric centered on γ0. In
either case, given the very similar underlying methods,
disagreement is unlikely.
B. Future work
At second order, in the case of a compact body with
slow internal dynamics, the present paper (together with
its sequel [24]) and that of Gralla essentially represent a
complete solution to the analytical portion of the prob-
lem. The only obvious analytical work remaining in my
treatment is to find a closed form expression for the sin-
gular and regular fields (or for two fields that agree with
them through order r)—in other words, to find second-
order equivalents to the Detweiler-Whiting fields. One
might do this by finding suitable quadratic combinations
of first-order fields, as in Ref. [34], to make up a singular
field. As mentioned in Sec. IVB2, to find a closed form
for the regular field, one could write the retarded solu-
tion in integral form outside a worldtube embedded in
the buffer region and then devise a decomposition of the
original integrals into two pieces, such that one of them,
when expanded for small r, contributes to the O(r0) and
O(r) pieces of h¯Rµν(2) and the other does not. Details of
such integral representations and their expansion are con-
tained in Ref. [13].
Closed-form expressions might allow numerical alter-
natives to the puncture scheme. And they would aid
in comparing my results with other analytical methods,
such as those of Harte [19] and Galley [53], once those
other methods are applied at second order. However,
this is not strictly necessary. So at second order there
is only one major remaining goal: to numerically imple-
ment a puncture scheme. Using the results of this paper
alone, one can implement such a scheme by simultane-
ously solving Eqs. (111) and (134) for the regular field
in a region effectively covering the body (in the sense
described in the introduction), Eqs. (83) and (84) for
the full field everywhere else, and Eq. (141) for the po-
sition of the body. Doing so would yield a solution to
the EFE through second order, since the relaxed EFE
(8) and the gauge condition (7) would be satisfied up to
third-order errors. However, to obtain a solution accu-
rate on longer timescales, a preferable prescription would
be to replace (141) with a second-order-accurate equa-
tion of motion. For the case of a non-spinning body, that
equation is given by Eq. (17) in Ref. [23]. Further details
of its derivation will be presented in the sequel [24].
At nth order, much work remains. Alternative gauges
could be explored. A different choice of field variable
φµν and gauge terms Zµνρ and D
µ might simplify the
equations. In particular, one might find a combination
of φµν , Zµνρ, andD
µ to eliminate logarithmic terms from
the solution, as in post-Newtonian theory [40]. Among
other benefits, this would allow one to construct a strict
power series expansion in a generalized wave gauge.
One should be able to explicitly relate the multipole
moments IµνL (including the corrections to the body’s
unperturbed moments) in the outer expansion to prop-
erties of the matter and gravity inside the body, analo-
gous to how radiative multipole moments are related to
the source moments in post-Newtonian theory [37]. This
might be most easily done in the case of a material body,
where the moments could be expressed as integrals over
the body’s interior. In particular, one would like to en-
sure that the corrected mass dipole provides a meaningful
measure of the center of energy relative to the worldline
γ. It may be helpful to relate the corrected mass dipole
to a derivative of some linear momentum, defined as an
integral over a surface around the body [54].
Mass dipole aside, concrete relationships between the
multipole moments and properties of the body would ren-
der their meaning more transparent and aid in formulat-
ing physically realistic models for their magnitude and
evolution. Models for both the spin and quadrupole mo-
ments will be of use in modeling binaries, since those mo-
ments appear in the equations of motion at the same or-
der as the first- and second-order self-force. See Ref. [55]
for a recent discussion of modeling the quadrupole mo-
24
ment of the small body in an EMRI.
One could also consider a wider class of small bod-
ies. The assumed inner expansion, in which all lengths
are scaled by ǫ and time is unscaled relative to the exter-
nal scales, restricts the approximation scheme to compact
bodies with slow internal dynamics. The single scaling of
lengths means that the body’s linear size d is of the same
order as its mass. This makes its multipole moments
scale as mℓ+1, as opposed to the more natural scaling
mdℓ. From the perspective of the outer expansion, one
could simply let the multipole moments scale with in-
dependent powers of ǫ to describe a more generic body.
However, there would still be an underlying limitation in
the approximation scheme, since it assumes the buffer re-
gion is outside the body; if the body is very diffuse, such
that d & R, then the scheme cannot be expected to be
accurate. Not scaling time in the inner expansion means
that no functions in it depend on the fast timescale t/ǫ
in the way they depend on the short lengthscale r/ǫ. Al-
lowing fast internal dynamics in the body would result
in rapid oscillations in the metric. Removing this restric-
tion would likely require a more intensive and delicate
approach to the outer expansion.
Finally, the outer expansion cannot be expected to be
valid on an infinite domain (though it may turn out to
be). Since in the end we seek the waveforms produced
by the body, we may need to match the outer expansion
to an outgoing-wave solution at infinity.
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Appendix A: Second-order curvature tensors
The second-order Ricci tensor δ2Rαβ corresponding to
a metric perturbation hµν is given by
δ2Rαβ = − 12 h¯µν ;ν
(
2hµ(α;β) − hαβ;µ
)
+ 14h
µν
;αhµν;β
+ 12h
µ
β
;ν (hµα;ν − hνα;µ)
− 12hµν
(
2hµ(α;β)ν − hαβ;µν − hµν;αβ
)
. (A1)
The second-order Einstein tensor with indices up can be
obtained using
δ2Gαβ = δ
{
δ
[(
gαµgβν − 1
2
gαβgµν
)
Rµν
]}
(A2)
=
(
hαβgµν + gαβhµν − 2hαµgβν − 2gαµhβν) δRµν
+
(
gαµgβν − 1
2
gαβgµν
)
δ2Rµν , (A3)
where I have specialized to a Ricci-flat background and
utilized the identity δ(gµν) = −hµν . δ2Gαβ can be writ-
ten as a functional of two arguments, δ2Gαβ [h, h], such
that, for example,
δ2Gαβ [hS + hR, hS + hR]
= δ2Gαβ [hS, hS] + δ2Gαβ [hS, hR]
+ δ2Gαβ [hR, hS] + δ2Gαβ [hR, hR]. (A4)
With an abuse of notation, I write δ2Gαβ [h] =
δ2Gαβ [h, h] when both arguments are the same. With
a greater abuse of notation, I write δ2Gαβ [φ] to de-
note δ2Gαβ [h[φ]], meaning hµν is replaced by its expres-
sion in terms of φµν . For example, δ
2Gαβ [h¯] denotes
the right-hand side of Eq. (A3) with hµν replaced by
hµν [h¯] = h¯µν − 12gµνgρσh¯ρσ.
Analogously, δnGαβ denotes the piece of Gαβ [gµν +
hµν ] that contains n factors of hµν and its derivatives,
and I write it as δnGαβ [h, ..., h] or δnGαβ [h].
Appendix B: STF decompositions
I here reproduce standard formulas from Refs. [39, 41];
Eq. (B18) is the only identity not contained therein.
Any Cartesian tensor T S(θ, φ) on a sphere can be ex-
panded along STF combinations of unit vectors as
T S(θ, φ) =
∑
ℓ≥0
T S〈L〉nˆL, (B1)
where the coefficients are given by
T S〈L〉 =
(2ℓ+ 1)!!
4πℓ!
∫
T S(θ, φ)nˆLdΩ, (B2)
where x!! = x(x − 2) · · · 1.
These coefficients can then be put into an irreducible
form. For example, for s = 1, we have
T a〈L〉 = Tˆ aL(+) + ǫ
ja〈iℓ TˆL−1〉(0) j + δ
a〈iℓ TˆL−1〉(−) , (B3)
where the Tˆ (n)’s are STF tensors given by
TˆL+1(+) ≡ T 〈L+1〉, (B4)
TˆL(0) ≡
ℓ
ℓ+ 1
T pq〈L−1ǫiℓ〉pq, (B5)
TˆL−1(−) ≡
2ℓ− 1
2ℓ+ 1
Tj
jL−1. (B6)
Similarly, for a symmetric tensor TS with s = 2, we have
Tab〈L〉 = δabKˆL + Tˆ
(+2)
abL
+ STF
L
STF
ab
(
ǫpaiℓ Tˆ
(+1)
bpL−1 + δaiℓ Tˆ
(0)
bL−1
+ δaiℓǫ
p
biℓ−1 Tˆ
(−1)
pL−2 + δaiℓδbiℓ−1 Tˆ
(−2)
L−2
)
, (B7)
where
Tˆ
(+2)
L+2 ≡ T〈L+2〉, (B8)
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Tˆ
(+1)
L+1 ≡
2ℓ
ℓ+ 2
STF
L+1
(T〈piℓ〉qL−1ǫiℓ+1
pq), (B9)
Tˆ
(0)
L ≡
6ℓ(2ℓ− 1)
(ℓ+ 1)(2ℓ+ 3)
STF
L
(T〈jiℓ〉
j
L−1), (B10)
Tˆ
(−1)
L−1 ≡
2(ℓ− 1)(2ℓ− 1)
(ℓ + 1)(2ℓ+ 1)
STF
L−1
(T〈jp〉q
j
L−2ǫiℓ−1
pq),
(B11)
Tˆ
(−2)
L−2 ≡
2ℓ− 3
2ℓ+ 1
T〈jk〉jkL−2 (B12)
KˆL ≡ 13T jjL. (B13)
These decompositions are equivalent to the formulas for
addition of angular momenta, J = S + L, which results
in terms with angular momentum ℓ − s ≤ j ≤ ℓ + s; the
superscript labels (±n) in these formulas indicate by how
much each term’s angular momentum differs from ℓ.
When manipulating quantities of the form (B1), the
following identities are useful:
ncnˆL = nˆcL +
ℓ
2ℓ+ 1
δc〈iℓ nˆL−1〉, (B14)
r∂cnˆL = −ℓnˆcL + ℓ(ℓ+ 1)
2ℓ+ 1
δc〈iℓ nˆL−1〉. (B15)
From the latter, one finds that nˆL is an eigenvector of
the flat-space Laplacian, satisfying
r2∂i∂inˆL = −ℓ(ℓ+ 1)nˆL. (B16)
Equation (B2) is related to the integral identity
1
4π
∫
nSnˆLdΩ = STF
L
δ{i1i2 · · · δis+ℓ−1is+ℓ}
(s+ ℓ+ 1)!!
(B17)
if s+ ℓ is even and zero otherwise. Here the curly braces
indicate the smallest symmetric (unnormalized) combi-
nation of the enclosed indices. With a bit of combina-
torics one can use this identity to show
ASBˆL
1
4π
∫
nSnˆLdΩ =
s!Ai1
i1 ···ip
ip
LBˆ
L
(s− ℓ)!(s+ ℓ + 1)!! , (B18)
for a symmetric tensor AS and an STF tensor BˆL sat-
isfying ℓ = s − 2p, where p is a nonnegative integer. If
ℓ 6= s− 2p, then the left-hand side vanishes.
Appendix C: Normalization of logarithms
In my ansatz (23) for the field, I write the logarithms
with no normalization in their argument. In actuality,
they must read ln r
r0
, where r0 must be determined by
boundary conditions. At least at low orders, the nor-
malization can be expected to be r0 = 2ǫm, which is
what would arise from the effect of the mass on the
shape of the light cones (i.e., the shift from u = t − r
to u = t − r∗ as a lightcone coordinate). However,
within the present context, the actual choice is arbi-
trary. Consider the case when Cµν(n) contains no log-
arithms. Then a logarithm first arises in the solution
when the source for the Poisson equation (27) contains
a mode with ℓ = ℓp; all other logarithms will either
arise in the same way, or be sourced by logarithms that
arose in that way. So we may consider those logarithms
alone. Suppose we begin with a normalization r0 but
then change to r′0. Then r
pnˆLp ln(r/r0)φ
µνLp
np1ℓp
is replaced
with rpnˆLp ln(r/r
′
0)φ
µνLp
np1ℓp
+ rpnˆLp ln(r
′
0/r0)φ
µνLp
np1ℓp
. The
term ln(r′0/r0)φ
µνLp
np1ℓp
is then simply absorbed into the ho-
mogeneous mode φ
µνLp
np0ℓp
. Therefore the normalization r0
does not introduce additional freedom into the solution;
the homogeneous modes carry all the freedom. The value
of r0 will effectively be determined by determining the
homogeneous modes, either by specifying the material
composition of the body to find its multipole moments
or by specifying global boundary conditions to find the
pieces of the regular field.
For the purposes of numerical calculations, one would
likely use a normalization r0 ∼ R (say, r0 = M in
the case of an EMRI). Since the ‘natural’ normalization
can be expected to be 2ǫm, terms proportional to ln ǫ
will likely appear in the homogeneous modes h¯µν(2,0,0,0)
and h¯µν(2,1,0,1), corresponding to the logarithmic terms
ln rh¯µν(2,0,1,0) and r ln rh¯
µνi
(2,1,1,1)ni in the second-order field.
This would mean ln ǫ terms would appear in the reg-
ular field h¯Rµν(2) . Whether or not that is the case can
be determined analytically by evaluating the integrals in
Eq. (137). But note that these potential ln ǫ terms, and
any that appear at higher order in ǫ, would not disrupt
the ordering of the perturbations: ǫn(ln ǫ)q ≫ ǫn′(ln ǫ)q′
for any n′ > n, regardless of the values of q and q′.
Note that Ref. [22] disallows ln r terms in h¯µν(n) because
they will correspond to ln ǫ terms in the inner expansion,
where ln r would become ln(ǫr˜). If the logarithms occur
due to the standard retardation effects just described,
then the ln ǫ terms appear instead in the outer expan-
sion. Here, since I assume only the existence of a certain
asymptotic series, rather than smoothness in ǫ at ǫ = 0,
and since the logarithms are generic, I do not disallow
them. A wave gauge in which they do not appear would
certainly be advantageous, however, particularly at or-
ders where logarithmic terms might lead to ln ǫ terms
in a multipole moment IµνL(n) , potentially obscuring the
moment’s meaning.
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Appendix D: Second-order singular field
The second-order singular field can be written as the sum of three pieces, h¯Sµν(2) = (−2)h¯
µν
(2) + (−1)h¯
µν
(2) +
h¯IHµν(2) . Those three pieces are given below through order r, in Fermi-Walker coordinates with the mass
dipole set to zero. I have also made the second-order field available in a Mathematica notebook at
http://www.personal.soton.ac.uk/ap8e11/second-order-fields.html. The notebook utilizes the tensor-manipulation
package xAct.
(−2)h¯
tt
(2) =
(
2ǫab
cSbac,t − 125 SbBab
)
na + 23S
aBbcnˆabc + r
(
4
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(−7h¯Rtc(1) ad,t + ach¯Rtd(1) ,t)
+ 121m
(−26h¯R(a(1) c,|d|d + 46h¯Rd(a(1) ,cd + 28h¯R(1)cd,(ad − 25h¯R(1)dd,(ac + 14ac,th¯Rt(a(1) + 28h¯Rt(1)c,ta(a − 7h¯R(a(1) c,tt)nˆb)c
− 1130m2nˆabcac,tt + 142mnˆcd
(
32h¯Rab(1) ,cd + 8h¯
R(a
(1) c
,b)
d − 28h¯R(1)cd,ab + 26h¯R(1)cd,iiδab − 50h¯R(1)ci,diδab
− 11h¯Ri(1)i,cdδab − 21δabh¯Rt(1)c,dt + 7δabh¯R(1)cd,tt
)
+ 1252mnˆ
ab
(
156h¯Rc(1)c
,d
d − 168h¯Rcd(1) ,cd − 12h¯Rtt,c(1) c + 6h¯Rtt,c(1) ac
+ 30h¯Rd(1)d,ca
c + 40Ecdh¯R(1)cd + 168acadh¯R(1)cd − 45acach¯Rd(1)d + 171acach¯Rtt(1) − 336h¯Rtc(1) ac,t − 168ach¯Rt(1)c,t
+ 42h¯Rc(1)c,tt + 42h¯
Rtt
(1) ,tt
)
+ 1270m
(
312h¯Rab,c(1) c − 936h¯
Rc(a,b)
(1) c + 468h¯
Rtt
(1)
,ab − 144h¯Rc(a(1) cab) − 216h¯Rc(1)c,(aab)
+ 1260h¯
Rtt,(a
(1) a
b) − 564h¯Rab(1) ,cac + 756h¯R(a(1) c,b)ac − 312h¯Rc(1)c,ddδab + 468h¯Rcd(1) ,cdδab − 156h¯Rtt,c(1) cδab
− 435h¯Rtt,c(1) acδab − 126h¯Rd(1)c,dacδab + 69h¯Rd(1)d,cacδab + 36acach¯Rab(1) + 356Ec(ah¯
Rb)
(1) c − 1068aca(ah¯
Rb)
(1) c
+ 356Ecdδabh¯R(1)cd − 486acadδabh¯R(1)cd − 352mEabh¯Rc(1)c + 144aaabh¯Rc(1)c − 126acacδabh¯Rd(1)d − 768Bd(aǫb)cdh¯Rtc(1)
+ 184Eabh¯Rtt(1) + 1200aaabh¯Rtt(1) − 1050acacδabh¯Rtt(1) + 540h¯Rt(a,b)(1) t + 90δabh¯Rtc(1) ,ct + 1560h¯
Rt(a
(1) a
b)
,t
+ 450δabh¯Rtc(1) ac,t + 960h¯
Rt(a
(1) ,ta
b) − 180acδabh¯Rt(1)c,t + 240h¯Rab(1) ,tt − 15δabh¯Rc(1)c,tt + 195δabh¯Rtt(1) ,tt
)]
+ r ln(r)m2
[
(10415 Eabac − 17615 aaabac)nˆc + 1615acacadδabnˆd + 2nˆ(a(3215ab),tt − 415Eb)cac + 85ab)acac)
+ nˆc(11215 E(acab) − 45Eabc − 125 B˙d(aǫb)cd − 815δabac,tt)− 165 Ecdacδabnˆd
]
+O(r2). (D9)
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Indices within vertical bars are excluded from symmetrizations.
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