Abstract. Nowadays, organizations are required to be part of a global collaborative world. Sometimes this is the only way they can access new and wider markets, reaching new opportunities, skills and sharing assets, e.g. tools, lessons learnt. However, due to the different sources of enterprise models and semantics, organizations are experiencing difficulties in exchanging information electronically and seamlessly. To solve this issue, most of them try to attain interoperability by establishing peer-to-peer mapping morphisms with different business partners, or in optimized networks use neutral data standards to regulate communications. Moreover, more and more enterprise systems are dynamic, looking forward to meet further requirements, causing new interoperability problems and efficiency reduction. This paper proposes a multiagent framework to monitor existing enterprise system networks, being capable of detecting morphism changes. An example from systems engineering is presented, where network harmonization breakings are timely detected, and possible solutions are suggested to regain the interoperable status, thus enhancing robustness for reaching sustainability of business networks.
Introduction
In the last few years, collaboration between different enterprises has increased significantly with the possibility of combining resources towards achieving a common goal, as well as to boost productivity and reduce expenses. This increases the chances of survival of smaller enterprises in the current turbulent market [1] .
Schrage [2] , emphasizes that the issue in collaboration "is the creation of value". In this context, not only data exchange in industrial processes (e.g. supply chain, eprocurement, etc.), but also in systems engineering (SE) has been a target of multiple collaborative networks. It demands the combination of multiple complex processes, such as requirements elicitation, product design and development, teams' management, logistics, etc, that normally are performed in conjunction by different enterprises. The systems engineering method recognizes that each system is an  The requirements models that represent the relationships between user requirements and/or model objects. A primary benefit of modelling requirements is the opportunity this provides for analyzing them with techniques such as requirements animation, reasoning, etc [12] ;  The behaviour models to represent the intended and unintended behaviours for a system of interest (e.g. a product), thus responding to functional requirements;  The parametrics models to reply to the non-functional requirements representing the formal relationships and constraints of the system and its components.  And finally the structure models which describe the enterprise and system level contexts from both the logical and physical viewpoints. With MBSE, there is the opportunity to address many of the limitations of the traditional document-based approach, by providing a more rigorous means for capturing and integrating requirements, design, analysis, and verification information, as well as facilitating the maintenance, assessment, and communication of this information across the system's LC. In a nutshell, MBSE can provide Enhanced communications, offering more understanding between the development teams and the other stakeholders; Reduced development risk, because requirements validation and design verification improve the cost-effectiveness in the development of a system; Improved quality, with a more accurate traceability between requirements, design, analysis, and testing; Increased productivity, having an more flexible and easier readjustment of the existing models; and enhanced knowledge transfer, since all partners involved in the LC stages share the same models [14] .
By the exposed, if properly integrated, MBSE framework can bring an added value to SE enterprise networks, maximizing the efficiency of collaborations and stimulating interoperability via the models used along the system's and products LC. However, the issues on robustness and sustainability raised by the dynamicity of networks and evolution of requirements remain pertinent and unaddressed so far.
Requirements on Modelling
Among the multiple methods to model a system or a product, there is no absolute recipe to develop it. Nevertheless, modelling using MBSE requires having the requirements properly formalized so that the remaining models can be specified with a good level of detail and the final product can achieve the expected quality. Thus, Ogren [15] defines 5 key principles on modelling, namely: Determinism with formality, so that everything expressed in the model has a single, defined and obvious meaning; Understandability, since the models are only useful is they are readily understood, without extensive education or experience in software or mathematics; Inclusion of system missions to be able to extract the systems missions out the models and express how different parts of the system contribute together; Modelling of structure and behaviour, to support splitting a system into subsystems; And the possibility of verification support, to validate a model against requirements, completeness, etc.
Information Models and Data Standards for Interoperability
For the description of the information models of Fig.1 , MBSE framework suggests the use one of two standard languages, i.e. SysML and AP233, to help in the creation of system engineering models. The first is a graphical modelling language from the Object Management Group (OMG) that supports the analysis, specification, design, verification and validation of complex systems [15] . The language was created to specify and architect systems and its components. With it, it is possible to integrate with UML for software design and VHDL for hardware design. The second is a standard Application Protocol (AP) under STEP initiative [16] . ISO 10303 (STEP) is an international standard for the computer-interpretable representation of product information and for the exchange of product data. Its objective is to provide a means of describing product data throughout its LC [10] . STEP APs are described using EXPRESS [17] , the STEP modelling language, which combines methods from the entity-attribute-relationship languages with object modelling concepts. EXPRESS provides general and powerful mechanisms for representation of inheritance among the entities constituting the AP standard model, and it also encloses a full procedural programming language used to specify constraints on populations of instances. However, despite having these two standards associated to MBSE, frequently enterprises remain using traditional models for engineering analysis and simulation models such as CAD, CAE, reliability, costing, PLM. This raises an interoperability problem to MSBE collaborative networks, since without using SysML or AP233 to integrate the four models needed in SE, the study of how models interact with each other throughout the system LC to benefit stakeholders remains an open issue. In fact, the MSBE Modelling and Simulation Interoperability (MSI) Challenge Team is active looking for a solution to incorporate the diversity of models currently in use in SE [18] . So far, the most common way to integrate all models continues to rely on P2P mapping morphims, similarly to what exists on inter-enterprise communications [7] .
Models Morphisms (MoMo)
A morphism is described in mathematics as an abstraction of a structure-preserving mapping between two mathematical structures [19] . This concept is gaining momentum in computer science, more exactly in systems interoperability where it describes the relations (e.g. mapping, merging, versioning, transformation) between two or more system model specifications, denominated model-morphism [20] .
As an example of a model transformation based on a morphism, Fig. 2 illustrates a morphism where the -firstName‖ and -lastName‖ of a -Person‖ in an information model are merged to create the -personName‖ of a different model for -Person‖.
Nonetheless, the actual research work conducted in MoMo has been focused on the mappings among ontological structures, as evidenced in Fig. 3 . Indeed, Ehrig and Staab [21] describe mapping as the relationship each entity (concept C, relation R, or instance I) in ontology O1 has with a corresponding entity with the same intended meaning, in ontology O2. In the example of Fig. 3 , both ontologies are used to describe a person, but they have different mismatches associated with the entities that represent a person: one is about the name that is divided into first and last name in the second ontology; the other is about the weight which is not very precise in the second ontology (i.e. qualitative instead or quantitative weight). 
Semantic Mismatches
When a mapping is created between two models, sometimes some inconsistencies of information will appear derived from the multiple conflicts between entities. Those
Fig. 2. Example of Transformation

Fig. 3. Example of Mapping between two Ontologies
Morphism are called semantic mismatches and can be classified as either lossy or lossless, as shown in Table 1 . With lossless mismatches, the relating element can fully capture the semantics of the related while in the lossy mismatches a semantic preserving mapping to the reference model cannot be built [19] .
Knowledge Enriched Tuple for Mappings Representation
Due to the mismatches, morphisms should be represented using formal expressions and stored on dedicated knowledge bases, facilitating a sustainable interoperability through the creation of intelligent systems able to reason, deduce and recommend mapping readjustments, as well as transform the mismatch type when system requirements change [7] , [22] . MoMo introduced a method of describing relationships/transformations among models [23] . Originally graph theory has been used, although other theories can be considered to achieve the envisaged goals, e.g., set theory [24] , model management [25] , or semantic matching as explained before. However, none present a perfect solution that can be used to achieve all the goals at once. Some are ideal for structural issues, others for semantics providing good human traceability, while others have a more formal basis. Thus, for formalization purposes, the authors propose in Some of the mismatches used are the ones presented in table 1;  Exp stands for the mapping expression that translates and further specifies the previous tuple components. Concerning the knowledge storage aim, Sarraipa et al. [26] proposed a knowledge base (KB) for this tuple's information, and suggested that all the business partners in a collaborative network should have a KB (hereafter designated as Communication Mediator -CM) in their local system. CM is built as an extension to the Model Traceability Ontology defined in [27] to act as a mediator for information exchange.
Monitoring morphims for sustaining interoperability in MBSE
In a system, interoperation should be addressed at different levels. Thus, the diversity, heterogeneity, and autonomy of software components, application solutions, business processes, and the business context of an enterprise must be considered. Following that trend, interoperability's definition has been revisited a number of times. In Enterprise Interoperability (EI), each organization retains its independence but has the capability to communicate and interoperate with other organisations. Building upon this, the reference research projects on EI, INTEROP and ATHENA, have enlarged this definition to a holistic perspective where EI can only be achieved when addressed covering all levels of an enterprise (business, knowledge, applications and data) [28] .
In some cases (e.g. collaborative product development), SE is a particular case of EI since it requires integration of all the disciplines and areas of expertise from different enterprises into a team effort forming a structured development process that proceeds from concept to production to operation and a latter disposal. It also considers both the business and the technical requirements of all customers with the goal of providing a quality product that meets all user demands [9] . Therefore, MBSE needs EI to describe and integrate the LC of a product or system.
However, besides the challenge of integration models from different disciplines, achieving that inside heterogeneous networks is still an ongoing challenge hindered by the fact that they are, intrinsically, composed by many distributed hardware platforms, software tools and ICT systems [29] . Such engineering models could be defined in different languages or semantics, thus morphisms are needed to describe and formalise the relations between them, and sustainability methodologies are needed to cope with market dynamics: manufacturing systems are constantly adapting to new market and customer requirements, thus answering the need to respond with faster and better quality production; new organizations are constantly entering and leaving networks, leading to a constant fluctuation and evolution of system models. All these factors are making interoperability difficult to maintain [7] . Due to this fact, the authors propose the MIRAI (Monitoring morphIsms to suppoRt sustAinable Interoperability of enterprise systems) framework to monitor the systems' interoperability through the morphisms previously defined and stored on a company CM. MIRAI detects changes in the interoperable environment, proposing the user morphism re-adaptations in the advent of harmonization breaking.
MIRAI Framework and workflow
As illustrated in Fig.4 , MIRAI has the objective of monitoring the existing mappings and model versioning's stored in each enterprise's CM and timely detect the changes in the morphisms, proposing to the user a possible solution and preventing a significant transient period where interoperability in the network is not assured. The detection is carried as soon as CM changes, triggering an agent to search model differences. Indeed, when a versioning on one of the MBSE models is detected, MIRAI triggers a warning and automatically proposes a new mapping morphims to the user. This new suggestion is based on the 5-tupple mapping expression proposed by the authors in [4] and it is used to describe the relationship among the different models that are used in the MBSE during the LC stages, regardless of the language used. Within this framework, a mapping is created to respond to the evolution, where according to the tuple MapT: ID is the identifier; MElems are the two mapped entities which can be the same as before or involve others; KMType is the same as before since for example a mapping at conceptual level cannot be changed to a instance level; the MatchClass is the new mismatch class (see Fig.5 ); and finally the Exp is evolved as well according to that MatchClass. After that, since the user might accept the proposal or not, the authors decided to endow MIRAI a learning process based on weights to help in the choice of MatchClass for the new mapping, and increasing intelligence over time.
Describing Fig. 5 in detail to illustrate a scenario, let's assume that two enterprises (A and B) are exchanging -Person‖ data to form design teams for a new product. In that case, a mapping morphism relates both structures. However by some reason, A evolved the way it models -Person‖ (versioning morphism) to A', and at that point the pre-existing mapping A →B needs to be revaluated since it might no longer be valid. MIRAI detects the evolution and proposes a new mapping, relating A' with B.
There are various types of mappings, which MIRAI could propose (e.g. Structuring, Semantics, Conceptual or Instantiable Data) to relate such model elements and depending on the user choice, the proposal is accepted and is stored in the CM. The next time a similar situation occurs, MIRAI will provide a similar solution only if it (from the various possible mappings types) remains being the most weighted one according to user's choice pattern. For reaching such objectives, MIRAI is directly associated to each CM. Moreover, within the collaborative network of enterprises there will be a kind of sub-network, i.e. the MIRAI network (as in Fig.4 ) that enables to keep all CMs syncronyzed (interoperable) and maximizes the learning process as the whole distributed framwork contributes with knowledge concerning user's selections, which is shared among the mediators.
Agents Architecture
MIRAI has been defined as a Multi-Agent System (MAS) framework due to the multiplicity of actions required, interacting with each other both indirectly (by acting on the environment) or directly (via communication and negotiation). As defined in literature [30] , [31] , an agent is autonomous, because it is able to work without action of the human, and has control over its actions and internal state; is social, because it cooperates with humans or agents, proposing new morphisms and learning with the user's choices; it's reactive, because it's perceives the environment and responds to the changes in the CM; and at last, the agent is pro-active, because it's not only reacting to the environment, but is able to take MIRAI's of a collaborative network. Every time an evolution happens and it is stored in the CM, this agent sends a warning to the other enterprises in the network informing what happened, enabling them to react as well. These communications are made using web services provided by JADE.
Case Study
In a typical manufacturing environment, when a new product is to be created, e.g. a novel car model, teams from different disciplines from design to aerodynamics, simulation, etc. need to cooperate, describing and modelling the several stages of the development LC of the product. In order to achieve this objective, some enterprises use MBSE strategies to help in that development and attain seamless integration between engineering processes. However, each enterprise has its own workflows and answers to several customer requirements, thus sometimes an interoperability disruption can occur, which complicates collaboration and data exchange. The case study here presented describes a simplified collaborative network between three enterprises (A, B and C) that have collaborated in the past in the design of a sports car. They applied the MBSE paradigm, and in addition some have even worked with different modelling languages for structural models. After storing the mappings in the corresponding CM's following the MapT description of equation 1, each enterprise end ups with two high level morphisms (CMa: A→B and A→C; CMb: B→A and B→C; CMc: C→A and C→B) and the corresponding submorphisms to each of the relating entities and attributes. Relating to the previously presented Fig. 4 , it is also possible to see MIRAI in each enterprise. Moreover, the figure also describes an evolution in the models of A to A', which after detection by Agent Monitor Mediator triggers the full system. Such an evolution may be caused by a new customer requirement, e.g. "build an eco-friendly sports car", and needs to be handled swiftly with the risk of jeopardizing the full network (see Fig. 7 to follow the A→A' and A→B mappings storyline). -Mapping 1‖ represents a part of the initial morphism A→B, and two mismatches are represented: 1) One (Sub-Class Attribute) is due to the enumeration attribute -combustion‖ from A being represented in B by a subclass hierarchy; 2) The other (Coverage) refers to the same attribute, since it can be lossy when looking from a bidirectional perspective, i.e. A is a subset of B.
On the top left side it is possible to see how the requirements model is linked with some parts of the structural model of A, namely the capacity that the last model has to answer the specific requirements. Fig. 7 . Mappings Evolution.
-Mapping 2‖ represents the evolution of the structural model of the engine from enterprise A (morphism A→A'), thus responding to the new requirement to be ecofriendly. Having an electric engine is a sub-requirement that the previous version of the model could not handle. As soon as this update is stored in CMa, MIRAI reacts and proposes a -Mapping 3‖ to re-establish full cooperation between A and B (morphism A'→B). In this case, the morphim with the Sub-Class Attribute mismatch is maintained, while the one with the Coverage mismatch is removed since now both A and B can handle the same sets of information. With this example it is possible to see how the MIRAI reacts when some modification in the CM occurs, and the advantages that MIRAI brings when used to monitoring models in SE relations.
Conclusions and Future Work
The practice of systems engineering has been transitioning from a document-based approach to a model-based approach like many other engineering disciplines. MBSE offers significant potential benefits to specification and design precision, it helps to improve design quality, productivity, and reduce development risk. The emphasis in MBSE is on producing and controlling coherent system models, and using them to specify a complete product throughout its lifecycle [15] .
In the last years some languages for modelling systems that support MBSE have been developed. These support modelling of requirements, structure, behaviour and parametrics to provide a robust description of a system [14] . Until now, the best way to deal with interoperability depended on the usage of dedicated knowledge models and international standards acting as information regulators [7] . Yet, for different reasons some enterprises remain using traditional models for engineering analysis and simulation models, where each one tends to use its own data format and business rules, and handles as many mappings as the number software tools it needs to execute. This brings some issues in interoperability, becoming difficult to handle existing mappings, even when following MBSE paradigm.
The role of MIRAI is to monitor all the mappings that exist among the several models used by business partners in the same collaborative network, controlling the changes, warning and proposing new mappings, thus preventing interoperability problems that could cause a destabilization of the network harmony. Enterprises' privacy is assured since each one has its own MIRAI associated to an internal CM that tracks the morphims it maintains with is direct partners.
Such solution facilitates the creation of a network sustainable interoperability. This means that the systems are self-organized and capable of responding to environment changes, and network evidence system of systems behaviour. Systems' communication with the environment allows all necessary exchanges through its own boundaries, even though transformation mechanisms are influenced by internal rules, values, beliefs, constraints, culture, and internal models. This dynamicity is essential to support and sustain the interoperability applied to global business networks.
As future work, the authors intend to enhance the proposed framework with functionalities able to manage the dynamic inclusion or exclusion of enterprises in the network, together with an automatic detection of evolutions even if they are not updated in the CM knowledge base. Also, the agent Momo has space for improvement, enabling it with capabilities to analyse the network transients and provide more knowledgeable response.
