The main reasoning problems for disjunctive logic programs are complete for the second level of the polynomial hierarchy and hence considered harder than the same problems for normal (i.e., disjunction-free) programs, which are on the first level. We propose a new exact method for solving the disjunctive problems which exploits the small distance of a disjunctive programs from being normal. The distance is measured in terms of the size of a smallest "backdoor to normality," which is the smallest number of atoms whose deletion makes the program normal. Our method consists of three phases. In the first phase, a smallest backdoor is computed. We show that this can be done using an efficient algorithm for computing a smallest vertex cover of a graph. In the second phase, the backdoor is used to transform the logic program into a quantified Boolean formula (QBF) where the number of universally quantified variables equals the size of the backdoor and where the total size of the quantified Boolean formula is quasilinear in the size of the given logic program. The quasilinearity is achieved by means of a characterization of the least model of a Horn program in terms of level numberings. In a third phase, the universal variables are eliminated using universal expansion yielding a propositional formula. The blowup in the last phase is confined to a factor that is exponential in the size of the backdoor but linear in the size of the quantified Boolean formula. By checking the satisfiability of the resulting formula with a SAT solver (or by checking the satisfiability of the quantified Boolean formula by a QBF-SAT solver), we can decide the ASP reasoning problems on the input program. In consequence, we have a transformation from ASP problems to propositional satisfiability where the combinatorial explosion, which is expected when transforming a problem from the second level of the polynomial hierarchy to the first level, is confined to a function of the distance to normality of the input program. In terms of parameterized complexity, the transformation is fixed-parameter tractable. We complement this result by showing that (under plausible complexity-theoretic assumptions) such a fixed-parameter tractable transformation is not possible if we consider the distance to tightness instead of distance to normality. 
INTRODUCTION
Many important problems of AI and reasoning can be represented in terms of answer set programming (ASP), i.e., the search for answer sets in disjunctive logic programs [Brewka et al. 2011; Marek and Truszczyński 1999; Niemelä 1999] . Two fundamental ASP problems are BRAVE REASONING (is a certain atom contained in at least one answer set?) and SKEPTICAL REASONING (is a certain atom contained in all answer sets?). Both problems are located at the second level of the Polynomial Hierarchy [Eiter and Gottlob 1995] and thus are assumed to be harder than NP or co-NP. Over the past 15 years, SAT solvers have become remarkably powerful [Biere et al. 2009; Gomes et al. 2008; Malik and Zhang 2009; Katebi et al. 2011] . Because, in many cases, one can efficiently encode NP-complete problems in propositional satisfiability (SAT) and solve them by means of a SAT solver, NP-complete problems have lost their scariness [Vardi 2010 ]. Today's most successful ASP solvers for disjunctive ASP [Gebser et al. , 2013 are based on SAT techniques and the concept of loop formulas [Lee and Lifschitz 2003 ]. In fact, loop formulas can be used to reduce disjunctive ASP problems to SAT, but with an exponential blowup in size, even for instances for which the ASP reasoning problems are in NP [Lifschitz and Razborov 2006] and a blowup could be avoided.
It would be desirable to utilize SAT solvers for these problems with a transformation that takes advantage of structural properties of the instance and avoids the blowup in many cases.
In this article, we propose a new exact method for solving the fundamental decision problems of ASP reasoning for propositional disjunctive logic programs. Our method exploits the small distance of a disjunctive program from being normal. The distance is measured in terms of the size of a smallest "backdoor to normality," which is the smallest number of atoms whose deletion makes the program normal. Originally, the notion of backdoors was introduced in the context of SAT and CSP [Williams et al. 2003a [Williams et al. , 2003b and has recently been introduced to the context of ASP [Fichte and Szeider 2015] . It is reasonable to assume that a realistic logic program has a small backdoor to normality in contrast to randomly generated programs. This assumption is supported by the statistics on backdoor size given in Table I .
Our method proceeds in three phases:
(1) We compute a smallest backdoor to normality of the given program. We show that this is fixed-parameter tractable when parameterized by an upper bound k on the backdoor size using an efficient algorithm for computing a smallest vertex cover of a graph [Chen et al. 2006] . (2) Next, we use the backdoor to transform the logic program into a quantified Boolean formula (QBF) where the number of universally quantified variables equals the number k of atoms in the backdoor, and the size of the quantified Boolean formula is quasilinear 1 in the size of the given logic program. The quasilinearity is achieved by means of the characterization of the least model of a Horn program in terms of level numberings [Janhunen 2006 ]. (3) Finally, we show that the universal variables can be eliminated using universal expansion [Ayari and Basin 2002; Biere 2004] , which results in a propositional formula whose size is at most by a factor of 2 k larger than the quantified Boolean formula. We would like to stress that, by solving the quantified Boolean formula directly with a QBF-SAT solver, one can avoid the expansion step in many cases.
In consequence, the combinatorial explosion, which is expected when transforming a problem from the second level of the Polynomial Hierarchy to the first level, can be ; instances provided by Gebser and Kaminski [2012] . MinimalDiagnosis: an application in systems biology ; for instances, see [Calimeri et al. 2014] . MUS: problem whether a clause belongs to some minimal unsatisfiable subset [Janota and Marques-Silva 2011] ; instances provided by Gebser and Kaminski [2012] . StrategicCompanies: encoding the P 2 -complete problem of producing and owning companies and strategic sets between the companies, see [Gebser et al. 2007] . RandomQBF: translations of randomly generated 2-QBF instances using the method by Chen and Interian [2005] ; for instances, see [Gebser et al. 2007 ].
confined to a function of the parameter k and thus utilizes closeness to normality. Such transformations are known as "fpt-transformations" and form the base of the completeness theory of Parameterized Complexity [Downey and Fellows 1999; Flum and Grohe 2006] . In a certain sense, one could argue that our reductions break complexity barriers as they move problems from the second to the first level of the Polynomial Hierarchy.
Tightness is a property of disjunctive logic programs that, similar to normality, lets the complexities of BRAVE and SKEPTICAL REASONING drop to NP and co-NP, respectively [Clark 1978; Fages 1994; Babovich et al. 2000] . Consequently, one could also consider backdoors to tightness. We show, however, that the reasoning problems already reach their full complexities (i.e., completeness for the second level of the Polynomial Hierarchy) with programs of distance 1 from being tight. Hence, an fpt-transformation into SAT for programs of distance k > 0 from being tight is not possible unless the Polynomial Hierarchy collapses.
Related Work. Williams et al. [2003a] introduced the notion of backdoors to explain favorable running times and the heavy-tailed behavior of SAT and CSP solvers on practical instances. The parameterized complexity of finding small backdoors was initiated by Nishimura et al. [2004] . For further results regarding the parameterized complexity of problems related to backdoors for SAT, we refer to a recent survey paper [Gaspers and Szeider 2012] . Fichte and Szeider [2015] formulated a backdoor approach for ASP problems and obtained complexity results with respect to the target class of Horn programs and various target classes based on acyclicity. The results there are limited to target classes where we can enumerate the set of all answer sets in polynomial time. The results do not carry over to the present work since here we consider target classes where the problem of determining an answer set is already NP-hard.
Transformations from ASP problems into SAT have been explored by several authors; existing research mainly focuses on transforming programs for which the reasoning problems already belong to NP or co-NP. In particular, transformation have been considered for head-cycle-free programs [Ben-Eliyahu and Dechter 1994] , tight programs [Fages 1994 ], and normal programs [Lin and Zhao 2004; Janhunen 2006] . Some authors have generalized these transformations to capture programs for which the reasoning problems are outside NP and co-NP. considered programs where the number of disjunctions in the heads of rules is bounded. They provided a transformation that allows a SAT encoding of the test whether a candidate set of atoms is indeed an answer set of the input program. Lee and Lifschitz [2003] considered programs with a bounded number of cycles in the positive dependency graph. They suggested a transformation that, similar to ours, transforms the input program into an exponentially larger propositional formula whose satisfying assignments correspond to answer sets of the program. As pointed out by Lifschitz and Razborov [2006] , this transformation produces an exponential blowup already for normal programs (we note that, by way of contrast, our transformation is in fact quasilinear for normal programs).
Over the past few years, several SAT techniques have been integrated into practical ASP solvers. There are solvers that deal with one or more fragments of disjunctive programs (normal, tight, or head-cycle-free), e.g., Smodels [Simons et al. 2002] , Assat [Lin and Zhao 2004] , Cmodels2 [Giunchiglia et al. 2006] , and Clasp2 . There are solvers for disjunctive programs (e.g., ClaspD [Drescher et al. 2008] , ClaspD2 [Gebser et al. 2013 ], Cmodels3 [Lierler 2005 ], DLV [Leone et al. 2006] , and GnT ). Some of these solvers use the logical characterizations of loop formulas [Lee and Lifschitz 2003; Lee 2005] .
Reductions to QBF-SAT (evaluation problem of quantified Boolean formulas) have so far been only of prototypical interest [Egly et al. 2000 [Egly et al. , 2001 . Techniques of modern QBF-SAT solvers (e.g., [Biere 2004; Lonsing and Biere 2010; Egly et al. 2013; Goultiaeva et al. 2013] ) have so far not been considered for answer set programming. Eiter et al. [2004a] studied equivalence between logic programs and established that for every disjunctive program there exists a normal program that, in general, must be exponentially larger than the original disjunctive program.
Prior Work. This article is based on and improves results presented at the 27th AAAI Conference on Artificial Intelligence (AAAI'13) [Fichte and Szeider 2013] . The fptreduction to SAT as proposed in the conference paper does not use QBF-SAT and, therefore, does not support the more succinct QBF-SAT encoding. Furthermore, the conference paper proposes an encoding of the least model computation based on the DowlingGallier algorithm, which causes the polynomial term of the formula size to be quadratic and not quasilinear as in the present reduction, which is based on level numbers.
PRELIMINARIES

Answer Set Programs
We consider a universe of propositional atoms. A disjunctive logic program (or simply a program) P is a set of rules of the form We denote the sets of atoms occurring in a rule r or in a program P by at(r) = H(r) ∪ B + (r) ∪ B − (r) and at(P) = r∈P at(r), respectively. We denote the number of rules of P by |P| = |{ r | r ∈ P }|. The size P of a program P is defined as r∈P |H(r)| + |B
Horn if it is negation-free and normal, r is definite Horn if it is Horn and constraint-free, and r is tautological if B + (r) ∩ (H(r) ∪ B − (r)) = ∅. We say that a program has a certain property if all its rules have the property. We denote the class of all normal programs by Normal and the class of all Horn programs by Horn.
A set M of atoms satisfies a rule r if (
M is a model of P if it satisfies all rules of P. The GL reduct of a program P under a set M of atoms is the program P M obtained from P by, first, removing all rules r with B − (r) ∩ M = ∅ and, second, removing all ¬z where z ∈ B − (r) from all remaining rules r [Gelfond and Lifschitz 1991] . M is an answer set (or stable set) of a program P if M is a minimal model of P M . We denote the set of all answer sets of P by AS(P). The Emden-Kowalski operator of a normal program P and a subset A of atoms of P is the set T P (A) := { a | a ∈ H(r), B + (r) ⊆ A, r ∈ P }. The least model LM(P) is the least fixed point of T P (A) [Van Emden and Kowalski 1976] . Note that every definite Horn program P has a unique minimal model that equals the least model LM(P) [Gelfond and Lifschitz 1988] .
Example 2.1. Consider the program
The set A = {b, c, g} is an answer set of P since P A = { a ∨ c ← b; c ← a; b ∨ c ← e; a ∨ b; g; c } and the minimal models of P A are {b, c, g} and {a, c, g}.
In the following, we restrict ourselves just for simplicity of exposition to programs that do not contain any tautological rules. This restriction is not significant because tautological rules can be omitted from a program without changing its answer sets [Brass and Dix 1998 ]; that is, AS(P) = AS(P ) where P is a program obtained from P by removing all tautological rules [Brass and Dix 1998; Eiter et al. 2004b] . Moreover, we generally assume that programs do not contain any rules r where H(r) ∩ B − (r) = ∅ since one can simply remove from such rules the head atoms in H(r) ∩ B − (r) without affecting the answer sets; that is, AS(P) = AS(P ) where P is a program obtained from P by setting H(r) := H(r) \ B − (r) for every rule r where
The main reasoning problems for ASP are BRAVE REASONING (given a program P and an atom a ∈ at(P), is a contained in some answer set of P?) and SKEPTICAL REASON-ING (given a program P and an atom a ∈ at(P), is a contained in all answer sets of P?). BRAVE REASONING is P 2 -complete, SKEPTICAL REASONING is P 2 -complete [Eiter and Gottlob 1995] .
Propositional Logic and Quantified Boolean Formulas
We give some basic background on quantified Boolean formulas. For more detailed information, we refer to other sources, such as Kleine Büning and Lettman [1999] ; Biere et al. [2009] . A literal is an atom x or its negation ¬x. We usually say variable instead of atom in the context of formulas. A clause is a finite set of literals, interpreted as the disjunction of these literals. A propositional formula in conjunctive normal form (CNF) is a finite set of clauses, interpreted as the conjunction of these clauses. A (prenex) quantified Boolean formula (QBF) Q is a formula of the form
where Q i ∈ {∀, ∃}, V i are disjoint sets of propositional variables, and F is a propositional formula that contains only the variables in m i=1 V i . We call the variables V i a quantifier block and the quantifier-free part F the matrix of Q. We say that Q is in (prenex) CNF if its matrix is in CNF.
A truth assignment is a mapping τ : X → {0, 1} defined for a set X of atoms. For x ∈ X, we put τ (¬x) = 1 − τ (x). By ta(X), we denote the set of all truth assignments τ : X → {0, 1}. By τ −1 (b), we denote the preimage τ −1 (b) := { a | a ∈ X, τ (a) = b } of the truth assignment τ for some truth value b ∈ {0, 1}. The truth (evaluation) of propositional formulas and quantified Boolean formulas is defined in the standard way.
Given a propositional formula F, the problem SAT asks whether F is satisfiable. Given a quantified Boolean formula Q, the evaluation problem QBF-SAT asks whether Q evaluates to true. The problem QBF-SAT is PSPACE-complete and is therefore believed to be computationally harder than SAT [Kleine Büning and Lettman 1999; Papadimitriou 1994; Stockmeyer and Meyer 1973] . A well-known fragment of QBF-SAT is ∃∀-QBF-SAT, where the input is restricted to quantified Boolean formulas of the form ∃V 1 .∀V 2 .F where F is a propositional formula. The complexity class consisting of all problems that are polynomial-time reducible to ∃∀-QBF-SAT is denoted by P 2 , and its complement is denoted by P 2 . These classes form the second level of the Polynomial Hierarchy [Papadimitriou 1994 ].
Parameterized Complexity
We give some basic background on parameterized complexity. For more detailed information, we refer to other sources Fellows 1999, 2013; Flum and Grohe 2006; Gottlob and Szeider 2008; Niedermeier 2006] . A parameterized problem L is a subset of * × N for some finite alphabet . For an instance (I, k) ∈ * × N, we call I the main part and k the parameter. L is fixed-parameter tractable if there exists a computable function f and a constant c such that there exists an algorithm that decides
c ) where I denotes the size of I. Such an algorithm is called an fpt-algorithm. FPT is the class of all fixed-parameter tractable problems.
Let L ⊆ * × N and L ⊆ * × N be two parameterized problems for some finite alphabets
and . An fpt-reduction r from L to L is a many-to-one reduction from
for a fixed computable function g : N → N and there is a computable function f and a constant c such that r is computable in time O( f (k) I c ), where I denotes the size of I [Flum and Grohe 2006] . Thus, an fpt-reduction is, in particular, an fpt-algorithm. It is easy to see that the class FPT is closed under fptreductions. We would like to note that the theory of fixed-parameter intractability is based on fpt-reductions Fellows 1999, 2013; Flum and Grohe 2006] .
Parameterized complexity theory also offers complexity classes for problems that lie higher in the Polynomial Hierarchy. Let C be a classical complexity class (e.g., NP). The parameterized complexity class para-C is then defined as the class of all parameterized problems L ⊆ * × N for some finite alphabet , for which there exist an alphabet , a computable function f : N → * , and a problem P ⊆ * × * such that P ∈ C and, for all instances (
Alternatively formulated, the class para-C consists of all problems that are in C after a precomputation that only involves the parameter [Flum and Grohe 2003 ]. The class para-NP can also be defined via nondeterministic fpt-algorithms [Flum and Grohe 2006] . co-para-NP denotes the class of all parameterized decision problems whose complement (the same problem with yes and no answers swapped) is in para-NP.
An example for a para-NP-complete problem is the satisfiability problem, where the parameter value is ignored (or simply associating with every formula the parameter 0).
SAT
Given:
A propositional formula F and an integer k. Parameter: The integer k. Question:
Is F satisfiable?
Similarly, we get a co-para-NP-complete problem.
UNSAT
Is F unsatisfiable?
Another para-NP-complete problem is the satisfiability problem, where the parameter is the maximum number of literals in a clause [Flum and Grohe 2006] .
MAX-LITS-SAT
Given: A propositional formula F. Parameter: The maximum number of literals in a clause of F. Question:
We observe hardness from the fact that the propositional satisfiability problem is already NP-complete for input formulas that contain at most 3 literals in each clause (3-CNFs), and hence MAX-LITS-SAT is hard for the parameter value 3.
The complexity class para-NP can be seen as an analogue of NP in parameterized complexity. Since a parameterized decision problem is para-NP-complete if it is in NP and NP-complete when restricted to finitely many parameter values, the complexity class para-NP is not very interesting for parameterizations of NP-complete problems [Flum and Grohe 2006] . However, for parameterizations of problems that are harder than NP (like the main reasoning problems of propositional disjunctive ASP) para-NP-completeness is a desirable property as it allows us to exploit the parameter to solve the problem for small parameter values more efficiently.
An example of a para-P 2 -complete problem is the consistency problem of answer set programming, which is to decide whether a given disjunctive program P has an answer set, where the parameter is the maximum number of occurrences of an atom in the program P [DeHaan and Szeider 2014b].
MAX-OCCURRENCE-CONSISTENCY
Given:
The maximum number of occurrences of an atom P.
Question:
Does P have an answer set?
BACKDOORS OF PROGRAMS
In the following, we give the main notions concerning backdoors for answer set programming, as introduced by Fichte and Szeider [2015] . The following definition makes an "application" of a partial truth assignment to a program in terms of a model of its GL reduct explicit.
Definition 3.1 (Fichte and Szeider [2015] ). Let P be a program, X a set of atoms, and a truth assignment τ ∈ ta(X). The truth assignment reduct of P under τ is the logic program P τ obtained from P by
(1) removing all rules r for which at least one of the following holds:
(1) = ∅, and then (2) removing from the heads and bodies of the remaining rules all literals a, ¬a with a ∈ X.
The rules are obtained simply by considering a truth assignment to a subset X of the atoms of a given program as an interpretation M 1 where an atom a ∈ M 1 if a ∈ τ −1 (1) and a / ∈ M 1 if a ∈ τ −1 (0). The set M 1 is likely not a model of the GL reduct of the program, but we can treat M 1 in a wider sense as a "partial model" and consider whether a rule belongs to the GL reduct of the program under a set M ⊇ M 1 and whether a rule is satisfied with respect to M 1 . Hence, we remove the rules that are already satisfied by M 1 from the program (because we do not need to consider them for the question whether M satisfies such rules) and remove the irrelevant atoms. The definition is in particular designed to entail the following property. Let P be a program and X ⊆ at(P). Then
The property states that the answer sets of P are among the answer sets we obtain from the truth assignment reducts P τ together with the atoms that are set to true in the truth assignment τ where τ is a truth assignment to a subset of the atoms in P. For a straightforward proof, we refer the reader to earlier work [Fichte and Szeider 2015] .
In the following, let C be a class of programs. We call a class C of programs hereditary if, for each P ∈ C, all subprograms of P are in C as well. Note that many natural classes of programs (and all classes considered in this article) are hereditary. A set X of atoms is a strong C-backdoor of a program P if P τ ∈ C for all truth assignments τ ∈ ta(X). For a program P and a set X of atoms, we define P − X as the program obtained from P by deleting all atoms contained in X and their negations from the heads and bodies of all the rules of P. A set X of atoms is a deletion C-backdoor of a program
Example 3.2. Consider the program P from Example 2.1. The set X = {b, c, h} is a strong Normal-backdoor since the truth assignment reducts P b=0,c=0,h=0 = P 000 = { i ← g; a; g ← ¬i }, P 001 = P 010 = P 011 = P 101 = { a; g ← ¬i }, P 100 = { a; i ← g; g ← ¬i }, and P 110 = P 111 = { g ← ¬i } are in the class Normal. The set X = {c} is not a strong Normal-backdoor since the truth assignment reduct P c=1 = { b ← ¬g; a ∨ b; g ← ¬i} does not belong to Normal.
In the following, we refer to C as the target class of the backdoor. For most target classes C, deletion C-backdoors are strong C-backdoors. For C = Normal even the opposite direction is true. PROOF. We observe that the class Normal is hereditary. Thus, the if direction holds by Proposition 3.3. We proceed to show the only-if direction. Assume X is a strong Normal-backdoor of P. Consider a rule r ∈ P − X that is not tautological. Let r ∈ P be a rule from which r was obtained in forming P − X. We define τ ∈ ta(X) by setting all atoms in X ∩ (H(r) ∪ B − (r)) to 0, all atoms in X ∩ B + (r) to 1, and all remaining atoms in X \ at(r) arbitrarily to 0 or 1. Since r is not tautological, this definition of τ is sound. It remains to observe that r ∈ P τ . Since X is a strong Normal-backdoor of P, the rule r is normal. Hence, the lemma follows.
Each target class C gives rise to the following problems:
C-BACKDOOR-ASP-CHECK
A program P, a strong C-backdoor X of P of size k = |X|, and a set M ⊆ at (P). Parameter: The integer k.
Question:
Is M an answer set of P?
C-BACKDOOR-BRAVE-REASONING
Given:
A program P, a strong C-backdoor X of P of size k = |X|, and an atom a ∈ at(P). Parameter: The integer k.
Question:
Does a belong to some answer set of P?
C-BACKDOOR-SKEPTICAL-REASONING
Given:
Question:
Does a belong to all answer sets of P?
BACKDOOR-BASED QBF-SAT AND SAT ENCODINGS OF ASP PROBLEMS
In this section, we present a special quasilinear-time algorithm that, given a program P, a strong Normal-backdoor X of P, and an atom a ∈ at(P), produces two quantified Boolean formulas that are quasilinear in the size of P, whose satisfiability answers brave or skeptical acceptance of a, respectively. Special about this QBF-SAT encoding is that it makes use of a small backdoor X; more specifically, the number of universally quantified variables of the produced quantified Boolean formulas is exactly the size of the strong Normal-backdoor X, in contrast to the straightforward encoding to QBF-SAT (used, e.g., by Egly et al. [2000] ) where the numbers of universally and existentially quantified variables are exactly the number of input atoms. A quantified Boolean formula with few universally quantified variables is "easier" than one with an arbitrary number [DeHaan and Szeider 2014b].
THEOREM 4.1. Given a disjunctive logic program P, a strong Normal-backdoor X of P, and an atom a ∈ at(P), let k = |X| and t = P log |at(P)|. (1) Normal-BACKDOOR-BRAVE-REASONING is para-NP-complete; (2) Normal-BACKDOOR-SKEPTICAL-REASONING is co-para-NP-complete.
PROOF. We generate the quantified Boolean formulas Q Brave and Q Skept according to Theorem 4.1 and then eliminate universal quantifiers one after the other by universal quantifier expansion [Ayari and Basin 2002; Biere 2004] . Eliminating k many universally quantified variables in this manner leads to an existentially quantified formula (i.e., a propositional formula) that is at most by a factor of 2 k larger than the original formula. This provides fpt-reductions from Normal-BACKDOOR-BRAVE-REASONING to SAT and from Normal-BACKDOOR-SKEPTICAL-REASONING to UNSAT, respectively; hence, Normal-BACKDOOR-BRAVE-REASONING is in para-NP and Normal-BACKDOOR-SKEPTICAL-REASONING is in co-para-NP. If a parameterized problem is NP-hard when we fix the parameter to a constant, then it is para-NP-hard [Flum and Grohe 2006] . Now Normal-BACKDOOR-BRAVE-REASONING for backdoor size 0 is exactly the BRAVE REASONING problem for normal programs, which is NP-complete [Bidoít and Froidevaux 1991; Marek and Truszczyński 1991] ; hence, we conclude that Normal-BACKDOOR-BRAVE-REASONING is para-NP-complete. A similar argument shows that Normal-BACKDOOR-SKEPTICAL-REASONING is co-para-NP-complete. 
Deterministic Approach
An important part of our quantified Boolean formula encoding is a nondeterministic implementation of an fpt-algorithm for checking whether a model M of the given program P is also a minimal model of P M and hence an answer set of P. The special attention to the minimality check is attributed to the fact that using backdoors to solve the reasoning problems ensures minimality with respect to the partial truth assignment reduct but not with respect to the additional backdoor atoms (cf. Definition 3.1 and the following property). In other words, only backdoor atoms may "destroy" minimality. The partial truth assignment reduct in Definition 3.1 makes the evaluation of a partial truth assignment to a program explicit but is not useful for checking whether a backdoor atom has a justification in a model. Therefore, we need a relaxed notion of Definition 3.1 that is implicitly in a proof of earlier work [Fichte and Szeider 2015] . Definition 4.3 (Backdoor Reduct). Let P be a disjunctive program and M, X ⊆ at(P). For a set X 1 ⊆ M ∩ X, we construct a program P X 1 ⊆X as follows:
(1) Remove all rules r for which H(r) ∩ X 1 = ∅ and (2) Replace for all remaining rules r (a) the head H(r) with H(r) \ X and (b) the positive body B + (r) with B + (r) \ X 1 .
The underlying idea of Definition 4.3 is to consider backdoor atoms X 1 that have been set to true by a model candidate M and remove only rules if a backdoor atom in X 1 occurs in the head and remove only literals from the rules that do not effect minimality. In that way, we can still use the reduct to verify minimality later on.
Recall that, by definition, we exclude programs with tautological rules. Since X is a strong Normal-backdoor of P, it is also a deletion Normal-backdoor of P by Lemma 3.4. Hence P − X is normal. Let r be an arbitrarily chosen rule in P. Then there is a corresponding rule r ∈ P − X and a corresponding rule r ∈ P X 1 ⊆X . Since we remove in both constructions exactly the same literals from the head of every rule, H(r ) = H(r ) holds. Consequently, P X 1 ⊆X is normal and P M X 1 ⊆X is Horn (here, P M X 1 ⊆X denotes the GL reduct of P X 1 ⊆X under M).
For any program P , let Constr(P ) denote the set of constrains of P and DH(P ) = P \ Constr(P ). If P is Horn, DH(P ) has a least model L, and P has a model if and only if L is a model of Constr(P ) [Dowling and Gallier 1984] .
We use Definition 4.3 and the observations just presented to construct Algorithm 1 for verifying minimality of a model M with respect to a subset X 1 ⊆ X∩ M for a backdoor X. The underlying idea is that we can check minimality effectively for a normal program (since its GL reduct is a Horn program, and we can carry out the minimality check in linear time); however, the atoms of the backdoor that are set to true by M need special attention. Hence, we check for a subset X 1 of the backdoor X whether there is a least model L ∪ PROOF. The proof follows from the proof of a claim published in recent work [Fichte and Szeider 2015, Lemma 3.7] . The algorithm there is stated slightly differently from Algorithm 1 (MINCHECK) in this article. Hence, it remains to observe that both algorithms are equivalent. Condition (1) In our quantified Boolean formula encoding, we implement Algorithm 1 nondeterministically in contrast to a previous approach [Fichte and Szeider 2015] where a slightly different version of Algorithm 1 is used deterministically. The approach there is based on the property stated below Definition 1. By means of the truth assignments τ, which we obtain from a strong backdoor X. we can construct 2 |X| simplified programs P τ . We know that the answer sets of the partial truth assignment reducts P τ provide "answer set candidates" of the original program, and we can check these candidates in fpt-time. Such an approach works deterministically: (i) find a backdoor X, (ii) apply X to P and obtain 2 |X| many partial truth assignment reducts P τ 1 , . . . , P τ 2 |X| , (iii) find the answer sets in polynomial-time (by assumption, we can find all answer sets for each truth assignment reduct P τ in polynomial time), and (iv) check whether a candidate is also an answer set of the original program.
Nondeterministic Approach
Unfortunately, the assumption for Step (iii) does not hold for the class of normal programs since a normal program can have exponentially many answer sets. Hence, we cannot simply check the answer sets of P τ one by one using Algorithm 1 deterministically. Furthermore, M is part of the input of Algorithm 1 so we need to know it in advance. Therefore, we need a "nondeterministic" construction that does not require to fix M in advance.
We will show that it is possible to implement MINCHECK(P, X 1 , M) for each set X 1 ⊆ X nondeterministically by means of k universal quantified variables in such a way that we do not need to know M in advance. Possible sets M will be represented by the truth values of certain variables, and, since the truth values do not need to be known in advance, this will allow us to consider all possible sets M without enumerating them.
To achieve a quasilinear encoding of the computation of the least model of a definite Horn program, we make use of the technique of level numberings, which is due to Janhunen [2006] . This improves our previous quadratic encoding [Fichte and Szeider 2013] , which is based on Dowling and Gallier's algorithm.
Definition 4.6 (Fages [1994] ). Let P be a program and M a set of atoms. Then, M is a supported model of P if (i) M is a model of P and (ii) for every a ∈ M there is a rule r ∈ P such that a ∈ H(r) and B + (r) ⊆ M.
Definition 4.7 (Janhunen [2006] ). Let P be a definite Horn program and M ⊆ at(P) a supported model of P. Next, we describe the construction of the formulas in detail by defining several formulas that are then put together. To that aim, let us fix a given program P and a strong Normal-backdoor X of P.
Among the variables of our formulas will be disjoint sets
| a ∈ at(P) }, and
For a subset M ⊆ at(P), we let τ M : V m → {0, 1} be the truth assignment that sets m[a] to 1 if and only if a ∈ M. Similarly, for a subset X 1 ⊆ X, we let τ X 1 : V x → {0, 1} be the truth assignment that sets x[a] to 1 if and only if a ∈ X 1 . Now we can state the main lemma for the proof of Theorem 4.1.
LEMMA 4.9. Given a disjunctive logic program P, a strong Normal-backdoor X of P, we can construct in polynomial time a propositional formula F MinCheck of size O( P log |at(P)|) such that, for each model M of P and each subset X 1 ⊆ X, it holds that the formula
is satisfiable if and only if Algorithm MINCHECK(P, X 1 , M) returns True.
PROOF. To simplify the notation, we put
We define the formula F MinCheck as the conjunction of five formulas
where F subset enforces Condition (1) of MINCHECK; F stays enforces a certain truth assignment to the variables in V s ; F supp enforces that for every satisfying assignment τ of
} is a supported model of DH(P ); F level enforces that DH(P ) admits a level numbering with respect to L; and F cond enforces that L satisfies Conditions (4a)-(4d) of MINCHECK. We use propositional constants T condition that are true if and only if the specified condition holds for the input P and X.
First, we define the formula F subset , which expresses that "X 1 ⊆ X ∩ M":
Then, we define the formula F stays , which expresses that, for each r ∈ P, the variable s[r] is true if and only if there is some r ∈ P that has been obtained from r (i.e., r "stays" in P ):
is true if and only if H(r) ∩ X 1 = ∅ and M ∩ B − (r) = ∅").
We note that r ∈ P is a constraint if and only if H(r) \ X = ∅. For convenience, we also define the formulas ("r ∈ DH(P )"),
("r ∈ Constr(P )").
We observe that F
∈ O(1), and F SR r ∈ O( r ), and that all these formulas can be constructed in a time that is linear in their respective size.
Next, we define the formula F supp , which expresses that L is a supported model of DH(P ). A straightforward encoding would yield the following term:
which is not linear in the size of the program. However, it is easy to observe that the second conjunctive term is logically equivalent to
Thus, we define
The first conjunctive term of F supp is clearly of size O( P ). Since P − X is normal, it follows that, for each r ∈ P, there is at most one atom a ∈ at(P) such that a ∈ H(r) \ X. Hence, the size of the second conjunctive term of F supp is O( P ) as well, and so F supp ∈ O( P ). This is also an upper bound for the time required to construct F supp . Next we define
, and we will specify F + and F level i below. We denote a sequence of l := log 2 |at(P)| variables x 1 , . . . , x l by x. The truth values of the variables x encode in binary the numbers between 0 and |at(P)| − 1. For a truth assignment τ to x, let n τ ( x)) denote the corresponding number. One can now define the following auxiliary formulas of size O(log |at(P)|) (see, e.g., [Ebbinghaus and Flum 1999] ):
In the construction of these formulas, we can use some auxiliary variables that do not occur outside these formulas. In addition to the variables in V ∪ V m ∪ V x , the following formulas will contain for every atom a ∈ at(P) the variables a and for every rule r ∈ P the variables r and r + .
The first formula ensures that n τ ( r + ) = n τ ( r) + 1 holds for all r ∈ SR(DH(P ), L):
The next three formulas correspond to the respective parts of Definition 4.7 and ensure that setting #(r ) = n τ (r) and #(a) = n τ (a) defines a level numbering of DH(P ) with respect to L:
"For every r ∈ DH(P ) with B + (r ) = ∅ we have #(r ) = 0";
Finally, we define
where the auxiliary formulas check whether at least one of the respective Conditions (4a)-(4d) of Algorithm MINCHECK(P, X 1 , M) holds for L:
"L contains an atom that belongs to X or does not belong to M"; 
where 
By Lemmas 4.4 and 4.9, it follows that Q Brave (a) evaluates to true if and only if a is in some answer set of P, and Q Skept (a) evaluates to false if and only if a is in all answer sets of P. The formulas Q Brave (a) and Q Skept (a) can clearly be constructed in polynomial time. Since F mod = P , it follows from Lemma 4.9 that Q Brave (a) = Q Skept (a) = O( P log |at(P)|). Hence, the theorem is shown true.
Discussion of Results
We would like to note that Theorem 4.1 remains true if we require that the formulas Q Skept (a) and Q Brave (a) are in prenex CNF; that is, of the form ∃V m .∀V x .∃V ∪ A. F cnf where the matrix F cnf is a propositional formula in CNF. This is a direct consequence of the fact that one can transform in linear time any propositional formula F into a satisfiability-equivalent formula F cnf in CNF using the well-known transformation due to Tseitin [1968] ; see also [Kleine Büning and Lettman 1999] . The transformation produces new variables, called extension variables, and we have var(F) ⊆ var(F cnf ). The transformation clearly works also for quantified Boolean formulas, where the extension variables are existentially quantified in the innermost quantifier block.
Our approach could be of practical use, at least for certain classes of instances, and hence might fit into a portfolio-based solver. This is certainly an interesting future research topic because it requires additional considerations, such as preprocessing techniques to reduce the size of Normal-backdoors like shifting ]; more sophisticated encodings of our formulas Q Brave and Q Skept , like improvements carried out in Janhunen [2006] ; or compilations to SMT like SAT(DL) and SAT(ACYCLICITY) [Gebser et al. 2014] .
We would like to point out that our approach directly extends to more general problems when we look for answer sets that satisfy a certain global property that can be expressed by a propositional formula F prop on the variables in V m . We just check the satisfiability of F mod ∧ F MinCheck ∧ F prop .
Finding Backdoors
In the following, we study the problem of finding strong Normal-backdoors. We exploit a connection between strong Normal-backdoors of a program and vertex covers of a certain graph representation associated with the program. Let P be a program. Let the head dependency graph U P be the undirected graph U P = (V, E) defined on the set V = at(P) of atoms of the given program P, where two distinct atoms x, y are joined by an edge xy ∈ E if and only if P contains a nontautological rule r with x, y ∈ H(r). A vertex cover of a graph G = (V, E) is a set X ⊆ V such that, for every edge uv ∈ E, we have {u, v} ∩ X = ∅.
LEMMA 4.10. Let P be a program. A set X ⊆ at(P) is a strong Normal-backdoor of P if and only if X is a vertex cover of U P .
PROOF. Let X be a strong Normal-backdoor of P that is also a deletion Normalbackdoor according to Lemma 3.4. Consider an edge uv of U P ; then, there is a rule r ∈ P with u, v ∈ H(r) and u = v. Since X is a deletion Normal-backdoor of P, we have {u, v} ∩ X = ∅. We conclude that X is a vertex cover of U P .
Conversely, assume that X is a vertex cover of U P . We proceed indirectly and assume that X is not a strong Normal-backdoor of P. By Lemma 3.4, X is neither a deletion Normal-backdoor of P. It follows that there is a rule r ∈ P − X with two atoms u, v ∈ H(r); clearly, u, v / ∈ X. Consequently, there is an edge uv of U P such that {u, v} ∩ X = ∅, contradicting the assumption that X is a vertex cover. Hence, the lemma prevails. PROOF. In order to find a strong Normal-backdoor of a given program P, we use Lemma 4.10 and find a vertex cover of size at most k in the head dependency graph (which has n = |at(P)| ≤ P many vertices). A vertex cover of size k, if it exists, can be found in time O(1.2738 k + kn) [Chen et al. 2006] . Thus, the theorem holds.
In Theorem 4.1, we assume that a strong Normal-backdoor of size at most k is given when solving the problems STRONG Normal-BACKDOOR-BRAVE-REASONING and SKEPTICAL-REASONING. As a direct consequence of Theorem 4.11, this assumption can be dropped, and we obtain the following corollary. 
BACKDOORS TO TIGHTNESS
In the previous section, we established an fpt-transformation from ASP into SAT that takes advantage of small backdoors to normal programs. The main ASP reasoning problems and the problem of determining an answer set are NP-complete and co-NPcomplete, respectively. Another class of programs where these problems are also NPcomplete and co-NP-complete, respectively, are programs where certain cyclic dependencies between atoms in the head and the positive body are forbidden: so-called tight programs [Fages 1994; Babovich et al. 2000] . Furthermore, tight programs allow for a compact transformation into SAT [Fages 1994; Clark 1978] . Hence, the class of tight programs is a natural candidate for a target class, similar to the class of normal programs. In this section, we investigate whether small backdoors into tight programs also admit an fpt-transformation from ASP into SAT.
We first give a definition for tightness. We associate with each program P its positive dependency digraph D between any two distinct atoms x, y ∈ at(P) for which there is a rule r ∈ P with x ∈ H(r) and y ∈ B + (r). A program is called tight if D + P is acyclic [Lee and Lifschitz 2003 ]. We denote the class of all tight programs by Tight. Babovich et al. [2000] proposed a reduction of tight programs to SAT. A reduction of normal programs to SAT based on the concept of loop formulas has been proposed by Lin and Zhao [2004] . This was then generalized by Lee and Lifschitz [2003] with a reduction that takes as input a disjunctive program P together with the set S of all directed cycles in the positive dependency digraph of P and produces a CNF formula F such that answer sets of P correspond to the satisfying assignments of F. This provides an fpt-reduction from the problems BRAVE REASONING and SKEPTICAL REASONING to SAT when parameterized by the number of all cycles in the positive dependency digraph of a given program P, assuming that these cycles are given as part of the input.
The number of cycles does not seem to be a very practical parameter because this number can quickly become very large even for very simple programs. Lifschitz and Razborov [2006] have shown that, already for normal programs, an exponential blowup may occur since the number of cycles in a normal program can be arbitrarily large. Hence, it would be interesting to generalize the result of Lee and Lifschitz [2003] to a more powerful parameter. In fact, the size k of a deletion Tight-backdoor would be a candidate for such a parameter because it is easy to see, it is at most as large as the number of cycles, but it can be exponentially smaller. This is a direct consequence of the following two observations: (i) If a program P has exactly k cycles in D + P , we can construct a deletion Tight-backdoor X of P by taking one element from each cycle into X. (ii) If a program P has a deletion Tight-backdoor of size 1, it can have arbitrarily many cycles that run through the atom in the backdoor.
In the following, we show that this parameter k is of little use because the reasoning problems already reach their full complexity for programs with a deletion Tightbackdoor of size 1. PROOF. Consider the reduction from Eiter and Gottlob [1995] , which reduces the P 2 -hard problem ∃∀-QBF-SAT to the problem CONSISTENCY (which decides whether given a program P has an answer set). A ∃∀ quantified Boolean formula has the form ∃x 1 · · · ∃x n ∀y 1 · · · ∀y m D 1 ∨ . . . ∨ D r , where each D i = l i,1 ∧ l i,2 ∧ l i,3 and l i, j is either an atom x 1 , . . . , x n , y 1 , . . . , y m or its negation. Their construction yields a program P := {x i ∨ v i ; y i ∨ z j ; y j ← w; z j ← w; w ← y j , z j ; w ← g(l k,1 ), g(l k,2 ), g(l k,3 ); w ← ¬w} for each i ∈ {1, . . . , n}, j ∈ {1, . . . , m}, k ∈ {1, . . . , r}, and g maps as follows g(¬x i ) = v i , g(¬y j ) = z j , and otherwise g(l) = l. Since P w=0 = {x i ∨ v i ; y j ∨ z j } and P w=1 = {x i ∨ v i ; y j ∨ z j ; y j ; z j } are both in Tight, the set X = {w} is a strong Tight-backdoor of P of size 1. Thus, the restriction does not yield tractability. The intractability of SKEPTICAL REASONING follows directly by the reduction of Eiter and Gottlob [1995] from the problem CONSISTENCY. Hardness of the other problems can be observed easily. Since P − {w} := {x i ∨ v i ; y i ∨ z j ; y j ; z j ; ← y j , z j ; ← g(l k,1 ), g(l k,2 ), g(l k,3 )} for each i ∈ {1, . . . , n}, j ∈ {1, . . . , m}, k ∈ {1, . . . , r} is tight, we obtain a deletion Tight-backdoor of size 1. In consequence we established the theorem.
CONCLUSION
We have shown that backdoors of small size capture structural properties of disjunctive ASP instances that yield to a reduction of problem complexity. In particular, small
