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Abstract
Organic photovoltaic (OPV) is a promising technology for renewable energy at low cost.
Over the last ﬁve years, the power conversion eﬃciency (PCE) has doubled to 12%, which
still is clearly lower than commercially available inorganic solar cells with a PCE around
20%. One approach to improve the PCE is to complement the conversion of light into
electrical energy with the infrared (IR) part of the solar spectrum. However, the fun-
damental diﬀerence between organic and inorganic semiconductors is the exciton binding
energy. Compared to inorganic semiconductors, in organic materials the exciton binding
energy is more than 20 times higher, leading to strongly bound electron hole pairs, which
are primarily generated upon photo-excitation. To dissociate these charges, in OPV, a
donor-acceptor system is used. However, the energetics of this donor-acceptor system low-
ers the obtained open circuit voltage, representing one major loss of OPV as compared to
inorganic solar cells.
In the ﬁrst part of this work, three benzannulated 4,4-diﬂuoro-4-bora-3a,4a-diaza-s-indacene
(aza-BODIPY) infrared absorbing donor dyes with methyl, methoxy, or without side-group
attached are investigated. The solar cells with the highest PCE, i.e. the devices using the
donor molecule without a side-group, exhibit a diﬀerence between the optical and the ef-
fective gap of 0.17 eV. It reﬂects the driving force for the electron to transfer from the
donor to the acceptor, and is lowest for the best performing device, indicating that in the
devices used eﬃcient charge dissociation does not require large electron transfer energy
loss. A - for OPV - relatively high open circuit voltage of 0.81 V is measured and when
compared to the optical gap of the donor, a voltage loss of 0.74 V is obtained, reﬂecting
the high voltage losses in OPV. In inorganic devices these voltage loss is around 0.4 V.
One approach to lower this diﬀerence in the voltage loss is to lower the exciton binding en-
ergy of neat organic materials, leading to a larger exciton size. A saturation of the exciton
size at about 1.2 nm is calculated by time dependent density functional method (TD-DFT)
for one dimensional conjugated organic molecules with a size larger than 4 nm. For the
largest size of the exciton, provided by the poly(benzimidazobenzophenanthroline) (BBL),
a Coulomb interaction of 0.4 eV between the electron and hole wave function is calculated,
leading to an estimated exciton binding energy of about 0.2 eV, serving as a lower limit
for the organic molecules investigated. The exciton binding energy can further be lowered
by increasing the dielectric constant or by introducing a charge transfer (CT) state be-
tween two adjacent molecules. It is shown for the ladder polymer BBL that the dielectric
function, including ionic and electronic contributions, can be calculated by a new method
within the DFT and TD-DFT framework. In agreement with ellipsometry measurements,
a highly anisotropic dielectric constant is obtained, which is 8.3 along the backbone of the
polymer and around 3 perpendicular to the polymer. The high dielectric constant along
the backbone originates from the strong delocalization of the electrons along the pi-system.
The ionic contribution increases the mean value of the dielectric constant from 3.6 to 4.2.
In order to further increase the dielectric constant, diﬀerent polar side-chains are attached
to the ladder polymer BBL and their dielectric constant is calculated. A strong increase
of the dielectric constant to about 17 is obtained by attaching a zwitterionic side-chain to
the BBL monomer.
In order to lower the exciton binding energy by a CT state, a charge transfer from a
donor to an acceptor molecule must be introduced. The Coulomb binding energy of in-
termolecular CT states are calculated. It is shown that an intermolecular CT state of two
pi-stacked BBL oligomers does not exhibit a lower Coulomb binding energy as compared
to the intramolecular binding energy. However, by a spatial separation of the donor and
the acceptor molecule, in-line of the polymer backbone, the Coulomb binding energy is
reduced from 0.40 eV to 0.24 eV. Combining such CT states with the high dielectric con-
stant obtained by zwitterionic side-chains would lead to an exciton binding energy close
to the thermal energy, resulting in spontaneous free carrier generation on neat materials.
This could potentially reduce the voltage losses and increase the PCE in OPV devices
signiﬁcantly.
Kurzfassung
Die organische Photovoltaik stellt eine kostengünstige, erneuerbare und daher zukunfts-
gerichtete Energieversorgung dar. Die Umwandlungseﬃzienz organischer Solarzellen von
Sonnenenergie in elektrische Energie konnte über die letzten fünf Jahre auf 12% verdop-
pelt werden. Kommerziell erhältliche anorganische Solarzellen weisen im Vergleich dazu
eine Eﬃzienz von ca. 20% auf. Eine Möglichkeit, die Eﬃzienz organischer Solarzellen zu
erhöhen, ist die Umwandlung von Licht in Elektrizität nicht nur im sichtbaren Bereich, son-
dern zusätzlich auch im infraroten Bereich des Sonnenspektrums. Der größte Unterschied
zwischen den organischen und anorganischen Solarzellen liegt allerdings in der Exziton-
bindungsenergie, welche in organischen Materialien ca. 20 Mal größer ist. Um das Exziton
in freie Ladungsträger zu trennen, wird in organischen Solarzellen deshalb ein Donator-
Akzeptor-Übergang benutzt, welcher unter anderem auch für den Spannungs- und damit
für den Eﬃzienzverlust von organischen Solarzellen verantwortlich ist.
Im ersten Teil der Dissertation werden verschiedene funktionalisierte Donator-Moleküle,
iv
die infrarotes Licht absorbieren, untersucht. Die Donator-Moleküle ohne zusätzliche Funk-
tionalisierungsgruppe weisen dabei die höchste Umwandlungseﬃzienz auf. In den besten
Zellen kann ein Unterschied zwischen der optischen und eﬀektiven Bandlücke von 0,17
eV gemessen werden. Dieser Unterschied stellt die treibende Kraft für den Übergang des
Elektrons vom Donator zum Akzeptor dar. Da jedoch dieser Unterschied in der besten
Solarzelle am geringsten ist, scheint die Dissoziation der Ladungsträger in den untersuch-
ten Donator-Akzeptor-Systemem nicht vom ihm abzuhängen. Die gemessene relative hohe
Leerlaufspannung von 0,81 V ist 0,74 V kleiner als die eﬀektive Bandlücke und zeigt die
hohen Spannungsverluste organischer Solarzellen. Die Spannungsverluste anorganischer So-
larzellen liegen im Bereich von 0,4 V.
Ein Ansatz, um die Spannungsverluste zu verkleinern, liegt in der Reduzierung der Exziton-
bindungsenergie, woraus ein größeres Exziton erfolgt. Mit der zeitabhängigen Dichtefunk-
tionaltheorie wird an einer Reihe organischer Moleküle gezeigt, dass die Exzitongröße bei
einer Moleküllänge (oder Konjugationslänge) größer als 4 nm bei 1,2 nm sättigt. Für das
größte Exziton, welches im Leiterpolymer Poly(benzimidazobenzophenanthroline) (BBL)
vorhanden ist, wird eine Coulomb-Bindungsenergie von 0,4 eV berechnet und eine Exzi-
tonbindungsenergie von 0,2 eV abgeschätzt. Die Exzitonbindungsenergie kann entweder
durch Erhöhung der Dielektrizitätskonstante oder durch Erzeugung eines Ladungstransfer-
Zustandes weiter verringert werden. Es wird gezeigt, dass mit einer neu entwickelten Me-
thode auf Basis der Dichtefunktionaltheorie die ionischen und elektronischen Beiträge zur
dielektrischen Funktion von BBL berechnet werden können. Die berechneten anisotropen
Werte stimmen gut mit Werten aus Ellipsometriemessungen überein. Entlang der Polymer-
kette erhalten wir eine hohe Dielektrizitätskonstante von 8,3 und senkrecht dazu von ca. 3.
Die hohe Dielektrizitätskonstante entlang der Polymerkette kann auf die starke Delokalisa-
tion der pi-Elektronen zurückgeführt werden. Der Mittelwert der Dielektrizitätskonstante
wird durch die ionischen Beiträge von 3,6 auf 4,2 erhöht. Um die Dielektrizitätskonstante
weiter zu erhöhen, werden verschiedene polare Seitenketten am BBL-Polymer angebracht
und die Dielektrizitätskonstante berechnet. Es wird gezeigt, dass die Anbringung einer
zwitterionischen Seitenkette am BBL-Monomer die Dielektrizitätskonstante auf 17 erhöht.
Um die Exzitonbindungsenergie durch einen Ladungstransfer-Zustand zu verringern, wer-
den ein Donator- und ein Akzeptor-Molekül benötigt. Die Coulomb-Bindungsenergien
der intermolekularen Ladungstransfer-Zustände werden berechnet. Es wird gezeigt, dass
intermolekulare Ladungstransfer-Zustände zwischen zwei pi-gestapelten BBL-Oligomeren
keine Verringerung der Coulomb-Bindungsenergie bewirken. Bei einer räumlichen Tren-
nung des Donator- und Akzeptor-Moleküls entlang der Polymerkette kann die Coulomb-
Bindungsenergie von 0,40 eV auf 0,24 eV gesenkt werden. Eine Kombination aus diesem
v
Ladungstransfer und der Erhöhung der Dielektirizitätskonstante durch zwitterionische Sei-
tenketten kann zu einer niedrigen Exzitonbindungsenergie, nahe der thermischen Energie,
und damit zu freien Ladungsträgern führen. Der damit verringerte Spannungsverlust kann
die Umwandlungseﬃzienz organischer Solarzellen signiﬁkant erhöhen.
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Chapter 1
Introduction
One of the biggest challenges of current society is the shift from the dependence on fossil
fuels to renewable energies. Environmental, social, and economic interests are pushing this
shift. The topic of this thesis is the conversion of light into electricity by organic materials,
representing one ﬁeld of renewable energies.
In photovoltaics, diﬀerent generations of solar cells evolved with time. The ﬁrst generation
of solar cells consists of inorganic semiconducting materials. Recently, the Fraunhofer-
Institut für Solare Energiesysteme achieved a world record power conversion eﬃciency
(PCE) of 46%, using III/V semiconductors. However, standard commercially available in-
organic crystalline solar cells usually are based on silicon (Si) with a PCE of 15 - 22%. In
order to compete with the price of fossil fuels, new techniques emerged, where the semicon-
ductor material is not used in a single crystalline, but in a semicrystalline or amorphous
form. Semicrystalline or amorphous ﬁlms can be produced by a thermal evaporation
technique, whereas single crystals are usually grown in the time and energy consuming
Czochralski process. Solar cells based on evaporation techniques are not only lower in
cost, but can also be applied to non ﬂat surfaces or ﬂexible substrates and are called thin
ﬁlm solar cells. Their record eﬃciencies are around 20%, while commercially available
modules have a PCE of about 15%. Thin ﬁlm devices mostly consist of rare or toxic
species and, thus, are not suitable for using it as a long term energy source. These disad-
vantages give rise to the third generation of solar cells, covering all new approaches in low
cost photovoltaics. The most important ones are based on quantum dots, perovskite, and
organic materials with record PCE of 8.7%, 20.1%, and 12%, respectively. Except for the
perovskite material, it turns out that the higher the generation, the lower the cost, and
the lower the PCE.
Organic solar cells can be produced at very low production costs. Due to the high ab-
sorption of organic dyes, the solar cell stack is only a few hundreds of nanometers thick,
leading to a very low material consumption per square meter for organic photovoltaics
(OPV). Thin ﬁlms produced by evaporation techniques are based on small molecules,
whereas for solution processed devices either small molecules or polymers can be used.
Some organic materials tend to degrade during exposure to air, water, or ultra-violet (UV)
1
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light. However, recent developments in research provide both, an approach for eﬃcient
encapsulation [1], and an approach to avoid degradation intrinsically [2]. However, the
main hurdle to be overcome for commercial large-scale production is the low PCE. Brieﬂy,
the PCE reﬂects the ratio between the electrical power delivered by a photovoltaic device
under illumination of the sun, compared to the solar power incident on the photovoltaic
device. Physically, the conversion of light into electricity can be simpliﬁed into, 1. absorp-
tion of a photon, where in a semiconductor a quasi-particle, called exciton, is formed, 2.
dissociation of the exciton into free moving charge carriers, and 3. an eﬃcient transport
and collection of the charge carriers at the respective contacts. In the visible range of the
sun (≈ 390 - 750 nm), eﬃcient organic solar cells were reported, exhibiting PCEs up to
10% [3,4]. Additionally, collecting the infrared (IR) spectral range of the sun in a tandem
or triple-junction device leads to a PCE around 12% [57]. However, for small molecules
eﬃcient IR absorbers are still missing. It has been shown, that small molecules from the
class of aza-BODIPY show promising absorption characteristics [8]. In Chapter 4, three
aza-BODIPY absorber dyes are optimized for their maximum PCE. Furthermore, we use
diﬀerent characterization techniques, in order to understand the diﬀerences in the PCE
achieved. However, comparing OPV with inorganic solar cells, even though the absorption
of these inorganic devices cover the IR regime down to 1150 nm, the increase of the PCE
to over 20% [9] can not only be explained by the broader absorption, but also by a more
eﬃcient charge extraction and by a lower voltage loss as compared to organic devices. Thus
in order to increase the PCE of OPV, the spectral range of absorption should be enhanced
into the IR regime, a more eﬃcient charge extraction is needed, and the voltage losses
should be minimized. A better extraction of charges can be achieved e.g. by materials
with a higher charge carrier mobility. High charge carrier mobilities (≈ 0.1 cm2/Vs) have
been reported for organic materials [10, 11]. The voltage losses in organic materials are
related to the tightly bound exciton. The exciton binding energy and the exciton size of
diﬀerent one dimensional molecules are investigated in Chapter 6, giving a lower limit of
the exciton binding energy of currently available materials. The reason for the high exciton
binding energy is the low dielectric constant, which is 3 - 4 for most organic materials.
However, organic materials exhibiting a high dielectric constant were reported [12,13]. In
Chapter 5, the dielectric function of an existing ladder polymer is measured and simulated,
providing a molecular structure, where the exciton size is not limited by its conjugation
length. Based on these simulations, in the last chapter, molecular structures of polymers
with a high dielectric constant are suggested, which might be able to dissociate excitons
directly upon absorbing a photon.
Thus, the main advantage of organic materials is not only the cost, but its tunability,
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as can be seen in nature. The crucial question is, how are the organic molecules to be
designed, in order to accomplish the properties needed for a highly eﬃcient organic solar
cell. The aim of this thesis is to contribute a step towards such optimized structures of
molecules for OPV devices in order to compete with commercially available fossil fuels.
3
Chapter 2
Theoretical background
The experimental part and the simulations in this thesis are based on theoretical ap-
proaches introduced in this chapter. First the concept of atoms and molecules will be
described. Then, the dielectric behavior of solid materials and physical properties of semi-
conductors will be introduced. Finally, the important process of photo-carrier generation
and the working principle of organic and inorganic photovoltaic devices will be discussed.
2.1. Quantum mechanical basis from atoms to solids
This chapter follows the discussion given in ref. [14, 15].
2.1.1. Hydrogen atom
An atom in its simplest form, i.e. hydrogen, consists of a bound electron-proton pair. The
physical properties can be described by the Schrödinger equation
Hˆψ = Eψ, (2.1.1)
Hˆ = − ~
2
2me
∇2e −
~2
2mn
∇2n −
Ze2
4piε0r
, (2.1.2)
where Hˆ is the Hamilton operator, ψ the wave function, E the eigenvalue corresponding to
the wave function, ~ Planck's constant, e the elementary charge, me the electron mass, and
mn the mass of the nucleus. The Hamilton operator Hˆ for hydrogen-like atoms contains a
part with the nabla-operator∇ in square, describing the kinetic energy of the electron (with
subscript e) and nucleus (with subscript n), and a second part describing the potential
energy of the system, i.e. the Coulomb attraction between the positive nucleus and the
negative electron, with the nuclear charge Z and the distance between the electron and the
nucleus r = |~re−~rn|. Solving this equation analytically for a nucleus of inﬁnite mass results
in a set of quantized energies shown in equation 2.1.3, corresponding to diﬀerent orbitals
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with deﬁned wave functions, called atomic orbitals. The ﬁrst orbital exhibits the highest
electron probability density at the Bohr radius a0 (≈ 0.53 Å) calculated by equation 2.1.4:
En = −Z
2ERy
n2
, (2.1.3)
a0 =
4piε0~2
mee2
. (2.1.4)
In equation 2.1.3, ERy is the Rydberg energy (≈ 13.6 eV) and n is the main quantum
number (1, 2, 3,...). For systems with more than one electron, the Schrödinger equation
can not be solved analytically. Therefore, approximations are necessary to describe organic
materials.
2.1.2. Born-Oppenheimer approximation
The ﬁrst approximation is the Born Oppenheimer or adiabatic approximation. Since the
mass of an electron is more than three orders of magnitude lower than the mass of a
nucleus, they move much faster. Hence, when calculating the trajectories of the electrons,
the nuclei can be considered to be in a ﬁxed position. In this approximation, the kinetic
and repulsive energy of the nuclei are neglected, and the Hamilton operator simpliﬁes to
the electronic Hamilton operator Helec
Helec = − ~
2
2me
N∑
i=1
∆2i −
e2
4piε0
N∑
i=1
M∑
A=1
ZA
riA
+
e2
4piε0
N∑
i=1
N∑
j>i
1
rij
, (2.1.5)
where the indices A and B run over the M nuclei and i and j run over the N electrons.
The ﬁrst term describes the kinetic energy of the electrons, whereas the second and the
third expression determine the potential energy of the Coulomb forces between the nuclei
and the electrons and between the electrons, respectively. To get the eigenvalues with the
electronic Hamiltonian, a wave function ψ has to be chosen to fulﬁll the time independent
Schrödinger equation 2.1.1. A common ansatz is to take a linear combination of atomic
orbitals (LCAO). Operating the Hamiltonian on it delivers the eigenvalues or energies of the
molecular orbitals corresponding to the chosen wave functions. The wave functions have
the appropriate shape in the approximation used if the overall energy of the molecule
is minimized. The overall energy of the molecule is basically the expectation value of
the Hamilton operator. The minimization of the energy, by choosing the proper linear
combination of wave functions, leads to an iteration process and is called the variational
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principle. However, even for small molecules an unrealistically large amount of memory is
needed to calculate the eigenvalues, thus further approximations are needed.
2.1.3. Hartree-Fock approximation
The Hartree-Fock approximation simpliﬁes the interaction of electrons in an atom or
molecule. For each electron in a molecular or atomic orbital, a mean ﬁeld interaction
with the other electrons is calculated. This is achieved by a product of one-electron wave
functions χ(~x) (= χ(~r, s)), where each one-electron wave function consists of a spin func-
tion s and of a linear combination of atomic orbitals, the Slater-type orbitals, which are
basically orbitals localized around each of the constituting atoms. However, to save com-
putational time, usually these orbitals are based on Gaussian functions and are represented
in the chosen basis set. Each row in the Slater determinant, shown in equation 2.1.6, to-
gether with the Hamiltonian represents an eigenvalue equation for one electron. Therefore
the size of the Slater determinant is given by the number of electrons in the system of
interest.
ψ0 ≈ ΦSD = 1√
N !
∣∣∣∣∣∣∣∣∣∣
χ1(~x1) χ2(~x1) ... χN(~x1)
χ1(~x2) χ2(~x2) ... χN(~x2)
... ... ... ...
χ1(~xN) χ2(~xN) ... χN(~xN)
∣∣∣∣∣∣∣∣∣∣
(2.1.6)
The Slater determinant is antisymmetric, since changing two rows or columns results in a
change of the sign of the Slater determinant. Furthermore, if two rows of the determinant
are identical, meaning that two electrons have the same wave function, the only solution to
the determinant is zero. Thus the Pauli principle is included in the Slater determinant. In
order to be able to solve the many-body problem from the electronic Hamiltonian Hˆelec, i.e.
the repulsive electron-electron interaction, Hartree and Fock (HF) introduced an average
repulsive potential VHF(i) acting on one electron i, produced by the remaining N − 1
electrons. The Schrödinger equation is then replaced by the HF equation 2.1.7 with the
Fock operator fˆ (from now on in atomic units) and the orbital energies i (Lagrangian
multiplier).
fˆχi = iχi, fˆ = −1
2
∇2i −
M∑
A
ZA
riA
+ VHF(i) (2.1.7)
With i = 1, 2, ..., N . The ﬁrst two terms in the Fock operator fˆ describe the kinetic energy
of the electron and the Coulomb attraction between all nuclei and the speciﬁc electron,
respectively. The many-body problem due to the electron interaction is transferred into
the HF potential VHF(i). For the ﬁrst electron i = 1 at the position ~r1, the HF poten-
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tial is shown in equation 2.1.8. The vector ~ri points to the charge distribution of the
corresponding electron.
VHF( ~x1) =
N∑
j
(
Jˆj( ~x1)− Kˆj( ~x1)
)
(2.1.8)
Jˆj( ~x1) =
∫
|χj( ~x2)|2 1
r12
d ~x2 (2.1.9)
Kˆj( ~x1)χi( ~x1) =
∫
χ∗j( ~x2)
1
r12
χi( ~x2) d ~x2 χj( ~x1) (2.1.10)∫
d ~x2 indicates a volume integral over the respective coordinate. The HF potential is
determined by the Coulomb operator (2.1.9) and the non-local exchange operator shown
in equation 2.1.10, where the Coulomb operator calculates the repulsion of a second electron
on the calculated electron, and the exchange operator takes into account the interactions
between two electrons with parallel spins. With the HF method, the electronic structure
of organic molecules can be calculated. However, due to the mean HF potential, which
can not capture the exact correlations between electrons, the HF methods are limited in
accuracy. One approach to overcome this problem is the use of the density functional
theory (DFT) in combination with hybrid functionals, which contain a certain part of the
HF method with non-local exchange according to equation 2.1.10.
2.1.4. Density functional theory (DFT)
Hohenberg, Kohn and Sham approach
The ﬁrst Hohenberg-Kohn-theorem, which is the basis of DFT, proves that for a potential
produced by N electrons, only one electron density distribution exists. Therefore, the
external potential (former HF potential) is a function of the charge density ρ(~r). Further,
with a deﬁned external potential, the Hamiltonian Hˆelec is deﬁned. Hence, the ground
state density describes the properties of the simulated molecule. In the second theorem,
Hohenberg and Kohn formulate the variational principle not based on a wave function
but on the electron density, which makes the eigenvalue problem solvable. The variational
principle can be applied where the energy of a system must be minimized. For the eigen-
value problem, the energy is minimized if the expectation value of the Hamilton operator
is minimized. In a molecule, the minimized energy determines the ground state energy,
which deviates from the real value if approximations in the Hamiltonian are made. There-
fore, with the used calculations, one never gets the true wave functions, charge densities,
or energies. Instead, it is the aim of the DFT framework to minimize the deviations. This
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work attempts to compare the calculated DFT results to experimental values. The electron
density distribution is deﬁned by
ρ(~r) =
n∑
i=1
|ϕi(~r)|2, (2.1.11)
where the index n runs over all electrons and ϕi are the Kohn-Sham (KS) orbitals. They
represent the wave functions used by the DFT method. For a better approximation of
the electron correlation, Kohn and Sham introduced a local potential Vs(~r) to be able to
calculate the kinetic energy of the electron more accurately [14].
Vs(~r) =
∫
ρ(~r2)
r12
d~r2 −
M∑
A
ZA
r1A
+ VXC (2.1.12)
The ﬁrst two terms refer to the electron-electron and electron-nuclei interaction, respec-
tively, and the last term VXC is the exchange correlation potential. Correlations are de-
ﬁned to be interactions beyond the HF approximations, including particular interactions
between electrons of opposite spin. The energy of the ground state is then deﬁned by the
KS-equation
fˆKSϕi = iϕi, fˆ
KS = −1
2
∇2i + Vs(~r). (2.1.13)
Thus, the KS-equation is similar to the HF-approach, except for the exchange correlation
potential, which is not considered in HF. If VXC were known exactly, the KS-equation
would lead to exact energies within the Born-Oppenheimer approximation. The exchange
correlation potential depends on the electron density by VXC = δEXC/δρ, where EXC is the
exchange correlation energy. EXC can be approximated diﬀerently and will be discussed
below. The KS-equation is solved iteratively and self-consistently. Initially, VXC is deﬁned
by a superposition of atomic orbitals. Now, the KS-equation can be solved numerically,
giving a new set of orbitals, which deﬁne a new electron density and therefore, the ex-
change correlation term changes and the second iteration routine is already started. This
is done until EXC and ρ(r) converge.
Functionals
In DFT the many-electron problem is transferred into the exchange correlation energy
EXC. It can be determined by diﬀerent ways, and the simulation result depends on the
approximation chosen. In the local electron density approximation (LDA) with EXC =
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∫
ρ(r)εEX[ρ(r)]dr, where εEX is the unknown exchange correlation energy, the density de-
pendence of EXC is determined for the model of the homogeneous electron gas, whereas in
the generalized gradient approximation (GGA), local changes in density are taken into ac-
count. The exchange correlation energy EXC can be decomposed into an exchange term EX
and a correlation term EC. For DFT calculations of organic molecules, hybrid functionals
are widely used. They use a combination of GGA, LDA and HF exchange correlation func-
tionals. In this work we use PBE0 which consists of EPBE0XC = 0.25E
HF
x + 0.75E
PBE
x +E
PBE
c
and B3LYP with EB3LYPXC = E
LDA
x + 0.2(E
HF
x − ELDAx ) + 0.72(EGGAx − ELDAx ) + ELDAc +
0.81(EGGAc − ELDAc ).
Basis sets
A basis set represents a ﬁnite linear combination of functions, the basis functions, to
describe a molecular orbital. Usually, they are centered at the nuclei and the basis functions
characterize the atomic orbitals. The most hydrogen-like basis functions are the Slater-type
orbitals (STOs). Since their computational eﬀort is high, Gaussian type orbitals (GTOs)
speed up the calculation by 4-5 orders of magnitude, compared to the STOs. Today, a
wide variety of GTO basis sets is available. The basis set used in this work are based on
contracted Gaussian type functions χy deﬁned by
χy =
b∑
ω=1
dωygω, gω = Nx
lymzne−βr
2
, (2.1.14)
where dωy is the contraction coeﬃcient, gω is a primitive Gaussian function, and N is the
scaling factor. x, y, and z are Cartesian coordinates, r represents the electron radius to
the core (r2 = x2 + y2 + z2), b is typically between 1 and 7, β is the orbital exponent, and
l,m, and n are integers deﬁning the type of Gaussian, where l + m + n = 0 describes an
s-type Gaussian function, l+m+n = 1 a p-type GTO and l+m+n = 2 a d-type Gaussian
function. In order to adjust the size of the orbital, dependent on the surrounding atoms,
a linear combination of two basis sets is introduced c1iχ1 + c2iχ2, where the coeﬃcients c1i
and c2i are varied during the SCF iteration process. These basis sets are called double-
zeta basis sets. Since valence electrons are important for chemical bonds, these orbitals
are often described with more primitive Gaussian functions, compared to the inner shells,
which is then called a split-valence basis set. For chemical bonds, the wave function of
an atom can become asymmetric with respect to the nucleus. This asymmetry can be
accomplished with the contribution of an orbital which is one azimuthal quantum number
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above the bonding electron (for an asymmetric pi-bond, a d-type contribution is needed).
Using these improvements, the basis set is said to be polarized. By adding shallow Gaussian
functions, the tail of the atomic wave function can be approximated more accurately with
a diﬀuse part to the basis set. This can be important for anions and for large molecular
systems [16,17].
In this work, we mainly use the def2-SVPD basis set, which consists of a split-valence basis
set with polarization and a diﬀuse part. The split-valence basis set and the polarization
part are needed for an accurate description of the bonding involved in organic materials,
whereas the diﬀuse part is added since extended organic molecules are simulated, where
for example the polarizability is underestimated without the diﬀuse part (see Figure 5.5.1
and corresponding text for more information).
Geometry optimization
In a geometry optimization, the global energy minimum of a system (molecule, dimer,...)
has to be found. To achieve this, the total energy and its gradient of a ﬁrst guessed
conﬁguration need to be calculated. From this gradient, a new guess of the conﬁguration
(position of the atoms involved) can be deﬁned and the total energy and the gradient are
recalculated. This iteration process ﬁnishes when the convergence criteria are satisﬁed.
In order to speed up the optimization process, a semiempirical calculation method can be
used for a pre-optimization of the initial guess of the geometry for the more time consuming
DFT iteration process.
In this work, the MOPAC software was used for pre-optimization and the jobex routine
for the DFT geometry optimization. Both are included in the Tmolex software from
Turbomole [18, 19]. Within the Turbomole software, electric ﬁelds can be applied during
the optimization process. This is used to obtain the polarizability with electronic and ionic
contributions (see Section 5.5). For intermolecular van der Waals forces, which are not
covered by the usual DFT approach, we use the dispersion correction D3 from Grimme.
For more details see ref. [20].
Time dependent density functional theory (TD-DFT)
Based on the theorem by Runge and Gross [21], a small external perturbation can be used
within the linear response time dependent density functional theory (TD-DFT), leading
to the time-dependent KohnSham equation [22][
−1
2
∇21 + νext(~r, t) +
∫
ρ(~r2, t)
r12
d~r2 + VXC
]
ψp(~r1, t) = i
∂ψp(~r1, t)
∂t
, (2.1.15)
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where νext(~r, t) represents the electron-nucleus interaction and the small time dependent
electric ﬁeld (excitation light wave). The dynamic response of the time dependent Kohn-
Sham equations have been derived by Casida [22], resulting in the dynamic polarizability
α(ω).
α(ω) =
∑
I 6=0
fI
ω2I − ω2
, fI =
2
3
ωI
∑
q=x,y,z
|〈ψ0|~r|ψI〉|2, (2.1.16)
where fI is the oscillator strength, ψ0 and ψI correspond to the ground and excited state,
respectively, and ~r contains the spatial coordinates of the N electrons. Therefore, the
response of equation 2.1.15 becomes inﬁnite for the dynamic polarizability if ω equals ωI ,
where the angular frequency ωI is related to the transition energy by ~ωI = EI − E0.
Therefore, the TD-DFT method is used to calculate transition energies, their oscillator
strengths, and the excited state wave functions.
2.1.5. Orbitals and states of conjugated molecules
Solving the Kohn and Sham equations, we obtain an insight into the shape of molecular
orbitals. Similar to a particle in a box, for higher energy states, more nodes are present
in the wave function, as shown in Figure 2.1.1(a). In conjugated organic materials, the
pi-orbitals of the atoms involved overlap each other. This stabilizes the molecule against
torsion around the speciﬁc bond, whereas the electron is shared over the extension of
the pi-system, leading to a delocalization of electrons within the conjugated system and
to stiﬀ molecules. In conjugated molecules and polymers, usually the highest occupied
molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) are based
on pi-bonds. Compared to σ-bonds, pi-bonds are lower in strength. By increasing the
delocalization of the electron, i.e. the pi-system, the HOMO-LUMO gap decreases, leading
to energy gaps below 3 eV. Hence, these transitions become interesting for the absorption
of sun light for photovoltaic purposes.
In Figure 2.1.1(a) and (b) the Kohn-Sham orbitals (represented by isosurfaces1) and their
energies are shown. The optical gap Eopt for a single molecule is smaller than the diﬀerence
between the HOMO and the LUMO energy state depicted in Figure 2.1.1(b). It reﬂects the
minimum energy needed to excite an electron from an occupied orbital (denoted as green
arrows in Figure 2.1.1(b)) to an unoccupied orbital. In solar cells, this excitation energy
is provided by a photon. The ionization potential (IP) is the energy needed to remove an
electron from the valence level, whereas the electron aﬃnity (EA) represents the energy
to remove an electron from the conduction level. The diﬀerence between EA and IP is
1Isosurfaces represent the surfaces of an orbital builded at a constant value of the wave function. Here
the red (blue) color refers to a positive (negative) sign of the wave function.
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Figure 2.1.1.: (a) Occupied and unoccupied virtual orbitals of anthracene. (b) Energy
states of the orbitals shown in (a) with the EA and IP for a single
molecule. (c) Energy states and density of states (DOS) of an an-
thracene crystal and of a disordered anthracene thin ﬁlm with traps
(d). Inspired by ref. [2325].
the bandgap Eg. The exact value of EA and IP depends on whether we consider a single
molecule, a crystal, or a disordered system. The diﬀerence is denoted with Pe and Ph and
contains the polarization energy of the molecules surrounding the single molecule in a solid.
If adjacent molecules are polarized due to the presence of an electron in the conduction
level, a new quasi particle, a polaron, is created. A single molecule in vacuum and at 0 K
exhibits discrete energy levels, while an increasing temperature or adjacent molecules give
rise to a distribution of slightly diﬀerent state energies, leading to a continuous distribution
of states dependent on the energy. Considering the states per volume unit, we obtain the
density of states (DOS) (shown in Figure 2.1.1(c,d)). In a solid semiconductor the charge-
transfer (CT) and singlet exciton states exhibit a smaller excitation energy as compared to
the diﬀerence between the conduction and valence level, whereas the diﬀerence between the
excitonic states and the conduction level can be attributed to the exciton binding energy
EB (Frenkel and CT states are introduced in Section 2.3.2 and 2.3.2, respectively). Figure
2.1.1 comprises one-particle and two-particle states in one diagram, which is physically not
correct. However, for the sake of overview we included both particles in one ﬁgure. The
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states in an amorphous or disordered organic system are schematically shown in Figure
2.1.1(d), where the DOS due to disorder exhibits a tail into the gap of the semiconductor
[23, 26, 27]. Additionally, a trap state is denoted in the gap, which is usually attributed
to impurities with a certain energy. In reality, other states such as triplet states are also
present in organic materials. Triplet states are excited states with parallel spins of the
electron in the HOMO and in the LUMO, respectively. Due to the Pauli principle, a
triplet state exhibits a much higher lifetime compared to an excited singlet state. Since
in the organic materials used the spin is conserved during excitation, singlet states are
predominating. Thus, triplet states do not aﬀect the solar cell performance signiﬁcantly
and are therefore not mentioned in Figure 2.1.1.
2.2. Dielectric and optical properties of solids
Polarizability is the ability of matter to be polarized by an external applied electric ﬁeld.
First, the connection between the polarizability of a molecule and the dielectric constant of
the bulk material is shown (Section 2.2.1), which is needed in Chapter 5 and 7 to calculate
the dielectric constant from molecular DFT calculations. Applying alternating electric
ﬁelds, e.g. by light, the material under investigation can absorb the energy of a photon E
by lifting an electron from HOMO to the LUMO if the energy of the photon is at least the
energy gap between the states involved. After Bohr's frequency condition (E = hν) this
response depends on frequency ν, leading to the second part 2.2.2, where the frequency
dependent behavior of matter is introduced. Finally, the theory for macroscopic measur-
able quantities, i.e. absorption, reﬂection and transmission at the interface is described,
presenting the basics used for optical measurements and simulations, i.e. especially for
ellipsometry measurements.
2.2.1. From the polarizability to the dielectric constant
Applying a static electric ﬁeld ~Floc to an atom or a molecule results in a displacement ~d
of the charges q from their former equilibrium positions, building up a dipole ~p. In an
atom, these charges are represented by the positive nucleus and the electron cloud around
it, as shown in Figure 2.2.1. The polarizability α is a material property which connects an
acting electric ﬁeld on a molecule or atom with the induced dipole ~p.
~p = q~d = α~Floc (2.2.1)
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Figure 2.2.1.: Sketch of an induced polarization or dipole by applying an electric ﬁeld
to a hydrogen atom. The induced displacement of the electron cloud
and the nucleus is denoted by d.
To obtain the macroscopic polarization ~P , we sum up all the dipoles
~P =
∑
j
Nj~pj =
∑
j
Njαj ~Floc(j), (2.2.2)
where j runs over all molecules and Nj reﬂects the concentration of molecules. The only
unknown parameter in equation 2.2.1 and 2.2.2 is ~Floc, which is the local electric ﬁeld. An
externally applied electric ﬁeld generates multiple dipoles in a material. In each molecule
or pi-system, a dipole is generated, and thus these dipoles can also act on each other.
Therefore the external electric ﬁeld Fext and the local electric ﬁeld are not the same. The
macroscopic relation for the polarization is
~P = ε0 · (εe − 1) · ~Fext, (2.2.3)
with ε0 being the vacuum permittivity and εe the dielectric constant. Clausius and Mossotti
approximated the local electric ﬁeld for nonpolar and isotropic (cubic or amorphous) struc-
tures and combined equations 2.2.2 and 2.2.3, resulting in the Clausius-Mossotti relation
εe − 1
εe + 2
=
N ·αe
3ε0
, (2.2.4)
where the subscript e of εe and αe reﬂects the electronic component of the dielectric function
(explained in Figure 2.2.2). The Clausius-Mossotti equation connects the macroscopic
dielectric constant εe with a microscopic (molecular) polarizability αe. Substituting αe =
α′e4piε0 and N =
ρNA
Mm
, we obtain
εe − 1
εe + 2
=
4pi
3
ρ
M
NAα
′
e =
4pi
3
α′e
VM
, (2.2.5)
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with the polarizability volume α′e (usually Bohr
3) [28], the density of the material ρ, the
molecular mass M , the molecular volume VM, and Avogadros number NA. Isolating εe
gives
εe =
3VM + 8piα
′
e
3VM − 4piα′e
. (2.2.6)
To calculate the dielectric constant from ﬁrst principles, the polarizability volume α′ and
molecular volume is needed. Both are accessible with DFT.
The Clausius-Mossotti relation is only valid for isotropic structures. For anisotropic media,
εe and α′e are tensors. For diagonal tensors, one can solve equation 2.2.6 for each axis (x, y,
z) [2830]. Using the Clausius Mossotti relation for highly anisotropic materials can lead
to inﬁnite dielectric constants, which is termed as the Mossotti-catastrophe. In order to
prevent the Mossotti-catastrophe, Srinivasan et al. showed that for anisotropic crystals,
the Clausius-Mossotti equation is complemented with a depolarization factor determined
by Osborn [31, 32]. For a sphere, the depolarization factor is 4pi
3
, which results in the
Clausius-Mossotti equation 2.2.5. For an inﬁnitely long cylinder, a depolarization factor
of 0 leads to equation [31,32]:
εe = 1 + 4pi
α′e
VM
. (2.2.7)
For polar molecules the derivation from Clausius-Mossotti and Osborn is not valid anymore.
The polar or ionic part of a molecule also contributes to the dielectric function, as shown
later in Figure 2.2.2. The ionic contribution takes place by a displacement of charged
(or partially charged) nuclei. In order to include the ionic polarizability αi, the Clausius
Mossotti equation 2.2.4 turns into the Debye equation 2.2.8 with a temperature dependent
term, which lowers the inﬂuence of the ionic polarizability with increasing temperature:
εs − 1
εs + 2
=
N · (αe + αi)
3ε0
=
N ·αe
3ε0
+
Np2
9ε0kBT
, (2.2.8)
where p is the dipole moment of the molecule, k the Bolzmann constant, and T the
temperature. The dielectric constant with ionic and electronic contributions is also called
the static dielectric constant εs. This equation predicts the dielectric behavior of gases
and polar liquids, but is not suitable to describe the ionic polarizability in solids and can
also lead to inﬁnite dielectric constants, because the internal electric ﬁeld in the derivation
of Clausius Mossotti should not be neglected, since the molecule has an internal dipole
moment and the electric ﬁeld in the molecule is not zero anymore. The Debye equation
is then replaced by the Onsager theory [33] and the ionic temperature dependent term is
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replaced by the ionic polarizability volume α′i, which can be calculated with DFT. With
α′e = αe/4piε0, α
′
i = p
2/(3kBT ), and N = 1/VM, we obtain:
(εs − εe)(2εs + εe)
εs(εe + 2)2
=
4piNp2
9kT
=
4piα′i
3VM
. (2.2.9)
Isolating the dielectric constant εs with ionic and electronic polarizabilities included results
in a quadratic equation with the following solutions:
εs1,2 =
εe + (εe + 2)
2(
4piα′i
3VM
)±
√
(εe + (εe + 2)2(
4piα′i
3VM
))2 + 8εe2
4
. (2.2.10)
Thus, in order to calculate the static dielectric constant, the dielectric constant with elec-
tronic contributions based on the Clausius Mossotti approach with equation 2.2.6 is cal-
culated ﬁrst and, secondly, equation 2.2.9 is solved for the ionic contributions.
2.2.2. Optical properties of a dielectric solid
The basis for the interaction of electromagnetic waves with matter are represented by the
Maxwell equations. In insulating non-magnetic materials, the current density and the
charge density are zero, and the magnetic permeability is unity. The electric displacement
ﬁeld is ~D = εε0 ~F = ε0 ~F + ~P . For the electric ﬁeld based on the Maxwell equations, we
obtain [34],
~∇2 ~F = µ0εeε0∂
2 ~F
∂t2
, (2.2.11)
where µ0 is the vacuum permeability. The solution of this equation is a propagating wave
of an electric ﬁeld with a phase velocity
vPh = c
′ =
1√
εeε0µ0
=
c
n
, (2.2.12)
where vPh represents the speed of an electromagnetic wave in a dielectric material, n is the
index of refraction. Using c = 1√
ε0µ0
we obtain [34]
n =
√
εe. (2.2.13)
This equation connects the dielectric behavior of a material with measurable optical prop-
erties and is true as long the energy of the electromagnetic wave (photon) is not absorbed
by the dielectric.
For absorption or excitation of a dielectric and therefore the description of its frequency
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dependence, one can use a model where an electron orbits a nucleus. Classically, this can
be described by an oscillator with a damping term γ. The damping reﬂects the radiation
of energy by moving charges. For small displacements, the restoring Coulomb force is pro-
portional to the displacement x. With respect to the x direction, the diﬀerential equation
is [35],
d2x
dt2
+ γ
dx
dt
+ ω20x = −
e
m
Floc · e
iωt, (2.2.14)
with the electron mass m and the resonance frequency ω0 =
√
D/m. One solution is
x = x0 · e
iωt, where ω is the angular frequency and the frequency dependent response
x0(ω) is,
x0(ω) = − e
m
·
Floc
ω20 − ω2 − iγω
. (2.2.15)
Based on equation 2.2.1, the polarization is ~p = α~Floc = −e · ~x, leading to the complex
electronic polarizability:
αel(ω) =
e2
m
·
1
ω20 − ω2 − iγω
. (2.2.16)
The complex polarizability and the Clausius Mossotti relation (eq. 2.2.5) deliver the com-
plex dielectric function:
εe(ω) = 1 +
Ne2
ε0m
·
1
ω20 − ω2 − iγω −Ne2/(3ε0m)
. (2.2.17)
Due to the approximations in the derivation for the Clausius Mossotti relation, the complex
dielectric function is also only valid for amorphous solids or cubic crystals. For ionic
crystals, by considering the change of the internal electric ﬁeld distribution, the complex
dielectric function also contains a contribution in the infrared regime [35]. Both, the ionic
and electronic part of a complex dielectric function are shown in Figure 2.2.2. Using
equation 2.2.13 (n =
√
εe) and the complex refractive index n = n
′ − iκ, the following
relations are obtained:
ε′e = n
′2 − κ2, (2.2.18)
ε′′e = 2n
′κ, (2.2.19)
where κ reﬂects the extinction coeﬃcient.
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Figure 2.2.2.: Sketch of a complex dielectric function of a material with ionic and
electronic contributions, where the upper curve (blue) reﬂects the real
part, and the curve at the bottom (red) shows the imaginary part.
2.2.3. Macroscopic photon refraction and reﬂection
An interface between two isotropic materials reﬂects or refracts electromagnetic waves.
The relation between the angles of incident, transmitted and reﬂected light depends on
the phase velocities of the material and is described by Snell's law:
sin(α)
sin(β)
=
c1
c2
=
n2
n1
, (2.2.20)
where c1 = c/n1 and c2 = c/n2 refer to the phase velocity of the speciﬁc material. Figure
2.2.3 shows a sketch of the light propagation. The reﬂected or transmitted part of the light
can be described by Fresnel's equations. These relations, shown in equations 2.2.21-2.2.24,
give information about the polarization of the transmitted, and reﬂected light dependent
on the polarization of the incident plane wave. For an s-polarized incident light wave
(called TE mode = transverse electric mode), the fraction of reﬂected light is given by the
reﬂection coeﬃcient rs and the fraction of the transmitted light is given by the transmission
coeﬃcient ts:
rs =
Ars
Ais
=
n1 cos(α)− n2 cos(β)
n1 cos(α) + n2 cos(β)
= −sin(α− β)
sin(α + β)
(2.2.21)
ts =
Ats
Ais
=
2n1 cos(α)
n1 cos(α) + n2 cos(β)
=
2 sin(β) cos(α)
sin(α + β)
(2.2.22)
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Figure 2.2.3.: Sketch for the interaction of light at the interface between two mate-
rials with an index of refraction n1 and n2. Incident, reﬂected, and
refracted (or transmitted) light wave consist of a parallel (p) and and
perpendicular (s) polarization of the light with respect to the plane of
incidence. Each component of perpendicular or parallel polarized light
has an amplitude A with corresponding indices.
Similarly, for a p-polarized incident light wave (called TM mode = transverse magnetic
mode), the fraction of reﬂection is given by the reﬂection coeﬃcient rp and the fraction of
the transmitted light is given by the transmission coeﬃcient tp:
rp =
Arp
Aip
=
n1 cos(β)− n2 cos(α)
n1 cos(β) + n2 cos(α)
=
tan(α− β)
tan(α + β)
(2.2.23)
tp =
Atp
Aip
=
2n1 cos(α)
n2 cos(α) + n1 cos(β)
=
2 sin(β) cos(α)
sin(α + β) cos(α− β) (2.2.24)
From the Poynting vector, which represents the energy ﬂux density, the light intensity
of the incident light in a transparent material with a real refractive index is given by
Ii = ε0ε1c1A
2
i . The ability of reﬂection and transmission is deﬁned by the fraction of their
intensities [34]:
R =
Ir
Ii
=
A2r
A2i
T =
It cos(β)
Ii cos(α)
=
n2 cos(β)
n1 cos(α)
A2t
A2i
(2.2.25)
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2.3. Physics of photovoltaic devices
Photocurrent production upon illumination involves photon absorption, charge generation,
and the transport of the charges to the electrodes. In this section, we highlight each step
and discuss the diﬀerence between organic and inorganic materials.
2.3.1. Photon absorption
The Beer-Lambert law (see equation 2.3.1) deﬁnes the relation between the number of ab-
sorbed photons and the molar absorption coeﬃcient or also called the extinction coeﬃcient
κ for thick absorbing ﬁlms where interference eﬀects can be neglected. The transmitted
light intensity I can be calculated by:
I = I0 · 10
−κρMd (2.3.1)
Once we know κ exactly, we can calculate the number of absorbed photons in a material,
provided we know the incoming light intensity I0, the thickness of the ﬁlm d, and the
density of the material ρM. Using time-dependent perturbation theory, the transition
probability w is proportional to the square of the transition dipole moment of the atom or
the molecule [15]:
w ∝ |µfi|2, (2.3.2)
From equations 2.2.18 and 2.2.19, we know the relation between the extinction coeﬃcient
κ and the complex dielectric function εe. By assuming a ﬁnite damping rate, the complex
dielectric function (see equation 2.2.17) can also be related to the molecular transition
dipole moment µfi [36],
εe(ω) = 1 + χ(ω) +
2N
3ε0~V
µ2fi
(
1
ω0 − ω − iγ +
1
ω0 + ω + iγ
)
, (2.3.3)
where χ(ω) covers energetically higher lying transitions, N
V
is the number of molecules per
volume, the factor 2 accounts for spin degeneracy, whereas the factor 1
3
is valid for isotropic
materials2. The term in the bracket represents a Lorentz-oscillator for one electronic
transition. In order to absorb light, a molecule must contain a temporary oscillating
2The factor would be 12 for in-plane transitions with arbitrary azimuthal orientation of the transition
dipoles
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dipole, oscillating at the same frequency ν as the incoming photon. The transition dipole
moment is given by the following integral over the whole space V :
µfi = e
∫
ψf rˆψidV, (2.3.4)
with the initial state of the molecule ψi, the ﬁnal state of molecule ψf and the operator
of the electrical dipole moment erˆ. Within the Born Oppenheimer approximation and the
Franck-Condon principle, the transition dipole moment is [15],
µfi = µεf ,εi ·S(νf ,νi), (2.3.5)
where µεf ,εi is the electrical transition dipole moment, forming a new distribution of the
electrons, dependent on the initial and ﬁnal states, and S(νf ,νi) is the vibrational overlap
integral between the electronic states. The intensity of the transition is proportional to
µ2fi and |S(νf ,νi)|2, where the latter reﬂects the Franck-Condon factor. Therefore, similar
nuclear coordinates of the diﬀerent electronic states enhance the transition. Absorption of
a photon transforms a molecule from a usually relaxed ground to an excited state, where
ν''0
ν''1
ν''2
ν''3
ν'0
ν'1
ν'2
ν'3
Energy
nuclear coordinates
λ2
λ1
Egopt
excited state
ground state
D
Figure 2.3.1.: Energy versus nuclear coordinates diagram of ground and excited state
with vibrational contributions, describing the Franck-Condon principle,
with the reorganization energies λ, the displacement D, and the optical
gap Eopt.
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for example an electron from the HOMO is lifted to the LUMO of the speciﬁc molecule.
Since electron excitation is much faster than vibrational movements (Born Oppenheimer
approximation), an excitation is mainly vertical (depicted in Figure 2.3.1), meaning the
nuclear coordinates are the same after absorption. Due to a redistribution of the electron
density in the excited state, the nuclei exhibit a new energetically favorable position,
leading to diﬀerent coordinates of the nuclei depicted with D in Figure 2.3.1. The energetic
diﬀerence of this relaxation in the excited states is denoted with λ2, the reorganization
energy. As shown in Figure 2.3.1, for emission the same holds true. The sum of the two
reorganization energies λ1 and λ2 reﬂects the diﬀerence between the absorption and the
emission energy, and is also called the Stokes shift. The optical gap is deﬁned by the
energetic diﬀerence between the relaxed ground and the relaxed excited state, denoted in
Figure 2.3.1 with Egopt . It represents the minimum energy needed to excite the speciﬁc
molecule optically.
For the determination of µfi from measurements, the imaginary part of εe is relevant. The
vibrational contribution can be added by a superposition of Gaussian functions,
Im(εe(ω)) =
2
3ε0~V
µ2fi
(
pi
∑
n
e(−S)
Sn
n!
1√
piσn
e
− (E−E0n)2
2σ2n
)
, (2.3.6)
with the Huang-Rhys factor S and the vibrational energy oﬀset E0n. The prefactor is
identical to equation 2.3.3, whereas the term in the bracket reﬂects a sum of Gaussian
functions weighted by a Poisson distribution. The factor pi normalizes the right term in
the brackets to the total integral of pi, representing the same area below the imaginary
part of the Lorentz curve from equation 2.3.3.
Compared to inorganic photovoltaic semiconductor materials, organic materials exhibit
a high absorption coeﬃcient, allowing OPV devices with a thickness of around 100 nm,
whereas inorganic devices exhibit thicknesses from 10 µm to more than 100 µm.
2.3.2. Charge generation
In a semiconductor, the absorption of a photon leads to the creation of an exciton. Depend-
ing on the material, the exciton tends to recombine thermally or radiatively or dissociates
into free charges. In inorganic materials Wannier excitons are formed, while in organic
materials Frenkel excitons are mainly created upon illumination. As shown in Figure
2.3.2, they diﬀer with respect to their equilibrium distance between electron and hole. A
Wannier-Mott exciton radius is much larger than the lattice distance, whereas the Frenkel
exciton is localized on the same molecule and is therefore much smaller compared to the
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Wannier exciton. Besides the Frenkel excitons, organic materials can also exhibit charge
transfer (CT) excitons, where the electron and the hole are localized on adjacent molecules,
still bound by the Coulomb force. An important physical parameter to characterize an
Figure 2.3.2.: (a) Sketch for CT and Frenkel exciton, which are located on adjacent
molecules or on the same molecule, respectively. (b) The Wannier exci-
ton expands over several atoms.
exciton is the exciton binding energy. The exciton binding energy represents the energy
needed to separate the bound exciton into free charges, and is therefore the diﬀerence
between the optical gap and the conduction level shown in Figure 2.1.1.
Wannier-Mott exciton
A Wannier-Mott exciton can be described by a modiﬁed hydrogen atom, introduced in
the last section with equation 2.1.3 and 2.1.4. We only have to add the screening of the
material, i.e. the dielectric constant εs, and the the reduced mass µ = mcmvmc+mv , where mc
and mv are the eﬀective masses of the electron in the conduction and the valence band,
respectively, leading to equation:
EB = − µe
4
32pi2εs2ε02~2
= − µ
meεs2
·ER, (2.3.7)
with the Rydberg energy ER (≈ 13.61 eV). Comparing the calculation of the binding energy
in hydrogen and in an exciton gives the relation between the Bohr radius (a0 ≈ 0.053 nm)
and the exciton radius aE:
aE = a0
meεr
µ
. (2.3.8)
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Combining equations 2.3.7 and 2.3.8, EB and aE can be related to each other by the
dielectric constant:
EB = −ERa0
aEεr
. (2.3.9)
Typical values for EB are 14.7 meV for silicon or 3.6 meV for gallium arsenide, with exciton
sizes aE of 42 Å and 155 Å, respectively [37].
Frenkel exciton
A Frenkel exciton is a strongly bound electron hole pair on the same molecule. The exciton
radius is smaller compared to inorganic semiconductor and is usually limited by the size
of the conjugated system [38]. The energy needed to split up the exciton (about 0.5 eV) is
much higher compared to the thermal energy of 25 meV. A Frenkel exciton is basically a
photo-excited molecule and has therefore an excited electronic conﬁguration called S1. A
molecule can also absorb a photon by occupying higher lying states, which usually relax
quite fast (<300 fs for poly(p-phenylenevinylene) [39]) back to the S1 state.
For the analysis of the exciton size by means of simulations, the one particle transition
density matrix (1TDM) gives information about the shape of the electron density during
excitation, and thus information about CT transitions, localized or delocalized excitons
and the visualization of the excitonic spatial properties of the particle (excess electron)
and hole densities [4043]. The 1TDM is connected to the ground and excited state wave
function by equation 2.3.10, and can be constructed by the TD-DFT response vectors from
TD-DFT calculations:
γS0,S1(~r, ~r′) = n
∫
ψS0(~r, ~r2, ..., ~rn)ψS1(~r′, ~r2, ..., ~rn)d~r2...d ~rn, (2.3.10)
where the integration runs over all coordinates, except for the ﬁrst one [40]. In order to
represent the transition orbitals involved in a more compact way, the natural transition
orbitals (NTOs) are introduced [44]. They can be generated from the 1TDM [45], resulting
in a hole and a particle (excess electron) NTO. The summations over the square 1TDM
elements gives the charge transfer numbers ΩMN . They represent the probability of ﬁnding
a hole simultaneously on atom M (ground state) while the electron is on atom N (excited
state). However, due to the ﬁnite electronic overlap between atomic orbitals on adjacent
sites, a non-orthogonality correction for the atomic orbitals needs to be made, leading to
equation [44,46]:
ΩMN =
1
2
∑
µ∈M
∑
ν∈N
[(DS)µν(SD)µν +Dµν(SDS)µν ] . (2.3.11)
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The summation goes over the basis functions located on atoms M and N . S is the overlap
matrix between the basis functions and D is the 1TDM [40]. In a somewhat simpliﬁed
formalism the exciton size is deﬁned by
dexc =
√
1
Ω
∑
M,N
ΩMNd2MN (2.3.12)
where Ω is the sum over all ΩMN and dMN is the distance between atom M and N [47].
For the analysis of the Coulomb binding energy EC between the particle and the hole, we
add the screening of the material by the isotropic dielectric constant εs.
EC =
∫ ∫
e2|ψhole(~r1)|2|ψelectron(~r2)|2
4piε0εs|~r1 − ~r2| d
3~r1d
3~r2 (2.3.13)
For anisotropic systems, εs becomes a tensor εik. The ﬁeld of a point charge in homogeneous
anisotropic media is [48]:
F =
e
4piε0
√
det|ε|∑ik(ε−1)ikxixk , (2.3.14)
where det|ε| is the determinant of the dielectric tensor. Combining equations 2.3.13 and
2.3.14 leads to the Coulomb binding energy for anisotropic systems.
EC =
e2
4piε0
√
det|ε|
∫ ∫ |ψhole(~r1)|2|ψelectron(~r2)|2√∑
ik(~r1 − ~r2)i (ε−1)ik (~r1 − ~r2)k
d3~r1d
3~r2 (2.3.15)
If the tensor is diagonal and by using the particle density (excess electron) ρe = |ψelectron(~r2)|2
and the hole density ρh = |ψhole(~r1)|2, equation 2.3.15 turns into:
EC =
e2
4piε0
√|εik|
∫ ∫
ρh(~r1)ρe(~r2)√
∆r212x
εxx
+
∆r212y
εyy
+
∆r212z
εzz
d3~r1d
3~r2 (2.3.16)
In order to get the exciton binding energy EB of a Frenkel exciton, the kinetic term of
the hole and the electron (see hydrogen Hamiltonian in eq. 2.1.2) must be added to the
Coulomb potential EC, leading to a lower EB, compared to EC. According to the Virial
theorem for potentials scaling as 1
r
, the exciton binding energy EB would be the half of the
Coulomb binding energy EC [49].
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CT exciton
A Frenkel exciton can also be the converted into a CT exciton. For the creation of a CT
state, either the hole or the electron from the on-chain singlet exciton transfers to an adja-
cent molecule, where the occupied molecule can either be structurally the same molecule
or a diﬀerent one. In organic solar cells, the absorber material consists of a donor-acceptor
blend depicted in Figure 2.3.3(a) by the brown and black area, respectively. For a photon
absorbed in the donor material (step a in Figure 2.3.3), a Frenkel exciton is created and
the donor molecule is in an excited state D∗. The Frenkel exciton has a diﬀusion length
of about 3-17 nm, dependent on the organic material [50, 51]. If the exciton reaches the
donor acceptor interface within its lifetime, the exciton transfers the electron to the LUMO
of the acceptor and a CT exciton is created (step c in Figure 2.3.3(a)). If the donor or
the acceptor material exhibits features larger then the exciton diﬀusion length, the exci-
ton recombines and is lost for energy conversion (step b). The probability of the electron
b.
c.
a.
e.
e.
(a) (b)
donor
acceptor
ground state
Eopt EgeffECT
Separation distance
CSCTD*
a. b.
c.
d.
e.
f.
g.
Figure 2.3.3.: (a) Sketch of donor-acceptor phases as used in OPV devices. (b) Rele-
vant energy states at the donor acceptor interface, i.e. the excited donor
state D∗, the charge transfer state CT, and the charge separated state
CS. The physical processes from the ground state to CS are: a. ab-
sorption, b. Exciton diﬀusion and recombination, c. Exciton diﬀusion
and dissociation at the donor acceptor interface, and e. and f . charge
separation. (b) is inspired by [52].
transfer can be controlled by the energy diﬀerence between the optical gap of the donor
and the CT state energy between donor and acceptor, shown in Figure 2.3.3(b). An energy
of no more than 0.1 eV is needed to transform the strongly bound Frenkel exciton into a
more loosely bound CT exciton [53]. The CT state exhibits a lifetime of several ns [54],
leading to several attempts to escape from its Coulomb attraction in order to create free
charges (see step e in Figure 2.3.3), i.e. a charge separated state (CS). The CT state (or
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CT exciton) can also recombine, denoted by step d in Figure 2.3.3(b). In principle, it is
also possible to bypass the CT state by a hot exciton (see step f in Figure 2.3.3(b)), uti-
lizing the vibrational excess energy to split the Frenkel exciton directly into free charges.
It remains a question whether this pathway is important in real devices.
CT states can also be excited optically, although their oscillator strength (10−4 - 10−2)
is usually about two orders of magnitudes lower compared to the on-chain singlet excita-
tions [24]. The lifetime of a CT state is about two order of magnitude higher compared
to on-chain singlet exciton lifetimes (ranging from 0.4 to 30 ps for polydiacetylene [55] to
≈ 400 ps for poly(3-hexylthiophene) [50]). The Coulomb binding energy of the CT exciton
can be calculated with the same equation as used for Frenkel excitons (eq. 2.3.15).
Recombination
Between exciton formation and charge carrier extraction, the generated charges can re-
combine and contribute to the energy loss of a photovoltaic device. In organic solar cells,
one can distinguish between geminate and non-geminate recombination. Geminate recom-
bination occurs when charges recombine, originating from the same photon absorbed, i.e.
a recombination of donor-, acceptor- or CT exciton (step b and d in Figure 2.3.3(b)). In
contrast, non-geminate recombination describes the recombination of free charge carriers
(step g in Figure 2.3.3(b)). Free carriers can recombine by meeting each other, which is
called direct or bimolecular recombination. For Shockley-Read-Hall (SRH) recombination,
a hole or an electron is caught by a trap, waiting for its counterpart before recombining
with it. The quantitative description of the diﬀerent mechanisms is still under debate
and depends on the material system used. In small molecule OPV devices with a zinc-
phthalocyanine:C60 blend, the geminate recombination is negligible, whereas at a light
intensity of about one sun SRH and direct recombination contribute about 50% each [56].
The recombination process can either be radiative or non-radiative. For a non-radiative
conversion, the energy of the recombining charges is transferred into vibrational energy.
Usually, trap assisted (SRH) recombination is a non-radiative recombination mechanism.
2.3.3. Charge transport
For a solar cell, the generated positive and negative charges from the intrinsic (i) layer
must be collected at the positive and negative electrodes, respectively. In order to prevent
recombination of free charge carriers at the electrode interface, an additional hole (p)
and electron (n) selective layer is introduced in the stack, as shown in Figure 2.3.4. The
selectivity for holes is achieved by an alignment of the IPs between the intrinsic and the
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p-layer, whereas the n-side needs an alignment of the EAs between the intrinsic and the
n-layers. Both selective layers exhibit a large gap in order to reduce parasitic absorption.
Since the main function of the selective layer is the transport of electrons or holes to the
Evac
p i n
IP EA
Egeff
-
+
positive
electrode
negative
electrode
WnWp
Figure 2.3.4.: Simpliﬁed solar cell stack with the positive and negative electrode, the
hole (p) and electron (n) selective layers and the intrinsic (i) charge gen-
eration layer with its eﬀective gap Egeff . The work function is denoted
with Wp and Wn for the positive and negative electrode, respectively.
speciﬁc electrode, they are called hole transport layer (HTL) and electrode transport layer
(ETL). For organic solar cells, oxides and organic materials are used for ETLs and HTLs,
e.g. thin molybdenum oxide layers are used as an HTL and titanium oxide or zinc oxide
layers can be used as ETLs [5, 57]. Since the conductivity of oxides and neat organic
materials is low, the layers used must be very thin (5-30 nm). In this work, we use doped
organic layers. With doped layers, the thickness of the ETL and HTL can by varied in
order to center the maximum of the light intensity in the intrinsic (absorber) layer, which
improves the JSC and the PCE.
Fermi level
The Fermi level EF is a thermodynamical quantity, deﬁning the energy level for an occu-
pation probability of an electron of 50%. Finding the Fermi level for doped or illuminated
semiconductors leads to the question, which states of a given system are occupied. The
density of occupied states ne in the conduction band is given by the integral over all states
in the conduction band multiplied by the probability of their occupation f(E).
ne =
∫ ∞
EC
DOS(E)f(E)dE (2.3.17)
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The DOS(E) was introduced in Section 2.1.5. The probability of occupation f(E) can be
described by the Fermi-Dirac distribution function [58]:
f(E) =
1
1 + e
E−EF
kBT
. (2.3.18)
In a neat semiconductor without illumination, the number of occupied states in the conduc-
tion band equals the unoccupied states (holes) in the valence band. Hence, the Fermi level
is in the middle of the gap. By introducing dopants (or traps) into the pure semiconductor,
the equality is disturbed, leading to a shift of the Fermi level towards to conduction band
for n-doping, while p-doping causes the Fermi level to shift closer to the valence band. By
absorption of a photon, a hole in the valence band and an electron in the conduction band
are created. Both, excess of electrons and holes would lead to a Fermi level shift towards
the respective band. In order to describe illuminated semiconductors with the concept
above, quasi-Fermi levels for both, hole and electron density are created. Thus, in order to
know the hole and electron density of the valence and the conduction band, respectively,
we have to solve equation 2.3.17 twice, since we now have a Fermi-Dirac distribution for
the electrons in the conduction band and for the electrons in the valence band.
Basics of electrical transport
In solids the transport of charges can be described by a drift and a diﬀusion current.
Drift current is driven by an electric ﬁeld, where the mean velocity of the charges υ is
proportional to the electric ﬁeld F . Using the charge carrier mobility µ as a proportionality
constant, we obtain υ¯ = µF . The electrical current density jdrift is deﬁned by the product
of the elementary charge e, the charge carrier density n, and the mean velocity, leading to
the microscopic ohmic law with the conductivity σ.
jdrift = e(nµnF + nµpF ) = σF (2.3.19)
Since, in this section, we treat isotropic materials only, the correct description in vectors
and tensors is leaved out. In a working solar cell, i.e. without an applied external voltage,
the charges are not driven only by an electric ﬁeld, but also by diﬀusion [59]. According
to Fick's law, a gradient of a concentration of particles leads to a net current towards the
lower concentration:
jdiffn = −(−e)D∇n, jdiffp = −(+e)D∇p, (2.3.20)
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with the diﬀusion constant D, the elementary charge e, and partial derivative of the charge
carrier density n or p for electrons and holes, respectively. With thermodynamical consid-
erations and the Einstein relation De,h
µe,h
= kBT
e
, we obtain the diﬀusion current dependent
on the mobility µ for electrons and holes:
jdiff = nµn∇ξn − pµp∇ξp, (2.3.21)
with ξn and ξp being the electrochemical potential for electrons and holes, respectively.
In a semiconductor, the electrochemical potential of electrons and holes is equal to the
quasi-Fermi levels for electrons EF,C and holes EF,V discussed in last section.
Both drift and diﬀusion current depend on the charge carrier mobility. The mobility of
organic materials will be discussed below.
Energy diagram and charge density distribution of pin devices
Embedding the intrinsic semiconductor in a sandwich conﬁguration between a p-doped and
n-doped layer (pin device) leads to a diﬀusion of holes from the p-layer and electrons from
the n-layer into the intrinsic device (see Figure 2.3.5(a)(bottom)), establishing the built-in
electric ﬁeld which causes a drift current. In equilibrium, diﬀusion and drift current cancel
each other, leading to the sketched energy diagram in Figure 2.3.5(a)(top) with a constant
Fermi level (dashed line). As discussed, illumination of the intrinsic layer splits the Fermi
level into two quasi-Fermi levels shown in Figure 2.3.5(b) and (c). Figure (b) depicts
short-circuit current conditions, hence, the Fermi energies of the p- and n-layer coincide.
Due to the illumination, the injected charges from the p- and n-layer are superimposed
by the photo-generated charges, leading to a broader region of equal charge densities for
holes and electrons in the middle of the intrinsic layer. In open circuit condition no
current ﬂows, hence, the rate of photogeneration equals the rate of recombination. The
higher recombination rate of photo-generated charges leads to hole and electron density
distributions (see Figure 2.3.5(c)) towards the equilibrium case, whereas the quasi-Fermi
levels are constant over the device. The diﬀerence of the quasi-Fermi levels represents the
open circuit voltage (VOC).
Charge carrier mobility
The charge carrier mobility describes an important physical property for photovoltaic
devices. In a solar cell with a relatively high mobility, the charge carriers can be extracted
at the electrodes without recombination. However, in intrinsic materials with low mobility,
the photo-generated charges might recombine and will therefore not contribute to the
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Figure 2.3.5.: Example for an energy diagram with Fermi level or quasi-Fermi levels
and corresponding charge carrier density of holes and electrons for a pin
device. (a) Equilibrium without illumination. (b) With illumination in
short-circuit current conditions. (c) With illumination in open-circuit
conditions. Inspired by ref. [60].
external current, leading to a lower PCE.
As mentioned, the mobility µ is deﬁned to be the proportionality constant between the
mean charge carrier velocity v and the applied electric ﬁeld F . In inorganic semiconductors
and thus by using a band picture, the electrons in the conduction band or the holes in the
valence band can be described by:
µ =
eτ¯
m∗
, (2.3.22)
with the charge e, the average scattering time τ¯ , and the eﬀective massm∗, which is deﬁned
by the curvature of the energy band as a function of the wavevector k (m∗ = ~2/d2E
dk2
). Hence
a smaller radius in the curvature of the energy band diagram leads to a lower eﬀective mass
and a higher mobility.
In organic semiconductors for OPV applications, the charges contributing to electrical
transport represent wave functions localized on the pi-system of the molecules. In order to
contribute to the current, the charges hop from one pi-system (i) to another (j), as sketched
in Figure 2.3.6. In small molecules, the two pi-systems involved (also called sites) are on
diﬀerent molecules, whereas in polymers additionally a hopping along the chain is also
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Figure 2.3.6.: (a) Sketch of the electron and hole conduction in an organic semicon-
ductor in an electric ﬁeld F. The spatial distances between the sites are
distributed around a mean distance R0. (b) Gaussian distribution of
the available DOS and the electron (hole) distribution in the unoccu-
pied (occupied) states.
possible, since the pi-system can be interrupted, due to a twisted polymer backbone. The
hopping rate from the molecule i to j can be described by the Marcus theory [61],
νMa ij =
I2ij
~
√
pi
λkBT
exp
(
−(∆G+ λ)
2
4λkBT
)
, (2.3.23)
where Iij is the wave function overlap of the states involved and ∆G is the free energy,
reﬂecting the energy diﬀerence between the initial and the ﬁnal state. Similar to the Franck
Condon principle during excitation shown in Figure 2.3.1, the reorganization energy used
in equation 2.3.23 reﬂects the relaxation energy of the molecules involved upon charge
transition. The Marcus theory considers polaron eﬀects. However, in disordered organic
materials it is assumed that polaron eﬀects do have a minor inﬂuence on the hopping rate
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compared to the inﬂuence of disorder. Neglecting polaron eﬀects leads to the hopping rate
described by the Miller-Abrahams equation [62]:
νMi ij = ν0 exp (−2γ∆Rij)
exp
(
−Ej−Ei−eF (xj−xi)
kBT
)
if Ej > Ei
1 if Ej < Ei.
(2.3.24)
The prefactor ν0 describes the attempt to escape frequency. The ﬁrst exponential term
considers the wave function overlap between the initial (i) and the ﬁnal (j) state of the
HOMO (LUMO) for hole (electron) conduction, it decays for larger separation distances
with the constant γ. The overlap of the two wave functions exhibits a statistical distri-
bution around the spatial mean distance between the sites involved ∆Rij. As denoted
in Figure 2.3.6(a), in a disordered system ∆Rij can be approximated by a Gaussian dis-
tribution around R0. The last term is unity for transitions towards lower energies and
exhibits an exponential Arrhenius term with the energy diﬀerence between the initial and
ﬁnal state (Ej −Ei) and the electric ﬁeld dependence (eF (xj −xi)). Thus, for a hop to an
energetically higher lying state, Ej −Ei− eF (xj −xi) reﬂects the activation energy, which
is a function of the electric ﬁeld.
Due to disorder the HOMO and LUMO energies smear out and can be described by a
Gaussian DOS, as shown in Figure 2.3.6(b). Based on Monte Carlo simulations, taking
into account a Gaussian DOS, a temperature dependence of the mobility, and the Miller-
Abraham hopping rate (eq. 2.3.24), Bässler developed a model to describe the charge
carrier mobility for disordered organic materials, the Gaussian disorder model (GDM).
µ(σ,Σ, F, T ) = µ0

exp
[
−
(
2σ
3kBT
)2
+ C
((
σ
kBT
)2
− 2.25
)√
F
]
if Σ < 1.5
exp
[
−
(
2σ
3kBT
)2
+ C
((
σ
kBT
)2
− Σ2
)√
F
]
if Σ ≥ 1.5,
(2.3.25)
where µ0 is a hypothetical zero-ﬁeld mobility for organic materials without disorder. The
exponential term is divided into two cases with diﬀerent spatial distributions Σ. C = 2.9
· 10−4
√
cm/V is an empirical constant, and σ is the standard deviation of a Gaussian
reﬂecting the energetic disorder, as shown in Figure 2.3.6. This equation delivers the ex-
perimentally observed Poole-Frenkel behavior (µ ∝ exp(β√F )). However, the GDM is
based on a single charge, whereas experiments show a higher mobility for higher charge
carrier densities [63]. This can be understood by ﬁlling up the DOS up to a level with
spatially and energetically more states, which lowers the mean distance between the sites
involved and therefore increases the wave function overlap, which leads to an enhanced
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mobility. Pasveer extended the GDM with a charge carrier density dependence, leading to
the extended Gaussian disorder model (EGDM) [64].
In a material with traps, the free charge carriers ﬁrst ﬁll up the traps, which lowers (in-
creases) the energy of the electron (hole) distribution and therefore increases the mean
distances between sites involved. This and the needed activation energy to release the
carrier from the trap can also lower the charge carrier mobility.
Summarizing, in disordered organic materials the mobility increases with increasing tem-
perature due to an enhanced hopping rate, exhibits a Poole-Frenkel dependence on the
electric ﬁeld, and increases with a higher charge carrier density.
Doping of disordered organic materials
Increasing the charge carrier density does not only increase the mobility, but also the con-
ductivity (see eq. 2.3.19). Thus, for a better transport in organic semiconductors, doping
is crucial. As in inorganic materials, doping occurs by adding an electron to the LUMO
LUMO
HOMO
p-type doping n-type doping
Figure 2.3.7.: Schematics for n- and p-type doping of organic semiconductors by molec-
ular dopants. Electron aﬃnities are represented by blue bars and ion-
ization potentials are drawn in black. Inspired by [65].
(conduction band) or by adding a hole to the HOMO (valence band). However, for organic
molecules the dopants are not single atoms, but single molecules with appropriate energy
levels, see sketch in Figure 2.3.7. Thus, p-type doping requires a molecule with an electron
aﬃnity at or lower than the ionization potential of the matrix molecules. Vice versa, for n-
type doping the ionization potential of the dopant should be close to the electron aﬃnity of
the matrix molecules. As an example, by using the matrix zinc phthalocyanine (ZnPc) and
an increasing doping concentration of 2,3,5,6-tetraﬂuoro-7,7,8,8-tetracyanoquinodimethane
(F4-TCNQ) from 0.3 % to 10 wt% improves the conductivity from 10−4 S/cm to about
10−2 S/cm [65]. The dopants and matrix molecules used in this thesis are introduced in
Section 3.
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Chapter 3
Experimental and computational details
In the ﬁrst part of this chapter, the characterization methods, comprising optical mea-
surements, the determinations of the energy levels, and structural analysis methods for
the materials used are discussed. Then, the materials are introduced, whereas the varying
materials are discussed according to their function in the corresponding chapters. Fur-
ther, diﬀerent solar cell characterization methods are introduced, allowing to determine
the spectral and electrical behavior of OPV devices. From electrical measurements, solar
cell parameters like the eﬀective gap, the charge carrier mobility, and the trap density of
states can be extracted. Finally, we show in more details the computational environment
to carry out optical solar cell stack simulations, and the DFT and TD-DFT calculations to
obtain the polarizability volumes, the Coulomb binding energies, and the reorganization
energies.
3.1. Material characterization methods
3.1.1. Optical characterizations
Absorption, transmission, and reﬂection
For the measurement of the optical absorption of thin ﬁlms on glass, the reﬂection and
transmission are measured in a spectral range from 300 nm to 1000 nm. Subtracting
reﬂection and transmission from unity gives the absorption. For reﬂection and transmission
measurements, a two-beam spectrometer UV 3100 from Shimadzu Corporation is used.
Optionally, the direct or total reﬂection (or transmission) can be measured, where for the
measurements of the total reﬂection, an integrating sphere is used, allowing to detect also
the scattered light. However, due to a higher resolution and a lower fraction of scattered
light, transmission measurements are performed in the direct conﬁguration. In contrast,
for the reﬂection measurements the integrating sphere is needed in all cases and, thus, we
always detect the direct and diﬀuse part of the reﬂected light. We assume an error of 1 %
for transmission and 5 % for reﬂection measurements.
This setup is not only used to measure the absorption of pure or blended absorber layers,
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but also to measure reﬂection and transmission on diﬀerent ﬁlm thicknesses in order to
obtain the index of refraction (n) and the extinction coeﬃcient (κ) (see Section 3.5.1).
Ellipsometry
Ellipsometry is an optical characterization method to determine the n and κ values of
anisotropic materials, the ﬁlm thickness, surface roughness, and the direction of the mean
transition dipole moment. In this work, ellipsometry measurements in the infrared and
visible spectral range are performed.
As introduced in the theoretical part in Section 2.2.3, rp and rs describe the ratio of the
amplitudes of the reﬂected and incident light wave on a ﬂat interface of two materials with
diﬀerent optical constants for p- and s-polarization, respectively. Typically, the interface
is created between the material under investigation and air.
ρ =
rp
rs
= tan(Ψ)ei∆p−∆s = tan(Ψ)ei∆ (3.1.1)
According to equation 3.1.1, ellipsometry uses a model to ﬁt the phase diﬀerence ∆ and
the absolute value of the amplitude ratio tan(Ψ) to the measured data. For a higher
precision of the obtained data, diﬀerent angles of the incident light beam with respect
to the substrate are ﬁtted with the model used. This technique is called variable-angle
spectroscopic ellipsometry (VASE) and has been applied successfully to organic thin ﬁlms
[66, 67]. For modeling a dielectric function ε or the frequency dependent n and κ values,
diﬀerent equations are applied, depending on the spectral range of the absorption of the
material under investigation. In a transparent region of a material, the Cauchy equation
(3.1.2) can be used
n(λ) = A+
B
λ2
+
C
λ4
, (3.1.2)
where A, B, and C are ﬁtting parameters. For optical transitions (non transparent spectral
range), a harmonic, Gaussian, or Lorentz oscillator reproduces the behavior of a dielectric
function (a sketch is shown in Figure 2.2.2). The Lorentz oscillator can be described by
ε = ε1,offset +
AEc
E2c − E2 − iBE
, (3.1.3)
where ε1,offset represents an absorption outside of the measured spectral range, A is the
amplitude, B a broadening factor, Ec the center energy of the transition. Usually, the
oscillator represents the imaginary part of the dielectric function, whereas Kramers-Kronig
consistency gives the behavior of the real part.
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In this work, the UV/VIS ellipsometry investigations in a spectral range of 250 nm -
1600 nm are performed by Eva Bittrich using a spectroscopic ellipsometer (M2000 UI,
J.A. Woollam Co., Inc.) at the Leibniz-Institut für Polymerforschung Dresden, Germany.
The IR ellipsometric measurements were performed between 400 cm−1 and 2000 cm−1 with
a custom-built photometric rotating polarizer ellipsometer [6870], externally attached to a
BRUKER 55 Fourier transform spectrometer from Karsten Hinrichs at the Leibniz-Institut
für Analytische Wissenschaften - ISAS, Department Berlin, Germany.1.
This technique is used to determine the anisotropic dielectric function of spin coated ladder
polymers (see Section 5).
3.1.2. Photoluminescence
Photoluminescence measurements are carried out with a commercially available spectrom-
eter Edinburgh Instruments F900. It consists of a xenon lamp, a monochromator for the
excitation light, and a monochromator for the emitted light. In order to avoid direct
reﬂection from the sample into the detector, the sample is tilted vertically and horizon-
tally by 45°. Further, an edge ﬁlter is placed behind the sample to avoid higher harmonic
contributions from the ﬁrst monochromator.
3.1.3. Determination of energy levels
Cyclic voltametry
In cyclic voltametry (CV) the oxidation and reduction potentials can be referred to the
HOMO and LUMO energy levels of a dissolved absorber molecule (solvent is usually
dichloromethane). Thus, the obtained energy levels do not include thin ﬁlm eﬀects. To
obtain the oxidation and reduction potentials, a voltage sweep is applied between a plat-
inum working and a counter electrode. As a reference electrode a Ag/AgCl with the
ferrocene/ferrocinium (Fc/Fc+) couple as an internal redox standard is used. For more
information see ref. [8].
Ultraviolet Photoelectron Spectroscopy
By shining ultra violet (UV) light on a material, electrons are ejected due to the external
photoeﬀect. The material of interest is excited by the He-I excitation line (21.22 eV) of
a He discharge lamp. In Ultraviolet Photoelectron Spectroscopy (UPS), these electrons
1The detailed description of the UV/Vis ellipsometry setup is taken from [71]
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are captured by an analyzer, measuring their remaining kinetic energy, providing informa-
tion about the energy needed to remove an electron from the valence levels into vacuum.
Analyzing the kinetic energy distribution, a spectrum is obtained with an onset for the
electrons with almost zero kinetic energy, where the energy of the photon is almost equal
to the sum of work function and binding energy, reﬂecting the high binding energy cut
oﬀ (HBEC). In UPS, the sum of the kinetic energy, the work function, and the binding
energy equals to the energy of the photon. Thus, the binding energy represents the en-
ergy diﬀerence between the Fermi level of the corresponding energy in the DOS. For the
less bound valence electrons also an onset is present, reﬂecting the IP of the material. In
principle, the DOS for diﬀerent valence energy levels are present between these onsets.
However, towards lower kinetic energies of the ejected electrons, the measured signal is
superimposed by scattered electrons, leading to less pronounced DOS shapes compared to
the DOS of e.g. the HOMO. In order to increase the mean free path of the electrons, the
sample and the analyzer are placed in an ultra-high vacuum chamber. To avoid a charging
of the sample only thin ﬁlms (5 - 20 nm), evaporated usually on gold can be analyzed. UPS
is very surface sensitive, since only the ﬁrst view monolayers at the surface can ejected
electrons.
In this work UPS measurements are conducted at IAPP by Selina Olthof.
3.1.4. Structure analysis
In order to mechanically measure the thickness of thin ﬁlms, a Veeco Dektak 150 pro-
ﬁlometer is used. For atomic force microscopy (AFM) images, we used a Nanoscope IIIa
(Veeco Instruments) in tapping mode with an aluminum coated silicon tip (NSC15/Al BS,
Mikromasch, Estonia).
Grazing incidence X-ray diﬀraction
In grazing incidence X-ray diﬀraction (GIXRD), a small angle between the substrate and
the incident X-ray beam is adjusted to avoid a penetration of the X-ray beam into the
substrate, and therefore enables the investigation of organic thin ﬁlms deposited on the
substrate. In contrast to 2θ scans, the excitation beam angle is ﬁxed. The nuclei of
the organic thin ﬁlm diﬀract the X-ray beam according to Bragg's law, revealing lattice
parameters, whereas the width of the Bragg peak can be attributed to the degree of
crystallinity, i.e. the size of the crystallites.
The GIXRD measurements are conducted by Dr. Lutz Wilde at the Fraunhofer CNT in
Dresden on a Bruker D8 Discover diﬀractometer. An X-ray tube, operating at 40 kV and
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40 mA is used, where the Cu Kα radiation is parallelized by a 60 mm Göbel mirror. For
total external reﬂection, the angle of incidence is set to the critical angle of ω ∼ 0.2°. The
diﬀracted intensity is collected by the detector in the range between 3°- 90° where a step
size of 0.1° and 30 s sampling time per step is used. In order to separate the background
signal from the sample signal, the background is measured in the same 2θ range, but at a
angle of incidence of ω ≈ 0.1°, which is below the critical angle, leading to total external
reﬂection.
Grazing-incidence wide-angle X-ray scattering
Similar to GIXRD, in grazing-incidence wide-angle X-ray scattering (GIWAXS) the in-
cident X-ray beam is kept constant at a low angle with respect to the substrate. With
GIWAXS, not only a line scan along the meridian is performed, but also perpendicular
to the meridian, resulting in a 2D image considering not only information about the crys-
tallinity and lattice parameters, but also about the orientation of the detected crystallites
or lattice parameters. In this work, we used GIXRD to determine the lattice parameters
and gather information about the crystallinity, whereas GIWAXS is used to get comple-
mentary information about the orientation of the crystallites.
The measurements are performed using a Bruker D8 Discover diﬀractometer operating
at 1.6 kW. The diﬀractometer is equipped with a Cu Twist tube, Ni ﬁlter (λ = 1.5418
Å), point focusing PolyCap system for parallel beam generation, and a 0.3 mm pinhole
collimator for the incident beam. The sample was mounted on an Eulerian Cradle with
an automatically controlled XYZ stage. The GIWAXS patterns were recorded with a
VÅNTEC-500 area detector using a sample-to-detector distance of 155 mm and an incident
angle of 0.5°. To extract quantitative information, the intensity is integrated over arc slices
taken from the 2D GIWAXS pattern using Bruker LEPTOS software.2
This measurements are carried out by Mahmoud al Hussein at the Leibniz-Institut für
Polymerforschung Dresden (Germany).
Powder XRD
For the structural determination of organic powder, X-ray diﬀraction (XRD) pattern are
obtained by employing a 2-circle diﬀractometer (XRD 3003 T-T, Seifert-FPM) and a point
detector. A parabolic multilayer mirror is used to obtain a highly parallel beam of a
monochromatic Cu-Kα radiation (λ = 1.5418 Å).
2The detailed description of the GIWAXS equipment is taken from ref. [71]
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These measurements are performed by Mahmoud al Hussein at the Leibniz-Institut für
Polymerforschung Dresden (Germany).
Scanning electron microscopy
In scanning electron microscopy (SEM), an electron beam is focused and scanned over a
solid in vacuum. Due to the high energy of the primary electrons, secondary electrons are
ejected from the ﬁlm and detected. Due to the scanning mechanism, images of the sec-
ondary electrons can be displayed. A material contrast is detected if the materials exhibit
diﬀerent work functions, leading to brighter areas for materials with a lower work function.
However, topography also leads to brighter areas, which makes a distinct assignments to
diﬀerent materials diﬃcult. The sample under investigation should be conductive or the
insulating thin ﬁlm should be carried by a conductive substrate, e.g. a doped silicon sub-
strate.
The microscopic imaging of the structure is performed at an electron acceleration voltage
of 10 kV and a probe current of 150 pA by the SEM Zeiss Ultra55 which is equipped with
a ﬁeld emission gun. For the imaging with secondary electrons, the in-lense detector is
used where a high contrast at high lateral resolution on the sample surface can be obtained.3
SEMmeasurements are performed by Ellen Hieckmann at the Institute for Applied Physics/
Semiconductor Physics in Dresden (Germany).
3.2. Materials
3.2.1. Hole transport materials
In Chapter 4, two diﬀerent hole transport materials are used. The ﬁrst is 9,9-bis(4-(N,N -
bis-biphenyl-4-yl-amino)phenyl)-9H-ﬂuorene (BPAPF), which can be doped with NDP9, a
commercially available dopant (Novaled, Dresden, Germany). Secondly N,N '-((Diphenyl-
N,N '-bis)-9,9-dimethyl-ﬂuoren-2-yl)-benzidine (BF-DPB) is used in combination with the
dopant 2,2'- (per-ﬂuoronaph-thalene-2,6-diylidene) dimalononitrile (F6-TCNNQ). The molec-
ular structures are shown in Figure 3.2.1. BPAPF and BF-DPB have an optical gap of
2.9 eV and 3.0 eV, respectively4. Thus, both materials are highly transparent in the so-
lar spectral region. The ionization potential (IP), obtained by ultraviolet photoelectron
spectroscopy (UPS)(see Section 3.1.3) [73], is 5.6 eV for BPAPF and 5.3 eV for BF-DPB.
Measured by cyclic voltametry (CV) (see Section 3.1.3), the dopant F6-TCNNQ exhibits
3The detailed description of the SEM equipment is taken from the supporting information of ref. [72]
4Measured by André Merten at IAPP
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Figure 3.2.1.: Structure of the HTL matrix molecules BF-DPB and BPAPF, and the
p-type dopant F6-TCNNQ.
a HOMO of 7.48 eV and a LUMO of 5.37 eV [74]. BPAPF was purchased from Lumtec
(Hsin-Chu,Taiwan) and BF-DPB from Synthon (Wolfen, Germany). Both are sublimed
twice by Annette Petrich at IAPP before thin ﬁlm evaporation. F6-TCNNQ was purchased
from Novaled (Dresden, Germany).
3.2.2. Electron transport materials
In the devices in Chapter 4, C60 is used as acceptor material. Thus, we use the same ETL,
i.e. N,N -bis(ﬂuoren-2-yl)-naphthalenetetracarboxylic diimide (Bis-HFl-NTCDI) [75] doped
with tetrakis(1,3,4,6,7,8-hexahydro-2H -pyrimido(1,2-a)pyrimidinato)dichromium(II)
(Cr2(hpp)4) or tetrakis(1,3,4,6,7,8-hexahydro-2H -pyrimido(1,2-a)pyrimidinato)ditungsten
(II) (W2(hpp)4) [76]. Exchanging the two diﬀerent n-dopants used in a solar cell stack does
not signiﬁcantly alter the device performances. C60, a commonly used acceptor material,
has an optical gap of 1.7 eV. Nevertheless, relevant optical absorption takes place only
above 2.5 eV, since the lower energy transition is symmetry forbidden. The IP of C60
was determined by UPS and is 6.4 eV, whereas the EA of 4.0 eV is measured via inverse
photo-electron spectroscopy (IPES) [77].
Bis-HFl-NTCDI exhibits an optical gap of 3 eV [78]. Measured by UPS, an IP of 6.5 eV
was determined and by CV measurements, an EA of about 3.75 eV was obtained [78].
Sublimed C60 was purchased from CreaPhys (Dresden, Germany) and is used as delivered.
Bis-HFl-NTCDI was synthesized by Markus Hummert at IAPP and was sublimed twice
by Annette Petrich at IAPP. W2(hpp)4 was purchased from Novaled (Dresden, Germany)
and is used as delivered. The introduced IPs were measured at IAPP by Selina Olthof.
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Figure 3.2.2.: Structure of ETL matrix molecules Bis-HFl-NTCDI, the acceptor Cr60,
and the two n-type dopants W2(hpp)4 and C2(hpp)4.
3.3. Sample preparation
Device geometry
A solar cell stack used in this thesis consists of two electrodes, the doped hole and electron
transport materials and the intrinsic absorber layer. These layers exhibit a geometry to
prevent shorts. From a top view, the metal contacts cross each other, where the intersection
deﬁnes the active area of the solar cell of 6.44 mm2 as denoted in Figure 3.3.1(a). Thus,
on each substrate four devices are present, which usually are identical and serve as a test
of the consistency of measurements made. For electrical measurements, the device can
be contacted outside of the encapsulation, see Figure 3.3.1(a). The devices in this thesis
area=6.44 mm2
25 mm
25 mm
(a) (b)
glass subtrate
n-type layer
intrinsic layer
p-type layer
aluminum contact
encapsulation
ITO contact
getter
Figure 3.3.1.: (a) Device geometry of a sample produced with the Lesker vacuum
deposition system. For better transparency, the getter material is not
shown. (b) Intersection of the device with a zoom into the solar cell
stack. For more information see text.
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exhibit an aluminum top contact. Therefore, the devices are illuminated from to bottom
through the glass substrate.
Used substrates and cleaning procedure
In this work, glass substrates with prestructured indium tin oxide (ITO) (Thin Film De-
vices, USA) for photovoltaic devices are used. For optical and GIXRD measurements, we
use Alkaline Earth Boro-Aluminosilicate glass substrates (Corning) and for NIR-ellipsometry
and SEM investigations, p-doped silicon substrates with a native oxide are used (sim chem,
Germany). After dry-blowing of the substrates with nitrogen in order to remove residual
dust particles and glass splinters, they are cleaned mechanically by a cotton tissue with
acetone and ethanol. Then, the remaining photoresist of the structured substrates is re-
moved by N -Methyl-2-pyrrolidon (NMP) in an ultrasonic bath for 15 min. After rinsing
the substrate in deionized water, an ultrasonic bath in deionized water and ethanol for
10 and 15 min is applied, respectively. The substrates are then rinsed automatically in
deionized water and dried with a nitrogen ﬂow.
Spin coating
Spin coating involves dropping an organic solution onto a substrate, which is then spun at
a certain speed. Typically, during spinning the solvent evaporates, leaving the molecules
of interest on the substrate, which usually gives a homogeneous ﬁlm. A higher rotational
speed results in a lower ﬁlm thickness. We use a spincoater Delta 10 from BLE laboratory
Equipment GmbH.
Vacuum deposition
Here, a material is evaporated in vacuum (10−6 - 10−9 mbar) from a crucible, hereby coat-
ing substrates, which are placed in the vacuum chamber at a certain distance from the
crucible. Therefore, this technique needs thermally stable molecules (small molecules),
which do not decompose upon evaporation. The evaporation temperature is measured by
a Ni/CrNi thermocouple, connected to the crucible, and for organic molecules it ranges be-
tween 60°C and 450°C. A ceramic crucible is used for organic materials, whereas for metals
we use a tungsten boat. The deposition rate lies around 0.1 - 0.6 Å/s and is measured by
a quartz crystal microbalance (QCM), placed in the evaporation beam. With this tech-
nique, by co-evaporation of two materials, blend layers can be accomplished. Compared to
solution processing techniques, vacuum deposition enables easily multi-stack systems by a
subsequent deposition of suitable materials.
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In this work, the solar cells are produced by a custom-made system (Kurt J. Lesker),
which exhibits a single chamber with several crucibles. This tool is capable of coating
wafers with a size of 15 × 15 cm2. Thus, each wafer contains 6 × 6 substrates (like shown
in Figure 3.3.1). These 6 columns and rows can be addressed by diﬀerent shadow masks
and a wedge mechanism, allowing to evaporate diﬀerent ﬁlm thicknesses of the same
material onto one wafer, which makes this evaporation system valuable for solar cell stack
optimization.
For testing new materials and the evaporation of simpler stacks, i.e. for structural analysis,
a custom-made multi-chamber system (Bestec) is used, where metals, intrinsic, n-doped,
and p-doped materials are evaporated in diﬀerent chambers. The chambers are connected
by an evacuated handler mechanism to prevent air exposure of the sample during produc-
tion and to speed up the evaporation of multi-stacks. Both, the multi-chamber and the
single-chamber system are connected to glove boxes, where the samples can be encapsu-
lated or be packed for an oxygen-free transport.
Encapsulation
To increase the lifetime of an organic solar cell for characterization measurements, the
samples are encapsulated in the glove box. The encapsulation consists of a glass cover with
a cavity to avoid contact of the solar cell stack with the encapsulation. Before glueing the
cover on the substrate, a getter material is placed in the glass cavity (see Figure 3.3.1(b)),
which absorbs humidity diﬀusing through the glue and therefore reduces and delays the
diﬀusion into the active layers. This encapsulation eﬀort increases the lifetime of an organic
solar cell from a couple of hours to years.
3.4. Solar cell characterization methods
3.4.1. Spectral characterizations
Total stack absorption
The stack of the solar cells used (see Figure 3.3.1) exhibits an aluminum back electrode,
which reﬂects a part of the incoming light and therefore increases the probability for
light absorption. Thus, the total absorption of a complete solar cell stack is measured by
the reﬂected light. The light a of deuterium-halogen lamp (Avalight-DH-S-BAL, Avantes,
The Netherlands) is focused and coupled into a ﬁbre bundle used for a perpendicular
illumination of the sample. A part of the reﬂected light is collected by the same bundle of
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ﬁbres and guided to two CCD spectrometers (OMT reﬂection measuring system), covering
the spectral range from 300 to 600 nm and from 480 to 1000 nm, respectively. Both spectra
are corrected by their background signal and combined into one intensity spectrum. A
reference spectrum Iref is recorded on the substrate in an area where only 1.1 mm of glass
and the back electrode (typically 100 nm of aluminum) is present. With the device spectra
Idev and the correction spectrum Icor, the absorption A is obtained by
A = 1−R = 1− IdevIcor
Iref
, (3.4.1)
where R refers to reﬂection, and the correction spectra Icor represents a simulated reﬂec-
tion spectrum, obtained by the known n and κ values and the thickness of the substrate
and aluminum contact by using the OSOLemio software platform (see Section 3.5.1). In
equation 3.4.1, zero transmission through the aluminum contact is assumed.
External quantum eﬃciency
The external quantum eﬃciency (EQE), also called the incident photon-to-current eﬃ-
ciency (IPCE), refers to a measured spectrum containing the probability for the conversion
of an incoming photon with a certain wavelength λ to an electron and hole in the external
circuit.
The measurement setup consists of a light source producing a light beam, which is chopped
for lock-in purposes. A monochromator with a ﬁber attached is used to illuminate the
sample in the desired spectral range. The solar cell in this work is kept at short-circuit
(without an additional bias illumination), where the obtained current (ISC) is ampliﬁed
by a preampliﬁer and subsequently ﬁltered by the lock-in ampliﬁer. In order to obtain
absolute values, a calibrated reference diode is needed, measuring the power of light Pin on
the device over the spectral range. Using this setup a spectral response SR(λ) = ISC/Pin
is obtained. EQE data from the SR is obtained by:
EQE(λ) =
hc
eλ
SR(λ). (3.4.2)
Two diﬀerent EQE setups are used: one for absolute EQE measurements, whereas the
second is used to observe energy conversion and photocurrent generation directly from the
CT-state, requiring a more sensitive setup (sEQE).
For absolute measurements, a monochromator (Cornerstone 260), a xenon arc-lamp, lock-
in ampliﬁer (7265 DSP Signal Recovery), and a Hamamatsu (S1337-33BQ) reference diode
is used.
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For the more sensitive EQE measurement setup a halogen lamp, a current pre-ampliﬁer
(FEMTO DHPCA-100), a calibrated Si (Thorlabs: FDS100-CAL) and an InGaAs Photo-
diode (Thorlabs: FGA21-CAL) are used. The sEQE measurements have been performed
by Johannes Benduhn at the IAPP.
Integrating the spectral response with AM1.5G illumination over the whole spectral range,
the short-circuit current density jSC is obtained.
jSC =
1
a
∫
SR(λ) ·PAM1.5G(λ)dλ, (3.4.3)
where a represents the illuminated area.
Internal quantum eﬃciency
The internal quantum eﬃciency reﬂects the probability of an absorbed photon to be con-
verted into free moving charge carriers, which are collected at the electrodes and therefore
describes the eﬃciency of charge generation and charge transport.
The internal quantum eﬃciency is calculated from the ratio of EQE and the fraction of
absorbed photons by the intrinsic layers. The absorption of the intrinsic layers is simulated
by a software based on a transfer-matrix-formalism (OSOLemio, see Section 3.5.1). In or-
der to lower deviations between simulated and measured absorption, the total absorption
is measured as described above in Section 3.4.1. The total absorption is then adjusted
to the simulated total absorption by an adjustment factor, which is then used to correct
the simulation of the absorption of the intrinsic layers. The adjustment factor covers op-
tical eﬀects which are not included in the one-dimensional simulations, i.e. scattering at
interfaces with a high roughness.5
3.4.2. Current and voltage
For the sake of comparison, the most important solar cell characteristic is the power con-
version eﬃciency (PCE). The PCE describes the maximal electrical power obtained from
a solar cell illuminated by a light intensity of 100 mW/cm2 with the spectral shape de-
scribed by the AM1.5G reference spectrum [79](also called one sun). In order the measure
the PCE, the photovoltaic device needs to be illuminated by this representative spectrum
of one sun. Since the used sun simulator (16 S-150 V.3 Solar Light) exhibits a diﬀerent
spectrum compared to AM1.5G, and the EQE of the device of interest exhibits a diﬀerent
spectral response compared to the used reference diode, the measured PCE at a light in-
5The description of the procedure obtaining the IQE is taken from ref. [72]
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tensity of 100 mW/cm2 (as determined by the reference diode) will be diﬀerent from the
PCE under AM1.5G illumination. Thus, a spectral mismatch (MM) correction factor is
required:
MM =
∫
Psim(λ)SRdev(λ)dλ∫
PAM1.5G(λ)SRdev(λ)dλ
∫
PAM1.5G(λ)SRref(λ)dλ∫
Psim(λ)SRref(λ)dλ
, (3.4.4)
where Psim(λ) and PAM1.5G(λ) reﬂect the spectra of the sun simulator and of AM1.5G,
respectively, and SRref and SRdev represent the spectral response of the reference diode
and the device of interest, respectively. Dividing jSC of a reference diode at AM1.5G by
the MM factor, which usually lies in the range 0.6-1.2, results in a new jSC for the reference
diode, which must be set by varying the light intensity of the sun simulator.
Under this illumination the current-voltage (IV ) characteristic of the solar cell is measured
with a Keithley 2400, resulting in the IV curve sketched in Figure 3.4.1. The position of
PMPP=jSC VOC FF VOC 
V 
PCE=PMPP/PAM1.5GjSC
VMPP
jMPP MPP
j
Figure 3.4.1.: Sketch of an IV curve of a solar cell with its characteristic attributes.
maximum power point (MPP) with its current density jMPP and voltage VMPP is optimized
by maximizing the product of jMPP and VMPP, representing maximal generated electrical
power (PMPP, red colored area in Figure 3.4.1). The FF represents the fraction of PMPP
compared to the area spanned by jSC and VOC, where jSC is the short circuit current
density and VOC the open circuit voltage. Finally, the PCE is obtained by the ratio of the
generated electrical power (Pout) and the incoming light power(PAM1.5G).
3.4.3. Eﬀective gap
The open-circuit voltage (VOC) is the voltage measured on an illuminated OPV device with-
out a load connected. Since no external current is ﬂowing, the generated and recombined
charges are in equilibrium, resulting in a Quasi-Fermi level diﬀerence (see 2.3.5(c)) rep-
resenting the VOC. Reducing the temperature lowers the amount of recombining charges,
leading to an increased VOC. Measuring VOC at diﬀerent temperatures and extrapolating
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VOC to zero Kelvin results in V0, representing the maximum diﬀerence between the quasi-
Fermi levels, i.e. for organic solar cells the diﬀerence between the IP of the donor and
EA of the acceptor, also called the eﬀective gap Eeff = e ·V0 [80]. Therefore, VOC can be
expressed by the maximal value V0 reduced by a temperature and light intensity dependent
term:
VOC(I, T ) ≈ V0 + nkBT
e
ln
I
I0
, (3.4.5)
where n is the diode ideality factor from the Shockley equation. T represents the temper-
ature, I is the applied light intensity, and I0 is a term proportional to the inverse quantum
eﬃciency of the radiative charge transfer recombination and proportional to the squared
electronic coupling of donor and acceptor [81]. Using diﬀerent light intensities for tem-
perature dependent VOC measurements should result in the same extrapolated V0. Since
the eﬀective gap can be a function of temperature [82], it is recommended to use a lim-
ited temperature range around the working temperature which is at room temperature or
somewhat above.
In this work, we use four temperatures (300, 320, 340 and 360 °C) and four illumination
intensities (6, 19, 60 and 89 mW/cm2) in order to obtain the eﬀective gap. The IV char-
acteristic is measured with a source measure unit (Keithley 2400) with 50 mV voltage
steps. To obtain VOC, the measured data points are linearly interpolated where the sign
of the current density changes, resulting in a accuracy better than ∆VOC ≈ 30 mV. For
temperature variation, the sample is mounted onto a temperature controlled copper block
in vacuum. Diﬀerences due to a temperature gradient in the substrate between tempera-
ture sensor and the active sample area are corrected by prior calibration. The sample is
illuminated by a white light LED.
The temperature dependent VOC measurements are performed by Johannes Widmer at
IAPP.
3.4.4. Charge carrier mobility by OTRACE
The charge carrier mobility µ in the used organic solar cells is measured by open-circuit
corrected charge carrier extraction (OTRACE), which is based on the charge extraction
by linear increasing voltage (CELIV) technique [83,84]. The concept is to apply a linearly
increasing voltage (V ) on a reverse biased device and measure the current response (see
Figure 3.4.2) by an oscilloscope (Tektronix DPO 7354C) which is connected in series. In
order to avoid injected charge carriers, a blocking contact (e.g. a pin device or a Schottky
contact) is required. In an ideal organic material without intrinsic charge carriers, the cur-
rent response exhibits a rectangular shape with the height j0 = C · Vmax−Vofftpulse , representing a
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Figure 3.4.2.: Sketch of the applied voltage signal (top) and the obtained current (bot-
tom) by the OTRACE technique.
capacitive behavior with the geometric capacitance (C) of the intrinsic layers. In order to
get free charges, the sample is illuminated by a white LED (Luxeon K2) with an intensity
of about 100 mW/cm2 in the steady state. As shown in Figure 3.4.2, upon turning oﬀ the
LED, a transient voltage is applied during the delay time tdel and before the extraction
ramp A′ starts. This transient voltage curve reﬂects a VOC transient recorded prior to the
mobility measurement without an extraction ramp and its purpose is to keep the charge
carriers in device before the extraction pulse. Using the VOC transient, the applied voltage,
sketched in Figure 3.4.2, can be constructed by a waveform generator (Agilent 33622A).
At the time zero (see Figure 3.4.2) the extraction ramp starts and the photo-generated
charges can be extracted. The obtained current response exhibits a peak at the time tmax,
which is a measure for how fast the charges are extracted from the respective device. The
charge carrier mobility of a photovoltaic device is obtained via [85]
µ =
d2
2A′t2max
 1
6.2
(
1 + 0.002∆j
j0
) + 1(
1 + 0.12∆j
j0
)
2 , (3.4.6)
where d is the thickness of the intrinsic layer and ∆j is the current diﬀerence between the
maximum current and j0. This formula is valid for trap-free materials and it is assumed
to have uniformly photo-generated charge carriers in the intrinsic layers, meaning, an
absorption proﬁle within the intrinsic layers is not considered. Further, by this method
one cannot distinguish between the hole and electron mobility. Absolute mobility values
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should therefore be taken with caution, whereas relative measurements for the comparison
of diﬀerent solar cell stacks are more accurate.
In this work all curves are measured with the same ramp voltage A′ (1V/40 µs) after a
delay time of tdel=1 µs. In order to keep the RC time of the OTRACE circuit low, the
geometric capacitance can be lowered by increasing the thickness of the blend, resulting in
solar cell stacks somewhat thicker compared to the stack optimized for maximal PCE.
3.4.5. Density of states of traps by impedance spectroscopy
The impedance or admittance of a device can be measured by applying a small alternating
voltage on a device of interest. With the measured frequency dependent current response,
the resistance, capacitance and inductance can be determined. A purely resistive device
does not depend on the applied frequency, in contrast a device exhibiting a capacitive or
inductive behavior, a frequency dependence of the applied voltage can be recognized. This
dependence is readable in the phase shift θ between the voltage and the current signal,
which is covered mathematically by a complex number, i.e. the impedance Z. Using
complex numbers enables the usage of Ohm's and Kirchhoﬀ's law not only in direct, but
also in alternating current. The impedance Z exhibits following relations:
Z = |Z|eiθ = R + iX = 1
Y
=
1
G+ iB
=
V
I
, (3.4.7)
where R is the real part of the complex number, X the reactance, Y the admittance, G
the conductance, B the susceptance, and V and I here also refer to voltage and current
but in a complex number. The impedance measurement is typically done for a range of
frequencies, and is called impedance spectroscopy. In this work, we use an equivalent
circuit model, shown in Figure 3.4.3(a) to calculate the capacitance spectra C(f) from
the solar cell of interest, obtained by the relation the Cω = B(ω)/ω, with the angular
frequency ω = 2pif . Using the equivalent circuit diagram shown in Figure 3.4.3(a), a
reasonable ﬁt is accomplished for solar cell stacks without illumination and without traps
in the intrinsic materials. In this case C reﬂects the geometric capacitance of the depletion
layer. In a pin device the depletion layer is present in the intrinsic materials. However, if
traps are present, an additional trap capacitance Ctrap at lower frequencies contributes to
the measured C(f) spectra (see Figure 3.4.3(c)), which can be ﬁtted with the equivalent
circuit model shown in Figure 3.4.3(b).
Following the theory of Walter et al. [86, 87], the DOS of the traps can be determined
by temperature dependent impedance spectroscopy measurements. First, the derivatives
of the capacitance spectra are calculated (ωdC/dω) to obtain the inﬂection frequencies
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Figure 3.4.3.: (a) Used equivalent circuit diagram for measuring C(f) spectra. (b)
Equivalent circuit diagram for a solar cell device with traps. (c) Capac-
itance spectra with a depletion capacitance Cdep (reﬂecting the geomet-
ric capacitance) and the trap capacitance Ctrap.
of the trap capacities at diﬀerent temperatures, corresponding to the center of the trap
distribution. Applying a linear ﬁt to the logarithm of the inﬂection frequencies versus 1/T
by using relation
ln(ω) = ln(2ν0)− EA
kB
1
T
(3.4.8)
gives the attempt to escape frequency ν0 and the trap activation energy EA. The trap
activation energy EA represents the energy diﬀerence between the conduction or valence
level and the trap energy. Shallow or deep traps can therefore be identiﬁed. Equation
(3.4.9) is used to calculate the trap density, whereas equation (3.4.10) is applied to obtain
the energy axis from the angular frequency [86,87].
N(EA) = − Vbi
eddepkBT
ωdC
dω
, (3.4.9)
E(ω) = ln
(
2ν0
ω
)
kBT, (3.4.10)
where e is the elementary charge and ddep is the depletion width. Vbi is the built-in potential
and therefore is the Fermi-level diﬀerence between the hole and the electron transport layer.
By this procedure, the density of states (DOS) of traps can be reconstructed from the C(f)
spectra for each temperature, where the DOS for all temperatures should coincide with
each other.
Impedance measurements are performed with an Autolab PGSTAT302N. For the probe
signal, an amplitude of 20 mV with zero DC bias is used. For the temperature regulation
a cryostat with a Peltier element (HAT belektroniG) is used.
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3.5. Computational details
3.5.1. Optical simulations
By optical simulations of solar cells, the absorption proﬁle over the stack can be simulated.
This is valuable for the determination of the IQE (see Section 3.4.1) and for optimizing solar
cell stacks, especially for the variation of the thicknesses of each layer. The performance
of an organic solar cells depends on the stack layout, since the aluminum back contact
reﬂects the light back into the device and therefore interferes with the incoming light,
creating standing waves of the optical ﬁeld with maxima and minima of its amplitude.
Since the organic layers have the same thickness range as the incoming wavelength of
light, for simulation the light must be treated coherently. An optimized stack of a solar
cell exhibits the maximal light intensity or absorption in the intrinsic absorber layers,
leading to a maximal PCE for the materials used.
In this work, optical simulations are performed with the software OSOLemio, which is
based on the transfer matrix formalism and Poynting vector computation. It was written
by Mauro Furno at IAPP, for more details see ref. [88]. The materials used are characterized
by the n and κ values. They are ﬁtted to reﬂection and transmission measurements by
using the software Multiﬁt, which is also based on the transfer matrix algorithm [89, 90].
In order to increase the accuracy of the n and κ values, measurements on several thin ﬁlms
(20, 30, 40, 50, 60 and 70 nm) are performed.
3.5.2. DFT calculations
For DFT and TD-DFT calculations, the graphical user interface TmoleX based on the
software Turbomole is used [18, 19, 9199]. The DFT calculations are performed at the
Center for Information Services and High performance Computing (ZIH) at the Technische
Universität Dresden.
The TD-DFT results are further processed to quantify excitonic eﬀects [40,44,47] by using
the TheoDORE program package [100] (see Section 2.3.2 for more informations).
Furthermore, especially for the calculation of the exciton or Coulomb binding energy, a
python script is programmed in order to solve equation 2.3.16 numerically. A simpliﬁed ﬂow
chart of the program is shown in Figure 3.5.1. The molecule must be oriented according
to the diagonalized tensor of the dielectric constant. For this purpose, the transformation
matrix between the dielectric tensor and the polarizability tensor is calculated and used
to turn the coordinates of the wave functions. To check the transformation matrix, the
coordinates of the atoms are transformed as well, which can be visualized by free available
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molecule structure viewers (VMD, Avogadro). The wave functions are normalized to unity,
representing one hole or one electron in the respective orbital (usually HOMO and LUMO).
Finally equation 2.3.16 is solved numerically, resulting in the Coulomb binding energy.
Input
Output
polarizability 
tensor
coordinate file 
of molecule
 (.xyz)
wavefunction file 
of hole and electron 
(.xyz or .cub)
calc. coordinate
transformation
matrix V
plot diagonalized 
polarizability
tensor
calc. transformed
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atoms
transformed 
coordinate file 
of molecule (.xyz)
hole 
wavefunction
3D matrix
electron 
wavefunction
3D matrix
calc. norm.
factor of 
hole
calc. norm.
factor of 
electron
Coulomb binding 
energy
diagonalized 
dielectric constant
tensor
Figure 3.5.1.: Simpliﬁed ﬂow chart of program to calculate the Coulomb binding en-
ergy.
3.5.3. Calculation of the reorganization energy
According to equation 2.3.23, the reorganization energy has an inﬂuence on the hopping
rate and therefore on the conductivity of organic materials. Based on density functional
theory (DFT) calculations, we obtain the reorganization energy for hole transfer by λ+ =
[E0(q+)− E0(q0)] + [E+(q0)− E+(q+)], with E0(q+) the energy of the neutral molecule in
the equilibrium geometry of the cation q+, E0(q0) the equilibrium energy of the neutral
molecule, E+(q0) the energy of the cation in the equilibrium geometry of the neutral state
q0, and E+(q+) the equilibrium energy of the cation [101]. All calculations are performed
by using the Gaussian09 suite [102] in combination with the B3LYP exchange-correlation
functional [103] and the 6-311G(d,p) basis set [104].6
6The description of how to obtain the reorganization energy is taken from ref. [72]
53
3 Experimental and computational details 3.5 Computational details
These simulations are performed by K. Sebastian Radke at the Center for Advancing
Electronics Dresden at the Technische Universität Dresden in Germany
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Chapter 4
Infrared absorbing aza-BODIPY organic
solar cells
In the near infrared (NIR) regime, there is still a signiﬁcant potential to improve the overall
power conversion of OPV devices, in particular for solar cells based on oligomers (small
molecules), if eﬃcient NIR absorbing materials can be synthesized. Solution processed
NIR absorbing polymers were demonstrated, e.g. Hendriks et al. introduce push-pull
polymers with a gap of 1.1 eV, absorbing down to 1100 nm, giving a PCE of 2.9% [105].
For small molecules, the class of benzannulated 4,4-diﬂuoro-4-bora-3a,4a-diaza-s-indacene
(aza-BODIPY) was reported as an interesting NIR absorber and electron donor class for
OPV devices [8, 106108]. In this chapter, we investigate in detail the properties of three
aza-BODIPY molecules with diﬀerent side groups attached and show optimized solar cells.1
The molecules exhibit excellent absorption characteristics in the NIR spectral range [8].
The optimized solar cell stacks (Figure 4.1.1) are characterized by current-voltage (IV)
measurements as well as external and internal quantum eﬃciency (EQE, IQE) measure-
ments. In order to understand the diﬀerences in the open-circuit voltage (VOC), we perform
temperature dependent VOC measurements to obtain the eﬀective gap (e ·V0) of the blend
used. We determine the charge carrier mobilities by open-circuit corrected charge carrier
extraction (OTRACE) in the donor-acceptor blends and measure the trap densities by
impedance spectroscopy. Finally, we characterize the morphology of the donor-acceptor
blends by GIXRD and SEM.2
4.1. Solar cell stacks
In this study, the donor absorber materials are varied. The basis molecule is the Ph2-
benz-BODIPY (Figure 4.1.1(a)). Adding two methyl or methoxy groups gives the Tol2-
benz-BODIPY and An2-benz-BODIPY molecule, respectively, shown in Figure 4.1.1(b+c).
Since C60 is used as acceptor material, the electron transport material is the same for all
1The molecules were developed by Roland Gresser at IAPP [109]
2The content of this chapter is published in ref. [72]
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three stacks, i.e. Bis-HFl-NTCDI [75] doped with Cr2(hpp)4 or W2(hpp)4 [76]. The two
diﬀerent n-dopants do not signiﬁcantly aﬀect the device performance. An intrinsic C60
layer on the n-side with a thickness of 15 nm does not only contribute to the photocurrent,
it furthermore prevents direct contact of the excitons created in the donor material with
the n-dopant in the transport layer reducing recombination losses. The parameters to be
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Figure 4.1.1.: Top:(a) Ph2-benz-BODIPY, (b) Tol2-benz-BODIPY, (c) An2-benz-
BODIPY. Middle: Optimized solar cell stack for each material shown
above. Bottom: Ionization potential (IP) and electron aﬃnity (EA) or
LUMO (from CV denoted by * [8]) for the used organic materials. For
more information see text.
optimized for the bulk heterojunction are the thickness of the donor-acceptor blend, the
mixing ratio, and the substrate temperature during evaporation. The adjusted parameters
are shown in Figure 4.1.1. The blend layer for the Ph2-benz-BODIPY device exhibits a
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thickness of 40 nm. For the Tol2-benz-BODIPY device, the blend layer thickness decreases
to 30 nm, and for An2-benz-BODIPY the thickness of the blend layer for the optimized solar
cell is only 15 nm. For Tol2-benz-BODIPY (b) and An2-benz-BODIPY (c) an additional
neat donor layer of 3 nm increases the absorption, the short-circuit current density, and the
PCE, while in Ph2-benz-BODIPY devices an additional pure layer increases the absorption
but lowers the ﬁll factor to a certain degree, which leads to a lower PCE compared to devices
without a neat donor layer.
The electron aﬃnity or LUMO values shown in Figure 4.1.1 at the bottom are measured
via inverse photo-electron spectroscopy (IPES) for C60 [77] and from CV [8] for the aza-
BODIPYs and Bis-HFl-NTCDI, respectively. All IPs are obtained by UPS. The IP of the
hole transport material BPAPF is about 0.3 eV below the IP of the donor material, which
should in principle act as a hole extraction barrier. Nevertheless, no s-kink is observed
and the charge extraction is most eﬃcient with the chosen hole transport material. For
the An2-benz-BODIPY donor material, the IP of BPAPF is too low, and BF-DPB is used
instead. BPAPF is doped with NDP9 and BF-DPB with F6-TCNNQ. To prevent exciton
recombination on the p-side, an additional layer of the undoped hole transport material
with a thickness of 5 nm is added between the donor-acceptor blend and the p-doped
transport layer.
4.2. IV characteristics
The solar cell stack introduced above results in the IV curves shown in Figure 4.2.1. Table
4.2.1 summarizes the IV-characteristics obtained. Overall, we get the best performance
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Figure 4.2.1.: Current voltage characteristics of optimized aza-BODIPY devices under
mismatch corrected AM 1.5G illumination.
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λ+ 139 159 231 meV
trap depth 0.33 0.34 eV
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Egopt 1.55 1.55 1.52 ± 0.02 eV
Table 4.2.1.: Summary table for all physical parameters obtained for the BODIPY ma-
terials and respective devices used in this chapter. Electrical properties
from IV measurements, measured mobility µ, calculated reorganization
energy λ+, the measured trap depth, the trap density, measured eﬀective
gap e ·V0 and measured optical gap Egopt are given. For more information
see text.
for the material without a side group, i.e. Ph2-benz-BODIPY with a PCE of 3.8%. The
PCE decreases with methyl substitution (Tol2-benz-BODIPY) and even more in the case of
methoxy substitution (An2-benz-BODIPY). This trend is valid for all investigated physical
parameters. As will be shown below in more detail, attaching methyl or methoxy groups
leads to a lower PCE, jSC, FF, VOC, charge carrier mobility (µ) and higher trap densities.
The open-circuit voltage is determined by the eﬀective gap and by the recombination of
generated charges. The eﬀective gap can be obtained from the diﬀerence of ionization
potential of the donor and the electron aﬃnity of the acceptor, which is 4 eV for C60 [77],
see Figure 4.1.1(bottom). The IP values of the donor are measured on pure materials
by ultraviolet photoelectron spectroscopy (UPS). Since the IP can also be a function of
the mixing ratio with C60 [110], we perform temperature dependent VOC measurements
to obtain the eﬀective gap for the donor-acceptor blends used, as introduced in Section
3.4.3. Extrapolating VOC by a linear ﬁt to 0 K gives V0, corresponding to the energy e ·V0
[80]. Temperature dependent VOC measurements are performed at diﬀerent illumination
intensities and are shown in Figure 4.2.2. The corresponding V0 values are summarized
in Figure 4.2.3 and their mean values are also shown in Table 4.2.1. The resulting V0
58
4 Infrared absorbing aza-BODIPY organic solar cells 4.3 Structural analysis
3 0 0 3 2 0 3 4 0 3 6 0
0 . 4
0 . 5
0 . 6
0 . 7
0 . 8  P h 2 - b e n z - B O D I P Y : C 6 0 ,  6  m W / c m 2 P h 2 - b e n z - B O D I P Y : C 6 0  ,  1 9  m W / c m 2 P h 2 - b e n z - B O D I P Y : C 6 0  ,  6 0  m W / c m 2 P h 2 - b e n z - B O D I P Y : C 6 0  ,  8 9  m W / c m 2 T o l 2 - b e n z - B O D I P Y : C 6 0  ,  6  m W / c m 2 T o l 2 - b e n z - B O D I P Y : C 6 0  ,  1 9  m W / c m 2 T o l 2 - b e n z - B O D I P Y : C 6 0  ,  6 0  m W / c m 2 T o l 2 - b e n z - B O D I P Y : C 6 0  ,  8 9  m W / c m 2 A n 2 - b e n z - B O D I P Y : C 6 0  ,  6  m W / c m 2 A n 2 - b e n z - B O D I P Y : C 6 0  ,  1 9  m W / c m 2 A n 2 - b e n z - B O D I P Y : C 6 0  ,  6 0  m W / c m 2 A n 2 - b e n z - B O D I P Y : C 6 0  ,  8 9  m W / c m 2
V OC
 (V)
T e m p e r a t u r e  ( K )
Figure 4.2.2.: Temperature dependent VOC measurement at diﬀerent light intensities.
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Figure 4.2.3.: Resulting V0 values at diﬀerent light intensities from the measurements
shown in Figure 4.2.2.
values show small deviations for diﬀerent light intensities. e ·V0 agrees very well with
energetic diﬀerence between the IP of the donor and the EA of the acceptor (from Figure
4.1.1). Based on the V0 measurement, the eﬀective gap has the same trend as VOC and
is 0.51 - 0.57 V higher compared to the respective VOC at ambient temperature. Hence,
the diﬀerence in VOC for the diﬀerent donors can be explained by the diﬀerences in the
eﬀective gaps of the investigated donor-acceptor blends.
4.3. Structural analysis
In order to see whether the diﬀerences in jSC and FF can be attributed to a diﬀerent degree
of crystallinity or morphology of the donor-acceptor blend, we perform GIXRD measure-
ments on thin ﬁlms of the aza-BODIPY:C60 blends (Figure 4.3.1). The thin ﬁlms are
evaporated on a glass substrate with the same processing conditions as denoted in Figure
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Figure 4.3.1.: GIXRD pattern from the aza-BODIPY:C60 blends and C60.
4.1.1. Only the ﬁlm thickness is increased to 70 nm in order to increase the scattering
intensity. The GIXRD pattern of the donor-acceptor blends show peaks around 11°, 19°,
and 28°. Compared to C60, the peaks in the blends are relatively broad and cover the
region of the C60 Bragg reﬂections, indicating a superposition of several Bragg reﬂections
of the C60 and the donor. This hinders the assignment of the diﬀerent observed broad
peaks to diﬀerent crystallinities of the ﬁlm. Hence, we observe a low crystallinity and
minor diﬀerences between the used donor-acceptor blends.
For SEM images, silicon substrates are used to prevent a charging of the device during
analysis. In order to provide the same surface for the blend as in the solar cell stack a
15 nm pure C60 is evaporated on the silicon substrate. Then, a 15 nm blend is evaporated
by the conditions shown in Figure 4.1.1. These ﬁlms are kept at only 15 nm to avoid
a charging of the surface. The SEM images obtained are shown in Figure 4.3.2. In the
Ph2-benz-BODIPY:C60 blend, agglomerations visualized by the phase contrast with a size
up to 50 nm are shown. The brighter edges of the larger particles indicate not only a
phase contrast but also a contribution to the topography. However, in the background of
Figure 4.3.2(a), a more intermixing behavior of diﬀerent phases can be recognized with
features sizes around 30 nm. This background contrast is much more visible in 4.3.2(b)
and also visible but suppressed in 4.3.2(c). The relevant part for charge generation is the
bulk, which is the background, exhibiting similar feature sizes for the blends investigated.
The diﬀerences in jSC and FF can not entirely attributed to the morphology. For a more
accurate picture of the diﬀerences more information about, e.g. the Bragg reﬂections of the
pure donor materials is needed. Furthermore, the reproducibility of the measurement must
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(a)
(b)
(c)
100 nm
100 nm
100 nm
Figure 4.3.2.: Scanning electron microscopy (SEM) images on (a) Ph2-benz-
BODIPY:C60 1:3, (b) Tol2-benz-BODIPY:C60 1:3 and (c) An2-benz-
BODIPY:C60 1:2 blends, evaporated at their optimized substrate tem-
peratures.
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be tested, since the diﬀerence, specially in the GIXRD curves are small. However, due to
the minor diﬀerences in the morphology, the focus is set again on optical and electrical
characterization methods.
4.4. Spectral characterizations
The optical gap can be determined by the intersection of the normalized absorption and
emission spectrum [111], shown in Figure 4.4.1. Using the measured optical gap of 1.55
eV for Ph2-benz-BODIPY and Tol2-benz-BODIPY, and 1.52 eV for An2-benz-BODIPY,
we obtain a diﬀerence between the eﬀective and the optical gap of 0.17 eV, 0.33 eV, and
0.38 eV for Ph2-benz-BODIPY, Tol2-benz-BODIPY, and An2-benz-BODIPY, respectively.
This diﬀerence, reﬂecting the driving force for an electron transfer from the singlet state
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Figure 4.4.1.: Measured absorption and emission of 50 nm pure Ph2-benz-BODIPY,
Tol2-benz-BODIPY, and An2-benz-BODIPY on glass. Estimated op-
tical gap (dashed line) is 1.55 eV, 1.55 eV, and 1.52 eV for Ph2-benz-
BODIPY, Tol2-benz-BODIPY, and An2-benz-BODIPY, respectively.
into the CT-state, is smallest for the best performing device and, therefore, seems to be of
minor inﬂuence for an eﬃcient charge carrier separation. The redshift of the eﬀective gap
can be visualized by sensitive EQE measurements, introduced in Section 3.4.1, where the
CT-states can be visualized. In the highly-performing solar cells (Ph2-benz-BODIPY:C60)
a CT contribution cannot be resolved separately, since the CT state is close to the optical
gap of the donor (Figure 4.4.2). In contrast, we see a CT state for the low performing blend
(An2-benz-BODIPY:C60), indicating a higher energy diﬀerence between the CT-state and
62
4 Infrared absorbing aza-BODIPY organic solar cells 4.4 Spectral characterizations
2 . 4 2 . 2 2 . 0 1 . 8 1 . 6 1 . 4 1 . 2 1 . 01 E - 7
1 E - 6
1 E - 5
1 E - 4
1 E - 3
1 E - 2
1 E - 1
1 E 0
EQE
E n e r g y  ( e V )
 P h 2 - b e n z - B O D I P Y : C 6 0  1 : 3 T o l 2 - b e n z - B O D I P Y : C 6 0  1 : 3 A n 2 - b e n z - B O D I P Y : C 6 0  1 : 2
Figure 4.4.2.: Sensitive external quantum eﬃciency (EQE) of optimized BODIPY so-
lar cells (see Figure 4.1.1) in logarithmic scale as a function of energy.
The dashed lines represent the respective eﬀective gap e ·V0.
the optical gap, which is consistent with the results shown in Table 4.2.1.
In Figure 4.4.3, the extinction coeﬃcients (κ) of the three blend layers are shown. The
values of the An2-benz-BODIPY are highest and the spectrum is slightly more red shifted.
The increased absorption can mainly be attributed to a higher optimized mixing ratio
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Figure 4.4.3.: Extinction coeﬃcient κ of the three aza-BODIPYs mixed with C60 in
their optimized ratio and evaporated at the optimized substrate tem-
perature (see Figure 4.1.1).
of 1:2, compared to 1:3, yielding more absorber molecules in the blend. The Ph2-benz-
BODIPY exhibits the lowest extinction coeﬃcient. Between 300 and 500 nm, all three
blends show an additional contribution to the absorption related to the C60. Despite the
higher extinction coeﬃcient and lower ﬁlm thicknesses for the blends consisting of donor
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Figure 4.4.4.: External quantum eﬃciency (EQE) and internal quantum eﬃciency
(IQE) of optimized aza-BODIPY solar cells (see Figure 4.1.1).
molecules with methyl and methoxy groups, the FF of these optimized devices is lower
compared to devices based on the Ph2-benz-BODIPY, indicating better transport prop-
erties in the Ph2-benz-BODIPY device. In Figure 4.4.4 the external quantum eﬃciencies
(EQE) and the internal quantum eﬃciencies (IQE) of the optimized stacks are shown. The
maximum of the EQE in the NIR part of the spectrum are similar (0.38 - 0.41). However,
EQE measurements are performed under short-circuit condition. The relevant extraction
current density in the maximum power point jMPP is a function of the FF. Thus, due to the
higher FF for the Ph2-benz-BODIPY device, also the EQE at MPP would be higher in the
NIR part compared to the devices with a side-group attached. The IQE is similar for the
An2-benz-BODIPY and Tol2-benz-BODIPY devices, whereas for the Ph2-benz-BODIPY
device, the IQE is higher over the entire spectral range with a maximum close to unity
in the NIR part, indicating a very eﬃcient exciton dissociation and extraction process.
The optimized devices exhibit diﬀerent blend thicknesses, leading to a higher EQE for the
devices with a thicker blend layer between the wavelengths 300 nm and 550 nm, reﬂecting
the higher amount of C60 in the blend. The higher jSC of the Ph2-benz-BODIPY device
can be attributed to a higher absorption from the C60 and to the higher FF. The FF is
a measure for the extraction eﬃciency and depends on the charge carrier mobility, which
will be measured in the following section.
4.5. Charge carrier mobility
In order to understand the reason for the higher IQE and FF for the device with Ph2-benz-
BODIPY as a donor, the OTRACE technique is used to determine the mobility of the
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photo-generated charge carriers [83]. In order to keep the RC time of the OTRACE circuit
low, we reduce the geometric capacitance by increasing the thickness of the blend, resulting
in thicker stacks shown in Figure 4.5.1, compared to the stacks introduced in Figure 4.1.1.
In Figure 4.5.2 the extracted transient curves from the three aza-BODIPY derivatives are
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Figure 4.5.1.: OPV stacks used for OTRACE measurements.
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Figure 4.5.2.: Current transient measured with the OTRACE technique on the three
aza-BODIPY materials. The ramp (A′=1V/40 µs) and the delay time
(tdel=1 µs) is the same for all curves, only the extraction time is diﬀerent
(80, 120 or 160 µs).
shown. To calculate the mobility, we use equation 3.4.6 derived by Lorrmann et al. [85].
For the charge carrier mobility, the trend observed for the PCE is retained (see Table
4.2.1), i.e. an increasing mobility (4.0 → 7.4 → 15Ö10−6 cm2/V s) enables thicker donor-
acceptor blends (15 → 30 → 40 nm), which absorb more light, and therefore increase the
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photocurrent and the PCE. The charge carrier mobilities measured with OTRACE should,
however, be taken with caution, since traps can inﬂuence the charge extraction and are not
considered in the derivation of the equation used [85]. Furthermore, one can not distinguish
between hole and electron mobility. The charge carrier mobility can be aﬀected by intrinsic
or extrinsic eﬀects. Intrinsic properties are determined by the molecule or material itself,
such as the internal reorganization energy λ+ of a molecule [112,113]. Table 4.2.1 presents
λ+ calculated by DFT. We consistently calculate a lower reorganization energy for the
aza-BODIPYs with a higher charge carrier mobility. Since the crystallinity of the diﬀerent
donor-acceptor blends is similar, a change of the mobility due to a diﬀerent degree of
crystallization in the donor can be excluded. Notwithstanding, intermolecular interactions,
e.g. diﬀerent degree of overlap of the wave functions involved, can additionally aﬀect the
charge transport, which are not covered in this investigation.
Extrinsic reasons aﬀecting the charge carrier mobility can be traps caused by impurities
or structural defects [114,115], which are investigated in the following section.
4.6. Traps
We perform temperature and frequency dependent capacitance measurements to obtain the
trap densities and their energetic position (introduced in Section 3.4.5) [86,87]. Compared
to the optimized devices, the stacks used for the impedance spectroscopy also contain
a thicker donor-acceptor blend, since a large geometric capacitance can cover the trap
capacitance in the capacitance spectra. The stacks used are shown in in Figure 4.6.1.
The spectra shown in Figure 4.6.2 and 4.6.3 show the capacitance measured between 100
and 106 Hz. The capacitance spectrum from Figure 4.6.2 does not show an additional trap
capacitance, whereas for the Tol2-benz-BODIPY and An2-benz-BODIPY devices (a), (b),
and (c) in Figure 4.6.3, a contribution to the capacitance can be detected at about 20
kHz. This additional capacity is attributed to a trap capacitance. Following the theory
of Walter et al. [86, 87], we use the capacitance spectra to calculate the density of states
(DOS) of the traps shown in Figure 4.6.3(d)-(f). The depletion width required for the
calculation is determined by the thickness of the intrinsic layer shown in Figure 4.1.1,
while the built-in potential, and accordingly the Fermi-level diﬀerence between the hole
and the electron transport layer, is estimated to be 1.45 V, 1.45 V, and 1.08 V for Ph2-
benz-BODIPY, Tol2-benz-BODIPY, and An2-benz-BODIPY devices, respectively. These
values are derived from the determined energy levels of ETL and HTL by assuming that the
Fermi-level is 0.2 eV below the electron transport level and 0.2 eV above hole transport level
(see Figure 4.1.1). Since the built-in potential only scales the amplitude of the DOS, for the
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Figure 4.6.1.: Stacks used to measure impedance spectroscopy. The left and right stack
represent the devices with Ph2-benz-BODIPY and An2-benz-BODIPY
as a donor materials, respectively. The two stacks in the middle are
based on the donor Tol2-benz-BODIPY, they only diﬀer in the mixing
ratio of the donor-acceptor blend.
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Figure 4.6.2.: Measured capacitance spectra for the Ph2-benz-BODIPY device. No
trap contribution can be detected.
sake of comparison these assumptions are reasonable. The resulting Arrhenius plots giving
the attempt-to-escape frequencies ν and the activation energies EA are shown in Figure
4.6.4. The activation energy EA represents the energy diﬀerence between the conduction
or valence band and the trap energy (trap depth). The trap densities are represented by
the area below the curve of the DOS and are listed in Table 4.2.1. In the device with Ph2-
benz-BODIPY donor molecules, no trap density could be identiﬁed, whereas replacing
the donor with the Tol2-benz-BODIPY leads to an additional trap capacitance (Figure
4.6.3(a)+(d)) with a trap depth of 0.33 eV and a density of 0.4 · 1016 cm−3. For the device
based on An2-benz-BODIPY (Figure 4.6.3(c)+(f)), the trap density increases to 1.0 · 1016
cm−3, while the trap depth does only change within the measurement error. Thus, the
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Figure 4.6.3.: (a)-(c): Measured capacitance spectra for the aza-BODIPY devices with
a side-group attached to the Ph2-benz-BODIPY, including a donor dom-
inated mixing ratio of 19:1. In these spectra, trap contributions can be
detected around 20 kHz. (d)-(f): DOS of traps reconstructed from the
capacitance spectra above.
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Figure 4.6.4.: Arrhenius plot of inﬂection frequencies derived from the capacitance
spectra from Figure 4.6.3.
traps are related to the donor material or the interface between the donor and the acceptor.
Figure 4.6.3(c) shows the trap capacitance spectra of a Tol2-benz-BODIPY device with a
donor-acceptor blend ratio of 19 to 1. We obtain a similar trap energy as in the optimized
blend (≈ 0.33 eV), but the trap density increases from 0.4 to 1.48 1016 cm−3, see DOS plot
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in Figure 4.6.3(d)+(e). If the traps were located at the donor-acceptor interface, the DOS
would decrease with a larger amount of donor in the blend since the interface area would
decrease, which is not observed. We therefore conclude that the traps are present in the
donor material.3 Traps from structural defects usually exhibit states into the gap by an
exponential behavior [26], while traps with a distinct level in the gap, as observed here,
can be attributed to chemical defects [116]. Therefore, we conclude that longer side groups
induce more chemical defects in the BODIPY devices investigated. During evaporation,
the molecule (especially the attached side groups) could break, leading to new HOMO
and LUMO energies, which could act as traps. The temperature of the crucible during
evaporation is 185◦C, 196◦C, and 207◦C for Ph2-benz-BODIPY, Tol2-benz-BODIPY, and
An2-benz-BODIPY, respectively. The material with the highest crucible temperature for
an evaporation rate of 0.3 Å/s exhibits the highest amount of traps.
4.7. Conclusion
In their optimized solar cell stack, the three aza-BODIPYs show a PCE of 3.8%, 2.7%, and
1.7% for Ph2-benz-BODIPY, Tol2-benz-BODIPY, and An2-benz-BODIPY, respectively. A
remarkable VOC of 0.81 V for the device using Ph2-benz-BODIPY as a donor is obtained.
When adding a methyl group to the Ph2-benz-BODIPY, the aza-BODIPY solar cells ex-
hibit a lower PCE, IQE, short circuit current density (jSC), ﬁll factor (FF), VOC, and charge
carrier mobility. Attaching a methoxy group further decreases these parameters. The mor-
phologies of the blends are investigated by grazing incidence X-ray diﬀraction (GIXRD)
and scanning electron microscopy (SEM). The measurements show that there is no signif-
icant diﬀerence between the layers made by the diﬀerent molecules. The device with the
highest short-circuit current exhibits the lowest energy losses for the electron transfer from
the donor to the acceptor (≈ 0.17 eV), indicating that for eﬃcient exciton dissociation, a
large driving force for electron transfer is not necessary. The trend in the PCE correlates
with a higher charge carrier mobility measured by OTRACE, which enables thicker ab-
sorber blends, leading to a higher jSC. The lower VOC is explained by a lower eﬀective gap
of the heterojunction used. The decrease of jSC with larger side chains can be attributed
to a lower charge carrier mobility and a higher trap density. The former can be explained
by density functional theory (DFT) calculations, showing a higher reorganization energy
for the aza-BODIPYs with longer side chains. Using impedance spectroscopy, a higher
trap density is measured for the lower performing aza-BODIPY blends. Furthermore, we
3The trap capacity also appears in An2-benz-BODIPY devices without a neat donor layer, as in the
devices with Ph2-benz-BODIPY, thus its origin is not only the neat layer.
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observe an increase of the trap density for a higher donor content in the blend. Hence, the
traps originate from the bulk of the donor and not from interfaces. We conclude that for
the aza-BODIPY dyes used, the additional side groups lower the charge carrier mobility
due to a higher reorganization energy and an increased trap density in the donor material,
leading to a lower power conversion eﬃciency.
Compared to NIR absorbing polymers [105], the investigated BODIPYs exhibit a lower
current density and the absorption peak is closer to the visible spectral range. For the
incorporation of a NIR absorber into a tandem stack, the current densities in the MPP
should be similar in both subcells, and the absorption spectra of the two single solar cells
should be complementary to each other. Building a tandem device with the highly eﬃcient
DCV5T-Me [4] is challenging, since the absorption of the the BODIPY and DCV5T-Me
stacks overlaps each other, and the low current density of the BODIPY device might lim-
iting the high current density of the DCV5T-Me stack. Thus, for future investigations it
is suggested to develop materials exhibiting a higher charge carrier mobility, to shift the
absorption peak towards a lower wavelengths, and to design the molecules stable enough
for evaporation to prevent traps and therefore recombination of generated charge carriers.
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Chapter 5
Dielectric function of the ladder polymer
BBL
In the last chapter organic solar cells based on a donor-acceptor bulk heterojunction have
been investigated. A donor-acceptor system is needed in order to dissociate the strongly
bound exciton in organic materials. Even the world record OPV devices [4, 117] exhibit a
relatively low open circuit voltage, as compared to their optical gap. This is related to the
usually tightly bound excitons in these materials, leading to an energy loss in the charge
separation [118]. The main reason for the low exciton binding energy is the low screening
or dielectric constant of organic materials. In order to be able to show new pathways in
Chapter 7 for high dielectric materials, this chapter builds the basis, i.e. brings together
DFT simulations and measurements of the dielectric function of a chosen polymer. First,
the exciton binding energy and dielectric constants for diﬀerent organic and inorganic
materials are compared, then the measurements of the dielectric function by ellipsometric
techniques are shown, and ﬁnally the used approach to calculate the electronic and ionic
contribution of the dielectric function are introduced and compared with the measurements
obtained.1
5.1. Introduction
The main loss mechanism of organic solar cells is expressed in the low open-circuit voltage.
This loss is related to the usually tightly bound exciton in these materials, leading to an
energy loss for separation. It is thus of great importance to reduce the exciton binding
energy (EB). EB is the fundamental diﬀerence between organic and inorganic solar cells.
For a Wannier-Mott exciton, as introduced in Section 2.3.2, the exciton binding energy EBW
can be described by a modiﬁed hydrogen model, whereas the binding energy of a Frenkel
exciton EBF is deﬁned by the Coulomb attraction of a hole and an electron (introduced in
Section 2.3.2),
EBW =
a0ER
aEWεr
, aEW = a0
meεr
µ
, (5.1.1)
1The content of this chapter is published in ref. [71]
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EBF ≈ e
2
4piε0εraEF
, (5.1.2)
with the dielectric constant εr, the reduced mass µ, the rest mass of a electron me, the
Bohr radius a0, the elementary charge e, the Rydberg energy ER and the exciton radius for
the Wannier and Frenkel exicton are aEW and aEF, respectively. These equations suggest
that EBW or EBF can be lowered by increasing εr. For the Wannier exciton this results
in a larger aE. This relation is visualized in Figure 5.1.1. The exciton binding energy
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Figure 5.1.1.: Exciton binding energy and exciton radius for diﬀerent organic and in-
organic materials [37,119,120].
in an inorganic semiconductor like silicon (Si), gallium arsenide (GaAs), cadmium tel-
luride (CdTe), or gallium nitride (GaN) is smaller than kT (≈ 25 meV at 25°C). For such
materials free charge carriers are generated upon absorbing a photon, since the thermal
excitations in the material can break the bound excitonic state. Gallium nitride (GaN)
has an exciton binding energy of 20 meV [37], and is therefore close to the threshold to
form free charges at room temperature. Its exciton radius is 3.9 nm and the dielectric
constant is 9.8 [37, 121]. Excitons in most small organic molecules are localized and scale
with the size of the molecule [38]. Therefore, larger conjugated systems could possess lower
exciton binding energies, which was already conﬁrmed theoretically [122, 123]. Indeed, a
correlation of the exciton binding energy with the molecule length was measured [124].
The low binding energy in poly(2-decyloxy-l,4-phenylene) (DO-PPP) was explained as a
consequence of the size of the molecule, which was determined to be 9 nm. Therefore, it is
important that the pi-system on the absorber molecules is not interrupted. From the above
analysis, we conclude that organic materials might generate free charges after absorbing
a photon, if the dielectric constant is higher than about 10 and the pi-system expands
uninterrupted over more than about 8 nm (≈ 2aE).
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In this chapter, we focus on the ladder-type polymer BBL in order to provide an organic
system with a conjugation length larger than 8 nm.
5.2. Sample preparation
The synthesis of BBL was carried out as reported in ref. [71] by Yevhen Karpov at the
at the Leibniz-Institut für Polymerforschung Dresden, Germany. For the preparation of
BBL thin ﬁlms on glass and silicon, 0.3 wt.% BBL is dissolved in methane sulfonic acid
(MSA) at 100 ◦C. The solution is then ﬁltered with a 1.2 µm pore size PTFE ﬁlter. To
improve the adhesion of BBL to the glass, the substrates are cleaned in oxygen plasma and
then dipped into (3-mercaptopropyl)trimethoxysilane (MPTMS). The residual MPTMS is
washed out with isopropanol. The substrates are then spin coated at 800 rpm for 40
seconds. After spin-coating the ﬁlm still contains MSA, which is visible by a reddish color.
After two minutes waiting, giving the molecules time to arrange themselves, the substrate
is dipped into deionized water for one minute. The color of the ﬁlm now turns from red
to blue, since the MSA is washed out. Then the ﬁlm is dried with compressed nitrogen.
To wash the residual MSA out of the ﬁlm, the substrate is again immersed in deionized
water for 14 hours. After drying with nitrogen the ﬁlm is heated at 150 ◦C for 2 hours
to remove the water. The molecular weight of BBL is diﬃcult to access, since the solvent
MSA would harm the measurement equipment, and by using dynamic light scattering a
large distribution of agglomerates is visible.
5.3. Structure of BBL thin ﬁlms
The structure of the planar polymer is shown in Figure 5.3.1, where due to synthesis
reasons a statistical distribution of oxygen atoms on both sides of the polymer chain is
present [125]. It is known that the BBL polymer packs in an orthorhombic structure. When
ﬁlms are spin-coated on glass, the molecular plane stands perpendicular to the substrate,
whereas the backbone is parallel to the substrate [126,127]. In order to obtain the dielectric
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Figure 5.3.1.: Chemical structure of three monomers with a statistically distributed
oxygen orientation in the polymer chain.
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function, we perform ellipsometry measurements in the IR and UV/VIS spectral range. For
the IR ellipsometry, BBL is spin coated on a silicon substrate with native SiO2, whereas for
the UV/Vis ellipsometry, a silicon substrate with 1 µm SiO2 was used. In order to shown
the structural behavior of BBL on the substrates used, we perform GIWAXS measurements
on both. GIWAXS data, shown in Figure 5.3.2(a), reveal a reﬂection along the meridian,
(b)  BBL on Si+SiO2(a)  BBL on Si (c)  Si+SiO2
(100)
qXY (Å-1)0.7-0.7 0
(100)
qXY (Å-1)0.7-0.7 0
(100) 0.7
1.6
qZ (Å-1)
qXY (Å-1)0.7-0.7 0
0
Figure 5.3.2.: GIWAXS data from (a) BBL on a silicon substrate, (b) BBL on a silicon
substrate with 1 µm SiO2, and (c) a bare silicon substrate with 1 µm
SiO2.
which indicates a highly oriented structure of the polymer ﬁlm. The broad outer ring
shown in Figure 5.3.2(b) is mainly due to the 1 µm SiO2 layer as shown by GIWAXS data
on a bare silicon substrate with 1 µm SiO2 on it (see Figure 5.3.2(c)). Hence, independent
on the used substrate the polymer BBL self-assembles over the whole ﬁlm thicknesses.
Atomic force microscopy (AFM) pictures from both substrates, shown in Figure 5.3.3(a)
and (b), show also a similar surface topology. Despite the diﬀerent ﬁlm thicknesses, both
ﬁlms show grains in the range of 50 nm. Furthermore, the ﬁlm is not closed and shows a
high roughness. Shown in Figure 5.3.4 are an out-of-plane line cut of Figure 5.3.2 and an
XRD pattern of a BBL powder sample. In both curves two peaks are visible. They belong
to the pi-stacking in z-direction (010) with a distance of dz= 3.78 Å and to the stacking in
the y direction (100) with a distance of dy= 8.39 Å. Both lattice constants are therefore
slightly higher than previously reported [126], which might originate from slightly diﬀerent
conditions during synthesis of the polymer and preparation of the thin ﬁlm. The peak at
3.78 Å is attributed to the (010) direction. Since the monomer polymerizes in diﬀerent
conformations (Figure 5.3.1), leading to a statistical distribution of oxygen atoms on both
side of the polymer backbone, no peak in the x-direction (001) is visible.
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(a) (b)
Figure 5.3.3.: AFM images of spin coated BBL (a) on a silicon substrate with native
oxide and (b) on a silicon substrate with 1 µm SiO2, for ellipsometry
measurements.
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Figure 5.3.4.: XRD patterns from BBL powder and from a BBL thin ﬁlm.
5.4. Ellipsometry Measurements
It was shown that interference-enhanced ellipsometry can be used to quantify anisotropic
behavior of conjugated organic thin ﬁlms [66, 67, 128]. In the UV/Vis spectral range,
an uniaxial anisotropic optical model of ﬁve oscillators (2x Tauc-Lorentz, 3x Gaussian)
in-plane and out-of-plane is used to ﬁt the experimental ellipsometric angles. Energetic
positions of the oscillators in-plane and out-of-plane were coupled, in order to reduce the
number of ﬁt parameters. Roughness of the sample is modeled by using an eﬀective medium
approximation (EMA) top layer with 50% void and 50% of the polymer. The thickness of
the roughness top layer is 5 to 7 nm. Uniaxial anisotropy of the samples is evaluated by the
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birefringence, i.e. diﬀerent refractive index in ordinary (in-plane) and extraordinary (out-
of-plane) direction to the optical axis, and by the order parameter S [66, 67]. The latter
can be calculated from the extinction coeﬃcients κin plane and κout of plane, and is connected
to the angle θ between the molecular transition dipole and the direction perpendicular to
the substrate surface given by the following equation
S = P2(cosθ) =
1
2
〈3cos2θ − 1〉 = κout of plane − κin plane
κout of plane + 2κin plane
, (5.4.1)
where P2(cosθ) is the second Legendre polynomial and 〈....〉 is the ensemble average. The
ensemble average tilt angle of the molecular transition dipole is determined from the mea-
sured maximum extinction coeﬃcients at a wavelength of 560 nm.
Figure 5.4.1 shows the ﬁtted n and κ values measured by UV/Vis ellipsometry. For com-
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Figure 5.4.1.: Absorbance of spin coated BBL and the n and κ values from ellipsometry
are shown for comparison.
parison, the measured absorbance is also shown in Figure 5.4.1, which is connected to the
κ value by equation 2.3.1. The similar shape of the in-plane κ value compared to the
absorbance spectra supports the validity of used ellipsometric model.
For ellipsometry measurements in the IR spectral range, the probed spot on the surface
is approximately 40 mm2 at 65◦ incidence angle. Measurements are taken at 55◦, 60◦ and
65◦ with cm−1 spectral resolution with a DTGS (deuterated tri glycine sulfate) detector.
SpectraRay/3 software from SENTECH Instruments, Germany serve for the simulations
of the infrared ellipsometric data in an optical layer model air/polymer/silicon. The vibra-
tional bands of the polymer are described with Lorenz oscillators in an uniaxial polymer
layer [129]. Fit parameters were the direction dependent oscillator parameters such as
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resonance frequencies, strengths and halfwidths.
According to equation 2.2.18, the n and κ values are connected to the real and imaginary
part of the dielectric function, shown in Figure 5.4.2 for the IR and UV/Vis regime. The
birefringence at 1680 nm and therefore with electronic contributions only, is ∆n = nin plane
- nout of plane = 2.08 - 1.7 = 0.38. Compared to other spin coated systems, the refrac-
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Figure 5.4.2.: Real (ε1) and imaginary (ε2) part of the dielectric function of a spin
coated BBL ﬁlm, measured by IR and UV/Vis ellipsometry. The dots
are calculated by DFT with and without ionic contributions.
tive anisotropy is high [128], which supports the conclusions from the GIWAXS data, i.e.
the highly oriented structure of BBL in spin coated devices. According to the Clausius-
Mossotti equation 2.2.5, the dielectric function is connected with the polarizability. The
anisotropy in the UV/Vis regime is due to a high electronic polarizability in-plane com-
pared to out-of-plane. In-plane, the extended pi-system from the ladder polymer backbone
and the pi−stacking is present. It is known that highly oriented conjugated polymers can
have a high dielectric constant in the direction of the backbone [120]. The higher in-plane
dielectric function originates from the uninterrupted pi-system along the polymer, which
lies parallel to the substrate.
Oxygen and nitrogen form partially covalent and partially polar bonds to carbon. The
polar part of the molecule contributes to the ionic part of the dielectric function which
corresponds to the diﬀerence between ε1 at 2000 cm−1 and at 500 cm−1, which is in-plane
∆ε1=0.23 and out-of-plane ∆ε1=0.17. At 1707 cm−1 we can see the vibronic stretching
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contribution of a C=O double bond. The imaginary part ε2 out-of-plane at 1707 cm−1 is
higher than in-plane, which shows the preferential orientation of the C=O bonds perpen-
dicular to the substrate. Since the C=O has a certain angle to the polymer backbone (see
Figure 5.3.1), a smaller contribution of ε2 is still visible in-plane.
The ellipsometry ﬁt in the UV/Vis regime determines an angle of the transition dipole mo-
ment of 17◦ with respect to the surface of the substrate. Two monomers with the oxygen
atoms on the same side of the backbone have an angle of about 7.6◦ to each other, which
results in a bending of the backbone. Therefore, it is likely that the polymer exhibits
curves with the overall direction parallel to the substrate. This would explain a mean
transition dipole moment with a certain angle with respect to the substrate.
5.5. Calculations
In this section, the dielectric function is modeled in order to divide the in-plane contri-
bution into a part along the backbone and another along the direction of the pi-stacking.
Intermolecular interactions are neglected. The electronic and ionic polarizabilities are
calculated by DFT, introduced in Section 2.1.4 and 3.5.2. Based on the ﬁndings from
Ruuska [28], Rappoport [130], and the integration of PBE0 in Turbomole, the hybrid func-
tional PBE0 will be used.
As shown in Figure 5.5.1, diﬀerent basis sets show diﬀerent results. The recommended
basis set 6-311++G** and TZVPPD are similar to def2-SVPD. By adding a diﬀusive part
in the basis set, the polarizability seems to saturate, which was also reported by Rap-
poport [130]. Therefore, in order to keep the computational time low, the subsequent
calculations will be made with the basis set def2-SVPD.
Figure 5.5.2 shows the calculated HOMO-LUMO gap as a function of the polymer length.
A decrease of the HOMO-LUMO gap with a higher number of simulated BBL monomers
is observed. Kuhn's equation provides a correlation between the molecule length and the
HOMO-LUMO gap [131,132]:
∆E = h2(N + 1)/(8md2(N + L)2) + V0(1− 1/N), (5.5.1)
where h is Planck's constant, N the number of pi electrons, m the electron mass, V0 the
HOMO-LUMO gap (which is identical to ∆E for inﬁnite polymers), L is a free parame-
ter, and in a one dimensional polymer d represents the averaged C-C bond length. Using
this equation with d, L and V0 as ﬁtting parameters, one obtains 2.02 eV for the HOMO-
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Figure 5.5.1.: Electronic polarization of a BBL monomer in x direction with the func-
tional PBE0 and diﬀerent basis sets. Inset: Simulated molecule which
reﬂects one monomer of the polymer BBL.
1 2 3 4 5 62 . 0
2 . 5
3 . 0
3 . 5  H O M O - L U M O  g a p K u h n  f i t ,  ∆ E = 2 . 0 2  e V
HO
MO
-LU
MO
 gap
 (eV
)
N u m b e r  o f  m o n o m e r s
Figure 5.5.2.: Calculated HOMO-LUMO gaps of BBL oligomers with diﬀerent num-
bers of monomers. For the calculations, def2-SVPD is used as a basis set
and PBE0 as the functional. The ﬁt is performed after Kuhn's equation
5.5.1 [131,132].
LUMO gap on an inﬁnitely long polymer chain with d=1.17 10−10 m. The reported HOMO
LUMO gap is 1.9 eV [133]. This result indicates that the HOMO-LUMO gap needs several
monomers to approximate the measured data. The deviation of 0.12 eV could originate
from deviations due to DFT approximations. Including the solvent MSA into the DFT
simulation by using the COSMO-solvation method of Turbomole, the HOMO-LUMO gap
changes by 0.02 eV and therefore has a minor eﬀect.
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Electronic polarizability
In Figure 5.5.3, the electronic polarizability volume per monomer unit is shown for diﬀerent
calculated numbers of monomers. A longer polymer backbone clearly indicates a higher po-
larizability in x-direction. Ruuska et al. reported a similar behavior for polypropylene [28].
For an inﬁnite polymer, a saturation is expected, which can be ﬁtted by a + b/n + c/n2,
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Figure 5.5.3.: Calculated electronic polarizability volume per monomer unit of 1 to 6
monomers of BBL. The dots represent calculated points. The lines are
ﬁtting curves according to the shown polynomical function, and n is the
number of monomers. The numbers at each curve indicate the limit for
n → ∞, i.e. long polymers.
where a,b, and c are parameters, and n is the number of monomers [134]. A ﬁt with
a saturation of the electronic polarizability volume along the backbone of 1485 Bohr3 is
shown in Figure 5.5.3. The relative polarizabilities in y- and z-direction do not increase
with higher number of monomers, since in those directions the polarizability scales with
the molecular weight of the simulated molecule and thus the molecular polarizability per
monomer unit should stay constant. Nevertheless, probably due to the relatively lower
amount of hydrogen atoms for larger molecules, a saturation is observed as well.
Ionic polarizability
In addition to the electronic polarizability calculated in the last section, we introduce
here a new concept to calculate the ionic part of the polarizability by DFT. Applying an
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electric ﬁeld on a solid with ionic or partially ionic bonds results not only in the movement
of electrons, but also in the movement of the (partially) charged nuclei, which respond at
lower frequencies but contribute to the static dielectric constant as well. The geometry
optimization in DFT (Turbomole) delivers the dipole moment of the molecule. Calculating
the diﬀerence of the dipoles from geometry optimizations with and without an applied
electric ﬁeld gives the induced dipole moment. Dividing the induced dipole moment by
the applied electric ﬁeld results in the polarizability, which should stay constant at diﬀerent
electric ﬁelds. For low electric ﬁelds (<10−4 au (atomic units)) the numerical error becomes
large, whereas for high electric ﬁelds (>0.01 au), the distortion of the molecule is high and
therefore it also changes the electronic part of the polarizability. Since the polarizability is
deﬁned for small electric ﬁelds, they are chosen as low as possible, i.e. between 0.002 and
0.0002 au, which is in the range of an electric ﬁeld generated by a pair of opposite charges
with a distance of 3 to 10 nm. Thus, the values are in the same order of magnitude as
the electric ﬁeld between an electron and a hole forming an exciton. In order to check the
validity of this approach, we calculate the polarizability volume α′ of H2O in gas phase.
A value of α′ = 1.49 10−24 cm3 is obtained, which is similar to the reported value of α′ =
1.45 10−24 cm3 [135].
Table 5.5.1 shows the electronic polarizability volume α′ obtained from DFT calculations
(see Figure 5.5.3) and the combination of electronic and ionic polarization calculated by
electric ﬁelds applied. The diﬀerence between both is attributed to the ionic contribution
of the polarizability. For the polarizability calculations, an electric ﬁeld in x-, y-, and
z-direction must be applied to get the polarizability tensor. As a self test for the accuracy
of DFT, the tensor must be symmetric, which is the case for the reported polarizabilities.
Dielectric constant
The Clausius-Mossotti equation delivers the relation between the molecular polarizability
volume α′ and the dielectric function ε(ω). To obtain the dielectric constant, equation
2.2.5 is used for the y- and z-direction, whereas along the polymer chain, equation 2.2.7
gives the dielectric constant in the x-direction εx. To consider the non-cubic orthorhombic
structure, we normalize the polarizability volume α′ in y- and z-direction with a factor
V
1/3
M /dy and V
1/3
M /dz, respectively, where VM is the molecular volume. To calculate the in-
plane and the mean dielectric constant, the polarizabilities in each direction can be added
up (α′mean = (α
′
x + α
′
y + α
′
z)/3, α
′
in plane = (α
′
x + α
′
z)/2 [136, 137]) as long the Clausius-
Mossotti equation is valid, which is not the case in x direction, since the depolarization
factor is needed. To get α′x (for a cubic structure) from εx we use equation 2.2.6.
A lattice parameter in x direction of 12.16 Å is deﬁned as a mean value from DFT, whereas
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in the y- and z-direction the lattice parameters are taken from GIXRD measurements, cor-
responding to 8.39 Å and 3.78 Å respectively. This procedure results in the molecular
volume of VM = 2602 Bohr3 = 386 Å3.
The calculated dielectric constants are shown in Table 5.5.1. The inﬂuence of the ionic
Polarizability volume dielectric constant
x y z x y z in-
plane
out-
of-
plane
mean
Elec 1485 267 106 8.2 2.8 2.5 4.2 2.8 3.6
Ionic 34 13 37
Elec.+ionic 1519 280 143 8.3 2.9 3.4 5.1 2.9 4.2
Table 5.5.1.: Anisotropic polarizability volume (Bohr3) of a BBL monomer and the
corresponding dielectric constant. x-, y-, and z-direction refer to Figure
5.5.3 and 5.3.1.
contribution to the dielectric constant in the x- and y-direction is below 6 %. For the
z-component, the ionic contribution to the dielectric constant is about 27 %. The ionic
contribution to the polarizability volume for all directions lies between 13 and 37 Bohr3,
which is small compared to the electronic polarizability volume in the x direction of 1485
Bohr3. To compare the calculated values with experimental data, they are included in
Figure 5.4.2.
Error analysis
The error is calculated for the x-direction of the polymer backbone, exhibiting the highest
error compared to the y- and z-direction. The error propagation relation is given by:
∆err
err
=
√(
∆x
x
)2
+
(
∆y
y
)2
+
(
∆z
z
)2
+
(
∆α′ionic+elec
α′ionic+elec
)2
+
(
∆α′elec
α′elec
)2
=
√(
0.039
12.16
)2
+
(
0.016
8.39
)2
+
(
0.0046
3.78
)2
+
(
2.68
1519
)2
+
(
34.1
1485
)2
≈ 2.4 %
(5.5.2)
The ﬁrst three terms are related to the molecular volume. The ionic and electronic polar-
izability term α′ionic+elec is taken from standard deviations from several DFT calculations,
i.e. DFT calculations of the polarizability tensor at diﬀerent electric ﬁelds. The electronic
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polarizability α′elec has been extracted from the ﬁt based on up to 6 monomers, see Figure
5.5.3, which is the main error with 2.3 %. The other contributions are below 0.4 %, leading
to a overall random numerical error of about 2.4 %. The chosen ﬁt for the polarizability
has a larger impact on the asymptotic value for an inﬁnite polymer length, shown in Fig-
ure 5.5.3. Fitting by an exponential curve, proposed by Champagne et al. [138], gives an
electronic polarizability of 1302 Bohr3. This would change the static dielectric constant to
7.5 in the x-direction.
5.6. Discussion
The transition energies obtained from UV/Vis ellipsometry measurements in-plane and
out-of-plane of spin-coated BBL are in good agreement with the DFT calculations, as
shown in the electronic dielectric function in Figure 5.4.2. For the out-of-plane direction,
the ionic contributions to the dielectric constant ﬁt to the DFT calculations as well, but
in-plane, the calculations seem to overestimate the ionic contribution. This deviation re-
sults from the experimentally inaccessible frequency range below 400 cm−1. It is conﬁrmed
by a vibrational analysis of Turbomole that the rocking mode of double bonded oxygen is
below 400 cm−1, and is therefore not accessible by the used infrared ellipsometry setup. To
estimate the impact of this mode on the ionic contribution, we freeze all other atoms and
the C=O bond length during the geometry optimization with an applied electric ﬁeld, see
Section 5.5. It turns out that the rocking mode contributes to the polarizability volume
with a value of 15 Bohr3 in the x-direction. Subtracting this value from the polarizability in
x- and z-direction, we get a dielectric constant of 4.7 for the in plane component, which is
already close to the measured value of 4.4 at 500 cm−1. This explains in part the observed
gap between the measured low frequency and the calculated static dielectric constant.
5.7. Conclusions
The dielectric function of spin-coated BBL ﬁlms in the UV/Vis and IR regime exhibits a
highly anisotropic behavior. This ﬁnding is attributed to the known ordering of BBL on
a glass substrate, i.e. the backbone is parallel, and the molecular plane perpendicular to
the substrate. The contribution of the ionic and electronic part to the dielectric function
are identiﬁed. The measured dielectric function matches well the DFT calculations, which
reveal a dielectric constant of 8.3 in the direction of the polymer and around 3 perpendicular
to the backbone.
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Increasing the electronic dielectric function might be possible by a broader pi-system in
order to increase the number of pi-electrons contributing to the screening eﬀect. Increasing
the ionic part of the dielectric function might also be successful in order to decrease the
exciton binding energy, which could be achieved with an increasing amount of partially
polar bonded atoms in the ladder polymer.
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Chapter 6
Exciton binding energy limitations in
organic materials
From the last chapter, we know how to calculate the dielectric function with its contri-
butions by ab-initio methods. Furthermore, proposals in order to increase the dielectric
functions are made. The exciton binding energy can not only be lowered by a higher di-
electric function, but also by providing an enhanced pi-systems [124].
In this chapter the sizes of the excitons for diﬀerent one-dimensional organic small molecules
are determined by TD-DFT calculations. The inﬂuence of the dielectric function on ex-
citonic properties are investigated for the largest exciton, i.e. the BBL polymer. The
Coulomb binding energy is calculated and exciton binding energy is estimated and com-
pared to measurements, resulting in a lower limit for the organic materials investigated.1
6.1. Calculations
The theoretical quantiﬁcation of the exciton size is not straightforward, and diﬀerent for-
mulae have been suggested for the cases of small molecules and polymers. In the ﬁrst case,
it is expected that conﬁnement eﬀects dominate and therefore the excitons scale with the
size of the molecule [38]. By contrast, in polymers with an extended pi-system, a Wannier-
exciton is assumed to be present, and band models have been proposed [120,122, 140]. In
this work, a new protocol for the computation of exciton properties (introduced in Section
2.3.2) is used. It is based on an analysis of the excited state wave functions obtained in
quantum chemical computations [40,47], allowing the determination of the exciton exten-
sion independently of the molecular size.
In this chapter we use DFT in order to calculate the HOMO and LUMO orbitals, and
TD-DFT with the software TheoDORE to obtain the natural transition orbitals (NTOs).
We interpret the HOMO and LUMO or the NTOs as hole and electron of the ﬁrst singlet
exciton. Ground state DFT computations were performed by using the B3-LYP func-
tional. For the ground state of the dimer (see Figure 6.1.5) a D3 dispersion correction was
1The content of this chapter is submitted for publication, see ref. [139]
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added [20]. Excited state TD-DFT calculations were performed in Turbomole with the
hybrid functional B3-LYP and the basis set def2-SVPD [18,19,9199,141146].
6.1.1. Exciton sizes in organic molecules
In order to understand the dependence of the exciton size on diﬀerent one-dimensional
molecule sizes, we used the molecular structures shown in Figure 6.1.1. The obtained
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Figure 6.1.1.: Molecular structure of the calculated organic molecules.
TD-DFT results are further processed to quantify excitonic eﬀects [40,44,47] by using the
TheoDORE program package [100]. An overview of the calculated exciton sizes is shown
in Figure 6.1.2. For molecules with a length below about 40 Å, the size of the exciton
increases with the size of the pi-system (or molecule length), whereas for molecules larger
than 40 Å, the exciton size saturates at about 12 Å. The ﬁnal size of the exciton is similar
for the two diﬀerent ladder polymers LPPP and BBL.
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Figure 6.1.2.: Calculated exciton size for diﬀerent organic molecules (chemical struc-
tures shown in Figure 6.1.1).
6.1.2. Exciton binding energy
The Coulomb binding energy EC between the particle density ρe and the hole density ρh
with an anisotropic dielectric constant εr is calculated by equation 2.3.16 in a python script
introduced in ﬂow chart 3.5.1. In order to get a lower limit of the exciton binding energies
for the materials used, we focus on the ladder polymer BBL. We take the dielectric tensor
consisting of the diagonal elements εxx = 8.3, εyy= 2.9, and εzz= 3.4 determined in Chapter
5 and shown in Table 5.5.1, where the x axis is along the polymer and the z axis represents
the direction along the pi-stacking. The particle and hole densities are derived from the
NTOs of the ﬁrst singlet excitation. The NTO densities used are discretized on a grid with
the MOLDEN software [147]. Alternatively, discretized densities of the HOMO and LUMO
KS orbitals from DFT are also used (with a grid generated directly from the Turbomole
software). Before calculating equation 2.3.16, the densities used are normalized to unity.
Diﬀerent grid resolutions are compared in Figure 6.1.3. A saturation of the Coulomb
binding energy for higher grid resolutions is observed, resulting in a Coulomb binding
energy of the frontier orbitals of 0.39 eV for the NTOs and 0.45 eV for the KS orbitals.
We also calculated the Coulomb binding for the transition from HOMO-1 to LUMO+1
with a transition probability of 12%. The resulting binding energy is slightly lower, but
due to its small contribution, the Coulomb binding energy is not aﬀected signiﬁcantly.
Performing the same calculations without screening, i.e. a dielectric constant of unity, we
obtain a Coulomb binding energy which is 3.6 times higher compared to 0.39 eV. Hence,
3.6 represents an eﬀective dielectric constant for the system investigated. As reported
before [122, 148], the components of the dielectric tensor perpendicular to the polymer
backbone are mainly responsible for the screening between an electron and a hole on
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Figure 6.1.3.: Calculation of Coulomb binding energy by equation 2.3.16 based on the
frontier NTOs, generated from the TheoDORE software, or generated
from the HOMO and LUMO KS orbitals, obtained by DFT calculations.
the same chain. However, 3.6 is somewhat larger than the perpendicular components,
indicating the high dielectric constant along the backbone should not be neglected for the
calculation of the Coulomb binding energy.
With the calculated exciton size (12.4 Å), calculated according to equation 2.3.12, and the
eﬀective dielectric constant (3.6) we can use the hydrogen model to obtain the respective
Coulomb binding energy (ECH = e2/(4piε0 · er · aE)) and exciton binding energy (EBH =
ER · a0/(aE · er)), with e being the elementary charge, ε0 the vacuum permittivity, er the
dielectric constant, aE the exciton radius, ER the Rydberg energy, and a0 the Bohr radius.
Using these equations we obtain ECH = 0.32 eV and EBH = 0.16 eV. The diﬀerence between
the Coulomb and exciton binding energy is the kinetic energy of the hole and the electron.
According to the Virial theorem, the Coulomb binding energy is twice the kinetic energy.
Thus, assuming the Virial theorem to remain valid for the BBL polymer [49], we obtain
an exciton binding energy slightly below 0.2 eV.
6.1.3. Optical transitions in BBL
Using TD-DFT, we calculate the ﬁrst 3 transitions of a BBL polymer with 6 monomer
units. The lowest transition has the largest oscillator strength and an exciton size of
12.4 Å. The second singlet transition has a similar exciton size as the ﬁrst one, but a
negligible transition dipole. The third transition has an almost two orders of magnitude
lower oscillator strength, but the exciton size doubles to 24.9 Å (see Table 6.1.1), thus
the exciton binding energy is expected to be about two times smaller. In order to under-
stand this behavior, we analyze the respective electron-hole correlation matrix, displayed
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State Transition
energy
oscillator
strength
Exciton
size
S1 1.61 eV 4.04 12.4 Å
S2 1.77 eV 0.00 11.9 Å
S3 1.90 eV 0.05 24.9 Å
Table 6.1.1.: The three lowest energy transitions, the oscillator strengths, and exci-
ton radii of 6 BBL monomer calculated from TD-DFT and the software
TheoDORE.
in Figure 6.1.4, showing the spatial movement of the electron density during excitation.
Figure 6.1.4 shows along the x-axis the NTOs of the hole, whereas the NTOs of the particle
are depicted along the y-axis. Figure 6.1.4(a) refers to the S1 transition, whereas Figure
6.1.4(b) represents the S3 transition. In both transitions, the two NTOs with the highest
contributions are shown with their probabilities, denoted with an arrow and a number.
Each pixel of the matrix refers to the contribution of an atom in the ground and in the
excited state (hydrogen atoms are neglected). The contrast of the pixels is related to the
transition probability between the atoms involved. In the ﬁrst singlet electron-hole corre-
lation matrix (Figure 6.1.4 (a)), several gaps in the excited NTO are visible, corresponding
to the phenyl rings, where the LUMO orbitals exhibit nodes in their wave functions. The
extension denoted with a double ended arrow indicates the degree of delocalization of the
electron density during the transition. Hence, for a small exciton, the electron-hole corre-
lation matrix would have contributions mainly around the diagonal (with a positive slope).
On the other hand, a large exciton shows a more delocalized correlation matrix, resulting
in a broader area, denoted by the double ended arrow. For the third singlet transition
shown in Figure 6.1.4 (b), the matrix is distributed over a larger spatial extension. In
the transition with a probability contribution of 0.70, the wave function is located mainly
on the left side of the hole NTO, whereas in the particle it is located on the upper side,
meaning that the electron density from this orbital moves from one side to the other side
of the molecule, resulting in the large delocalization and therefore a large exciton size.
The NTOs with a probability contribution of 0.26 show the same eﬀect, but the electron
density moves in the opposite direction. Thus, the third singlet transition has a strong
intramolecular CT character, leading to a large exciton.
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0.80
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0.70
0.26
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Figure 6.1.4.: Electron hole correlation matrix of 6 BBL monomers for (a) energet-
ically lowest singlet transition with an oscillator strength of 4 and an
exciton size of 12.4 Å, and (b) third singlet transition with an oscillator
strength of 0.05 and an exciton size of 24.9 Å. On the x and y axis, the
NTOs of the hole and particle are shown, respectively. Each transition
is depicted by an arrow and its transition probability, where the sum
of all transitions involved is unity. In (a) the double sided arrow de-
notes the extension of the delocalization of the electron density, which
is related to the exciton size [43].
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6.1.4. Stacking of two monomers
Since the ladder-type polymer BBL is a ﬂat molecule, it exhibits a strong pi-stacking
[71, 126]. The pi-stacking between planar molecules can change the formation of exci-
tons [149], therefore we apply DFT methods to a stacked dimer. In order to deal with
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Figure 6.1.5.: (a) Potential energy surface of a dimer with two BBL monomers at a
ﬁxed distance in z direction of 3.78 Å. The black dots represent cal-
culated coordinates. The energy values are set to zero for the lowest
ground state energy. (b) Occupied and unoccupied iso-surfaces of the
dimer orbitals in the determined energetic minimum conﬁguration, and
their corresponding energies.
stable molecules, monomers with two additional carbon atoms at the linker positions are
used (see Figure 6.1.5(b)). The length of each modiﬁed monomer is about 14 Å. For the
dimer, ground state and TD-DFT calculations are performed in order to gain further in-
sight into the occupied and unoccupied states and their transition dipole moments. Figure
6.1.5(a) shows the calculated potential energy surface of the dimer. The stacking distance
along the z-direction is taken from the GIXRD measurements, which is ﬁxed at 3.78 Å
during the calculation [71]. Figure 6.1.5(b) shows the positive (red) and negative (blue)
iso-surfaces of the last two occupied orbitals and the ﬁrst two unoccupied orbitals of the
stacked dimer in the geometry corresponding to the energetic minimum in Fig. 6.1.5(a).
Additionally, the orbital energies of these speciﬁc states are shown. We can see that with
increasing energy, the orbitals alternately occupy the monomers. The occupied orbitals
expand over the whole molecule, whereas the unoccupied orbitals rather avoid the hexag-
onal end group of the respective molecule. With TD-DFT the ﬁrst four singlet excitations
are calculated together with their transition energies, transition dipole moments, the re-
spective oscillator strengths and the exciton size, compare Table 6.1.2. Based on these
calculations, the neutral excitations on one molecule (on-chain) have a much higher oscil-
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Singlet transitions Transition
energy
Transition dipole
moment: x,y,z
oscil-lator
strength
Exciton
size
HOMO → LUMO 1.60 eV -0.10, 0.03, -0.27 0.003 6.8 Å
HOMO-1 → LUMO 1.83 eV -1.45, 0.04, -0.07 0.094 5.7 Å
HOMO → LUMO+1 2.12 eV 1.93, 0.02, -0.003 0.19 5.6 Å
HOMO-1 → LUMO+1 2.21 eV 0.21, -0.03, 0.19 0.004 6.8 Å
Table 6.1.2.: The four lowest energy transitions of a BBL dimer are calculated with
their transition dipole moments, oscillator strengths and exciton radii.
lator strength than a transition between the molecules forming the dimer, for example from
the HOMO to the LUMO (see Figure 6.1.5(b)), which corresponds to a CT transition. The
small transition dipole moment of these CT states results from the small spatial overlap
of orbitals localized on diﬀerent molecular sites. The vector of the transition dipole mo-
ment shows an orientation along the backbone in the x direction for on-chain transitions,
whereas for CT transitions the transition dipole has a strong component along the stacking
direction z. Similar to previous TD-DFT calculations of molecular dimers, we expect the
small oscillator strength of the CT states to be rather reliable, whereas the respective tran-
sition energies are systematically underestimated due to the wrong asymptotics of local
exchange-correlation functionals [150]. Hence, in reality, the weak CT transitions would be
expected at energies somewhat above the strong intramolecular excitations. The exciton
sizes of the CT transition are slightly larger compared to the on-chain transitions, which
would correspond to a lower exciton binding energy for CT transitions.
6.2. Discussion
The diﬀerence between the optical gap and transport gap is a measure for the exciton
binding energy [151]. By absorbance and emission experiments [111], we obtain an optical
gap of 1.81 eV, shown in Figure 6.2.1. Hong et al. reported a calculated bandgap in the
BBL polymer of 2 eV [152]. The diﬀerence between the transport and the optical gap is
therefore 0.19 eV, which is in the same range as the calculated exciton binding energy of
about 0.2 eV. The exciton binding energy is lower as compared to other reported values
for one dimensional ladder polymers [122]. Since the exciton size for LPPP and BBL is
quite similar, we do not think that the diﬀerent exciton binding energies reported originate
from a diﬀerent behavior of the calculated polymer, but from the diﬀerent methods used
for their calculations.
An approach to further lower the exciton binding energy is using a CT state. From Section
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Figure 6.2.1.: Absorbance and emission of a spin coated BBL thin ﬁlm on glass. The
optical gap is about 1.81 eV.
6.1.2, we know that the dielectric constant perpendicular to the transition dipole moment
(or polymer backbone) is mainly contributing to the screening of an exciton. In a CT
state, not only the exciton size increases, but also the transition dipole moment exhibits a
strong component perpendicular to the pi-system. The eﬀective dielectric constant of the
BBL polymer would therefore be higher (4.7 instead of 3.6), leading to a lower exciton
binding energy. However, for an eﬃcient electron (hole) transfer, one of the sites involved
should possess a lower LUMO (higher HOMO) with a energy gap of about 0.1 eV [53],
which would be lost in the open circuit voltage of the respective OPV device.
Another interesting route for a lower exciton binding energy is the intramolecular CT-
state. According to Table 6.1.1, the exciton size for the S3 transition doubles, leading to
a exciton binding energy around 100 meV. Extending the pi-system and incorporating a
wide range donor-acceptor system could potentially lead to exciton binding energies below
100 meV.
6.3. Conclusions
The intermolecular CT-transition in a BBL dimer results in an increase of the exciton
extension from 5.7 Å to 6.8 Å, but the oscillator strength of the intermolecular CT tran-
sition is about 50 times lower as compared to the transition with the highest oscillator
strength. Similarly, the electron-hole correlation matrix of an oligomer consisting of six
BBL monomers shows that the delocalization of the electron density during excitation
increases the exciton size. We observe a two times larger exciton size for intramolecular
CT-transitions as compared to the optically active singlet transition. In order to further
lower the exciton binding energy, we propose that push-pull polymers might increase the
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exciton size due to their intramolecular charge transfer character. The exciton size in the
organic materials investigated saturates at about 1.2 nm for molecules larger than about 4
nm. This is a result of the low dielectric constant of the one-dimensional organic materials
and the absence of CT-transitions with higher oscillator strength. For the ladder polymer
BBL, we estimate by a theoretical and experimental approach the exciton binding energy
of about 0.2 eV, which therefore is a lower limit for the organic materials used.
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Chapter 7
Low exciton binding energy materials
Lowering the exciton binding energy is one key parameter to increase the voltage in OPV.
The exciton binding energy can be lowered by a material exhibiting a large dielectric
constant (>10), or by introducing CT states. In Chapter 5 a new method is introduced
to calculate the ionic and electronic contributions to the dielectric function of an organic
materials by ab-initio calculations. Here the same method is used to investigate how polar
side-chains aﬀect the ionic contribution to the dielectric function. In order to investigate
the inﬂuence of CT states on the exciton binding energy, the route the calculate the
Coulomb interactions from Chapter 6 is used. Three diﬀerent structures between a donor
and an acceptor oligomer are a investigated. Based on the ﬁndings, new approaches to
further lower the exciton binding energy are discussed.1
7.1. Introduction
Here, the focus is set on the deﬁciencies of the current OPV working principle, i.e. the
voltage loss of the donor-acceptor system. The open circuit voltage of a working organic
solar cell relies on the eﬀective gap Egeff , and a temperature dependent recombination
term [80], where Egeff is the diﬀerence between the IP of the donor and the EA of the
acceptor (see Figure 7.1.1). Lowering the energy diﬀerence between the optical gap and
the eﬀective gap increases VOC and therefore the PCE. However, a certain energy diﬀerence
is needed to overcome the exciton binding energy [53]. Thus, in order to reduce the losses
originating from the donor-acceptor electron transfer step, the exciton binding energy in
organic materials needs to be lowered. The temperature dependent recombination term
lowers the open circuit voltage due to Shockley-Read-Hall (SRH) and direct bi-molecular
recombination [56]. A higher charge carrier mobility decreases the recombination and in-
creases the short circuit current [154, 155]. Thus, a smaller exciton binding energy and a
higher charge carrier mobility are crucial for a higher PCE in OPV.
In organic materials, an eﬃcient charge generation requires small (5-10 nm) but inter-
connected phases, since the exciton diﬀusion length is in this range [50]. However, the
1The content of this chapter is submitted for publication, see ref. [153]
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Figure 7.1.1.: Energies involved in the electron transfer from the donor to the acceptor.
The diﬀerence between the optical gap Eopt and the eﬀective gap Egeff
represents the energy loss for the charge transfer of an electron from the
donor to the acceptor.
problem in the concept of current OPV devices is the need of a high charge carrier mo-
bility to prevent recombination losses, which could be achieved by a higher crystallinity,
which on the other hand increases the size of the phases and therefore reduces charge gen-
eration. One approach to overcome this problem is to avoid a heterojunction based on two
diﬀerent phases, meaning that the charge separation must take place within one phase. In
this case, crystallinity would not aﬀect charge separation, enabling larger crystals in the
active absorber layer, and thus using only one phase may improve the PCE signiﬁcantly.
Dissociating an exciton within a phase can either be accomplished by a large dielectric
constant, or by a CT state [71, 139].
It must be mentioned that there is no claim that the proposed polymers can be synthe-
sized. Instead, the goal is to encourage chemists to synthesize polymers based on the
same idea, which might behave similarly. In the following investigation, the ladder poly-
mer poly(benzimidazobenzophenanthroline) (BBL) is used, since its pi-system extends over
several repetition units, and the dielectric tensor and exciton extension are known from
Chapter 5 and 6, respectively.
7.2. Calculation of polar side-chains
As GaN shows an exciton binding energy in the range of thermal energy and a dielec-
tric constant of about 10, polymers with a dielectric constant in a similar range could
provide a route towards reduced exciton binding energies (see also Figure 5.1.1). Hy-
perbranched copper phthalocyanine (CuPc) with the side-chains 2-(3,4-dicyanophenoxy)-
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BBL monomer unit F4-BBL
cyanopentyl TEG CYPHE zwitterionic
x
y
Figure 7.2.1.: Chemical structures of molecules and side chains investigated with their
short name.
phenoxy (CYPHE), shown in Figure 7.2.1, exhibits a dielectric constant of 15 [12]. For
polymers with triethylene glycol (TEG) side-chains an enhanced dielectric constant of 6
was measured [156,157]. An improvement of the solar cell characteristics was observed for
a polymer with nitrile side-chains, which increases the dielectric constant from 3.5 to 5,
and reduces non-geminate recombination [158].
For the following investigation, a BBL monomer with two additional carbon atoms at the
linker position is used, reﬂecting the basis molecule to attach the diﬀerent side-chains in-
troduced in Figure 7.2.1. The inﬂuence of 4 attached ﬂuorine atoms is denoted by the
molecule F4-BBL. The side chains, cyanopentyl (nitrile), TEG, CYPHE, and a zwitteri-
onic side chain are attached to the BBL monomer and simulated in terms of polarizability
volume.
Extraction of the ionic and electronic polarizability of the BBL monomer and F4-BBL are
carried out as reported in Chapter 5. The BBL monomer with the CYPHE side-chain
exhibits its lowest energy for the conformation when the dicyanophenoxy group is parallel
to the molecular plane of the BBL monomer, forming a pi-stack. In order to include the van
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der Waals interaction, for the DFT simulation of the CYPHE side-chain a D3 dispersion
is added [20]. To improve the ability of the DFT calculation to converge, and to decrease
the computational time during the geometry optimization with an applied electric ﬁeld,
the atoms of the backbone (BBL monomer) have been ﬁxed, except for the carbon atom
involved in the bond with the side-chain. Thus, for the side-chains calculated (except
F4-BBL), the ionic part exhibits its origin only from the side-chain, since all other atoms
are ﬁxed. These calculations are performed in the x-, y-, and z-direction, leading to a
dielectric tensor which should be symmetric. However, due to favorable movements with
respect to the backbone, especially for the more complex side chains, deviations from a
symmetric tensor are observed. Similarly to the error calculation in Section 5.5, this devi-
ation together with the deviation obtained by applying diﬀerent electric ﬁelds (0.0002 and
0.0004 au) during geometry optimization compared to their mean value are represented
by the standard deviations ∆αi, shown in Table 7.2.1. This table further summarizes the
simulation results for the mean ionic polarizability volume α′i, and the mean electronic
polarizability volume α′e. In order to know the molecular volume of the side-chains, the
BBL
mono.
F4-
BBL
cyano-
pentyl
TEG CYPHE Zwitter
ionic
α′i 30 28 82 107 169 943
∆αi 5 4 21 52 59 290
α′e 346 351 426 461 517 496
VM 2578 2759 3472 3833 4331 4338
αi 0.01 0.01 0.09 0.09 0.10 0.54
εs 4.1 4.1 5.2 5.3 5.9 16.8
Table 7.2.1.: Ionic polarizability volumes and the calculated dielectric constants for
the side-chains introduces in Figure 7.2.1. α′i represents the polariz-
ability volumes (bohr3), ∆αi corresponds to the standard deviation for
the ionic contributions (bohr3), α′e is the electronic polarizability volume
(bohr3), VM the molecular volume (bohr3), αi the ionic polarizability of
the molecule (two left columns) or the side-chains (four right columns),
and εs the calculated dielectric constant.
COSMO-solvation method of Turbomole is used to calculate the molecular volume of the
molecules introduced. In Table 7.2.1 the calculated molecular volumes VM are shown. The
ionic polarizability volume for F4-BBL does neither enhance the ionic nor the electronic
polarizability volume. The general increase of the electronic polarizability α′e can be at-
tributed to the increasing molecular volume, which increases the number of atoms, and
therefore the number of electrons participating in the screening. Attaching a cyanopentyl
side-chain with its internal dipole moment increases the ionic polarizability volume from
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30 to 82. Due to the ethoxy groups, the TEG side-chain contains several dipoles, resulting
in an increased ionic polarizability volume of 107. However, calculating the ionic polar-
izability αi = α′i/(VM−TEG − VM−BBL), which is independent of the molecular volume, the
more meaningful ionic polarizability is obtained, which remains at 0.09, comparable to the
cyanopentyl side-chain. Thus, the higher polarizability volume of TEG compared to the
cyanopentyl side-chain can be attributed to an increased volume of the side-chain. The
CYPHE side-chain increases the polarizability slightly from 0.09 to 0.10. The zwitteri-
onic side-chain induces a more than ﬁve times higher polarizability compared to the other
side-chains investigated. This can mainly be attributed to the strong internal dipole of the
zwitterionic side-chain.
Based on the polarizability volumes obtained, equation 2.2.10 is used to calculate the
static dielectric constant εs of BBL with a single side-chains attached to each monomer.
The solution of the quadratic equation gives reasonable results for positive signs only, i.e.
εS>0. The results are summarized in Table 7.2.1, representing the dielectric constant at
a frequency below the vibrational modes. For the polarizability volume αi for the BBL
monomer and F4-BBL, the values according to Table 7.2.1 are taken. Since the backbone
of the polymer is ﬁxed during the calculations of the polarizabilities of the side-chains, the
ionic polarizability volume of the side chain to the polarizability volume from the BBL
monomer is added. The electronic dielectric constant of εe=3.6 for the BBL polymer is
taken from Table 5.5.1. For the respective molecular volume VM, the sum of the volume
of one BBL monomer (2602 bohr3 from Section 5.5) and the volume of the side-chain
(VM+side−chain − VM−BBL from Table 7.2.1), is taken.
The static dielectric constant obtained for BBL is in agreement with Table 5.5.1. Even
though diﬀerent polymer backbones are used, similar enhancements of the dielectric con-
stant with or without a polar side chains are obtained for the cyanopentyl and the TEG
side-chains [156, 158]. For the CYPHE side-chain, a dielectric constant of 15 or higher
was published [12]. The calculations made result in a dielectric constant of 5.9. These
calculations are based on the energetically lowest conformation. However, in reality, due
to vibrations and intermolecular interactions, the side-chain might be oriented diﬀerently
with respect to the backbone, which strongly aﬀects the freedom of movement of the
side-chain and therefore its polarizability. Finally, a high dielectric constant of 16.8 for
the BBL polymer with zwitterionic side-chains attached is obtained. For this calculation,
intermolecular interactions are not taken into account, and only the energetically lowest
conformation is simulated.
Based on the calculations performed, it is proposed to use zwitterionic side-chains to sig-
niﬁcantly increase the dielectric constant of organic materials. However, for all the polar
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side-chains, intermolecular interactions are crucial for their polarizability. For the usage
of polar side-chains, it is recommended to prevent intermolecular interactions of the polar
side-chains, since they might hinder each other in the freedom of movement. Guo achieved
this by a hyper-branched CuPc ﬁlm, consisting of the disk-like CuPc molecules, connected
by the ionic 2-methoxyphenoxy bridge, where a part of the unconnected linkers consists
of the CYPHE side-chain. It is assumed that the disk-like shape of CuPc enables inter-
molecular cavities, which are used by the ionic side-chains to move freely [12], leading to
a high screening and therefore a high dielectric constant. In principle, the same can be
achieved with zwitterionic side-chains. For more accurate conclusions concerning inter-
molecular interactions of ionic side-chains and their inﬂuence on the dielectric constant,
further investigations will be needed.
7.3. Calculation of CT-states
The exciton binding energy consists of the Coulomb attraction between the electron and
the hole, which is lowered by the kinetic energy of these quasi particles. The Coulomb
interaction between the hole and the electron in an anisotropic medium can be calculated
by equation 2.3.16.
Compared to the optically more relevant S1 transition, a doubling of the exciton size for the
intramolecular CT transition S3 is shown in Chapter 6. According to equation 2.3.9 and
2.3.13, a doubling of the exciton radius leads to a decrease of the exciton binding energy by
a factor of 1/2. However, the intramolecular CT state was an S3 state with a negligible os-
cillator strength [139]. It is well known that ﬂuorination of an organic molecule increases
the ionization potential [159], and thus exhibits the energetics of an acceptor molecule
compared to the unﬂuorinated molecule. The Coulomb binding energies of the S1 state of
a partially ﬂuorinated oligomer is investigated. Its molecular structure is shown in Figure
7.3.1(a), denoted by F12BBL6, where the 3 BBL monomer units on the right side exhibit
six substituted ﬂuorine atoms. Their respective frontier Kohn-Sham (KS) orbitals of the
intramolecular S0 state are shown in Figure 7.3.1(b) and (c). Both, the KS-HOMO and the
KS-LUMO are localized on the left and right side of the molecule, respectively. However,
the relevant hole and particle (electron) orbitals in the S1 state are delocalized over the
molecule (see Figure 7.3.1(d) and (e)), which holds true especially for the particle. This
can be explained by the neglecting of the Coulomb interaction between the hole and the
electron in the S0 state, since the respective KS orbitals in Figure 7.3.1(b) and (c) were
calculated in the ground state conﬁguration. Thus, in contrast to Frenkel excitons [139],
Coulomb interactions of CT excitons need to be evaluated by means of natural transition
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orbitals (NTO), i.e. the particle and the hole. From the calculations above, is is know
that the ﬂuorination of the backbone does neither signiﬁcantly inﬂuence the electronic nor
the ionic contribution to the dielectric constant. Thus, for the calculation of the exciton
binding energy, the values from Table 5.5.1 are taken. In order to reduce computational
time, the geometry optimizations are calculated with the SVP [130] basis set and the PBE0
functional by the software Turbomole. For the molecule BBL3-h-F12BBL3, exhibiting van
der Waals interaction, the D3 dispersion is included during geometry optimization [20].
TD-DFT calculations are performed with the hybrid functional B3LYP [160] and with the
basis set def2-SVPD. The response vector of the TD-DFT calculation is further processed
by using software TheoDORE [40, 47], generating the NTOs of the S1 transition. The
particle and hole wave function is then discretized by the MOLDEN program [147], where
a grid resolution of 2, 2.5, and 3.9 points/Å is taken for the F12BBL6, BBL3-h-F12BBL3,
and BBL3-pi-F12BBL3 molecule, respectively. After normalizing the square of the orbitals
to unity, equation 2.3.16 is calculated.
By this procedure, the Coulomb binding energy for the partially ﬂuorinated molecule
shown in Figure 7.3.1(a), denoted with F12BBL6, is calculated. As shown in Table 7.3.1,
a Coulomb binding energy of 0.43 eV is obtained. The Coulomb interaction obtained is
Molecular
structure
EC w/o
screening
(eV)
EC
(eV)
εeff oscillator
strength
∆ES1
(eV)
F12BBL6 1.57 0.43 3.6 3.0 1.6
BBL3-h-F12BBL3 0.79 0.24 3.3 0.005 1.4
BBL3-pi-F12BBL3 1.96 0.48 4.0 0.001 1.6
Table 7.3.1.: Resulting S1 excitonic properties for the molecular structures shown
in Figure 7.3.1, i.e. the Coulomb binding energy with screening, the
Coulomb binding energy without screening, the eﬀective dielectric con-
stant εeff , the oscillator strength, and the transition energy ∆ES1 .
in the same range as the value of 0.4 eV, calculated for unﬂuorinated BBL in Chapter 6.
Therefore, to prevent a delocalization of the electron in the LUMO, the molecule F12BBL6
is separated into two parts, as shown in Figure 7.3.1(f) and (g). The 3 BBL monomer units
on the left side and the 3 ﬂuorinated BBL units on the right side are connected by hydro-
gen bonds, leading to the molecule denoted by BBL3-h-F12BBL3. The hole and particle
orbitals 7.3.1(f) and (g) show a strong localization on the BBL3 and on the F12BBL3,
respectively. Thus, the S1 state is a CT-state. The Coulomb binding energy obtained is
strongly reduced to 0.24 eV, as compared to the connected BBL. It is proposed that an
enhancement of the conjugation length of hydrogen bonded BBL3 the F12BBL3 would
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F12BBL6 NTO hole
F12BBL6 KS-HOMO
F12BBL6 KS-LUMO
F12BBL6 NTO particle
BBL3-h-F12BBL3 NTO particle
··
BBL3-h-F12BBL3 NTO hole
···
···
···
BBL3-π-F12BBL3 NTO hole BBL3-π-F12BBL3 NTO particle
F12BBL6(a)
(b)
(c)
(d)
(e)
(f)
(g)
(h)
fluorinated molecule
x
y
···
·
Figure 7.3.1.: Isosurfaces (0.01) of the calculated frontier orbitals of 3 diﬀerent molecu-
lar structures. Except for BBL3-pi-F12BBL3, the 3 ﬂuorinated monomer
units are on the right side of the molecule or on the right molecule.
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lower the Coulomb binding energy even more. The Coulomb interaction for a CT exciton
between 3 BBL monomer units and 3 ﬂuorinated BBL units (BBL3-pi-F12BBL3) arranged
in a pi-stack with a distance of 3.78 Å (known from Section 5.3) is calculated, resulting in a
Coulomb binding energy of 0.48 eV (see NTOs in Figure 7.3.1(h)). Table 7.3.1 summarizes
the Coulomb interaction without screening, the Coulomb interaction with screening, the
ratio of the Coulomb interactions giving the eﬀective dielectric constant εeff , the oscilla-
tor strength, and the transition energy ∆ES1 . The Coulomb binding energy of BBL3-pi-
F12BBL3 is higher as compared to the value reported for 6 pure BBL monomer units. The
reason for this behavior is the localization of the wave functions on 3, as compared to 6 (see
Chapter 6), BBL monomer units. However, its eﬀective dielectric constant, representing
the apparent exciton screening, is highest. The reason for the higher dielectric constant
is that the dielectric constant perpendicular to the transition dipole moment is crucial for
the screening [122, 148], thus the higher dielectric constant along the polymer backbone
enhances the screening for CT state. The transition energies ∆ES1 are in a similar range
around 1.4 - 1.6 eV. The oscillator strength is low for both CT transitions, the hydrogen
bonded (BBL3-h-F12BBL3) and the pi-bonded (BBL3-pi-F12BBL3), respectively, indicat-
ing a low overlap of the frontier orbitals. The more separated the hole and particle orbitals
are, the lower is the Coulomb binding energy, but also the transition dipole moment, lead-
ing to a poor absorption coeﬃcient. Thus, it remains questionable whether an eﬃciently
dissociating exciton can absorb suﬃcient light for solar cell applications. One approach to
overcome this problem would be to use the strong absorption of the energetically higher
lying intramolecular transitions on the respective molecule, as utilized in current OPV.
Another approach is to outsource the absorption to an eﬃcient dye, transferring the en-
ergy of the exciton [161163] to the dissociating part of the molecule. Thus, for highly
eﬃcient organic solar cells with minimized voltage losses, the main tasks of a solar cell, i.e.
absorption, dissociation and transport, might be attributed to speciﬁc organic molecules
with specialized properties, designed for their task.
7.4. Relevant frequency for exciton screening
The dielectric function reﬂects the screening by electronic and ionic species in the material
under investigation. The response of the dielectric material upon applying an electric
ﬁeld must take place before a recombination of the respective excited state. Thus, the
needed frequency can be determined by the inverse lifetime (1/τ) of the S1 state (exciton).
However, this lower limit in frequency does not hold true for an exciton exhibiting a
dynamic character, i.e. the movement of the exciton between sites involved, leading to non
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localized electron and hole densities. Assuming the intramolecular and CT excitons are
localized on the molecule or dimer, respectively, we can calculate the lifetime of the excited
state by using equation 7.4.1 (Fermi's golden rule), which holds true for a homogeneous
medium and represents the rate for spontaneous emission Γrad in the dipole approximation.
Γrad(ω) =
1
τ(ω)
=
ω3n|µfi|2
3piε0~c3
, (7.4.1)
where ω is the emission frequency, n the index of refraction, µfi the transition dipole
moment, and c the speed of light.
In order to obtain the transition dipole moment of the ﬁrst transition from experiments
we can use equation 2.3.6 to ﬁt the imaginary part of the dielectric function of BBL (from
Section 5.4) by several Gaussians shown in Figure 7.4.1. For this ﬁt, seven Gaussians (n)
1 . 5 2 . 0 2 . 5 3 . 0 3 . 5 4 . 0
0
2
4
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Figure 7.4.1.: Fit of the imaginary part (S1 state) of the dielectric function of BBL
by seven Gaussian funcions. Based on this ﬁt and equation 2.3.6 the
transition dipole moment can be determined.
are superimposed. The Gaussian widths σ0-σ2 are taken as ﬁtting parameters, whereas to
lower the number of ﬁtting parameters σ3-σ6 are kept at 0.22 eV and the energy diﬀerence
between the vibrational modes is kept at a constant parameter. The prefactor for arbitrary
azimuthal orientation of the transition dipoles in plane is 1/2. The molecular volume is
taken from Section 5.5. Further ﬁtting parameters are E0n, the Huang-Rhys factor S, and
µfi, resulting in: σ0=0.10, σ1=0.13, σ2=0.21, µfi=7.8 debye, Huang-Rhys factor S=1.63
E0n= 1.94 eV, and a diﬀerence between the vibrational energies of 0.20 eV. The lowest
transition of 1.94 eV is slightly higher than the measured optical gap of 1.81 eV (see Figure
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6.2.1), which can be explained by the missing spatial relaxation of the excited molecule
in the TD-DFT calculations made. The measured transition dipole moment of 7.8 debye
is more than 3 times smaller as compared to the transition dipole moment obtained by
TD-DFT in Chapter 6 of 25.7. For clariﬁcations about the origin of the diﬀerence obtained
between measurements and simulations more investigations are necessary. Nevertheless, it
is shown that the transition dipole moments of BBL are in the same range. In order to
calculate the lifetimes, the transition dipole moments based on TD-DFT simulations for
the diﬀerent molecular structures introduced in Figure 7.3.1 are used. Further, an index
of refraction of 2.0 (see Figure 5.4.1), and emission frequencies of ∆ES1/~ (see Table 7.3.1)
are taken, resulting in the lifetimes shown in Table 7.4.1. The intramolecular lifetimes are
Molecular structure transition type µfi (debye) Γrad(s−1) lifetime (ns)
BBL6 (from Section 6.1.3) intramolecular 25.4 9 · 108 6.8
F12BBL6 intramolecular 22.4 6 · 108 9.2
BBL3-h-F12BBL3 intermolecular 1.0 9 · 105 7285
BBL3-pi-F12BBL3 intermolecular 0.4 3 · 105 22771
Table 7.4.1.: Radiative recombination rate and lifetimes for the structures introduced
in Figure 7.3.1, calculated by equation 7.4.1.
in the order of 6-9 ns and thus are one order of magnitude higher as compared to the ladder
polymer LPPP with a lifetime of 200 ps [164]. The deviation can be attributed to the larger
emission frequency of LPPP at around 2.7 eV [165], aﬀecting the lifetime cubically. The
intermolecular radiative lifetime is 7 µs and 23 µs for the hydrogen- and pi-bonded dimer,
respectively. However, it is known that in CT states the non-radiative recombination is
dominant compared to the radiative recombination [81]. The CT recombination rate of
current OPV systems is in the range of 10 ps - 10 ns [166]. Based on the considerations
above, the lowest lifetime obtained is 10 ps, leading to a limiting frequency of 100 GHz.
Based on vibrational analysis by DFT calculation (SVP, PBE0), the lowest vibrational
mode of the zwitterionic side-chain exhibits a frequency of 407 GHz. Thus, based on
localized excitons the frequency of the lowest vibrational mode obtained is four times
higher as compared to the highest recombination rate, indicating that for the screening of
the exciton the zwitterionic side-chain should be fast enough. This estimation serves as a
ﬁrst approximation, whereas for more accurate values further investigations are necessary.
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7.5. Conclusions
The polarizability and the dielectric constant of several polar side-chains attached to a
BBL monomer are simulated. It is shown that zwitterionic side-chains enable dielectric
constants above 10, and thus might be an interesting path to reduce the exciton binding
energy. Furthermore, the ability of one dimensional oligomers to dissociate the exciton by
an intramolecular or intermolecular CT states is tested. For this purpose, one half side of
the BBL oligomer is ﬂuorinated in order to create an electron accepting part. The Coulomb
binding energy of an intramolecular CT state or a CT state between two pi-stacked planar
molecules is in a similar range as the Coulomb binding energy on a pure BBL polymer.
However, a CT state along the backbone of two hydrogen bonded oligomers results in a
calculated Coulomb binding energy of only 0.24 eV. We assume that an enhancement of
the conjugation length of the hydrogen bonded BBL oligomers would further lower the
Coulomb binding energy. Proposals to overcome the inevitable decrease in absorption of
a wide range intramolecular donor-acceptor system are discussed. Hence, two new paths
are proposed, in order to dissociate the exciton within an organic phase, which reduces the
voltage losses and increases the charge carrier mobilities in OPV.
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Chapter 8
Conclusions and outlook
8.1. Conclusions
In order to compete with commercially available solar cells and fossil fuels, the PCE of
OPV must be increased. This can be achieved by organic materials with a lower exciton
binding energy and with an enhanced power conversion in the NIR spectral range. In this
work, both approaches are investigated.
In OPV, especially in devices using small molecules, NIR absorbing materials are expected
to result in higher PCE when incorporated into a tandem or triplet conﬁguration. Three
diﬀerent aza-BODIPY donor molecules absorbing in the NIR are optimized in a OPV
stack for a maximum PCE. The morphologies of their donor-acceptor blends, analyzed by
GIXRD and SEM, is similar and can not explain the observed diﬀerences in the PCE.
For the donor molecule without side-group, not only the PCE (3.8%) is enhanced but
also the IQE, short circuit current density, open circuit voltage, FF, and charge carrier
mobility are higher. Based on DFT calculations, the higher mobility can be assigned to
a lower intramolecular reorganization energy. Further, impedance spectroscopy measure-
ments reveal the presents of traps in the donor phase based on BODIPYs with a side-group
attached. Due to the discrete nature of the observed traps, they are postulated to orig-
inate from chemically introduced trap states. Since all BODIPY materials have been
sublimed, a diﬀerence in the purity of the speciﬁc materials is not expected. However, a
higher evaporation temperature for the BODIPYs with side-group were needed. Therefore,
we assume that the higher evaporation temperature breaks some molecules, leading to a
modiﬁed HOMO and LUMO level and therefore acting as a trap. The diﬀerence between
the optical gap, measured by absorption and emission, and the eﬀective gap, obtained by
temperature dependent open circuit voltage measurements, represents the energy loss for
an electron transfer from the donor-LUMO to acceptor-LUMO. This energy loss, related
to the electron transfer from the S1 state of the donor to the donor-acceptor CT state,
is lowest (0.17 eV) for the device with the highest short circuit current density. This in-
dicates that a large energy diﬀerence between the LUMOs of the donor and the acceptor
not necessarily leads to a higher charge extraction. The low energy losses are reﬂected
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in a remarkably high open circuit voltage of 0.81 V, at least for an infrared absorbing
organic solar cell. The diﬀerence between the optical gap of the donor and the open circuit
voltage is 0.74 V for the unsubstituted BODIPY. This voltage loss is lower compared to
the reported high performing OPV devices, exhibiting a voltage loss of 0.84 V [4, 117].
However, inorganic solar cell exhibit a voltage loss around 0.4 V, which clearly shows the
deﬁciencies of current OPV technology.
The voltage losses in organic devices can be reduced by lowering the exciton binding en-
ergy and increasing the charge carrier mobilities. The reason for the large exciton binding
energy is the low dielectric constant, leading to a weak screening of the opposite charges.
A new method for calculating ionic contributions of organic molecules in the DFT and
TD-DFT framework is presented. In order to validate the new approach, the ladder type
polymer BBL is chosen, where the exciton is not limited by the conjugation length of the
polymer. A highly anisotropic dielectric tensor is observed with a dielectric constant of
8.3 along the backbone, and around 3 perpendicular to the polymer. The high dielectric
constant along the backbone can be attributed to the high delocalization of the pi-electrons
along the pi-system, i.e. the backbone of the polymer. Furthermore, we obtain an increase
of the mean dielectric constant by adding the ionic part from 3.6 to 4.2. This calculations
are in agreement with ellipsometry measurements performed in the UV/Vis and IR spec-
tral range.
By using a recently developed methodology for analyzing excitonic properties, the exciton
size for diﬀerent one-dimensional organic conjugated molecules is determined. We ob-
serve a saturation of the exciton size at 1.2 nm for molecules larger the 4 nm. The lowest
Coulomb binding energy of 0.4 eV is obtained for BBL, leading to a exciton binding energy
of 0.2 eV, which is in agreement with the diﬀerence between the measured optical gap and
a reported transport gap of BBL. It is observed that the high dielectric constant along the
backbone does not signiﬁcantly contribute to the screening of the exciton, but should not
be neglected.
In order to lower the exciton binding energy of the investigated BBL polymer, either die
electronic or ionic contributions to the dielectric constant must be increased. For an en-
hanced electronic part, the pi-system of BBL needs to be expanded. Such materials are
however, diﬃcult to synthesize and also thin ﬁlm production is aﬀected by the poor sol-
ubility of broad and stiﬀ molecules. Hence, we investigate the inﬂuence of diﬀerent polar
side-chains to the dielectric constant of BBL. By attaching a zwitterionic side-chain to
each BBL monomer unit, a dielectric constant of 17 is calculated, which would result in
an exciton binding energy of 42 meV, close to the thermal energy of 25 meV.
In order to lower the exciton binding energy, the dielectric constant can be increased or a
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CT state can be utilized. A CT state is induced by using two BBL oligomers, where one
oligomer is ﬂuorinated. It is shown by TD-DFT calculations that these oligomers arranged
in a pi-stack do not lower the exciton binding energy. However, arranging these polymer
in-line, connected by a hydrogen bond, leads to a spatially separated wave functions with
a reduced Coulomb binding energy of 0.24 eV. This results in an exciton binding energy of
about 0.12 eV, estimated for this intermolecular CT state. It is proposed that this exciton
binding energy can further be lowered by enhancing the length of the donor and acceptor
molecule.
8.2. Outlook
Either a large dielectric constant obtained by the introduction of a polar side-chain, or a CT
state in line to the polymer backbone leads to a low exciton binding energy, which would
reduce the voltage losses of OPV. However, in order to lower the voltage losses, also the
charge carrier mobility must be improved. The charge carrier mobility in current organic
solar cells is limited, since the small exciton diﬀusion length requires a phase separation
in the order of 5-10 nm, hindering the usage of crystalline materials. Both approaches,
i.e. using a high dielectric constant material and the hydrogen bonded donor-acceptor
molecules can be incorporated in one phase, enabling higher mobilities. The crucial point
is the practical realization. The major restriction might be limitations in the possible
synthesis routes. However, there is plenty of room at the bottom (Richard Feynman),
thus there are also many diﬀerent possible conﬁgurations of molecules with the properties
desired.
Enhancing the dielectric constant of ladder polymers by polar side-chains seems to be a
promising route for lowering the exciton binding energy, however up to now, synthesis was
not successful. The inﬂuence of intermolecular interactions of the polar side-chains should
be investigated, since they might inﬂuence their freedom to move. On the other hand, it is
known from the current working principle of OPV that a CT state can lower the exciton
binding energy. To lower this exciton binding energy, the donor and the acceptor oligomer
size must be enlarged, leading to a larger mean separation of the hole and the electron
wave function. However, introducing a CT state leads to higher voltage losses. According
to Vandewal, the CT losses can be lower than 0.1 eV [53].
One approach to overcome this problem might be the combination of proposals made in
this work. Thus, by e.g. using BBL oligomers and ﬂuorinated BBL oligomers with polar
zwitterionic side-chains connected by hydrogen bonds in line with their backbone could
lower the exciton binding energy in range of the thermal energy. However, the generated
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positive and negative charges need to move separately to their speciﬁc transport layers or
electrodes, which only can be achieved if the donor molecules and the acceptor molecules
assemble separately and form percolation paths. Providing these properties needed for a
working solar cell could lead to major improvements in the PCE of OPV, heading towards
the eﬃciencies of inorganic solar cells at much lower cost.
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A.1. Abbreviations
Abbreviation Description
1TDM one particle transition density matrix
AFM atomic force microscopy
au atomic unit
CELIV charge carrier injection by linearly increasing voltage
CT charge transfer
CV cyclic voltammetry
D∗ excited donor
DFT density function theory
DOS density of states
EA electron aﬃnity
EQE external quantum eﬃciency
EGDM extended gaussian disorder model
ETL electron transport layer
FF ﬁll factor
GDM Gaussian disorder model
GTO Gaussian type orbital
GIWAXS grazing-incidence wide-angle X-ray scattering
GIXRD grazing incidence X-ray diﬀraction
HBEC high binding energy cutoﬀ
HOMO highest occupied moleculear orbital
HTL hole transport layer
IP ionization potential
IPCE incident photon-to-current eﬃciency
IV current voltage
IQE internal quantum eﬃciency
IR infrared
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Abbreviation Description
IAPP Institut für Angewandte Photophysik
KS Kohn-Sham
LED light emitting diode
LUMO lowest unoccupied moleculear orbital
MPP maximum power point
NIR near infrared
NTO natural transition orbital
OLED organic light emitting diode
OPV organic photocoltaic
OTRACE open-circuit corrected charge carrier extraction
PCE power conversion eﬃciency
QCM quartz crystal microbalance
SEM scanning electron microscopy
sEQE sensitive external quantum eﬃciency
STO Slater type orbital
TD-DFT time dependent density function theory
UPS ultraviolet photoelectron spectroscopy
UV/VIS ultraviolet and visible
VASE variable angle scanning ellipsometry
XRD X-ray diﬀraction
ZIH Center for Information Services and High performance
Computing
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A.2. Materials
Abbreviation Description
4TB bridged quarterthiophene
8T octithiophene
6T sexithiophene
Al aluminum
aza-BODIPY benzannulated 4,4-diﬂuoro-4-bora-3a,4a-diaza-s-
indacene
BBL poly(benzimidazobenzophenanthroline)
BF-DPB N,N '-((Diphenyl-N,N '-bis)-9,9-dimethyl-ﬂuoren-2-yl)-
benzidine
Bis-HFl-NTCDI N,N -bis(ﬂuoren-2-yl)-naphthalenetetracarboxylic
diimide
BPAPF 9,9-bis(4-(N,N -bis-biphenyl-4-yl-amino)phenyl)-9H-
ﬂuorene
CdTe cadmium telluride
CuPc copper phthalocyanine
CYPHE 2-(3,4-dicyanophenoxy)-phenoxy
F4-BBL ﬂuorinated poly(benzimidazobenzophenanthroline)
F6-TCNNQ 2,2'- (per-ﬂuoronaph-thalene-2,6-diylidene) dimalononi-
trile
GaAs gallium arsenide
GaN gallium nitride
ITO indium-tin-oxide
LPPP ladder-type poly(para-phenylene)
MSA methanesulfonic acid
MPTMS (3-mercaptopropyl)trimethoxysilane
NDP9 Novaled p-dopant 9
PPV poly(p-phenylen-vinylen)
Si silicon
TEG triethylene glycol
ZnPc zinc phthalocyanine
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