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Resumen 
Un modelo matemático representa cualitativa y/o cuantitativa una parte concreta de la 
realidad, en el cual se muestran las relaciones predominantes entre sus elementos, sobre 
los cuales se pueden –y es necesario– realizar previsiones. De acuerdo con Bollen 
(2002), los fenómenos están influenciados por causas tangibles y elementos no 
observables (variables latentes). Los Modelos de Ecuaciones Estructurales (SEM, 
Structural Equation Models), han permitido la contrastación empírica de modelos que 
incluyen efectos causales entre variables latentes y variables observables; dichos 
modelos permiten entre otras cosas, la contrastación de teorías a través de la evidencia 
empírica. El Análisis Factorial Confirmatorio (AFC) es un procedimiento de análisis 
encuadrado en los modelos de Ecuaciones Estructurales (SEM), cuyo propósito se 
centra en el estudio de los modelos de medida. En consecuencia, es una estrategia 
sumamente útil en el ámbito de la prueba de hipótesis y la confirmación de teorías. En 
el presente trabajo se utilizan modelos de ecuaciones estructurales, concretamente, el 
análisis factorial confirmatorio, en relación a la validez de las escalas de medida 
cuando se proponen modelos causales. 
Palabras clave: Análisis   Factorial, Modelos causales, Estadística multivariable  
Introducción 
Los modelos de ecuaciones estructurales, al facilitar la contrastación empírica de modelos 
que incluyen efectos causales entre variables no observables (latentes), y entre éstas y 
variables observables, han permitido una mayor flexibilidad metodológica en el quehacer 
investigativo. Ofrecen, entre otras posibilidades estimar dependencias múltiples, poseen la 
capacidad de representar conceptos no observados a través de indicadores y permiten tener 
en cuenta el error de medida en el proceso de estimación.  
Dentro de las aplicaciones de los modelos (SEM) existen diferentes posibilidades de 
estudio, desde análisis de trayectorias (regresiones múltiples); Análisis congenérico (se crea 
un conjunto de variables latentes que tienen sus indicadores); Análisis confirmatorio de 
factores (se plantea la interrelación entre factores que tienen sus indicadores); Análisis de 
indicadores múltiples (variables latentes dependientes influyen sobre variables observadas); 
Análisis estructural (Variables latentes pueden influir sobre otras variables latentes). 
La medición de la conducta perfeccionista desde una perspectiva multidimensional inició 
en los 90´s. Hewitt y Flett (1991) diseñaron un conjunto de reactivos denominados MPS-H 
(por sus siglas en inglés) que incluía tres dimensiones del constructo, perfeccionismo 




autorientado, perfeccionismo orientado hacia otros y el perfeccionismo socialmente 
prescrito. La conducta perfeccionista es una variable relacionada con otros problemas 
psicológicos (e.g., depresión, trastornos alimentarios, ansiedad, abuso de sustancias, 
trastorno obsesivo compulsivo, entre otros). En la presente investigación se reportan datos 
de la validación de la Escala Multidimensional de Perfeccionismo (MPS-F) en población 
mexicana utilizando muestra clínica, poniendo énfasis en la utilización de modelos de 
ecuaciones estructurales, concretamente, el análisis factorial confirmatorio (AFC), en 
relación a la validez de las escalas de medida.  
Instrumento 
Escala Multidimensional de Perfeccionismo. Es un auto-informe que se utiliza para medir 
la conducta perfeccionista desde una perspectiva multidimensional. Está conformado por 
35 reactivos con cinco opciones de respuesta. Se califica conforme a una escala Likert 
donde 1 = Totalmente en desacuerdo y 5 = Totalmente de acuerdo. Puntuaciones más altas 
significan mayor presencia de la conducta perfeccionista. La versión en español que se 
utilizó en el presente estudio fue validada por Franco et al. (2010).  
Análisis de los datos 
Utilizando el paquete estadístico SPSS versión 17 y con el objetivo de conocer las 
características psicométricas del cuestionario se llevaron a cabo análisis de consistencia 
interna (alfa de Cronbach). Como una medida de adecuación muestral y con el objetivo de 
corroborar la factibilidad para realizar un análisis factorial se utilizó el método de KMO 
(Kaiser-Meyer-Olkin). Para validar la hipótesis nula de variables iniciales 
incorrrelacionadas se utilizó la prueba de esfericidad de Bartlett. Se desarrolló un análisis 
factorial exploratorio el cual fue confirmado haciendo uso del software estadístico AMOS 
versión 20. 
Análisis factorial exploratorio  
Debido a que previamente no se han establecido consensos sobre el número de factores que 
debe de contener el instrumento (MPS-F), primeramente se planteó la necesidad de realizar 
un análisis factorial exploratorio. Para corroborar la pertinencia del mismo, es decir, si 
existía o no correlación entre el conjunto de ítems del cuestionario y un numero de 
dimensiones no medidas, se realizó una matriz de correlaciones mediante el método de 
KMO (Kaiser-Meyer-Olkin) el cual funge como una medida de adecuación muestral. En 
este caso el puntaje obtenido fue de .91, lo que indica una alta correlación debido a que se 
encuentra muy cercano a la unidad, por tanto, evidencia la conveniencia de realizar un 
análisis factorial (Vicente y Oliva, et al., 2000; Pérez, 2001).  
La prueba de esfericidad de Bartlett (1950) arrojó un p-value >0.05, por lo que no resulta 
significativa la hipótesis nula de variables iniciales incorrrelacionadas y por lo tanto se 
puede confirmar que tiene sentido aplicar el análisis factorial (Pérez, 2001).  
Una vez descrito que es conveniente realizar el análisis factorial, se partió primeramente de 
una solución inicial, donde existen tantos componentes como variables. Para definir el 
número de factores a considerar se utilizaron los criterios de; gráfico de sedimentación 
muestra cuantos factores existen por encima de la unidad, -valor sobre el que se determinan 
las puntuaciones válidas como factores explicativos- (Peña, 2002; Pérez, 2001). Criterio de 
Kaiser (valores propios superiores a la unidad); y como criterio de asignación de ítems a los 




factores se consideraron cargas factoriales mayores a 0.4 (Cliff y Hamburger, 1967). Los 
factores retenidos deben tener al menos dos variables con pesos altos en ellos. 
Se empleó el método de extracción de máxima verosimilitud y rotación varimax (varimax 
con Kaiser). En Tabla 1 se muestra la distribución de los reactivos por factor y sus 
respectivos pesos factoriales. 
Tabla 1. Matriz de componentes Rotados 
 
Basado en los criterios anteriormente señalados la estructura original obtenida sugiere 
considerar un modelo con 5 factores, los cuales resumen el 64.6% de la variabilidad total. 
Sin embargo, lo establecido en esta investigación fue trabajar con 4 factores, con los cuales 
se explica el 64% de la varianza. Con la solución inicial (5 factores) la delimitación de las 
variables que forman cada factor no es clara, dado que el último factor solamente estaba 
conformado por un ítem.  
Análisis factorial confirmatorio 
El análisis factorial exploratorio (AFE), permite que todos los ítems puedan saturar en 
todos los factores, por ende, todos los factores pueden estar correlacionados. Una 
característica esencial del análisis factorial confirmatorio (AFC) es que el investigador 
define con antelación todos los aspectos relevantes del modelo, aspectos que deben estar 
Matriz de factores rotadosa
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sólidamente fundamentados en la teoría previa y en la evidencia conocida. El AFC no 
explora la relación entre variables o constructos, sino que las contrasta, el AFC es, en 
consecuencia, una estrategia sumamente útil en el ámbito de la confirmación de teorías. 
Dado que el análisis exploratorio se caracteriza porque no se conocen a priori el número de 
factores y que el análisis de tipo confirmatorio los factores están fijados a priori, se utilizó 
el AFC para corroborar la hipótesis de que las relaciones existen (factores) dado que las 
variables (ítems) son manifestaciones comunes de 4 factores no "observables” 
De acuerdo con Bentler y Chu (1987) y Lomax (1982) un instrumento de medición eficaz 
estaría en el orden de los 30 items. Conjuntos muy grandes de datos con frecuencia resultan 
en valores sobre calculados de χ2, de modo que el ajuste global del modelo a los datos se 
torna complejo. Un modelo AFC ideal, en consecuencia con lo afirmado, debería incluir 
como máximo 30 variables observadas (Ítems) y 6 variables latentes (Dimensiones). El 
modelo debería incluir aquellas variables que resultaran relevantes, omitiendo el resto, en 
otras palabras, el modelo debería ser lo más parsimonioso posible. 
El principal indicador del ajuste de un modelo AFC es la distribución χ2, sin embargo, dado 
que en muchas ocasiones la distribución de los datos no se ajusta a la distribución χ2 éste 
indicador no es utilizado como prueba única o concluyente de bondad del ajuste del 
modelo, lo anterior radica en que su valor está influenciado por el tamaño de la muestra, 
para superar estos inconvenientes, se han desarrollado diferentes índices parciales de ajuste, 
tanto de carácter absoluto -SRMR, GFI, AGFI, PGFI-, como parsimonioso –RMSEA-, 
predictivo -ECVI, CAIC, BIC- o incremental -CFI, TLI, NFI, PNFI, RNI, PCFI- (Hu & 
Bentler, 1995; Jackson, 2007). En términos generales un análisis factorial tiene sentido si se 
cumplen dos condiciones: parsimonia e interpretabilidad. Como se mencionó con 
antelación existen diversos índices de ajuste, y ninguno de ellos por separado es suficiente 
para determinar que el modelo se ajusta a los datos. Con el fin de ejemplificar de manera 
detallada el ajuste de los datos se recomienda la combinación de diversos indicadores, tales 
como: χ 2 a través del CMIN, RMSEA, ECVI, SRMR, GFI y CFI (Boomsna, 2000; 
McDonald y Ho, 2002). 
Resultados del modelo 
Para correr un AFC primeramente se tomó de la base total muestreada (371 sujetos) una 
sub muestra, obtenida ésta una vez colocada una variable de selección, lo anterior permite 
seleccionar una o un conjunto de las variables del archivo de datos como variable filtro, lo 
que da como resultado la definición de una sub-muestra de sujetos los cuales cumplen una 
determinada condición, la de haber sido seleccionado aleatoriamente. En la figura 1 se 
muestra el modelo a validar. 
Una vez establecido el modelo teórico a comprobar (modelo de 4 factores extraídos en el 
análisis exploratorio), se realizó un análisis factorial confirmatorio para comprobar que los 
35 items de los cuales está conformado la Escala Multidimensional de Perfeccionismo se 
agrupan en 4 sub grupos llamados dimensiones. La Tabla 2 se muestra los resultados 
obtenidos en la propuesta del modelo.  





Figura 1. Modelo estructural de la MPS-H 
Tabla 2. Síntesis de resultados del modelo 
Modelo 
Factorial 
CMIN GFI CFI RMSEA 
1 factor 3.34 0.8 0.59 0.093 
4 factores 2.1 0.9 0.9 0.056 





CFI: Comparative fix index 
GFI: Goodness of fit index  
RMSEA: Root mean square error of approximation  
Una medida de discrepancia entre las relaciones supuestas en el modelo y las relaciones que se 
encuentran entre las variables para la muestra es el indicador CMIN (equivalente a dividir el valor de 
χ2 / df) nos indica que si la relación es 1 entonces el modelo se ajusta de manera perfecta. Suelen 
considerarse aceptables si son menores de 5 (Wheaton et al, 1977). El principal problema de éste 
indicador es que es sensible al tamaño muestral. También es importante mencionar que como 
indicador se recomienda que los grados de libertad sean del orden de 2 a 1 o 3 a 1 siendo éste un 
indicativo de un ajuste aceptable entre el modelo hipotético y los datos de la muestra (Carmines and 
McIver, 1981). Otros investigadores han recomendado utilizar diferentes proporciones tan bajas 
como 2 o tan alto como 5 para indicar un ajuste razonable (Marsh and Hocevar, 1985).  
Los valores de los estadísticos de bondad del ajuste (CGFI) varían por lo general entre 0 y 1, con 1 
indicando un ajuste perfecto. Valores superiores a 0.9 sugieren un ajuste satisfactorio entre las 




estructuras teóricas y los datos empíricos, y valores de 0.95 o superiores, un ajuste óptimo, de 
acuerdo con García, Gallo y Miranda (1988) estos indicadores son los menos afectados por el 
tamaño de la muestra.  
Como medida del valor de aproximación (RMSEA = 0.056) indica un buen ajuste del modelo 
propuesto (inferior a .05 es bueno; entre .05 y .08 razonable; entre .08 y .10 mediocre; por encima de 
.10 el modelo debería ser rechazado). En términos generales es bien aceptada la opinión de que un 
valor de alrededor de 0.08 o menos para el RMSEA  indica un error razonable de aproximación 
(Browne y Cudeck, 1993). 
En términos generales, el investigador busca que su modelo se ajuste a la matriz de covarianzas de 
la población, pero de igual manera se podría estimar su falta de ajuste. Esto es lo que pretende el 
índice Estimated Non‐centrality Parameter (NCP=529.16). El valor de la discrepancia es de 529.16 -
valor razonablemente bajo como para considerar la aceptación de la hipótesis de nulidad-. Los 
intervalos de confianza al 90% (442.44; 623.61), lo que justifica el comentario anterior, así pues, la 
diferencia entre la matriz de covarianzas de la población y la reproducida no puede considerarse 
excesiva, lo que apoya el ajuste del modelo a los datos. 
La validez convergente se evalúa en los modelos AFC revisando los valores de t correspondientes a 
las saturaciones factoriales. Si todas las saturaciones de los indicadores que evalúan el mismo 
constructo fueran estadísticamente significativas dispondríamos de evidencia a favor de la validez 
convergente de los indicadores, en la medida en que valores significativos de t indican que, 
efectivamente, todos los indicadores evalúan el mismo constructo. En el trabajo propuesto los 
valores de t obtenidos en las 4 subescalas son todos ellos estadísticamente significativos con un 
valor crítico de t=1.96 con p<.05. 
Conclusión 
El modelo de ecuaciones estructurales (Structura Equation Modeling, SEM) permite examinar 
simultáneamente una serie de relaciones de dependencia, se considera una extensión de varias 
técnicas multivariadas como la regresión múltiple y el análisis factorial (Kahn, 2006). Una 
característica particular que lo diferencian de las otras técnicas multivariadas, es la capacidad de 
estimar y evaluar la relación entre constructos no observables, denominados generalmente variables 
latentes. En el presente estudio se validó a través de un Análisis Factorial Confirmatorio que los 35 
items (variables observadas) de los cuales está conformado la Escala Multidimensional de 
Perfeccionismo se agrupan en 4 sub grupos llamados dimensiones (variables latentes), obteniendo 
con ello la validación de un modelo teórico propuesto.  
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