Introduction
Recently, there has been increasing interest in the problem of worst-case identification in the presence of bounded noise. In such a formulation, a plant is known to belong to a model set M, and its measured output is subject to an unknown but bounded disturbance. The objective is to use input/output information to derive a plant estimate that approximates the true plant as closely as possible, in some induced norm. For frequency domain experiments, algorithms that guarantee accurate identification in the ' H , setting were furnished in [4,5,6,7,8]. For general experiments, algorithms that guarantee accurate identification in the C1 sense were suggested in [17, 18] . These algorithms are based on the Occam's Razor principle by which the simplest model is always used to explain the given data. The optimal asymptotic worst-case error is characterized in terms of the diameter of the "uncertainty set": the set of all plants consistent with all the data and the noise model. Other related work on the worst-case identification problem can be found in [9, 14, 15] . In particular, [14] presents a specific experiment that uses a Galois sequence as an input, and shows that the standard Chebyshev algorithm results in an asymptotic error bounded by the worst-case diameter of the uncertainty set. A Galois sequence is constructed by concatenating a countable number of finite sequences, such that the kth sequence contains all possible combinations of { -1, +1} of length k, and so it is rich enough to accurately identify exactly k parameters of the impulse response. The length of each sequence is clearly exponential in IC. Finally, identification problems with bounded but unknown noise were studied in the context of prediction (not worst-case) in [10, 11, 12, 13] . Other related work, for nonlinear systems, can be found in [3].
An important result from the work of [17, 18] states that for the model set of all stable plants, accurate identification in the ll sense is possible if and only if the input excites all possible frequencies on the unit circle. This is due to two reasons: the first is that bounded noise is quite rich and the second is due to the fact that minimizing an induced norm such as the l 1 norm implies that the estimate has a very good predictive power. Inputs with such properties tend to be quite long, and this suggests that the sample complexity of this kind of identification problems tends to be quite high, as a function of the numbers of estimated parameters of the impulse response.
In this paper, we will study the sample complexity (required length) of the inputs for worst-case identification of F.I.R. plants, under the norm, in the presence of arbitrary bounded measurement noise. It will be shown that in order to guarantee that the diameter of the uncertainty set is bounded by 2K6, where 6 is the bound on the noise and K is a con-impulse response and f is a positive function. Since the worst-case error is at least half of the diameter, these results show that the sample complexity is exponential in N even if the allowable accuracy is far from optimal, and capture the limitations of accurate identification in the worst-case set-up. We also show that our sample complexity estimate is tight, in the sense that there exist inputs of length approximately equal to 2Nf(*) that lead to a 2 K 6 bound on the diameter. An interesting technical aspect of this paper is that the existence of such inputs is established by means of a probabilistic argument reminiscent of the methods commonly employed in information theory.
Finally, we consider the case where the identification error is measured with respect to the '+La norm.
We use the result of [l] to show that an experiment of length O ( N 3 ) suffices, provided that we have prior knowledge of a bound on the maximum absolute value of the impulse response to be identified. Other researchers have also addressed the sample complexity of worst-case identification. In a personal discussion with Poolla (Jan 1992), he pointed out that the optimal identification case had exponential complexity, as in the lower bound of our Theorem 1. A subsequent paper by Poolla and Tikku [16] contains exponential lower bounds for the sample complexity of suboptimal identification of FIR systems.
These lower bounds are similar to, although somewhat weaker than, the lower bound in our Theorem 2. Chronologically, the results of [16] precede ours, although we didn't have knowledge of their results when writing our paper. Finally, [16] contains some upper bounds but, unlike our Theorem 2, they are far from being tight. Also, while writing our paper, we learned that Kacewicz and Milanese in [21] had arrived to results similar to the exponential lower bound in our Theorem 1. His report does not contain any discussion of the case where the error is within a factor of the optimal.
Identification in C1
Let M N be the set of all linear systems with a finite impulse response of length N . Any element h of M N will be identified with a finite sequence We are interested in experiments of the following type: an input U 6 U,, is applied to an (unknown)
system h E M N , and we observe the noisy measure- where k is defined by (2.2) and 3 is defined by (2.1).
Here, 11 111 denotes the el-norm. The best possible value of the worst-case error is defined by
Eh,,, = inf inf EN,,,(^, A).
A U E U , Thus, as the length of the experiments increases, and with a suitable identification algorithm, the worstcase error can be made as small as twice the disturbance bound 6, but no smaller than b. A question that immediately arises is how long should n be for the error to approach 26. We address this question by focusing on the behavior of the diameter of the uncertainty set, as the inputs are allowed to become longer.
Let us define n * ( N ) = min{n I D%,n = 26).
(2.6)
It is far from a priori clear whether n * ( N ) is finite. This is answered by the following theorem which also serves as motivation for Theorem 2. The proofs of both these theorems can be found in [l].
Theorem 1 For any 6 > 0 and N , we have 2N
Theorem 1 has the disappointing conclusion that the worst-case error is guaranteed to become at most 26 only if a very long experiment is performed. In Let the problem definition be the same as in Section 2, except that FIR plants are viewed as elements of ' f l , .
In particular, the distance between two plants is now measured with respect to the ' fl, norm of their z-transforms. Let again D&,n stand for the optimal diameter of the uncertainty set (where the diameter is with respect to the 'flm norm) and let n*(N, K ) be defined as before. In order for the above bound on the diameter to become less than 2K6, it suffices to let L be proportional 
Discussion
This paper addresses issues in the sample complexity of worst-case identification in the presence of unknown but bounded noise. Two main results are presented: the first is an asymptotically tight lower bound on the length of inputs necessary to approximate N steps of an impulse response to an accuracy within a factor K of the best possible achievable error using the .t, error norm. This bound has the form 2Nf('/K), and hence is exponential in N . The second result shows that if we use the 7.1, error norm, then the length of the required experiment for the same accuracy is upper bounded by a polynomial in N.
