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Although topological Anderson insulator has been predicted in 2009, the lasting investigations
of this disorder established nontrivial state results in only two experimental observations in cold
atoms [Science, 362 ,929 (2018)] and in photonic crystals [Nature, 560, 461 (2018)] recently. In this
paper, we study the topological Anderson transition in electric circuits. By arranging capacitor and
inductor network, we construct a disordered Haldane model. Specially, the disorder is introduced
by the grounding inductors with random inductance. Based on non-commutative geometry method
and transport calculation, we confirm that the disorder in circuits can drive a transition from normal
insulator to topological Anderson insulator. We also find the random inductance induced disorder
possessing unique characters rather than Anderson disorder, therefore it leads to distinguishable
features of topological Anderson transition in circuits. Different from other systems, the topological
Anderson insulator in circuits can be detected by measuring the corresponding quantized transmis-
sion coefficient and edge state wavefunction due to mature microelectronic technology.
PACS numbers:
I. INTRODUCTION
Topological state1–6 is one of the most fascinating re-
search areas in the past decades for its exotic properties.
Due to the urgent need of applications in low-dissipative
devices, the disorder effect in topological states has also
been widely investigated7–21 with the emergence of a
variety of materials. Most studies indicate topologi-
cal states are robust against weak disorder 10,17,21 and
their nontrivial features disappear under strong disorder.
Surprisingly, disorder does not always destroy topolog-
ical properties7–9,14,16,17. In 2009, by studying the ef-
fect of Anderson disorder in HgTe/CdTe Quantum wells
7,8,22,23, an interesting transition where a normal in-
sulator becomes a topological insulator were predicted.
This means disorder can also establish a topological
state, which was named as topological Anderson insula-
tor (TAI) 7. Later, TAI was explained by self-consistent
Born approximation method, where disorder renormal-
izes the Hamiltonian with changing band structure from
normal to inverted 24. The TAI and related topological
transition have generated intensive studies in the last ten
years9,11,12,15,16,25–29. However, until more recently, TAI
phase was experimentally confirmed by two independent
groups. They find the existence of TAI transition in cold
atom 30 and photonic crystal systems 31, respectively.
Recently, topological states simulated in the electric
circuits also attract great attentions in condensed mat-
ter physics32–46. The realization of U(1) hopping phase
34,35 suggests the possibility of simulating the effect of
magnetic field and the appearance of Hofstadter Butter-
fly 47 in circuits. Various topological states have also
been implemented, such as quantum spin Hall states34,
Weyl semimetals4,5, higher order topological insulator 39
and quantum anomalous Hall states43,44 etc.. Compared
with cold atoms and photonic crystals, parameters in cir-
cuits is easier to be controlled and physical quantities are
more convenient to be measured32,33,39,42. Since wave
function in circuits is the voltage of each nodes32,33 and
Green’s function corresponds to the impedance, both the
wave function and the Green’s function can be directly
observed39. For example, based on the impedance and
voltage measurement, the detection of band spectrum42,
curvatures 37, zero energy state39,40 and even orbital an-
gular momentum41,48 have been realized. These results
manifest promising potential of circuits simulations in
topological states.
In this paper, we propose a feasible method to real-
ize TAI in circuits. By using cross connection method
we rebuilt the Haldane model with disorder in electronic
system. The topological nature of Haldane model can
be controlled by selected inductors and the disorder is
introduced by random inductance induced on-site poten-
tial EU . Then, the possibility of TAI in our model is
checked with the help of Chern number and transmission
coefficient calculation. We find TAI exists in circuits.
Furthermore, we also find topological Anderson transi-
tion in circuits is not the same to condensed matter con-
ditions. The feature comes from the special distribution
of EU rather than that of Anderson disorder. Compare
with cold atoms and photonic crystals, the wave func-
tion and the Green’s function in circuits correspond to
the voltage32 and the impedance39, which are both eas-
ier to be measured. Therefore, we propose the detection
of the wave function (edge states) and Chern number49
(quantized transmission coefficient T = 1) as the smoking
gun evidences for TAI in circuits. In addition, because of
essential topological properties, one can determine TAI
in circuits with need of only one dirty sample.
The rest of this paper is organized as follows: In Sec.II,
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FIG. 1: (Color online). Schematic plot of considered Haldane
model with circuits. (a) illustrates honeycomb lattice struc-
ture of Haldane model, where the red and black lines represent
the nearest and next nearest hopping, respectively. The blue
and black solid circles represent the A/B sublattice. Each
site in Haldane model is constructed by the capacitor triangle
in gray. (b) The two triangles correspond to the two sites
as shown in (a). They are cross connected by black inductor
with inductance L3. This shows the realization of the next
nearest hopping marked by orange square. (c) is almost the
same with (b) except the connection methods of red inductor
with value L1, which leads to the realization of nearest hop-
ping in (a). The grounding inductor with value L2 (in green
color) is also demonstrated, which is important for realization
of TAI. (d). All kinds of inductances and capacitances used
in our system are marked.
we show the construction of disordered Haldane model in
electric circuits. In Sec.III, we obtain the general condi-
tion of realization of TAI in circuit. In Sec.IV , we study
the difference of TAI behavior between random induc-
tance induced disorder and Anderson disorder. In Sec.V ,
we present experimental detection of TAI in circuits. Fi-
nally, a brief discussion and summary are presented in
Sec.V I.
II. THEORETIC MODEL
We begin with construct a Haldane model with the
help of circuits. Haldane model is made of honeycomb
lattice [see Fig. 1(a)], where nearest and next nearest
hopping exist between A/B sublattice sites. As illus-
trated in Fig. 1(b) and (c), we firstly construct a triangle
in gray color with three connected capacitors with the
same capacitance C and the voltages of all nodes are
marked by V1, V2, V3. Every triangle could be considered
as a site in honeycomb lattice and the color of trian-
gle nodes represent the corresponding sublattice. Next,
three kind of inductances L1, L3, L2 are used to simulate
the nearest, next nearest hopping and on-site energy [see
Fig. 1 (b)-(d)]. The red L1 and black L3 inductors stand
for the nearest hopping and next-nearest hopping. Each
node is also grounded by green inductor L2. Fig. 1(c)
shows the realization of the nearest hopping in circuits
where Vi of the left triangle is directly connected to Vj
of the right triangle. The next nearest hopping shown in
Fig. 1(a) is realized in a different way. We let Vi cross
connected with Vk, i.e. {Vi,1, Vi,2, Vi,3} is connected with
{Vk,2, Vk,3, Vk,1}, as shown in Fig. 1(b). This cross con-
nection method can induce a U(1) hopping with geome-
try phase, and has been used in previous studies to realize
quantum spin Hall in circuits 34,35.
Following, we briefly introduce the relationship of Hal-
dane model and the above circuit network. Based on
Kirchhoff’s law32,39, the AC current and the node volt-
age in a circuit satisfy:
Iα(ω) = iω
−1[−
∑
β
1
Lαβ
(Vα − Vβ)− 1
Lα
(Vα − 0)
+
∑
γ
Cαγω
2(Vα − Vγ)].
(1)
where Iα is the current of node α, Vα is the voltage at
node α, Lαβ is the inductance between nodes α and β, Lγ
is the inductance between nodes α and the ground, Cαγ is
the capacitance between nodes α and γ. The summation
are taken over all nodes β and γ which are connected
with α by inductors and capacitors, respectively.
In our model, the voltage and current for ith site
can be written in vector form Vi = [Vi,1, Vi,2, Vi,3]
T
Ii = [Ii,1, Ii,2, Ii,3]
T . By applying Eq.(1) and Lαβ =
L1/3, Lγ = L2, Cαγ = C, one obtain
Ii = iω
−1[T0ω2C − I3×3/L2]Vi
− iω−1[
∑
〈j〉
Vi −Vj
L1
+
∑
〈〈k〉〉
δVk
L3
], (2)
where
T0 =
 2 −1 −1−1 2 −1
−1 −1 2
 , (3)
and identity matrix I3×3. The summation are taken over
all the nearest j and next nearest k sites. Because of cross
connection between site i and k [see Fig. 1(b)], δVk =
[Vi,1 − Vk,2, Vi,2 − Vk,3, Vi,3 − Vk,1]T . Then, Eq.(2) can
be written as
Ii = iω
−1[T0ω2C − I3×3( 3
L1
+
1
L2
+
6
L3
)]Vi
+ iω−1[
∑
〈j〉
I3×3Vj
L1
+
∑
〈〈k〉〉
T1Vk
L3
],
(4)
where 3/L1 and 6/L3 indicate three nearest and six next
nearest neighbors 46, and
T1 =
 0 1 00 0 1
1 0 0
 . (5)
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FIG. 2: (Color online). The band structures for electric cir-
cuits.(a) and (b) are plotted under different on-site potential
for site B with MB = t and 5t, respectively. The other pa-
rameters are set as t = 1, t2 = 0.2t, ∆ = 0.5 and MA = t.
If there is no input current in circuit, Ii = 0. By defining
E = T0ω
2C, Eq.(4) has the following form:
EVi = (
3
L1
+
1
L2
+
6
L3
)Vi−∑
〈j〉
I3×3
L2
Vj −
∑
〈〈k〉〉
T1
L3
Vk.
(6)
If one analogizes V with wavefunction, the above equa-
tion is close to the eigenequation for Haldane model with
I3×3
L1
( T1L3 ) the nearest (next nearest) hopping. The major
difference comes from that E is not diagonalized. In or-
der to simulate Haldane model physics, we then perform
unitary transformation with matrix34,35:
F =
1√
3
 1 1 11 ei2pi/3 ei4pi/3
1 ei4pi/3 ei8pi/3
 . (7)
Because [T0, T1] = 0, F can simultaneously diagonalize
T0 and T1 into T
∗
0 = F
†T0F = diag[0, 3, 3] and T ∗1 =
F †T1F = diag[1, ei2pi/3, e−i2pi/3]. The unitary matrix
is not changed under such transformation. Therefore,
Eq.(6) can be rewritten in new bases V∗i = F
†Vi:
E∗V∗i = (
3
L1
+
1
L2
+
6
L3
)V∗i
−
∑
〈j〉
I3×3
L1
V∗j −
∑
〈〈k〉〉
T ∗1
L3
V∗k,
(8)
where E∗ = F †EF = ω2CT ∗0 . From above equation, V
∗
i,1
is independent of ω, which is reasonable to be discarded
in the following . Thus, Eq.(8) can be divided into two
independent equations,
3ω2CV ∗i,2 = (
3
L1
+
1
L2
+
6
L3
)V ∗i,2−∑
〈j〉
tV ∗j,2 −
∑
〈〈k〉〉
t2e
i2pi/3V ∗k,2.
(9)
3ω2CV ∗i,3 = (
3
L1
+
1
L2
+
6
L3
)V ∗i,3−∑
〈j〉
tV ∗j,3 −
∑
〈〈k〉〉
t2e
−i2pi/3V ∗k,3.
(10)
Eqs. (9) and (10) are nothing but the eigenequation for
Haldane model. If we regard V ∗i,2, V
∗
i,3 as spin ↑ and ↓
wavefunction, the whole system resembles quantum spin
Hall phase50,51, where the corresponding spin component
is decoupled Haldane model. Since two spin components
are related by time reversal symmetry32,34,35,46, the topo-
logical properties of the system can be characterized by
one of the spin (i.e. V ∗i,2 or V
∗
i,3).
In the following, we only focus on the Haldane model
with spin S =↑ (V ∗i,2). From Eq. (9), the Haldane model
has geometry phase e±i2pi/3. The energy E↑ = 3ω2C,
nearest hopping t = 1/L1 and next nearest hopping
t2 =
1
L3
can be determined by corresponding inductances
and capacitances. More importantly, the on-site energy
U↑ = 3L1 +
1
L2
+ 6L3 has an independent parameter L2. If
one introduces the randomization to L2, the on-site disor-
der can be achieved. This may pave a way on realization
and detection of exotic TAI in electric circuits. We note
the Haldane model without L2 and with other geometry
phase was achieved in circuit experiment previously34.
The ei2pi/3 geometry phase breaks the particle-hole sym-
metry, which is benefitial to the topological Anderson
transition.
III. TAI IN HALDANE MODEL
In above section, we have demonstrated the construc-
tion of a special Haldane model in circuit. In this section,
we study the general condition for realization of TAI in
such Haldane model by considering the major charac-
teristic of circuit (i.e. geometry phase ei2pi/3 as well as
positive inductance and capacitance value etc).
Eq.(9) is equivalent to tight-binding Hamiltonian50:
H = −[
∑
〈i,j〉
ta†i bj +
∑
〈〈i,k〉〉
t2e
i 2pi3 (a†iak + b
†
i bk)]
+
∑
i
[(∆MA + i)a
†
iai + (∆MB + i)b
†
i bi],
(11)
where ai, bi are the annihilation operators of A and B
sublattices. The first and second terms are nearest and
next nearest hopping with t = 1/L1 and t2 = 1/L3, re-
spectively. For convenience, the hopping energy is fixed
at t = 1, t2 = 0.2t in the rest of this paper. The second
line represents the on-site potential terms by L2. We ig-
nore 1L1 ,
1
L3
, because they only adjust the Fermi level and
the topological nature is not affected. In order to obtain
a disorder induced topological Anderson transition, the
system should be a normal insulator in the clean limit.
However, without stagger potential, the studied model is
always topological insulator. Fortunately, one can inde-
pendently adjust L2 for each site. Thus, not only a stag-
ger potential for A/B sublattice, but also the Anderson
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FIG. 3: (Color online) (a) The Chern number versus MB and
3ω2C. (b) The Chern number versus disorder strength W
and energy 3ω2C with MB = 5t. The size of the system is
N×N = 30×30. The other parameters are the same as those
in Fig. 2.
disorder for each site can be introduced. Therefore, the
on-site energy terms are separated into four sub-terms.
∆MA, ∆MB with ∆ = 0.5 indicates the on-site poten-
tial for A, B sublattice. i is Anderson disorder
52 which
is uniformly distributed in the range [−W2 , W2 ] with the
disorder strength W . In real experiments, one can con-
tact each sites with two grounding inductors in parallel
to simulate the effect of L2 for simplicity. That is to
say, one inductor with value 1∆MA (
1
∆MB
) simulates the
stagger potential, another inductor LW of random induc-
tance simulates the disorder i. The total on-site energy
1
L2
= ∆MA/B+
1
LW
. We note LW can capture the major
function of Anderson disorder, the general results in this
section will not change even by considering their differ-
ence. We will discuss the similarity and the difference in
Sec.IV.
The band structures for zigzag nano-ribbon with dif-
ferent MB are plotted in Fig. 2 [here, we call 3ω
2C ver-
sus kx plots the band structure for simplicity]. When
MB = MA = t, on-site potential of A and B sublattice
are equal and the system is a topological insulator. As
shown in Fig. 2(a), the edge states appear in the bulk gap,
while ω2 < 0 is not considered for simplicity. In order to
observe the topological Anderson transition, trivial states
should be prepared firstly. Theoretically, it is impossible
to realize negative on-site energy in circuits. That is to
say, a real stagger potential ∆MA = −∆MB for A/B
sublattice that was pointed out by Haldane 50 can not
be achieved in our system. However, if |∆MA − ∆MB |
is larger than the topological gap, a trivial state can also
appear. Therefore, a normal insulator is available even
when ∆MA > 0 and ∆MB > 0. A transition from topo-
logical insulator to normal insulator happens when MB
is increased to 5t, as plotted in Fig. 2 (b).
In order to make above topological transition more
convincingly, the dependence of the Chern number on
the energy 3ω2C for different MB is demonstrated in
Fig. 3(a) with the help of non-commutative geometry
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FIG. 4: (Color online). The transmission coefficient ver-
sus disorder strength W with MB = 5t, 3ω
2C = 1.3t and
N = 70. White and yellow region indicate normal phase and
TAI phase,respectively. The rectangles shows the disorder
strength we used in Fig. 7(a)-(d).
method13,17,18,53–55. For MB = t, Chern number is quan-
tized when 0 < 3ω2C < 1.25t, which is consistent with
the spectrum shown in Fig. 2(a). Once 3ω2C > 1.25t,
bulk states become metallic and Chern number is no
longer quantized. Moreover, the area of topological states
is decreased with the increase of MB and topological
phase totally disappears when MB ≈ 4.5t. In particu-
lar, the calculation reconfirms that MB = 5t [marked by
red dashed line in Fig. 3(a))] is a normal insulator. Such
normal insulator is the starting point to pursue TAI in
circuit.
Since non-commutative geometry method is based on
real space wave function, we are able to obtain the evo-
lution of Chern number of the Haldane model with the
variation of disorder strength W . If Chern number be-
comes quantized under a fixed W when MB = 5t, it en-
ters into the TAI. As shown in Fig. 3(b), Chern number is
almost quantized when 3t < W < 5t, 1.1t < 3ω2C < 1.5t
for a 30× 30 square sample. We also find the quantized
Chern number area is growing by increasing sample size
N due to the finite size effect56. Guiding by Fig. 3(b),
we propose the red dotted line case (3ω2C ≈ 1.3t) as the
best condition to realize TAI in circuits.
The transport simulation is also widely used to bet-
ter characterize the TAI phase. It is known that the
quantized transmission coefficient is equal to the num-
ber of edge states and the Chern number even for
dirty samples. The transmission coefficient versus dis-
order W is obtained from nonequilibrium Green func-
tion method 8,57 and is plotted in Fig. 4. For clean
samples, the transmission coefficient is zero, which in-
dicates its insulating properties. Then, the band struc-
ture is renormalized9,12,24 with the increase of disorder
strength W . If W is large enough, bulk gap closes and
5the transmission coefficient is finite, but not quantized.
However, for 3t < W < 4.6t, transmission coefficient
becomes quantized, which clearly manifests the disorder
induced topological Anderson transition (filled with yel-
low in Fig. 4). If one continues to increase W , all states
are localized with decreasing of transmission coefficient
finally. These results are well consistent with Fig. 3(b).
IV. COMPREHENSIVE UNDERSTANDING OF
DISORDER IN CIRCUIT
In section III, based on Anderson disorder simulation
in Haldane model, we verify that TAI phase can in prin-
ciple exist in electric circuit. However, the disorder (ran-
domness of inductor) in circuit may posses its own char-
acteristic, making its consequence more or less different
from Anderson disorder. In this section, we present a
comprehensive study.
Anderson disorder is uniformly distributed in the range
[−W2 , W2 ] with disorder strength W . Because negative
on-site potential is not accessible in circuits, we will de-
sign some alternative scheme to achieve the function of
Anderson disorder in such system. We also compare the
scheme with standard Anderson disorder. Suppose node
α is grounded by a inductor with value LW , on-site po-
tential Uα↑ will be added by 1/LW . If different nodes are
grounded by the inductor with different inductance LW ,
disorder can be realized. The first scheme is to choose in-
ductor with value between 1/W and ∞ to let the on-site
potential in the range [0,W ]. The case discussed above is
equivalent to that A/B sublattice potential is changed to
∆MA/B+W/2 and disorder is still in the range [−W2 , W2 ].
Since initial topological index of the system is still deter-
mined by stagger potential |∆MA −∆MB |, this scheme
only shifts Fermi energy but not changes the topologi-
cal Anderson transition. The scheme can simulate An-
derson disorder well. However, the value of inductors
should be carefully picked to achieve a uniform distribu-
tion of on-site potential and inductors with huge value
LW ≈ 10 = ∞ will be needed. Although this scheme is
feasible in principle, it is hard for experimental imple-
mentation.
Another scheme is to make use of the error ratio y of
inductors with inductance LW . We hope randomness of
inductor could induce a disorder that like Anderson type
disorder. Let the accurate inductance LW = X. Due
to the fluctuation, the realistic inductance is in between
X(1 ± y)39. Thus, the difference between the maximum
and minimum on-site potential induced by error ratio y is
δy = 1X (
1
1−y − 11+y ). The Fermi energy of 3ω2C is shifted
up to 1X (
1
1−y +
1
1+y )/2, which has no influence on topo-
logical properties. To compare random inductance in-
duced disorder with Anderson disorder, we plot the evo-
lution of δy with the increase of y in Fig. 5(a). The red
dashed line represents the standard Anderson disorder
with uniform distribution [−y, y] and the difference be-
tween the maximum and minimum value is 2y. The black
0 . 0 0 . 1 0 . 2 0 . 3 0 . 4 0 . 50 . 0
0 . 3
0 . 6
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FIG. 5: (Color online). (a) The difference between the maxi-
mum and minimum value disorders vs error ratio y. The black
line and red line indicate δy (inductance error) and 2y (Ander-
son disorder), respectively. (b) The transmission coefficient
versus W for different error ratio. The other parameters are
taken the same as those of Fig. 4.
line represents the random inductance induced disorder
with X = 1. Because the black line and the red dashed
line are completely coincident when y < 0.15, the ran-
dom inductance induced disorder can simulate Anderson
disorder quite well. Random inductance induced disorder
deviates from Anderson disorder when 0.15 < y < 0.2.
When y > 0.2, δy and 2y show sharp difference behav-
ior . Therefore, random inductance induced disorder and
Anderson disorder have totally different distributions.
In order to find the differences among these three in-
ductance error ratio regions marked in Fig. 5(a), we also
study the influence of y with the same disorder strength
W . Firstly, we generate an inductance X with its error
unit distribution in the range Ey ∈ [−y, y]. The on site
potential EU cause by Ey is
EU =
1
X
1
1 + Ey
− 1
2X
(
1
1 + y
+
1
1− y ). (12)
Here, 12X (
1
1+y +
1
1−y ) is the shift of Fermi energy, which
should be substracted. From above paragraph, the on-
site potential difference δy defines the disorder strength
as W = 1X (
1
1−y − 11+y ). Then, by substituting X with
W in Eq. (12), one obtain the on-site potential induced
by LW
EU =
W (1− y2)
2y
(
1
1 + Ey
− 1
1− y2 ). (13)
From Eq. (13), we not only obtain the on-site potential
caused by inductance error in circuit Haldane model, but
also can compare the effect of different y with the same
W .
The evolution of transmission coefficient for different
value of y (y = 0.1, 0.2, 0.5) is plotted in Fig. 5(b). For
y = 0.1, the inaccurate inductance induced disorder EU
can simulate Anderson disorder well. The transmission
coefficient is quantized when 3t < W < 4.8t, which is
almost the same as the results in Fig. 4. Such result
once again verifies that TAI phase can be obtained in
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FIG. 6: (Color online). (a).The Chern number versus error
ratio y and 3ω2C. Disorder strength is W = 3.5t and other
parameters are the same as those of Fig. 3(b). (b) demon-
strates the distribution of Anderson disorder and random in-
ductance induced disorder EU for different y with W = 2t.
(c).The evolution of Chern number with the increase of An-
derson disorder strength W for MB=t. Other parameters are
the same with Fig. 3(a). The red dash line marks the posi-
tion of W = 7t. (d) The evolution of Chern number with the
increase of y for EU and disorder strength is fixed at W = 7t[
marked in Fig. 6(c)]. Other parameters are the same with (c).
the frame of circuit system. For y = 0.2, EU deviates
from Anderson type disorder. Although the transmission
coefficient T = 1 plateau still exists, the plateau width
shrinks greatly. However, EU is totally different from
Anderson disorder for y = 0.5 [see Fig. 5(a)]. The T = 1
plateau disappears, which means the TAI is not available.
Now, we fix disorder strength W = 3.5t to study
how error ratio y affects topological Anderson phase [see
Fig. 6(a)]. The topological region is gradually deflected
toward the low energy direction with the increase of y.
Remarkably, we also find, by increasing y, the energy
window for TAI is gradually decreased. And it disap-
pears when y approaches 0.8. In order to understand
above phenomenon, we calculate the distribution of EU ,
as shown in Fig. 6(b). For the fixed disorder strength
W = 2t, we randomly generate 10000 numbers of EU be-
tween −t and t by Eq.(13) and divide them into 10 equal
intervals [i.e. EU ∈ [−t,−0.8t]]. Then the frequency
that appears in each interval range is counted, as shown
in Fig. 6(b). The statistics of Anderson disorder, which
is uniformly distributed, is also plotted for comparison.
For y = 0.1, random inductance induced disorder almost
agrees with Anderson disorder, which is consistent with
the previous analysis. With the increase of y, the curves
gradually deviates from Anderson disorder. Interestingly,
the counting number is greatly increased for small W .
Since EU is not symmetric about the origin, the topolog-
ical region deflects toward the low energy direction for
TAI [see Fig. 6(a)]. Moreover, as shown in Fig. 6(b), the
on-site potential is mainly concentrated in a small range
for y = 0.8 [e.g. EU ∈ [−t,−0.8t]]. In this case, EU plays
a role as weak disorder rather than strong disorder. It
can greatly shift the Fermi energy but has little effect on
the renormalization of topological mass from positive to
negative 24. Consequently, the sample tends to become
clean, and thus topological Anderson phase is gone.
To confirm such speculation, we also study the influ-
ence of y on the transition from Chern insulator to An-
derson insulator caused by strong disorder. In Fig. 6(c),
the evolution of Chern number under Anderson disorder
is plotted. We set MB = t and the clean system belongs
to topological insulator. For W ≈ 7t [see red line in
Fig. 6(c)], the Anderson disorder drives the system into
the Anderson insulator phase and a zero Chern number
is obtained. Then, we fix disorder strength W ≈ 7t but
replace the Anderson disorder with the random induc-
tance induced disorder EU . Fig. 6(d) plots evolution of
Chern number under different y. Topological states reap-
pear with large y. This shows strong evidence that, even
for fixed disorder strength W , the disorder effect of EU
becomes weaker and weaker by increasing y. Finally, the
sample is close to the clean sample in large y limit.
Conclusively, the random inductance induced disorder
in circuit plays the same role as Anderson disorder when
error ratio y is small. However, the random inductance
induced disorder and Anderson disorder show different
behaviors when y is larger. Ultimately, the disordered
circuit with large enough y behaves like a clean sys-
tem, where the topological Anderson transition cannot
be achieved.
V. EXPERIMENTAL DETECTION OF TAI IN
CIRCUITS
Thus far, based on Haldane model in electric circuits,
we have confirmed the existence of TAI. The well devel-
oped electrical techniques not only make the construct
of TAI in circuit feasible, but also provide a simple way
to detect such phase. In the following, we demonstrate
two methods to detect TAI phase on account of circuit
characteristics.
The first method is based on Green’s function. Differ-
ent from condensed matter system, Green’s function is
the impedance39 in circuits, which can be directly mea-
sured. From Kirchhoff’s current law, we obtain
I∗ = iω−1(3ω2C −H)V∗
GI∗ = iω−1V∗, (14)
with G = 13ω2C−H and H is the Hamiltonian. If there is
an input current I0 at node n, the voltage of node m sat-
isfies Vm = −iωGmnI0 and Green’s function Gmn can be
obtained42. Therefore, for a square sample with N2 sites,
the entire Green’s functionG can be detected throughN2
times input of node current. Then, the Hamiltonian is
H = 3ω2C−G−1 and all the information of dirty sample
can be achieved. Interestingly, the detection of transmis-
sion coefficient is much easier in experiment. According
7to previous theory57,58, only the Green’s function gc be-
tween the 1st and the Nth principle line
gc =
(
g11 g1N
gN1 gNN
)
, (15)
is need. Here, the left/right semi-infinite lead [source
and drain] information is not measured. However, since
there is no disorder, the retarded self-energy ΣrL/R of
these two leads can be numerically59,60 obtained. Then,
one gets retarded Green’s function of sample according
to Dyson’s equation61 grc = (g
−1
c − ΣrL − ΣrR)−1. Fi-
nally, with the help of non-equilibrium Green’s function
method57, the transmission coefficient is expressed as
T = Tr(ΓLg
r
cΓRg
a
c ) with ΓL/R = i(Σ
r
L/R − ΣaL/R). As
shown in Fig. 4, transmission coefficient should be quan-
tized (T = 1) once there is a topological Anderson tran-
sition. Nevertheless, Fig. 4 is difficult to be obtained
experimentally since it is hard to frequently change dis-
order strength W in circuit. Fortunately, the feature of
TAI can be confirmed from transmission coefficient T
with twice measurements. Because, one can easily mea-
sure the evolution of T for different energy 3ω2C in a
clean sample (W = 0) and the transmission coefficient
for a sample with fixed disorder strength W . T will be
quantized to one (zero) in a scope of 3ω2C for TAI (nor-
mal insulator), as shown in black line in Fig. 3(b) [red
line in Fig. 3(a)].
We emphasize in Eq. (14), the effective current I∗ is
not a direct input quantity. In our circuit model, the
real input current Ii for site i should satisfy I
∗
i = F
†Ii.
If Ii = (I1, I2, I3) meets the following relations
I1 + I2 + I3 = 0
I1 + e
−i2pi/3I2 + e−i4pi/3I3 =
√
3I0
I1 + e
−i4pi/3I2 + e−i8pi/3I3 = 0,
(16)
one obtain I∗i = (0, I0, 0). This means only spin up
modes of Haldane model (Eq.(9)) are excited. And from
Eq.(14), one can obtain the Green’s function and Hamil-
tonian for spin up Haldane model.
Another feasible method is to measure the spatial dis-
tribution of wave function. As stated in Sec. II, voltages
in circuits correspond to wave functions in condensed
matter physics. Experimentally, voltage is much easier
to be measured by voltmeter and it has been widely used
in topological state studies of circuit 33,34. Therefore, if
an inductor is excited, the propagation of the excitation
makes wave function measurable45. Thus, the detection
of edge states under different disorder can be used to ver-
ify the existence of TAI. The evolution of wave function
under disorder strength W = 0, 1.5t, 3.5t, 8t (marked
in Fig. 4 by rectangles) is plotted in Fig. 7. Since it is
a normal insulator for clean sample, the wave function
is mainly located on the center of the sample [see Fig. 7
(a)]. With increasing W , the eigen-state spreads to the
whole sample and belongs to metallic state for W = 1.5t.
When W = 3.5t, the wave function distributes mainly on
the edge, which indicates the topological nature of TAI.
FIG. 7: (Color online). The distribution of wave function |V |2
for different disorder strength W . (a) W = 0, (b) W = 1.5t,
(c) W = 3.5t and (d) W = 8t. The value of W which used
for this plot are marked in Fig. 4 by rectangles. The other
parameters are the same as those of Fig. 4.
FIG. 8: (Color online). The wave function distribution |V |2
for square samples N × N with different width N . (a) N =
30, (b) N = 40, (c) N = 50 and (d) N = 60. The other
parameters are the same as those of Fig. 7(c).
In the end, all states are totally localized for W = 8t and
the transmission coefficient is zero because of Anderson
localization. In order to make the signal of TAI more
clear, the examination of the wave function on the sam-
ple size is also suggested. Fig. 8 shows distribution of
wave function under different size N at W = 3.5t. When
N is too small, e.g. N = 30, the edge states belong to
opposite edges will couple with each other due to finite
size effect, making the TAI undetectable. However, for
large N , the distribution of edge state becomes obvious
and insensitive to N . So, it is very easy to be detected
when N ≥ 50. The size simulation not only provides a
way to find the appropriate experimental condition for
TAI, but also reveals the topological nature of TAI.
8Specially, different from cold atom systems and pho-
tonic crystal systems, where either edge states or quan-
tizied transmission coefficient is difficult to be observed,
one can detect these two quantities simultaneously in cir-
cuit.
VI. DISCUSSION AND CONCLUSION
Finally, we propose the appropriate parameters and
system sizes for realizing TAI in detail. Take t as the
unit. The nearest and next nearest hopping can be re-
alized with inductance set as L1 =
1
t and L3 =
5
t .
Furthermore, the value of accurate grounding inductors,
which stimulate the stagger potential for A/B sublat-
tice, are 1∆MA =
2
t and
1
∆MB
= 0.4t , respectively. In
addition, Anderson disorder with strength W ≈ 3.5t can
be achieved by inductance LW ≈ 0.0577t with error ra-
tio y = 0.1 and the Fermi energy shift is approximately
17.5t. Therefore, the best Fermi energy by adding omit
shift 3L1 +
6
L3
+17.5t is 3ω2C ≈ 23t, with ω denotes input
frequency and C denotes capacitance. Experimentally, if
we set L1 = 1 mH, L3 = 5 mH and C = 10 µF, the
other parameters are as follows. The accurate ground-
ing inductors for A/B sublattice are 2 mH and 0.4 mH,
respectively. The disordered grounding inductors have
the value LW ≈ 57 µH and input frequency for current
or voltage is ω ≈ 27.7 MHz with system size N ≥ 50.
In summary, we present a scheme for implementing
TAI in electric circuits by constructing disordered Hal-
dane model. With the help of Chern number calcula-
tion, we demonstrate that TAI can be realized through
random inductance induced disorder EU . However, the
topological Anderson transition in circuit poses its own
properites. For small inductance error ratio y, EU and
Anderson disorder have similar distribution, the topologi-
cal Anderson phase can be obtained. For larger y, the two
kinds of disorder show a sharp contrast in distribution,
the topological Anderson phase will be not available. Fi-
nally, based on the measurement of wave function and
transmission coefficient in circuit, two experiments are
suggested to detect TAI. Specially, due to the nontrivial
property, TAI can be fabricated and be measured even
with only one dirty circuit sample.
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