Then there exist some T such that T T Z F = 0 and rank(T ) = mn − L 1 (p + 1), and define
such that the likelihood can be written as
and define the REML estimator δ as the solution to the score equation ∂ (δ)/∂δ = 0. Now we shall state the lemmas. Lemma 1 is needed for Lemma 2 which is needed for Theorem 2. Lemmas 3 and 4 are needed for proving Theorems 1 and 2.
Lemma 1 Let Σ We see that
Also, notice that tr(J Hence, tr(J T 3 J 3 ) ≤ C δ * − δ 2 . Next,
Lemma 2 Let C δ be the constant defined in Lemma 1 and assume that the smallest eigenvalue
This completes the proof of Lemma 2.
Lemma 3 Let
Then there exists δ such that for any 0 < q 0 < 1 and large n,
where a = ∂ (δ)/∂δ and A = E{∂ 2 (δ)/∂δ 2 }, on the set B with P (B) converging to 1.
Proof: We will apply Theorem 2.1 of Das et al. (2004) . Let us first verify the following conditions.
The gth moment of the following quantities are bounded for some
Using the likelihood given in (S2), we obtain the first derivative of (δ) with respect to δ
Thus, if we take
where
and applying Lemma 5.2 of Das et al. (2004) , we have
Therefore,
Notice that tr(A 2 ) ≤ tr 2 (A) for any non-negative matrix A. Since P 1/2 V i P V i P 1/2 is a nonnegative definite matrix, we have
Hence if we take
is bounded for any g ≥ 2.
Next, we compute the third derivatives,
Consider the first term in the third derivatives. DenoteΣ for Σ evaluated atδ and similarly forṼ j . Then it can be shown that
It can be shown that there exists some constant C(γ) such that
and
Therefore, for i ≤ p + 1,
In summary, define
It follows that
If we take γ smaller enough such that
For any g > 4 and some constant C,
Hence the first term in ∂ 3 (δ)/(∂δ i ∂δ j ∂δ k ) can be bounded by
Combining (S8) and the above two inequality, it can be seen that
We choose γ small enough such that
The other terms in
where the bound for the right hand side can be obtained similarly as of (S8). Therefore, condition (iv) in Theorem 2.1 of Das et al. (2004) holds. Notice that from (S5),
Then the (i, j)th component of D Das et al. (2004) is equivalent to require that the smallest eigenvalue of
) must be bounded away from 0 and ∞. Suppose the smallest eigenvalue of
we require that 
Proof: For convenience, let us defineũ := (ũ
where i 0 is the area we are interested in predicting (in the main text, we used i instead of i 0 .
In this supplemental, we used i 0 ), Σ
u0 is the mth row of Σ u0 and [Σ uq Diag(X qi 0 )] (m) is the mth row of Σ uq Diag(X qi 0 ). Let C 1 and C 2 be constants which may take different values in each appearance. By the Taylor expansion of t( δ) around δ, we have
First, we would like to show R 2 = o(n −1 ). Notice that
Because s is a fixed number, we only need to show that
The first derivative of t(δ) is
and the second derivatives of t(δ) is
Let us look at J 1 (δ). We can write J 1 (δ) =l T {I 1 (δ) + I 2 (δ) + I 3 (δ) + I 4 (δ) + I 5 (δ)}. Sincẽ
are similar, we only show that |l
, where C 1 and C 2 are some constants. By the CauchySchwarz inequality and
being an idempotent matrix, we have
Then we can write
Similar to the proof of Lemma 2, we have tr
It can be shown that |l
Next,
Hence
Note that we used the fact that |ũ
Applying the inequality tr(A 2 ) ≤ tr 2 (A) for any nonnegative matrix A, we have
Hence,
and it is easy to see that |l
. Similarly, we can bound |l T I 3 (δ * )| and
Next, for J 3 , we have
, and ∂ζ
. We have already shown in (S11) that
. Similarly, we can show the same bound for |J 4 (δ * )|. Now let us check J 5 , the proof is almost the same as J 1 , where we replacel by ζ
Hence, as we have shown for J 1 , it can also be shown that
and {∂ζ
It is easy to see thatũ
where C is some constant. Applying the Cauchy-Schwarz inequality,
To show the order of R 1 , we would like to know the order of
Now we can rewrite ∂t(δ)/∂δ j in the following form
Notice that Σ −1/2 BΣ −1/2 is an idempotent matrix. Then the first term on the right hand side of (S12) is
which is of order O(n −1 ). Similarly, the second term of the right hand side of (S12) is
j (δ) = O(1). Then the third term on the right hand side of (S12) is
If λ max (Σ i ) < ∞ and λ This completes the proof of Lemma 4.
Some additional details in the proof of Theorem 2:
