Abstract. We prove the 2.5n − o (n ) lower bound on the number of multiplications/divisions required to compute the coefficients of the product of two polynomials of degree n over a finite field by means of straight-line algorithms.
Introduction
The number of multiplications/divisions required for computing the product of two degree-n polynomials over an infinite field is known to be 2n + 1. The method is to evaluate both polynomials at each of 2n + 1 distinct points (allowing ∞), multiplying and interpolating the result. This method fails for the fields with the number of elements less than 2n . The bilinear and quadratic complexity of polynomial multiplication over finite fields has been widely studied in the literature, cf. [BD1] , [BD2] , [J2] , [KA] , [KB2] , [LSW] and [LW] . The best known lower bounds on the bilinear complexity of multiplying two degree-n polynomials over finite fields are as follows. For the binary field the bound is 3.52n , cf. [BD2] . The same bound holds for the quadratic complexity, cf. [LSW] and [KA] , where the proofs can be applied to quadratic algorithms as well. For the fields with more than 2 elements the bound is 3n − o (n ), cf [KB2] . Lemma 1 in this paper together with the results form [KB2] shows that the same bounds also hold for the quadratic complexity.
The proofs of the above bounds are based on a special structure of quadratic algorithms, namely, on the fact that the multiplications in quadratic algorithms are independent each of other. It is known from [ST] that if a set of quadratic forms over an infinite field can be computed in t multiplications/divisions, then it can be computed in t multiplications by an quadratic algorithm whose total number of operations differs from that of the original one by a factor of a small constant. But it is unknown whether a similar result holds for finite fields. Also no example of a set of bilinear forms with a nontrivial lower bound on -2 -the number of multiplications/divisions required for its computation is known from the literature. In this paper we prove the 2.5n − o (n ) lower bound on the number of multiplications/divisions required for computing the product of two degree-n polynomials over a finite field by means of straight-line algorithms.
Let F q denote the q -element field and let µ q (n ) denote the number of multiplications/divisions required to compute the coefficients of the product of a polynomial of degree n − 1 and a polynomial of degree n over F q by means of straight-line algorithms. A straightforward substitution argument shows that the number of multiplications/divisions required for computing the product of two polynomials of degree n exceeds µ q (n ) at least by 1. The product of polynomials of degrees n − 1 and n is considered for a technical reason explained in the next section.
Theorem. For any q we have
The rest of the paper is organized as follows. In the next section we introduce some notation and definitions, and prove the major auxiliary technical lemmas. The proof of the lower bound is presented in Section 3.
Notation and auxiliary lemmas
In this section we introduce some notation and prove the major auxiliary lemmas we shall need for the proof of the theorem. 
is called a characteristic polynomial of σ. Let (α) be a characteristic polynomial of σ of the minimal .
The existence of k is provided by the fact that H has n columns and n + 1 rows. We define σ = {s˜0, s˜1 , . . . , s˜2 n −1 } by the recurrence
Let σ = σ − σ . We shall denote H (σ ) and H (σ ) = H − H (σ ) by H and H , respectively. Let
is a characteristic polynomial of the minimal degree.)
It can be easily verified that Lemmas 1-3 in [KB2] stated for (n + 1) × (n + 1) Hankel matrices hold for (n + 1) × n Hankel matrices as well. The reason for dealing with (n + 1) × n Hankel matrices is that for an (n + 1) × (n + 1) Hankel matrix H of rank n + 1 the polynomial f H (α) is not defined. Thus that case has to be treated separately, whereas dealing with (n + 1) × n Hankel matrices enables a uniform treatment.
Let S be a finite set of (n + 1) × n Hankel matrices. Define f S (α) = lcm {f H (α)} H ∈S , where lcm is an abbreviation for ''the least common multiple'', d S = deg f S (α) and r S = max{rank H } H ∈S .
Below x = (x 0 , x 1 , . . . , x n −1 ) T and y = (y 0 , y 1 , . . . , y n ) T denote column vectors of indeterminates.
We remind the reader that a quadratic ( respectively bilinear) algorithm for computing a set of bilinear forms of x and y is a straight-line algorithm whose non-scalar multiplications are of the shape L * L ′, where -4 -L and L ′ are linear forms in x and y (respectively L is a linear form in x and L ′ is a linear form in y) and each bilinear form is obtained by computing a linear combination of these products. Proof. Let F [u ] be the ring of univariate polynomials over the field F and let F (u ) be the field of fractions of F [u ] . I.e., F (u ) is the extension of F with a transcendental element u . Then any straight-line algorithm over F is also a straight-line algorithm over F (u ) and polynomials irreducible over F remain irreducible over F (u ). In particular, the number of irreducible factors of f S (α) over F (u ) is equal to l .
-5 -Thus, extending F with a transcendental element, if necessary, we may assume that the field of constants F is infinite. Thus we may restrict ourselves to quadratic algorithms, cf. [ST] . Assume that all the bilinear forms defined by the matrices from S can be computed in t multiplications. Then there exist 2t linear forms L 1 (x, y) , , . . . , L t (x, y) and L ′ 1 (x, y) , . . . , L ′ t (x, y) in x and y such that each x T H i y is a linear combination of the products 
Proof of the lower bound
We shall need the following definition.
Let M = (m i ,j ) be a u × v matrix. We shall say that M is in echelon form if there exists a k ≤ u and a sequence j 1 < j 2 < . . . < j k such that the following conditions are satisfied.
-6 -(i ) All the entries in the last u − k rows of M are zero.
(ii ) For each i = 1 , . . . , k the entry m i ,j i is not equal to zero.
(iii ) For each i = 1 , . . . , k and j < j i the entry m i ,j is zero.
It is wellknown that each matrix can be transformed into echelon form by a sequence of elementary operations on its rows.
Proof of the theorem. We have to compute 
