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Abstract – We study spectral densities for systems on lattices, which, at a phase transition
display, power-law spatial correlations. Constructing the spatial correlation matrix we prove that
its eigenvalue density shows a power law that can be derived from the spatial correlations. In
practice time series are short in the sense that they are either not stationary over long time
intervals or that they are not available over long time intervals. Also we usually do not have
time series for all variables available. We shall make numerical simulations on a 2-D Ising model
with the usual Metropolis algorithm as time-evolution. Using all spins on a grid with periodic
boundary conditions we find a power law, that is, for large grids, compatible with the analytic
result. We still find a power law even if we choose a fairly small subset of grid points at random.
The exponents of the power laws will be smaller under such circumstances. For very short time
series leading to singular correlation matrices we use a recently developed technique to lift the
degeneracy at zero in the spectrum and find a significant signature of critical behavior even in
this case as compared to high temperature results which tend to those of random matrix models.
Introduction. – Correlation matrices have attracted
attention for almost a hundred years starting with mul-
tivariate analysis in finance [1] and biology [2]. The lat-
ter introduced random matrices as a null hypothesis at
this very early stage. Surprisingly this tool was almost
not used in physics and in particular in the description of
phase transitions. This is all the more surprising, as corre-
lations are at the very heart of practically any analysis of
phase transitions. We shall show, that the correlation ma-
trix and its eigenvalues are potentially very useful in the
discussion of critical phenomena. For a discrete system
at the critical temperature a power law tail in its spatial
correlations on the grid is typical. We shall show that this
implies a power law for the spectral density of the corre-
lation matrix, and we give the relation for the exponents.
While this sounds nice, it is actually more difficult to
detect then spatial correlations if we have the correlations
for all the grid or even for a compact finite subset of points,
that extends further than the localization length. Yet this
is typically not available if we have experimental time se-
ries from a reduced set of points whose spatial distribution
may not be known. In order to emulate such a situation,
as well as others mentioned below, we make numerical
studies using the 2-D Ising model with standard Metropo-
lis dynamics as a paradigmatic example. We first repro-
duce the situation with long time series and the full cor-
relation matrix and obtain a power law with an exponent
compatible with the analytic result. This is in clear con-
trast to the random matrix theory (RMT) result, namely
the Marcˇenko Pastur distribution [3–7], which unsurpris-
ingly appears at high temperatures. Next we randomly
choose a subset of grid points that may represent a rather
small fraction of the total and whose spatial relation is
not used. We find very satisfactorily that the power law
persists though with a slightly smaller exponent near the
critical temperature. Yet if the number of eigenvalues gets
too small, the range of the power law shrinks to the point,
where we will need other indicators of correlations due to
criticality or other reasons.
Indeed in a practical context we often have to deal with
very short time series, particularly if stationarity limits
the time horizon. By short we imply, that the number
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of time series used to construct the correlation matrix is
larger than the length of the time series. This leads, due to
their dyadic product structure, to singular correlation ma-
trices. The number of nonzero eigenvalues is determined
by the length of the time series, and if we increase the
number of time series and thus the size of the correlation
matrix the number of nonzero eigenvalues will not change.
We believe that the larger matrix does contain more in-
formation. Collecting more data for additional time series
might be expensive, and thus we have to know if there is
more information and if so, how to exploit it. Such infor-
mation can be retrieved by considering the entire matrix,
as indicated in a financial market context in Ref. [8]; see
also Refs. [9–12] in the context of biology. Yet this is
cumbersome due to the large number of matrix elements,
and we would like to limit our considerations to the anal-
ysis of eigenvalues [13–16]. We propose to use a general
method [17] that seems productive and sensitive to the
question whether we have correlations among our time se-
ries or not. Using the power map as introduced in Refs.
[18,19] with the original purpose of reducing noise, in Ref.
[17] it was shown that this map is effective in breaking
the degeneracy at zero eigenvalue and thus lifting the sin-
gularity of the matrix; for a pedagogical introduction see
Ref. [20]. With very small perturbations, i.e. with powers
sufficiently near to 1 the spectrum so obtained is well sep-
arated from the original spectrum and has been termed
emerging spectrum. In the same paper it has been shown
for random matrix models, that the emerging spectrum
is more sensitive to correlations than the original or bulk
spectrum. The same holds true to a lesser degree for the
original spectrum, the emerging spectrum can also hold
many more eigenvalues, and thus present better statistics
if the number of time series N is much larger than the
length of the time series τ . This analysis will allow us
to have sensitive tools that not only serve to study the
phase transition on hand, but hold promise to be useful in
other cases, such as non-equilibrium phase transitions, say
in stationary systems or bifurcations, e.g. saddle node or
pitchfork bifurcations, in non-linear dynamical systems.
Scaling of the correlation spectrum at the crit-
ical point. – First we shall provide a simple analytical
calculation of the spectrum of correlation matrix at the
critical temperature. Suppose we have a system on a reg-
ular cubic d−dimensional lattice of size L, ZdL, and assume
that for asymptotically long times of observation τ →∞,
the correlations decay with exponent θ > 0,
C~n,~m ≈ c|~n− ~m|θ , for 1≪ |~n− ~m| ≪ L. (1)
For the Ising model on a square lattice d = 2 at the critical
temperature we have for example θ = 1/4. If, in addition,
periodic boundary conditions are assumed, then C~n,~m is
a d-dimensional circulant matrix, i.e. C~n,~m = f(~n − ~m),
where f(~n) is a function on a ZdL. Therefore, C~n,~m can be
diagonalized in terms of a d−dimensional discrete Fourier
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Fig. 1: Spectral statistics of C at a high temperature, 2J/T =
0.001, for L = 192. In (a) we compare the spectral density with
the Marc´enko Pastur formula. In (b) and (c), we compare the
nearest-neighbor-spacing distribution, P (S), and the number
variance, Σ2(r), with those of RMT. Numerics are shown by
open circles and RMT results are shown by solid lines.
transformation, yielding eigenvalues λ(
~k) and eigenfunc-
tions u
(~k)
~n
, labeled again by points ~k on ZdL.
∑
~m
f(~n− ~m)u(~k)
~m
= λ(
~k)u
(~k)
~n
. (2)
As the left-hand-side of eigenvalue equation (2) is a con-
volution, we obtain λ(
~k) by transforming to momentum
space u
(~k)
~n =
∑
~l
v
(~k)
~l
e−i
~l·~n, namely
λ(
~k) =
∑
~n
f(~n)ei
~k·~n, (3)
and v
(~k)
~l
= δ~k,~l. For large L≫ 1, and given the asymptotic
power-law scaling (1) of f(r) ≈ cr−θ, for 1 ≪ r ≪ L, we
can estimate the correlation eigenvalues for 1 ≪ |~k| ≪ L
as
λ(
~k) ≈
∫
dd~r
c
rθ
ei
~k·~r =
c′d
|~k|d−θ
, (4)
where c′d is a constant which in principle depends only on
the dimensionality d and constant c. The last identity in
(4) simply follows from non-dimensionalizing the integral.
Labeling the eigenvalues by decreasing eigenvalue λj , λ1 ≥
λ2 ≥ λ3 · · · , we find that j ∝ |~k|d, and
λj ≈ cd
jζ
, ζ =
d− θ
d
, for 1≪ j ≪ N = Ld. (5)
therefore the following scaling should hold for correlation
eigenvalues at the critical temperature. For example, for
2d Ising model we have ζ = 78 .
Numerics for the 2-dimensional Ising model. –
To fix definitions and notation we shall give the Ising
Hamiltonian [21] with the coupling strength J
HIsing = −J
∑
〈i,j〉
σiσj , (6)
where the spin variable σk takes values ±1 at the k’th
lattice site from the set of L2 sites, and
∑
〈i,j〉 represents
summation over all distinct nearest-neighbor pairs of lat-
tice sites. Next we describe the Metropolis dynamics for
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Fig. 2: (Color online) The Zipf plot for the eigenvalues, λn, vs,
the eigenvalue index, n, of N ×N correlation matrices C at a
very high temperature, as chosen in fig. 1, and at the critical
temperature Tc for a square lattice of size L = 192 where the
time horizon τ = 5N . Data at T = Tc are shown with circles
while the high temperature data are shown with squares. The
green symbols represent the power law fit where the exponent
ζ = 0.8504. As expected, the high temperature plot coincides
with RMT shown in orange. In the inset we show behavior
of the exponent ζ as a function of the lattice dimension L.
The solid black line is the asymptotic value of the exponent
obtained from our theory (5).
this system: We shall use a 2-dimensional square grid of
size L× L with periodic boundary conditions and choose
the sites on this grid at random to perform a spin flip and
check the resulting energy U using the Hamiltonian. If the
energy is lowered we accept the change and if it is raised
we accept the change with probability exp[(∆U)/T ] where
T is the temperature at which the dynamics occur. The
critical temperature for this system is Tc = 2J/ln(
√
2+1).
One time step will be given by 10L2 flips. Correspondingly
we denote by τ the length of the time-series (in number
of time steps), and by τ≪ numbers of time steps that are
much smaller than the dimension of the correlation matrix.
We shall first concentrate on the case τ ≫ L2, and analyze
two situations: First use the complete L2 × L2 = N × N
correlation matrix, where we assume that we know all pos-
sible data of the problem. This is fine for our model, but
not practical in any situation of observation or experi-
ment. We therefore shall also look, by way of example,
at a situation where only a quarter of the possible mea-
surements are performed, i.e. the size of the correlation
matrix is N/4×N/4, in order to see, if incomplete sets of
time series chosen at random render the correlation matrix
useless.
We start by looking at the spectral statistics for the first
case at a very high temperature, viz. when 2J/T = 0.001,
for which we expect the predictions of RMT to hold. As
shown in fig. 1 the spectral density, ρ(λ), of eigenval-
ues λ is closely described by the Marcˇenko-Pastur result
[3, 17]. The fluctuations measures [4–6], e.g. the nearest-
neighbor spacing distribution, P (S), and the number vari-
ance, Σ2(r), taken for spectra normalized to average spac-
ing one, coincide with those of the RMT [4, 7]. For the
second case, i.e. the smaller correlation matrices results
at this temperature show a similar agreement with RMT;
we do not show the corresponding figures.
Next we turn to the central point, namely to the be-
havior of our system at critical temperature. We shall
concentrate on the spectral one-point function, both be-
cause we have a theoretical result for this case and because
the treatment of the two point functions causes significant
finite size and finite time horizon effects. While we can
use the density of states, the so called Zipf plot, i.e. a
plot of the eigenvalues, λn, against the label, n, in an or-
dered spectrum seems to give more direct information on
the power laws that may occur. In fig. 2 we show the Zipf
plot for the eigenvalues of the N ×N correlation matrix C
at the critical temperature Tc and at the high temperature
corresponding to results of fig. 1. At both temperatures
we consider all sites of the lattice of size L = 192 with
the time horizon τ = 5N . At T = Tc we see a rather nice
power law behavior with an averaged value, ζ = 0.8504, for
a range from 100 < n < 1000. The power we extract is not
identical to the theoretical value 0.875 we obtained above,
but it depends on the size of the lattice. In the inset of the
fig. 2 we show, how it behaves as a function of the lattice
size. We see a tendency compatible with the asymptotic
result, yet the data do not allow a precise extrapolation.
Note that the high temperature result follows RMT very
well, and thus finite size effects are not important, as we
would expect for a matrix of this size. The RMT result
we have used in fig. 2 is obtained numerically from the
Marcˇenko-Pastur distribution, as n(λ) = N
∫ λ
ρ(x)dx.
We now pass to the case of incomplete correlation ma-
trices. In fig. 3 we show the Zipf plot for the case the
N/4 × N/4 correlation matrix. In this case we still get a
power law but at ζ = 0.838 for a range from 20 < n < 110
and the difference to the asymptotic value is bigger. Nev-
ertheless the power law is still very visible and the differ-
ence to the high temperature results is notorious.
Note that the smaller eigenvalues at Tc, in both figures,
figs. 2 and 3, deviate from the power law and behave
somewhat similar to the Marcˇenko Pastur result we saw
in the results for the high temperature. This behavior
is more prominent in fig. 3, alluding to the randomness
involved due to the finite number of sites.
Singular correlation matrices and the emerging
spectrum near criticality. – We now turn our atten-
tion to the case of short time series. Short here is de-
fined as the case where the dyadic correlation matrix C
has a dimension D larger than the length of the time se-
ries τ≪ < D. Then C will have τ≪ nonzero eigenvalues
and D − τ≪ eigenvalues zero. Particularly if τ≪ ≪ D ,
we will have a spectrum with few points and thus little
chance to see a power law. In a recent paper the power
p-3
Vinayak et al.
1 100 10000n
0.01
1
100
10000
λ n
Spectrum for CNxN
Spectrum for CN/4xN/4
Power law fit (ζ=0.838)
Power law fit (ζ=0.8505)
Fig. 3: (Color online) The Zipf plot at the critical temperature
Tc. Here black open circles represent eigenvalues for an N ×N
matrix where N = L2 and L = 192, and squares represent
eigenvalues for an N/4 × N/4 matrix where the time series
are chosen at random. In both cases, τ is 5 times the matrix
dimension. The orange and green symbols are fits for the power
law.
map [17–19] was proposed to break the degeneracy of such
spectrum at zero.
The power map is defined for the matrix elements of C
as
C(q)mn = sgn [Cmn]
∣∣Cmn∣∣q (7)
= Cmn exp
[
(q − 1)
2
ln(Cmn)
2
]
, (8)
such that, for q = 1 we retrieve the original correlation
matrix. The non-linearity of the power map breaks the
dyadic structure of C and thus, for τ≪ < D, lifts the de-
generacy of eigenvalues at 0. For small q− 1 the spectrum
emerged from the 0 eigenvalues (referred to henceforth as
the emerging spectrum) is well separated from the original
nonzero spectrum, which we shall call the bulk. For RMT,
where corrections are absent for n 6= m, the mean of the
eigenvalues of the emerging spectrum is of order O(q − 1)
and the mean of the corrections in the spectrum will be of
the same order but with a negative sign [17]. For τ∼D/8,
the eigenvalues of the emerging spectra are positive. In
contrast for the correlated case, even if τ ∼ D/4 negative
eigenvalues will appear.
This is seen in fig. 4, where we show the density of
the emerging spectrum, ρ0(λ), for different but short time
horizons at several temperatures as indicated in the fig-
ure. For this figure we consider L = 192 and construct
C using all sites of the lattice. We first compare these
densities at a very high temperature, viz. 2J/T = 0.001.
They coincide so closely with the RMT result that they
become near indistinguishable. We remark that the RMT
results we show in this figure are numerical. The first
moment of this distribution is analytically known, as its
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Fig. 4: (Color online) Density of the emerging spectra, ρ
0
(λ),
under small-power map deformation where q = 1.001. In this
figure densities are compared near the critical temperature and
at a very high temperature with those of RMT shown by solid
black lines. Results are shown, in clockwise direction, respec-
tively for τ = N/16, N/4, 3N/4, and N/2. Dots, dashed lines,
dashed-dotted lines, and dashed-double-dotted lines represent
data respectively at high temperature, above critical tempera-
ture, critical temperature, and below critical temperature.
the second moment for τ/N > 1/4 [17]. Next, we com-
pare densities near the critical temperature, ranging from
2J/T = 2J/Tc − 0.01 to 2J/T = 2J/Tc + 0.01. These re-
sults differ strongly from the RMT case, both in the shape
of the density of eigenvalues and in the emergence of neg-
ative eigenvalues as we diminish the size of τ . Note that
for the larger τ sensitivity to temperature near criticality
is bigger than for smaller ones.
Conclusion. – Summarizing, we have three central
points. First we find a derived power law in the spectrum
of the correlation matrix for systems with power law spa-
tial correlations. While this is not entirely surprising we
have found no previous use of the eigenvalues of the cor-
relation matrices of critical periodic systems. Note that
the nonzero eigenvalues of the temporal and spatial cor-
relation matrices are identical. Thus the derived power
law for these eigenvalues is the same in space and time.
Cross correlations in time may nevertheless be useful ob-
jects of study. Time delayed correlation matrices can then
be constructed; this gives rise to non-symmetric correla-
tion matrices [13,22–24] whose singular values can be stud-
ied. Next, we use the two-dimensional Ising model with
Metropolis dynamics as the simplest example for numer-
ical studies. There we find that restricting the number
of time series to an randomly chosen small subset with-
out any order with respect to the spatial arrangement, we
still find a power law, which is indeed similar to the orig-
inal one. Finally we take into account that in practice we
often have to use short time series as stationarity of the
processes involved may not be guaranteed over long time
horizons. Near the critical temperature distinctive criti-
p-4
Spec. ann. fin. corr. mat. equil. phase tran.
cal behavior can also be seen with short time series. At
high temperatures, unsurprisingly we find universal ran-
dom matrix behavior. The distinctive behavior can best
be seen if we use techniques we recently developed, to
show in short time series that lift the degeneracy at zero
in the spectrum. We demonstrate high sensitivity to the
correlations present in critical or near critical cases and as
the spatial correlations induce dramatic changes in what
we call the emerging spectrum, which results from lifting
the degeneracy. In this way we obtain more, or at least
statistically better spectral information as we use a larger
number of time series, i.e. as more data are made available
with the same short time horizon, despite of the resulting
singularity of the original spectrum.
We have thus not only found interesting behavior of the
correlation matrix of critical periodic systems, but we have
also used these features to demonstrate the power of new
tools to analyze large sets of short time series typical of
for quasi-stationary systems.
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