In this paper, we compute the Hochschild homology of elliptic Sklyanin algebras. These algebras are deformations of polynomial algebra with a Poisson bracket called the Sklyanin Poisson bracket.
Introduction
The family of algebras defined by Sklyanin in ( [26] ), which today carries his name, is naturally associated with two parameters: an elliptic curve and a point on this curve. It is a family of associative algebras with 4 generators and six quadratic relations. These algebras are flat deformations of polynomial algebras with four variables. The paper ( [21] ) of Odesskii and Feigin gives a generalization of these algebras. Considering an elliptic curve E and a point η of this curve, the elliptic algebras or algebras of Feigin-Odesskii are the family of associative algebras Q n,k (E, η), k < n (which are mutually prime), with n generators and the relations:
r∈Z/nZ θ j−i+r(k−1) (0) θ kr (η)θ j−i−r (−η)
x j−r x i+r = 0
where θ α , α ∈ Z/nZ, are theta functions ( [21] ). These algebras arise as deformations of Poisson algebras. The goal of this paper is to compute the Hochschild homology of Q 4,1 (E, η). In ( [16] ), Kontsevich proved that there is an isomorphism between Poisson cohomology of a Poisson algebra and Hochschild cohomology of a particular quantization of this Poisson algebra. This result is also known as Kontsevich's formality theorem. Covariant versions of this formality theorem were conjectured by B. Tsygan ([31] ) also for this particular quantization and proved by B. Shoikhet ([25] ). Since it is unknown if our quantization is the same as the one given by the formality theorem, we can't use this result. To compute our homology, we choose follow a similar method as Van den Bergh in his computation of Hochschild homology of the algebra Q 3,1 (E, η). The paper is organized as follows. We start by reviewing some general facts on the 1 Preliminary facts
Hochschild homology
Let A be an associative algebra over K, where K is a field. One can define the complex (C ⋆ (A), b) by:
b(a 0 ⊗ · · · ⊗ a n ) = (−1) n a n a 0 ⊗ · · · ⊗ a n−1 +
The Hochschild homology of A with coefficients in A is the homology of the complex (C ⋆ (A), b). This homology is denoted by HH ⋆ (A). We denote by B Connes's coboundary C(A) −→ C(A) defined as follows:
Poisson homology
A Poisson bracket on a commutative algebra R is an antisymmetric biderivation {·, ·} : R× R → R such that (R, {·, ·}) is a Lie algebra.Then (R, {·, ·}) is called a Poisson algebra. One can also say that R is endowed with a Poisson structure.The elements of the center of a Poisson algebra (R, {·, ·}) (that means the elements a ∈ R such that {a, b} = 0 for all b ∈ R) are called the Casimirs of this Poisson algebra. Let us give an example: consider n − 2 polynomials
, where K is a field of characteristic zero. For any polynomial λ ∈ K[x 1 , ..., x n ], we can define a bilinear application:
by the formula
This operation gives a Poisson algebra structure on K[x 1 , ..., x n ], also called a Jacobian Poisson structure (JPS). Naturally the polynomials P i , i = 1, ..., n−2 are Casimir functions for the brackets (2) and every Poisson structure in K n with n − 2 generic Casimirs P i is written in this form. The case n = 4 in (2) corresponds to the classical (generalized) Sklyanin Poisson algebra. The real Sklyanin algebra is associated with the following two quadrics in K 4 :
(3)
Let {·, ·} : R × R → R be a Poisson bracket on an algebra R.
The Poisson boundary operator, also called the Brylinski or Koszul differential and denoted by
is given by:
One can check, by a direct computation, that ∂ k is well-defined and that it is a boundary operator. The homology of the complex [30] ), we compute the Poisson homology of a Jacobian Poisson structure in dimension four given by weight homogeneous polynomials P 1 and P 2 which form a complete intersection. We proved that the Poincaré series of these homological groups depend only on the weights and the degrees of P 1 and P 2 . In the quadratic homogeneous case, we obtained the following result:
The Poincaré series of the Poisson homological groups of Jacobian Poisson structures in dimension four given by quadratic homogeneous polynomials P 1 and P 2 which form a complete intersection, P H i (R), ∂), i = 0, 1, 2, 3, 4, have the following forms:
(1−t 2 ) 2 ;
In Sklyanin's case, we obtained the following explicit result:
In the generic case, the Poisson homology of the Sklyanin Poisson structure is described as follow:
2. P H 1 (R, ∂) is a rank 13 free K[P 1 , P 2 ] module given by:
-module generated by π;
Generalities on Koszul algebras
Let V be a finite -dimensional K-vector space and let T (V ) be the tensor algebra of
Let (x i ) i=0,···n−1 be a basis of V and (ζ i ) i=0,···n−1 its dual basis. Consider e = n−1 i=0
If f ∈ (V * ⊗n ) * and x ∈ V * , then the inner product of f by x, f ·x ∈ (V * ⊗(n−1) ) * , is defined by:
Then the right multiplication by e (multiplication of algebra on A and inner product on
is called the Koszul complex of A. The augmented Koszul complex of A is the complex:
where ε is the canonical projection. Definition 1.1. A quadratic algebra A is said to be a Koszul algebra if the augmented Koszul complex (6) is exact.
Hence when A is a Koszul algebra, we have two complexes which enable us to compute the Hochschild homology of A: (K(A), b) and (C(A), b). Let us give an explicit quasiisomorphism between them.
Generalities on non commutative Sklyanin algebras
Here, we follow the initial description of Sklyanin algebras by Sklyanin in ( [27] ). Let τ ∈ C so that Im(τ ) > 0. Consider the subgroup Γ = Z ⊕ Zτ. Let θ 00 , θ 01 , θ 10 , θ 11 , from C to C, be Jacobi's theta functions associated with Γ, as described in ( [28] ). These holomorphic functions satisfy the following properties:
and the zeros of θ ab are the points:
Fix η ∈ C such that η is not of order 4 in C/Γ. Let (ab, ij, kl) be a cyclic permutation of (00, 01, 10, 11). Setting:
Consider V a four dimensional C-vector space with S 0 , S 1 , S 2 , S 3 as a basis. We define A = T (V )/(I 2 ) where (I 2 ) is the two-sided ideal generated by the subspace I 2 ⊆ V ⊗ V with basis:
, and (i, j, k) is a cyclic permutation of (1, 2, 3).
A simple computation shows that
A is called the Sklyanin algebra. 
These elements form a basis for A ! and in particular dimA ! m = ( 4 m ). We also have the following Poincaré duality: (A ! m ) * ∼ = A ! 4−m . If we consider K m (A) as free A-module, the Koszul complex of the algebra A has the following form:
where:
•x is a right multiplication by x = (S 0 , S 1 , S 2 , S 3 ) T ;
•M is the right multiplication by a matrix M obtained from the relations f 0i , f jk of A :
•N is the right multiplication by the matrix N given by:
and •t is the right multiplication by t = (S 0 , S 1 , S 2 , S 3 ). We denote by ∆ the element 1 ∈ K 4 (A) and by Π the element (S 0 , S 1 , S 2 , S 3 ) ∈ K 3 (A). We have b(∆) = b(Π) = 0 and:
Hence Π and ∆ define respectively elements of HH 3 (A) and HH 4 (A) which we will also denote using the same letters.
Hochschild homology of the Sklyanin algebra A
Assume that α 1 , α 2 , α 3 are "generic". Formally, they generate the field L = Q(α 1 , α 2 , α 3 ; α 1 + α 2 + α 3 + α 1 α 2 α 3 = 0). We have:
where (J 2 ) is the two-sided ideal of L S 0 , S 1 , S 2 , S 3 generated by f 0i , f jk . The we have the following commutative diagram:
where b is the Hochschild boundary. Therefore
, with β 3 := −β 1 − β 2 , defines an injection. Let us set k 0 = Q(β 1 , β 2 ).
) as graded k 0 ((h))-algebras, while the vector space
is isomorphic to
as graded k 0 ((h))-vector spaces.
Here (I) is the two-sided ideal of k 0 ((h)) S 0 , S 1 , S 2 , S 3 /(I) generated by:
and (i, j, k) is a cyclic permutation of (1, 2, 3).
In particular we have
Therefore the computation of Hochschild's homology of algebra A is equivalent to finding the homology of algebra k 0 ((h)) S 0 , S 1 , S 2 , S 3 /(I)). Let us introduce new variables by setting x 0 = −h −1 S 0 ; and x i = S i for i = 1, 2, 3. We denote by A h the k 0 ((h))-algebra generated by x 0 , x 1 , x 2 , x 3 with the relations
where (i, j, k) is a cyclic permutation of (1, 2, 3). We also denote by (I) the two-sided ideal of k 0 ((h)) x 0 , x 1 , x 2 , x 3 generated by g 0i , g jk .
Filtration on
is an injection morphism. For this morphism, the image of h is h. Since h is inversible in A h , h is a nonzero divisor in A h . The h-adic filtration F on A h can be extended to a filtration F on A h such that the associated graded ring gr
. The filtred algebra A h is not complete. However each homogeneous component (A h ) n , n ∈ N, is complete.
The algebra A h seen as a deformation
Let p be the projection p :
can be written as formal series in h with no constant coefficients in A h . Therefore the map h −1 [·, ·] : A h × A h −→ A h is a biderivation which satisfies the Jacobian identity. Let us consider the bracket:
where (i, j, k) is a cyclic permutation of (1, 2, 3) . This is nothing but the Sklyanin Poisson bracket which it is the Jacobian Poisson structure given by:
(9)
where
We have the following commutative diagram:
Hochschild homology of algebra A h
The filtration F on A h can be extended to a filtration F on C(A h ) such that the associated grated ring gr
Let us consider the spectral sequence E r p,q associated to the filtration F on C(A h ). Let A ∞ p,q = Ker{d : F p C p+q −→ F p C p+q−1 } and consider the usual map of the spectral theory:
Theorem 3.1. The spectral sequence E r associated with the filtration F converges to the Hochschild homology
Proof. This is a direct consequence of the fact that for all n ∈ N, (C(A h ) n , b) (the subcomplex of (C(A h ), b) which is formed by the homogeneous components of degree n for the initial graduation (weight graduation) A h ) is a complex offinite dimensional k 0 -vector spaces and the filtration F on (C(A h ) n is complete
Since the graded ring gr F (A h ) associated with the filtration F on A h is a polynomial algebra with coefficients in the ring k 0 [h, h −1 ], by the Hochschild-Kostant-Rosenberg theorem, we have for all n ∈ N, a quasi-isomorphism of k 0 [h, h −1 ]-modules:
Here
. Under this quasi-isomorphism, the Connes's coboundary corresponds to the de Rham differential. On the other hand, we have a canonical isomorphism of
by Ω • (R). We borrow the following commutative diagram from Brylinski's paper ( [4] ):
where d 1 is the differential which computes the second term E 2 of the spectral sequence, ·h is the multiplication by h and ∂ is the boundary Poisson operator associated with the Sklyanin Poisson bracket:
where F 0 , ..., F n ∈ R. Using the isomorphism E 1 p,q ∼ = Ω p+q (R) ⊗ k 0 h −p , the first term of this spectral sequence can be explained as follow:
The second term E 2 of the spectral sequence is given by the homology of the lines with respect to the differential ∂ ⊗ ·h. Since the multiplication by h is a k 0 [h, h −1 ]-isomorphism, to have this second term, we only have to find the Poisson homology:
The proposition 1.2 gives this Poisson homology in the generic case.
Proposition 3.2. The spectral sequence associated with the filtration F degenerates at E 2 .
Proof. This spectral sequence degenerates at E 2 if the map Φ 2 p,q is surjective for all p, q ∈ Z. But the columns of E 2 are the same up to a multiplication by h. Thus we only have to give a proof for Φ 2 0,q , q ∈ Z.
• E 2 0,0
is the quotient of R. Let v ∈ E 2 0,0 . Then v can be lifted to an element u of R ∼ = F 0 A h /F −1 A h . On other hand, u can be lifted to an element U of F 0 A h and Φ 2 0,0 (U ) = v. Then let P i ∈ F 0 (A h ), i = 1, 2 be an element which lifts P i , where P 1 , P 2 are Casimirs which give the Sklyanin Poisson bracket. Since k 0 [P 1 , P 2 ] is the center of the Sklyanin Poisson algebra (R, {·, ·}), k 0 [ P 1 , P 2 ] is the center of algebra A h . We endow A h with a natural structure of k 0 [ P 1 , P 2 ]-module.
• Then using the result (1.2), as a k 0 [P 1 , P 2 ]-module, E 2 0,1
• Let v ∈ E 2 0,2
, v is the class of an element f (P 1 , P 2 )dP 1 ∧dψ, f (P 1 , P 2 ) ∈ k 0 [P 1 , P 2 ]. Since P 1 dψ ∈ P H 1 (R, ∂), there exists Ψ ∈ A ∞ 0,1 such that Φ 2 0,1 (Ψ) = P 1 dψ. We have b(Ψ) = 0 and therefore b(B(Ψ)) = 0. Φ 2 0,2 (B(Ψ)) = dP 1 ∧ dψ. Then f ( P 1 , P 2 )B(Ψ) lifts v.
• Since the image of the Hochschild's cycle Π ∈ A ⊗4 h in gr F (A ⊗4 h ) is the generator π of P H 3 (R, ∂) = E 2 0,3 , as a free k 0 [P 1 , P 2 ]-module, f ( P 1 , P 2 )Π lifts the element f (P 1 , P 2 )π ∈ E 2 0,3 .
• Similarly, since the image of the Hochschild's cycle ∆ ∈ A ⊗5 h in gr F (A ⊗5 h ) is the generator δ of P H 4 (R, ∂) = E 2 0,4 , as a free k 0 [P 1 , P 2 ]-module, f ( P 1 , P 2 )Π lifts the element f (P 1 , P 2 )δ ∈ E 2 0,4 .
Theorem 3.2. In the generic case, the Hochschild Homology of A h is described as follow:
• HH 4 (A h ) is a free k 0 ((h))[ P 1 , P 2 ]-module of rank 1 generated by the homogeneous element ∆ of degree 4.
• HH 3 (A h ) is a free k 0 ((h))[ P 1 , P 2 ]-module of rank 1 generated by the homogeneous element Π of degree 4.
• HH 2 (A h ) is a free k 0 ((h))[ P 1 , P 2 ]-module of rank 6 generated by homogeneous elements of respective degrees 3, 3, 3, 3, 4, 4.
• HH 1 (A h ) is a free k 0 ((h))[ P 1 , P 2 ]-module of rank 13 generated by homogeneous elements of respective degrees 1, 1, 1, 1, 2, 2, 2, 2, 3, 3, 3, 3, 4.
• HH 0 (A h ) is a free k 0 ((h))[ P 1 , P 2 ]-module of rank 7 generated by homogeneous elements of respective degrees 0, 1, 1, 1, 1, 2, 2.
We can also deduce the following result:
Corollary 3.1. As k 0 ((h))-vector spaces, the homological groups HH i (A h ) have the following Poincaré series:
(1−t 2 ) 2 ; (1−t 2 ) 2 .
