Abstract. In this paper, we first deduce the asymptotic expansions of resolvent of H = (−∆) 2 + V with the presence of resonance or eigenvalue at the degenerate zero threshold for d ≥ 5. In particular, we identify these resonance spaces for full kinds of zero resonances. As a consequence, we then establish the time asymptotic expansions and Kato-Jensen estimates for the solution of fourth-order Schrödinger equation under the presence of zero resonance or eigenvalue.
1. Introduction 1.1. Backgrounds. In this paper, we consider the fourth-order Schrödinger operator
where V (x) is a real valued function R d satisfying |V (x)| (1 + |x|) −β for some β > 0 depending on d. It was well-known that the biharmonic operator has appeared in many interesting contexts which include the (nonlinear) fourth-order Schrödinger equation introduced by Karpman [22, 23] , the nonlinear beam equation or fourth-order wave equation involving in the study of plate and beams [26] , in the study of interaction of water waves [4] , and in the study of the motion of a suspension bridge, see e.g. MacKenna and Walter [30] .
Moreover, they naturally appear in many other areas of mathematics too, including conformal geometry (Paneitz operator, Q-curvature [5, 6] ), free boundary problems [1] , and have enjoyed increasing attention in the recent years (see e.g. Mayboroda and Maz'ya [27, 28] and therein references).
In the sequel, we aim to establish the time asymptotic expansions of e itH with the presence of zero resonance or eigenvalue as t goes to infinity. Recall that for Schrödinger operator −∆ + V , Kato and Jensen in the pioneering work [16] first established the time asymptotic expansion e it(−∆+V ) = N j=0 e itλ j P j + t −1/2 C −1 + t −3/2 C 0 + · · · (1.1)
as t → ∞ in the weighted Lebesgue spaces for dimension d = 3. Here the λ j are nonnegative eigenvalues of −∆ + V with associated eigen-projection P j . The spectral property at zero threshold of −∆ + V affects the leading term of the asymptotic expansion. In [16] , they pointed that C −1 = 0 if 0 is a regular point. However, the operator C −1 does not vanish if 0 is purely a resonance of −∆ + V . In [16] , they further discussed the following four cases: zero is a regular point; zero is purely a resonance; zero is purely an eigenvalue; zero is both resonance and eigenvalue. Zero is a regular point of −∆ + V means zero is neither an eigenvalue nor a resonance. The main idea behind asymptotic expansion (1.1) is as following:
Lower energy expansion LAP =⇒ dE(λ)(λ → 0) Higher energy decay estimate LAP =⇒ dE(λ)(λ → +∞) =⇒time asymptotic expansion.
The lower energy expansion means the asymptotic expansion of perturbed resolvent R(−∆+ V ; z) for z near zero in the weighted Lebesgue spaces. Higher energy decay estimate means the decay estimate of R(−∆ + V ; z) for z → ∞ in suitable weighted Lebesgue spaces. LAP is short for limiting absorption principle which is about the existence and continuity of R(−∆ + V ; z) when z close to the positive real axis, e.g. see [2, 3] .
The time asymptotic expansion (1.1) implies the following time decay estimate of −∆+V :
with zero is a regular point of −∆ + V and suitable s, s ′ > 0. However, with the presence of zero resonance or eigenvalue, Kato and Jensen shows that the time decay rate of Kato-Jensen dispersive estimate is slower than the regular case. The time decay is (1 + |t|) −3/2 in the regular case, while if zero is purely a resonance or both eigenvalue and resonance, then the decay rate is also (1 + |t|) −1/2 by the expansion results in [16] . For other dimensional cases, one can see Jensen's works [18, 17] for d = 4 and d ≥ 5 respectively, and [19] for d = 1, 2. For d ≥ 5, Jensen in [17] pointed out that −∆ + V has no zero resonance. Later, Murata in [29] generalized Kato and Jensen's works [16, 17, 18] to the operator P (D) + V , where P (D) is an m-order elliptic differential operator with real constant coefficients and satisfies the following non-degenerate conditions:
= 0 for ∇P (ξ 0 ) = 0.
However, note that if P (D) = (−∆) m with m ≥ 2, they do not satisfy the above nondegenerate conditions at zero but the case m = 1. Hence the results in [29] did not cover these simple poly-harmonic operators.
For the fourth-order Schrödinger operator H = (−∆) 2 + V , Soffer, the first and third author in [9] first gave the asymptotic expansions of the resolvent of fourth-order Schrödinger operator (−∆) 2 + V around zero threshold assume that zero is a regular point of H for d ≥ 5
and d = 3. Their results show that, in the regular case, the time decay rate of Kato-Jensen decay estimate is (1+|t|) −d/4 with d ≥ 5. In the case d = 4, Green and Toprak in [14] derived the asymptotic expansion of the resolvent R V (z) near zero with the presence of resonance or eigenvalue. Indeed, with the help of higher energy decay estimates established in [9] , the time decay rate of Kato-Jensen decay estimate is (1 + |t|) −1 if zero is a regular point of H = (−∆) 2 + V . While, the time decay rate is (ln |t|) −1 as t → ∞ if zero is purely an eigenvalue of H.
Motivated by these interesting works [9, 14, 16] above, this paper will be devoted to establish the time asymptotic expansion of e itH P ac and Kato-Jensen estimates for the fourth- with the presence of resonance or eigenvalue at the degenerate zero threshold by making use of the following symmetric resolvent identity
Here, v(x) = |V (x)| 1/2 and U = sign V (x) . By the formula (1.2) and free resolvent R 0 (z) of ∆ 2 , it can be reduced to get the asymptotic expansion of U + vR 0 (z)v −1 . If the first term T 0 of the asymptotic series of U + vR 0 (z)v is invertible on L 2 , then we can expand
is the projection onto ker(T 0 ). If T 1 is invertible, then we done. If not, we need to go on the iterative process. We prove that the iterative process stops for finite steps. This processes are related to the the classification of zero resonance. In fact, due to the degenerate of Finally, we remark that, due to the order of H = (−∆) 2 + V is higher than Schrödinger operator −∆+V , the iterative process does not works well at the moment for H = (−∆) 2 +V with d = 1, 2, 3. The obstacle is that the lower order terms of the asymptotic series of U + vR 0 (z)v interact each other, which leads difficulty to analyze ker(T j ) when d = 1, 2, 3.
However, such obstacle does not exist for Schrödinger operator when d ≥ 1.
1.2.
Main results. Throughout this paper, P ac denotes the projection onto the absolutely continuous spectrum space of H. For a ∈ R, we write a± to mean a ± ǫ for any tiny ǫ > 0.
weighted Lebesgue space:
resonance. So we only give the definition of zero resonance for d ≤ 8.
tributional sense, then we say zero is of the first kind resonance of H. If there exists a
such that Hψ = 0, then we say zero is of the second kind resonance of H.
) such that Hψ = 0, then we say zero is of the first kind resonance of
then we say zero is of the second kind resonance of H.
such that Hψ = 0, then we say zero is a resonance of H.
For the definition above, several remarks can be given as follows: Remark 1.2. Note that Hψ = (−∆) 2 + V ψ = 0 in the distributional sense if and only if 
− 4).
This explains that the the resonance spaces must belong to the intersection space
Hence H = (−∆) 2 + V does not exist resonance at zero.
Remark 1.4. Similarly, for Schrödinger operator −∆ + V , one say zero is resonance if
In particular, −∆ + V does not exist resonance function at zero for d ≥ 5 (see e.g. [16, 17, 18] ).
Next, we state the main results about the time asymptotic expansions of e itH P ac . 
where D −j 6,1 ∈ B(s, −s) for all j. ii) If 0 is of the second resonance or an eigenvalue (with k = 2, 3 respectively) of H, then we have in B(s, −s):
where D −j 6,k ∈ B(s, −s) for all j. 
where
For the main results above, some remarks are given as follows: i) If 0 is of the first kind resonance of H, we have
ii) If 0 is of the second resonance or an eigenvalue of H, we have
(2) For d = 6, assume |V (x)| (1 + |x|) −β with some β > 14. Let s > 7.
i) If 0 is of the first kind resonance of H, we have
−β with some β > 9. Let s > 4 + 1/2. If 0 is a resonance or an eigenvalue of H, we have
If 0 is a resonance or an eigenvalue of H, we have [7, 8, 11, 12, 34] and therein references.
For fourth-order Schrödinger operator H = (−∆) 2 + V , In [9] , the first and third author and Soffer applied the Kato-Jensen decay estimates and local decay estimate to obtain the
estimate, which is not optimal. Green and Toprak in the nice work [14] further studied the L 1 − L ∞ dispersive estimate for e itH in 4-dimension in the regular case and the cases of zero resonance. In the regular case, the time decay is natural |t| −1 . Their proof is based on the idea of [9] and [34] . Naturally, it would be interesting to establish remark that our asymptotic expansion of R V (z) will further plays a fundamental role in these related studies. In our forthcoming paper [10] , we also discuss the lower energy resolvent expansion at threshold and time decay estimates for higher order elliptic operator
The paper is organized as follows. In Section 2, we give the asymptotic expansions of R V (z) with the existence of zero-energy resonance and the classification of resonance subspaces. In Section 3, under the assumption that H = (−∆) 2 + V does not exist positive embedded eigenvalue, we establish the asymptotic expansions in time and Kato-Jensen type decay estimate for e itH with existence of zero-energy resonance. In the last section, we show the iterated processes of how to derive the expansion of R V (z) and the proof of classification of resonance subspaces.
2. Asymptotic expansions of R V (z) at zero threshold
For the free resolvent R 0 (z), we have the following identity
Let z = µ 4 with µ in the first quadrant of the complex plane, then
Denote R 0 (µ 4 ; x, y) be the kernel of R 0 (µ 4 ). By using the formula (2.1) and the expansions of resolvent of free Laplacian −∆ (see e.g. [17] ), we have the following expansions of R 0 (µ 4 ; x, y) for 0 < |µ| ≪ 1:
Lemma 2.1. For the free resolvent R 0 (µ 4 ), we have:
where a 1 , a 2 ∈ C \ R and a 0 , a 3 ∈ R \ {0}. Furthermore,
(2) For d = 6, let s > 7, then in B(s, −s):
where c 1 , c 3 ∈ C \ R and c j ∈ R \ {0}, j = 0, 2, 4. Furthermore,
For the perturbed resolvent R V (µ 4 ), we apply the following symmetric resolvent identity to derive the expansions as µ → 0.
Note that, for 0 < |µ| ≪ 1, the identity (2.4) shows R V (µ 4 ) in B(s, −s) with suitable s > 0 has the same asymptotic behaviors of M(µ)
Next, we derive the asymptotic expansions of perturbed resolvent R V (µ 4 ). In the end, we identify the threshold spectral subspaces of each kind of resonances. Let P be the projection onto the span of v, i.e.
(2) Let S 1 be the Riesz projection onto the kernel of T 0 , then
If T 0 is not invertible and (2) The projection operators S j , j = 1, 2, 3 are of finite rank. Indeed, T 0 = U + vG 0 v which is a compact perturbation of the invertible operator U, thus by the Fredholm alternative theorem guarantees that S 1 is of finite rank. By the definition 2.2, we have S 3 ≤ S 2 ≤ S 1 .Hhence S j , j = 1, 2, 3 are of finite rank.
(3) By the Definition 2.2, S j and T j satisfies:
(4) For d = 7, 8, there are only two kinds of resonances at zero. In fact, if T 0 is not invertible and T 1 is invertible, then zero is of first kind resonance. If T 1 is not invertible and T 2 is invertible, then zero is of second kind "resonance". For d ≥ 9, if T 0 is not invertible and T 1 is invertible, then zero is a "resonance" of H. The "resonance" is actually eigenvalue. 
Next, we give the expansions of R V (µ) in B(s, −s) with s > 5 + 1/2. Let s > 5 + 1/2. Then in B(s, −s) we have:
(1) If 0 is a regular point of H, then
where B j 5 ∈ B(s, −s) are self-adjoint operators for j = 0, 1, 2 and α 1 , α 2 ∈ C \ R. (2) If 0 is of the first kind resonance of H, then
where B 
Remark 2.5. Noting that the weight power s here we choose is to ensure that we can get the asymptotic expansions for the last kind of resonance. Actually, for the regular, first kind and second kind of resonance cases we do not need to choose s so big. The reason is that we do not need to expand the free resolvent R 0 (µ 4 ) to the order µ 
if and only if φ = Uvψ where ψ ∈ W 3/2 (R 5 ) satisfies Hψ = 0 in distributional sense and
2.2. Resolvent expansion for d = 6. In the 6-dimensional case, by Lemma 2.1(2), in B(s, −s) with s > 7, we have
The definition of resonance for d = 6 is the same as Definition 2.2 by replacing the representations of G j into the corresponding case of d = 6. Next, we give the expansions of
Theorem 2.7. For d = 6 and 0 < |µ| ≪ 1, assume |V (x)| (1 + |x|)
−β with some β > 14.
Let s > 7. Then in B(s, −s) we have:
satisfies Hψ = 0 in distributional sense and
2.3. Resolvent expansion for d = 7. In the 7-dimensional case, by Lemma 2.1(3), in B(s, −s) with s > 4 + 1/2, we have
The definition of resonance for d = 7 is the same as Let s > 4 + 1/2. Then in B(s, −s) we have:
where B −j 7,1 ∈ B(s, −s) are self-adjoint operators and β −j,1 ∈ C \ R for 0 ≤ j ≤ 3. 
\ {0} if and only if φ = Uvψ where ψ ∈ W 1/2 (R 7 ) satisfies Hψ = 0 in distributional sense and
2.4. Resolvent expansion for d = 8. In the 8-dimensional case, by Lemma 2.1(4), in B(s, −s) with s > 4, we have
where 
where B −j 8,2 ∈ B(s, −s) are self-adjoint operators and ̺ −j,2 ∈ C \ R for 0 ≤ j ≤ 3. 
2.5. Resolvent expansion for d ≥ 9. In the cases d ≥ 9, by Lemma 2.1, in B(s, −s) with s > d/2, we have
where (1) If 0 is a regular point of H, then
where B Proposition 2.14.
Kato-Jensen type decay estimates
In [9] , Feng, Soffer and Yao gave the Kato-Jensen type decay estimates for e itH P ac with the assumption that zero is a regular point of H with d = 3 and d ≥ 5. For d ≥ 5 and s > β(d) > 0 with suitable constant β(d), the results in [9] tells that
In this section, we show the Kato-Jensen type decay estimates for e itH with the existence of zero-resonance with d ≥ 5. By the spectral represent theorem, 
Furthermore, for high energy we have
Hence, by Stone's formula and Theorem 2.4 -2.13, for lower energy part we have:
we have: ii) If 0 is of the second kind resonance or an eigenvalue of H with k = 2, 3 respectively, we have ii) If 0 is of the second kind resonance or an eigenvalue of H with k = 2, 3 respectively, we have 
With the help of the properties of dE(λ), following the same argument for e itH P ac as in [9] for the regular cases, then we show the proof of Theorem 1.5.
Proof of Theorem 1.5. Let χ(λ) be a smooth cutoff function with support in 0 < λ < 1. Then
For term II, note that the integral is supported in [1, ∞) . By (3.2) we know, it is actually the Fourier transform of the
Thus, by the Riemann-Lebesgue lemma, we know the contribution of term II is |t| −k for any large
For term I, we have:
On the other hand, for d = 6, 8, we need to treat such term
However, the integral is O(1/ ln t) as t → ∞. See [18] .
Proof of asymptotic expansions and identification of resonance spaces
By the symmetric resolvent identity (2.2), we need to derive the asymptotic expansions of has a bounded inverse in SH. Furthermore, 
with T 1 (z) uniformly bounded as z → 0. Suppose 0 is an isolated point of the spectrum of T 0 , and let S be the corresponding Riesz projection. If T 0 S = 0, then for sufficient small z ∈ F the operator T (z) : SH → SH defined by
is uniformly bounded as z → 0. The operator T (z) has a bounded inverse in H if and only if T (z) has a bounded inverse in SH, and in this case (
In the following, we denote D j = T j +S j+1 
is uniformly bounded with bound less than 1 for tiny |µ|. Thus
Lemma 4.5. Assume |v(x)| (1 + |x|) −β/2 with some β > 11. If zero is of the first kind resonance, then for 0 < |µ| ≪ 1, we have
Proof. Under the assumption on v(x), then the Hilbert-Schmidt norm vG 0 v HS is bounded. Since T 0 = U + vG 0 v which is the compact perturbation of U, and σ(U) = {−1, 1}, thus
In the first kind resonance case, in order to apply Lemma 4.2 we need to ensure M 1 (µ) is invertible. We claim that if
Indeed,
:
Hence, M(µ) −1 can be expanded into Neumann series provided S 1 P S 1 is invertible on
From Lemma 4.2, we have
where B 1 0 is a Hilbert-Schmidt operator and
Lemma 4.6. Assume |v(x)| (1 + |x|) −β/2 with some β > 11. If zero is of the second kind resonance, then for < |µ| ≪ 1, we have
where B Proof. In the second kind resonance case, we aim to derive the asymptotic expansion of M(µ) −1 . Noting that P is a projection on L 2 , thus the spectrum σ(P ) = {0, 1}. Since S 1 is of finite rank, then 0 is an isolated spectrum point of S 1 P S 1 . S 2 is the projection onto ker(S 1 P S 1 ), thus
In order to apply Lemma 4.2 to
Here, we need use S 2 P = P S 2 = 0 and S 2 ≤ S 1 . Hence,
From Lemma 4.2, we know
where A −1 and A 0 are Hilbert-Schmidt operators which can be calculated clearly from the above expansions. Hence, we obtain the expansion (4.10).
Lemma 4.7. Assume |v(x)| (1 + |x|) −β/2 with some β > 11. If zero is an eigenvalue of H, then for < |µ| ≪ 1, we have
where B Proof. In the third resonance case, we aim to derive the asymptotic expansion of M 2 (µ)
Since S 2 is of finite rank, thus 0 is an isolated spectrum point of self-adjoint operator S 2 vG 3 vS 2 . Let S 3 be the projcetion onto ker(S 2 vG 3 vS 2 ), then
Hence, (4.12) holds by substitute the expansion of M j (µ) −1 , j = 1, 2 back to (4.9) and (4.11) step by step. Now, we show that the kernel of the operator S 3 vG 3 vS 3 on S 3 L 2 is trivial which implies the iterated process stop here. Proof. Take f ∈ ker(S 3 vG 3 vS 3 ), then f ∈ S 3 L 2 . Then from Remark 2.3, one have
Recall the expansion (2.1) of R 0 (µ 4 ):
Here, we use dominated convergence as µ → 0 with chosen µ such that Re(µ 4 ) < 0. Thus
Thus we have f = −UvG 0 vf . Hence f = 0.
Next, we give the proof of resolvent expansion for d = 6.
Proof of Proposition 2.7 (d = 6). In 6-dimensional case, by (2.2), in B(s, −s) with s > 7 we have
where c(µ) = c 2 ln µ + c 3 (see (2.1)).
From the resolvent identity (2.2), since |v(x)| (1 + |x|) −β with some β > 14, then in
Proposition 2.7 holds by the following lemmas: Lemma 4.9 -Lemma 4.12. 
(4.16)
Proof. Let S 1 be the projection onto ker(U + vG 0 v), then apply Lemma 4.1 to M(µ), we have
Thus µ 2 M 1 (µ) can be expanded into Neumann series provided S 1 P S 1 is invertible. Hence, 
Proof. In the second resonance case, we aim to derive the expansion of M 1 (µ) −1 . Denote
Since S 2 is the projection onto ker(S 1 P S 1 ), then P S 2 = S 2 P = 0. Apply Lemma 4.1 to
M 2 (µ) is invertible and can be expanded into Neumann series. 
where B 3,−4 , B 3,−2 , B 3,−2 , B 3,−1 , B 3,0 are µ independent Hilbert-Schmidt operators.
Proof. In the third kind "resonance" case, we aim to derive the expansion of M 2 (µ)
.
By the same discussion as in Lemma 4.8, we know ker(S 3 vG 3 vS 3 ) = {0}, hence M 3 (µ) is invertible and (4.18) holds by expanding M 3 (µ) −1 into Neumann series.
Proof of Proposition 2.13 (d ≥ 9). In the cases d ≥ 9, by Lemma 2.1, in B(s, −s) with s > d/2, we have
Since |v(x)| (1 + |x|) −β/2 with some β > d, then in B(0, 0) we have 
If zero is an eigenvalue of H, then for 0 < |µ| ≪ 1,
Proof. If zero is a regular point, then (4.13) holds by expanding M(µ) −1 into Neumann series. If zero is an eigenvalue, then by Lemma 4.2, we have
By the same strategy of Proposition 4.8, one can prove that ker(S 1 vG 1 vS 1 ) = {0}. 
Hence, by Lemma 4.3 and the fact that ψ = −G 0 V ψ, then we know ψ ∈ W 3/2 (R 5 ).
Lemma 4.15. Let |v(x)| (1 + |x|) −β with some β > 11. Then φ = Uvψ ∈ S 2 L 2 if and
which implies that P φ = 0. Indeed, 0 = S 1 P φ, φ = P φ, S 1 φ = P φ, P φ .
Using S 2 ≤ S 1 , then by Lemma 4.14, we have
Thus by the boundedness of I 4 in R 5 and the fact that ψ = −G 0 V ψ, we know ψ ∈ W 1/2 (R 5 ).
Next, we assume ψ ∈ W 1/2 (R 5 ) and φ = Uvψ and show
Hence (4.23) holds and φ ∈ S 2 L 2 .
Hence, for 1 ≤ j ≤ 5,
For term I, from (4.24), we have
For term II, from (4.23), we have
For |x| ≫ 1, we have
Hence, for 1 ≤ j ≤ 5 Proof. Assume first that ψ ∈ S 2 L 2 \ {0}, since S 2 ≤ S 1 . Using Lemma 4.17, we need only to
show that ψ ∈ W 0 (R 6 ). Since P f = 0, we have Hence, by Lemma 4.3 and ψ = −G 0 V ψ, we know −G 0 vφ ∈ W 1/2 (R 7 ).
Notice that, since 1 |x−y| 3 ∼ 1 |x| 3 for |x| ≫ 1, thus the rate of the weight −1/2− is sharp. (2) First we show that if φ ∈ S 2 L 2 then ψ ∈ L 2 (R 7 ). Since φ ∈ S 2 L 2 , then S 1 P φ = 0 which implies that P φ = 0. Indeed, 0 = S 1 P φ, φ = P φ, S 1 φ = P φ, P φ .
Using S 2 ≤ S 1 and P φ = 0, then Thus by Lemma 4.3, we know ψ ∈ L 2 (R 7 ).
Next, we assume ψ ∈ L 2 (R 7 ) and φ = Uvψ and show Hence, φ ∈ S 1 L 2 \ {0}.
