In practice, measurement results are sometimes described by an estimate, which is not the best one as defined in the GUM. Such alternative estimates arise when the result of a measurement is not corrected for all systematic effects. No recommendation exists in the GUM for associating an uncertainty with an uncorrected estimate. A common choice in guidelines and in the literature is the uncertainty u(y ′ ) = u 2 (y) + (y − y ′ ) 2 for an alternative estimate y ′ . It arises from the expected quadratic loss, on which, also in the GUM, the standard uncertainty u(y), and the best estimate y are based. However, such an uncertainty is not a standard uncertainty and we establish, it may not be used for uncertainty propagation. One consequence is, for example, that pairs (y ′ , u(y ′ )) are not to be used in calibration certificates.
INTRODUCTION -UNCORRECTED EFFECTS 1.A metrological account
In metrology, a measurand is often related to its influencing quantities. Among all estimates for a measurand, the expectation of the associated state-of-knowledge distribution is usually considered the best estimate. In practice, however, alternative estimates are also employed for technical or economic reasons. For example, an input quantity whose effect on the measurand is estimated to be non-zero, is called a systematic effect (in clause 3.2 of the [1] , hereafter called the GUM); and not correcting for such a systematic effect leads to an alternative (i.e., uncorrected) estimate.
The GUM requires that all significant systematic effects are corrected when evaluating the measurement uncertainty of a measurand (see GUM 3.2.4). However, it also concedes exceptions (Note 2 in 3.2.4, 6.3.1, and F.2.4.5) and international [2] - [7] as well as national [8] - [13] guidelines mention uncorrected systematic effects 1 . Also, publications like [14] - [20] and references therein are concerned with uncorrected systematic effects.
For the general case of uncorrected systematic effects, the GUM does not provide any guidance; only a special case is treated in F.2.4.5. The above documents either (a) state vaguely that unperformed corrections may be in-(b) recommend separately reporting the uncorrected estimate (i.e., the estimate derived from not correcting for all systematic effects), together with the correction and the standard uncertainty associated with the corrected estimate (cf. [18] ), or (c) recommend quadratically adding the correction and the standard uncertainty associated with the corrected estimate, and then associating the root of this as the standard uncertainty with the uncorrected estimate (which has its seed in [15] and is the focus of this work), or (d) suggest various ways to arrive at an expanded uncertainty or coverage interval which may be associated with the uncorrected estimate (e.g., [4] - [6] , [14] , [16] - [19] , and guidelines in footnote 1), or combine any of these options for treating uncorrected systematic effects. This article examines uncertainties which can be associated with uncorrected estimates and possibly treated as standard uncertainty. To this end, we generalize option (c) and recall reasons for specifying such an uncertainty. Then we expose and discuss crucial consequences of applying this uncertainty. Notably, the uncertainty of an uncorrected estimate is inconsistent and not transferable and thus does not fulfil essential requirements of metrology.
A statistical account
Throughout this work, let Y and g Y (η) denote the random variable and its probability density function, representing the available information about a measurand. That is, g Y shall be corporated in the uncertainty (e.g., [2] , [3] , [7] ), or 1 International guidelines mention uncorrected systematic effects, e.g., in clauses 2.26 in [ [6] , and 5.3 in [7] . German guidelines mention uncorrected systematic effects, e.g., in equations (7.8), (7.16) , and (7.17) in [8] , (B.1) in [9] , (B.3), and (B.4) in [10] , (B.2) and (B.3) in [11] , (8.7) in [12] as well as (12) , (14) , (19) , (22) , (29), and (30) in [13] . DOI: 10.2478/msr-2019-0026 the state-of-knowledge or degree-of-belief distribution mentioned in GUM 4.1.6 and in the introduction of [21] . We assume the expectation and the variance of the random variable Y exist.
One estimate for the measurand is the expectation of Y , which is
It is considered the best estimate under quadratic loss
in the GUM as well as in Bayesian statistics (see, e.g., [22] ).
That is, y minimizes the squared error risk compared to any other estimate y ′ for the measurand.
The standard uncertainty associated with the best estimate y is defined by
(cf. GUM 2.3.1, where the symbol V denotes the variance), and minimizes the expected quadratic loss (1) . That is, the standard uncertainty and the best estimate are the pair representing the minimum of the loss function QL and where it is realized. This work considers alternative estimates y ′ = y. In metrology, these alternative estimates may arise, for example, when systematic effects are not corrected for. Despite not being the best estimate, an uncertainty is to be associated with such an uncorrected estimate -one that ideally can be used as a standard uncertainty. Section 2 generalizes the suggestion from [15] and defines the associated uncertainty through the same loss function QL. Section 3 establishes that important metrological properties of the standard uncertainty are missing there. Finally, section 4 discusses consequences of this finding.
QUADRATIC-LOSS UNCERTAINTY
For any estimate y ′ of the measurand, let us define the associated uncertainty by
We call u(y ′ ) quadratic-loss (QL) uncertainty because, with u 2 (y ′ ) = QL(y ′ ), it adopts the loss criterion (1), which is identical to the one the standard uncertainty (2), and thus the GUM, is based on. However, the QL uncertainty does not minimize this loss function as QL(y ′ ) = QL(y)+ (y ′ − y) 2 and is therefore larger than the standard uncertainty u(y) for any alternative estimate y ′ = y.
The QL uncertainty can be thought to extend the standard uncertainty (2) , and thus the GUM, to uncorrected estimates. It provides a possibility to report uncertainties when not correcting for all systematic effects. However, not all metrological properties are preserved, as will be shown in section 3.2.
Special case in metrology
A special case of the QL uncertainty in metrology was suggested in [15] . Let us assume the measurand is related to input quantities X 1 , . . . , X N through a linear measurement model and to systematic effects B via
If the effects subsumed in B are independent of the other effects and are expected to cause the correction b, the authors in [15] define the uncertainty associated with the uncorrected estimate y ′ := y − b for the measurand Y by
with uncertainty u(b) subsumed in u(y).
Usage and terminology
The QL uncertainty is frequently used in metrology for uncorrected systematic effects, e.g., in [6] , [16] , [19] , [20] , [23] , [24] and indirectly for expanded uncertainties in [5] , [17] , [18] . The publications [6] , [15] , [19] even call the QL uncertainty a standard uncertainty, whereas [20] , [23] avoid this on purpose.
Clearly, uncertainty (2) -and not the QL uncertainty (3) is the standard uncertainty of the measurand under the current knowledge. However, the (squared) standard uncertainty is not equal to the expected quadratic loss for the uncorrected estimate y ′ ; i.e., reporting the pair (y ′ , u(y)) is thus not an option.
More importantly, can the QL uncertainty be used as if it were a standard uncertainty? So far, no restrictions have been made in the literature; for example, in [6] , [15] , [16] , [19] , [20] , [24] . Let us judge this practice with respect to the following metrological properties: internal consistency, transferability, and validity.
METROLOGICAL PROPERTIES
Quite fundamentally, the GUM states in clause 0.4:
The actual quantity used to express uncertainty should be
• internally consistent: it should be directly derivable from the components that contribute to it, as well as independent of how these components are grouped and of the decomposition of the components into subcomponents; • transferable: it should be possible to use directly the uncertainty evaluated for one result as a component in evaluating the uncertainty of another measurement in which the first result is used.
In addition, the method for evaluating and expressing uncertainty should be universal and valid according to GUM 0.4.
That is, it 'should be applicable to all kinds of measurements and to all types of input data used in measurements,' and it 'should be capable of readily providing [...] an interval about the measurement result that may be expected to encompass a large fraction of the distribution of values that could reasonably be attributed to the quantity subject to measurement.' (The term validity was coined by [25] .) These properties are important in metrology to quantitatively indicate the quality of a measurement result. Universality permits uncertainties to be evaluated wherever measurements play their part -in science, engineering, commerce, industry, regulation, and so on. Consistency is crucial because it is a necessity to a consensus on the evaluation of uncertainty worldwide. Transferability is the foundation of the traceability of measurements to the SI. The international comparability of measurements cannot be established without consistency or without transferability -neither for national metrology institutes, for accreditation laboratories, in industry, nor for end users.
Properties of the standard uncertainty
The standard uncertainty (2) fulfils the properties of internal consistency, transferability, and validity.
Consistency and transferability require a notion of 'uncertainty components' which relate to the measurement result. Within the scope of the GUM, let us assume input quantities X 1 , . . . , X N , a linear measurement model Y = ∑ N i=1 a i X i + a, and a decomposition into, say, two arbitrary groups X 1 , . . . , X j and X j+1 , . . . , X N . Then the standard uncertainty is consistent, because it may be calculated directly from the sum 
The result is identical. The standard uncertainty is also transferable for linear models, because it is the output as well as the only input of the LPU in (6) , when the covariance is thought of as the multivariate extension of the variance (cf. uncertainty matrix in 3.11 of [21] ).
In addition, the standard uncertainty may be valid in part. That is, when the central limit theorem is known to hold (cf. GUM G.2), expanded uncertainties and coverage intervals can be derived as detailed in GUM 6.2 and 6.3.
As a side note, probability distributions and their propagation are also internally consistent, transferable and valideven for nonlinear measurement models and beyond the central limit theorem. In contrast, coverage intervals are generally not consistent and not transferable on their own.
Properties of the quadratic-loss uncertainty
As noted in section 2, the QL uncertainty is per definition not a standard uncertainty for the measurand. Nevertheless, can it fulfil the needs in metrology defined above?
Firstly, the QL uncertainty is valid in part. That is, when the central limit theorem is known to hold, expanded uncertainties and coverage intervals with exact coverage can be derived either from the QL uncertainty or otherwise (see, e.g., [18] ).
However, the QL uncertainty is not consistent. Evaluating the QL uncertainty in (3) for an estimate y ′ and a linear mea-
In contrast, let us evaluate the QL uncertainty from two arbitrary groups X 1 , . . . , X j and X j+1 , . . . , X N , which result in the best estimates y 1 and y 2 , and alternative estimates y ′ 1 and y ′ 2 , respectively, such that y = y 1 + y 2 and y ′ = y ′ 1 + y ′ 2 . For simplicity, let the groups of input quantities be independent of each other. While V(Y ) itself is consistent (see section 3.1), we have
The reason for this inconsistency lies in the general inequality (d + e) 2 = d 2 + e 2 , when the estimate of the systematic effect (y ′ − y) is decomposed and squared. In addition, the QL uncertainty is not transferable. Per definition (3), the QL uncertainty is dependent on the specific estimate y ′ . Only having knowledge of the QL uncertainty of each input quantity therefore cannot be sufficient.
For the sake of completeness, similar arguments hold for the special case of alternative estimates in F.2.4.5 of the GUM. That is, also the uncertainty u c (y ′ ) associated with an estimate y ′ when corrections from a calibration curve are not applied, is not a standard uncertainty and should not be used as such.
DISCUSSION, RECOMMENDATION
This article focused on measurement results that are described by an estimate which is not the expectation of the current state-of-knowledge distribution. In metrology, such an estimate arises when not all systematic effects are corrected for. The central question for such a measurement result is then: how does one assign a measure for its quality which meets the requirements of metrology?
A natural choice for associating an uncertainty with these alternative estimates adopts the expected quadratic loss which the GUM also does for the standard uncertainty. The uncertainty for an estimate y ′ , which is not equal to the best estimate y, is then u(y ′ ) = u 2 (y) + (y − y ′ ) 2 and is here called quadratic-loss uncertainty. It generalizes a previous suggestion [15] and existing practice, to alternative estimates which do not necessarily arise from uncorrected systematic effects.
This quadratic-loss uncertainty is not a standard uncertainty for alternative estimates. Nevertheless, it is applied in practice and provides a possibility to report uncertainties for estimates other than the best ones. Specifically, it uses the same foundation as the GUM for the evaluation of the standard uncertainty.
However, we demonstrated that and why the quadratic-loss uncertainty is not sufficient for the general needs in metrology. We proved that it is not consistent and is thus not to be used for uncertainty propagation.
As a consequence, the pair of an uncorrected estimate and its quadratic-loss uncertainty is not suitable for calibration certificates. The same pair may be suitable for characterizing measurement results which are not used for uncertainty propagation, e.g., for end devices at the factory floor level.
The authors recommend reviewing standards and guidelines that mention uncorrected effects in the light of these findings. That is, in the first place a re-examination is recommended whether and how a correction can be made. If uncorrected estimates cannot be avoided, it could be contemplated whether a restricted use of uncorrected effects is possible.
