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ABSTRACT
Inthispaper,weproposeimagerestorationalgorithmsbased
on adaptive wavelet–domain statistical models. We present
a method to estimate the model parameters from the obser-
vations, and solve the restoration problem in orthonormal
and translation-invariant wavelet domains. Substantial im-
provements over previous wavelet–based restoration meth-
ods are obtained. The use of a translation-invariant basis
further enhances the restoration performance.
1. INTRODUCTION
The image observed at the output of an imaging system is
often a degraded version of the original scene. Consider
the following imaging model: the original, unknown image
￿
is blurred by a convolution operator
￿ (typically a low-
pass ﬁlter), and corrupted by additive white Gaussian noise
(AWGN)
￿ with zero mean and known variance
￿
￿
￿
￿ . Im-
age restoration aims at obtaining a good estimate from the
degraded observations
￿
￿
￿
￿
￿
￿
￿ .
Regularization is used to overcome the ill–posed nature
of theimagerestoration problem. Unlikelyestimatesare pe-
nalized by a regularization penalty based on a priori knowl-
edge. Various regularization functions have been proposed,
such as quadratic smoothness penalties [1],
￿
￿
￿ smoothness
norms [2], Besov norms [3], and Huber functions [4].
While spatial–domain image restoration has a rich his-
tory dating back from the seventies [5], restoration in trans-
form domains is more recent. In particular, wavelets are
attractive because signal and noise have distinguishing fea-
tures inthewaveletdomain. Thewavelettransform hashigh
signal energy compaction and captures well signal singular-
ities, whichmay lead tobetter edgepreservationand ringing
artifact reduction.
Theliteratureonwavelet–basedimagerestorationismore
limited than that on wavelet image denoising (where
￿ =
identity operator). See for instance [6, 7, 8, 9, 10]. Many
wavelet image restoration schemes are direct extensions of
waveletdenoising techniques. For example, noise can be re-
moved from the inverse–ﬁltered observations using thresh-
olding in a mirror wavelet basis [6]. Alternatively, preﬁlter-
ing has been used to produce underregularized estimates,
followed by a wavelet–domain Kalman ﬁltering to remove
residual noise [7].
In this paper, we formulate regularization penalties us-
ing an adaptive statistical wavelet model that has been suc-
cessfully used in compression[11]and indenoising [12] ap-
plications but not yet in more general restoration problems.
Likewise,wealsoconsider translation–invariantwavelettrans-
forms, which havebeen popularfordenoising buttothebest
of our knowledge have not yet been used for image restora-
tion.
2. REGULARIZATION IN WAVELET DOMAIN
Under an orthonormal wavelet transform
￿ , the observa-
tional model in the wavelet domain takes the form
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ , where
￿
￿ ,
￿
￿
,
￿
￿
￿
￿
￿
￿
￿ are the wavelet decompo-
sitions of
￿ ,
￿
, and
￿ , respectively. The wavelet–domain
operator
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ can be considered as the 2–D trans-
form of the spatial–domain operator
￿ . The regularized es-
timator takes the form
￿
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is the regularization function penalizing un-
likely estimates. If a statistical model is available, one can
choose
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. The solution is the maximum a
posteriori (MAP) estimator.
The models considered for
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￿
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are listed below. The
ﬁrst two models are classical ones and are used for compar-
ison purposes. The third one is a more advanced adaptive
model used in [11] and [12], and is our main focus. In all
cases,
/
2
1
￿
￿
3
is convex.
Gaussianmodel. Assumethewaveletcoefﬁcientswithin
a subband
9 are iid
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. The corresponding penalty
takes the form
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denotes the
signal coefﬁcient in subband
9 at location
P
. This quadratic
penalty was used for instance in [8].Laplacian model. The ﬁrst order statistics of wavelet
coefﬁcientswithin a subband
9 are modeled as iid Laplacian
[13]. The penalty function
/
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￿
￿
3
is thus the
￿
￿
￿ norm.
EQ model [11]. It is assumed that wavelet coefﬁcients
are independent Gaussian with zero mean and slowly vary-
ing variance. It has been veriﬁed [12] that wavelet coef-
ﬁcients normalized by their local standard deviation esti-
mated from a small neighborhood approximately follows
the
:
1
<
;
=
4
T
S
U
3
distribution. Under this model, the regulariza-
tion penalty takes the form
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is the local signal variance in subband
9 , at location
P
.
Asabenchmark, wealsoconsideraspatial–domainGaus-
sian Markovrandom ﬁeld (MRF) model in which the differ-
ence between each pixel and the average of its four neigh-
bors is iid Gaussian.
3. GRADIENT DESCENT ALGORITHM
For all the models described in Sec. 2, gradient descent al-
gorithms can be applied. The cost function is
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and its gradient is given by
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To evaluate the ﬁrst term, note that
￿ is a ﬁltering opera-
tor corresponding to the blur, and
￿
￿ is the adjoint corre-
sponding to ﬁltering with the mirrored and conjugated ver-
sionof theblur,i.e.,
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can thus be evaluated by simple ﬁlter opera-
tions. We then project this error onto the wavelet domain
via the transform
￿ .
With an explicit form of
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, the second term of the
gradient is easy to evaluate. For example, for the wavelet
models described in Sec. 2:
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for the EQ model.
Hence a gradient descent method is simple and conve-
nient. In each iteration, the algorithm keeps track of both
the spatial–domain image and its wavelet representation. It
projects back and forth between the spatial and wavelet do-
mains. Convergence of a gradient descent algorithm to a
stationary point is guaranteed if the stepsize is chosen prop-
erly [14].
4. OBTAINING THE MODEL PARAMETERS
The models described in Sec. 2 each have some unknown
parameters ( one parameter,
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sian and Laplacian models, and the variance ﬁeld
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for the spatial-varying Gaussian model). In this section, we
estimate these parameters from the observation coefﬁcients
￿
￿ .
We ﬁrst consider the simple Gaussian and Laplacian
models. If the waveletﬁlterbank is composed of ideal brick-
wall ﬁlters, there is no interaction between subbands. It can
be shown that the variance of the empirical coefﬁcients and
the variance of the observation are related as follows:
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The blurring ﬁlter
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in the frequency interval
t
@ con-
trols the spectral shape and energy attenuation in subband
9 .
Fig. 1 illustrates the relation between
￿
￿
and
￿
￿ in the ab-
sence of noise.
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ple, the transfer function of path
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From (5) and (6), we can estimate the signal variance
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is a scaling constant depending on the blurring ﬁlter. This
estimate is reliable if
:
@ is large.
Now we consider the more sophisticated EQ model. In
the absence of noise, the variance ﬁeld of
￿
￿ in subband
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So under the EQ model, the variance ﬁeld for the subband
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ing, is relatively easy to estimate. From the observation co-
efﬁcients, we deconvolve from
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Fig. 1. Blurring operation in the wavelet domain.
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is a 3
￿ 3 neighborhood of the coefﬁcient at lo-
cation
P
) to obtain an estimate of the signal variance ﬁeld.
For deconvolution, we use the
￿
I
￿ norm of the estimate as the
regularization penalty. We use the shorthand notation
￿ for
the signal variance ﬁeld to be estimated, and
s for the local
variance ﬁeld computed from
￿
￿ . The estimate is
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The regularizationparameter
￿
is chosen empirically. In our
experiments reported in Sec. 6, it takes value 0.4.
Note the methods described above all neglect crossband
interactions, and the estimated model parameters are more
accurate if the wavelet ﬁlters are frequency selective.
5. RESTORATION USING TRANSLATION
INVARIANT WAVELET BASIS
Bynowtheadvantagesof TIwaveletdenoising[15]overor-
thogonalwaveletdenoisingarewell known. See[16]forad-
ditional recent results. We have extended the image restora-
tion methods described in Secs. 3 and 4 to translation–
invariant wavelet representations. We partition the over-
completeframecoefﬁcientsintosubgroups, eachcorrespond-
ing to a subband in the orthonormal representation. The
coefﬁcients in each subgroup is modeled using the Gaus-
sian, Laplacian, or EQ model. The estimated overcomplete
wavelet coefﬁcients are then assembled into a spatial do-
main image. This is equivalent to the “cycle-spin” pro-
cedure in [15]: the ﬁnal estimate is obtained by aligning
and averaging the estimates obtained with the noisy image
shifted with all possible shifts.
6. EXPERIMENTAL RESULTS
We tested the restoration schemes discussed above on im-
ages such as Lena. Two blurring ﬁlters were used: a
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in both horizontal and vertical di-
rections. Signal-to-noise ratio was 25 – 30 dB. We used a
4–level wavelet decomposition with the Daubechies’ max-
imally ﬂat 8-tap ﬁlters. We compare the restoration results
using four models: the iid Gaussian model for each sub-
band, theiidLaplacianmodelforeachsubband,thespatially-
varying EQ model, and the spatial domain Gaussian MRF
model as a benchmark. Tables 1 and 2 report the mean
squared error (MSE) for restored Lena images using or-
thonormal and translation invariant wavelet transforms.
TherestorationalgorithmbasedonthewaveletEQmodel
outperforms its competitors, especially in its translation-
invariant mode: the MSE is only half of that using the spa-
tial domain model. From Table 1 and 2, we notice that the
translation–invariant transform produces 10-20% improve-
ment in MSE over the orthonormal transform. The restored
images are shown in Fig. 2. The restored images using
translation–invariant representations are much sharper than
the spatial–domain estimates.
Orthonormal Trans. invariant
Gaussian model [8] 42.59 36.54
Laplacian model [10] 37.26 30.41
EQ model 32.86 29.46
Spatial Gaussian 59.73
Table 1. Restoration results for Lena image blurred by a
¢
￿
£
¢ Gaussian blur, and contaminated by AWGN with SNR= 25dB.
Original MSE= 88.76.
Orthonormal Trans. invariant
Gaussian model [8] 86.70 74.55
Laplacian model [10] 94.07 80.02
EQ model 74.33 65.94
Spatial Gaussian 125.26
Table 2. Restoration results for Lena image blurred by a
⁄
￿
£
⁄ uniform blur, and contaminated by AWGN with SNR= 30dB.
Original MSE= 176.35.(a) (b) (c)
(d) (e)
Fig. 2. Restoration results: (a) degraded image data, MSE= 176.35. The blurring ﬁlter is a
⁄
¥
£
7
⁄ uniform ﬁlter and the SNR
is 30 dB; (b) restored using spatial domain Gaussian MRF model, MSE= 125.26; (c) restored using wavelet domain Gaussian
model, MSE= 74.55; (d) restored using Laplacian model, MSE= 80.02; (e) restored using the EQ model, MSE= 65.94. Translation
invariant wavelet restoration is used in (c)—(e).
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