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C´ılem te´to diplomove´ pra´ce je zave´st teorii zobecneˇny´ch linea´rn´ıch model˚u, specia´lneˇ pak
probitovy´ a logitovy´ model. Tyto jsou zejme´na pouzˇ´ıva´ny pro zpracova´n´ı medic´ınsky´ch
dat. V nasˇem konkre´tn´ım prˇ´ıpadeˇ jsou zmı´neˇne´ modely aplikova´ny na datovy´ soubor
z´ıskany´ ve fakultn´ı nemocnici Brno. U´kolem je statisticky analyzovat imunitn´ı odezvu
deˇtsky´ch pacient˚u v za´vislosti na dvana´cti vybrany´ch typech gen˚u a odhalit jake´ kombi-
nace teˇchto uvazˇovany´ch gen˚u ovlivnˇuji septicke´ stavy u pacient˚u.
Summary
The goal of this thesis is to introduce the theory of generalized linear models, namely
probit and logit model. This models are especially used for medical data processing. In
our concrete case these mentioned models are applied to data file obtained in teaching
hospital Brno. The aim is to statically analyzed immune response of child patients in
dependence of twelve selected types of genes and find out which combinations of these
genes influence septic state of patients.
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Linea´rn´ı regresn´ı model nacha´z´ı sˇiroke´ uplatneˇn´ı prˇi analy´ze dat. Mnoha´ data ovsˇem
vykazuj´ı odchylky od standardn´ıch prˇedpoklad˚u klasicke´ho linea´rn´ıho regresn´ıho mo-
delu, kdy odhady parametr˚u z´ıskane´ klasickou metodou nejmensˇ´ıch cˇtverc˚u nemaj´ı op-
tima´ln´ı vlastnosti. Proto byla teorie klasicke´ho linea´rn´ıho modelu zobecneˇna pro prˇ´ıpad,
kdy rozdeˇlen´ı na´hodny´ch chyb v modelu nen´ı norma´ln´ı a strˇedn´ı hodnota vysveˇtlovane´
promeˇnne´ nen´ı identickou funkc´ı linea´rn´ıho prediktoru. Tyto modely nazy´va´me zobecneˇne´
linea´rn´ı modely. V te´to pra´ci budeme podrobneˇji rozeb´ırat probitovy´ model, ktery´ namı´sto
identicke´ funkce linea´rn´ıho prediktoru pouzˇ´ıva´ inverzn´ı funkci k distribucˇn´ı funkci stan-
dardizovane´ho norma´ln´ıho rozdeˇlen´ı a logitovy´ model, ktery´ pouzˇ´ıva´ tzv. logit.
Pra´ce je rozdeˇlena do peˇti kapitol. Po u´vodn´ı kapitole na´sleduj´ı teoreticka´ vy´chodiska
nutna´ pro vybudova´n´ı teorie zobecneˇny´ch linea´rn´ıch model˚u. Tato kapitola obsahuje jak
za´kladn´ı znacˇen´ı a definice, tak i popis metody maxima´ln´ı veˇrohodnosti a rozdeˇlen´ı expo-
nencia´ln´ıho typu. Na´sleduj´ıc´ı kapitola uva´d´ı klasicky´ linea´rn´ı regresn´ı modelu a metody
odhadu parametr˚u tohoto modelu, tedy metodu nejmensˇ´ıch cˇtverc˚u a va´zˇenou metodu nej-
mensˇ´ıch cˇtverc˚u. Cˇtvrta´ kapitola, kterou mu˚zˇeme povazˇovat za u´strˇedn´ı cˇa´st teoreticke´ho
vy´kladu, definuje zobecneˇny´ linea´rn´ı model. Da´le uva´d´ı postup pro odhad regresn´ıch
parametr˚u a take´ se zaby´va´ vhodnost´ı tohoto modelu. V na´sleduj´ıc´ı kapitole s na´zvem
Logististicka´ regrese, je nejprve zaveden probitovy´ model a na´sledneˇ logitovy´ model, ktery´
je popsa´n jak pro bina´rn´ı vy´stupn´ı promeˇnnou, tak pro vy´stupn´ı promeˇnnou s binomicky´m
rozdeˇlen´ım. V za´veˇrecˇne´ kapitole je popsa´na statisticka´ analy´za gen˚u ovlivnˇuj´ıc´ı pr˚ubeˇh







Vektory budeme obvykle znacˇit tucˇny´m maly´m p´ısmenem a kdyzˇ nebude rˇecˇeno jinak,







0 = (0, . . . , 0)′ znacˇ´ı n− rozmeˇrny´ sloupcovy´ nulovy´ vektor. Cˇa´rka ′ znacˇ´ı transpozici
vektoru.
Na´hodnou velicˇinu budeme oznacˇovat velky´m p´ısmenem obvykle z konce abecedy a
vektor cˇi matici na´hodny´ch velicˇin velky´m tucˇny´m p´ısmenem z konce abecedy. Tedy
Xi, Y jsou na´hodne´ velicˇiny, X, Y jsou na´hodne´ vektory, prˇ´ıpadneˇ matice. Realizace
na´hodny´ch velicˇin (resp. vektor˚u) znacˇme prˇ´ıslusˇny´m maly´m p´ısmenem, tedy naprˇ. x je
realizace na´hodne´ velicˇiny X (resp. x je vektor realizac´ı na´hodne´ho vektoru X). Neˇktera´
jizˇ v literaturˇe zazˇita´ znacˇen´ı budou uzˇ´ıva´na i proti teˇmto za´sada´m, a to tak, aby byl
patrny´ jejich vy´znam.
Matici rea´lny´ch cˇ´ısel rozmeˇru m × n skla´daj´ıc´ıch se z m rˇa´dk˚u a n sloupc˚u budeme
znacˇit tucˇny´m velky´m p´ısmenem, naprˇ. A. Jej´ı prvky znacˇme prˇ´ıslusˇny´m maly´m p´ısme-
nem s uveden´ım indexu rˇa´dku a sloupce, naprˇ a31 prˇedstavuje prvek na trˇet´ım rˇa´dku a v
prvn´ım sloupci matice A.
A = (aij) =





am1 . . . amn
 .
Symbolem I oznacˇujeme jednotkovou matici typu n× n.
Oznacˇen´ı A = diag(a) vyjadrˇuje, zˇe A je diagona´ln´ı matice s vektorem a na hlavn´ı
diagona´le. Soucˇet prvk˚u na hlavn´ı diagona´le cˇtvercove´ matice An×n se nazy´va´ stopa
matice a znacˇ´ı se Tr(A) =
∑n
i=1 aii. Symbolem h(A) znacˇ´ıme hodnost matice A.
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Necht´ A je m× n rozmeˇrna´ matice. Je li A− matice rozmeˇru n×m takova´, zˇe plat´ı
AA−A = A, pak ji nazy´va´me pseudoinverzn´ı matice k matici A. Pseudoinverzn´ı matice
k dane´ matici vzˇdy existuje, avsˇak nen´ı urcˇena jednoznacˇneˇ.
Symboly, ktere´ nebyly uvedeny v te´to kapitole lze nale´zt v kapitole 9.
2.2. Vybrane´ definice
Definice 2.1. Necht´ X je na´hodna´ velicˇina.
• a) Je-li X diskre´tn´ı na´hodna´ velicˇina, X ∼ (M,P ), pak strˇedn´ı hodnotou na´hodne´




xP (X = x)
za prˇedpokladu, zˇe uvedena´ rˇada absolutneˇ konverguje.
• b) Je-li X spojita´ na´hodna´ velicˇina s hustotou f(x), pak strˇedn´ı hodnoutou na´hodne´





za prˇedpokladu, zˇe tento integra´l absolutneˇ konverguje.
Definice 2.2. Necht´ X je na´hodna´ velicˇina. Pak cˇ´ıslo
DX = E(X − EX)2
nazy´va´me rozptylem na´hodne´ velicˇiny X za prˇedpokladu, zˇe uvedene´ strˇedn´ı hodnoty
existuj´ı. Da´le cˇ´ıslo σx =
√
DX se nazy´va´ smeˇrodatna´ odchylka na´hodne´ velicˇiny.
Definice 2.3. Necht´ X1, X2 jsou na´hodne´ velicˇiny s konecˇny´m druhy´m momentem
(EX2i <∞, i = 1, 2). Pak cˇ´ıslo
cov(X1, X2) = E(X1 − EX1)(X2 − EX2)





kdyzˇ DX1DX2 6= 0 nazy´va´me korelacˇn´ım koeficientem na´hodny´ch velicˇin X1 a X2.
Kdyzˇ DX1DX2 = 0, klademe R(X1, X2) = 0. Symbolem var znacˇ´ıme variancˇn´ı matici
na´hodne´ho vektoru X1
var(X1) = cov(X1, X1),
tato matice je symetricka´ pozitivneˇ semidefinitn´ı s rozptyly slozˇek na diagona´le.
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Definice 2.4. Alternativn´ı rozdeˇlen´ı A(θ) s parametrem θ ∈ (0, 1) je diskre´tn´ı rozdeˇlen´ı
soustrˇedeˇne´ na dvoubodove´ mnozˇineˇ {0, 1} s pravdeˇpodobnostn´ı funkc´ı
P (1) = θ, P (0) = 1− θ
a nulovou jinde.
Na´hodna´ velicˇina s alternativn´ım rozdeˇlen´ım X ∼ A(θ) ma´ strˇedn´ı hodnotu a rozptyl
EX = θ, DX = θ(1− θ)
.
Definice 2.5. Binomicke´ rozdeˇlen´ı s parametry n ∈ N a pi ∈ (0, 1), znacˇ´ıme Bi(n, pi), je







pix(1− pi)n−x, x = 0, 1, . . . , n
0 jinak
Na´hodna´ velicˇina s binomicky´m rozdeˇlen´ım, X ∼ Bi(n, pi) ma´ strˇedn´ı hodnotu a
rozptyl
EX = npi, DX = npi(1− pi).
Jsou-li Y1, Y2, . . . , Yn neza´visle´ na´hodne´ velicˇiny s alternativn´ım rozdeˇlen´ım A(θ), pak
S =
∑n
i=1 Yi ∼ Bi(n, pi).
Definice 2.6. Nechtˇ X1, . . . , Xn jsou na´hodne´ velicˇiny na pravdeˇpodobnostn´ım prostoru
(Ω,A, P ). Pak zobrazen´ı X = (X1, . . . , Xn)
′ : (Ω,A) → (Rn,Bn) nazy´va´me na´hodny´m
vektorem.
Definice 2.7. Nechtˇ µ ∈ Rn; Σ je symetricka´ a pozitivneˇ semidefinitn´ı matice typu
n × n. Pak rˇekneme, zˇe na´hodny´ vektor X = (X1, . . . , Xn)′ ma´ n-rozmeˇrne´ norma´ln´ı
rozdeˇlen´ı Nn(µ,Σ), kdyzˇ plat´ı, zˇe pro kazˇdy´ vektor c ∈ Rn ma´ na´hodna´ velicˇina c′X ∼
∼ Nn(c′µ, c′Σc). Je-li hodnost matice Σ (ozn. h(Σ)) rovna n nazveme rozdeˇlen´ı
Nn(µ,Σ) regula´rn´ım norma´ln´ım rozdeˇlen´ım, kdyzˇ h(Σ) = r, r < n nazveme rozdeˇlen´ı
Nn(µ,Σ) singula´rn´ım rozdeˇlen´ım. Cˇ´ıslo r nazy´va´me hodnost´ı rozdeˇlen´ı.
Na´hodny´ vektor s n-rozmeˇrny´m norma´ln´ım rozdeˇlen´ım X ∼ Nn(µ,Σ) ma´ strˇedn´ı
hodnotu a variancˇn´ı matici
EX = µ, var(X) = Σ.
Definice 2.8. Posloupnost na´hodny´ch velicˇin (prˇ´ıpadneˇ na´hodny´ch vektor˚u) X1, . . . , Xn
se nazy´va´ na´hodny´ vy´beˇr rozsahu n z rozdeˇlen´ı s distribucˇn´ı funkc´ı F , jsou-li tyto velicˇiny
neza´visle´ a vsˇechny maj´ı stejne´ rozdeˇlen´ı charakterizovane´ distribucˇn´ı funkc´ı F .
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Vsˇechny prˇ´ıpustne´ hodnoty parametr˚u vektoru θ pro dane´ rozdeˇlen´ı vytva´rˇ´ı mnozˇinu
vektor˚u, kterou nazy´va´me parametricky´ prostor Ω.
O posloupnosti na´hodny´ch velicˇin X1, X2, ... s distribucˇn´ımi funkcemi F1, F2, ... rˇekne-
me, zˇe konverguj´ı v distribuci k na´hodne´ velicˇineˇ X s distribucˇn´ı funkc´ı F , pra´veˇ tehdy
kdyzˇ pro libovolne´ x, ve ktere´m je F spojita´, plat´ı
lim
n→∞Fn(x) = F (x).
Definice 2.9. Statistika T se nazy´va´ nestranny´m odhadem parametricke´ funkce τ(θ),
jestlizˇe EθT = τ(θ) pro kazˇde´ θ ∈ Ω.
Definice 2.10. Statistika Tn = Tn(X1, . . . , Xn) se nazy´va´ asymptoticky nestranny´m odha-
dem parametricke´ funkce τ(θ) jestlizˇe limn→∞EθTn = τ(θ) pro kazˇde´ θ ∈ Ω.
Definice 2.11. Statistika Tn = Tn(X1, . . . , Xn) se nazy´va´ konzistentn´ım odhadem para-
metricke´ funkce τ(θ), jestlizˇe limn→∞ P (|Tn − τ(θ)| > ε) = 0 pro kazˇde´ ε > 0 a θ ∈ Ω.
Definice 2.12. Necht´ x = (x1, . . . , xn)
′ ∈ Rn, θ ∈ Ω ⊂ R, X = (X1, . . . , Xn)′ je na´hodny´
vektor z rozdeˇlen´ı o hustoteˇ f(x1, . . . , xn, θ) = f(x, θ), pak syste´m hustot f(x, θ) budeme
nazy´vat regula´rn´ı syste´m hustot, jestlizˇe plat´ı:
1. Ω je nepra´zdna´ a otevrˇena´ mnozˇina
2. M = {x : f(x, θ) > 0} neza´vis´ı na parametru θ
3. Je-li D = {x : derivace∂f(x,θ)
∂θ




′(x, θ)dx = 0 pro kazˇde´ θ ∈ Ω.

























Definice 2.13. Regula´rn´ı nestranny´ odhad T parametricke´ funkce τ(θ) nazveme vydatny´
(eficientn´ı), jestlizˇe D(T ) = d(θ), kde d(θ) = [τ
′(θ)]2
J(θ)
je Rao-Cramerova doln´ı mez pro
rozptyl nestranny´ch regula´rn´ıch odhad˚u.
Prˇedcha´zej´ıc´ı dveˇ definice jsou uvedeny pouze pro skala´rn´ı parametr, pro vektorovy´
parametr se tyto definice zava´d´ı analogicky.
Definice 2.14. Statistiku S = (S1, . . . , Sk) nazveme postacˇuj´ıc´ı statistika pro parametr
θ = (θ1, . . . , θm), jestlizˇe hustotu f(x, θ) na´hodne´ho vektoru X = (X1, . . . , Xn) lze pro
kazˇde´ θ ∈ Rm a x ∈ Rn psa´t ve tvaru f(x, θ) = g(S(x),θ)h(x), kde g(s,θ),s ∈ Rk,
θ ∈ Rm a h(x), x ∈ Rn jsou borelovske´ funkce.
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Definice 2.15. Lindenberg-Le´vyova centra´ln´ı limitn´ı veˇta: Nechtˇ X1, X2, . . . je posloup-
nost neza´visly´ch na´hodny´ch velicˇin se stejny´m rozdeˇlen´ım, EXi = µi, DXi = σ
2, i =







konverguje v distribuci ke standardizovane´ norma´ln´ı na´hodne´ velicˇineˇ.
Veˇta 2.1. 100p%-n´ım kvantilem na´hodne´ velicˇiny X, (p ∈ (0, 1)), nazveme cˇ´ıslo up
takove´, zˇe
P (X ≤ up) = p neboli F (up) = p,
kde F (x) je ryze rostouc´ı distribucˇn´ı funkce velicˇiny X.
Zvol´ıme-li naprˇ p = 0, 95 pak 95%-n´ım kvantilem je cˇ´ıslo u0,95 takove´, zˇe pravdeˇpodob-
nost toho, zˇe na´hodna´ velicˇina nebude veˇtsˇ´ı nezˇ 0,95 je 0,95 neboli 95%.
2.2.1. Rozdeˇlen´ı kvadraticky´ch forem
Nechtˇ X = (X1, . . . , Xn)
′ je na´hodny´ vektor, A = An×n, (A = A′), pak forma Q =




j=1 aijXiXj, kde A = (aij) i = 1, . . . , n
j = 1, . . . , n
je kvadraticka´.
Veˇta 2.2. Nechtˇ U1, . . . , Un jsou neza´visle´ na´hodne´ velicˇiny Ui ∼ N(0, 1), i = 1, . . . , n.






Veˇta 2.3. Nechtˇ X ∼ Nn(µ,Σ), h(Σ) = r > 1. Nechtˇ Σ− je libovolna´ pseudoinverzn´ı
matice k Σ. Pak Q = (X − µ)′Σ−(X − µ) ∼ χ2(r).
Veˇta 2.4. Nechtˇ X ∼ Nn(0,Σ), nechtˇ An×n je symetricka´ a pozitivneˇ semidefinitn´ı mat-
ice a matice AΣ 6= 0 a idempotentn´ı. Pak kvadraticka´ forma Q = X ′AX ∼ χ2(ν), ν =
= Tr(AΣ).
Du˚kazy uvedeny´ch veˇt naprˇ. v [2]
2.2.2. Test neza´vislosti v kontingencˇn´ı tabulce
Pro testova´n´ı hypote´zy o neza´vislosti slozˇek X, Y na´hodne´ho vektoru s diskre´tn´ım rozdeˇle-
n´ım, kde slozˇky naby´vaj´ı hodnot x1, . . . , xr a y1, . . . , ys, r, s ≥ 2,
H0 : X, Y neza´visle´ proti H1 : X, Y za´visle´,
se pouzˇ´ıva´ χ2 test dobre´ shody prˇi nezna´my´ch parametrech vycha´zej´ıc´ı z pozorovany´ch
cˇetnost´ı nij, i = 1, . . . , r, j = 1, . . . , s, dvojic hodnot (xi, yj) v na´hodne´m vy´beˇru rozsahu
n z rozdeˇlen´ı (X, Y ). Tyto cˇetnosti zapisujeme do tzv. kontingencˇn´ı tabulky.
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y1 . . . ys Σ





xr nr1 . . . nrs nr·
Σ n·1 . . . n·s n
Tabulka 2.1: Kontingencˇn´ı tabulka
























jsou rˇa´dkove´ a sloupcove´ soucˇty v tabulce. Za prˇedpokladu, zˇe oij > 5 pro vsˇechna i, j,
zamı´ta´me hypote´zu H0 asymptoticky na hladineˇ vy´znamnosti α, kdyzˇ
χ2 > χ21−α((r − 1)(s− 1)),
χ2p(n) je oznacˇen´ı pro p-kvantil rozdeˇlen´ı χ
2(n). Jsou-li neˇktera´ oij < 5, je mozˇne´ nejdrˇ´ıve
sloucˇit prˇ´ıslusˇne´ rˇa´dky nebo sloupce se soudn´ımi, pocˇet rˇa´dk˚u i sloupc˚u se vsˇak nesmı´
zredukovat na jednu. Za H0 prˇedstavuj´ı oij odhady ocˇeka´vany´ch cˇetnost´ı dvojic (xi, yj) a
statistika χ2 ma´ asymptoticky rozdeˇlen´ı χ2((r − 1)(s− 1)).
2.3. Metoda maxima´ln´ı veˇrohodnosti
Pravdeˇpodobneˇ nejpouzˇ´ıvaneˇjˇs´ı metodou urcˇova´n´ı bodovy´ch odhad˚u je metoda maxima´ln´ı
veˇrohodnosti. Takto z´ıskane´ odhady maj´ı neˇktere´ zˇa´douc´ı vlastnosti, jako je naprˇ. konzis-
tence. Tato metoda spocˇ´ıva´ v tom, zˇe k nalezen´ı odhadu maximalizuje tzv. veˇrohodnostn´ı
funkci L(θ;x).
Necht´ X1, . . . , Xn jsou neza´visle´ na´hodne´ velicˇiny se sdruzˇenou hustotou
f(x1, . . . , xn, θ1, . . . , θk) = f(x;θ). Sdruzˇenou hustotu f(x;θ) cha´peme jako funkci pro-
meˇnne´ x prˇi dane´ hodnoteˇ parametricke´ho vektoru θ. Na tute´zˇ funkci mu˚zˇeme take´
pohl´ızˇet jako funkci s promeˇnnou θ a dany´m x, v takove´m prˇ´ıpadeˇ budeme funkci znacˇit
L(θ;x) a nazy´vejme ji veˇrohodnostn´ı funkce.
Vektor θˆ nazy´va´me maxima´lneˇ veˇrohodny´m odhadem (MVO) parametru θ, kdyzˇ plat´ı
L(θˆ;x) ≥ L(θ;x) pro ∀θ z Ω ∩M. (2.1)
Pro nasˇe u´vahy bude vhodneˇjˇs´ı pouzˇ´ıt na´sleduj´ıc´ı funkci
l(θ;x) = lnL(θ;x) pro ∀θ z Ω ∩M. (2.2)
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kterou budeme nazy´vat logaritmickou veˇrohodnostn´ı funkc´ı (LV funkce). Z monoto´nnosti
logaritmicke´ funkce je zrˇejme´, zˇe MVO θ z (2.1) maximalizuje funkci l(θ;x), tedy l(θˆ;x) ≥
≥ l(θ;x) pro ∀θ z Ω ∩M.
Odhad θˆ z´ıska´me derivac´ı LV funkce vzhledem k jej´ım parametr˚um a polozˇen´ım
derivace rovnu nule. Z´ıska´me tzv. veˇrohodnostn´ı rovnice
∂l(θ;x)
∂θj
= 0 pro j = 1, . . . , k. (2.3)
K rˇesˇen´ı te´to soustavy rovnic je nutne´ uvazˇovat mimo jine´ hladkost l(θ;x) a prˇedpoklad
regularity uvedeny´ v definici 2.12. U rozdeˇlen´ı exponencia´ln´ıho typu (viz na´sleduj´ıc´ı
kapitola) jsou tyto vlastnosti splneˇny, takzˇe maxima l(θ;x) je dosazˇeno pra´veˇ v bodeˇ θˆ,
ktera´ je rˇesˇen´ım veˇrohodnostn´ı rovnice (4.8).





≥ l (g(θ)) pro ∀θ z Ω ∩M,
kde g je monoto´nn´ı a diferencovatelna´ funkce, viz.[3]. Tato vlastnost se nazy´va´ inva-
riance maxima´lneˇ veˇrohodne´ho odhadu. Za pomeˇrneˇ obecny´ch podmı´nek da´le plat´ı, zˇe
maxima´lneˇ veˇrohodne´ odhady jsou konzistentn´ı, asymptoticky norma´ln´ı a jsou funkc´ı
postacˇuj´ıc´ı statistiky. Jestlizˇe existuje vydatny´ odhad θˆ, pak je odhad korˇenem veˇrohod-
nostn´ı rovnice. Tato tvrzen´ı podrobneˇji naprˇ. v [3].
2.4. Exponencia´ln´ı trˇ´ıda rozdeˇlen´ı
C´ılem te´to cˇa´sti je popsat rozdeˇlen´ı exponenca´ln´ıho typu a uve´st vybrane´ vlastnosti
trˇ´ıdy teˇchto pravdeˇpodobnostn´ıch rozdeˇlen´ı, ktere´ budou posle´ze potrˇebne´ prˇi konstrukci
odhad˚u nezna´my´ch parametr˚u v zobecneˇne´m linea´rn´ım modelu. K te´to trˇ´ıdeˇ na´lezˇ´ı v praxi
nejpouzˇ´ıvaneˇjˇs´ı rozdeˇlen´ı a to zejme´na norma´ln´ı, binomicke´, Poissonovo, cˇi gama rozdeˇlen´ı.
Exponencia´ln´ı trˇ´ıdu rozdeˇlen´ı zavedeme v prˇ´ıpadeˇ spojite´ho rozdeˇlen´ı pravdeˇpodonost´ı
pomoc´ı hustoty a v prˇ´ıpadeˇ dikre´tn´ıho rozdeˇlen´ı pomoc´ı pravdeˇpodobnostn´ı funkce. V
tomto textu budeme obeˇ tyto funkce pro zjednodusˇen´ı nazy´vat hustotou a z kontextu bude
vzˇdy zrˇejme´, zda se jedna´ o hustotu ve spojite´m prˇ´ıpadeˇ nebo o pravdeˇpodobnostn´ı funkci
v diskre´tn´ım prˇ´ıpadeˇ. Budeme da´le prˇedpokla´dat, zˇe hustota naby´va´ pouze kladny´ch
hodnot (viz definice 2.12)
Prˇedpokla´dejme da´le, zˇe je da´n syste´m hustot f(y;λ), kde y je promeˇnna´ a λ je
nezna´my´ parametr. Pro jednoduchost budeme prˇedpokla´dat, zˇe parametr λ je
jednorozmeˇrny´ rea´lny´ parametr. Prˇ´ıpad, kdy je λ vektorovy´ parametr nebudeme uvazˇovat,
lze jej naj´ıt v prˇ´ıslusˇne´ literaturˇe, viz. naprˇ. [2].
Meˇjme na´hodnou velicˇinu Y , ktera´ ma´ v prˇ´ıpadeˇ hustotu tvaru
f(y;λ) = s(y)t(λ) exp {a(y)b(λ)} , (2.4)
kde λ je skala´rn´ı parametr prˇ´ıslusˇne´ho rozdeˇlen´ı, s(y), a(y), jsou funkce rea´lne´ promeˇnne´
y a t(λ), b(λ) jsou funkce parametru λ. Bez u´jmy na obecnosti lze prˇedpokla´dat, zˇe
t(λ) > 0, s(y) > 0 (podrobneˇji naprˇ. v [2]).
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Definice 2.16. Vsˇechna rozdeˇlen´ı, ktera´ lze zapsat ve tvaru (2.4), se nazy´vaj´ı rozdeˇlen´ı
exponencia´ln´ıho typu (RET).
Vztah (2.4) prˇep´ıˇseme do tvaru
f(y;λ) = exp {a(y)b(λ) + c(λ) + d(y)} , (2.5)
kde c(λ) = ln (t(λ)), d(y) = ln (s(y)), prˇicˇemzˇ prˇedpokla´dejme s(y) > 0.
Pro na´zornost uvedeme pa´r prˇ´ıklad˚u hustot exponencia´ln´ıho typu.
• POISSONOVO ROZDEˇLENI´ Po(λ)
Hustota Poissonova rozdeˇlen´ı (tj. jeho pravdeˇpodobnostn´ı funkce podle u´mluvy
uvedene´ vy´sˇe) ma´ tvar
f(y, λ) = e−λ
λy
y!
pro y ∈ {0, 1, . . .}, λ > 0 je parametr.
Uvedenou hustotu lze snadno prˇeve´st na tvar
f(y;λ) = exp {y log λ− λ+ log(y!)} .
Jestlizˇe polozˇ´ıme a(y) = y, b(λ), c(λ) = −λ a d(y) = y!, pak je zrˇejme´, zˇe hustota
f(y;λ) je exponencia´ln´ıho typu.
• EXPONENCIA´LNI´ ROZDEˇLENI´ Ex(λ)
Hustota exponencia´ln´ıho rozdeˇlen´ı ma´ tvar
f(y;λ) = λe−λy pro y > 0, λ > 0 je parametr.
Prˇi volbeˇ a(y) = y, b(λ) = −λ, c(λ) = log(λ) a s(y) = 0 snadno dostaneme
f(y;λ) = e−λy+log(λ) = ea(y)b(λ)+c(λ)+d(y),
je tedy zrˇejme´, zˇe hustota exponencia´ln´ıho rozdeˇlen´ı je exponencia´ln´ıho typu.
V obou uvedeny´ch prˇ´ıkladech je a(y) = y.
Definice 2.17. Rˇ´ıka´me, zˇe hustota exponencia´ln´ıho typu je v kanonicke´m tvaru, kdyzˇ
ve vztahu (2.5) plat´ı a(y) = y. Da´le lze pro hustotu exponencia´ln´ıho typu v kanonicke´m
tvaru prove´st reparametrizaci a zave´st novy´ parametr θ vztahem θ = b(λ). Tento novy´
parametr θ pak nazy´va´me kanonicky´m parametrem.
Pokud se tedy vra´t´ıme k uvedeny´m prˇ´ıklad˚um, pak pro Poissonovo rozdeˇlen´ı Po(λ)
je kanonicky´m parametrem parametr θ = log(λ) a pro exponencia´ln´ı rozdeˇlen´ı Ex(λ) je
kanonickym parametrem parametr θ = −λ.
V neˇktery´ch situac´ıch s hustotou exponencia´ln´ıho typu tvaru (2.5) nevystacˇ´ıme. Cˇasto
se v praxi sta´va´, zˇe pravdeˇpodobnostn´ı rozdeˇlen´ı, s n´ımizˇ pracujeme obsahuj´ı dalˇs´ı parame-
try, ktere´ nejsou bezprostrˇedneˇ strˇedem za´jmu, ale je jim trˇeba veˇnovat pozornost i prˇes
to, zˇe testovane´ hypote´zy na teˇchto parametrech neza´vis´ı. Takove´ parametry se nazy´vaj´ı
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rusˇive´. V dalˇs´ıch u´vaha´ch budeme rusˇivy´ parametr oznacˇovat p´ısmenem φ a budeme
uvazˇovat rozdeˇlen´ı s hustotou exponencia´ln´ıho typu v kanonicke´m tvaru s parametrem φ,
s rusˇivy´m parametrem φ a s hustotou f(y; θ, φ) tvaru







kde q(θ), t(φ) a r(y, φ) jsou dane´ funkce svy´ch parametr˚u. Snadno lze naj´ıt jejich vyja´drˇen´ı
pomoc´ı funkc´ı a(y), b(λ), c(λ) a d(y) pouzˇity´ch v definitoricke´m vztahu (2.5). Porovna´n´ım
(2.5) a (2.6) zjist´ıme, zˇe v (2.6) je t(φ) = 1 a da´le plat´ı θ = b(λ), q(θ) = c(λ), r(y, φ) =
= d(y). V tomto vztahu budeme parametr θ nazy´vat kanonicky´m parametrem.
Jako prˇ´ıklad rozdeˇlen´ı s hustotou exponencia´ln´ıho typu v kanonicke´m tvaru s rusˇivy´m
parametrem uvedeme Norma´ln´ı rozdeˇlen´ı.
• NORMA´LNI´ ROZDEˇLENI´ N(µ, σ2)
Hustota norma´ln´ıho rozdeˇlen´ı N(µ, σ2) ma´ tvar
































a q(µ) = µ
2
2
vid´ıme, zˇe uvedena´ hustota f(y, µ, σ2) patrˇ´ı do exponencia´ln´ı trˇ´ıdy, je v
kanonicke´m tvaru (2.6), θ = µ je kanonicky´ parametr a φ = σ2 je rusˇivy´ parametr.
Tabulka zna´zornˇuje prˇehled nejd˚ulezˇiteˇjˇs´ıch rozdeˇlen´ı exponencia´ln´ıho typu, prˇicˇemzˇ
vsˇechna jsou v kanonicke´m tvaru. Protozˇe budeme pozdeˇji pracovat s alternativn´ım
ROZDEˇLENI´ HUSTOTA ROZDEˇLENI´ b(λ) c(λ) d(y)

































Ex(λ) f(y;λ) = λe−λy −λ log(λ) 0
Po(λ) f(y;λ) = e−λ λ
y
y!
log λ −λ − log y!
Γ(y, α) f(y;α) = α
β
Γ(β)
eαyyβ−1 −α β logα− log Γ(β) (β − 1) log y
Tabulka 2.2: Nejd˚ulezˇiteˇjˇs´ı rozdeˇlen´ı exponencia´ln´ıho typu
rozdeˇlen´ım A(θ), je nutno zmı´nit, zˇe A(θ) = Bi(1, pi), tud´ızˇ se takte´zˇ jedna´ o rozdeˇlen´ı
exponencia´ln´ıho typu.
2.4.1. Vy´pocˇet charakteristik pro rozdeˇlen´ı exponencia´ln´ıho typu
V te´to podkapitole uka´zˇeme, jak lze pro na´hodnou velicˇinu s hustotou f(y;λ) expo-
nencia´ln´ıho typu tvaru (2.5), odvodit strˇedn´ı hodnotu E(Y ) a rozptyl D(Y ). Nejdrˇ´ıve
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zavedeme funkci l parametru λ vztahem l(λ; y) = ln(f(y;λ)) a nazveme ji logaritmickou
veˇrohodnostn´ı funkc´ı. Pro dalˇs´ı postup prˇedpokla´dejme regularitu rozdeˇlen´ı, tedy zˇe
existuje prvn´ı i druha´ derivace l(λ; y) dle parametru λ.





Rozptyl sko´ru DU(λ) zrˇejmeˇ za´vis´ı na parametru λ a nazy´va´ se Fisherovou mı´rou
informace o parametru λ, ktera´ je obsazˇena v rozdeˇlen´ı na´hodne´ velicˇiny Y . Budeme ji
znacˇit J(λ).
Veˇta 2.5. Je-li syste´m hustot regula´rn´ı, pak plat´ı E(U) = 0.
D˚ukaz. Vycha´z´ıme z rovnosti l(θ; y) = lnL(θ; y) = ln f(y, θ) a derivac´ı z´ıska´me
U(θ; y) =



































R f(y, θ)dy je integra´l hustoty a ten je z definice roven 1.
Veˇta 2.6. Je-li syste´m hustot regula´rn´ı a pokud m˚uzˇeme zameˇnit porˇad´ı operace derivace
a integra´lu ve vy´razu ∂
∂θ
∫ ∂ ln f(y,θ)
∂θ









= EU2(λ) = DU(λ) = J(λ).
D˚ukaz. Z definice rozptylu plyne D(U) = E(U2) − E2(U) = E(U2), kdy E(U) = 0 je









f(y, θ)dy = 0,
protozˇe
∫
R f(y, θ)dy = 1. Za´meˇnou operace
∫
a ∂ a na´slednou derivac´ı prvn´ıho vy´razu
prˇedchoz´ı rovnosti z´ıska´va´me∫ ∂2 ln f(y; θ)
∂θ2
f(y; θ)dy +





a na´slednou substituc´ı 2.7 v druhe´m scˇ´ıtanci∫ ∂2 ln f(y; θ)
∂θ2
f(y; θ)dy +
∫ (∂ ln f(y; θ)
∂θ
)2
f((y; θ))dy = 0.
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(∂ ln f(y; θ)
∂θ
)2 ,
neboli E(−U ′) = E(U2).





Je-li hustota f tvaru (2.5), pak logaritmickou veˇrohodnostn´ı funkci lze zapsat ve tvaru
l(λ; y) = a(y)b(λ) + c(λ) + d(y)









= a(Y )b′′(λ) + c′′(λ),
za prˇedpokladu, zˇe derivace funkc´ı b(λ) a c′(λ) existuj´ı. Odtud lze snadno odvodit vztahy
pro strˇedn´ı hodnotu E(a(Y )) a rozptyl D(a(Y )) statistiky a(y) (protozˇe EU(λ) = 0)








Tyto dva uvedene´ vztahy (2.9) a (2.10) da´vaj´ı snadny´ na´vod, jak nale´zt strˇedn´ı hodnotu
a rozptyl rozdeˇlen´ı s hustotou exponencia´ln´ıho typu tvaru (2.5).
Je-li hustota f(y, θ) v kanonicke´m tvaru







lze srovna´n´ım s hustotou (2.5) z´ıskat λ = θ, a(y) = y, b(θ) = θ
t(φ)
, c(θ) = − q(θ)
t(φ)
, d(y) =
= r(y, φ) a ze vzorc˚u (2.9) a (2.10) plyne, zˇe
µ = E(Y ) = q′(θ) (2.11)
a
D(Y ) = q′′(θ)t(φ). (2.12)
Ze vzorce (2.12) plyne, zˇe D(Y ) je soucˇinem dvou funkc´ı. Prvn´ı cˇinitel q′′(θ) je funkc´ı
kanonicke´ho parametru θ a pokud existuje inverzn´ı funkce q′−1 k funkci q
′, pak z rovnice
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(2.11) plyne, zˇe θ = q′−1. Kdyzˇ polozˇ´ıme V (µ) = q
′′(q′−1(µ)), lze rozptyl ve (2.12) zapsat
na´sledovneˇ ve tvaru soucˇinu D(Y ) = V (µ)t(φ), kde prvn´ı cˇinitel V (µ) za´vis´ı pouze na µ
a druhy´ t(φ) za´vis´ı pouze na rusˇive´m parametru φ.
Pro rozdeˇlen´ı s hustotou exponencia´ln´ıho typu v ka´nonicke´m tvaru (2.6) tedy dosta´va´-
me
E(Y ) = µ = q′(θ) a D(Y ) = V (µ)t(φ) (2.13)
Ze vztahu D(Y ) = V (µ)t(φ) je dobrˇe patrne´, zˇe rozptyl uvazˇovane´ho rozdeˇlen´ı prˇi dane´
hodnoteˇ rusˇive´ho parametru za´vis´ı pouze na strˇedn´ı hodnoteˇ a tato za´vislost je popsa´na




Nejprve uka´zˇeme princip klasicke´ho linea´rn´ıho regresn´ıho modelu, prˇitom vsˇak zjist´ıme
jista´ omezen´ı v jeho pouzˇit´ı, proto v dalˇs´ı kapitole uvedeme obecneˇjˇs´ı regresn´ı model a to
konkre´tneˇ zobecneˇny´ linea´rn´ı model.
Statistickou analy´zou pomoc´ı linea´rn´ı regrese objasnˇujeme vztah mezi vy´stupn´ı za´visle
promeˇnnou (vysveˇtlovanou) velicˇinou Y (predikce) a nastavovany´mi, vstupn´ımi neza´visle
promeˇnny´mi (vysveˇtluj´ıc´ımi) velicˇinami X1, X2, . . . , Xk (regresory).
Budeme vycha´zet ze situace, kdy prˇ´ıslusˇna´ statisticka´ data obsahuj´ı n pozorova´n´ı
vysveˇtlovane´ promeˇnne´ Y a odpov´ıdaj´ıc´ıch n pozorova´n´ı kazˇde´ho z regresor˚u
X1, X2, . . . , Xk.
Prˇedpokla´dejme, zˇe i-te´ pozorova´n´ı vysveˇtlovane´ promeˇnne´ Y lze modelovat rovnic´ı
Yi = β1xi1 + β2xi2 + · · ·+ βkxik + εi, (3.1)
kde
• Yi je i-te´ pozorova´n´ı vysveˇtlovane´ promeˇnne´ Y , i = 1, . . . , n,
• xij je i-te´ pozorova´n´ı vysveˇtluj´ıc´ıch promeˇnny´ch Xj, i = 1, . . . , n, j = 1, . . . , k,
• βj pro j = 1, . . . , k jsou nezna´me´ regresn´ı parametry a
• εi pro i = 1, . . . , n jsou nezna´me na´hodne´ chyby, ktere´ vznikaj´ı prˇi pozorova´n´ı
vysveˇtlovane´ promeˇnne´ Y a ktere´ nelze prˇ´ımo pozorovat ani meˇrˇit.
Da´le prˇedpokla´da´me, zˇe xij jsou pevneˇ dane´ zna´me´ rea´lne´ hodnoty a velicˇiny Yi a εi jsou
na´hodne´ velicˇiny. Na jejich pravdeˇpodobnostn´ı rozdeˇlen´ı klademe na´sleduj´ıc´ı prˇedpoklady:
• (P1) Eεi = 0, i = 1, . . . , n.
Strˇedn´ı hodnota na´hodne´ chyby je nulova´. Tato podmı´nka znamena´, zˇe na´hodna´
slozˇka nep˚usob´ı systematicky´m zp˚usobem na hodnoty vysveˇtlovane´ promeˇnne´ Y.
• (P2) var(εi) = σ2, i = 1, . . . , n.
Na´hodne´ chyby jsou homogenn´ı se stejny´m nezna´my´m rozptylem σ2
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• (P3) cov(εi, εl) = 0, i 6= l, i, l = 1, . . . , n
Na´hodne´ chyby jsou nekorelovane´, z toho vyply´va´ i nekorelovanost r˚uzny´ch dvojic
pozorova´n´ı vysveˇtlovane´ promeˇnne´ Y.
Model dany´ rovnic´ı (3.1) a trˇemi prˇedpoklady P1, P2, P3 se nazy´va´ linea´rn´ı regresn´ı
model (LRM). Funkce, ktera´ popisuje za´vislost vysveˇtlovane´ promeˇnne´ Y na regresorech
X1, X2, . . . , Xk se pak nazy´va´ regresn´ı funkc´ı. V linea´rn´ım regresn´ım modelu je regresn´ı
funkce linea´rn´ı funkc´ı nezna´my´ch parametr˚u, odtud je take´ odvozen na´zev modelu.
Volbou regresor˚u lze z´ıskat r˚uzne´ specia´ln´ı prˇ´ıpady linea´rn´ıho modelu. Pokud jsou re-
gresory velicˇiny spojite´ho typu, potom veˇtsˇinou dosp´ıva´me k model˚um regresn´ı analy´zy.
Jsou-li regresory X1, X2, . . . , Xk nomina´ln´ı nebo kategoria´ln´ı promeˇnne´, vede model (3.1)
obvykle k model˚um analy´zy rozptylu. A nakonec pokud je cˇa´st promeˇnny´chX1, X2, . . . , Xk
spojite´ho typu a zbyla´ cˇa´st kategoria´ln´ı promeˇnne´, vede model (3.1) k model˚um analy´zy
kovariance.












 , X =





xn1 . . . xnk






Pote´ lze model (3.1) vyja´drˇit jednouchy´m za´pisem
Y = Xβ + ε (3.2)
a prˇepsat prˇedpoklady P1, P2, P3 na´sledovneˇ:
• (P1*) EY = Xβ nebo ekvivalentneˇ Eε = 0,
tj. na´hodne´ chyby jsou nesystematicke´
• (P2*) var(ε) = var(Y ) = σ2I
tj. na´hodne´ chyby maj´ı homogenn´ı rozptyly a jsou nekorelovane´.
Prˇi testova´n´ı hypote´z o parametrech LRM se uva´d´ı trˇet´ı dodatecˇny´ prˇedpoklad
• (P3*) Vektor ε ma´ n-rozmeˇrne´ norma´ln´ı rozdeˇlen´ı N(0, σ2I).
Slozˇky vektoru Y jsou neza´visle´, norma´lneˇ rozdeˇlene´ na´hodne´ velicˇiny Yi, ktere´ maj´ı
konstantn´ı rozptyl σ2, tud´ızˇ Yi ∼ N(µi, σ2). Rozdeˇlen´ı na´hodny´ch velicˇin εi je za´visle´ na
rozdeˇlen´ı Yi a ma´ tedy tvar εi ∼ N(0, σ2), kde εi jsou vza´jemneˇ neza´visle´.
Pro efektivn´ı zpracova´n´ı informace obsazˇene´ v datech budeme prˇedpokla´dat LRM plne´
hodnosti, pro neˇjzˇ plat´ı:
• pocˇet parametr˚u βi je mensˇ´ı nezˇ n, k < n,
• sloupce matice X jsou linea´rneˇ neza´visle´ (tedy matice X ma´ plnou hodnost,
h(X) = k)
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3.1. Metoda nejmensˇ´ıch cˇtverc˚u
Nejcˇasteˇji uzˇ´ıvanou metodou pro odhad vektoru parametr˚u β je v klasicke´m linea´rn´ım




ε2i = (Y −Xβ)′(Y −Xβ)
dostaneme soustavu norma´ln´ıch rovnic pro parametr β tvaru
X ′Xβ = X ′Y ,
jej´ızˇ rˇesˇen´ı
βˆ = (X ′X)−1X ′Y
nazy´va´me odhadem parametru β metodou nejmensˇ´ıch cˇtverc˚u.
Odhad βˆ ma´ norma´ln´ı rozdeˇlen´ı, βˆ ∼ N(β, σ2(XTX)−1).
E(βˆ) = E((X ′X)−1X ′Y ) = (X ′X)−1X ′EY = (X ′X)−1X ′Xβ = β,
var(βˆ) = var((X ′X)−1XTY ) = (X ′X)−1X ′(varY )X(X ′X)−1
= (X ′X)−1X ′σ2IX(X ′X)−1 = σ2(X ′X)−1.
Odvozen´ım strˇedn´ı hodnoty parametu βˆ jsme uka´zali, zˇe βˆ je nejlepsˇ´ım nestranny´m
linea´rn´ım odhadem (NNLO) parametru β. Da´le plat´ı, zˇe NNLO libovolne´ parametricke´
funkce γ = c1β1 + c2β2 + . . . + ckβk = c
′β, kde c = (c1, . . . , ck)′, lze zapsat ve tvaru
γˆ = c′βˆ. Vyuzˇit´ım te´to vlastnosti zjist´ıme, zˇe nejlepsˇ´ım nestranny´m linea´rn´ım odhadem
strˇedn´ı hodnoty EYi = β1xi1 + . . . + βkxik je velicˇina Yˆi = βˆ1xi1 + . . . + βˆkxik. Kvalitu
modelu lze pote´ posoudit shodou pozorovany´ch hodnot Yi a predikovany´ch hodnot Yˆi.








se nazy´va´ rezidua´ln´ı soucˇet cˇtverc˚u a poskytuje dobrou informaci o kvaliteˇ prolozˇen´ı
meˇrˇeny´ch dat Yi odhadnuty´mi velicˇinami Yˆi. Proto je take´ cˇasto vyuzˇ´ıva´n jako mı´ra
adekva´tnosti zvolene´ho modelu.
Cˇasto se pouzˇ´ıva´ jine´ho za´pisu rezidua´ln´ıho soucˇtu cˇtverc˚u Se a vektoru predikovany´ch
hodnot Yˆ = (Yˆ1, . . . , Yˆn)
′.
Se = (Y − Yˆ )′(Y − Yˆ ) = Y ′(I −H)Y ,
Yˆ = X(X ′X)−1X ′Y = HY ,
kde H = X(X ′X)−1X ′ je matice projekce vektoru Y do prostoru urcˇene´ho vektory
regresor˚u.
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Variancˇn´ı matice odhad˚u βˆ je rovna σ2(X ′X)−1, jak bylo uvedeno vy´sˇe. Na diagona´le






a nestranny´ odhad kovariancˇn´ı matice odhad˚u parametru βˆ je
Sβˆ = s
2(X ′X)−1.
Na diagona´le matice Sβˆ jsou tedy nestranne´ odhady rozptyl˚u odhadu parametru βi. Je-
jich odmocninu (smeˇrodatnou odchylku odhadu) oznacˇme σβˆi . Pouzˇijeme-li trˇet´ıho do-
datecˇne´ho prˇedpokladu P3* pak pro na´sleduj´ıc´ı statistiku plat´ı
βˆi − βi√
var(βˆi)





Tuto statistiku pak muzˇeme uzˇ´ıt ke stanoven´ı intervalu spolehlivosti pro parametr βi
a testova´n´ı hypote´z o tomto parametru.
3.2. Va´zˇena´ a zobecneˇna´ metoda nejmensˇ´ıch cˇtverc˚u
Odhady MNCˇ maj´ı optima´ln´ı vlastnosti pouze za splneˇny´ch prˇedpoklad˚u (P1*), (P2*)
a (P3*). Pokud tedy nastane prˇ´ıpad, kdy na´hodne´ chyby jsou heterogenn´ı, tedy kdyzˇ
nemaj´ı stejne´ rozptyly a jsou nav´ıc korelovane´, nelze od MNCˇ ocˇeka´vat kvalitn´ı odhady.
Va´zˇena´ metoda nejmensˇ´ıch cˇtverc˚u (VMNCˇ) je cˇasto uzˇ´ıvana´ pro spoustu svy´ch
vy´hod:
• Vy´pocˇty VMNCˇ maj´ı standardn´ı formu, ktera´ je jednodusˇe pouzˇitelna´ pro sˇirokou
paletu model˚u.
• Algoritmus pro odhad parametr˚u metodou maxima´ln´ı veˇrohodnosti veˇtsˇinou
vyzˇaduje iterativn´ı uzˇit´ı VMNCˇ. Prˇ´ıkladem je metoda Fisherovy´ch sko´r˚u pro ZLM,
ktera´ je uvedena v kapitole 4.3.
• Pokud model plat´ı, pak odhady VMNCˇ a metodou maxima´ln´ı veˇrohodnosti jsou
asymptoticky ekvivalentn´ı a obeˇ spadaj´ı do trˇ´ıdy nejlepsˇ´ıch asymptoticky norma´ln´ıch
odhad˚u.
Matematicky tuto situaci vyrˇesˇ´ıme nahrazen´ım prˇedpokladu (P2*) novy´m prˇedpokladem
• (P2**) var(ε) = σ2W ,
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kde W je symetricka´ pozitivneˇ definitn´ı matice typu n × n, ktera´ slouzˇ´ı k popisu neho-
mogenity rozptyl˚u a kovariance mezi jednotlivy´mi chybami. Pokud zna´me matici W , je
pro tento prˇ´ıpad snadne´ modifikovat prˇedchoz´ı odhady. Stacˇ´ı pouzˇ´ıt zobecneˇnou metodou
nejmensˇ´ıch cˇtverc˚u a tud´ızˇ minimalizovat zobecneˇny´ soucˇet cˇtverc˚u
Sw(β) = (Y −Xβ)′W−1(Y −Xβ).
Tato minimalizace vede k odhad˚um parametru β zobecneˇnou MNCˇ tvaru
β̂w = (X
′W−1X)−1X ′W−1Y .
Tento odhad je za uvedeny´ch prˇedpoklad˚u nestranny´m odhadem vektoru β a jeho variacˇn´ı
matice je var(β) = σ2(X ′W−1X)−1. Parametr σ2 lze odhadnout statistikou
s2w =
1
n− k (Y −Xβ̂)
′W−1(Y −Xβ̂).
Pokud je W diagona´ln´ı matice nazy´va´me odhad β̂w va´zˇeny´m odhadem MNCˇ. Va´zˇeny´
odhad metodou nejmensˇ´ıch cˇtverc˚u je nejjednodusˇsˇ´ı, protozˇe vycha´z´ı z prˇedpokladu neko-
relovany´ch na´hodny´ch chyb a za´rovenˇ je take´ nejcˇasteˇji uzˇ´ıvany´ odhad ze vsˇech zobecneˇ-
ny´ch odhad˚u MNCˇ.
V praxi ovsˇem maticeW cˇasto neby´va´ zna´ma´ a je nutno rozhodnout, zda je diagona´ln´ı
prˇ´ıpadneˇ jednotkova´. Fakticky, prˇi hleda´n´ı matice W , jde o oveˇrˇova´n´ı prˇedpoklad˚u (P2)
a (P3) LRM.
Ovsˇem oveˇrˇova´n´ı nekorelovanosti chyb ε1, . . . , εn komplikuje fakt, zˇe tyto velicˇiny
nejsou prˇ´ımo pozorovatelne´. Pokud je odhadneme pomoc´ı rezidu´ı ri a uva´zˇ´ıme-li, zˇe
variancˇn´ı matice rezidua´ln´ıho vektoru r je tvaru var(r) = σ2(I −H), pak vid´ıme, zˇe i v
prˇ´ıpadeˇ, kdy chyby εi jsou nekorelovane´, mohou by´t rezidua ri korelovana´, vsˇe tedy za´vis´ı
na matici H a proto na matici pla´nu X. Tud´ızˇ o nekorelovanosti chyb εi nen´ı mozˇne´
rozhodnout pomoc´ı korelovanosti cˇi nekorelovanosti slozˇek rezidua´ln´ıho vektoru r.
V neˇktery´ch situac´ıch se sta´va´, zˇe na´hodna´ chyba εi specificky´m zp˚usobem za´vis´ı
na prˇedchoz´ıch hodnota´ch εi−1, εi−2, . . ., v tomto prˇ´ıpadeˇ mluv´ıme o autokorelovanosti
na´hodny´ch chyb. Pro identifikaci autokorelace lze pouzˇ´ıt naprˇ´ıklad Durbin˚uv-Watson˚uv
test.
Jednodusˇsˇ´ı situace nasta´va´, kdyzˇ na´hodne´ chyby jsou nekorelovane´. Dobry´ch vy´sledk˚u
dosa´hneme pouzˇit´ım VMNCˇ nebo jej´ım opakova´n´ım. Mluv´ıme pak o iterativn´ı va´zˇene´
metodeˇ nejmensˇ´ıch cˇtver˚u, jej´ızˇ princip spocˇ´ıva´ v tom, zˇe va´hy Wii (diagona´ln´ı prvky ma-
tice W−1) vol´ıme v za´vislosti na i-te´m pozorova´n´ı regresor˚u X1, . . . , Xk, tedy v za´vislosti
na vektoru xi = (xi1, . . . , xik) a v za´vislosti na reziduu ri z prˇedchoz´ıho prolozˇen´ı. Tedy
Wii = wi = w(xi, ri), (3.3)
kde w je vhodna´ va´hova´ funkce vektoru xi a rezidua ri. Prˇedcha´zej´ıc´ı dveˇ kapitoly 3.1 a
3.2 vycha´zej´ı z [8].
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V prˇedchoz´ı kapitole jsme ilustrovali klasicky´ linea´rn´ı regresn´ı model a trˇi prˇedpoklady
(P1*), (P2*) a (P3*), ktere´, jak jsme zminˇovali, jsou v praxi velice limituj´ıc´ı. Pokud
v klasicke´m linea´rn´ım modelu tyto trˇi prˇedpoklady nahrad´ıme obecneˇjˇs´ımi podmı´nkami,
dospeˇjeme k zobecneˇne´mu linea´rn´ımu modelu.
Nejprve se zameˇrˇ´ıme na prvn´ı podmı´nku (P1*), zavedeme nejdrˇ´ıve funkci
η = β1X1 + β2X2 + . . .+ βkXk. (4.1)
Funkce η je linea´rn´ı funkc´ı regresor˚u X1, X2, . . . , Xk. Pokud plat´ı klasicky´ linea´rn´ı model
(3.1), lze vyja´drˇit strˇedn´ı hodnotu µ odezvy Y pomoc´ı funkce η identicky´m vztahem
µ = E(Y ) = η = η(X1, . . . , Xk). Pomoc´ı vztahu µ = η lze tedy predikovat strˇedn´ı
hodnotu µ na´hodne´ velicˇiny Y . Proto funkci η nazy´va´me linea´rn´ım prediktorem odezvy
Y .
Oznacˇ´ıme-li ηi hodnotu prediktoru η prˇi hodnota´ch regresor˚u X1 = xi1, . . . , Xk = xik,
lze pak model (3.1) prˇepsat do tvaru µi = ηi. Tedy strˇedn´ı hodnota i-te´ho pozorova´n´ı
odezvy Y je podle podmı´nky (P1*) prˇ´ımo rovna hodnoteˇ linea´rn´ıho prediktoru ηi pro
X1 = xi1, . . . , Xk = xik
Podmı´nka (P1*) se v zobecneˇne´m linea´rn´ım modelu nahrazuje novou podmı´nkou,
ktera´ nahrazuje identicky´ vztah mezi strˇedn´ı hodnotou µ = EY a tzv. linea´rn´ım predik-
torem η obecneˇjˇs´ım vztahem. Prˇedpokla´da´ se, zˇe µ a η jsou v obecne´m funkcˇn´ım vztahu,
ktery´ je urcˇen tzv. linkovac´ı funkc´ı g1. Tedy podmı´nku (P1*) z linea´rn´ıho modelu lze
prˇepsat jako novou podmı´nku zobecneˇne´ho linea´rn´ıho modelu tvaru :
• (ZP1) η = g(µ),
prˇicˇemzˇ o funkci g se prˇedpokla´da´, zˇe je ryze monotonn´ı a existuje funkce h, ktera´ je
inverzn´ı funkc´ı k funkci g. Na za´kladeˇ podmı´nky (ZP1) lze strˇedn´ı hodnotu µ odezvy
Y zapsat jako funkci linea´rn´ıho prediktoru η ve tvaru µ = h(η). V zobecneˇne´m
linea´rn´ım modelu pak mı´sto rovnice (3.1) uvazˇujeme novou modelovou rovnici
µi = EYi = h(ηi), i = 1, . . . , n. (4.2)
1z anglicke´ho LINK FUNCTION
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V tomto modelu uzˇ EYi obecneˇ nen´ı linea´rn´ı funkc´ı prediktoru η, ale jedna´ se
o specia´ln´ı prˇ´ıpad nelinea´rn´ı modelu.
Da´le podmı´nku (P2*) nahrazujeme v zobecneˇne´m linea´rn´ım modelu podmı´nkou
• (ZP2) var(Y ) = t(φ)W, kde W je diagona´ln´ı matice, jej´ı diagona´lmı´ prvky mohou
za´viset na vektoru nezna´my´ch parametr˚u β a t(φ) je funkce rusˇive´ho parametru φ.
V linea´rn´ım modelu byl rusˇivy´m parametrem φ rozptyl σ2.
V neposledn´ım se dosta´va´me i k trˇet´ı podmı´nce klasicke´ho linea´rn´ıho modelu, kterou
zobecn´ıme a budeme mı´sto n´ı pozˇadovat podmı´nku
• (ZP3) rozdeˇlen´ı odezvy Y patrˇ´ı do exponencia´ln´ı trˇ´ıdy rozdeˇlen´ı.
Zobecneˇny´ linea´rn´ı model (ZLM) zahrnuje:
• linea´rn´ı regresi
• r˚uzne´ modely analy´zy rozptylu (ANOVA)
• logistickou regresi
• probitovy´ model
• log-linea´rn´ı model (multinomicky´ model pro cˇetnosti v analy´ze mnohorozmeˇrny´ch
kontingencˇn´ıch tabulek)
4.1. Volba linkovac´ı funkce
Da´le se budeme zaby´vat ota´zkou jak vhodneˇ zvolit linkovac´ı funkci g zavedenou v definici
zobecneˇne´ho linea´rn´ıho modelu v podmı´nce (ZP1). Je-li hustota, s n´ızˇ pracujeme, v
kanonicke´m tvaru (2.6), mu˚zˇeme jednodusˇe zave´st tzv. kanonickou linkovac´ı funkci g
vztahem
µ = θ = θ(η) (4.3)
Odtud srovna´n´ım (2.11) s podmı´nkou (ZP1) vid´ıme, zˇe pro tuto linkovac´ı funkci plat´ı
g(µ) = q′−1(µ) (4.4)
Funkci g zavedenou vztahem (4.4) pak nazy´va´me kanonickou linkovac´ı funkc´ı.
Prˇi aplikac´ıch zobecneˇny´ch linea´rn´ıch model˚u se cˇasto pracuje s rozdeˇlen´ım norma´ln´ım,
binomicky´m, Poissonovy´m a Gamma. Vsˇechna tato rozdeˇlen´ı maj´ı hustotu exponencia´ln´ı-
ho typu, ktere´ lze zapsat v kanonicke´m tvaru (2.6). V na´sleduj´ıc´ı tabulce jsou pro tato
rozdeˇlen´ı uvedena strˇedn´ı hodnota µ, kanonicka´ linkovac´ı funkce a variacˇn´ı funkce V (µ).
Prˇi pouzˇit´ı kanonicky´ch linkovac´ıch funkc´ı v zobecneˇny´ch linea´rn´ıch modelech lze
snadno nale´zt postacˇuj´ıc´ı statistiku pro vektorovy´ parametr regresn´ıch koeficient˚u β =
= (β1, . . . , βk)
′, ktera´ ma´ stejny´ pocˇet slozˇek jako vektor β. Jiny´mi slov, v prˇ´ıpadeˇ
pouzˇit´ı kanonicke´ linkovac´ı funkce je mozˇno v zobecneˇne´m linea´rn´ım modelu zalozˇit odhad
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ROZDEˇLENI´ NORMA´LNI´ BINOMICKE´ POISSONOVO GAMMA
kanonicky´ parametr θ = µ θ = ln pi
1−pi θ = ln(λ) θ = − 1α
rusˇivy´ parametr φ = σ2 φ = 1
n
φ = 1 φ = β−1
strˇedn´ı hodnota µ = θ µ = e
θ
1+eθ
µ = eθ µ = −1
θ
linkovac´ı funkce g(µ) = µ g(µ) = ln( µ
1−µ) g(µ) = ln(µ) g(µ) = − 1µ
variancˇn´ı funkce V (µ) = 1 V (µ) = µ(1− µ) V (µ) = µ V (µ) = µ2
Tabulka 4.1: Prˇehled
parametr˚u β1, . . . , βk na k-rozmeˇrne´ vektorove´ statistice, ktera´ vycˇerpa´va´ vesˇkerou infor-
maci, jezˇ je v pozorova´n´ıch Y1, . . . , Yn o parametrech β1, . . . , βk obsazˇena. Forma´ln´ı detaily
je mozˇno nale´zt naprˇ. v [4].
Nicme´neˇ v rˇadeˇ experimenta´ln´ıch situac´ı, zejme´na prˇi vy´beˇrech male´ho rozsahu se
uprˇednostnˇuje kvalitn´ı prolozˇen´ı modelove´ funkce daty prˇed optima´ln´ımi statisticky´mi
vlastnostmi modelu. V te´to situaci se potom vyuzˇ´ıvaj´ı nejen kanonicke´ linkovac´ı funkce,
ale i linkovac´ı funkce jine´ho typu, ktere´ vedou k dobry´m prolozˇen´ım. Mezi neˇ naprˇ´ıklad
patrˇ´ı na´sleduj´ıc´ı linkovac´ı funkce:
• logit η = ln{ µ
1−µ} 0 < µ < 1
• probit η = Φ−1(µ) 0 < µ < 1
• komplementa´rn´ı log-log η = ln{− ln(1− µ)} 0 < µ < 1
• mocninove´ funkce η =
{
µλ, proλ 6= 0
lnµ, proλ = 0
µ > 1,
kde Φ−1(µ) je inverzn´ı funkce k distribucˇn´ı funkci standardizovane´ho norma´ln´ıho rozdeˇlen´ı.
Tato linkovac´ı funkce se pouzˇ´ıva´ v probitove´ analy´ze.
4.2. Odhad parametr˚u ZLM metodou maxima´ln´ı
veˇrohodnosti
Obsahem tohoto odd´ılu je odvozen´ı odhadu pro parametr β, ktery´ se vyskytuje v definici
zobecneˇne´ho linea´rn´ıho modelu jako slozˇka linea´rn´ıho prediktoru. K odhadu parametru β
pouzˇijeme metodu maxima´ln´ı veˇrohodnosti, ktera´ je uvedena v podkapitole 2.3 a d˚usledky
plynouc´ı pro rozdeˇlen´ı exponencia´ln´ıho typu shrnute´ v podkapitole 2.4.1.
Prˇedpokla´da´me, zˇe je da´no n neza´visly´ch na´hodny´ch velicˇin Y1, . . . , Yn, ktere´ se rˇ´ıd´ı
zobecneˇny´m linea´rn´ım modelem a linkovac´ı funkc´ı g a s hustotou exponencia´ln´ıho typu
v kanonicke´m tvaru (2.6). Hustota velicˇiny Yi za´vis´ı ma parametru θi, i = 1, . . . , n.
Prˇedpokla´dejme take´, zˇe rusˇivy´ parametr φ je konstatntn´ı pro vsˇechna pozorova´n´ı
Y1, . . . , Yn. Nejprve si odvod´ıme vztah pro strˇedn´ı hodnotu Yi pomoc´ı vztahu (2.11).
µi = E(Yi) = q
′(θi), i = 1, . . . , n. (4.5)
Pomoc´ı linkovac´ı funkce g lze linea´rn´ı prediktor
ηi = β1xi1 + · · ·+ βkxik (4.6)
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vyja´drˇit jako funkci strˇedn´ı hodnoty µi ve tvaru
ηi = g(µi), i = 1, . . . , n. (4.7)
Uvedene´ vztahy pouzˇijeme prˇi odvozova´n´ı veˇrohodnostn´ıch rovnic pro vy´pocˇet odhad˚u
nezna´my´ch parametr˚u β1, . . . , βk.
Oznacˇ´ıme li = ln f(yi; θi, φ) veˇrohodnostn´ı funkci na´hodne´ velicˇiny Yi, dostaneme





f(yi; θi, φ) =
n∑
i=1




Oznacˇen´ım L(β) zd˚uraznˇujeme, zˇe parametry θi za´vis´ı na parametrech β1, . . . , βk,
jak je patrno ze vztah˚u (4.5), (4.6) a (4.7). Maxima´lneˇ veˇrohodne´ odhady nezna´my´ch
parametr˚u β1, . . . , βk, nalezneme maximalizac´ı veˇrohodnostn´ı funkce l(β).
Vyjdeme z veˇrohodnostn´ıch rovnic
∂l
∂βj
= 0; j = 1, . . . , k.






, · · · , ∂l
∂βk
)′
a veˇrohodnostn´ı rovnice prˇep´ıˇseme do maticove´ho tvaru
U (β) = 0. (4.8)









= 0, j = 1, . . . , k. (4.9)












, i = 1, . . . , n, j = 1, . . . , k. (4.10)
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= 0, j = 1, . . . , k. (4.11)
Da´le pomoc´ı inverzn´ı funkce h = g−1 k linkovac´ı funkci g lze z´ıskat vyja´drˇen´ı veˇrohodnost-










h′(ηi)xij = 0, j = 1, . . . , k. (4.12)
Rovnice maxima´ln´ı veˇrohodnosti (4.12) jsou obecneˇ nelinea´rn´ı rovnice pro parametry
β1, . . . , βk, protozˇe linkovac´ı funkce ηi = g(µi) je obecneˇ nelinea´rn´ı funkc´ı a stejneˇ tak
strˇedn´ı hodnoty µi i rozptyl DYi za´vis´ı na parametrech β1, . . . , βk obecneˇ nelinea´rneˇ.
Rovnici (4.11) lze snadno zapsat v maticove´m tvaru. Oznacˇ´ıme-li µ = (µ1, . . . , µn)
′,






i = 1, . . . , k







i = 1, . . . , k
j = 1, . . . , k
= xij(h
′(ηi)) i = 1, . . . , k









xn1 . . . xnk

a Dh = diag(h
′(η1), . . . , h′(ηn)). Veˇrohodnostn´ı rovnice (4.12) maj´ı pote´ tvar
F ′V −1(Y − µ) = X ′DhV −1(Y − µ) = 0.
Prˇi kanonicke´ volbeˇ linkovac´ı funkce plat´ı, zˇe Dh =
1
t(φ)
V a t´ım pa´dem se veˇrohodnostn´ı
rovnice (4.11) redukuj´ı na jednoduchy´ tvar
X ′(Y − µ) = 0. (4.13)
Rˇesˇen´ım teˇchto veˇrohodnostn´ıch rovnic se budeme zaby´vat v dalˇs´ı kapitole.
4.3. Rˇesˇen´ı veˇrohodnostn´ıch rovnic
Jak uzˇ bylo rˇecˇeno, veˇrohodnostn´ı rovnice jsou obecneˇ nelinea´rn´ı, tud´ızˇ mus´ı by´t rˇesˇeny
iteracˇneˇ. Nab´ız´ı se tedy vyuzˇit´ı Newton-Rapsonovy metody pro rˇesˇen´ı nelinea´rn´ıch rovnic,
pro kterou odvod´ıme iterativn´ı postup jejich reˇsˇen´ı. Vy´sledkem bude algoritmus spocˇ´ıvaj´ı-
c´ı v opakovane´m rˇesˇen´ı norma´ln´ıch rovnic va´zˇene´ metody nejmensˇ´ıch cˇtverc˚u, tzv. itera-
tivn´ı va´zˇena´ metoda nejmensˇ´ıch cˇtverc˚u.
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Vyjdeme z veˇrohodnoctn´ıch rovnic (4.13), oznacˇ´ıme-li
q(β) = DhV
−1(Y − µ)
lze pote´ tyto rovnice prˇepsat na´sledovneˇ
X ′q = 0. (4.14)
Da´le oznacˇ´ıme H hessia´n veˇrohodnostn´ı funkce L





l = 1, . . . , k
j = 1, . . . , k
.
Podoba jednorozmeˇrne´ Newton-Raphsonovy metody pro rˇesˇen´ı rovnice f(x) = 0 je
zna´my´ iteracˇn´ı vztah




Jeho v´ıcerozmeˇrna´ podoba pro ∂L
∂β
= 0 ma´ podobu
β(m+1) = β(m) −Hm−1Um, (4.15)
kde Hm = H(β
(m)), Um = U(β
(m)) = Xqm, qm = q(β
(m)) a β(m) odpov´ıda´ m-te´
aproximaci maxima´lneˇ veˇrohodne´ho odhadu β̂ (tedy rˇesˇen´ı veˇrohodnostn´ıch rovnic (4.14))
a m = 1, 2, . . . jsou iteracˇn´ı indexy uda´vaj´ıc´ı porˇad´ı iterace.
Tento algoritmus se cˇasto vyuzˇ´ıva´ v u´praveˇ nazvane´ Fisherovou sko´rovac´ı metodou,
ktera´ mı´sto maticeH pouzˇ´ıva´ strˇedn´ı hodnotu te´to matice. Pouzˇijeme-li tedy v iteracˇn´ım
procesu (4.15) mı´sto matice H(β) jej´ı strˇedn´ı hodnotu, tedy matici −J(β) = EH(β),
dostaneme iteracˇn´ı proces ve tvaru
β(m+1) = β(m) + J−1m Um, (4.16)
kde Jm = J(β
(m)).
Pod´ıva´me-li se detailneˇ na zp˚usob, jaky´m byla matice J zavedena, vid´ıme, zˇe plat´ı





l = 1, . . . , k
j = 1, . . . , k
.
Tento vztah je tedy vektorovou analogi´ı vztahu (2.8) a proto je vhodne´ matici J nazvat
Fisherovou informacˇn´ı matic´ı o parametru β. Ve statisticke´ literaturˇe (viz. naprˇ.[2]) je








l = 1, . . . , k
j = 1, . . . , k
.
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protozˇe E[(yi−µi)(yk−µ−k)] = 0 pro i 6= k pokud jsou Yi neza´visle´. Pokud E[(yi−µi)2] =











Z tohoto vztahu je videˇt, zˇe Fisherovu informacˇn´ı matici J lze zapsat ve tvaru
J(β) = X ′WX, (4.19)















Va´hova´ matice W se v kazˇde´m iteracˇn´ım kroku meˇn´ı a je ji trˇeba sta´le prˇepocˇ´ıta´vat.
Oznacˇ´ıme-li Wm = W (β
(m)), lze podle vy´sˇe uvedene´ho vztahu (4.19) prˇepsat iteracˇn´ı
proces (4.15) do tvaru
β(m+1) = β(m) + (X ′WX)−1Um.
Odtud po jednoduchy´ch u´prava´ch dostaneme
X ′WmXβ
(m+1) = X ′WmXβ








dostaneme rovnice pro iteracˇn´ı proces ve tvaru
X ′WmXβ
(m+1) = X ′Wmzm. (4.20)
Vektor zm budeme nazy´vat upravena´ za´visla´ promeˇnna´.
Je videˇt, zˇe rovnice (4.20) jsou norma´ln´ı rovnice va´zˇene´ metody nejmensˇ´ıch cˇtverc˚u,
kde na prave´ straneˇ je mı´sto obvykle´ho vektoru Y vektor zm. Maxima´lneˇ veˇrohodny´





Proto se uvedena´ metoda pro vy´pocˇet β̂ nazy´va´ iterativn´ı metada nejmensˇ´ıch cˇtverc˚u.
Vzhledem k tomu, zˇe rusˇivy´ parametr φ rˇesˇen´ı rovnice (4.20) neovlivnˇuje, lze ve vztahu
(2.13) polozˇit t(φ) = 1. Da´le pak jako pocˇa´tecˇn´ı odhad µi lze zvolit µ̂i = Yi, i = 1, . . . , n
(viz. [1]). Da´le lze take´ nahle´dnout, zˇe asymptoticka´ variancˇn´ı matice v̂ar(β̂) je tvaru
v̂ar(β̂) = (X ′ŴX)−1,
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kde Ŵ = W (β̂).
Va´hova´ matice W zrˇejmeˇ za´vis´ı na linkovac´ı funkci g. V prˇ´ıpadeˇ, zˇe je pouzˇita kano-
nicka´ linkovac´ı funkce g = q′−1 lze uvedene´ vztahy zjednodusˇit, plat´ı totizˇ, zˇe H = −J
(viz.[1]) a Newton-Raphsonova metoda pro rˇesˇen´ı veˇrohodnostn´ı rovnice (4.15) je sodna´
s metodou Fisherovy´ch sko´r˚u (4.20).
4.4. Statisticka´ analy´za modelu
Za´kladem pro dalˇs´ı u´vahy je teorie konzistentn´ıch odhad˚u.
Tvrzen´ı 4.1. Kdyzˇ θˆ je konzistentn´ım odhadem parametru θ a var(θˆ) je rozptylem tohoto
odhadu, pak odhad θˆ je asymptoticky nestranny´m odhadem θ a statistika
θˆ − θ√
var(θˆ)
A∼ N(0, 1) (4.21)
ma´ asymptoticky standardizovane´ norma´ln´ı rozdeˇlen´ı N(0, 1).




Tvrzen´ı si nyn´ı rozsˇ´ıˇr´ıme na v´ıcerozmeˇrne´ rozdeˇlen´ı.
Tvrzen´ı 4.2. Necht´ θ je k × 1 vektor parametr˚u, θˆ je konzistentn´ı odhad θ a V je va-
riancˇn´ı matice odhadu θˆ, pak statistika θˆ je asymptoticky nestranny´m odhadem parametru
θ a plat´ı
(θˆ − θ)V −1(θˆ − θ) A∼ χ2(k), (4.22)
za prˇedpokladu, zˇe V je regula´rn´ı matice.
Kdyzˇ variancˇn´ı matice V je singula´rn´ı, pouzˇijeme ve vztahu 4.22 pseudoinverzn´ı matici
V −. Prˇedpokla´dejme, zˇe V ma´ hodnost q, (q < p), pak plat´ı
(θˆ − θ)V −(θˆ − θ) A∼ χ2(q), (4.23)
Du˚kazy teˇchto tvrzen´ı podrobneˇji naprˇ. v [3].
4.5. Vy´beˇrove´ rozdeˇlen´ı sko´r˚u a odhadu βˆ
Jak bylo drˇ´ıve uka´za´no, plat´ı E(U) = 0, E(UU ′) = J a s vyuzˇit´ım centra´ln´ı limitn´ı veˇty
dosta´va´me asymptoticky, zˇe U ma´ v´ıcerozmeˇrne´ norma´ln´ı rozdeˇlen´ı U ∼ N(0,J) a tedy
plat´ı
UJ−1U A∼ χ2(k)
v prˇ´ıpadeˇ, zˇe J je regula´rn´ı. Necht´ odhad βˆ je bl´ızky´ skutecˇne´ hodnoteˇ parametru β,
pak Taylor˚uv rozvoj prvn´ıho rˇa´du v bodeˇ β = βˆ je roven
U(β) ∼= U(βˆ) +H(βˆ)(β − βˆ),
30
4. ZOBECNEˇNY´ LINEA´RNI´ MODEL
kde H(βˆ) je matice druhy´ch derivac´ı logaritmicko veˇrohodnostn´ı funkce l v bodeˇ β =
= H(βˆ). Asymptoticky je matice H rovna sve´ strˇedn´ı hodnoteˇ E(H). Jak jsme uka´zali
ve veˇteˇ 2.6 E(H) = −E(UU ′) = −J , a proto prˇiblizˇneˇ plat´ı
U(β) ∼= U(βˆ)− J(βˆ)(β − βˆ).
Ale protozˇe U(βˆ) = 0 (βˆ je maximem logaritmicke´ veˇrohodnostn´ı funkce), pak mu˚zˇeme
psa´t
(βˆ − β) ∼= J−1(U ),
za podmı´nky, zˇe matice J je regula´rn´ı. Kdyzˇ ji budeme povazˇovat za konstantn´ı matici,
pak
E(βˆ − β) ∼= J−1E(U) = 0,
cozˇ plyne z vy´choz´ıch vztah˚u. Takzˇe βˆ je asymptoticky nestranny´ odhad odhad parametru
β. Variancˇn´ı matice odhadu βˆ je
E
(
(βˆ − β)(βˆ − β)′
)
= J−1E(UU ′)(J−1)′ = (J−1),
protozˇe J = E(UU ′) a (J−1)′ = J−1 (d˚usledek symetricˇnosti J). Z prˇedchoz´ıho plyne,
zˇe plat´ı
(βˆ − β)′J(βˆ − β) A∼ χ2(k), (4.24)
ekvivalentneˇ zapsa´no
βˆ − β A∼ N(0,J−1(βˆ)). (4.25)
Pozna´mka 4.1. Pro zobecneˇne´ linea´rn´ı modely s norma´lneˇ rozlozˇenou vysveˇtlovanou
promeˇnnou jsou rozdeˇlen´ı 4.24 a 4.25 prˇesne´ (takzˇe plat´ı i pro male´ vy´beˇry).
Vztah 4.25 zapsany´ ve tvaru βˆ
A∼ N(β,J−1) mu˚zˇeme vyuzˇ´ıt na´sledovneˇ:




kde vjj je j-ty´ prvek diagona´ly matice J
−1,
2. k vy´pocˇtu interval˚u spolehlivosti jednotlivy´ch odhad˚u βˆj, naprˇ. 95% interval
spolehlivosti pro odhad βˆj je tvaru
βˆj ± 1, 96√vjj,
kde hodnota 1,96 je 100(1 − α
2
)% kvantil standardizovane´ho norma´ln´ıho rozdeˇlen´ı












kde vjk je prvek matice J vyskytuj´ıc´ı se v j-te´m rˇa´dku a k-te´m sloupci
Pozna´mka 4.2. S vy´jimkou norma´lneˇ rozdeˇleny´ch vysveˇtlovany´ch velicˇin Yi jsou vy´sˇe
uvedene´ vy´sledky pouze asymptoticke´ho charakteru.
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4.6. Vhodnost modelu
Za´kladem vsˇech regresn´ıch model˚u je urcˇen´ı vhodne´ modelove´ rovnice. Spra´vny´ vy´beˇr
modelove´ rovnice za´lezˇ´ı jak na zkusˇenostech statististika, tak na veˇdecky´ch statisticky´ch
postupech. Nejjednodusˇsˇ´ım prˇ´ıpadem je situace, kdy tvar rovnice je da´n cˇi zna´m z
prˇedchoz´ıch zkouma´n´ı. V opacˇne´m prˇ´ıpadeˇ mus´ı statistik naj´ıt vhodnou linkovac´ı funkci,
rozdeˇlen´ı na´hodny´ch chyb a v neposledn´ı rˇadeˇ i vhodnou mnozˇinu vysveˇtluj´ıc´ıch pro-
meˇnny´ch a jejich transformac´ı. Dalˇs´ım d˚ulezˇity´m u´kolem statistika je rozhodnout, zda
neˇktera´ pozorova´n´ı cˇi vysveˇtluj´ıc´ı velicˇiny nevybocˇuj´ı od hodnot ostatn´ıch, a t´ım silneˇ
ovlivnˇuj´ı hledane´ odhady regresn´ıch parametr˚u. Pro proveden´ı teˇchto rozhodnut´ı ma´
statistik mozˇnost vyuzˇ´ıt mnozˇstv´ı matematicko-statisticky´ch na´stroj˚u, ktere´ jsou schopny
s urcˇitou pravdeˇpodobnost´ı potvrdit cˇi vyvra´tit jeho hypote´zy. Obecny´ pohled na regresi
uva´d´ı naprˇ. [5].
Velice d˚ulezˇity´m principem regresn´ıch model˚u je za´sada jednoduchosti (sˇetrnosti).
Ma´me-li dva modely z nichzˇ jeden je jednodusˇsˇ´ı a pomeˇrneˇ dobrˇe popisuje zkoumana´
data a druhy´ slozˇiteˇjˇs´ı popisuj´ıc´ı data te´meˇr dokonale, pak prˇednost dostane pra´veˇ prvn´ı
ze zminˇovany´ch model˚u. Je zrˇejme´, zˇe prˇida´va´n´ım dalˇs´ıch vyveˇtluj´ıc´ıch promeˇnny´ch a
pouzˇ´ıva´n´ım slozˇity´ch transformac´ı je mozˇne´ z´ıskat takovy´ regresn´ı model, ktery´ bude
vysveˇtlovat cˇ´ım da´l veˇtsˇ´ı cˇa´st variability. Cenou tohoto prˇ´ıstupu jsou ovsˇem neinterpre-
tovatelne´ odhady βˆ cˇi ztra´ta predikcˇn´ı schopnosti modelu.
Soucˇa´st´ı vyhodnocen´ı modelu je posouzen´ı, jak dobrˇe model predikuje vysveˇtlovanou
velicˇinu a zaveden´ı na´stroj˚u pro srovna´n´ı dvou model˚u a na´sledne´ rozhodnut´ı pro lepsˇ´ı z
nich. V zobecneˇny´ch linea´rn´ıch modelech slouzˇ´ı k tomutu u´cˇelu analy´za deviance.
Oznacˇme si model, jehozˇ spra´vnost zkouma´me, symbolem Mzk a jeho minima´lneˇ
veˇrohodny´ odhad parametru β p´ısmenem βˆ.
Definice 4.1. Maxima´ln´ı model , oznacˇme jej Mmax, splnˇuje na´sleduj´ıc´ı podmı´nky:
1. Maxima´ln´ı model je zobecneˇny´ linea´rn´ı model se stejny´m typem rozdeˇlen´ı jako
zkoumany´ model Mzk
2.
2. Maxima´ln´ı model a zkoumany´ model Mzk maj´ı stejnou linkovac´ı funkci g.
3. Pocˇet parametr˚u maxima´ln´ıho modelu je roven pocˇtu pozorova´n´ı vysveˇtlovane´ veli-
cˇiny n, maxima´lneˇ veˇrohodny´ odhad parametru βmax je n-rozmeˇrny´ vektor βˆmax.
Definice 4.2. Minima´ln´ı model , oznacˇme jej Mmin, splnˇuje na´sleduj´ıc´ı podmı´nky:
1. Minima´ln´ı model je zobecneˇny´ linea´rn´ı model se stejny´m typem rozdeˇlen´ı jako
zkoumany´ model Mzk.
2. Minima´ln´ı model a zkoumany´ model Mzk maj´ı stejnou linkovac´ı funkci g.
3. Pocˇet parametr˚u maxima´ln´ıho modelu je roven jedne´, maxima´lneˇ veˇrohodny´ odhad
parametru βmin je n-rozmeˇrny´ vektor βˆmin.
2Naprˇ. oba dva maj´ı norma´ln´ı rozdeˇlen´ı.
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Z definice 4.1 tedy plyne, zˇe vysveˇtlovana´ velicˇina Yi je maxima´ln´ım modelem urcˇena
s nulovy´m reziduem, fitovana´ hodnota µmax je rovna vektoru pozorova´n´ı Y . Te´zˇ snadno




i=1 yi, tedy µmax
ma´ slozˇky rovny pr˚umeˇru vektoru pozorova´n´ı Y . Maxima´ln´ı model slouzˇ´ı jako ukazatel
”nejlepsˇ´ı” regrese a minima´ln´ı model naopak jako ukazatel ”nejhorsˇ´ı regrese” prˇi dane´m
rozdeˇlen´ı a dane´ linkovac´ı funkci. Zkoumany´ model Mzk se bude nacha´zet neˇkde mezi
teˇmito extre´my a ve srovna´n´ı s nimi budeme ocenˇovat vhodnost zkoumane´ho modelu.
Porovna´n´ı vhodnosti dvou model˚u bude spocˇ´ıvat v porovna´n´ı hodnot veˇrohodnostn´ıch
funkc´ı L(βˆmax;Y ) u maxima´ln´ıho modelu Mmax a L(βˆ;Y ) u zkoumane´ho modelu Mzk.
Jestlizˇe model Mzk popisuje data dobrˇe, bude hodnota L(βˆ;Y ) prˇiblizˇneˇ rovna hod-
noteˇ L(βˆmax;Y ), tedy veˇrohodnostn´ı funkce jednotlivy´ch model˚u se nebudou vy´znamneˇ






a nazy´vejme jej veˇrohodnostn´ı pomeˇr. Zlogaritmova´n´ım z´ıska´me vy´raz
lnλ = l(βˆmax;Y )− l(βˆ;Y ). (4.26)
Velke´ hodnoty 4.26 ukazuj´ı na nespra´vneˇ zvoleny´ zkoumany´ model. Pro meˇrˇitelne´ porov-
na´n´ı model˚u potrˇebujeme urcˇit vy´beˇrove´ rozdeˇlen´ı lnλ. Taylor˚uv rozvoj l(β;Y ) v bodeˇ
βˆ ma´ tvar
l(β;Y ) ∼= l(βˆ;Y ) + (β − βˆ)′(U)(βˆ) + 1
2
(β − βˆ)′H(βˆ)(β − βˆ), (4.27)
kde U(β) je sko´rovy´ vektor vycˇ´ısleny´ v bodeˇ βˆ a H(βˆ) je matice druhy´ch derivac´ı ∂
2l
∂βj∂βk
vycˇ´ıslena´ v bodeˇ βˆ. S vyuzˇit´ım drˇ´ıve zjiˇsteˇny´ch vztah˚u U(βˆ) = 0 a J = E(−H) z´ıska´me
l(βˆ;Y )− l(β;Y ) = 1
2
(βˆ − β)′J(βˆ − β)
a d´ıky vztahu 4.24 dosta´va´me
2
(
l(βˆ;Y )− l(β;Y )
)
A∼ χ2(k). (4.28)
Zavedeme veˇrohodnostn´ı pomeˇrovou statistiku D
D = 2 lnλ = 2
(
l(βˆmax;Y )− l(β;Y )
)
(4.29)
a nazveˇme ji deviance. Statistiku D mu˚zˇeme upravit do tvaru
D = 2
{(




l(βˆ;Y )− l(β;Y )
)
+ (l(βmax;Y )− l(βmax;Y ))
}
.
Prvn´ı cˇlen slozˇene´ za´vorky ma´ rozdeˇlen´ı asymptoticky χ2(n) (viz.4.28), podobneˇ druhy´
cˇlen ma´ asymptoticky χ2(k) rozdeˇlen´ı a trˇet´ı cˇlen slozˇene´ za´vorky je kladna´ konstanta.
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V prˇ´ıpadeˇ, zˇe zkoumany´ model Mzk bude dobrˇe popisovat data, konstanta bude bl´ızka´
nule, cˇ´ım horsˇ´ı bude Mzk, t´ım take´ poroste konstanta. Rˇecˇeno jiny´mi slovy, pokud cˇleny
v prvn´ıch dvou za´vorka´ch jsou neza´visle´ a trˇet´ı je bl´ızky´ nule, pak zkoumany´ model Mzk
je prˇiblizˇneˇ stejneˇ dobry´ jako Mmax a plat´ı
D
A∼ χ2(n− k) (4.30)
Je-li model Mzk sˇpatny´, tzn. zˇe trˇet´ı cˇlen je velky´ a tedy D bude mı´t vysˇsˇ´ı hodnotu nezˇ
je ocˇeka´vana prostrˇednictv´ım rozdeˇlen´ı χ2(n− k).
4.7. Testova´n´ı hypote´z, srovna´n´ı dvou model˚u
Mnoho statisticky´ch model˚u je konstruova´no s c´ılem rozhodnout o prˇedem dane´ hypote´ze,
prˇicˇemzˇ rozhodnut´ı spocˇ´ıva´ v prˇijmut´ı cˇi zamı´tnut´ı hypote´zy. Mu˚zˇeme naprˇ´ıklad testo-
vat, zda novy´ le´k je u´cˇinneˇjˇs´ı nezˇ dosavadn´ı, nebo zda dana´ kombinace gen˚u zp˚usobuje
onemocneˇn´ı.
Jedn´ım prˇ´ıstupem pro testova´n´ı hypote´z je pouzˇit´ı dvou alternativn´ıch model˚u a
porovna´n´ı jejich devianc´ı D. Modely mus´ı by´t stejne´ho rozdeˇlen´ı a mı´t stejnou linko-
vac´ı funkci, liˇs´ı se tedy pouze v pocˇtech parametr˚u. Definujme diagona´ln´ı matici C, na
jej´ızˇ hlavn´ı diagona´le budou nuly a jednicˇky, cii ∈ {0, 1}. Pocˇet jednicˇek na hlavn´ı di-
agona´le je roven cˇ´ıslu q = Tr(C), kde Tr(C) znacˇ´ı stopu matice C.
Uvazˇujme nulovou hypote´zu H0 odpov´ıdaj´ıc´ı modelu M0






znamenaj´ıc´ı, zˇe jeden nebo v´ıce regresn´ıch parametr˚u je nulovy´ a hypote´zuH1 odpov´ıdaj´ıc´ı
obecneˇjˇs´ımu modelu M1






kde q = Tr(C), 1 ≤ q < k < n a vektory β0,β1 ∈ Rk. Model M1 tedy zahrnuje vsˇechny
vysveˇtluj´ıc´ı velicˇiny narozd´ıl od modelu M0. Test hypote´zy H0 v˚ucˇi H1 provedeme s
vyuzˇit´ım rozd´ıl˚u devianc´ı:
∆D = D0 −D1 = 2
(









l(βˆ1;Y )− l(βˆ0;Y )
)
. (4.32)
Kdyzˇ oba modely popisuj´ı data dobrˇe, tedy D0
A∼ χ2(n− q) a D1 A∼ χ2(n− k) pak plat´ı
∆D
A∼ χ2(k − q). (4.33)
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Kdyzˇ tedy hodnota ∆D, naprˇ. prˇi 95% hladineˇ vy´znamnosti je mensˇ´ı nezˇ 95% kvantil
χ2(k − q), pak oba dva modely jsou dobre´ a vybereme jednodusˇsˇ´ı model odpov´ıdaj´ıc´ı
H0. V opacˇne´m prˇ´ıpadeˇ H0 zamı´tneme ve prospeˇch hypote´zy H1, cozˇ znamena´, zˇe model
odpov´ıdaj´ıc´ı hypote´ze H1 data popisuje vy´znamneˇ le´pe.
Pozna´mka 4.3. 1. Je nutne´ zd˚uraznit, zˇe pojem ”dobrˇe popisuje data” je zde pouzˇit
pouze relativneˇ z d˚uvodu srovna´n´ı dvou model˚u, kdy je trˇeba zjistit, zda obecneˇjˇs´ı
model je vy´razneˇ lepsˇ´ı cˇi jsou oba modely prˇiblizˇneˇ srovnatelne´. Neznamena´ jesˇteˇ,
kdyzˇ prˇijmeme hypote´zu H0, zˇe jsou oba modely pro dana´ data (absolutneˇ) dobre´,
ale naprˇ´ıklad jen to, zˇe jsou oba stejneˇ sˇpatne´. Proto se prˇi prakticky´ch u´loha´ch
vol´ı matice pla´nu obecneˇjˇs´ıho modelu M1 se vsˇemi potenciona´ln´ımi vysveˇtluj´ıc´ımi
velicˇinami a prˇedpokla´da´ se, zˇe tento model popisuje data dobrˇe. Na´sleduje odstra-
nˇova´n´ı jednotlivy´ch vysveˇtluj´ıc´ıch velicˇin a testova´n´ı, zda vznikly´ jednodusˇsˇ´ı model
M0 nepopisuje data na urcˇite´ hladineˇ vy´znamnosti stejneˇ dobrˇe, jako slozˇiteˇjˇs´ı model
M1.
2. Vy´beˇrove´ rozdeˇlen´ı ∆D je obvykle mnohem le´pe aproximova´no χ2 nezˇ jednotlive´
deviance D.
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Na zacˇa´tku te´to kapitoly uvedeme probitovy´ model. Pote´ rozvedeme teorii logisticke´
regrese, prˇicˇemzˇ nejprve budeme uvazˇovat, zˇe vy´stupn´ı promeˇnna´ Y je bina´rn´ı a pote´,
zˇe ma´ binomicke´ rozdeˇlen´ı. Uvedeme tvary veˇrohodnostn´ı funkce pro odhad regresn´ıch
parametr˚u a take´ testova´n´ı hypote´z o regresn´ıch parametrech.
5.1. Probitovy´ model
Probitovy´ model je stejneˇ jako logitovy´ model vyuzˇ´ıva´n pro bina´rn´ı data a jejich vy´sledky
se liˇs´ı minima´lneˇ. Probitovy´ model vyuzˇ´ıva´ jako linkovac´ı funkci pro zobecneˇny´ linea´rn´ı
























Tedy pouzˇit´ım Φ nap´ıˇseme model ve tvaru
pi(Xi) = Φ(β1X1 + · · ·+ βkXk),
kde Xi = [xi1, xi2, . . . , xik] jsou hodnoty k regresor˚u X1, . . . , Xk pro i-te´ pozorova´n´ı Yi,
i = 1, . . . , n. Uzˇit´ı Φ−1 jako linkovac´ı funkce umozˇnˇuje zobrazit obor hodnot (0, 1) na
interval (−∞,∞), cozˇ je rozsah linea´rn´ıch regresor˚u. Probitovy´ model ma´ tedy tvar
g(pi) = Φ−1[pi(Xi)] = β1X1 + · · ·+ βkXk = βXi,




5.2. Logisticky´ regresn´ı model pro bina´rn´ı vy´stupn´ı
promeˇnnou
V te´to kapitole budeme pracovat s bina´rn´ı vy´stupn´ı velicˇinou, cozˇ znamena´, zˇe naby´va´
pouze dvou hodnot. Mu˚zˇe tedy naprˇ´ıklad zaznamena´vat, zda jde o muzˇe cˇi zˇenu, nebo
zda je jedinec zdravy´ nebo nemocny´.
Bina´rn´ı promeˇnnou Y definujeme na´sledovneˇ
Y =
1 pokud je vy´sledkem u´speˇch,0 pokud je vy´sledkem neu´speˇch,
s pravdeˇpodobnostmi P (Y = 1) = pi a P (Y = 0) = 1 − pi, promeˇnna´ Y ma´ tedy alter-
nativn´ı rozdeˇlen´ı A(pi). Existuje-li n takovy´ch na´hodny´ch velicˇin Y1, . . . , Yn, ktere´ jsou



















a patrˇ´ı do exponencia´ln´ı trˇ´ıdy rozdeˇlen´ı.
V logisticke´m regresn´ım modelu uvazˇujeme na´sleduj´ıc´ı linkovac´ı funkci













= β1X1 + · · ·+ βkXk = βXi, (5.2)
kde β = [β1, . . . , βk]
′ a Xi = [xi1, xi2, . . . , xik] jsou hodnoty k regresor˚u X1, . . . , Xk pro
i-te´ pozorova´n´ı Yi, i = 1, . . . , n.
Pomeˇr pi
1−pi , tedy pomeˇr pravdeˇpodobnosti ”u´speˇchu” ku pravdeˇpodobnosti ”neu´speˇ-
chu”, je v anglosaske´m sveˇte oznacˇova´n jako odds a je zcela samozrˇejme pouzˇ´ıva´n i mimo
statistiku, naprˇ. prˇi sa´zka´ch. Cˇeska´ terminologie nen´ı usta´lena´, uzˇ´ıva´ se pomeˇr sˇanc´ı
nebo sa´zkove´ riziko (viz [13]). Poznamenejme, zˇe narozd´ıl od pravdeˇpodobnosti mu˚zˇe by´t
pomeˇr sˇanc´ı veˇtsˇ´ı nezˇ 1. Tento pomeˇr je vykreslen na obra´zku (5.1).
Logit je tedy funkce pravdeˇpodobnosti pi. V nejjednodusˇsˇ´ım prˇ´ıpadeˇ, prˇedpokla´da´me
logitovy´ graf ve tvaru prˇ´ımky ve vysveˇtluj´ıc´ı promeˇnne´ X na´sledovneˇ





= β1 + β2X. (5.3)
Jiny´mi slovy, logaritmus pomeˇru sˇanc´ı je linea´rn´ı ve vysveˇtluj´ıc´ı promeˇnne´.
Zmı´neˇny´ vy´raz mu˚zˇeme prˇeve´st z logitu (tedy logaritmu pomeˇru sˇanc´ı) na






= β1 + β2X.
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1− pi(X) = exp(β1 + β2X).
Rˇesˇen´ım te´to rovnice tedy dostaneme vy´raz
pi(X) =
exp(β1 + β2X)
1 + exp(β1 + β2X)
, (5.4)
ktery´ popisuje logistickou krˇivku. Vztah mezi pravdeˇpodobnost´ı pi a regresorem X
nen´ı linea´rn´ı, ale ma´ graf tvaru S, jak je ilustrova´no na obra´zku (5.2), pro prˇ´ıpad, kdy
β1 = −1 a β2 = 2 . Parametr β2 urcˇuje v logisticke´ krˇivce, jak rychle se meˇn´ı pi v za´vislosti
na X a β1 umozˇnˇuje krˇivce pohyb v smeˇru osy x.
Na za´veˇr uvedeme jiny´ za´pis logisticke´ krˇivky, ktery´ je takte´zˇ uzˇ´ıva´n.
pi(X) =
1
exp(−β1 − β2X) .
5.2.1. Maxima´lneˇ veˇrohodny´ odhad
Odhad parametr˚u β1, . . . , βk mu˚zˇeme z´ıskat metodou maxima´ln´ı veˇrohodnosti.
Veˇrohodnostn´ı funkce L je da´na sdruzˇenou pravdeˇpodobnost´ı










Hodnoty parametr˚u, ktere´ maximalizuj´ı veˇrohodnostn´ı funkci, nelze vyja´drˇit a proto
mus´ı by´t urcˇeny numericky. Pro jejich urcˇen´ı lze vyuzˇ´ıt numericke´ho postupu uvedene´ho
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Obra´zek 5.2: Logisticka´ krˇivka, β1 = −1 a β2 = 2.
v sekci 4.3. Numericky z´ıskane´ hodnoty maxima´lneˇ veˇrohodny´ch odhad˚u oznacˇ´ıme vek-
torem β̂ = (β̂1, . . . , β̂k).
5.2.2. Intervaly spolehlivosti pro parametry









Odmocniny diagona´ln´ıch prvk˚u te´to matice, jsou odhady smeˇrodatny´ch odchylek (chyb)
(standard errors (SE)) (pro velke´ rozsahy vy´beˇr˚u) odhad˚u parametr˚u β̂1, . . . , β̂k. 95% in-
terval spolehlivosti pro βl je




5.2.3. Test pomeˇrem veˇrohodnost´ı
Uvazˇujeme nulovou hypote´zu odpov´ıdaj´ıc´ı redukovane´mu modelu M0











zˇe parametr β0l je nulovy´ a alternativn´ı hypote´zu odpov´ıdaj´ıc´ı obecneˇjˇs´ımu modelu M1






Numericky vypocˇteme maxima´lneˇ veˇrohodny´ odhad aplikovany´ na redukovany´ model
M0 a oznacˇ´ıme jej na´sledovneˇ:
Lmax,reduk = L(β̂01, . . . , β̂0l−1, 0, β̂0l+1, . . . , β̂0k).
Tote´zˇ provedeme pro obecneˇjˇs´ı model M1, kde oznacˇ´ıme maximalizovanou veˇrohodnostn´ı
funkci takto:
Lmax = L(β̂11, . . . , β̂1k).







ktery´, jak uzˇ bylo drˇ´ıve zmı´neˇno, je oznacˇova´n jako deviance. Deviance ma´ prˇiblizˇneˇ
rozdeˇlen´ı χ2 s jedn´ım stupneˇm volnosti, jak bylo uvedeno ve vzorci 4.30.
5.3. Logisticka´ regrese s binomicky´mi odezvami
Nyn´ı budeme uvazˇovat obecneˇjˇs´ı prˇ´ıpad a to kdyzˇ vy´stupn´ı promeˇnna´ ma´ binomicke´
rozdeˇlen´ı. Pomoc´ı bina´rn´ı promeˇnne´ si odvod´ıme binomickou promeˇnnou a pote´ zavedeme
logisticky´ regresn´ı model pro tuto odezvu.
Uvazˇujeme n na´hodny´ch bina´rn´ıch velicˇin Y1, . . . , Yn nadefinovany´ch v prˇedcha´zej´ıc´ı
kapitole, ktere´ jsou neza´visle´ a z nichzˇ kazˇde´ ma´ pravdeˇpodobnost u´speˇchu pii, i = 1, . . . , n.







popisuj´ıc´ı pocˇet ”u´speˇch˚u” v n pokusech. Takto nadefinovana´ promeˇnna´ Y ma´ binomicke´
rozdeˇlen´ı Bi(n, pi) (jak bylo uvedeno v kapitole 2):





piy(1− pi)n−y, , y = 0, 1, . . . , n. (5.5)
Nakonec uvazˇujeme N neza´visly´ch na´hodny´ch velicˇin Y1, Y2, . . . , YN , ktere´ odpov´ıdaj´ı
pocˇt˚um ”u´speˇch˚u” v N r˚uzny´ch skupina´ch, pro na´zornost je uvedena tabulka 5.1.
Podskupina
1 2 . . . N
U´speˇchy Y1 Y2 . . . YN
Neu´speˇchy n1 − Y1 n2 − Y2 . . . nN − YN
Soucˇet n1 n2 . . . nN
Tabulka 5.1: Cˇetnosti pro N binomicky´ch rozdeˇlen´ı
5.3.1. Maxima´lneˇ veˇrohodny´ odhad
Pro velicˇiny Yj ∼ Bi(nj, pij), j = 1, . . . , N lze zapsat veˇrohodnostn´ı a logaritmicko-
-veˇrohodnostn´ı funkci




































kde pij splnˇuj´ı model (5.2). Jak uzˇ bylo uvedeno veˇrohodnostn´ı odhady β̂ mus´ı by´t
vypocˇteny numericky, opeˇtovneˇ naprˇ´ıklad pouzˇit´ım algoritmu uvedene´ho v sekci 4.3.






kde i-ty´ diagona´ln´ı prvek je odhad rozptylu β̂i. Jeho druha´ odmocnina je odhad stan-
dardn´ı odchylky (β̂i).
Logaritmicko-veˇrohodnostn´ı funkce



























































tud´ızˇ deviance, odvozena´ v kapitole 4.6 ma´ pro tento prˇ´ıpad tvar






















Simulacˇn´ı prˇ´ıklady v programu
MATLAB
V te´to kapitole je uveden simulacˇn´ı program vytvorˇeny´ v softwaru MATLAB, ktery´ generuje
bina´rn´ı vy´stup s pravdeˇpodobnost´ı, ktera´ je urcˇena uzˇit´ım logitove´ho a probitove´ho mo-
delu. Na´sledneˇ jsou pomoc´ı implementovane´ funkce glmfit urcˇeny prˇ´ıslusˇne´ regresn´ı
parametry, ktere´ jsou vstupn´ımi hodnotami pro dalˇs´ı implementovanou funkci glmval,
ktera´ urcˇ´ı odhady bina´rn´ıho vy´stupu. Program take´ pocˇ´ıta´ prˇ´ıslusˇne´ smeˇrodatne´ od-
chylky a residua. Vsˇechny parametry jsou pocˇ´ıta´ny pro oba typy model˚u, pro logitovy´
jsou oznacˇeny L a pro probitovy´ P. Pro prˇehlednost jsou ve zdrojove´m ko´du uvedeny
komenta´rˇe. Program je ulozˇen na prˇilozˇene´m cd disku pod na´zvem simulations.m.
function[] = simulations(P, n, p)
% N=1 number of trials
% P probability of success
% binornd generates an nxp matrix containing random numbers from









% pi L probability by using logit model
% pi P probability by using probit model
% b L regression parameters for logit model
% b P regression parameters for probit model
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[b L,dev L,stats L] = glmfit(X, Y L, ’binomial’, ’link’, ’logit’);
[b P,dev P,stats P] = glmfit(X, Y P, ’binomial’, ’link’, ’probit’);
% Yfit L fitted values of Y L
% Yfit P fitted values of Y P
Yfit L = glmval(b L, X, ’logit’, ’size’, 1);
Yfit P = glmval(b P, X, ’probit’, ’size’, 1);
Y=[Y L, Yfit L, Y P, Yfit P];
% regression parameters for both models are displayed
b=[b L, b P];
disp(’ b L b P’);
disp(b);
% observated and estimated outputs for both models are displayed
disp(’ Y L Yfit L Y P Yfit P’);
disp(Y);
% standard errors of coefficient estimates b
results=[stats L.se,stats P.se];
disp(’ SE L SE P ’);
disp(results);
% vectors of residuals
results2=[stats L.resid, stats P.resid];
disp(’ residuals L residuals P ’);
disp(results2);
Program je vola´n prˇ´ıkazem simulations(P,n,p). Zvol´ıme-li naprˇ´ıklad P=0,4 (0,3),
n=10 (10), p=2 (3) pak vy´stupy programu jsou na´sleduj´ıc´ı
>>simulations(0.4,10,2) >>simulations(0.3,10,3)
b L b P b L b P
-1.3863 0.8416 0.0000 -14.7009
0.0000 0.0000 0.0000 0.0000
0.6931 25.1418 0.0000 28.6789
103.6397 -13.4147 102.5661 15.1316
102.5661 14.7009
Y L Yfit L Y P Yfit P Y L Yfit L Y P Yfit P
0.0000 0.2000 1.0000 0.8000 1.0000 1.0000 1.0000 0.5000
0.0000 0.3333 1.0000 1.0000 1.0000 1.0000 1.0000 0.6667
0.0000 0.2000 0.0000 0.8000 1.0000 1.0000 1.0000 0.6667
1.0000 0.2000 1.0000 0.8000 1.0000 1.0000 0.0000 0.6667
1.0000 1.0000 1.0000 1.0000 1.0000 0.5000 1.0000 1.0000
1.0000 1.0000 0.0000 0.0000 1.0000 1.0000 0.0000 0.5000
0.0000 0.3333 1.0000 1.0000 1.0000 0.5000 0.0000 0.0000
0.0000 0.2000 1.0000 0.8000 1.0000 1.0000 1.0000 1.0000
0.0000 0.2000 1.0000 0.8000 0.0000 0.5000 0.0000 0.0000
1.0000 0.3333 1.0000 1.0000 0.0000 0.5000 1.0000 1.0000
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SE L SE P SE L SE P
1.0e+007 1.0e+007
0.0000 0.0000 0.0000 0.4984
0.0000 0.0000 0.0000 0.0000
0.0000 0.4350 0.0000 0.5755
4.7453 0.6152 3.3554 0.4984
4.7453 0.4984
residuals L residuals P residuals L residuals P
-0.2000 0.2000 0.0000 0.5000
-0.3333 0.0000 0.0000 0.3333
-0.2000 -0.8000 0.0000 0.3333
0.8000 0.2000 0.0000 -0.6667
0.0000 0.0000 0.5000 0.0000
0.0000 -0.0000 0.0000 -0.5000
-0.3333 0.0000 0.5000 -0.0000
-0.2000 0.2000 0.0000 0.0000
-0.2000 0.2000 -0.5000 -0.0000
0.6667 0.0000 -0.5000 0.0000
Bina´rn´ı vy´stup s pravdeˇpodobnost´ı urcˇenou pomoc´ı logitove´ho modelu (pi L) je oznacˇen
Y L. Fitovane´ hodnoty Y L, z´ıskane´ pomoc´ı odhadnute´ho regresn´ıho parametru b L jsou
oznacˇeny Yfit L. Vektor residu´ı je oznacˇen residuals L a smeˇrodatne´ odchylky odhad-
nute´ho regresn´ıho parametru symbolem SE L. Analogicky jsou symbolem P oznacˇeny
vsˇechny vy´stupy pro probitovy´ model.
47





C´ılem te´to kapitoly je studovat imunitn´ı odezvu deˇtsky´ch pacient˚u v za´vislosti na dvana´cti
vybrany´ch typech gen˚u a odhalit jake´ kombinace jednotlivy´ch uvazˇovany´ch gen˚u jsou ve
studovane´ populaci deˇtsky´ch pacient˚u pravdeˇpodobneˇjˇs´ı ve srovna´n´ı s kontroln´ı zdravou
populac´ı.
Statisticka´ analy´za vycha´z´ı z datove´ho souboru, ktery´ byl z´ıska´n ve fakultn´ı nemocnici
v Brneˇ. Tato studie prob´ıhala od za´rˇ´ı 2003 do prosince 2006 a bylo do n´ı zahrnuto 1231
osob (579 deˇtsky´ch pacient˚u ve veˇku od 0 do 19 let a 641 zdravy´ch osob). U vsˇech
teˇchto osob bylo sledova´no na´sleduj´ıc´ıch dvana´ct gen˚u: CD14, BPI 216, Il-6 176, LBP
098, IL-RA, TLR 399, TLR 299, BPI Taq, LBP 429, IL 634, HSP70 a TNF beta. Jejich
studovane´ varianty byly veˇtsˇinou aa(2), ab(3), bb(4), prˇicˇemzˇ cˇ´ıslo uvedene´ v za´vorce
znacˇ´ı cˇ´ıselne´ zako´dova´n´ı prˇ´ıslusˇne´ varianty. Jedinou vy´jimkou byl gen IL-RA, protozˇe
jeho pozorovane´ cˇ´ıselne´ varianty byly 4,5,6,7,8 a 9. U sledovany´ch pacient˚u byla imunitn´ı
odezva meˇrˇena stupnˇem sepse v rozmez´ı 1 azˇ 6. Nejnizˇsˇ´ı hodnota sepse 1 odpov´ıdala
horˇecˇnaty´m stav˚um (teˇlesna´ teplota nad 39◦C nebo nad 38,5◦C nameˇrˇena´ na´sledovneˇ
ve dvou sˇestihodinovy´ch intervalech), hodnota 2 syndromu syste´move´ za´neˇtlive´ odpoveˇdi
(SIRS), hodnota 3 septicky´m stav˚um, hodnota 4 teˇzˇky´m septicky´m stav˚um, hodnota 5
korespondovala se septicky´m sˇokem a hodnota 6 mnohocˇetne´mu selha´n´ı orga´n˚u. Nav´ıc
byly u pacient˚u sledova´ny parametry pohlav´ı pacienta a identifika´tor prˇezˇit´ı.
7.1. Identifikace gen˚u vy´znamneˇ koreluj´ıc´ıch se stupnˇem
sepse
Z´ıskana´ datova´ matice obsahovala chybeˇj´ıc´ı pozorova´n´ı, cˇetnosti septicky´ch stav˚u vysˇsˇ´ıho
stupneˇ 5 nebo 6 byly prˇi neˇktery´ch vybrany´ch varianta´ch jednotlivy´ch studovany´ch gen˚u
velmi male´, cˇasto mensˇ´ı nezˇ 5. Proto bylo nutne´ neˇktere´ zjiˇsteˇne´ hodnoty neˇktery´ch
znak˚u prˇeko´dovat do mensˇ´ıho pocˇtu variant. U gen˚u BPI 216, Il-6 176, LBP 098,
TLR 399, TLR 299, BPI Taq a TNF beta byly sdruzˇeny trˇ´ıdy 3 a 4 (tj. ab + bb) a
oznacˇeny hodnotou 3, u gen˚u LBP 429, CD14, HSP70 a IL 634 byly sdruzˇeny trˇ´ıdy 2 a 3
(tj. aa + ab) a oznacˇeny hodnotou 3. Nakonec u genu IL RA byly sdruzˇeny varianty
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genu nizˇsˇ´ı nezˇ 6 do jedne´ trˇ´ıdy oznacˇene´ 2 a varianty genu vysˇsˇ´ı nezˇ 5 byly sdruzˇeny do
druhe´ trˇ´ıdy oznacˇene´ 3. T´ım byly z mozˇny´ch variant jednotlivy´ch gen˚u vytvorˇeny bina´rn´ı
znaky.
Da´le byla trˇemi zp˚usoby prˇeko´dova´na imunitn´ı odezva meˇrˇena´ stupnˇem sepse. Prvn´ım
zp˚usobem ko´dova´n´ı (K1) byly do jedne´ spolecˇne´ trˇ´ıdy zarˇazeny stupnˇe sepse 3, 4, 5 a 6.
Prˇi druhe´m zp˚usobu ko´dova´n´ı byl stupenˇ sepse kolapsova´n do dvou trˇ´ıd, z nichzˇ prvn´ı
tvorˇily zjiˇsteˇne´ septicke´ stavy 1,2 a 3 a druhou septicke´ stavy 4,5 a 6. Prˇi tomto zp˚usobu
ko´dova´n´ı odpov´ıdala prvn´ı ko´dovana´ trˇ´ıda septicky´m stav˚um, kdy nebylo zjiˇsteˇno zˇa´dne´
u´mrt´ı v cele´ skupineˇ pacient˚u a druha´ ko´dovana´ trˇ´ıda odpov´ıdala septicky´m stav˚um,
prˇi nichzˇ bylo registrova´no alesponˇ jedno u´mrt´ı pacienta. Prˇi trˇet´ım zp˚usobu ko´dova´n´ı
septicke´ho stavu K(3) byly vytvorˇeny dveˇ trˇ´ıdy (bina´rn´ı znak), prvn´ı tvorˇily lehcˇ´ı septicke´
stavy se stupni sepse 1, 2 a druha´ pak teˇzˇsˇ´ımi septicky´mi stavy se stupni sepse 3, 4, 5 a 6.
Pro takto prˇeko´dovane´ varianty gen˚u a septicke´ stavy byl proveden χ2 test (viz kapitola
2.2.2)pro oveˇrˇen´ı hypote´zy neza´vislosti sledovany´ch znak˚u. Vy´sledky provedeny´ch test˚u
jsou uvedeny v tabulce 7.1.
SEPSE
Ko´dova´n´ı K1 Ko´dova´n´ı K2 Ko´dova´n´ı K3
1,2,3+4+5+6 1+2+3,4+5+6 1+2,3+4+5+6
GEN p-hodnota p-hodnota p-hodnota
CD14 0.414208 0.343608 0.162284
BPI Taq 0.020326** 0.112715 0.029347**
BPI216 0.904392 0.324981 0.725063
LBP 098 0.740206 0.562559 0.554182
LBP 429 0.095515* 0.218131 0.044599*
Il-6 176 0.351378 0.614303 0.109453
IL 634 0.543610 0.548147 0.275953
IL-RA 0.829626 0.343000 0.769609
TLR 299 0.123549 0.061385* 0.044591**
TLR 399 0.523407 0.090972* 0.262400
HSP70 0.611179 0.067541* 0.389844
TNF beta 0.228803 0.620216 0.127004
Tabulka 7.1: V tabulce jsou uvedeny p-hodnoty χ2 testu neza´vislosti mezi prˇeko´dovanou
hodnotou stupnˇe sepse a prˇeko´dovanou variantou genu. Vy´sledky oznacˇene´ * jsou
vy´znamne´ na desetiprocentn´ı a vy´sledky oznacˇene´ ** na peˇtiprocentn´ı hladineˇ vy´znamnosti.
Z tabulky 7.1 je zjevne´, zˇe mezi geny, ktere´ se alesponˇ pro jedno ze trˇ´ı uvedeny´ch
ko´dova´n´ı uka´zaly jako vy´znamneˇ koreluj´ıc´ı s ko´dovanou hodnotou sepse jsou geny BPI
Taq, LBP 429, TLR 399, TLR 299 a HSP70.
7.2. Aplikace zobecneˇne´ho linea´rn´ıho modelu
Vsˇechny vy´sledky uvedene´ v te´to kapitole byly prova´deˇny v softwarove´m prostrˇed´ı
STATISTICA. Nejprve budeme pracovat se zobecneˇny´m linea´rn´ım model, jehozˇ vstupn´ımi
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promeˇnny´mi bude peˇt gen˚u, ktere´ byly vybra´ny v prˇedchoz´ı cˇa´sti, tedy BPI Taq, LBP
429, TLR 399, TLR 299 a HSP70.
V programu STATISTICA jsme nejprve importovali soubor geny1.xls ulozˇeny´ na
prˇilozˇene´m cd disku a posloupnost´ı prˇ´ıkaz˚u Statistiky  Pokrocˇile´ modely 
 Zobecneˇne´ linea´r./nelinea´r.modely jsme zvolili logitovy´ model.
Po zvolen´ı vstupn´ıch a vy´stupn´ıch hodnot do logitove´ho modelu jsme z´ıskali vy´sledky
analy´zy.
Pro zobrazen´ı vy´sledk˚u analy´zy slouzˇ´ı dialogove´ okno vyobrazene´ na na´sleduj´ıc´ım
obra´zku, pomoc´ı neˇj lze naprˇ´ıklad pouzˇit´ım tlacˇ´ıtka odhady zjistit odhady regresn´ıch
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parametr˚u, podobny´m zp˚usobem intervaly spolehlivosti teˇchto odhad˚u, jejich odhadnutou
korelacˇn´ı a kovariancˇn´ı matici, grafy prˇedpoveˇzeny´ch a pozorovany´ch hodnot a r˚uzne´ typy
rezidui´ı.
Nejd˚ulezˇiteˇjˇs´ım vy´sledkem te´to analy´zy je pro na´s prˇedpoveˇzen´ı vy´stupn´ı hodnoty
(klinicke´ho stavu) logitove´ho modelu. K tomu slouzˇ´ı tlacˇ´ıtko Prˇedpoveˇdi v za´lozˇce
Pru˚meˇry. Teˇmto peˇti gen˚um odpov´ıda´ 32 mozˇny´ch kombinac´ı, z toho sˇest kombinac´ı se v
pozorovane´ deˇtske´ populaci nevyskytovalo, tud´ızˇ vy´stupn´ı hodnoty klinicke´ho stavu pro neˇ
nemohli by´t odhadnuty. Proto byl gen TLR 399, ktery´ naby´val te´meˇrˇ stejny´ch hodnot jako
gen TLR 299, nahrazen genem Il6-176. Soubor s teˇmito geny (geny5sIL-6176.xls) byl
podle uvedene´ho postupu importova´n do programu STATISTICA a analyzova´n.
V na´sleduj´ıc´ı tabulce jsou uvedeny na´zvy sloupc˚u matice X. Pro tyto geny a jejich kom-
binace byly urcˇeny regresn´ı parametry logitove´ho modelu, prˇ´ıslusˇne´ smeˇrodatne´ odchylky
a p-hodnoty pro 5% hladinu vy´znamnosti, ktere´ jsou uvedneny na obra´zku 7.2.
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Obra´zek 7.1: Na´zvy sloupc˚u matice X
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Obra´zek 7.2: Odhady regresn´ıch parametr˚u
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Prˇedpoveˇzene´ hodnoty klinicke´ho stavu v za´vislosti na kombinac´ıch gen˚u jsou vy-
obrazeny na obra´zku 7.3. Bylo pouzˇito ko´dova´n´ı K3, kdy hodnota klinicke´ho stavu naby´va´
dvou hodnot, 0 pro sjednocene´ septicke´ stavy 3,4,5,6 a 1 pro lehcˇ´ı septicke´ stavy 1,2.
Hodnoty uvedene´ v tabulce urcˇuj´ı pravdeˇpodobnost, zˇe je pacient zarˇazen do septicke´ho
stavu ko´dovane´ho hodnotou 1. Naprˇ´ıklad naby´va´-li BPI Taq varianty 2(aa), LBP 429
varianty 3 (aa + ab), TLR 299 varianty 2 (aa), Il6-176 varianty 3 (ab + bb) a HSP70
varianty 4 (bb), pak te´to kombinaci odpov´ıda´ hodnota prˇedpoveˇzene´ho klinicke´ho stavu
0,6. Cozˇ znamena´ zˇe pacient ma´ 60% pravdeˇpodobnost, zˇe u neˇj nastane lehky´ septicky´
stav, nebo opacˇneˇ 40% pravdeˇpodobnost, zˇe u neˇj nastane teˇzˇky´ septicky´ stav. Z ta-
bulky lze tedy urcˇit, ktere´ kombinace variant gen˚u jsou pro deˇtske´ pacienty nebezpecˇne´
a naopak, ktere´ ne. V tabulce jsou take´ uvedeny prˇ´ıslusˇne´ smeˇrodatne´ odchylky, 95%
intervaly spolehlivosti a cˇetnosti, tedy kolikra´t se dana´ kombinace v datove´m souboru
vyskytovala.
Obra´zek 7.3: Prˇedpoveˇzene´ hodnoty
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Pomoc´ı dialogove´ho okna lze take´ vykreslit histogramy pozorovany´ch a prˇedpoveˇzeny´ch
hodnot, ty jsou pro na´sˇ konkre´tn´ı prˇ´ıpad zobrazeny na obra´zku predpozor.
Obra´zek 7.4: Histogramy pozorovany´ch a prˇedpoveˇzeny´ch hodnot
Pozna´mka 7.1. Protozˇe logitovy´ a probitovy´ model da´vaj´ı te´meˇrˇ stejne´ hodnoty, byl
uveden pouze postup pro volbu logitove´ho modelu. Prˇi volbeˇ probitove´ho modelu by byl
postup analogicky´ tomu, jezˇ byl v te´to kapitole popsa´n.
7.3. Diskuze vy´sledk˚u
Za´veˇrem lze tedy uve´st, zˇe pro kombinaci variant gen˚u BPI Taq = 2 (aa), LBP 429 =
= 3 (aa + ab), TLR 299 = 3 (ab + bb), Il6-176 varianty 3 (ab + bb) a HSP70 = 3 (aa
+ ab) je pravdeˇpodobnost, zˇe pacient bude spadat do kategorie teˇzˇky´ch septicky´ch stav˚u
rovna 77,7 %, stejneˇ tak pro BPI Taq = 2 (aa), LBP 429 = 4 (bb), TLR 299 = 2 (aa),
Il6-176 = 2 (aa) a HSP70 = 3 (aa + ab) tato pravdeˇpodobnost naby´va´ hodnoty 47,7%.
Naopak ma´-li pacient varianty gen˚u BPI Taq = 3 (ab+bb), LBP 429 = 4 (bb), TLR 299
= 2 (aa), Il6-176 = 3 (ab + bb) a HSP70 = 4 (bb), pak s pravdeˇpodobnost´ı prˇiblizˇneˇ
91,7% bude jeho klinicky´ stav odpov´ıdat hodnota´m lehke´ho septicke´ho stavu. Nutno
poznamenat, zˇe pro hlubsˇ´ı analy´zu, by meˇlo by´t provedeno veˇtsˇ´ı mnozˇstv´ı pozorova´n´ı,
jelikozˇ neˇktere´ kombinace gen˚u datovy´ soubor neobsahoval, tud´ızˇ nemohly by´t odhadnuty.




C´ılem te´to pra´ce bylo zave´st teorii zobecneˇny´ch linea´rn´ıch model˚u, ktera´ byla uvedena
ve cˇtvrte´ kapitole. Tomu ovsˇem prˇedcha´zely dveˇ d˚ulezˇite´ kapitoly, z nichzˇ v prvn´ı z nich
byla uvedena nutna´ teoreticka´ vy´chodiska pro na´sledny´ rozvoj teoreticke´ cˇa´sti te´to diplo-
move´ pra´ce a druhou byla kapitola popisuj´ı klasicky´ linea´rn´ı model, vcˇetneˇ dvou metod
pro urcˇova´n´ı odhad˚u regresn´ıch parametr˚u. Acˇkoliv je pra´veˇ klasicky´ linea´rn´ı model v
praxi cˇasto pouzˇ´ıva´n, jsou jeho prˇedpoklady mnohdy pro rea´lne´ proble´my velmi omezuj´ıc´ı,
proto byly zobecneˇny pro prˇ´ıpad zobecneˇne´ho linea´rn´ıho modelu. Pro zobecneˇny´ linea´rn´ı
model byl take´ uveden postup pro odhad regresn´ıch parametr˚u metodou maxima´ln´ı
veˇrohodnosti, volbu linkovac´ı funkce, testova´n´ı hypote´z a urcˇen´ı vhodnosti modelu.
V neposledn´ı rˇadeˇ byl zobecneˇny´ linea´rn´ı model specifikova´n pro logitovou a probitovou
analy´zu.
Tyto dva modely jsou pote´ prakticky vyuzˇity v na´sleduj´ıc´ıch kapitola´ch. Prvn´ı uva´d´ı
simulacˇn´ı prˇ´ıklad pomoc´ı vytvorˇene´ho programu simulations.m v softwaru MATLAB. V
dalˇs´ı kapitole je na zacˇa´tku popsa´n rea´lny´ statisticky´ soubor, ktery´ je na´sledneˇ analyzova´n
pomoc´ı softwarove´ho prostrˇed´ı STATISTICA. Kapitola popisuje postup prˇi pra´ci s t´ımto
programem spolu s na´zorny´mi uka´zkami.
C´ılem prova´deˇne´ analy´zy bylo urcˇit jake´ kombinace gen˚u jsou spjate´ s lehky´mi
septicky´mi stavy a ktere´ s teˇzˇky´mi stavy. Nejprve ovsˇem bylo nutne´ z´ıskany´ datovy´
soubor prˇeko´dovat tak, aby vstupn´ı i vy´stupn´ı parametry byly bina´rn´ı promeˇnne´ a takte´zˇ
urcˇit, ktere´ geny koreluj´ı se septicky´m stavem. Pote´ byl statisticky´ soubor zredukova´n
na peˇt vstupn´ıch parametr˚u, jimizˇ byly geny BPI Taq, LBP 429, TLR 299, IL6-176 a
HSP70 a jednu vy´stupn´ı hodnotu, kterou byl klinicky´ stav pacienta. Pomoc´ı programu
STATISTICA byly tedy urcˇeny odhady regresn´ıch parametr˚u pro prˇ´ıslusˇny´ logitovy´ model
a hlavneˇ byly uvedeny prˇedpoveˇzene´ hodnoty klinicke´ho stavu pro te´meˇrˇ vsˇechny mozˇne´
kombinace, pouze pro jednu nemohla by´t odhadnuta, protozˇe se dana´ kombinace gen˚u
ve sledovane´ populaci deˇtsky´ch pacient˚u nevyskytovala. Pro u´plnost byly take´ uvedeny
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Kapitola 9
Seznam pouzˇity´ch zkratek a symbol˚u
MVO maxima´lneˇ veˇrohodny´ odhad
RET rozdeˇlen´ı exponencia´ln´ıho typu
LRM linea´rn´ı regresn´ı model
ZLM zobecneˇny´ linea´rn´ı model
MNCˇ metoda nejmensˇ´ıch cˇtverc˚u
VMNCˇ va´zˇena´ metoda nejmensˇ´ıch cˇtverc˚u
NNLO nejlepsˇ´ı nestranny´ linea´rn´ı odhad
LV funkce logaritmicko veˇrohodnostn´ı funkce
Rn rea´lny´ n-rozmeˇrny´ eukleidovsky´ prostor
EX strˇedn´ı hodnota na´hodne´ velicˇiny X
DX rozptyl na´hodne´ velicˇiny X
F (x) distribucˇn´ı funkce na´hodne´ velicˇiny X
cov(X1, X2) kovariance na´hodny´ch velicˇin X1 a X2
var(X1) variancˇn´ı matice na´hodne´ velicˇiny X1
R(X1, X2) korelacˇn´ı koeficient na´hodny´ch velicˇin X1 a X2
σX smeˇrodatna´ odchylka na´hodne´ velicˇiny X
A(θ) alternativn´ı rozdeˇlen´ı o parametru θ
Bi(n, pi) binomicke´ rozdeˇlen´ı o parametrech n a pi
N(µ, σ2) norma´ln´ı rozdeˇlen´ı o parametrech µ a σ2
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Ex(λ) exponencia´ln´ı rozdeˇlen´ı o parametru λ
Po(λ) Poissonovo rozdeˇlen´ı o parametru λ
Γ(y, α) Gamma rozdeˇlen´ı o parametrech y a α
χ2(r) ch´ı-kvadra´t rozdeˇlen´ı o r stupn´ıch volnosti
Nn(µ,Σ) n-rozmeˇrne´ norma´ln´ı rozdeˇlen´ı o parametrech µ a Σ
Y
A∼ χ2(r) na´hodny´ vektor ma´ asymptoticky rozdeˇlen´ı χ2 o r stupn´ıch volnosti.
Symbol
A∼ je uzˇ´ıva´n i pro jina´ rozdeˇlen´ı.
Φ distribucˇn´ı funkce standardizovane´ho norma´ln´ıho rozdeˇlen´ı
f(x, θ) regula´rn´ı syste´m hustot
L(θ,x) veˇrohodnostn´ı funkce
l(θ,x) logaritmicka´ veˇrohodnostn´ı funkce
J(λ) Fisherova mı´ra informace
V (µ) variacˇn´ı funkce
Y vektor vysveˇtlovany´ch velicˇin
Yˆ vektor predikovany´ch hodnot vysveˇtlovany´ch velicˇin
β vektor regresn´ıch parametr˚u
βˆ vektor odhadnuty´ch regresn´ıch parametr˚u
ε vektor na´hodny´ch chyb
X matice vysveˇtluj´ıc´ıch velicˇin
h(X) hodnost matice X
X− pseudoinverzn´ı matice k matici X
I jednotkova´ matice
diag(x) diagona´ln´ı matice se slozˇkami vektoru x na hlavn´ı diagona´le
Tr(X) stopa matice X
f ′i = f
′
θi
parcia´ln´ı derivace funkce f podle i-te´ slozˇky vektoru θ
Se rezidua´ln´ı soucˇet cˇtverc˚u
ri i-te´ reziduum
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H matice projekce vektoru Y






W (β) va´hova´ matice








∆D = D0 −D1 rozd´ıl devianc´ı
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