Abstract. Sequent calculi usually provide a general deductive setting that uniformly embeds other proof-theoretical approaches, such as tableaux methods, resolution techniques, goal-directed proofs, etc. Unfortunately, in temporal logic, existing sequent calculi make use of a kind of inference rules that prevent the effective mechanization of temporal deduction in the general setting. In particular, temporal sequent calculi either need some form of cut, or they make use of invariants, or they include infinitary rules. This is the case even for the simplest kind of temporal logic, propositional linear temporal logic (PLTL). In this paper, we provide a complete finitary sequent calculus for PLTL, called FC, that not only is cut-free but also invariant-free. In particular, we introduce new rules which provide a new style of temporal deduction. We give a detailed proof of completeness.
Introduction
The development of automated deduction systems for temporal logic has followed two main proof-theoretical approaches: tableaux (see [12] ) and resolution (see [1] ), which are both refutational proof methods. Sequent calculi are usually used to provide a general deductive setting that uniformly embeds refutational methods and other deduction techniques such as goal-directed proofs or natural deduction. In temporal logic, tableaux methods generate graphs instead of the classical trees and resolution methods require more involved normal forms and inference rules than the classical clausal form and the classical resolution rule. This complicates the association of a sequent calculus proof to each tableaux graph or each resolution proof. In addition, existing sequent calculi for temporal logic (cf. [6, 8, 11] ) make use of a kind of inference rules that prevents this correspondence and complicates the implementation of temporal deduction in the general setting. In particular, temporal sequent calculi either need some form of cut (classical cut or invariant-based cut) or they include infinitary rules. Cut rules imply the "invention" of lemmata, called cut formula, for their application. Invariants are particular cut formulas for proving temporal eventualities. This is the case even for the simplest kind of temporal logic, propositional linear temporal logic (PLTL). In this sense, the formulation of a cut-free, invariant-free finitary sequent calculus, can be considered a relevant open problem that is solved in this paper.
More precisely, in [6] and [11] , two sequent calculi for PLTL with invariant-based rules are presented. In fact, in both approaches, they present a system including also a cut rule and then prove cut elimination. However, invariant-based rules for temporal connectives cannot be avoided. In [8] various sequent calculi are presented for PLTL without the until operator (this means that the logic considered has a limited expressive power). He provides completeness and cut-elimination proofs, together with various interesting reductions among the various calculi. However, every calculus includes either some infinitary rule or some invariant-based rule. Other proof-theoretic approaches for PLTL include its first axiomatizationá la Hilbert presented in [2] , and the first detailed description of a tableaux method for deciding the satisfiability of any PLTL-formula presented in [12] . The satisfiability problem for PLTL is PSPACE-complete (cf. [10] ). See [9] for a good survey about theorem-proving in PLTL and its extensions.
In this paper, we provide a complete finitary sequent calculus for PLTL, called FC, that not only is cut-free but also invariant-free. In particular, we introduce a new rule for the until operator that provides a new style of temporal deduction for eventualities. Moreover, deduction for "always"-formulas is also affected by this new style.
In order to show completeness, we have not followed the standard approach of, first, proving completeness including a cut rule in the calculus and, then, showing a cut elimination result (cf. [3] ). Actually, the first part of that approach, proving completeness of FC plus the cut rule, is quite easy. In particular, just with the rules in FC it is easy to derive every axiom (except the modus ponens rule) in the system proved complete in [5] . Obviously, with the addition of the cut rule one can easily derive modus ponens. Unfortunately, we have been unable to directly prove cut elimination. Instead, we have directly proved the completeness of FC, which indirectly means that the cut rule is not needed. The proof is partially inspired by the tableaux method proposed in [5] . In particular their notion of maximal strongly connected components has been very useful in our proof. However, unlike [5] , we use a filtration technique for constructing models from saturated consistent sets of formulas (as states).
The paper is organized as follows. Section 2 is a basic introduction to PLTL. In sections 3 and 4 we introduce our calculus FC, proving its soundness. More precisely, in section 3 we describe the basic rules for describing the next (•) and until ( U ) connectives, while in section 4 we present some useful derived rules describing, in particular, the rest of the temporal connectives. Section 5 presents the completeness proof of FC. Finally, in section 6 we draw some concluding remarks.
PLTL: Language and Model Theory
A PLTL-formula is built using the constant proposition F, propositional variables (denoted by lowercase letters p, q, . . .) from a set Prop, the classical connectives ¬ and ∨, and the temporal connectives • and U . A lowercase Greek letter (ϕ, ψ, χ, γ, . . .) denotes a formula and an uppercase one (Φ, ∆, Γ, Ψ, Ω, . . .) denotes a finite set of PLTL-formulas. PLTL-formulas of the form p and ¬p, where p ∈ Prop, are called literals and PLTL-formulas that do not begin with the connective ¬ are called positive. As usual other connectives can be defined in terms of the previous ones: T ≡ ¬F, ϕ ∧ ψ ≡ ¬(¬ϕ ∨ ¬ψ), ϕ ≡ T U ϕ, ϕ ≡ ¬ ¬ϕ. PLTL-formulas of the form ϕ U ψ and ϕ are called eventualities. In the rest of this paper, we simply say formula instead of PLTL-formula. The operator next translates any set of formulas into another (possibly empty) set of formulas next(Φ) = {ϕ | •ϕ ∈ Φ}.
It is well known that PLTL is a non-compact logic. As a consequence, strong completeness requires an infinitary proof system, whose deduction rules may require infinitely many premises. Our calculus is finitary, hence, as usual (see, e.g. [6] , [2] and [11] ), our completeness result is in this sense, weak. Therefore, along this paper, every set of PLTL-formulas is assumed to be finite. Given any (finite) set Φ = {ϕ 1 , . . . , ϕ n } we will use Φ ¬ to denote the formula ¬ϕ 1 ∨ . . . ∨ ¬ϕ n . In particular, Φ ¬ is the constant F when Φ is empty. 
This is extended to sets in the usual way:
We say that M is a model of Φ, in symbols M |= Φ, iff M, 0 |= Φ. A satisfiable set of PLTL-formulas has at least one model, otherwise it is unsatisfiable. The logical consequence relation between a set of formulas Φ and a formula χ, denoted as Φ |= χ, is defined in the following way:
Φ |= χ iff for every PLTL-structure M and every j ∈ IN :
The Sequent Calculus FC
In this section, we introduce a sound and complete sequent calculus, called FC, that is fully free of cut. That is, in FC there are neither classical cut rules nor invariant-based rules for temporal connectives. The calculus FC uses asymmetric sequents, i.e. sequents formed by a set of assumptions and a single conclusion. The former set is called the antecedent of the sequent and the latter formula is called the consequent. We write ∆ χ to represent a sequent whose antecedent is ∆ and whose consequent is χ. We have preferred to formulate the calculus by means of asymmetric (or one-conclusion)
Classical connectives rules sequents, instead of symmetric (multiple-conclusioned) sequents, because the former are closer to natural deduction and captures better our intuition in logical reasoning. A multiple-conclusioned system can be easily obtained from FC. For getting rid of some rules and giving a more compact presentation, we could also take the one-sided sequent approach (also known as Tait-style). However, it requires to keep formulas in negation normal form and results a bit more unusual and unnatural at first sigth. The calculus FC consists of the primitive rules that are summarized in Fig. 1 . We have split these rules into three packages. Two of them consist of rules for classical and temporal connectives, respectively. These rules follow the traditional style of introduction of the connective in the left/right part of the sequent. In addition we need some structural rules which form the third package.
The rules for classical connectives are classical. With respect to the temporal connectives, the three rules for the next operator, (R•L), (¬•L) and (R•¬), are well known in the literature of PLTL. Besides, by means of ( U L) i we represent two rules for two different δ i where i = 1 or i = 2. The rules ( U L) 1 and (R U ) are also well known. Both are included in the existing Gentzen systems where other invariant-based rules for the until operator are given (cf. [6, 11] ). Instead, we add a rule ( U L) 2 which does not require invariant generation. This rule ( U L) 2 , which up to our knowledge is completely new, can be considered quite peculiar, since the second premise includes a formula which depends on the whole conclusion of the rule. 3 In addition ( U L) 2 leads to a new deduction style that is opposite, in some sense, to the invariant-based reasoning. The underlying idea in the rule ( U L) 2 is that the sequences of states along which the satisfaction of an eventuality is delayed should be ever-changing sequences. In the proof of the soundness theorem, we show in detail that the rule ( U L) 2 is correct. We believe that this correctness proof reflects the intuition behind the rule.
Regarding structural rules, (•F) is the only rule that is not a classical rule. At first sight, the introduction of the weakening rule (W k) in the structural package could be surprising since very commonly (W k) is an elementary property and an admissible rule. However, the form of the rule ( U L) 2 prevents that traditional methods for proving admissibility (cf. [7] ) could be applied to the calculus FC. Although experimental work (see Example 6) indicates that (W k) could be admissible in FC, this is still an interesting open problem. This work is mainly focused in completeness, the minimality of the calculus remains as future work.
An FC-proof is a tree (written right side up, with its root on the bottom) labelled with sequents. The sequent to be proved labels its root, the leaves are labelled with axioms (which are rules without premises), and all the local subtrees must be accepted by some inference rule in FC. In the Examples 4 and 5, we give a sequence of sequents that ends with the root (the proved sequent) and add additional information for describing the structure of the tree.
The expression Γ FC χ is used to denote that there exists an FC-proof of the sequent Γ χ. We say that a set of formulas Γ is FC-consistent if and only if Γ FC F. The soundness of FC means that every FC-provable sequent, namely Γ χ, is correct regarding to logical consequence. In particular, every satisfiable set of formulas is FCconsistent.
Theorem 3. For any set of formulas
Proof. By induction on the length of the FC-proof, it suffices to prove that every primitive rule of FC (see Fig. 1 ) is correct in the sense of preserving the logical consequence relation between the antecedent and the consequent. Now, the correctness proof of most rules is just routine. Actually, the only correctness proof that poses some difficulties is the proof of the rule ( U L) 2 . Hence, we only give the details for this rule.
We will show that, if we assume that ∆ ∪ {ϕUψ, ¬χ} is satisfiable, then we would build a countermodel for some of the two premises of the rule ( U L) 2 . Let M, i |= ∆ ∪ {ϕUψ, ¬χ} and s 1 the least s ≥ i such that M, s |= ψ. If s 1 = i then M, i serves as countermodel for the first premise. Otherwise, if s 1 > i, let s 2 be the greatest s such that i ≤ s < s 1 and M, s |= ∆ ∪ {ϕUψ, ¬χ}. As a consequence of the choice of s 1 and s 2 2 is a countermodel of the second premise.
Derived Rules and Proofs
In this section we present some derived rules that can be used as a shortcut for several lines of primitive-rules-only proofs. Actually, some of these rules are used below in the proof of the completeness theorem.
The first group of derived rules, including the contraposition rules (Cp1) and (Cp2), can be derived in a standard way from the classical primitive rules in FC.
For the temporal connectives, the following derived rules will be used later:
Other derived rules allow us to reason about the rest of the classical or temporal connectives, which have been introduced as a shorthand to abbreviate some formulas. For instance, since ϕ ∧ ψ stands for ¬(¬ϕ ∨ ¬ψ), the classical sequent rules for ∧ can be derived:
Likewise, using the abbreviations ϕ and ϕ for T U ϕ and ¬ ¬ϕ, respectively, we are also able to derive the following useful rules:
and (¬•L), the following contradiction rule is also derivable:
It is well known that the until operator U is not expressible in temporal logic with only
•, , and as temporal operators (cf. [4, 2] ). As a consequence a complete calculus for the sublogic that uses instead of U cannot be derived (by abbreviation) from FC, since the rule ( L) 2 needs the until operator for expressing its second premise. Let us now illustrate the FC-style of natural reasoning by means of some examples of FC-proofs. In order to allow easier reading, we have underlined, at each step, the formulas that are related with the applied deduction rule.
Example 4.
The following proof shows that p, (¬p ∨ •p) FC p. This is a typical property of induction on time. We have used ϕ to abbreviate (¬p ∨ •p). It is worthy to note that { β, •((ϕ∨¬ β) U ψ)} and { β, •(ϕ U ψ)} are equivalent sets of formulas. As a consequence, the above proof could be simplified if the sequent to be derived at step 10 were p, ϕ,
A practical implementation of FC should apply the rules ( U L) 2 (and also ( L) 2 and 2 should take into account the equivalence of the following two sets of formulas:
Note that the former pair of equivalent sets is a particular case of the latter one.
Example 5.
The following is an FC-proof of the sequent p U q, ¬q • q:
It is easy to check that using only the rule ( U L) 1 we cannot prove the sequent. It could be believed that (W k) is essential for proving this kind of sequents, where some part of the antecedent is unnecessary for entailing the consequent. However, the following is a scketch of an FC-proof of the sequent q, p U F F that does not use the rule (W k):
The first two main goals are: q, F F and q, p, ¬F, •((p ∧ (¬q ∨ F)) U F) F. The former is an instance of (As), while the latter reduces to 2 and (∧L), we obtain two new goals. The first is F F, which is an (As). The second goal is
This (W k)-free deduction style can be easily generalized to any sequent of the form ∆, ϕ U F F, since the maximum number of nested next operators in ∆, ϕ is finite. In fact, we conjecture that (W k) is admissible in FC.
The Completeness of FC
In this section, we prove that FC is a complete calculus using the technique of filtration. In particular, we define a notion of saturated set of formulas that enables the construction of a model for any set of formulas Φ such that Φ FC F. To this end, we first build a nondeterministic structure in which this model is embedded. The idea of using maximal strongly connected components, inspired by [5] , is crucial in handling eventualities in this nondeterministic structure.
In the first subsection, we introduce a notion of saturation for sets of formulas which preserves FC-consistency. In the second subsection, we show how to associate a nondeterministic structure to any FC-consistent set of formulas. Finally, we prove the completeness of the calculus FC.
Saturated Sets of Formulas
The closure of a set of formulas Φ consists of all formulas that we may use for constructing a model of Φ. 
For example, if Φ is the singleton {p ∧ (p U ¬•q)} then clo(Φ) consists of the union of the following four sets:
where the first set is subform(Φ), whose joint with the second set constitutes basic(Φ). The last two sets respectively correspond with the two final extensions in the above definition.
Now, we define a successor relation on sets of formulas.
Definition 8.
Let Ω 1 and Ω 2 be two subsets of clo(Φ) for some set Φ. We say that Ω 2
The set of Φ-successors of a given set of formulas Ω is
succ Φ (Ω) = {Ω ⊆ clo(Φ) | Ω is a Φ-successor of Ω}.
Definition 9.
We say that a set Ω of formulas is saturated iff it satisfies the following conditions:
Given a set Φ, we denote by satur(Φ) the set of all saturated subsets of clo(Φ). For any Γ ⊆ clo(Φ), we denote by satur Γ (Φ) the subset of satur(Φ) that includes all the supersets of Γ . In particular, satur(Φ) = satur ∅ (Φ) where ∅ denotes the empty set.
For the additionally defined connectives, the saturation conditions are easily deduced from Definition 9.
Proposition 10. The saturation conditions for ∧, and are:
Note that if Φ is finite so is clo(Φ). As a consequence, every Ω ∈ satur(Φ) is also finite.
The following lemma states that any subset of a FC-consistent set can be extended to a saturated set while preserving the consistency of the whole set.
Lemma 11. For all sets of formulas Φ, Ψ, Γ such that Γ ⊆ clo(Φ) and Γ, Ψ FC F, there exists at least one
Proof. Suppose that Γ , Ψ FC F for all Γ ∈ satur Γ (Φ). Then, a FC-proof of Γ, Ψ F can be easily built using these sequents as leaves and the rules
Note that Ψ (in the above lemma) is not required to be a subset of the closure of Φ. It could be seen as the context of Γ and, in particular, it could be empty.
Nondeterministic Models of FC-Consistent Sets
We are going to build a model whose states are FC-consistent saturated sets. We use the following notion of nondeterministic PLTL-structure for representing collections of PLTL-structures. In fact, each infinite path in a nondeterministic PLTL-structure is a PLTL-structure.
-S G is a finite non-empty set of states
A path π in a nd-PLTL-structure G is a non-empty sequence of states s 0 , s 1 , . . . ∈ S G and s i ∈ R G (s i−1 ) for all i ≥ 1.
We denote by R + G and R * G the transitive closure and the reflexive-transitive closure of the reachability relation R G , respectively. there exists a finite path s 0 , s 1 , . . ., s n in S G such that s = s 0 , G, s n |= ψ and G, s i |= ϕ for every 0 ≤ i ≤ n − 1.
Definition 14. The truth of a formula ϕ in a state s of a nd-PLTL-structure G, denoted by G, s |= ϕ, is defined as in the Definition 2, except for the temporal operators:
Note that, the above satisfaction definition of U only requires the existence of a path because nd-PLTL-structures could contain infinite paths that repeat infinitely many times a subsequence of states and do not reach some other finitely reachable states. Now, we associate a nondeterministic structure to any consistent set.
Definition 15. For any given FC-consistent set of formulas Φ,
is the nd-PLTL-structure where
Note that, according to Corollary 12, S GΦ cannot be empty. In the rest of this section we will assume that Φ is always an FC-consistent set of formulas and G Φ is its associated nd-PLTL-structure. Now, we will show how the notion of maximal strongly connected components [5] yields a partition in S GΦ .
Definition 16. A strongly connected component (scc, for short) is a subset S of S GΦ such that every pair formed by two different states
A maximal scc (mscc, for short) is an scc S such that there is no scc S ⊆ S GΦ that satisfies S S .
We will denote by [Ω] the mscc where Ω is included and ⇒ is the binary relation induced by R GΦ as follows:
[
Proof. By induction on n. The case n = 0 trivially holds. For n ≥ 1, we distinguish the following cases. First, if either i = n and there exists j ≤ n − 1 such that ϕ U ψ ∈ Ω j or 1 ≤ i < n, then the property holds by the induction hypothesis. Second, if i = n and
which would mean ϕ U ψ ∈ Ω n . The next proposition shows how negated eventualities propagate in G Φ .
Proposition 21.
Let Ω ∈ S GΦ such that ¬(ϕ U ψ) ∈ Ω. Then, every finite path π = Ω 0 , Ω 1 , . . . , Ω n in S GΦ such that Ω 0 = Ω satisfies one of the two following properties:
Proof. By induction on n.
Since Ω is saturated, the case n = 0 is trivial. Proof. For a trivial mscc, this is an easy consequence of Lemma 18. Hence, we assume
[Ω] to be a nt-mscc which is not self-fulfilling. That is, there is some Ω 0 ∈ [Ω] and some formula ϕ U ψ ∈ Ω 0 such that there does not exist a finite path Ω 0 , Ω 1 , . . ., Ω n in [Ω] such that ψ ∈ Ω n and ϕ ∈ Ω i for every 0 ≤ i < n . Then, for all ∆ ∈ [Ω]:
Let us consider the subset of S GΦ formed by all the states that are successors of some state in [Ω]: 
Hence, by rules ( U L) 2 and (¬L), we have that Lemma 11 , there exists at least one set ∆ ∈ satur
, ∆ is also FC-consistent. Hence, ∆ ∈ S GΦ and, by construction ∆ ∈ R GΦ (∆) ⊆ S([Ω]). Therefore, ∆ ∈ [Ω], since we are supposing that
It is worthy to note that R GΦ (∆) should be non-empty by Lemma 18. Besides, since ¬ψ ∈ ∆ (by construction) and ∆ , (ϕ ∧ ∆ ¬ ) U ψ F C F, the rules ( U L) 2 and (CdL) allow us to conclude that 
In particular, for such n we have that 
For ¬(ϕ U ψ) formulas, by the above Proposition 21 and the induction hypothesis there does not exist any finite path
Model Existence and Completeness
Using the nondeterministic structure G Φ (which was defined in the previous subsection), we are now able to build a model of any FC-consistent set. 
Concluding Remarks
We have introduced a sound and complete (finitary) sequent calculus FC for the logic PLTL. The calculus FC is cut-free and invariant-free and it leads to a new deduction style in temporal logic. We are working on the mechanization of the calculus FC in the generic proof-assistant Isabelle (cf. http://isabelle.in.tum.de) in order to allow the interactive formalization of FC-proofs for temporal properties. Tableaux and resolution methods are better suited for completely automatic theorem proving. In this regard, the rules ( U L) 2 and ( L) 2 give rise to new ideas for improving the existing methods of temporal tableaux and temporal resolution. Following these ideas, we are also working on avoiding the construction of the whole states-graph in the tableaux framework and the construction of invariants in the resolution setting. These methods should manage formulas of the form (∆ ¬ ∧ ϕ) U ψ such that ∆ is also part of the set of formulas to be processing. Hence, from the point of view of efficiency, shared formulas would be very useful for practical implementation. Additional future work includes the extension of this ideas to the branching case, the first-order case (in spite of its incompleteness) or its complete fragments.
