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Abstract
In this paper we study the Szeged index of partial cubes and hence generalize the result proved by V. Chepoi
and S. Klavzˇar, who calculated this index for benzenoid systems. It is proved that the problem of calculating
the Szeged index of a partial cube can be reduced to the problem of calculating the Szeged indices of weighted
quotient graphs with respect to a partition coarser than Θ-partition. Similar result for the Wiener index was
recently proved by S. Klavzˇar and M. J. Nadjafi-Arani. Furthermore, we show that such quotient graphs of
partial cubes are again partial cubes. Since the results can be used to efficiently calculate the Wiener index
and the Szeged index for specific families of chemical graphs, we consider C4C8 systems and show that the
two indices of these graphs can be computed in linear time.
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1. Introduction
In the present paper the Szeged index and the Wiener index of partial cubes are investigated. Our main
result extends a parallel result about the Szeged index of benzenoid systems [6] to all partial cubes. In [6]
the corresponding indices were expressed as the sum of indices of three weighted quotient trees, while in
the general case these trees are quotient graphs of a partial cube with respect to a partition coarser than5
Θ-partition.
Partial cubes constitute a large class of graphs with a lot of applications and includes, for example,
many families of chemical graphs (benzenoid systems, trees, C4C8 systems, phenylenes, cyclic phenylenes,
polyphenylenes). Therefore, our results can be used to calculate the indices of a particular family of chemical
graphs in linear time.10
The Wiener index and the Szeged index are some of the most commonly studied topological indices. Their
history goes back to 1947, when H. Wiener used the distances in the molecular graphs of alkanes to calculate
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their boiling points [30]. This research has led to the Wiener index, which is defined as
W (G) =
∑
{u,v}⊆V (G)
dG(u, v).
In that paper it was also noticed that for every tree T it holds
W (T ) =
∑
e=uv∈E(T )
nu(e)nv(e),
where nu(e) denotes the number of vertices of T whose distance to u is smaller than the distance to v and
nv(e) denotes the number of vertices of T whose distance to v is smaller than the distance to u. Therefore,
a proper generalization to any graph was defined in [12] as
Sz(G) =
∑
e=uv∈E(G)
nu(e)nv(e).
This topological index was later named as the Szeged index. For some recent results on the Wiener index
and the Szeged index see [1, 11, 22, 23, 25, 28]. Moreover, some other variants of the Wiener index were15
introduced, for example Wiener polarity index (see [10, 24, 26]).
The Wiener index, due to its correlation with a large number of physico-chemical properties of organic
molecules and its interesting mathematical properties, has been extensively studied in both theoretical and
chemical literature. Later, the Szeged index was introduced and it was shown that it also has many applica-
tions, for example in drug modelling [17] and in networks [21, 27].20
The paper reads as follows. In the next section we give some basic definitions needed later. In Section 3
we prove that the problem of calculating the Szeged index of a partial cube can be reduced to the problem
of calculating the Szeged indices of weighted quotient graphs with respect to a partition coarser than Θ-
partition. It turns out that such quotient graphs are again partial cubes. We also consider a similar result
for the Wiener index, which was proved in [20] under the name partition distance. In Section 4 we show that25
the mentioned results generalize already known results for benzenoid systems (see [4, 6]) and apply them to
C4C8 systems. Furthermore, we demonstrate with an example that the method can also be used to calculate
the corresponding indices by hand.
2. Preliminaries
The distance dG(x, y) between vertices x and y of a graph G is the length of a shortest path between30
vertices x and y in G. We also write d(x, y) for dG(x, y).
Two edges e1 = u1v1 and e2 = u2v2 of graph G are in relation Θ, e1Θe2, if
dG(u1, u2) + dG(v1, v2) 6= dG(u1, v2) + dG(u1, v2).
Note that this relation is also known as Djokovic´-Winkler relation (see [8, 31]). The relation Θ is reflexive
and symmetric, but not necessarily transitive. We denote its transitive closure (i.e. the smallest transitive
2
relation containing Θ) by Θ∗. Let E = {E1, . . . , Er} be the Θ
∗-partition of the set E(G). Then we say that
a partition {F1, . . . , Fk} of E(G) is coarser than E if each set Fi is the union of one or more Θ
∗-classes of G35
(see [20]).
The hypercube Qn of dimension n is defined in the following way: all vertices of Qn are presented as n-tuples
(x1, x2, . . . , xn) where xi ∈ {0, 1} for each 1 ≤ i ≤ n and two vertices of Qn are adjacent if the corresponding
n-tuples differ in precisely one coordinate. Therefore, the Hamming distance between two tuples x and y is
the number of positions in x and y in which they differ.40
Let G be a graph and e = uv an edge of G. Throughout the paper we will use the following notation:
N1(e|G) = {x ∈ V (G) | dG(x, u) < dG(x, v)},
N2(e|G) = {x ∈ V (G) | dG(x, v) < dG(x, u)}.
Also, for s ∈ {1, 2}, let
ns(e|G) = |Ns(e|G)|.
A subgraph H of G is called an isometric subgraph if for each u, v ∈ V (H) it holds dH(u, v) = dG(u, v). Any
isometric subgraph of a hypercube is called a partial cube. We write 〈S〉 for the subgraph of G induced by
S ⊆ V (G). The following theorem puts forth two fundamental characterizations of partial cubes, cf. [14]:
Theorem 2.1. For a connected graph G, the following statements are equivalent:
(i) G is a partial cube.45
(ii) G is bipartite, and 〈N1(e|G)〉 and 〈N2(e|G)〉 are convex subgraphs of G for all e ∈ E(G).
(iii) G is bipartite and Θ = Θ∗.
Note that the characterization (ii) is due to Djokovic´ (1973), and (iii) to Winkler (1984). Is it also known
that if G is a partial cube and E is a Θ-class of G, then G−E has exactly two connected components, namely
〈N1(e|G)〉 and 〈N2(e|G)〉, where ab ∈ E. For more information about partial cubes see [14].50
Let H and G be arbitrary graphs. Then a mapping α : V (H) → V (G) is an isometric embedding, if
dH(u, v) = dG(α(u), α(v)) for each u, v ∈ V (H).
Suppose Π is a partition of the vertex set of a graph G. The quotient graph G/Π is a graph with vertex set
Π, and for which distinct classes C1, C2 ∈ Π are adjacent if some vertex in C1 is adjacent to a vertex of C2.
If F ⊆ E(G), let ΠF be the partition of V (G) whose classes are the vertices of the connected components of55
G− F . The graph G/ΠF is also denoted by G/F .
Using the notation defined above, the Szeged index of a graph G is defined as
Sz(G) =
∑
e∈E(G)
n1(e|G)n2(e|G).
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Now we extend the definitions of the Wiener index and the Szeged index to weighted graphs as follows. Let
G be a graph and let w : V (G) → R+ and w′ : E(G) → R+ be given functions. Then (G,w) and (G,w,w′)
are a vertex-weighted graph and a vertex-edge-weighted graph, respectively. The vertex-weighted Wiener index
[18] of (G,w) is defined as
W (G,w) =
1
2
∑
u∈V (G)
∑
v∈V (G)
w(u)w(v)dG(u, v).
Furthermore, if e = uv is an edge of G and s ∈ {1, 2}, set
ns(e|(G,w)) =
∑
x∈Ns(e|G)
w(x).
The Szeged index of a vertex-edge-weighted graph [29] is defined as
Sz(G,w,w′) =
∑
e∈E(G)
w′(e)n1(e|(G,w))n2(e|(G,w)).
If G is a partial cube and E a Θ-class, then for any two edges e, f ∈ E and s ∈ {1, 2} it holds
Ns(e|G) = Ns(f |G).
Therefore, it is legitimate to define
ns(E|G) = ns(e|G),
ns(E|(G,w)) = ns(e|(G,w)),
where e ∈ E.
3. The Szeged index and the Wiener index of partial cubes60
In this section we prove the main result of the paper. We start with the following basic proposition, the
details can be found in [19].
Proposition 3.1. Let G be a partial cube with n vertices and let E1, E2, . . . , Er be its Θ-classes. Then
W (G) =
r∑
i=1
n1(Ei|G)n2(Ei|G)
and
Sz(G) =
r∑
i=1
|Ei|n1(Ei|G)n2(Ei|G).
The above proposition can be useful for deriving closed formulas for some families of graphs. But since the
number of Θ-classes of a partial cube can be very large, in the rest of this section we generalize this result
such that the computation is possible for any partition of E(G) coarser than Θ-partition. As a consequence,65
the calculation of these two indices will be much more efficient. To prove the main theorem, some preparation
is needed. The following lemma claims that every quotient graph obtained from a partition coarser than the
Θ-partition is again a partial cube.
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Lemma 3.2. Let G be a partial cube. If {F1, . . . , Fk} is a partition coarser than the Θ-partition, then G/Fi
is a partial cube for each i, 1 ≤ i ≤ k.70
Proof. Let Fi be the union of Θ-classes Ei,1, . . . , Ei,r(i) and j ∈ {1, . . . , r(i)}. Since G is a partial cube,
the graph G−Ei,j has exactly two connected components; denote these two components by C
j
0 and C
j
1 . We
define function ℓj : V (G/Fi)→ {0, 1} in the following way:
ℓj(x) =


0; x is a subgraph of Cj0
1; x is a subgraph of Cj1
for every x ∈ V (G/Fi).
Let ℓ : V (G/Fi)→ {0, 1}
r(i) be defined as
ℓ(x) = (ℓ1(x), . . . , ℓr(i)(x))
for each x ∈ V (G/Fi).
Let x, y ∈ V (G/Fi). One can easily find a path from x to y in G/Fi which has length
∑r(i)
j=1 |ℓj(x)−ℓj(y)|.
Therefore,
dG/Fi(x, y) ≤
r(i)∑
j=1
|ℓj(x)− ℓj(y)|.
To prove the other inequality, let P be a shortest path from x to y in G/Fi. Suppose that |E(P )| <∑r(i)
j=1 |ℓj(x) − ℓj(y)|. It follows that there exists j ∈ {1, . . . , r(i)} such that ℓj(x) 6= ℓj(y) and no edge of P
corresponds to the Θ-class Ei,j . We obtain that there exists a path Q in G from a vertex in x to a vertex in
y, such that no edge of Q is contained in Ei,j . Therefore, x and y are in the same connected component of
the graph G− Ei,j . This is a contradiction, since ℓj(x) 6= ℓj(y). Hence,
dG/Fi(x, y) =
r(i)∑
j=1
|ℓj(x)− ℓj(y)|,
which is the Hamming distance. Obviously, ℓ is an isometric embbeding into r(i)-dimensional hypercube.75
Therefore, G/Fi is a partial cube. 
Let G be a partial cube and let {F1, . . . , Fk} be a partition coarser than the Θ-partition. We next extend
the quotient graphs G/Fi, i ∈ {1, . . . , k}, to weighted graphs as follows:
1. for x ∈ V (G/Fi), let wi(x) be the number of vertices in the connected component x of G− Fi,
2. for xy ∈ E(G/Fi), let w
′
i(xy) be the number of edges in Fi with one end-point in x and another in y.80
Now we are ready to state the following lemma.
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Lemma 3.3. Let G be a partial cube and {F1, . . . , Fk} a partition coarser than the Θ-partition. Moreover,
let (G/Fi, wi, w
′
i) be the weighted quotient graph for some i ∈ {1, . . . , k} and ℓ the function defined in the
proof of Lemma 3.2. Let Fi be the union of Θ-classes Ei,1, . . . , Ei,r(i) and j ∈ {1, . . . , r(i)}. Then
Ui,j = {xy ∈ E(G/Fi) | ℓj(x) 6= ℓj(y) and ℓt(x) = ℓt(y) where t 6= j}
is a Θ-class of G/Fi and
|Ei,j | =
∑
f∈Ui,j
w′i(f).
Moreover, if s ∈ {1, 2}, then
ns(Ei,j |G) =
∑
x∈Ns(Ui,j |(G/Fi))
w(x).
Proof. That the set Ui,j is a Θ-class of G/Fi follows directly from the fact that ℓ is the Hamming distance
and G/Fi is a partial cube (see Lemma 3.2).
Every edge f ∈ Ui,j represents w
′(f) edges of Ei,j . Also, any edge e ∈ Ei,j is represented by some edge
f ∈ Ui,j, since each edge of G is in exactly one Θ-class of G. Hence,
|Ei,j | =
∑
f∈Ui,j
w′i(f).
Let s ∈ {1, 2}. Every vertex x ∈ Ns(Ui,j |(G/Fi)) represents w(x) vertices of Ns(Ei,j |G). Conversely, any
vertex v ∈ Ns(Ei,j |G) is represented by exactly one vertex x ∈ Ns(Ui,j |(G/Fi)). Therefore,
ns(Ei,j |G) =
∑
x∈Ns(Ui,j |(G/Fi))
w(x).

The main result of this paper now follows from Lemma 3.3.85
Theorem 3.4. Let G be a partial cube. If {F1, . . . , Fk} is a partition coarser than the Θ-partition, then
Sz(G) =
k∑
i=1
Sz(G/Fi, wi, w
′
i).
Proof. Let all the notation be the same as in Lemma 3.3. Recall that E is a Θ-partition of the set E(G).
By Proposition 3.1 we obtain
Sz(G) =
∑
e∈E(G)
n1(e|G)n2(e|G)
=
∑
E∈E
|E|n1(E|G)n2(E|G)
=
k∑
i=1
r(i)∑
j=1
|Ei,j |n1(Ei,j |G)n2(Ei,j |G).
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Using Lemma 3.3 it follows
Sz(G) =
k∑
i=1
r(i)∑
j=1
( ∑
f∈Ui,j
w′i(f)
)
·
( ∑
x∈N1(Ui,j |(G/Fi))
w(x)
)
·
( ∑
x∈N2(Ui,j |(G/Fi))
w(x)
)
=
k∑
i=1
r(i)∑
j=1
( ∑
f∈Ui,j
w′i(f)
)
· n1(Ui,j |(G/Fi, wi)) · n2(Ui,j |(G/Fi, wi))
=
k∑
i=1
r(i)∑
j=1
( ∑
f∈Ui,j
w′i(f) · n1(Ui,j |(G/Fi, wi)) · n2(Ui,j |(G/Fi, wi))
)
=
k∑
i=1
(
r(i)∑
j=1
∑
f∈Ui,j
w′i(f) · n1(f |(G/Fi, wi)) · n2(f |(G/Fi, wi))
)
.
In the last step we have taken into account that Ui,j is a Θ-class and therefore,
ns(Ui,j |(G/Fi, wi)) = ns(f |(G/Fi, wi))
for any f ∈ Ui,j and s ∈ {1, 2}. Since {Ui,1, . . . , Ui,r(i)} is a partition of the set E(G/Fi), we finally deduce
Sz(G) =
k∑
i=1
( ∑
f∈E(G/Fi)
w′i(f) · n1(f |(G/Fi, wi)) · n2(f |(G/Fi, wi))
)
=
k∑
i=1
Sz(G/Fi, wi, w
′
i)
and the proof is complete. 90
At the end of this section we also consider the Wiener index of partial cubes. This problem was solved
in [20], where it was shown that the Wiener index of an arbitrary connected vertex-weighted graph can be
computed as the sum of the Wiener indices of weighted quotient graphs with respect to a partition coarser
than Θ∗-partition. Since for the partial cubes it holds Θ = Θ∗, we get the following result, which is a corollary
of [20, Theorem 3.3].95
Corollary 3.5. [20] Let G be a partial cube. If {F1, . . . , Fk} is a partition coarser than the Θ-partition, then
W (G) =
k∑
i=1
W (G/Fi, wi).
4. Applications to benzenoid systems and C4C8 systems
It is known that the Wiener index and the Szeged index of a bezenoid system can be computed as the sum of
the corresponding indices of weighted quotient trees, see [6, Proposition 2] and [6, Proposition 3]. Moreover,
these trees are exactly quotient graphs with respect to a partition coarser than Θ-partition, hence, these
results also follows directly from the results from Section 3. Therefore, in this section we will concentrate to100
the C4C8 systems. More precisely, for C4C8 systems we show that the Wiener index and the Szeged index
can be computed in linear time.
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Let H be the infinite C4C8 net and let Z be a cycle in it (see Figure 1). Then a C4C8 system is induced by
the vertices and edges of H, lying on Z and in its interior. Obviously, any C4C8 system is a bipartite graph,
since the whole C4C8 net is bipartite.105
Figure 1: A cycle Z and the corresponding C4C8 system.
C4C8 systems are important in chemical graph theory, since they are subgraphs of TUC4C8(S) and
TUC4C8(R) nanotubes and nanotori, which are some of the central and most commonly studied families of
chemical graphs (for example, see [3, 7, 15, 32]). Also, the infinite version of a C4C8 system was considered
in [2]. In addition, C4C8 systems can represent chemical compounds, formed by the rings of cyclobutane and
cyclooctane.110
As in the case of benzenoid systems, one can define elementary cuts as follows (the details on elementary
cuts can be found elsewhere, for example, see [13]). An elementary cut C of a C4C8 system G is a line
segment that starts at the center of a peripheral edge of a C4C8 system G, goes orthogonal to it and ends at
the first next peripheral edge of G. By C we sometimes also denote the set of edges that are intersected by
the corresponding elementary cut. In the next theorem we show that each C4C8 system is a partial cube.115
Theorem 4.1. Each C4C8 system is a partial cube.
Proof. Let G be a C4C8 system. Obviously, G is a bipartite graph. Let e = ab ∈ E(G) and C an elementary
cut that contains e. It is easy to see that G − C has exactly two connected components, namely 〈N1(e|G)〉
and 〈N2(e|G)〉.
To complete the proof, it suffices to show that the graph 〈Ns(e|G)〉, where s ∈ {1, 2}, is convex. Let120
x, y ∈ Ns(e|G) and let P be a shortest path from x to y. If P contains an edge f1 of C, then obviously
contains also one more edge f2 of C. Let u1 ∈ Ns(e|G) and u2 ∈ Ns(e|G) be the end-vertices of f1 and f2,
respectively. Moreover, let P1 be the part of P from x to u1 and P2 be a part of P from u2 to y. Then the
path, composed of path P1, the shortest path from u1 to u2, and path P2 is a path from x to y, that is shorter
than P - a contradiction. Therefore, it follows that 〈Ns(e|G)〉 is a convex subgraph of G. By Theorem 2.1,125
the proof follows. 
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Note that from Theorem 4.1 and Theorem 2.1 it follows that for each C4C8 system it holds Θ = Θ
∗. The
main insight for our consideration is that every Θ-class of a C4C8 system G coincides with exactly one of its
elementary cuts.
Let G be a C4C8 system and let E1, E2, . . . , Er be its Θ-classes. Without loss of generality, assume that130
G contains at least one internal face of length 8. Based on this assumption we have in G four different
directions of edges. Let Fi, i ∈ {1, . . . , 4}, be the union of all Θ-classes with the same direction. Obviously,
{F1, F2, F3, F4} is a partition coarser than the Θ-partition.
Proposition 4.2. Let G be a C4C8 system and let {F1, F2, F3, F4} be a partition of E(G) defined as above.
Then the graph G/Fi is a tree for each i ∈ {1, 2, 3, 4}.135
Proof. Suppose that G/Fi is not a tree and let C be a cycle in G/Fi. Obviously, by Lemma 3.2 the graph
G/Fi is bipartite and therefore, the shortest possible cycle in it is of length 4.
Suppose that C = X1X2X3X4 is a cycle in G/Fi of length 4. Therefore, we obtain the situation in Figure
2.
Figure 2: A cycle C = X1X2X3X4 in G/Fi.
Obviously, in such a case, the graph G contains an internal face whose boundary is a cycle of length at140
least 10, which is a contradiction. It is easy to see that the same holds if C has length more than 4. Therefore,
there is no cycle in G/Fi and thus, G/Fi is a tree. 
Next, we extend the quotient trees G/Fi, i ∈ {1, 2, 3, 4}, to weighted trees (G/Fi, wi) and (G/Fi, wi, w
′
i)
as in Section 3.
The following result is a special case of Theorem 3.4 and Corollary 3.5.145
Corollary 4.3. If G is a C4C8 system, then
W (G) =W (G/F1, w1) +W (G/F2, w2) +W (G/F3, w3) +W (G/F4, w4)
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and
Sz(G) = Sz(G/F1, w1, w
′
1) + Sz(G/F2, w2, w
′
2) + Sz(G/F3, w3, w
′
3) + Sz(G/F4, w4, w
′
4).
Our next goal is to prove that the Wiener index and the Szeged of a C4C8 system can be computed
in O(n) time. Since the weighted quotient trees can be computed in O(n) time, it suffices to show that
the Wiener indices and the Szeged indices of weighted trees can be computed in O(n) time. In [6] it was
mentioned that if (T,w) is a vertex-weighted tree, then the Wiener index can be computed as
W (T,w) =
∑
e∈E(T )
n1(e|T )n2(e|T ). (1)
It was also shown that using this formula, the Wiener index of a weighted tree can be computed in linear150
time.
Now we prove that the weighted Szeged index of a weighted tree can be computed in O(n) time.
Proposition 4.4. Let (T,w,w′) be a weighted tree with n vertices. Then the weighted Szeged index Sz(T,w,w′)
can be computed in linear time.
Proof. The proof is similar to the proofs from [6], [16] and [29]. For the sake of completeness, we give the155
proof anyway.
Let T be a rooted tree with a root x and label the vertices of T such that, if a vertex y is labelled ℓ,
then all vertices in the subtree rooted at y have labels smaller than ℓ. Using the standard BFS (breadth-first
search) algorithm this can be done in linear time. Next we visit all the vertices of T according to this labelling
(we start with the smallest label). Furthermore, for every vertex y, we will adopt weights w(y) and calculate160
new weights s(y).
Assume that we are visiting some vertex y ∈ V (T ). The new weight w(y) will be computed as the sum of all
the weights of vertices in the subtree rooted at y.
• If y is a leaf, then w(y) is left unchanged.
• If y is not a leaf, then update w(y) by adding to it w(z) for all down-neighbours z of y.165
Obviously, for every vertex y of the tree T , we can consider the subtree rooted at y as a connected component
of the graph T − e, where e is the up-edge of y. Therefore, n1(e|T ) = w(y). Let n(T ) =
∑
u∈V (T ) w(u) (this
can be computed in linear time). It follows that n2(e|T ) = n(T )−w(y). Let X be the sum of numbers s(z)
for all down-neighbours z of y (and X = 0 if y is a leaf). Finally, set s(y) = X+w′(e)n1(e|T )n2(e|T ) if y 6= x
and s(y) = X , if y = x. It is obvious that s(x) = Sz(T,w,w′) and the proof is complete. 170
Finally, since the weighted quotient trees can be computed in O(n) time, Corollary 4.3, Equation 1, and
Proposition 4.4 imply the following theorem.
Theorem 4.5. The Wiener index and the Szeged index of a C4C8 system with n vertices can be computed
in O(n) time.
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It is already known that the Wiener index and the Szeged index of benzenoid systems can be computed175
in linear time [18]. In the case of benzenoid systems and C4C8 systems the computation in linear time is
possible since the number of Θ-classes, which have the same direction, is fixed and the corresponding quotient
graphs are trees. In the general case, the quotient graphs may not be trees. Therefore, this technique can
not be applied for partial cubes in general.
Moreover, it is known that the Wiener index of benzenoid system can be computed in sub-linear time180
(for the details see [5]). Therefore, we state the following open problem.
Problem 4.6. Let G be a C4C8 system. Can the Wiener index and the Szeged index of G be computed in
sub-linear time.
To conclude this section we demonstrate the procedure for computing the Wiener index and the Szeged
index in the following example. Let G be a C4C8 system as in Figure 3.185
Figure 3: A C4C8 system.
As we mentioned above, we get the following division of G with respect to {F1, F2, F3, F4} (recall that
{F1, F2, F3, F4} is a partition coarser than the Θ-partition).
Consequently, we obtain the weighted trees as shown in Figure 4 and Figure 5.
Using Equation (1) we obtain
W (G/F1, w1) = 4 · (4 + 8 + 7 + 5) + 4 · (4 + 8 + 7 + 5) + (4 + 4 + 8) · (7 + 5)+
+ (4 + 4 + 8 + 7) · 5 = 499
W (G/F2, w2) = 4 · (12 + 12) + (4 + 12) · 12 = 288
W (G/F3, w3) = 8 · (8 + 7 + 5) + (8 + 8) · (7 + 5) + (8 + 8 + 7) · 5 = 467
W (G/F4, w4) = 4 · (10 + 10 + 4) + (4 + 10) · (10 + 4) + (4 + 10 + 10) · 4 = 388
and by Corollary 4.3 it follows that
W (G) =
4∑
i=1
W (G/Fi, wi) = 1642.
11
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Figure 4: A C4C8 system and the corresponding trees of a C4C8 system from Figure 3.
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2
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2
4
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4
3
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10
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4
2
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2
Figure 5: The corresponding weighted trees (G/F1, w1, w′1), (G/F2, w2, w
′
2
), (G/F3, w3, w′3), and (G/F4, w4, w
′
4
) of a C4C8
system from Figure 3.
Next,
Sz(G/F1, w1, w
′
1) = 2 · 4 · (4 + 8 + 7 + 5) + 2 · 4 · (4 + 8 + 7 + 5) + 4 · (4 + 8 + 4) · (7 + 5)
+ 3 · (4 + 4 + 8 + 7) · 5 = 1497
Sz(G/F2, w2, w
′
2) = 2 · 4 · (12 + 12) + 4 · (4 + 12) · 12 = 960
Sz(G/F3, w3, w
′
3) = 4 · 8 · (8 + 7 + 5) + 3 · (8 + 8) · (7 + 5) + 3 · (8 + 8 + 7) · 5 = 1561
Sz(G/F4, w4, w
′
4) = 2 · 4 · (10 + 10 + 4) + 3 · (4 + 10) · (10 + 4) + 2 · (4 + 10 + 10) · 4 = 972
12
and by Corollary 4.3,
Sz(G) =
4∑
n=1
Sz(G/Fi, wi, w
′
i) = 4990.
Acknowledgement
The author Matevzˇ Cˇrepnjak acknowledge the financial support from the Slovenian Research Agency190
(research core funding No. P1-0285).
The author Niko Tratnik was finacially supported by the Slovenian Research Agency.
References
[1] T. Al-Fozan, P. Manuel, I. Rajasingh, R. S. Rajan, Computing Szeged index of certain nanosheets using
partition technique, MATCH Commun. Math. Comput. Chem. 72 (2014) 339–353.195
[2] M. Arezoomand, Random walks on infinite C4C8(S) net, Nanotube and Nanotori, MATCH Commun.
Math. Comput. Chem. 65 (2011) 231–240.
[3] A. R. Ashrafi, S. Yousefi, Computing the Wiener index of a TUC4C8(S) nanotorus, MATCH Commun.
Math. Comput. Chem. 57 (2007) 403–410.
[4] V. Chepoi, On distances in benzenoid systems, J. Chem. Inf. Comput. Sci. 36 (1996) 1169–1172.200
[5] V. Chepoi, S. Klavzˇar, Distances in benzenoid systems: further developments, Discrete Math. 192 (1998)
27-39.
[6] V. Chepoi, S. Klavzˇar, The Wiener index and the Szeged index of benzenoid systems in linear time, J.
Chem. Inf. Comput. Sci. 37 (1997) 752–755.
[7] M. Diudea, M. Stefu, Wiener index of C4C8 nanotubes, MATCH Commun. Math. Comput. Chem. 50205
(2004) 133–144.
[8] D. Z. Djokovic´, Distance preserving subgraphs of hypercubes, J. Combin. Theory Ser. B 14 (1973)
263–267.
[9] A. A. Dobrynin, I. Gutman, S. Klavzˇar, P. Zˇigert, Wiener Index of Hexagonal Systems, Acta Appl.
Math. 72 (2002) 247–294.210
[10] W. Du, X. Li, Y. Shi, Algorithms and extremal problem on Wiener polarity index, MATCH Commun.
Math. Comput. Chem. 62 (2009) 235–244.
[11] M. Ghebleh, A. Kanso, D. Stevanovic, On Trees Having the Same Wiener Index as Their Quadratic
Line Graph, MATCH Commun. Math. Comput. Chem. 76 (2016) 731–744
[12] I. Gutman, A formula for the Wiener number of trees and its extension to graphs containing cycles,215
Graph Theory Notes N. Y. 27 (1994) 9–15.
[13] I. Gutman, A. R. Ashrafi, The edge version of the Szeged Index, Croat. Chem. Acta. 81 (2008) 263–266.
13
[14] R. Hammack, W. Imrich, S. Klavzˇar, Handbook of Product Graphs, Second edition, CRC Press, Taylor
& Francis Group, Boca Raton, 2011.
[15] A. Heydari, B. Taeri, Szeged index of TUC4C8(S) nanotubes, European J. Combin. 30 (2009) 1134–1141.220
[16] A. Kelenc, S. Klavzˇar, N. Tratnik, The edge-Wiener index of benzenoid systems in linear time, MATCH
Commun. Math. Comput. Chem. 74 (2015) 521–532.
[17] P. V. Khadikar, S. Karmarkar, V. K. Agrawal, J. Singh, A. Shrivastava, I. Lukovits, M. V. Diudea,
Szeged index - applications for drug modeling, Lett. Drug. Des. Discov. 2 (2005) 606–624.
[18] S. Klavzˇar, I. Gutman, Wiener number of vertex-weighted graphs and a chemical application, Discrete225
Appl. Math. 80 (1997) 73–81.
[19] S. Klavzˇar, M. J. Nadjafi-Arani, Cut method: update on recent developments and equivalence of inde-
pendent approaches, Curr. Org. Chem. 19 (2015) 348–358.
[20] S. Klavzˇar, M. J. Nadjafi-Arani, Wiener index in weighted graphs via unification of Θ∗-classes, European
J. Combin. 36 (2014) 71–76.230
[21] S. Klavzˇar, M. J. Nadjafi-Arani, Wiener index versus Szeged index in networks, Discrete Appl. Math.
161 (2013) 1150–1153.
[22] M. Knor, R. Sˇkrekovski, A. Tepeh, Mathematical aspects of Wiener index, Ars Math. Contemp. 11
(2016) 327–352.
[23] M. Knor, R. Sˇkrekovski, A. Tepeh, An inequality between the edge-Wiener index and the Wiener index235
of a graph, Appl. Math. Comput. 269 (2015) 714–721.
[24] H. Lei, T. Li, Y. Shi, H. Wang, Wiener polarity index and its generalization in trees, MATCH Commun.
Math. Comput. Chem. 78 (2017) 199-212.
[25] H. Lei, H. Yang, Bounds for the Sum-Balaban index and (revised) Szeged index of regular graphs, Appl.
Math. Comput. 268 (2015) 1259–1266.240
[26] J. Ma, Y. Shi, Z. Wang, J. Yue, On Wiener polarity index of bicyclic networks, Sci. Rep. 6 (2016) 19066.
[27] T. Pisanski, M. Randic´, Use of the Szeged index and the revised Szeged index for measuring network
bipartivity, Discrete Appl. Math. 158 (2010) 1936–1944.
[28] H. S. Ramane, V. V. Manjalapur, Note on the Bounds onWiener Number of a Graph, MATCH Commun.
Math. Comput. Chem. 76 (2016) 19–22.245
[29] N. Tratnik, The edge-Szeged index and the PI index of benzenoid systems in linear time, MATCH
Commun. Math. Comput. Chem. 77 (2017) 393–406.
[30] H. Wiener, Structural determination of paraffin boiling points, J. Amer. Chem. Soc. 69 (1947) 17–20.
[31] P. M. Winkler, Isometric embedding in products of complete graphs, Discrete Appl. Math. 7 (1984)
221–225.250
14
[32] S. Yousefi, A. R. Ashrafi, An exact expression for the Wiener Index of a TUC4C8(R) nanotorus, J.
Math. Chem. 42 (2007) 1031–1039.
15
