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Abstract
We study mixing of the Metropolis algorithm for a distribution on the hypercube
that corresponds to the Erdo˝s-Re´nyi random graph with edge probability p.
This Markov chain has cutoff at max{p, 1 − p}n logn with window size n, a
result proved by Diaconis and Ram (2000) using Fourier analysis. Here we give
an alternative proof that relies on coupling and a projection to a two-dimensional
Markov chain. This is done in the hope that probabilistic techniques will be
easier to generalize to less symmetric distributions. We also describe a close
relationship between the Metropolis and Gibbs samplers for this model. Our
proof extends to the case where the edge probabilities vary with n. In that case,
we also show that a natural coordinate wise coupling is sharp if and only if the
edge probabilities are of order 1/n.
Keywords: Markov chain, hypercube, Metropolis algorithm, mixing time,
convergence rate, cutoff
2010 MSC: 60J10.
1. Introduction
We are interested in analyzing convergence rates of the randomwalkMetropo-
lis algorithm for various distributions π on the hypercube X := {0, 1}n. This
Markov chain on X moves as follows: Given that we are at a state x ∈ X , we
chose one of the n neighbors of x uniformly at random, say y, and propose to
move from x to y. Here x is called a neighbor of y, denoted by x ∼ y, whenever
x and y differ in exactly one coordinate. This proposal gets accepted, i.e. we
move to y, with probability min
(
1, π(y)/π(x)
)
. If it gets rejected, we stay at x.
This transition rule ensures that we have detailed balance
π(x)P (x, y) = π(y)P (y, x) for all x, y ∈ X .
✩This work is based on the PhD thesis [2] of the author at the Department of Statistics,
University of Chicago, 2012.
✩✩Current address: Department of Statistics, George Washington University, Washington,
DC. Email address: barta@gwu.edu (Winfried Barta).
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If π is positive on the entire state space, then the chain is irreducible and its
unique stationary distribution is π. Often it will be convenient to make the chain
lazy. This corresponds to flipping a fair coin independently at each step. If it
comes up heads, we stay where we are; if it comes up tails, we move according
to the rule specified above.
We are interested in distributions π that are unimodal and radially symmet-
ric with respect to their mode. By this we mean that there exists a state, z
say, that has highest mass under π; any two states with the same distance to z
have the same π-mass; and this π-mass decreases with distance to z. That is,
we have
π(x) = π(y) whenever d(x, z) = d(y, z),
and
π(x) ≤ π(y) whenever d(x, z) > d(y, z).
Here, d(x, z) :=
∑n
i=1 |xi − zi| is the graph distance (Hamming distance) of x
and z, i.e the number of coordinates where x and z differ.
By relabeling the states, we may (and will) assume that the mode z of π is
at 0 = (0, 0, ..., 0). This ensures that π is constant on level sets L(k) := {x ∈
X : S(x) = k} where k ∈ {0, 1, ..., n} and S(x) := ∑ni=1 xi is the number of
ones in x. Hence, in the Metropolis algorithm we will always accept downward
moves x → y where S(x) > S(y), and we will accept upward moves x → y
where S(x) < S(y) with probability θS(x), where we write θk := π(v)/π(w),
where v, w are some (any) states such that S(v) = k + 1 and S(w) = k.
For concreteness, the transition kernel for the lazy random walk Metropolis
Hastings algorithm is
P (x, y) =


1
2n : x ∼ y, S(x) > S(y),
1
2nθS(x) : x ∼ y, S(x) < S(y),
1
2 +
n−S(x)
2n (1− θS(x)) : x = y,
0 : otherwise.
(1)
Note that a consequence of radial symmetry is that the projection S(Xt) of the
Markov chain (Xt) is also Markov, since for all x, y we then have
P (x, [y]) = P (x′, [y]) for all x′ ∼S x.
Here we write x ∼S y whenever S(x) = S(y) and [y] := {z : S(z) = S(y)} for
y ∈ X are the equivalence classes of the relation ∼S. See [10, Lemma 2.5 on
page 25].
We measure distance to stationarity by total variation:
||P t(x, ·) − π||TV := max
A⊂X
(
P t(x,A)− π(A)) ,
and we are interested in this distance from the worst starting point:
d(t) := max
x∈X
||P t(x, ·) − π||.
The mixing time for a parameter ε ∈ (0, 1) is defined as
tmix(ε) := min{t ≥ 0 : d(t) ≤ ε}
and we write tmix for tmix(1/4). We are interested in the behavior of tmix as the
dimension n of the hypercube goes to infinity.
An interesting phenomenon is that for some chains the mixing time tmix(ε)
doesn’t depend on the parameter ε (asymptotically, as n goes to infinity). We
say a sequence
(
X(n)
)
n∈N
of Markov chains X(n) =
(
X
(n)
t
)
t=0,1,...
on {0, 1}n
has a cutoff (at t
(n)
mix) if, for all ε ∈ (0, 1),
lim
n→∞
t
(n)
mix(ε)
t
(n)
mix(1− ε)
= 1. (2)
Here, t
(n)
mix(ε) denotes the ε-mixing time of the n
th chain (X
(n)
t )t=0,1,.... This is
equivalent to
lim
n→∞
dn
(
c t
(n)
mix
)
=
{
1 : if c < 1,
0 : if c > 1.
(3)
So the function dn(·), the total variation distance to stationarity from the worst
starting point for the nth chain, approaches a step function as n goes to infinity
(if we rescale time by t
(n)
mix). For a proof of this equivalence see [10, Lemma 18.1
on page 247], from where we also borrow the notation. For an overview of the
cutoff phenomenon, see [3].
Sometimes it is possible to analyze more precisely what happens for c = 1
in (3). We say a sequence of Markov chains has a cutoff with window size (wn),
if wn ∈ o(t(n)mix) and
lim
α→∞
lim inf
n→∞
dn
(
t
(n)
mix − αwn
)
= 1, (4)
lim
α→∞
lim sup
n→∞
dn
(
t
(n)
mix + αwn
)
= 0. (5)
For an introduction to Markov chains and mixing times see the book by Levin,
Peres and Wilmer [10], from which we borrow heavily.
2. The Erdo˝s-Re´nyi random graph model
The easiest model in the class of unimodal and radially symmetric distribu-
tions π on the hypercube arises when we have θk = θ ∈ (0, 1] for all k, i.e. the
acceptance probabilities for upward moves are constant across level sets. That
is, π(x) = θS(x)(1+ θ)−n. The current paper will focus on this model. The case
where the neighboring odds ratios θ = θk = π(v)/π(w) are bigger than one,
where S(v) = k+ 1 and S(w) = k, would correspond to the mode of π being at
1 = (1, 1, ..., 1) instead of 0 = (0, ..., 0). By symmetry, this gives rise to nothing
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new, so we will assume θ ∈ (0, 1] henceforth. The case where θ = 1 corresponds
to π being the uniform distribution.
If we have n =
(
ν
2
)
and identify the list of coordinates of the hypercube
with the list of potential edges of a graph on ν vertices, then the hypercube
represents the space of all possible (simple) graphs on ν vertices: a one indicates
that a certain edge is present in the graph; a zero indicates that it is absent.
Since π(x) =
(
θ
1+θ
)S(x) (
1− θ1+θ
)n−S(x)
for all x ∈ {0, 1}n, this distribution π
corresponds to the Erdo˝s-Re´nyi random graph model with parameter p := θ1+θ .
This is the probability distribution on (simple) graphs on ν vertices where each
of the n =
(
ν
2
)
potential edges is present independently with probability p.
The case where π is the uniform distribution (θ = 1) corresponds to the
Erdo˝s-Re´nyi model with edge probability θ/(1 + θ) = 1/2. For this model it is
well known that the (non-lazy) random walk Metropolis algorithm has cutoff at
(1/4)n logn with a window of size n. This was proved by Aldous and Diaconis
[1, 8] using Fourier analysis. The shape of the cutoff was studied in more detail
by Diaconis, Graham and Morrison [4], whereas Levin, Peres and Wilmer [10,
Theorem 18.3 on page 251] give a probabilistic proof.
The result has been generalized to edge probabilities different from 1/2:
For general θ ∈ (0, 1], it is known that the non-lazy version of the random
walk Metropolis chain has cutoff at 12(1+θ)n logn with window size n. This was
derived using Fourier analysis by Diaconis and Ram [6, Theorem 5.4 on page
177]. See also the work of Diaconis and Hanlon [5, Theorem 2 on page 104] who
explicitly calculate the eigenvalues and eigenvectors of the transition kernel of
the projection S(Xt). Ross and Xu [11] view the Metropolis chain for this model
as a random walk on a hypergroup deformation of the hypercube, and proceed
by performing Fourier analysis of this random walk. See also [7, page 2117] for
a discussion of these and some related results. For the lazy version of this chain
for θ ∈ (0, 1], we therefore get cutoff at 11+θn logn with window size n. This
follows from [6]: For the upper bound, note that running the lazy chain for 2t
steps corresponds to running the non-lazy chain for T ∼ Bin(2t, 1/2) steps. So
the standard deviation of T is of order O
(√
t
)
= O
(√
n logn
)
, which is easily
absorbed into the window size term of order n. For the lower bound, note that
making the chain lazy sends an eigenvalue λ of the transition kernel to (λ+1)/2,
while leaving the associated eigenfunction unchanged. Applying the results and
methods of [6, page 178] then completes the proof.
In this paper we will give an alternative proof of this result, generalizing the
methods used by Levin, Peres and Wilmer [10, Theorem 18.3 on page 251] for
the case where θ = 1. This is done in the hope that a probabilistic proof will
be easier to generalize to less symmetric models, where Fourier analysis might
be harder to apply. To be specific, we will proof the following result:
Theorem 1 (Diaconis, Ram, 2000). The lazy random walk Metropolis chain
for π(x) = θS(x)(1 + θ)−n on {0, 1}n has cutoff at 11+θn logn with a window of
size n.
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Corollary 2. Let n :=
(
ν
2
)
and let π(x) = pS(x)(1−p)n−S(x) be the Erdo˝s-Re´nyi
random graph model on ν vertices with parameter p ∈ (0, 1). The lazy random
walk Metropolis chain for this model has cutoff at max{p, 1 − p}n logn with a
window of size n.
Proof of the Corollary. Let θ := p/(1−p). As mentioned above, by relabeling
states (switching zeros and ones) if necessary, we may assume θ ∈ (0, 1]. Since
pS(x)(1− p)n−S(x) =
(
θ
1 + θ
)S(x)(
1− θ
1 + θ
)n−S(x)
= θS(x)(1 + θ)−n
and 1/(1+ θ) = 1− p = max{p, 1− p}, the result follows from the Theorem. 
3. Lower bound
Our proof for the lower bound part of Theorem 1 generalizes the proof given
by Levin, Peres and Wilmer [10, Proposition 7.13 on page 95] for the case where
the stationary distribution π is uniform (θ = 1). It is based on the method of
distinguishing statistics, described as follows in [10, Proposition 7.8 on page 92]:
Proposition 3 (Levin, Peres, Wilmer, 2009). Let µ and ν be two probability
distributions on X , and let S be a real-valued function on X . If
|Eµ(S)− Eν(S)| ≥ rσ,
where σ2 = [Varµ(S) + Varν(S)]/2, then
||µ− ν||TV ≥ 1− 4
4 + r2
.
Here Eµ(S) :=
∑
x∈X S(x)µ(x) denotes the expectation of S under µ, and
likewise for ν. So if we can find a real function on the state space X such that
its expectations under P t(x, ·) and π are still very different on the scale of the
square root of their average variance after t steps of the chain, then we have
demonstrated that ||P t(x, ·)− π|| must still be large.
A natural choice for the distinguishing statistic is the number of ones in a
state, S(x) :=
∑n
i=1 xi for x ∈ {0, 1}n. Therefore we have to analyze the one-
dimensional projection S(Xt) =: St of our Markov chain (Xt). As mentioned
in the introduction, this is again a Markov chain whose transition probabilities
satisfy P (k, l) = P (x, S−1(l)) = P (x, [y]) for any x, y with S(x) = k and S(y) =
l. As before, [y] = {z ∈ {0, 1}n : S(z) = S(y)} denotes the equivalence class of
all states with the same number of ones as y. Because of their different domains
it should not lead to confusion that we are using the same notation P (·, ·) for
the transition probabilities of the original chain and the projected chain.
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Similarly, the stationary distribution πS of (St) is the push-forward πS :=
πS−1 of π under S. This entails
πS(k) =
(
n
k
)
θk(1 + θ)−n
=
(
n
k
)(
θ
1 + θ
)k (
1− θ
1 + θ
)n−k
= Binomial
(
n,
θ
1 + θ
)
(k).
Therefore we get the expectation and variance of S ∼ πS as
EpiSS =
n θ
1 + θ
, VarpiSS =
n θ
(1 + θ)2
. (6)
The chain (St) is a birth and death chain on {0, 1, ..., n} with transition
probabilities
P (St+1 = k + 1|St = k) =
(
1− k
n
)
θ
2
,
P (St+1 = k|St = k) = 1
2
+
(
1− k
n
)
1− θ
2
, (7)
P (St+1 = k − 1|St = k) = k
2n
.
We begin by calculating its expectation after t steps starting from k. Note that
for all t we get
St+1 − St =
{
1 with probability
(
1− Stn
)
θ
2 ,
−1 with probability St2n ,
and St+1 − St = 0 otherwise. So
E[St+1 − St|St] =
(
1− St
n
)
θ
2
− St
2n
=
θ
2
− St 1 + θ
2n
,
and therefore
E[St+1|St] = θ
2
+
(
1− 1 + θ
2n
)
St.
By taking expectation Ek with respect to the starting state k we get for all t, k
that
Ek(St+1) =
θ
2
+
(
1− 1 + θ
2n
)
Ek(St). (8)
By induction on t this leads to the following result:
Proposition 4. The projected chain St := S(Xt) of our lazy Metropolis chain
(Xt) has for all k = 0, 1, ..., n and all t ∈ N
Ek(St) =
nθ
1 + θ
(
1− γt)+ kγt, (9)
where γ := γn,θ := 1− 1+θ2n .
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Remark 5. Note that the expected location EkSt is a convex combination of
the starting state S0 = k and the stationary mean EpiSS, with relative weights
γt and 1− γt respectively.
Remark 6. By expanding log(γ) about one, it is easy to see that for u :=
un,θ :=
1
1+θn logn we get
γu ∼ n−1/2,
by which we mean that limn→∞
γu
n−1/2
= 1.
It remains to bound the variance of St. Since we want a lower bound on
d(t) = sup
x
||P t(x, ·)− π|| ≥ ||P t(1, ·)− π||,
it’s enough to consider the starting state 1 = (1, ..., 1) of all ones. For this, first
note that we can run the chain Xt in the following way. For t = 0, 1, 2, ..., given
we are at state Xt at time t:
• Pick a coordinate i ∈ [n] uniformly at random, independent of all previous
choices.
• Draw Ut ∼ Uniform[0, 1], independent of all previous choices.
• Set X(j)t+1 := X(j)t for j 6= i, and set the ith coordinate of Xt+1 to
X
(i)
t+1 :=


1 : 0 ≤ Ut ≤ θ2 ,
X
(i)
t :
θ
2 < Ut ≤ 12 ,
0 : 12 < Ut ≤ 1.
Now say that a coordinate j has been refreshed by time t, if coordinate j was
selected at some time s < t and Us /∈
(
θ
2 ,
1
2
]
. Let Rt be the number of coor-
dinates not refreshed by time t. We can study the expectation and variance of
Rt with a natural modification of the classical coupon collector problem, where
coordinate j being refreshed corresponds to coupon j being collected. This leads
to the following result, with a proof analogous to the one for [10, Lemma 7.12
on page 94]:
Proposition 7. Consider the coupon collector problem with n distinct coupon
types, where at each trial, with probability 1−θ2 we get no coupon, and with
probability 1− 1−θ2 = 1+θ2 we get a coupon chosen (independently and) uniformly
at random. Let Ij(t) be the indicator of the event that the j
th coupon has not
been collected by time t. Let Rt :=
∑n
j=1 Ij(t) be the number of coupon types
not collected by time t. The random variables Ij(t) are negatively correlated,
and letting γ := 1− 1+θ2n , we get for t ≥ 0 that
E(Rt) = nγ
t,
Var(Rt) ≤ nγt (1− γt) ≤ nγt.
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If we start the chain at X0 = 1, then the conditional distribution of St :=
S(Xt) given Rt = r is the same as that of r+B, where B ∼ Binomial(n−r, θ1+θ ).
Therefore,
E1[St |Rt] = Rt + (n−Rt) θ
1 + θ
=
Rt + nθ
1 + θ
,
so by taking expectation we get
E1[St] =
E[Rt] + nθ
1 + θ
=
nγt + nθ
1 + θ
(
=
nθ
1 + θ
(1− γt) + nγt
)
,
confirming our result (9) for general starting states k for the special case k = n.
Furthermore, since
Var1[St] = Var
[
E1(St |Rt)
]
+ E
[
Var1(St |Rt)
]
,
we get
Var1[St] = Var
[
Rt + nθ
1 + θ
]
+ E
[
Var
(
Binomial(n−Rt, θ
1 + θ
)
)]
=
1
(1 + θ)2
Var[Rt] +
1
(1 + θ)2
(n− E[Rt]) θ
≤ 1
(1 + θ)2
[
nγt + (n− nγt)θ]
≤ n
(1 + θ)2
.
To apply Proposition 3, observe that
σ2 :=
VarP t(1,·)S +VarpiS
2
≤ max{Var1St,VarpiSS} ≤
n
(1 + θ)2
.
So for α > 0, t := tn,α :=
1
1+θn logn−αn and γ = 1− 1+θ2n , we get for any fixed
ε > 0 and large n that
∣∣E1St − EpiS∣∣ =
∣∣∣∣n(θ + γt)1 + θ − nθ1 + θ
∣∣∣∣
=
n
1 + θ
(
1− 1 + θ
2n
)t
≥ σ√n
(
1− 1 + θ
2n
)n( 11+θ logn−α)
≥ σ√n(1 − ε) exp
{
−1 + θ
2
(
1
1 + θ
logn− α
)}
= σ(1 − ε) exp
{
α
1 + θ
2
}
=: σ rα.
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By Proposition 3, this means d(t) ≥ ||P t(1, ·)− π|| ≥ 1− 44+r2α , and therefore
lim
α→∞
lim inf
n→∞
d(tn,α) ≥ lim
α→∞
1− 4
4 + r2α
= 1.
This finishes the proof of the lower bound part of Theorem 1. 
4. Lower bound, alternative proof
The previous proof for the lower bound part of Theorem 1 might be hard
to generalize to distributions π where θk is not constant in k. (Recall that
θk := π(v)/π(w) for any v, w such that S(v) = k + 1, S(w) = k.) Therefore,
we give here an alternative proof for this result. For this we use a modified
version of the method of distinguishing statistics (Proposition 3), that avoids
the need to approximate the variance of the statistic S under P t(x, ·). Instead,
we use the fact that our chain only makes local moves to argue that St = S(Xt)
must be concentrated about its mean under P t(x, ·). This will follow from
Azuma’s inequality, applied to the conditional expectation martingale formed
by Yi := E[St |S0:i], for i = 0, 1, ..., t, since we can show that (Yi) has bounded
differences. Here we write Sk:l := (Si)k≤i≤l.
Proposition 8. Let (Xt) be the lazy random walk Metropolis chain on {0, 1}n
for π(x) = θS(x)(1 + θ)−n. Let St := S(Xt) and v := S0 = S(X0). Then for
any s > 0 and γ := 1− 1+θ2n we get
Pv{St ≥ EvSt + s} ≤ e− 29 s
2(1−γ2) and
Pv{St ≤ EvSt − s} ≤ e− 29 s
2(1−γ2).
Proof. Fix any t ∈ N. Since (Si) is a Markov chain, we get from Proposition
4 and the Markov property that for any i = 0, 1, ..., t
E[St |S0:i] = ESi [St−i] = γt−i
[
Si − nθ
1 + θ
]
+
nθ
1 + θ
.
Therefore for any i = 1, 2, ..., t, we get
E[St |S0:i]− E[St |S0:(i−1)] = γt−i
[
Si − nθ
1 + θ
]
− γt−(i−1)
[
Si−1 − nθ
1 + θ
]
= γt−i
[
Si − Si−1 + (1− γ)Si−1 − (1− γ) nθ
1 + θ
]
= γt−i
[
Si − Si−1 + 1 + θ
2n
Si−1 − θ
2
]
.
This means the martingale (Yi) has bounded differences
|E[St |S0:i]− E[St |S0:(i−1)]| ≤
3
2
γt−i,
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since we have Si ∈ [0, n] and |Si − Si−1| ≤ 1, and also θ ∈ (0, 1]. Applying
Azuma’s inequality now gives the result, since we have
c := 4
t∑
i=1
(
3
2
γt−i
)2
= 9
t−1∑
i=0
γ2i ≤ 9
1− γ2 .
Now we use this concentration result for (St) to establish the lower bound
on the mixing time for this Markov chain. Fix α > 0 and set t := tn,α :=
1
1+θn logn− αn. We need to show that
lim
α→∞
lim inf
n→∞
d(tn,α) = 1. (10)
Denote with St := S(Xt) the projection of our chain under S, started atX0 = 1,
so that S0 = n and note that for any r ∈ [0, n] we get
d(t) ≥ ||P t(1, ·)− π||
≥ supL⊂[n]P t(1, S−1(L))− π(S−1(L))
≥ 1− Pn{St < r} − P{Bn ≥ r}.
Here the second inequality comes from noting that the supremum on the right is
over a subset of events from the supremum defining the total variation distance
on the left. Therefore, total variation distance can only decrease after projecting
down. For the last inequality we took the event L := {⌈r⌉, ⌈r⌉+1, ..., n} and let
Bn stand for a random variable with distribution πS = Binomial(n,
θ
1+θ ). Our
task is to find r ∈ [0, n] such that
lim
α→∞
lim sup
n→∞
Pn{St < r} = 0 and (11)
lim
α→∞
lim sup
n→∞
P{Bn ≥ r} = 0. (12)
Suppressing rounding issues from the notation, we can pick r := np +
√
αn,
where we write p := θ1+θ . To establish (11), we use the concentration result for
St from Proposition 8. Using the results from Proposition 4 and Remark 6, this
shows that for all ǫ′ > 0 and large n we get
Pn{St < r} = Pn{St − EnSt < −((1− p)nγt −
√
αn)}
≤ Pn
{
St − EnSt < −
(
(1− ǫ′)(1− p)√neα(1+θ)/2 −√αn
)}
≤ exp
{
−2
9
n
(
(1− ǫ′)(1 − p)eα(1+θ)/2 −√α
)2
(1− γ2)
}
≤ exp
{
−2
9
(
(1 − ǫ′)(1− p)eα(1+θ)/2 −√α
)2
(1 + θ)γ
}
.
Here we use the fact that 1 − γ2 ≥ 1+θn γ for the last inequality. Taking limits
establishes (11). The result (12) follows from Chebychev’s inequality applied to
the Binomial(n, p) random variable Bn. 
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5. Upper bound
To establish the upper bound part of Theorem 1, we use a two-stage coupling
procedure, generalizing the one given by Levin, Peres and Wilmer [10, Theorem
18.3 on page 251] for the case where π is uniform (θ = 1). In that case, it
is enough to study the one-dimensional projection Xt 7→ S(Xt), since due to
symmetry, total variation distance to stationarity is the same from any starting
state. Therefore, we may start our chain at the state of all zeros (or all ones),
in which case total variation distance to stationarity doesn’t change under the
projection to the number of ones.
For general θ ∈ (0, 1], total variation distance to stationarity is not necessar-
ily the same from any starting state, and we weren’t able to prove that the state
of all zeros (or all ones) is a worst starting state. So it’s not clear to us whether
the problem of upper bounding the mixing time can still be reduced to a one-
dimensional problem here. However, we were able to get a sharp upper bound on
the mixing time using a two-dimensional projection that depends on the starting
state X0 = x. For this, consider Z := Zx : {0, 1}n → {0, 1, ..., n} × {0, 1, ..., n},
Xt 7→ Zx(Xt) := Zt := (S(Xt), d(x,Xt)) ,
where d(x, y) is the number of coordinates where x and y disagree, and x = X0 is
the starting state of the chain. In words, we project down to the number of ones,
S(Xt), and the distance to the starting state, d(Xt, X0). This two-dimensional
process (Zt) is similar to the two-coordinate chain used in [9, section 3] in the
study of Glauber dynamics for the mean-field Ising model.
Our proof proceeds by showing that (Zt) is a (two-dimensional) birth and
death chain with the same total variation distance to its stationary distribution
as the original chain (Xt). Bounding this distance is then achieved by a two-
stage coupling procedure using an independence coupling of two versions of the
chain. The first stage (drift -regime) brings them close together in expectation
after 11+θn logn steps due to the drift towards the mean in this birth and death
chain. In the second stage (entropy-regime) the drift of (Zt) is likely weak, so
a comparison to the behavior of simple random walk shows that the chains can
be made to coalesce after an additional αn steps with high probability.
5.1. Properties of the projection
We begin by establishing some properties of the two-dimensional projection
Zt := Zx(Xt) of Xt, for which we need some more notation. Fix x, z ∈ {0, 1}n
and let S(x) = k, S(z) = l, d(x, z) = l′. Define
G := G(x, z) := {i ∈ [n] : x(i) = 0, z(i) = 0},
N := N(x, z) := {i ∈ [n] : x(i) = 0, z(i) = 1},
E := E(x, z) := {i ∈ [n] : x(i) = 1, z(i) = 0},
F := F (x, z) := {i ∈ [n] : x(i) = 1, z(i) = 1}.
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When clear from the context, we might suppress the dependence of G,N,E, F
on x, z in the notation. For the number of elements in these four sets we get
#G = n− l + l
′ + k
2
,
#N =
l + l′ − k
2
, (13)
#E =
l′ + k − l
2
,
#F =
l − (l′ − k)
2
.
This follows from #N+#E = l′,#N+#F = l,#E+#F = k,#G+#N = n−k,
e.g. by starting with the observation
l′ − l +#F = l′ −#N = #E = k −#F,
which gives the last equality 2#F = l − (l′ − k) above. The remaining equal-
ities then follow. This is probably best understood by looking at an example.
Suppose
x = 00000 000 11 1,
z = 00000 111 00 1.
Then n = 11, S(x) = k = 3, S(z) = l = 4, d(x, z) = l′ = 5 and #G =
5,#N = 3,#E = 2,#F = 1. In general, we have a one-to-one correspon-
dence between (n, k, l, l′) and (#G,#N,#E,#F ). Note that the formulas for
#G,#N,#E,#F above all give integers because l, l′− k, l′+ k always have the
same parity.
Proposition 9. For each x ∈ {0, 1}n the t-step transition probabilities P t(x, ·)
are constant on the level sets
X (l, l′, x) := {z ∈ {0, 1}n : Zx(z) = (l, l′)}
for all l, l′ ∈ {0, 1, ..., n}.
Proof. Let a permutation φ act on {0, 1}n by mapping x = (x1, ..., xn) to
φ(x) = (xφ(1), ..., xφ(n)). Fix x ∈ {0, 1}n. By symmetry, we get
P (x, y) = P
(
φ(x), φ(y)
)
,
P t(x, y) = P t
(
φ(x), φ(y)
)
,
P t(x,A) = P t
(
φ(x), φ(A)
)
,
for all states y, all times t, and all subsets A of {0, 1}n. Now fix l, l′ ∈ {0, 1, ..., n}
and pick any y, z ∈ X (l, l′, x). Then there exists a permutation φ that maps y
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to z and leaves x fixed; φ maps {i : xi = 0} to itself and {i : xi = 1} to itself.
Thus we get
P t(x, y) = P t
(
φ(x), φ(y)
)
= P t(x, z)
as desired. 
Corollary 10. The projection Zt := Zx(Xt) :=
(
S(Xt), d(x,Xt)
)
is Markov
and we get
||P t(x, ·)− π|| = ||D(kZt)− πZx ||,
where x = X0 and k = S(x). Here, D(kZt) denotes the distribution of the chain
(Zt) at time t when started at Z0 = (k, 0) and πZx := πZ
−1
x is the stationary
distribution of the chain (Zt).
Proof. Fix X0 = x with S(x) = k and consider the equivalence relation
∼x corresponding to the classes X (l, l′, x), for l, l′ ∈ {0, 1, ..., n}. That is, for
y, z ∈ {0, 1}n we have
y ∼x z ⇔ Zx(y) = Zx(z).
Then the projection (Zt) of (Xt) is a Markov chain, if
P
(
y,X (l, l′, x)) = P (z,X (l, l′, x)) (14)
for all l, l′ ∈ {0, 1, ..., n} and all y, z ∈ {0, 1}n such that y ∼x z. So fix any
y ∼x z and any l, l′ ∈ {0, 1, ..., n}. Then there exists a permutation φ of 1 : n
such that φ(y) = z and φ(X (l, l′, x)) = X (l, l′, x). Consequently, we get
P
(
y,X (l, l′, x)) = P (φ(y), φ(X (l, l′, x))) = P (z,X (l, l′, x)),
showing that (Zt) is Markov.
Total variation distance to stationarity remains unchanged under the pro-
jection Zx because both P
t(x, ·) and π are constant on sets X (l, l′, x) for l, l′ ∈
{0, 1, ..., n} by Proposition 9. That allows us to pull out the absolute values
from the inner sum in the second equation below, because all the terms in the
sum are equal:
||P t(x, ·) − π|| = 1
2
∑
l
∑
l′
∑
z∈X (l,l′,x)
∣∣P t(x, z)− π(z)∣∣
=
1
2
∑
l
∑
l′
∣∣∣∣∣∣
∑
z∈X (l,l′,x)
P t(x, z)− π(z)
∣∣∣∣∣∣
=
1
2
∑
l
∑
l′
∣∣P t(x, Z−1x (l, l′))− π(Z−1x (l, l′))∣∣
= ||P t(x, ·)Z−1x − πZ−1x ||.
Clearly, P t(x, ·)Z−1x = D(kZt), and the fact that πZx := πZ−1x is stationary for
(Zt) is an elementary calculation. 
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5.2. Reparametrization
For any fixed X0 = x with S(x) = k the projected chain (Zt) = (Zx(Xt))
has the following transition kernel:
P ((l, l′), (h, h′)) =


2n−(l′+l+k)
4n θ : h = l + 1, h
′ = l′ + 1,
l′+l−k
4n : h = l − 1, h′ = l′ − 1,
k+l′−l
4n θ : h = l + 1, h
′ = l′ − 1,
k−(l′−l)
4n : h = l − 1, h′ = l′ + 1,
1
2 +
n−l
2n (1− θ) : h = l, h′ = l′,
0 : otherwise.
(15)
This follows from (13) together with the transition rule of the original chain
(Xt). For example,
P ((l, l′), (l + 1, l′ + 1)) = P{pick i ∈ G and flip 0→ 1} = #G 1
2n
θ.
For k ≤ n2 the state space of this chain is
{(l, l′) ∈ {0, 1, ..., n}2 : l′ ∈ k + {−l,−l+ 2, ..., l} : for l ≤ k,
l′ ∈ k + {l − 2k, l− 2k + 2, ..., l} : for k < l < n− k,
l′ ∈ n− k + {l− n, l − n+ 2, ..., n− l} : for n− k ≤ l}.
A similar result holds for k ≥ n2 . In both cases, after reparametrizing
(l, l′) 7→ (l′ − l, l′ + l) =: (r, r′),
the state space becomes {(r, r′) : r ∈ {−k,−k+2, ..., k}, r′ ∈ {k, k+2, ..., 2n−k}.
The boundaries −k ≤ r ≤ k and k ≤ r′ ≤ 2n − k here can also be confirmed
like this: By definition we have
r = l′ − l = N + E − (N + F ) = E − F and
r′ = l′ + l = N + E + (N + F ) = 2N + k.
Since F ≥ 0, we get r = E − F ≤ E ≤ E + F = k. Also, since E ≥ 0 and
F ≤ k, we get r = E − F ≥ −F ≥ −k. Similarly, since N ≤ n − k, we get
r′ = 2N +k ≤ 2(n−k)+k = 2n−k. And since N ≥ 0, we get r′ = 2N +k ≥ k.
The transition kernel in this new parametrization becomes
P ((r, r′), (s, s′)) =


2n−(r′+k)
4n θ : s = r, s
′ = r′ + 2,
r′−k
4n : s = r, s
′ = r′ − 2,
k+r
4n θ : s = r − 2, s′ = r′,
k−r
4n : s = r + 2, s
′ = r′,
1
2 +
2n−(r′−r)
4n (1− θ) : s = r, s′ = r′,
0 : otherwise.
(16)
So the chain (Zt) can be viewed as a birth and death chain on a rectangle in
Z2. A useful feature of the parametrization (16) is that here the probability of
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moving up (down) in the r-dimension only depends on the current location in
that dimension: it only depends on r, not on r′. Similarly, the probability of
moving up (down) in the r′-dimension only depends on r′, not on r. Therefore,
the problem of coupling two versions of this chain can be split up into coupling
two one-dimensional processes. For this reason we will use the parametrization
(16) for the rest of the paper. Note that the chain (Zt) and its stationary
distribution depend on the initial state x (and its number of ones k) used for
the projection.
5.3. Expected location of (Zt)
We now calculate the expected location of the chain (Zt) after t steps when
started at Z0 = (r, r
′) . Similar to the one-dimensional projection S(Xt) that
we analyzed for the lower bound, this expectation can be calculated explicitly
by induction on t, since the transition probabilities (16) are all linear in the
current location (r, r′) of the chain.
Fix X0 = x ∈ {0, 1}n and let k = S(x), Zt = Zx(Xt) = (S(Xt), d(x,Xt)),
so that Z0 = (k, 0). Denote with Zt = (Z
(r)
t , Z
(r′)
t ) the coordinates of the
chain in the new parametrization (16), so that (Z
(r)
0 , Z
(r′)
0 ) = (−k, k), and
write Ek for the expectation operator given this starting state. Then for this
parametrization,
Zt+1 − Zt =


(0, 2) : with probability
2n−(k+Z
(r′)
t )
4n θ,
(0,−2) : with probability Z
(r′)
t −k
4n ,
(−2, 0) : with probability k+Z
(r)
t
4n θ,
(2, 0) : with probability
k−Z
(r)
t
4n ,
(0, 0) : otherwise .
Therefore,
E[Zt+1 − Zt |Zt]
=
(
−2 k + Z
(r)
t
4n
θ + 2
k − Z(r)t
4n
, 2
2n− (k + Z(r′)t )
4n
θ − 2Z
(r′)
t − k
4n
)
=
(
k(1− θ)− Z(r)t (1 + θ)
2n
,
2nθ + k(1− θ)− Z(r′)t (1 + θ)
2n
)
, (17)
so that E[Zt+1 |Zt] is equal to(
k(1− θ) + [2n− (1 + θ)]Z(r)t
2n
,
2nθ + k(1− θ) + [2n− (1 + θ)]Z(r′)t
2n
)
.
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By taking expectation, we get
Ek[Zt+1]
=
(
k(1− θ) + [2n− (1 + θ)]EkZ(r)t
2n
,
2nθ + k(1− θ) + [2n− (1 + θ)]EkZ(r
′)
t
2n
)
=:
(
β + γ EkZ
(r)
t , θ + β + γ EkZ
(r′)
t
)
. (18)
By induction on t, this leads to a proof of the following result:
Proposition 11. Let Zt = Zx(Xt) =
(
S(Xt), d(x,Xt)
)
be the two-dimensional
projection of the lazy random walk Metropolis chain (Xt) for π(x) = θ
S(x)(1 +
θ)−n, started at X0 = x ∈ {0, 1}n with S(x) = k. Then, in the parametrization
(16) and for any t ∈ N, we get
Ek
(
Z
(r)
t , Z
(r′)
t
)
=
(
2nβ
1 + θ
(1− γt)− kγt , 2n(θ + β)
1 + θ
(1− γt) + kγt
)
,
where β := βn,k,θ :=
k
2n (1− θ) and γ := γn,θ := 1− 1+θ2n .
Proof. The claim is true for t = 0. Now suppose it is true for t. Then by (18)
we get that Ek
(
Z
(r)
t+1, Z
(r′)
t+1
)
is equal to(
β + γ
[
2nβ
1 + θ
(1− γt)− kγt
]
, θ + β + γ
[
2n(θ + β)
1 + θ
(1− γt) + kγt
])
=
(
β +
2nβ
1 + θ
γ − 2nβ
1 + θ
γt+1 − kγt+1 , θ + β + 2n(θ + β)
1 + θ
γ − 2n(θ + β)
1 + θ
γt+1 + kγt+1
)
=
(
2nβ
1 + θ
[
1 + θ
2n
+ γ
]
− 2nβ
1 + θ
γt+1 − kγt+1 , 2n(θ + β)
1 + θ
[
1 + θ
2n
+ γ
]
− 2n(θ + β)
1 + θ
γt+1 + kγt+1
)
=
(
2nβ
1 + θ
(1− γt+1)− kγt+1 , 2n(θ + β)
1 + θ
(1− γt+1) + kγt+1
)
.
So the claim is also true for t+ 1. 
Corollary 12. For the expectation under stationarity, in the parametrization
(16) of our two-dimensional chain (Zt), we get
Epi
(
Z(r), Z(r
′)
)
=
(
2nβ
1 + θ
,
2n(θ + β)
1 + θ
)
=
(
k
1− θ
1 + θ
,
2nθ
1 + θ
+ k
1− θ
1 + θ
)
.
Proof. Since the Markov chain (Zt) is irreducible and aperiodic, it converges
to its unique stationary distribution as t goes to infinity for fixed n, k. Since
the state space is finite, this convergence also holds for expectations. So by the
Proposition, we get
Epi
(
Z(r), Z(r
′)
)
= lim
t→∞
Ek
(
Z
(r)
t , Z
(r′)
t
)
=
(
2nβ
1 + θ
,
2n(θ + β)
1 + θ
)
,
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since for fixed n, k we have γt → 0 as t goes to infinity. 
Remark 13. By reversing the linear transformation (l, l′) 7→ (l′ − l, l′ + l), we
immediately get
EpiZ =
(
nθ
1 + θ
,
nθ + k(1− θ)
1 + θ
)
for the expectation under stationarity in the original parametrization (15) of
our two-dimensional chain (Zt). For the first coordinate this confirms what we
already know from S(X) ∼ Binomial(n, θ1+θ ) under stationarity.
Remark 14. By exactly the same proof we get for a general starting state
(v, v′) in the new parametrization (16)
E(v,v′)
(
Z
(r)
t , Z
(r′)
t
)
=
(
2nβ
1 + θ
(1− γt) + v γt , 2n(θ + β)
1 + θ
(1− γt) + v′γt
)
.
Note that the expected location of Zt after t steps is a convex combination of
the starting state Z0 = (v, v
′) and the stationary mean EpiZxZ, with relative
weights γt and 1− γt respectively.
Remark 15. From Remark 6 on page 7, we know that for u := un,θ :=
1
1+θn logn we get γ
u ∼ n−1/2. Therefore, Proposition 11 and Corollary 12
imply that for any starting state the expected location of the chain (Zt) after u
steps is within O(
√
n ) of the expected location of the chain under stationarity.
We now want to show that an additional αn number of steps is enough to
couple (with high probability) two chains that are at distance O(
√
n ) of their
stationary mean. This will follow from a corresponding result for simple random
walk on Z2, since close to the stationary mean we are now in the “entropy
regime” where the drift of the chain (Zt) is negligible.
5.4. Burn-in
But first we show that by running the chain for an initial αn steps (burn-in
period), we may assume that the number of ones in the state that is used in the
two-dimensional projection is close to its stationary mean. Fix δ > 0 and let
p := θ1+θ . We will show that
max
x∈{0,1}n
||Pαn+t(x, ·) − π|| ≤ max
y:S(y)∈n(p±δ)
||P t(y, ·)− π||+ o(1), (19)
where the o(1) term goes to zero as n goes to infinity (uniformly in t). To see
this, we condition on where we are after the first αn steps:
||Pαn+t(x, ·)− π||
= ||
∑
y
Pαn(x, y)
[
P t(y, ·)− π] ||
≤
∑
y:S(y)∈n(p±δ)
Pαn(x, y) ||P t(y, ·)− π||+
∑
y:S(y)/∈n(p±δ)
Pαn(x, y) ||P t(y, ·)− π||
≤ max
y:S(y)∈n(p±δ)
||P t(y, ·)− π||+ Px{S(Xαn) /∈ n(p± δ)}.
17
The last term on the right hand side doesn’t depend on t and is in fact in o(1),
uniformly in x ∈ X , because when writing Sαn := S(Xαn) we get for large α
Px{S(Xαn) /∈ n(p± δ)} = Px {|Sαn − ExSαn + ExSαn − np | ≥ δn}
≤ Px {|Sαn − ExSαn| ≥ δn− |ExSαn − np |}
≤ Px
{
|Sαn − ExSαn| ≥ n
(
δ − exp
{
−1 + θ
2
α
})}
≤ 2 exp
{
−2
9
n2
(
δ − exp{− 1+θ2 α})2
O
(
n
)
}
= o(1).
Here the second inequality holds since we get from Proposition 4 that |ExSαn−
np| ≤ nγαn ≤ n exp {− 1+θ2 α}. The third inequality follows from our concentra-
tion result based on Azuma’s inequality (Proposition 8). This proves (19). So
after an initial αn steps, we may assume that the number of ones is within δn
of its stationary mean np.
5.5. Coupling
Now we project down to our two-dimensional chain: Fix any y ∈ {0, 1}n such
that k := S(y) ∈ n(p± δ). Writing the transition kernel in the parametrization
(16), we get from Corollary 10 that
||P t(y, ·)− π|| = ||D(S(y)Zt)− πZy ||
= ||P t((−k, k), ·)− πZy ||
≤ max
(v,v′)
||P t((v, v′), ·)− πZy || (20)
≤ max
(v,v′),(w,w′)
||P t((v, v′), ·)− P t((w,w′), ·)||
≤ max
(v,v′),(w,w′)
P(v,v′),(w,w′) {τ > t} .
The maxima here are over the entire state space of the two-dimensional chain
(v, v′), (w,w′) ∈ {−k, ..., k} × {k, ..., 2n − k}. As is well known, the second
inequality above follows from stationarity of πZy ; see for instance [10, Lemma
4.11 on page 53]. The last inequality is the coupling inequality, where τ :=
min{j ≥ 0 : Zj = Yj} is the coupling time in the coupling (Zj , Yj) that we are
about to describe.
Fix any (v, v′), (w,w′) ∈ {−k, ..., k}×{k, ..., 2n−k} and set Z0 := (v, v′) and
Y0 := (w,w
′). Let t = s + u, where s := 11+θn logn and u := αn. Throughout
all steps j = 1, 2, ..., s, ..., t we use an (alternating) independence coupling. By
this we mean that at each step we flip a fair coin to decide which chain to
move according to the non-lazy version of its transition kernel. The other chain
stays at its current location. Here, if P is the transition probability matrix
(16) of the chain (Zj), then P
′ := 2P − I is its non-lazy version, where I is
the identity. However, if Zj and Yj ever agree in the r (or r
′) coordinate, we
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modify the coupling so that they agree in that coordinate forever after. This
is possible since the probability of moving up (or down) in the r-coordinate
does not depend on the current location in the r′-coordinate. Similarly, the
probability of moving up (or down) in the r′-coordinate does not depend on
the current location in the r-coordinate. This is easily seen from the transition
kernel (16).
We could implement this change as follows: Suppose Y
(r)
j = Z
(r)
j . Flip fair
coin number one; if it comes up heads, try to move Yj according to its non-
lazy transition rule. If that would result in Yj moving up (or down) in the
r-coordinate, flip another fair coin. If it comes up heads, move Y
(r)
j accordingly
and move Z
(r)
j in the same way; if it comes up tails, reject the move. If fair coin
number one comes up tails, try to move Zj according to its non-lazy transition
rule. If that would result in Zj moving up (or down) in the r-coordinate, flip
another fair coin. If it comes up heads, move Z
(r)
j accordingly and move Y
(r)
j in
the same way; if it comes up tails, reject the move. Similarly for Y
(r′)
j = Z
(r′)
j .
For steps j = 1, ..., s we exploit the drift of both chains towards their sta-
tionary mean and use our calculation of the expected location of the two chains
after s steps. From Remark 15 we know that at time s the two chains will be
within O
(√
n
)
of their stationary means in both coordinates in expectation. For
steps j = s + 1, ..., t, the drift is likely to be weak, so we can compare our two
chains to two simple random walks on Z2. We want to show that in additional
αn steps the two chains will coalesce with high probability. In [2] we construct
an explicit coupling of (Zj , Yj) with two lazy simple random walks (Vj ,Wj) to
achieve this. Here we use a more abstract result due to Levin, Peres and Wilmer
[10, Proposition 17.20 on page 240] that is based on martingale theory.
Proposition 16 (Levin, Peres, Wilmer, 2009). Let (Rj)j≥0 be a non-
negative supermartingale, adapted to the sequence (Wj), and let τ be a stopping
time for the sequence (Wj). Suppose that
(i) R0 = k ,
(ii) Rj+1 −Rj ≤ B ,
(iii) there exists a constant σ2 > 0 such that Var(Rj+1 |W0,W1, ...,Wj) ≥ σ2
on the event {τ > j}.
If u > 12B2/σ2, then
Pk{τ > u} ≤ 4k
σ
√
u
.
We will apply this result to the two difference processes formed by
Rj := Z
(r)
j − Y (r)j and R′j := Z(r
′)
j − Y (r
′)
j .
It will later be convenient to restart time at s, so let
τr := inf{j ≥ 0 : Z(r)s+j = Y (r)s+j},
τr′ := inf{j ≥ 0 : Z(r
′)
s+j = Y
(r′)
s+j },
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so that on the event {τ > s}, the coupling time is
τ := inf{i ≥ 0 : Zi = Yi} = s+ (τr ∨ τr′) ≤ s+ τr + τr′ . (21)
To show that the assumptions of Proposition 16 are satisfied by (Rj) and τr,
starting at time j = s, we use the sequence Wj := (Zj , Yj) and write Fj for
the sigma algebra generated by (Wi : i = 0, 1, ..., j). First note that, without
loss of generality, we may assume that Rs ≥ 0. If not, simply replace Rj by
−Rj. By construction of our coupling, it then follows that Rj ≥ 0 for all j ≥ 0.
Furthermore, the increments of (Rj) are bounded above by B := 2,
Rj+1 −Rj =
(
Z
(r)
j+1 − Z(r)j
)
−
(
Y
(r)
j+1 − Y (r)j
)
≤ 2,
since in our coupling only one of the two chains (Zj) and (Yj) can move at each
step, and their (absolute) step sizes are both bounded by two.
To see that (Rj) is a supermartingale, let
D(Z
(r)
j ) := E[Z
(r)
j+1 − Z(r)j | Zj ]
be the drift of the coordinate Z
(r)
j at time j, and similarly for Y
(r)
j . Then
E[Rj+1 −Rj | Fj ] = D(Z(r)j )−D(Y (r)j ) ≤ 0.
This follows, since by (17), the drift function D(·) is decreasing (non-increasing),
and we have Z
(r)
j ≥ Y (r)j by assumption. It remains to show that the conditional
one-step variances of (Rj) are bounded away from zero. Since A := Rj+1−Rj ∈
{−2, 0, 2}, we have to lower bound
1
4
Var[Rj+1 | Fj ]
=
1
4
Var[Rj+1 −Rj | Fj] (22)
=
[
P˜ (A = 2) + P˜ (A = −2)
]
−
[
P˜ (A = 2)− P˜ (A = −2)
]2
= P˜ (A = 2)P˜ (A 6= 2) + P˜ (A = −2)P˜ (A 6= −2) + 2P˜ (A = 2)P˜ (A = −2).
Here we write P˜ := P (· | Fj). From the transition probabilities (16) we get
P˜ (A = 2) =
1
4n
[(
k − Z(r)j
)
+
(
k + Y
(r)
j
)
θ
]
,
and
P˜ (A = −2) = 1
4n
[(
k + Z
(r)
j
)
θ +
(
k − Y (r)j
)]
.
From the burn-in (19), we may assume k ∈ n(p ± δ), where δ > 0 is a small
constant. Since Z
(r)
j , Y
(r)
j ∈ [−k, k], this implies that P˜ (A = 2) and P˜ (A = −2)
20
are both bounded above by kn
1+θ
2 ≤ p+ δ, and therefore P˜ (A 6= 2) ≥ 1− p− δ
and P˜ (A 6= −2) ≥ 1−p−δ. Consequently, the right hand side in (22) is bounded
below by
(1− p− δ)
(
P˜ (A = 2) + P˜ (A = −2)
)
.
Since we have the bound
P˜ (A = 2) + P˜ (A = −2) = 1
4n
[
2k(1 + θ)− (1− θ)
(
Z
(r)
j + Y
(r)
j
)]
≥ 1
4n
[2k(1 + θ) + 2k(1− θ)]
≥ k
n
θ
≥ (p− δ)θ,
we get
Var(Rj+1 | Fj) ≥ σ2 > 0,
for σ2 := 4(1− p− δ)(p− δ)θ, as required.
Analogously it can be shown that (R′j) and τr′ also satisfies the assumptions
of Proposition 16 with the same σ2. Since a modification of this argument will
be needed in section 7, we briefly sketch it here. Write A′ := R′j+1 −R′j , so we
have to bound
P˜ (A′ = 2) =
1
4n
[(
2n− (Zr′j + k)
)
θ + Y r
′
j − k
]
and
P˜ (A′ = 2) =
1
4n
[(
2n− (Y r′j + k)
)
θ + Zr
′
j − k
]
.
Since Zr
′
j , Y
r′
j always lie in [k, 2n− k], we get that P˜ (A′ = 2) and P˜ (A′ = −2)
are both bounded above by n−kn
1+θ
2 ≤ 1− (p− δ). For the lower bound, we get
P˜ (A′ = 2) + P˜ (A′ = −2) = 1
4n
[
(Zr
′
j + Y
r′
j )(1 − θ)− 2k(1 + θ) + 4nθ
]
≥ 1
4n
[2k(1− θ)− 2k(1 + θ) + 4nθ]
=
n− k
n
θ
≥ (1− p− δ)θ.
In the same way as above for (Rj), this shows that Var(R
′
j+1|Fj) ≥ σ2 :=
4(1− p− δ)(p− δ)θ > 0 in this case as well.
Applying Proposition 16, we get for u > 48/σ2,
PZs,Ys{τr > u} ≤
4|Rs|
σ
√
u
and (23)
PZs,Ys{τr′ > u} ≤
4|R′s|
σ
√
u
.
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Now we put things together. By conditioning on where we are after the first
s steps (the drift regime of our coupling), we get
P(v,v′),(w,w′){τ > s+ u |Zs, Ys} = 1{τ > s}P(v,v′),(w,w′){τ > u | Zs, Ys}
≤ PZs,Ys{τr + τr′ > u}
≤ PZs,Ys{τr > u/2}+ PZs,Ys{τr′ > u/2}
≤ 4
√
2
σ
|Rs|+ |R′s|√
u
.
Here the first inequality comes from (21), where we restart time at s. The last
inequality is (23). By taking expectation, we get for some positive constants
C,C′ and large n that
P(v,v′),(w,w′){τ > s+ u} ≤
4
√
2
σ
√
u
[
E(v,v′),(w,w′)|Rs|+ E(v,v′),(w,w′)|R′s|
]
=
4
√
2
σ
√
u
[|E(v,v′),(w,w′)Rs|+ |E(v,v′),(w,w′)R′s|]
≤ 4
√
2
σ
C
√
n+ C′
√
n√
αn
.
For the equality above, note that we can move the absolute values outside
the expectations, since in our coupling the sign of Rj (respectively R
′
j) can
never switch between plus and minus. The second inequality above comes from
Remark 15. Combining this with (19) and (20), we get
d(t) := max
x
||P t(x, ·)− π||
≤ max
(v,v′),(w,w′)
P(v,v′),(w,w′){τ > t}+ o
(
1
)
≤ 4
√
2(C + C′)
σ
√
α
+ o
(
1
)
,
which implies
lim
α→∞
lim sup
n→∞
d(t) = 0.
This finishes the proof of the upper bound part of Theorem 1. 
6. Metropolis vs. Gibbs
Since the coordinates are independent under the distribution π(x) = θS(x)(1+
θ)−n on X = {0, 1}n, where θ ∈ (0, 1], there exists a very close connection be-
tween the random walk Metropolis algorithm for π, that we studied above, and
the Gibbs sampler for the distribution π. The (random scan) Gibbs sampler for
the distribution π, also known as Glauber dynamics in statistical physics, is also
a Markov chain (Xt) on X that converges to π as the number of steps t goes to
infinity. It evolves as follows: Given we are at Xt = x, draw a coordinate i ∈ [n]
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uniformly at random. Then set X
(j)
t+1 := X
(j)
t for all j 6= i, and set X(i)t+1 := B,
where B ∈ {0, 1} is a draw from the conditional distribution of π for coordinate
i, given the values of x at all other coordinates j 6= i. Since the coordinates are
all i.i.d. Ber(p) under π, where p = θ1+θ , the random variable B above follows
a Ber(p) distribution and is independent of Xt.
Definition 17. Let P be the transition probability matrix of the (non-lazy) ran-
dom walk Metropolis algorithm for π. Similarly, let Q be the transition proba-
bility matrix of the (non-lazy) Gibbs sampler for π. Fix any q ∈ [0, 1]. Then the
lazy(q) random walk Metropolis algorithm for π refers to the Markov chain on
X with transition probability matrix (1− q)P+ qI. Similarly, the lazy(q) Gibbs
sampler for π refers to the Markov chain on X with transition probability matrix
(1 − q)Q + qI. Here I is the (appropriately sized) identity matrix. We refer to
q as the laziness-factor of the chain in question. When no value q is specified,
a lazy chain is understood to be lazy(1/2).
Remark 18. The lazy(q) random walk Metropolis algorithm for π simply refers
to the Markov chain on X , where at each step with probability q we stay where
we are, and with probability 1 − q we make one step according to the (non-
lazy) random walk Metropolis algorithm. Similarly for the Gibbs sampler. For
example, the lazy random walk Metropolis algorithm studied before corresponds
to the lazy(1/2) random walk Metropolis algorithm, whereas the lazy(0) Gibbs
sampler refers to the non-lazy Gibbs sampler for π.
With this definition, we get the following relationship between the random
walk Metropolis algorithm and the Gibbs sampler for π.
Proposition 19. Fix any θ ∈ (0, 1] and consider the distribution π = πθ on
X = {0, 1}n defined by π(x) = θS(x)(1+ θ)−n. Then the lazy (1/2) random walk
Metropolis algorithm for π follows the same law as the lazy
(
(1 − θ)/2) Gibbs
sampler for π.
Remark 20. For θ = 1 this shows that the lazy random walk Metropolis al-
gorithm for the uniform distribution on the hypercube is equal to the non-lazy
Gibbs sampler for the uniform distribution. If we say that a non-lazy chain
“runs twice as fast” as its lazy (q = 1/2) version, then for θ = 1 the lazy ran-
dom walk Metropolis algorithm “runs twice as fast” as the lazy Gibbs sampler.
The above Proposition shows that this “speed advantage” of the Metropolis
algorithm disappears as θ ↓ 0. The reason for this is that the random walk
proposal in the Metropolis algorithm is less and less well adapted to π as θ goes
down to zero.
Proof of Proposition 19. Fix any θ ∈ (0, 1]. The lazy(12 ) random walk
Metropolis algorithm for π has the following transition kernel:
P(x, y) =


1
2n : x ∼ y, S(x) > S(y),
1
2nθ : x ∼ y, S(x) < S(y),
1
2 +
n−S(x)
2n (1− θ) : x = y,
0 : otherwise.
(24)
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As noted before, it’s easy to see that we can run the corresponding chain (Xt)
in the following way. Given we are at state Xt at time t:
• Pick a coordinate i ∈ [n] uniformly at random, independent of all previous
choices.
• Draw Ut ∼ Uniform[0, 1], independent of all previous choices.
• Set X(j)t+1 := X(j)t for j 6= i, and set the ith coordinate of Xt+1 to
X
(i)
t+1 :=


1 : 0 ≤ Ut ≤ θ2 ,
X
(i)
t :
θ
2 < Ut ≤ 12 ,
0 : 12 < Ut ≤ 1.
However, this corresponds exactly to the transition rule of the lazy(1−θ2 ) Gibbs
sampler: If Ut ∈ ( θ2 , 12 ], that is, with probability (1−θ)/2, we stay where we are;
and if Ut /∈ ( θ2 , 12 ], that is, with probability 1−(1−θ)/2 = (1+θ)/2, we pick one
of the n coordinates uniformly at random and replace it with an independent
Bernoulli( θ1+θ ) random variable, since we get P (Ut ≤ θ/2 |Ut /∈ ( θ2 , 12 ]) = θ1+θ .

7. Edge probabilities varying with n
So far we considered the model π(x) = θS(x)(1 + θ)−n where θ ∈ (0, 1] is
fixed as n goes to infinity. In this section we consider the case where θ = θn
is allowed to vary with n. As mentioned in [7, page 2118], the methods and
results of [6] imply that the non-lazy version of the Metropolis algorithm for
this model has cutoff at (1+ θn)
−1nmin{logn, log
√
n/θn} with window size n.
By the same argument as for Theorem 1, this implies the following result for
the lazy version:
Theorem 21 (Diaconis, Ram, 2000). The lazy random walk Metropolis
chain for π(x) = θ
S(x)
n (1 + θn)
−n on {0, 1}n, where θn ∈ (0, 1], has cutoff
at 21+θnmin{logn, log
√
n/θn} with a window of size n.
Corollary 22. Let n :=
(
ν
2
)
and let π(x) = p
S(x)
n (1 − pn)n−S(x) be the Erdo˝s-
Re´nyi random graph model on ν vertices with parameter pn ∈ (0, 1). The lazy
random walk Metropolis chain for this model has cutoff at
2ρnmin
{
logn, log
√
nρ
1− ρ
}
with a window of size n, where ρ := max{p, 1− p}.
Remark 23. By absorbing −(1 + θ)−1n log θ into the window size term, The-
orem 21 is seen to be consistent with the result from Theorem 1 for constant
θ. We note that the expression for the mixing time changes when θn ≤ 1/n,
corresponding to pn := θn/(1 + θn) ≤ 1/(n+1), which is right about where the
edge probability pn passes the critical threshold of 1/n for the existence of a
giant component in the Erdo˝s-Re´nyi random graph.
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Proof of Theorem 21. In the remainder of this section we will extend our
proof of Theorem 1 to the case where θ is allowed to vary with n, and prove
Theorem 21. For the lower bound part of this cutoff result, we can follow the
proof given in section 3. Propositions 4 and 7 including their proofs stay true
as stated when θn is allowed to vary with n. After that, use the bound
Var1St ≤ n
(1 + θn)2
[
γt + θn
]
,
which leads to the bound
σ2 := 1/2
(
Var1St +VarpiSS
) ≤ n
(1 + θn)2
[
γt + θn
]
.
Then we get
|E1St − EpiSS| =
n
1 + θn
γt
≥ σ
√
nγt√
γt + θn
. (25)
For t := 21+θnnmin{logn, log
√
n/θn}−αn and γ := 1− 1+θn2n as before, we get
γt ∼ max{1/n,
√
θn/n} e
1+θn
2 α,
which implies
lim
α→∞
lim inf
n→∞
( √
nγt√
γt + θn
)2
=∞.
The lower bound result now follows from (25) and Proposition 3.
For the upper bound part of the cutoff result, we distinguish two cases,
according to which term attains the minimum in the expression for the mixing
time. For θn ≤ 1/n, it is enough to consider a coordinate wise coupling: To
update two copies (Xt), (Yt) of the chain, use the construction given before
Proposition 7 to run the chains, but update the same coordinate i ∈ [n] and
use the same uniform random variable Ut for both (Xt) and (Yt). If Rt is the
number of coordinates not refreshed by time t, as defined before Proposition 7,
then for for t := 21+θnn logn+ αn we get
d(t) = max
x
||P t(x, ·) − π||
≤ max
x,y
||P t(x, ·) − P t(y, ·)||
≤ max
x,y
Px,y(Xt 6= Yt)
≤ P (Rt ≥ 1)
≤ ERt
= nγt
∼ e− 1+θn2 α,
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which proves that limα→∞ lim supn→∞ d(t) = 0, as required.
For θn > 1/n, this coordinate wise coupling is generally not sharp enough
to establish cutoff. To see this, note that for t = 21+θnn log
√
n/θn + αn we
get nγt ∼ √nθne−α(1+θn)/2, which grows without bound unless θn ∈ O
(
1/n
)
.
However, a slight modification of our proof for constant θ works in this case.
With the exception of Remark 15, everything in this proof stays true until the
application of Proposition 16. Restarting time after a burn-in of αn steps, we
may assume that the number of ones of the state X0 that we use for the two
dimensional projection satisfies k := S(X0) ∈ n(pn±δ), for some small constant
δ > 0. Again, we write pn := θn/(1 + θn). Note that pn − δ can be negative in
this case. The two difference processes formed by
Rj := Z
(r)
j − Y (r)j and R′j := Z(r
′)
j − Y (r
′)
j
still satisfy all the assumptions of Proposition 16, except that the conditional
one step variances can no longer be bounded away from zero. Therefore, here
we modify the argument given for constant θ, treating the r and r′-coordinates
separately.
The width of the domain [k, 2n− k] of the r′-coordinate of our chain (Zt) =(
Z
(r)
t , Z
(r′)
t
)
is of order n, as before, and we can still apply Proposition 16. To
bound the conditional one step variances, using the same notation as above, we
get that P˜ (A′ = 2) and P˜ (A′ = −2) are both bounded above by n−kn 1+θ2 ≤ 1−δ′,
for some constant δ′ > 0 that doesn’t depend on n. To see this inequality, first
note that both terms on the left hand side are in [0, 1]. Let δ′′ := 2δ/(1 − δ),
where δ > 0 is the constant we used in the burn-in to ensure that the number of
ones k of the state used in the two dimensional projection satisfies k ∈ n(p± δ).
If θn < δ
′′, we get 1+θn2 <
1+δ′′
2 , so we can pick δ
′ := (1 − δ′′)/2. If θn ≥ δ′′,
we get pn − δ ≥ δ′′1+δ′′ − δ > 0, so here we can pick δ′ := δ
′′
1+δ′′ − δ > 0. For the
lower bound, we get as before
P˜ (A′ = 2) + P˜ (A′ = −2) ≥ (1 − p− δ)θn.
That means our variance bound Var(R′j+1|Fj) ≥ σ2n := 4δ′(1−p−δ)θn depends
on n and can’t be bounded away from zero, as before. However, for some
constant C > 0 and large α we still get u := αn > C/θn = 12B
2/σ2n, as
required, since we have θn > 1/n. Applying Proposition 16 to (R
′
j) and τr′
entails
PZs,Ys{τr′ > u/2} ≤
4|R′s|
σn
√
u/2
. (26)
Furthermore, for s := 2/(1+θn)n log
√
n/θn we get nγ
s ∼ √nθn, and therefore,
for some constant c > 0,
|ER′s|
σn
√
u
≤ nγ
s
√
cθnαn
∼ 1√
αc
, (27)
as required in this context.
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On the other hand, the width of the domain [−k, k] for the r-coordinate of
our chain (Zt) is not necessarily of order n, as it was for fixed θ. As before, for
(Rj) and τr we get that P˜ (A = 2) and P˜ (A +−2) are both upper bounded by
k
n
1+θn
2 ≤ p+ δ, and further
P˜ (A = 2) + P˜ (A = −2) ≥ k
n
θn.
Therefore, we get the variance bound
Var [Rj+1|Fj ] ≥ σ2n := 4(1− pn − δ)
k
n
θn.
This violates the assumption αn =: u > 12B2/σ2n of Proposition 16. Therefore,
we use here a slightly modified version of Proposition 16, where we replace the
last sentence in its statement by the following one: If h ≥ 2B then for any u > 0
we get
Pk{τ > u} ≤ k
h
+
3kh
uσ2
.
This version directly follows from the proof or the original version as given by
Levin, Peres and Wilmer [10, page 346]. Minimizing the right hand side above
by choosing h :=
√
uσ2/3 leads to the original version of Proposition 16, which
we can’t apply in our context. Instead, here we choose h :=
√
αnθn. Since
θn > 1/n, for large α we get h ≥ 2B = 4, as required. Applying this modified
version of Proposition 16 to (Rj) and τr, we get
PZs,Ys{τr > u/2} ≤
|Rs|
h
+
3|Rs|h
σ2nu/2
≤ |Rs|√
αnθn
+
6|Rs|
√
αnθn
αnθnck/n
=
|Rs|√
αnθn
[
1 +
6n
ck
]
.
Here, we used u := αn and σ2n ≥ cθnk/n for some constant c > 0. By setting
s := 2/(1 + θn)n log
√
n/θn and taking expectation, this leads to the bound
E(v,v′),(w,w′)|Rs|√
αnθn
[
1 +
6n
ck
]
=
|E(v,v′),(w,w′)Rs|√
αnθn
[
1 +
6n
ck
]
≤ 2kγ
s
√
αnθn
[
1 +
6n
ck
]
∼ 2
√
nθnk/n√
αnθn
[
1 +
6n
ck
]
≤ 2 + 12/c√
α
.
Here, the first equality follows by the same argument as in the case for constant
θ. The first inequality follows from Remark 14, using the fact that the r-
coordinates live in the domain [−k, k]. The asymptotic equality comes from
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nγs ∼ √nθn. In the same way as for constant θ, we can now combine this result
for (Rj) and τr with the corresponding results (26) and (27) for (R
′
j) and τr′ to
establish the upper bound part of the cutoff result. This finishes the proof. 
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